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Abstract 
This thesis concerns absorbing wave machines where the absorption strategy 
is based on a force-feedback approach. A theoretical model, describing their be-
haviour correct up to second order, is developed. At first order, this model seeks to 
provide a theoretical transfer function, linking the demand signal to the amplitude 
of the desired progressive wave. In the context of force-controlled wave machines, 
this transfer function may be regarded as the equivalent to the well known Biesel 
coefficients; the latter linking the demand signal and the progressive wave mode 
for position-controlled machines. 
Furthermore, it is shown that the absorption mechanism affects the first-order 
transfer function. As part of a comparative study, a consistent framework for 
optimum absorption controllers is presented. An approach utilizing a numerical 
optimisation procedure is formulated and compared to other available techniques. 
This work is also relevant to related disciples, including the successful operation 
of wave energy devices. 
Whilst the comparison of optimum absorption strategies is limited to first or-
der, a detailed investigation of the effects arising at second order is also presented. 
In so doing, the influence of the nonlinear hydrodynamic feedback, induced by the 
force-driven approach, is discussed. In the case of flap-type wave machines the 
dry-backed paddles have a signiflcant beneflt over position-controlled machines in 
that they seem to introduce very little spurious harmonic content. In contrast, 
force-driven piston-type wave machines seem to introduce a significant amount of 
spurious wave content, in some cases more than that associated with equivalent 
position-controlled machines. In considering these effects, the operation of both 
machine types is carefully examined. 
At present, the development of the second-order theory is limited to uni-
directional waves. However, a separate study concerning the generation of oblique 
waves is included and a first-order force transfer function for the operation of wave 
basins is presented. Throughout the thesis, the theoretical work is supported by 
extensive experimental evidence. The generation and absorption of uni-directional 
regular and irregular waves is investigated. In addition, the practical generation 
capabilities of a multi-directional wave basin are also assessed. 
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1 
Introduction 
1.1 Project Motivation 
One of the first papers on wave making theory was titled 'Forced surface-wave on 
water' (Havelock 1929). In a literal sense this precisely describes the objective of 
any wave generation system: to force the water particles on the paddle front in a 
prescribed motion and, in so doing, create a progressive wave that transmits the 
energy input into the wave flume or wave basin. Ideally, the combination of many 
progressive waves represents a prescribed sea state exactly and model testing can 
be performed with a high level of confidence regarding the input wave conditions. 
Unfortunately, there is always an inherent mismatch between the velocity pro-
file a wave board can prescribe and the velocity profile naturally occurring under 
a progressive wave train; this mismatch giving rise to additional unwanted wave 
components. Some of the additional components are standing waves and decay 
with increasing distance from the wave board. However, additional progressive 
waves are also introduced and contaminate the testing area. As a result, these 
latter modes are often referred to as spurious waves. The purpose of applying a 
nonlinear demand signal is to suppress these spurious wave modes. 
Moreover, refiections from models and the tank's boundaries add to the con-
tamination of the testing area. It has thus become common practice (or at least 
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best practice) to ensure that the wave generator is also an active wave absorber. 
As a result, the ideal wave making system is capable of generating waves of high 
quality (using a nonlinear input signal) and simultaneously provides active ab-
sorption of reflected waves. 
To achieve this latter objective, active wave absorption, the wave generation 
system requires some additional information about the fluid's state, ideally in close 
proximity to the wave board. The acquisition and processing of such measured 
quantities, in order to determine the system's future actions, is called feedback 
or closed loop control. Measuring and controlling the position of the wave board 
only, as is traditionally the case, does not provide the required dependency for 
active wave absorption; the fluid motion is dependent on the wave board motion, 
but not vice versa. As a result, an additional measurement such as the surface 
elevation at the paddle face needs to be made; this measurement can only be taken 
at discrete points and hence gives incomplete information about the fluids current 
state. 
Directly controlling the force acting on the paddle overcomes those two short-
comings: (i) the force is an integral quantity incorporating the average fluid motion 
and (ii) Newton's third law of action and reaction is employed; the wave machine 
and the fluid are linked directly as a coupled dynamic system. Furthermore, the 
combination of the physical quantities of force and velocity provides a direct mea-
sure for the system's power input/output; power being the actual quantity under 
consideration when discussing active wave absorption. 
Adopting similar arguments, Salter et al. (1976) engineered a highly efficient 
wave energy converter based on force-feedback. Using the techniques developed 
for the wave energy extraction device, Salter (1982) designed an absorbing wave 
making facility. The success of his early designs was such that in excess of 500 
wave paddles employing force-feedback control are in operation today. However, 
even though many laboratory facilities are equipped with these devices, there is a 
complete absence of published literature concerning the underlying theory or the 
wave quality that can be achieved in practice. This lack of both theoretical inves-
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tigations and supporting laboratory observations, combined with many practical 
arguments that favour force control, was the motivation for the present thesis; the 
aim being to show that force-controlled wave machines can achieve comparable 
or improved wave quality when compared to position-controlled systems and to 
explain the reasons for this. To distinguish between the two approaches adopted 
throughout the thesis, the term 'position-controlled' refers to machines where the 
wave board position is the only control parameter. In contrast, 'force-controlled' 
refers to machines where the force acting on the wave board is one of the controlled 
quantities; the others being position, velocity and acceleration. 
The lack of publications and documentation, particularly in the early days of 
force-driven wave making technology, has had another direct effect: despite their 
commercial and practical success, researchers have been reluctant to take on the 
challenge to improve the operation of such devices. This is in marked contrast to 
position-controlled machines where a large number of publications over the past 
three decades have initiated an active and ongoing debate regarding the wave 
quality achieved in practice. The present thesis may be seen as a first attempt 
at initiating a similar debate related to force-driven devices. The work presented 
herein includes both extensive theoretical work and an experimental verification 
over a wide range of wave conditions; the major achievements being summarised 
in the following section. 
1.2 Major Achievements 
In a recent publication, Masterton &: Swan (2008) reported on an efficient method 
for the calibration of a multi-directional absorbing wave basin. Even though such 
an empirical calibration may remain the preferred approach to operate both wave 
flumes and basins, the present thesis provides the theoretical framework required 
to understand the wave machine's transfer function. In fact, the calibration ap-
proach has been applied to absorbing wave making equipment for nearly forty 
years. However, whilst the engineers who initially designed this technology had 
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a firm understanding of the mechanisms involved, this knowledge has not been 
successfully transferred. The explanation for this lies mainly due to the aforemen-
tioned lack of documentation and publications in the early days of wave power. In 
this light, the present thesis may be regarded as the combination of the following 
major achievements: 
1. The existing knowledge concerning force-controlled absorbing wave makers 
has, for the first time, been documented thoroughly. This is particularly 
true for the wave making equipment and absorption strategy first described 
by Salter (1982). 
2. Building upon this existing knowledge, the absorption strategy has been 
compared to other techniques and was shown to be superior. Such a com-
parison has not been reported prior to this work. 
3. The direct comparison in a common notation establishes a framework that 
may be used to enhance the absorption efficiency of force-driven wave mak-
ers world wide - including but not limited to those supplied by Edinburgh 
Designs Ltd. 
4. The theoretical aspects of wave generation and absorption have been com-
bined into a novel theory allowing the theoretical prediction of the wave 
machine's first-order transfer function. The calibration mentioned earlier 
(Masterton & Swan 2008) may now be put into a theoretical context. 
5. The developed theory has been extended correct to the second-order of wave 
steepness, enabling the generation of high quality waves with simultaneous 
absorption; a method thus far unreported. 
6. A long suspected advantage of force-driven flap-type wave makers operating 
in deep and intermediate water depths has been proven theoretically; the 
wave quality when operating such devices with a first-order command signal 
is very good and superior to comparable position-controlled machines. In 
such cases second-order correction may not be required. 
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7. A first-order theory for multi-directional wave generation using force-feedback 
control has been developed. 
8. Extensive experimental work, covering all aspects of the new theory, has 
been undertaken and substantiates the vahdity of the theoretical model. 
Much of this work has already been published, see Spinneken & Swan (2009a), 
Spinneken & Swan (20096) and Spinneken &: Swan (2009c), with further pub-
lications in preparation. Moreover, a cooperation with Prof. Naito at Osaka 
University is envisaged in order to apply the modelling procedures to a different 
wave board geometry in a circular test basin. 
1.3 Thesis Overview 
The PhD thesis is divided into five major chapters. Each chapter, containing 
one or two parts, commences with an overview where the focus of the particular 
chapter is brought into the wider context of the thesis. Within Chapter 2 a 
firm background on wave making theory is presented and the commonly adopted 
notation introduced. Moreover, background material is introduced throughout the 
thesis, with the new work building upon it. The order of the chapters that follow 
is such that they involve an increasingly complex permutation of the following 
three pairs: (i) first order and second order, (ii) regular and irregular seas and (iii) 
uni-directional and multi-directional waves. 
Chapter 3 deals with the concept of actively absorbing wave makers based on 
force control. The absorption strategy employed throughout the work is introduced 
and compared to other methods. This chapter is broadly based on the conference 
paper Spinneken & Swan (2009c), but has been revised and extended. Only first-
order aspects are considered and any experimental evidence has been omitted; the 
latter being presented in detail as part of Chapters 4 and 5. 
In Chapter 4, the absorption strategy established in Chapter 3 is apphed to 
flap-type wave machines and the theory is extended to second order. This work 
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is presented as two parts; the first focusing on the theoretical aspects and the 
second providing an experimental justification for the new theory. Both studies 
are limited to the generation and absorption of regular waves only. The two parts 
are based on the work presented in Spinneken & Swan (2009 a) and Spinneken 
& Swan (20096). Apart from some minor editing, these two papers remain in 
their originally published form and provide evidence that the current work can 
withstand a thorough peer-review process. 
One of the conclusions drawn from Chapter 4 is that second-order correction 
may often not be required. This conclusion is partly supported by the fact that 
most experiments within this study were undertaken in intermediate to deep wa-
ter; the region where flap-type wave makers are most commonly employed. In 
an attempt to broaden these studies, a separate study was undertaken concerning 
the operation of force-controlled piston-type wave makers in shallow water; a re-
gion where second-order effects are known to be more pronounced. The level of 
complexity in this third step is further increased by including the second-order gen-
eration of irregular waves. As before, the work is divided into two parts, one with 
a focus on the theoretical aspects and the other the accompanying experimental 
work. Both aspects of this work are presented within Chapter 5. 
In a fourth and final step, the theory is extended to include multi-directional 
force-driven wave generation. Even though this last step of the investigation is 
limited to first order, there are at least two relevant applications of the new the-
ory. First, the calibration of a multi-directional wave making facility is a very 
time consuming procedure, as reported by Masterton &: Swan (2008). A theo-
retical transfer function has the potential to significantly shorten this procedure 
for any future basin commissioning and also provide enhanced insight in the un-
derlying physics. Second, a recent but as yet unpublished study (Newman 2008) 
showed that to correctly absorb waves in a numerical circular wave basin, some 
advanced absorption strategies need to be employed. Similar arguments apply to 
the absorption of oblique waves in rectangular basins. The present work provides 
the theoretical framework required to implement these advanced techniques. Both 
1.3 Thesis Overview 
the theoretical work and experimental evidence concerning the wave generation 
(or first-order transfer function) are presented in Chapter 6. 
The thesis concludes with Chapter 7. This summarises the findings of each of 
the earlier chapters and provides some suggestions for further work. 
Wave Maker Theory 
2.1 Introduction 
This chapter introduces the common wave making background that underpins 
much of the work presented in the later chapters. Even though the present work 
primarily concerns force-controlled wave machines, much of the existing theory 
for position-controlled systems may be employed: the wave field generated by a 
given sinusoidal paddle motion is identical for both position- and force-controlled 
machines. However, a single harmonic force-control signal does not inevitably lead 
to a paddle motion at this harmonic alone. Indeed, all the nonlinear processes in 
the generated wave field will contribute to the applied force and hence feed back 
into the generation process. This will be discussed in detail at a later stage. 
Havelock (1929) presented a first general wave generation theory and his work 
is commonly regarded as the foundation for subsequent theories. In deriving this 
theory, Havelock introduced a first-order approximation of the boundary condi-
tions and, adopting the Fourier integral theorem, obtained a depth dependent 
function that includes both the progressive wave mode and a local oscillation. In 
addition, Havelock derived an explicit expression for the wave field and surface 
elevation appropriate to a piston-type wave machine. Later on Biesel & Suquet 
derived explicit expressions for both flap and piston-type geometries and provide 
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extensive information as to their practical implementation. This work was orig-
inally published in the French Journal La Houille Blanche. However, given the 
practical significance of their work, these articles were translated into English and 
published as Biesel &: Suquet (1954). 
Assuming the first-order motion of the paddle is known, the generated wave 
field up to second order can be derived. This has been discussed extensively in the 
existing literature (Flick & Guza (1980), Sulisz k. Hudspeth (1993), van Leeuwen 
& Klopman (1996), Schaffer (1996) and Zaman & Mak (2007)) and will not be 
repeated herein. Indeed, throughout this thesis a notation and solution similar to 
that presented by Schaffer (1996) is adopted; the present chapter summarising the 
notation and detailed mathematics on which the solution is based. This includes 
deriving all the boundary conditions appropriate to the problem from first princi-
ples and presenting the solution for the generated wave field. The lengthy algebra 
required to derive this solution is, however, omitted. Nevertheless, at any stage 
the reader may readily substitute the solution into the given boundary conditions 
to verify that the results presented are indeed correct. 
2.2 Governing Equations 
The present chapter investigates uni-directional, irregular waves based on the non-
linear superposition of N wave components ranging from n = 1..N. A boundary-
value problem based on a classical perturbation approach combined with Taylor 
expansions of the boundary conditions at the free surface is presented. Within this 
the following notation is adopted: the velocity potential $ = in Carte-
sian coordinates (x, z) is defined such that the velocity components are given by 
(u,w) = {d^/dx,d^/dz), where x is defined as positive in the direction of wave 
propagation and z is measured vertically upwards from the still water level (SWL). 
The water surface elevation is given by 77 = r]{x, t) and the wave board position 
by % = X{z, t); the wave board position at still water level {z = 0) being denoted 
by Xo{t). Furthermore, 9, w, g, h and t denote angular wave board displacement, 
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z = 0 
z = -h 
Wave Board 
Centre of Rotation 
Figure 2.1: Wave maker geometry and definition of notation 
angular wave frequency, acceleration of gravity, still water depth, and time, re-
spectively. The displacement I is defined so that z = —(h -I- I) gives the centre 
of rotation of the wave board and d > 0 is the elevation of the hinge above the 
bed. If the centre of rotation is below or at the bed then d is set to zero. For the 
special case of a piston-type wave maker, if follows that I = oo and d = 0. Figure 
2.1 defines both the general wave maker geometry and the notation employed. 
The values for d and I for commonly employed wave maker geometries are further 
clarified in figure 2.2. 
The boundary conditions appropriate to the problem defined on figure 2.1 are 
as follows: 
a. With the bed assumed to be horizontal and impermeable, to = 0 on z = —h. 
b. The water surface profile is a streamline defining the Kinematic Free Surface 
Boundary Condition (KFSBC). 
c. The pressure acting on the water surface is constant (atmospheric) defining 
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I = 0, d = 0 I <0,d =-I 
(c) 
I = d = 0 
Figure 2.2: Wave maker geometries: (a) bottom hinged flap, (b) flap where the 
hinge is place above the bed, (c) full depth piston 
the Dynamic Free Surface Boundary Condition (DFSBC) 
d. On the wave board, the fluid velocity perpendicular to the wave board must 
be equal to the velocity of the wave board 
The boundary conditions described above must be expressed as a set of equations. 
First, with the fluid assumed to be incompressible, conservation of mass ensures 
that the Laplace equation must apply throughout the fluid domain 
= 
dx^ dz^ 
= 0. (2.1) 
The bottom boundary condition, (a) above, readily yields 
(2.2) 
on z = —h. Conditions (b) and (c), the KFSBC & DFSBC, may be defined as 
drj drj 5$ drj 
dt ^ ^dx dz dx dx 
(2.3) 
and 
dt -9V w^) -gr] 
% (2.4) 
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both being valid on z — rj. Expanding (2.3) about the mean water level using a 
Taylor series expansion, and retaining terms up to a second-order of wave steep-
ness, 0((afc)^) = O(e^), gives 
"W ^ dz ' 
at first order and 
(2.5) 
= (2-6) 
at second order, where the super-script denotes the order of the term involved. 
Similarly, expanding the DFSBC (equation 2.4) about the mean water level and 
retaining terms up to a second-order of wave steepness yields 
(2.7) 
at first order and 
1 
- a r = ' - 2 dx J '^ \ dz J ' - S 
at second order. With the wave board assumed to be flat, solid and impermeable, 
the fluid velocity normal to the wave board has to be identical to the wave board's 
normal velocity: 
= (2,9) 
where the radius r may be expressed in terms of wave board motion and depth as 
T — Y (J^(z, t)) (I h z') — (Z 4- A -l- z) \ / l -h tan^ 6. (2.10) 
The normal fluid velocity, defined in terms of the horizontal and vertical velocity 
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components {u,w), is given by 
Vn = ucosd — wsin6, (2.11) 
and combining the two expressions for yields 
{I + h + z) \/l + tan^ 6^ = u cos ^ — w sin 9. (2.12) 
An assumption which is commonly adopted (Flick & Guza 1980, Barthel et al. 
1983, Hughes 1993) is that the paddle stoke is small compared to its length, 
Xo/{h + I) = t an0 = 5 < < 1. At this stage it is important to stress that the 
small quantity S solely relates to the displacement of the wave board. As such, 6 
is entirely distinct from e; the latter representing the wave steepness (ak) used as 
the expansion parameter for the perturbation analysis within which the second-
order boundary-value problem will be solved. Observing the right hand side of 
equation (2.12) 
ucosO — wsinO = cos 9{u — wtan.9) = cos9{u — 5w), (2.13) 
it is clear that the vertical velocity contribution may be neglected since 5w « u . 
Adopting the small angle approximation throughout, the following approximations 
may be made: 
cos 9(u — dw) ^ u = 
oz 
tan^ 9 « 1 
X ( z , t ) Xo(() 9 ~ tan 9 = 
I h z h 1 
For further information concerning these approximations the reader is directed to 
Hughes (1993). Substituting the above, the wave maker boundary condition at 
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X = X{z,t) reduces to 
dx dt 
= 1 
h -\-1 dt • 
(2.14) 
This expression is not easily solved; the boundary condition applies on x = 
X{z,t) and is thus a function of depth and time. This can be overcome by ex-
panding the boundary condition about the still wave board position (x = 0) in 
a similar fashion as expanding the KFSBC and DFSFB about the free surface 
(z = 0). However, this is more easily achieved in cylindrical coordinates 
(2.15) 
and transforming into Cartesian coordinates yields 
(2.16) 
Combining the boundary condition on the wave board with the expanded velocity 
potential gives 
(2.17) 
d% 
at first order; the small angle 9^ ^^  having been replaced by its approximation given 
above. At second order the boundary condition reduces to 
a$(2) 
dx 0 
(2) Kl) , a2^(i) 1 for — (/i — d) < z < 0 
for —h < z < —{h — d) , 
(2.18) 
where again the super-script () denotes the order of term involved. Both equation 
(2.17) and (2.18) are valid for x = 0, where and are the first- and 
second-order control signals in position control. 
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2.3 Generated Wave Field 
The potential solution for the wave field generated by a first-order position-control 
signal is conveniently separated into three components: 
(i) The first-order velocity potential -
This describes the progressive wave to be generated as well as the associated 
evanescent modes arising at, or near, the wave paddle. It must satisfy the 
boundary condition on the wave maker, requiring the fluid velocity normal 
to the wave board to be equal to the wave board velocity. 
(ii) The wave-wave interaction potential -
In the general case of an irregular sea state, the various first-order waves 
and their evanescent modes described by will interact with each other; 
describes these cross interaction terms as well as the self interaction or 
Stokes terms. 
(iii) The spurious free wave potential -
Although and together satisfy the second-order free surface bound-
ary conditions, they do not fully satisfy the second-order boundary condition 
at the wave maker. This leads to the generation of an unwanted free wave 
which is expressed as 
In order to correctly reproduce a demanded sea state, a compensation signal can-
celling the additional spurious wave potential has to be added to the control 
signal. This process will be discussed in detail within later sections of the thesis. 
2.3.1 First-order Solution 
Evaluating the boundary conditions for an inviscid and incompressible fluid, yields 
the first-order wave potential given by 
J ( I ) i l A y +C.C.1 , (2.19) 
S i H 6 cosh*;j„/i j 
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where Xn is the complex, first-order, paddle displacement amplitude for wave 
component n at the still water level and c.c. the complex conjugate of the preceding 
term. Using this result, the first-order paddle motion, may be defined as 
4-c.c.} . (2.20) 
n=l 
Furthermore, the wave numbers, kjn, are given by the solutions to the dispersion 
equation 
= gkjnta.nhkjnh, (2.21) 
generalized to complex wave numbers (Dean &; Dalrymple 1991). Within this 
solution, the real solution for j = 0 refers to the progressive part of the wave field 
whilst the purely imaginary solutions for j = I . . . 0 0 refer to the infinite series of 
evanescent modes; the latter accounting for the mismatch between the wave board 
velocity and the water particle velocity under the progressive wave. This involves 
satisfying the boundary condition on the wave board (condition (d) above) and 
yields the geometry dependent first-order coefficients Cjn given by 
Cjn = (2.22) 
where 
M{kjn) = smh.{kjnh) - sinh(%„d) -h _ ^ c o s h ( A ; ^ n 4 ^ cosh.{kjnh) ^2.23) 
and 
M{kjn) = ^ [kjnh + smh.{kjnh) cosh.{kjnh)]. (2.24) 
The first-order surface elevation, may be expressed as 
= Z ^ f Z + C.C. I , (2.25) 
n=l I i=0 J 
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which simply follows by substituting equation (2.19) into (2.7). Observing equa-
tion (2.25) for it is worthwhile noting that the progressive first-order amplitude 
of wave component n, denoted by Aon, is given by 
-^ On = CQn^ n-) (2.26) 
where Co„ is a real coefficient for all frequencies. Considering the equations for 
and , (2.20) and (2.25) respectively, a notable result is seen: the generated 
progressive wave is phase shifted by a factor of i or 90 degree when compared to 
the wave board motion. Likewise, the generated progressive wave is in phase with 
the wave board's velocity, a result that is important when considering the system's 
dynamic behaviour in subsequent chapters. 
The present thesis addresses three types of board geometries in particular: (i) 
bottom hinged wave makers (figure 2.2 (a), / = 0, d = 0); (ii) wave makers where 
the hinge is placed above the bed (figure 2.2 (h), I = —d < 0) and (iii) full depth 
piston-type wave machines (figure 2.2 (c), I = oo, d = 0). Figure 2.3 shows the 
first-order coefficients Cjn for these three arrangements, where LQ = ^T^gjup- is the 
deep water wave length. 
Herein, the solid line in each sub-figure (a) to (c) represents the real coeffi-
cient, con, which directly relates the wave board motion to the amplitude of the 
progressive wave mode. For all three machine geometries shown, the coefficient Con 
approaches a limiting value of 2 for high frequencies. Again, this is a notable result: 
in very deep water the amplitude of the progressive wave mode will never exceed 
twice the wave machine's amplitude. It should also be noted that very low values 
oi K/Lq are only of interest to piston-type wave machines; the practical range of 
application of flap-type wave machines being discussed in Chapter 4. In consid-
ering figure 2.3, and many figures that follow, it is important to note that it was 
chosen to non-dimensionalise the water depth, h, with the deep water wave length, 
Lq. In the present example this range corresponds to 10"^ < h/Lo < 10, while in 
terms of a local non-dimensional water depth kh this expands from kh — 0.25 to 
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Figure 2.3: Dimensionless first-order coefficients; (a) wave maker hinged at d/h = 
0, (b) wave maker hinged at d/h = 0.5, (c) piston-type wave maker; con> 
characterising the propagating wave mode and — — representing the 
sum of the evanescent modes 
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Figure 2.4: Relevance of various first-order coefficients for piston-type wave 
maker; co„, icin, ic2n, %C3n, i'^'jLiCjn 
very deep water. 
The total magnitude of the evanescent modes expressed as With 
the coefficients Cjn being purely imaginary for j > 1 this latter sum is real and 
hence plotted in the same plane as the coefficients Con- For increasing frequencies, 
or increasingly deep water, this sum steadily increases and does not approach a 
limiting value. 
This observation becomes important once the wave machine's dynamic prop-
erties are considered. In dynamic terms, the real or progressive wave mode may 
be regarded as hydrodynamic damping; this follows directly from the discussion 
earlier where the progressive wave was found to be in phase with the oscilla-
tor's velocity and hence represents a damping term. Likewise, the imaginary- or 
evanescent-modes may be regarded as added mass since they are in phase with 
the oscillator's acceleration. This is discussed further when the absorption char-
acteristic of wave machines is considered. 
Figure 2.3 only considered the sum of all the evanescent wave modes, 
In addition to the information given on figure 2.3, figure 2.4 also describes the 
first three evanescent modes for a piston-type wave machine. The first evanescent 
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mode, cin, clearly dominates, particularly for shallow water. However, the second 
and third mode are also of appreciable size and cannot be ignored. Indeed, it is 
clear that, particularly in deeper water, an increasing number of evanescent modes 
needs to be considered to accurately model the infinite sum. Similar arguments 
apply for the other two geometries discussed in figure 2.3 where the importance of 
higher modes, even in relatively shallow water, is seen to be even more important. 
The relevance of evanescent modes for a range of wave board geometries and 
various water depths is further discussed in Section 2.4. 
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2.3.2 Second-order Solution 
As outlined earlier, the second-order velocity potential arising from a first-order 
wave board motion may be separated into two parts: a wave-wave interaction 
potential, and a spurious free wave potential, Closely following the 
solution presented by Schaffer (1996), the second-order wave-wave interaction po-
tential may be expressed as 
N N 
4 ' " ' = 2 E E ( « " + « " ) . (2-27) 
n=l m-=n 
with 
OO OO Tji 
' j=0 (=0 ^jnlm 
COSh.{kjn jr ki^)(z 4-
+ c.c. / , (2.28) 
C08h(%n ± ki^)h 
where 5nm is defined as {1 for n 7^  m 
(2.29) 
0.5 for n = m 
and the superscript —* is introduced for brevity and expresses the complex conju-
gate in the case of sub-harmonics. Likewise, the second-order spurious free wave 
potential, may be expressed as 
N N 
* ™ = 2 E E ( * £ ' " + « ^ ) . (2.30) 
72=1 m=n 
where 
^(22)± _ 1 / WCOnXnCQ^X^* (22) jz i((wn±uJm)t-K^x) , 
" 2 \ cosh K^h 
(2.31) 
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and is the solution to p 
{uJn ± = gKp tanh K^h . (2.32) 
As before, this is the dispersion equation generalized to complex wave numbers; 
the reader being referred to equation (2.21) and the associated discussion. Fur-
thermore, the second-order wave-wave interaction surface elevation, , may be 
expressed by 
-J™ = 2 E E ( £ ' - + £ ' + ) . (2.33) 
n=l m=n 
with 
1 I' 00 cx) A 
= 2 \ E E + C.C. I . (2.34) 
I 3=0 1=0 J 
Similarly, the spurious free wave surface profile, is defined by N N 
V <''' = 2 E E ( « " ( 2 . 3 5 ) 
n=l m—n 
with 
^(22)± _ 1 j ^ ^ ^ j ^2.36) 
p = 0 
The expressions for ( 3 ^ ^ and in equations (2.28), (2.31), 
(2.34) and (2.36) are given in Appendix A. Further discussion of these second-
order results is delayed until Chapters 4 and 5; the former deahng with the appli-
cation of this second-order theory to regular waves, whilst the latter concerns the 
general case of irregular waves. In contrast, the following section gives some more 
explanation as to the importance of the evanescent modes arising in the vicinity 
of the wave board since this is not presented elsewhere. 
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2.4 Evanescent Modes 
Considering the first-order potential solution, equation (2.19), the wave field is 
expressed as one progressive wave mode and an infinite series of evanescent modes. 
This section outlines the importance of these modes and gives some explanation 
as to their physical meaning. The first part of the solution, j = 0, expresses a real 
wave component that progresses without change in amplitude. This is in contrast 
to the modes expressed by j = I . . 0 0 ; the latter being imaginary wave components 
that decay exponentially with increasing distance x from the wave board. 
Mathematically, these modes are required to satisfy the boundary condition on 
the wave board: the fluid velocity perpendicular to the wave board must be equal 
to the velocity of the wave board. This condition is easily visualized by evaluating 
the depth dependent velocity of both wave board and fluid for various upper limits 
of j. Observing the wave board defined on figure 2.1, the depth dependent shape 
function, f{z), may be expressed as 
= + ^ - ( A - < i ) < . < o 
0 ioi — h < z < —{h — d). 
With Xa being the amplitude of the first-order wave board displacement at still 
water level, the magnitude of the depth dependent wave board velocity, Ua{z), is 
given by 
LTaCz) = k/jTajFCz). (2.38) 
Furthermore, the first-order amplitude of the horizontal fluid velocity, Ua{z) = 
d^^^ydx, for the special case of a regular wave, is readily derived as 
i=o 
where the derivative has been evaluated on the wave board with a; = 0. Figures 
2.5 to 2.8 show both the wave board's velocity and the fluid's horizontal velocity 
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over depth. Each of those figures contains three sub-plots: the fluid's horizontal 
velocity having been evaluated for an upper limit of j = J, with J = 0, J = 
10 and J = 100 in sub-plots (a), (b) and (c) respectively. Consequently, the 
solution for J = 0 refers to the progressive wave mode only. The graphs are 
given for a dimensionless depth coordinate with z = z/h shown on the ordinate. 
Furthermore, the components of velocity shown on the abscissa are normalized 
over wave board stroke and wave frequency, u'{z') = u/{ujXa). Also note that, 
wherever appropriate, the axis scale has been adopted to present the maximum 
level of detail. 
The velocities within the first two figures, 2.5 and 2.6, are evaluated for a 
full depth piston-type machine; the former being computed for an intermediate 
water depth with K/Lq = 0.1 and the latter being computed for deep water with 
/i/I/Q = 1.0. It is clear from figure 2.5, the intermediate water case, that the wave 
board's velocity provides a good fit to the fluid's velocity and a small number of 
evanescent modes (figure 2.5 b) is sufficient to describe a near perfect match. In 
the deep water case, figure 2.6, a large number of evanescent modes has to be 
included in order to achieve a reasonable match (figure 2.6 c). 
The velocities within the subsequent two figures, 2.7 and 2.8, are evaluated for 
a flap-type wave machine where the hinge is placed d = /i/2; again the former 
being computed for an intermediate water depth Qi/Lq = 0.1) and the latter being 
computed for deep water {h/LQ = 1.0). In both cases a relatively small number 
of evanescent modes is sufficient to describe a reasonable match between the wave 
board's velocity and the fluid's horizontal velocity. As a result, this type of wave 
board geometry is suitable for a relatively wide range of water depths. 
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Figure 2.5: Horizontal fluid velocity on a full depth piston-type machine, interme-
diate water case with /I/LQ = 0.1; wave board velocity, fluid's horizontal 
velocity; (a) J = 0, (b) J = 10, (c) J = 100 
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Figure 2.6: Horizontal fluid velocity on a full depth piston-type machine, deep 
water case with h/Lo = 1.0; wave board velocity, fluid's horizontal 
velocity; (a) J = 0, (b) J = 10, (c) J = 100 
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Figure 2.7: Horizontal fluid velocity on a flap-type machine with d/h = 0.5, 
intermediate water case with H/Lq = 0.1; wave board velocity, fluid's 
horizontal velocity; (a) J = 0, (b) J = 10, (c) J = 100 
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Figure 2.8: Horizontal fluid velocity on a flap-type machine with d/h — 0.5, deep 
water case with h/Lo = 1.0; wave board velocity; fluid's horizontal 
velocity; (a) J = 0, (b) J = 10, (c) J = 100 
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Figure 2.9: Evanescent mode decay characteristic for three wave cases; shal-
low water with h/Lo — 0.01, intermediate water with K/Lq = 0.1 and 
• • • • deep water with h/L^ = 1.0 
Model testing must be undertaken in an area sufficiently far from the wave 
board in order to neglect the influence of the evanescent modes. Given the expo-
nential decay of these modes in space, their occurrence is confined to a relatively 
small region. Figure 2.9 illustrates this characteristic rapid decay for a shallow wa-
ter case {H/Lq = 0.01), an intermediate water case (/I/LQ = 0.1) and a deep water 
case {h/LQ = 1.0). The curves are based on a piston-type wave board geometry 
and show the infinite sum of evanescent modes, Cj exp(—l/cjlx), normalised 
with respect to their total magnitude at the wave board, Cj. On the abscissa, 
the spatial location x is normalised with respect to the water depth h. 
In the deep water case, where the exponential decay is slowest, the evanescent 
mode sum is reduced to 0.3% of the maximum value at a distance of three water 
depths. In both the shallow and the intermediate water depth cases, the ratio is 
reduced to less than 0.2% for x = 2h. Overall, in a testing area x > 3h downstream 
of the wave generator the influence of the evanecent modes may be neglected. 
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It is well known that Stokes theory over predicts the magnitude of the second-order 
components in shallow water conditions. SchaiTer (1996) introduced a non-linearity 
parameter S; a value of S' = 1 corresponding to the 'limiting' case where second-
order Stokes theory predicts secondary peaks in the trough of the primary wave. 
As a result, for 5 > 1 the theory fails to predict the correct second-order content. 
With the force-feedback model presented herein utilizing the wave field solution 
derived by Schaffer (1996), the same measure is applied. This non-linearity factor 
S is given by 
3 = (2.40) 
where the general solution of is defined as equation (A-5) in Appendix A. 
For the special case of regular waves, H denotes wave height. For wave groups and 
irregular waves the characteristic wave height of the sea state may be considered to 
estimate the non-linearity factor S. However, this will only provide an indication 
of how well the theory performs for the given wave conditions. 
Figure 2.10 shows the second-order surface profile computed utilizing the second-
order theory outlined earlier. The wave has a period of T = 2.0s and is evaluated 
for a water depth oi h — 0.5m. The three cases shown relate to a non-linearity 
factor of 5" = 0.5, S = 1.0 and S = 1.5 which may also be expressed in terms of 
dimensionless steepness as Hk/2 % 0.053, Hk/2 % 0.11 and Hk/2 % 0.16 respec-
tively. The centre case with 5 = 1 or Hk/2 ~ 0.11 relates to the limiting case. For 
steeper waves the theory fails to predict the correct second-order content; evidence 
of which is provided by the surface profile for the case with S" = 1.5. For this latter 
case, the second-order Stokes content forms a secondary peak in the trough of the 
primary wave which is clearly unrealistic. If steeper waves or shallow water waves 
are to be considered, a stream function or a cnoidal wave maker theory would be 
more appropriate. Both approaches are outside the scope of the present study; 
the reader being referred to Zhang & Schaffer (2007). 
Figure 2.11 shows the maximum wave steepness for regular waves with the non-
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Figure 2.10: Second-order surface elevation for a wave with period T = 2.0s 
in water of depth h = 0.5m, presented normalized as r] = ; 
S = 0.5, S = 1.0, S = 1.5 
s 0.25 
Figure 2.11: Maximum wave steepness for regular waves with the non-linearity 
factor set to 5 = 1. Note: the range of h/Lo on the abscissa corresponds to 
0.25 < A;/i< 6.28. 
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linearity factor S set to unity. In considering this figure it is important to note that 
no account has been taken of the practical limit due to wave breaking. The regular 
wave case above corresponds to a dimensionless water depth of h/Lo ~ 0.08 which 
limits the wave steepness to Hkj2 ~ 0.11 as already discussed. For longer waves, 
or shallower water, the maximum steepness is even further reduced and the theory 
is thus inappropriate in this regime. For values of /I/LQ > 0.2 the steepness may 
be as large as iJfc/2 = 0.3 which is appropriate to most laboratory test cases. To 
put this dimensionless ratio into perspective, a value of /I/LQ = 0.2 is equivalent 
to a wave period of T 1.8s in a water depth h = 1.0m or T ^ 1.3s in a water 
depth oi h = 0.5m. 
In considering the present results, and those which follow, it is important to 
mention the role of wave instabilities. All experimental data presented within 
this thesis was obtained in relatively close proximity to the wave board, x < 
6L. Further downstream, an effect commonly referred to as the Benjamin-Feir 
instability may occur. This is a separate topic which will not be considered further; 
the reader being referred to Benjamin & Feir (1967) and Benjamin (1967). 
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3.1 Chapter Overview 
Within this chapter the concept of an absorbing force-feedback controlled wave 
machine is introduced. Chronologically, some of the work presented here was un-
dertaken subsequent to the work on the second-order content presented in Chapter 
4. Indeed, the motivation for the investigation of various force-feedback control 
strategies arose directly from the reviewers comments relating to the first draft of 
Spinneken & Swan (2009a). 
In the initial stages of this study, the absorption strategy as outlined by Salter 
(1982) and further developed by Edinburgh Designs Ltd. was taken for granted. 
However, following the review process, the original strategy was compared to oth-
ers available in the literature; the results of this direct comparison being published 
in Spinneken & Swan (2009c) and forming the basis of this chapter. The outcome 
of these comparisons is that the originally applied absorption strategy was, for the 
first time, shown to be superior to other available methods and, as a result, it has 
been applied throughout the thesis. 
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3.2 Introduction to Wave Absorption 
Over the last three decades much effort has been made to formulate the problem 
of optimum control, or maximum power absorption, for wave energy devices. The 
techniques developed in this field are also adopted to describe the ideal controller 
for absorbing wave makers in laboratory flumes. Early work on this subject in-
cludes Jefferys (1984), Naito & Nakamura (1985), Falnes (1995) and Chatry et al. 
(1998). More recently, the review by Naito (2006) and the book by Falnes (2002) 
have contributed to this discussion. 
Fundamentally, the following system identification problem arises: a simple 
mass-spring-damper arrangement can be regarded as a second-order low pass sys-
tem. The optimum control of such a system is well understood and is easily 
modelled. The assumption made herein is that the coefiicients for mass, spring 
and damping are constant over frequency. For many mechanical systems this 
assumptions is both reasonable and realistic. However, in the case of a hydrody-
namic problem, this assumption cannot be made; the coefficients for added mass 
and hydrodynamic damping being strongly frequency dependent. This has severe 
implications on the system modelling, especially with regard to the integral trans-
formations between the time domain and the frequency domain. As an example, 
the inverse Fourier transform, denoted by —> , of the inertia force F{uj) for a 
system with constant mass m is given by 
F{uj) = —uP'mXiuj) f i t ) = mx{t), (3.1) 
where f{t) is the inertia force in the time domain. This is in marked contrast to 
a hydrodynamic system with frequency dependent added mass m(w) where the 
inverse Fourier transform evaluates to 
F{u)) = f { ' t ) = / ^~^{m{u>)}(T)x{t — T)dT, (3.2) 
with f{t) being expressed as a convolution integral. Given the complex character-
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istic for the added mass in most hydrodynamic systems, neither the inverse Fourier 
transform, nor the convolution integral can be solved analytically. 
For an absorbing wave making system or, more generally speaking, a wave 
energy converter the equation of motion is given by 
f{t) = rricX + miuj) *x + dptoX + d{u;) *x + kx, (3.3) 
where f(t) is the wave excitation force, rUc is the converter's mass, m{ui) is the 
added mass due to the radiation problem, dpto is the power take off damping, 
d{ui) is the radiation damping and /c is a spring constant. The * symbol denotes 
convolution and is required since m(w) and d{uj) are frequency dependent coef-
ficients. The origins of this frequency dependency will be discussed in §3.3.2. If 
both coefficients are assumed to be constant, or a single frequency of oscillation is 
considered, the equation of motion simplifies to 
f{t) = {rric + m)x + {dpto + d)x + kx. (3.4) 
This is a commonly adopted approach that is applied throughout the thesis. 
The second fundamental problem arises from the characteristic of the impulse 
response function for the optimum controller. By way of an introduction, a sim-
ple mechanical mass-spring-damper system is considered in the following. The 
impulse response function, most commonly denoted by h{t), is the time domain 
representation of the system's dynamic behaviour; the corresponding representa-
tion in the frequency domain being the transfer function H{uj). Either of these two 
representations is sufficient to fully specify the system's dynamics. The impulse 
response function and the transfer function are directly related by the Fourier 
transform with h{t) given by 
1 fOO 
/&(t) == / ff(k,)eiw*cku, (3.5) 
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CO [rad] 
-0 .1 
Figure 3.1: Second-order mass-spring-damper system with constant coefficients; 
(a) Transfer function, 3?{if(w)}, and (b) Impulse 
response function h(t) 
or likewise 
(3.6) 
Figure 3.1 concerns both the frequency response or transfer function, H(uj) in 
part (a), and the impulse response function, h(t) in part (b), for a second-order 
mass-spring-damper system with constant coefficients. In the frequency domain, 
the transfer function H(cj) is presented in two parts: a real part K{if(a;)}, and 
an imaginary part In the time domain, figure 3.1 (b), it is important to 
note that = 0 for t < 0; the relevance of this property being discussed later 
on. The differential equation for such a system may be expressed by 
f(t) = mx dx + kx, (3.7) 
where / denotes a force, x denotes position and the constants for mass (m), damp-
ing (d) and spring (k) have been set to unity in the case shown in figure 3.1. The 
differential equation in the time domain is readily transformed to yield the sys-
tem's frequency domain transfer function, JY(w), which may be expressed as the 
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ratio of velocity, U(u>) = iuX(Lu), and force, F{oi>) 
^ w m + d + t / M ' (3 8) 
Applying the convolution theorem, the velocity of the oscillator, u{t), in response 
to an incident force, f{t), is given by 
/
OO 
f{T)h{t — T)dT. (3.9) 
-00 
This integral equation is interpreted as follows: for an arbitrary system with im-
pulse response function /i(i), the system's velocity in response to an arbitrary 
incident force can be calculated by evaluating the convolution of f{t) and h{t). 
With the integral ranging from — oo to oo the future values of the incident force 
could, at least in theory, affect the current oscillator velocity; this solely depending 
on the characteristic of h{t). Clearly this theoretical construct is non-physical and 
further clarified in the following example. 
Assume the velocity for t = 0 is sought: the integral written as a sum evaluates 
to 
ti(0) = /(—oo)h(co) + ... + /(l)/i(—1) + ... + /(oo)/i(—oo), (3.10) 
where r = I5 is chosen as an arbitrary element of the infinite sum. If the value 
of the impulse response function for r = la, that is h{—l), is non-zero, it follows 
that the product /(l)/i(—1) contributes to u{0). The same argument applies for 
all other values of 0 < r < 00. As a result, future values of the incident force, 
/ ( r > 0), would be required in order to evaluate the velocity for t = Os; such a 
system being referred to as a-causal. In contrast, a causal system is characterized 
by an impulse response function where all values of h{t) are zero for t < 0. In 
considering these arguments, the relevance of the characteristic of h{t) for the 
mass-spring-damper system (figure 3.1 b) becomes clear; with h{t) = 0 for t < 0 
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the velocity for u{t) may be simplified to 
= / f { T ) h { t - T ) d T (3.11) 
-OO 
and, as a result, future values of the force do not affect the oscillator's current 
velocity. 
Following these arguments causality is best judged in the time domain and, in 
so doing, the impulse response function for various wave maker problems has been 
shown to be non-causal (Chatry et al. 1998) or at least a-causal (Naito 2006). A 
non-causal system is defined as a system where the output solely depends on future 
input values. This is in contrast to an a-causal system where the output depends 
on some future input values but is also affected by input values from the past or 
present. In either case, a non- or a-causal system is identified by non-zero values 
of the impulse response function for t < 0. Both systems obviously represent a 
problem for the control task where future values of the input signal are unknown. 
The non- or a-causality problems have been overcome in a variety of ways all 
based on some approximation of the optimum controller. In seeking an alterna-
tive formulation for the optimum controller, particular attention is paid to : (i) 
the choice of input signal, (ii) the controller architecture and (iii) the absorption 
filter implementation and optimisation. In the sections that follow, the physical 
model for the absorbing wave maker is first introduced. This builds upon the 
work presented in Chapter 2. Second, the various options for (i), (ii) and (iii) are 
considered. Subsequently some of those options are applied to the wave making 
problem and a controller optimisation method is sought. Two previously published 
methods are summarized and a controller based on infinite impulse response (IIR) 
filters is presented. Although this latter method has been employed in the field 
of wave absorption for some time (Salter et al. 1976), it has never been explicitly 
mentioned in the literature. The relative merits of this latter approach are com-
pared to the two published methods. The IIR approach is found to outperform 
the other two methods. 
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3.3 Physical Model 
3.3.1 Wave Field Solution 
This section builds directly on Chapter 2 and seeks to summarise the theoretical 
formulation for the well known wave making problem coupled with the associated 
conditions for optimum absorption. Once again a potential flow solution is adopted 
in which the velocity potential $ = in Cartesian coordinates {x,z) is 
defined such that the velocity components are given by (u,w) = {d^/dx,d^/dz) 
and the corresponding water surface elevation is given by rj = rj{x,t). In the 
present case, the wave field within the flume is now assumed to be described by 
three linear wave potentials: 
(i) A generated wave potential resulting from the motion of the wave maker 
(ii) An incident wave potential, propagating in the negative x-direction and 
having arisen from some location well downstream of the wave board 
(iii) A reflected wave potential, resulting from the perfect reflection of 
at X = 0 (on the wave board) 
Figure 3.2 defines both the wave maker geometry and the three potentials; the no-
tation being identical to that adopted in Chapter 2 (figure 2.1). Furthermore, the 
boundary conditions appropriate to the linearised problem are exactly as outlined 
in Chapter 2: 
(a) The bottom boundary condition with w = 0 at z = —h. 
(b) The Kinematic Free Surface Boundary Condition (KFSBC) whereby the 
water surface profile is a streamline, w — dr]/dt at z = 0. 
(c) The Dynamic Free Surface Boundary Condition (DFSBC) defining the pres-
sure acting on the water surface as constant (atmospheric), —gr} — d^/dt. 
(d) The fluid velocity perpendicular to the wave board must be equal to the 
velocity of the wave board, d^/dx = f{z)dXo/dt. 
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z = 0 
z = -h 
Wave Board 
Centre of Rotation 
Figure 3.2: Wave maker geometry and definition of notation 
Assuming perfect reflection on the wave board occurs, the superposition of 
incident and reflected wave potential forms an anti-node on the wave paddle and 
condition (d) only applies to the velocity potential generated by the wave maker. 
Applying the solution of given in Chapter 2 yields 
N 
71=1 j=0 cosh kjnh 
(3.12) 
Building on this result, a related solution for the velocity potentials and 
that satisfies the boundary conditions (a) - (c) at first-order, is given by 
= ^ - f cosh konjz + h) ^ ^ ^ 
71=1 cosh konh 
(3.13) 
and 
N C08hAk)^ (z + A) 
—igH-n.--.on-; + c.C. 
71=1 
(3.14) 
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where An is the complex amplitude of component n and c.c. denotes the complex 
conjugate of the preceding term. Prom the considerations above it follows that 
= An^ for all n = 1..N. This, in turn, confirms the condition of an anti-node 
on the wave board with the combined horizontal velocity, given by tf(') + = 
9 0 b e i n g zero at x = 0. This latter condition is, of course, 
essential to ensure that the earlier definition of (equation 3.12) is correct. 
Summing the three velocity potentials for each wave component n in the fre-
quency domain yields 
igA^ • gUnCpn 
cosh konh 
^ coshfcj„(z + /t) 
COGtlkjnb ' I ' J 
where the wave board's displacement amplitude, has been replaced by the 
board's complex velocity, C/„. From (3.15) it is clear that the wave board's velocity 
must satisfy 
Ufi , (o.loj 
^On ^On 
so that the progressive parts of and cancel each other out. For piston-
type board geometries, U simply relates to the translational motion of the piston. 
In contrast, the wave boards angular velocity, fl, is more meaningful when flap-
type geometries are considered. In this latter case, the translational and angular 
velocities at the still water level are related by 
f 2 ~ t a n r 2 = - - , (3.17) 
h — a 
where the small angle approximation, t an f i ~ fi, has been introduced. 
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3.3.2 Added Mass and Hydrodynamic Damping 
When investigating the dynamic behaviour of any hydrodynamic system the fre-
quency dependent coefficients for the added mass, m(w), and the hydrodynamic 
damping, d(uj), are crucial. Whilst a numerical solution is required for plunger-
type wave makers (Wu 1991), these coefficients are readily derived by consider-
ing the hydrodynamic force for piston-type machines or torque for hinged wave 
board geometries. In order to evaluate the total hydrodynamic force or torque, 
BernouUi's equation, given by 
dx J V 
(3.18) 
is applied throughout the wave field and integrated over the surface of the wave 
board, where p is the density of the fluid and p{z,t) is the fluctuating, depth 
dependent pressure. Within this equation three distinct contributions may be 
identified: 
(i) An unsteady term: —pd^/dt 
(ii) A hydrostatic term: —pgz 
(iii) Two velocity head terms: -l/2p{v? 4-
Of these, only the first term, the unsteady contribution, generates a first-order 
fiuctuating force or torque. The hydrostatic term induces a mean term, whilst 
the velocity head terms contribute higher order components. As a result, the 
fluctuating first-order hydrodynamic force acting on a piston-type machine is given 
= -- (3.19) 
J-h+d 
Substituting the wave field solution given in equation (3.12), this force evaluates 
to ^ 
f W = y 1 1 ^ - ^ 1 P 20) 
2 I kjn cosh, kjnh J 
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Similarly, the first-order hydrodynamic torque acting on a flap-type machine is 
given by 
21(1) = d (., 21) 
J-h+d Ot 
and again substituting from equation (3.12) evaluates to 
N ^ f oo 
= p a E I 
n=l I j=0 3 
Cjn kjnih — d) sinh kjnh - cosh kjnh + cosh k j n d + c c 
(3.22) 
Recalling the real ( j = 0) and complex ( j = I . . 0 0 ) nature of the wave field 
coefficients, Cj, and the wave numbers, kj, the force and torque expressions may 
be separated into real and imaginary contributions. Considering the frequency 
domain relation between the force, F(w), and the velocity, U(uj), for a system 
with added mass, m{uj), and hydrodynamic damping, d{w), 
F{uj) = d{uj)U{uj) + iLum{uj)U{uj), (3.23) 
these latter coefficients are readily derived as 
. Co sinh A:o/i - sinh fcod . 
dico) — 1 , (3.24) 
Lu ko cosh koh 
and 
m(w) = 25) 
(jJ PRVQN h h — n., COShfcy/l 
,_X J J 
in the piston case. As discussed in §3.2, the convolution term has been neglected. 
Following similar arguments, the hydrodynamic damping and the added mass for 
flap-type wave makers are given by 
, \ _ P9{h — d) Co ko{h - d) sinh koh — cosh kgh -|- cosh kod . 
~ w ¥0 cosh koh • ^ ^ 
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Figure 3.3: Hydrodynamic coefficients for a piston-type wave machine; (a) first 
order coefficients CQ, (B) hydrodynamic damping, (c) 
added mass, m{uj) 
and 
, , pq(h — d) ^ c-j kAh — d) sinh k^h — cosh k^h 4- cosh k^d _ 
y i l i — ' U., . (3-27) cosh fcj/l 
Figures 3.3 and 3.4 show the hydrodynamic coefficients for piston- and flap-type 
wave machines. Within this chapter all graphs representing bottom hinged flap-
type wave machines correspond to a 0.5m wide paddle operating at 1.0m water 
depth. In contrast, piston-type machines are evaluated for a 0.5m wide board 
operating at a water depth of 0.5m. These dimensions are believed to be repre-
sentative for many existing wave machines and allow to investigate a broad range 
of wave forms. In both cases the frequency in the plots is given in the physical 
dimension of Hz and none of the axes are normalized. 
Introducing dimensional quantities is regarded necessary as most of the theory 
and application deals with physical wave machines for which non-dimensionalising 
is inappropriate. This is in stark contrast to numerical wave tanks that operate 
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Figure 3.4; Hydrodynamic coefficients for a bottom hinged flap wave machine; 
(a) first order coefficients CQ, c^; (b) hydrodynamic damping, 
d{uj)-, (c) added mass, 
with ideahsed massless paddles. The characteristics of the added mass and hy-
drodynamic damping shown within figures 3.3 and 3.4 are very relevant to the 
problem in the following section and will be discussed in more detail. At this 
stage, the wave making system at first-order is now fully specified. The following 
section investigates how the condition for optimum absorption, equation (3.16), 
can be realised in practice. 
3.4 Control of Absorbing Wave Makers 
There are several key aspects that need consideration when designing an absorb-
ing wave making system, the most important being (i) the choice of input signal, 
(ii) the controller architecture and (iii) the absorption filter implementation and 
optimisation. In respect of (i), there are several physical quantities that may be 
employed in order to determine the wave field on the paddle front; the two most 
commonly adopted approaches are the measurement of the surface elevation using 
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Force absorption filter Applied Force 
Applied Force 
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Demand Force ^ ^  
Board velocity 
Demand Velocity 
H(w) 
Wavemaker 
Wavemaker 
Velocity absorption filter 
Figure 3.5: Schematic of controller model for absorbing wave maker; (a) Force 
based absorption filter and (b) Velocity based absorption filter 
a wave gauge and the measurement of the applied force using a load cell. This 
present chapter, indeed the thesis as a whole, focuses on the latter, the applied 
force. An ideal absorption controller would maintain the optimum condition be-
tween the wave board's velocity and the applied force across all frequencies. It 
should be noted at this stage that an ideal controller cannot be implemented in 
practice; the principle causes for this apparent shortcoming being explained in the 
following discussion. 
Figure 3.5 considers the controller architecture and suggests that this can be 
approached in two different ways. In figure 3.5 (a) the measured force signal is 
filtered and fed into a velocity summing junction; the demand being specified in 
terms of velocity. Alternatively, in figure 3.5 (b), the measured velocity signal 
is filtered and fed into a force summing junction; the demand being specified in 
terms of force. As discussed earlier, the optimum absorption filter for the wave 
making system is a-causal and hence unrealistic or unachievable. This applies to 
either approach, (a) and (b) above. Causal approximations for both options need 
to be considered; the details of which are largely dependent upon the absorption 
filter implementation. With regard to the absorption filter implementation, there 
are at least four options: 
(i) A look up table with discrete frequencies 
(ii) A finite impulse response (FIR) filter based on the ideal impulse response 
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function 
(iii) A constant multiplication factor applied to the position- and velocity signals 
(given that controller architecture (b) is chosen) 
(iv) An infinite impulse response (IIR) filter approximating the ideal transfer 
function 
The first method, based on a look up table, would require estimating the frequency 
of the incident waves. In those cases where the wave maker is generating regular 
waves, this frequency is known a priori] the filter could hence be tuned for the 
given incident wave frequency. An alternative method is to automatically deter-
mine the instantaneous wave frequency. This has been discussed in Chatry et al. 
(1998) using an extended Kalman filter as a frequency estimator. However, this 
technique was developed for a numerical wave tank and has never been reported 
for a physical device where the controller's robustness is of prime concern. 
Prigaard & Christensen (1994) studied a wave maker using the second method, 
based on a FIR filter in an open-loop control path. FIR filters have the advantage 
that the ideal impulse response function can be matched exactly. Strictly speaking, 
this is only true for an indefinitely deep filter (Smith 1998). The depth of a 
FIR filter expresses the length of the approximate impulse response function in 
the time domain. In practice, a high filter depth is required to implement a 
reasonable accurate estimate of the impulse response function. The time delay 
(more accurately: dead time) introduced by any FIR filter is directly proportional 
to the filter depth. This, in turn, prohibits the design of a robust closed-loop 
control system excluding the FIR filter from the application in real time wave 
absorption. 
The third approach, a constant multiplication factor apphed to both the posi-
tion signal and the velocity signal has been mentioned in Naito (2006). Although 
being the most straightforward method to implement, it compromises the ab-
sorption efficiency when compared to the theoretical optimum. Nevertheless, this 
approach does provide a viable option and will be further discussed below. 
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The final approach, the IIR filter, appears to be the most balanced solution. 
A frequency estimate as in the case of the look up table is not required. Whilst 
introducing a phase shift or time delay to the signal, this only becomes significant 
at higher frequencies. This is in marked contrast to FIR filters where the same 
time delay apphes to all frequency components. Furthermore, the effect of the 
IIR phase shift on a control system's design and stability is well understood. As 
a result, the development of an optimum controller based on IIR filters will also 
be considered below. 
In developing these arguments some common notation will be employed: The 
tilde (~) symbol placed above a letter is used to express the optimum condition. 
However, the respective quantity will not necessarily be causal. Furthermore, 7 
denotes the power absorption coefficient; the more effective the controller, the 
higher the absorption coefficient. 
For the sake of simplicity all theoretical formulations and graphs that follow are 
given for mass-less and spring-less wave boards in which damping due to friction 
is also neglected. These assumptions are entirely appropriate when considering 
numerical wave makers and, in the case of the present study, facilitate the inter 
comparison between the different methods. 
3.4.1 Absorption Based on a Filtered Force Signal 
Chatry et al. (1998) discussed an absorbing numerical wave maker based on a 
filtered force signal, figure 3.5 (a). The optimum wave board velocity in the 
frequency domain, U{lo), can be related to the force signal, F{u)), by 
[/(w) == ^(w)F(w) (3.28) 
where is shown to be 
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Figure 3.6: Impulse response function, h{t), for a controller with filtered force 
signal after Chatry et al. (1998) and calculated for a piston-type wave machine 
Applying the convolution theorem to (3.28) yields the optimum velocity in the 
time domain 
/ OO ^ 
/ ( r ) / i ( t — r)(ir. (3.30) 
-OG 
Figure 3.6 shows the optimum impulse response function, h{t), for a piston-type 
wave machine. This impulse response function clearly is non-causal and, hence, not 
realizable in a practical controller. Chatry et al. (1998) showed that by introducing 
an auxiliary complex function K{uj) given by 
A:(w) = 1 + d{uj) — iujm{u>) 
d{uj) + iium{uj) 
and two feed-forward transfer functions Q(w) and P{uj) defined as 
(3.31) 
f(w) = 
(w)] - ^[j^(w)] 
(3.32) 
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and 
- RLP(w)] 
Q{UJ) - < (3.33) 
the relation between force and optimum velocity may be rewritten as 
= .P(w)[?(w) + Q(w)[7(w) - (3.34) 
The feed-forward function P{lo) was defined to satisfy the Kramers-Kronig^ rela-
tion and is hence causal. With being non-causal, H*(co) is, by definition, 
causal. In contrast, Q{iu) is a real function in the frequency domain which re-
sults in a real and even, thus a-causal, transform q{t). Due to the peaky shape 
and nature of q{t), Chatry et al. (1998) decided to approximate it by a scaled 
Dirac delta function such that q{t) q{t) = a5{t) where a is a variable coeffi-
cient. For any given tuning frequency cuq, the factor a is chosen to be a = Q(wo). 
Using a frequency tracking technique, Chatry et al. (1998) also showed that the 
parameter a can be automatically adjusted to the instantaneous incident wave 
frequency. However, as discussed earlier, the present study only considers fixed 
coefficient systems; hence regards a to be a constant for each tuning frequency. 
The realizable controller in the frequency domain, H{uj) , is given by 
. , g > ) (3.36) 
F{u) P(w) + Q(wa) - 1 
and illustrated in figure 3.7 for the special case of a = Q(0); this latter case 
giving optimum absorption at low frequencies. The theoretical power absorption 
coefficient, 7, for a piston-type machine and a variety of tuning frequencies ivq, 
with a = Q(wo), is shown in figure 3.8. In this case the absorption characteristic 
^For complex functions that are analytic in the upper half plane (positive imaginary part), 
the Kramers-Kronig relation connects the real and the imaginary part. Toll (1956) investigated 
the relation between the causality of a function and the analytic condition. Based on his re-
sults, the causality of a function implies that the analytic condition is satisfied and, as a result, 
the Kramers-Kronig relation applies. The real and imaginary parts for such functions are not 
independent. 
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Figure 3.7: Ideal non-causal, H{lo), and optimum causal low frequency approx-
imation, for controller with filtered force signal, based upon Chatry et al. 
(1998) and applied to a piston-type wave machine; 
p- 0.5 
0 0.2 0,4 0.6 0. 
Figure 3.8: Power absorption coefficient, 7, for a piston-type wave machine and a 
variety of tuning frequencies, WQ, based upon Chatry et al. (1998); /o = OHz, 
/o = o.5Hz, /o = l.OHz, /o = 1.5Hz 
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is very good for low frequencies, but becomes less satisfactory for increasing values 
of luq. The optimum absorption range is directly linked to the match of the ideal 
and the approximate controller shown in figure 3.7; the data for Wq = 0 in figure 
3.8 confirming that the match is only reasonable at the lower frequencies. 
It should also be stressed that, although is a causal function, Chatry 
et al. (1998) made no suggestion as to its implementation. For the characteristic 
plotted in figure 3.8 it was assumed that can be implemented perfectly, 
e.g. using a look up table and an instantaneous frequency estimation technique. 
This assumption is probably optimistic when considering a physical wave making 
system. As a result, it follows that realistic absorption characteristics sub optimal 
to the ones shown are likely to be achieved. It is also worthwhile noting that 
higher tuning frequencies, e.g. /o = l.bHz in figure 3.8, lead to negative power 
absorption coefiicients for low frequencies, / < 0.75Hz in this particular case. 
This would be impractical for a physical wave making system where the fiume's 
seiche wave would be amplified rather than absorbed. 
An analogy to wave energy applications may be drawn here. The curves in 
figure 3.8 are similar to bandwidth curves for a wave energy converter (Falnes 
2002). As for the absorbing wave maker, a wave energy converter only performs 
well over a limited range of frequencies. Optimising this range of frequencies to 
match the incident wave conditions remains a major challenge. 
3.4.2 Absorpt ion Based on a Filtered Velocity Signal 
An actively absorbing wave making system based on a filtered velocity signal was 
first reported by Salter (1982). More recently, Naito (2006) describes an advanced 
circular wave basin using a similar technique. Naito (2006) also discusses the 
problem arising due to the a-causality of such a system; his comments being 
directly related to earlier work on wave power extraction presented in Naito & 
Nakamura (1985). 
Adopting the notation and assumptions stated earlier, the ideal control force 
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in terms of wave board velocity is given by 
F{iu) = [d{uj) — iLom{io)]U{Lo) = H{uj)U{uj), (3.36) 
where the ideal transfer function H(lo) is the inverse of the one shown in the 
previous section. For both piston- and flap-type wave boards the value for the 
added mass, approaches a constant as the wave frequency approaches in-
flnity; m{uj —> oo) = m{oo) = constant. This is clearly indicated in figures 3.4 
and 3.3 presented earlier. Observing equation (3.36), it is clear that the term 
iujm{uj) approaches infinity for w —> oo. This behaviour prohibits analysing the 
the transfer function and the impulse response as shown for the case of a filtered 
velocity signal. However, in an attempt to isolate the causal and a-causal parts of 
the optimum control force, and then approximate the latter, Naito (2006) adopted 
the following interpretation for this case 
f { t ) = m{oo)u{t) — f L{—T)u{t — r)(ir, (3.37) 
V—OO 
where the function L{t) = Le{t) -|- Lo{t) may be expressed by its even 
1 f°° 
Le{t) = — / d{uj) cos{ut)duj (3.38) 
TT J o 
and odd 
1 f°° 
Lo{t) = — / uj[m{Lj) — m{oo)]sm{u}t)duj (3.39) 
TT J o 
components. In the context of oscillating bodies in waves, a modelling approach 
based on the impulse response function is now commonly adopted. Such an ap-
proach is based upon the work originally outlined by Cummins (1962). 
The optimum control force is now separated into its causal and a-causal com-
ponents; only the integral part in equation (3.37) being a-causal. In seeking a 
causal approximation for this a-causal integral, Naito (2006) performed calcula-
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tions based on the Bode ^ relation and concluded that the integral in (3.37) may 
be substituted by 
/
O poo 
L(—T)u{t — T)dT —> / L{r)u{t — T)dT (3.40) 
-oo J 0 
leading to the causal control force 
poo 
f{t) = m{oo)u{t) — / L{T)u{t — T)dr. (3.41) 
J o 
Applying the above control force, f{t), to the system, the power absorption coef-
ficient, 7, is given by 
d^{uj) 
d^(w) + [m{Lj) — m{oo)Y 7 ( w ) = n , \ 0^42) 
Recalling the nature of the added mass for piston- and flap-type wave machines 
(figures 3.3 and 3.4), it is clear that 7 is less than unity for all frequencies suggesting 
that perfect absorption cannot be achieved. This is in contrast to the plunger 
type wave maker studied by Naito (2006) where theoretical perfect absorption 
was shown for one frequency ujq with m(wo) = m(oo). 
Naito (2006) also derived the power absorption coefficient for a controller with 
constant control parameters, 7c. For a system where the condition m{u)o) = m(oo) 
is not realizable this coefficient may be re-derived as 
Lo^ [d{uj) + d{uJo)] + [2wom(oo) - WQm(wo) - uj^m{uj)\ 
which simplifies to the expression given by Naito (2006) for m{ooo) = m{oo). The 
coefficient 7c for various tuning frequencies luq and the operation of a piston-type 
wave machine is shown in figure 3.9. For low tuning frequencies the absorption 
characteristic is very good. However, for increasing values of loq the absorption 
^Bode (1945) independently derived the Kramers-Kronig relation. In contrast, his form of 
representation concerns the magnitude and phase of the signal rather than the real and imaginary 
parts. A direct comparison of the two representations is given in Lichten (1985). 
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0.2 0.4 0.6 0. 
Figure 3.9: Power absorption coefficient for a system with constant control param-
eters, 7c, for a variety of tuning frequencies, based upon Naito (2006) and applied 
to a piston-type wave machine; /o = OHz, /o = 0.5Hz, fo = l.OHz, 
fo — l.^Hz 
particularly at low frequencies becomes less satisfactory. It is important to note 
that, due to the mismatch of m(wo) and m(oo) in the piston case, the peak of the 
absorption curves shown in figure 3.9 does not occur at /Q. This is particularly 
evident for /o = l.bHz. 
3.4.3 Absorption Based on Infinite Impulse Response Func-
t ion Filters 
Infinite Impulse Response Function Filters 
The absorption techniques discussed thus far are based on an approximation of the 
impulse response function in the time domain. This approach is coherent in the 
sense that the causality of the impulse response function is a necessary condition. 
However, any approximation will lead to a less than perfect absorption charac-
teristic. A direct mapping of the trade-off made in the impulse response to the 
absorption characteristic over frequency is extremely difficult; hence some sort of 
iterative or experience based procedure has to be applied in order to ffiid the opti-
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mum controller. For example, although approximating the a-causal feed-forward 
function q{t) by a scaled Dirac impulse (Chatry et al. 1998) seems reasonable, 
this has severe implications on the absorption characteristic, especially for higher 
tuning frequencies loq. Evidence of this effect was previously shown in figure 3.8. 
The technique introduced in this subsection is based on a direct optimisation 
of the power absorption coefficient. Rather than seeking a causal approximation 
for the a-causal optimum, the procedure is based on functions that satisfy the 
causality relation by definition. To illustrate this, consider the characteristics of 
two infinite impulse response (IIR) filters; a first-order low pass filter, (w), 
and a bandpass filter, Hbp{uj), defined by 
and 
hbf{W) - 2c(i J M ) + 1 • 
where k, C, loq and are the filter gain, bandwidth, cut off frequency and cen-
tre frequency respectively. These filters are most commonly viewed in the fre-
quency domain using the Bode plot representation. A Bode plot illustrates the 
magnitude and the phase of the complex transfer function as two separate sub-
plots. Moreover, the magnitude is expressed in decibel (dB) which is defined as 
AdB = —20 log A/in where Ads is the signal amplitude in dB and Ann is the hnear 
signal amplitude. As a result, a linear amplitude gain of unity is equivalent to 
OdB, a gain of O.Ian equivalent to —20dB, a gain of O-Ol^n equivalent to —AOdB 
and so forth. The Bode plot representation for the first-order low pass and the 
bandpass are given in figure 3.10. 
Applying the inverse Fourier transform to these functions yields their impulse 
response functions, h(t), shown in figure 3.11. Observing this latter figure it is 
clear that both filters are strictly causal {h{t) = 0 for i < 0). Therefore, the 
output of such filters does not depend on future input signals. 
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Figure 3.10: Bode plot representation for two IIR filters, one a first-order low 
pass filter, and the other a bandpass filter, Hbp{^)- See text for further 
explanation and discussions; Hlp{u;), Hspicj) 
0.6 
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Figure 3.11: Impulse response function of the two IIR filters considered in figure 
3.10; hipi t ) , hBpit) 
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Absolution Viewed in the Frequency Domain 
A first extensive theoretical analysis of wave power absorption by oscillating bodies 
was developed by Evans (1976). Later on, Falnes (1993) states two conditions for 
maximum power absorption: the condition for optimum phase and the condition 
for optimum amplitude. In the special case of a single oscillator system, in the 
present case a wave maker with one degree of freedom, Falnes (1980) has shown 
that the optimum oscillation velocity for maximum absorption is in phase with the 
excitation force. Furthermore, maximum power is absorbed from the wave when 
the destructive interference between the incident wave and the radiated wave is 
largest. Combining the two conditions gives the expression for maximum power 
absorption 
Zf = (3.46) 
where the impedance Z can be decomposed into Z = R-\- iX, with R being the 
radiation resistance and X the radiation reactance. Furthermore, Z* denotes the 
complex conjugate of Z, while the subscripts / and d denote filter and dynamic 
respectively. For any given hydro dynamic system with transfer function Hd{uj) = 
+ %%d(w) and absorption filter with transfer function = Rf{uj) + 
iXfioj), Falnes (2002) showed that the absorbed power, Pa, is given by 
f = (347) 
" (Rs + Rif + { X , + X i r ^ ' ' 
where is the excitation force. Applying the optimum phase and amplitude 
conditions, (3.47) evaluates to 
\F 1^ 
^ (3.48) 
orCd 
for the maximum absorbed power. Introducing the power absorption coefficient. 
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7, and substituting (3.47) and (3.48) yields 
from which it is clear that 7 = 1, or full absorption is achieved, for Rf = Rd 
and Xf = —Xd] defining the two conditions for a complex conjugate impedance. 
Complex-conjugate control in the context of wave energy converters has been 
discussed by Nebel (1992). 
For a controller based on the filtered velocity signal, figure 3.5 (b) and equation 
(3.36), the real and imaginary parts of Hdito) are given by Rd = d{u)) and Xd = 
um{Lu). Observing equation (3.49) it is clear that maximum power is absorbed 
when two conditions are satisfied; 
i. The filter's real part is equal to the real part of the fluid's dynamic response 
(hydrodynamic damping). 
ii. The filter's imaginary part is of equal magnitude and opposite sign to the 
imaginary part of the fluid's response (added mass). 
Based on these conditions, the ideal fllter transfer function is now specified; 
the remaining part of this section discusses the optimisation of the IIR filter to 
this ideal specification. 
Considering conditions (i) and (ii) in terms of their practical relevance, a state-
ment often adopted in wave power applications is: A good wave generator is also 
a good wave absorber and vice versa. This is best observed in the match of Rf 
and Rd, where the former is the power take off damping and the latter is the 
damping due to the radiation problem. For power to be extracted, the body must 
be capable of generating a significant amount of radiation damping. 
IIR Filter Optimisation 
The IIR filter optimisation process can be structured in two parts. In a first step, 
a filter type and order (e.g. first- or second-order low pass, band pass, high pass) 
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is chosen that closely reassembles the desired frequency domain characteristic. In 
a second step, the filter parameter (gain, cut off frequency, bandwidth) need to 
be optimised for the particular hydrodynamic system. All filter responses shown 
within this thesis were optimised using a nonlinear least-square fitting method. 
For a small number of independent coefficients (two in the case of a first order 
low pass) the I sqnon l in Matlab routine showed excellent convergence and was 
employed throughout. It is however appreciated that for a larger number of coef-
ficients, a more sophisticated routine may be required. Such a procedure permits 
optimising for any given output parameter, one possibility being the power ab-
sorption coefficient, 7. Alternatively, one could optimise for the conditions (i) and 
(ii) above, the match of real and imaginary part between the filter and the hydro-
dynamic system. Several numerical tests have shown that the results for the two 
approaches vary only marginally and the power absorption coefficient was chosen. 
The optimisation has to be limited to a particular frequency range or band-
width. Figure 3.12 shows the power reflection coefficient, 7, for three different 
optimisation ranges where a piston-type wave board geometry and a first-order 
low pass filter were assumed. Even for this relatively simple filter excellent ab-
sorption over a wide range of frequencies can be achieved. 
3.4.4 Comparing the Approaches 
All the techniques outlined within this chapter require the specification of a tuning 
frequency or frequency band of interest. An approach that considers a frequency 
band is favoured. This allows for the absorption characteristic to be optimised over 
a range of frequencies rather than at a single point. The absorption characteris-
tics shown in figure 3.13 were optimised for low frequencies and the piston-type 
geometry discussed earlier. In considering this figure it is important to note that 
the constant coefficient approximation derived by Naito (2006) performs almost 
identically to the IIR ffiter which is a likely outcome: for very low frequency range 
optimisation on a piston-type machine the evanescent modes (or the imaginary 
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Figure 3.12: Power absorption coefficient, 7, for a piston-type wave machine and 
a variety optimum frequency bands using a first-order low pass (IIR) filter; the 
optimisation ranges being: OHz < f < 0.5Hz, OHz < f < l.OHz and 
OHz < f < 1.5Hz 
^ 0 .5 
Figure 3.13: Power absorption coefficient, 7, optimised for low frequency range, 
Naito (2006), Chatry et al. (1998), IIR filter 
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0.5 
Figure 3.14: Power absorption coefficient, 7, optimised for intermediate frequency 
range, Naito (2006), Chatry et al. (1998), IIR filter 
contributions) are virtually irrelevant. In this case the low pass filter optimisation 
routine results in a filter with a very high cut off frequency; thus effectively acting 
as a real and constant multiplication factor to the velocity signal. This particular 
scenario is identical to the constant factor technique presented by Naito (2006). 
The controller developed by Chatry et al. (1998) performs somewhat better at in-
termediate frequencies but shows poor high frequency behaviour. Given that the 
complex conjugate impedance, H*{uj), for this latter method may not be imple-
mented exactly, the apparent advantage at intermediate frequencies may vanish 
in practice. 
Figure 3.14 shows the absorption characteristic for all methods where an op-
timum for higher frequencies was sought. Whilst performing comparably to the 
method derived by Chatry et al. (1998) at high frequencies, the IIR filter approach 
also shows excellent absorption at low frequencies. In the context of a wave flume, 
this low frequency range remains important in order to prevent the build up of a 
seiche wave. In fact, a wave flume with the dimensions as outlined earlier is most 
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^ 0.5 
Figure 3.15: Power absorption coefficient, 7, for a bottom hinged flap-type wave 
machine and a variety of optimum frequency bands using a first-order low pass 
(IIR) filter; the optimisation ranges being: OHz < f < 0.5Hz, OHz < 
f < l.OHz and OHz < f < 1.5Hz 
likely to be used for the generation of waves with periods ranging from T = 0.5s 
to T = 3.0s. As a result, the low to intermediate frequency range is crucial. 
In addition to the aforementioned benefits, the IIR, technique also shows great 
flexibility where dift'erent wave board geometries are involved (or other systems). 
This is illustrated in figure 3.15 where the application to a bottom hinged fiap-type 
wave board is shown. As before (figure 3.12) a simple low-pass filter was used and 
very good absorption over a wide frequency range can be achieved. Overall, the 
simplicity and performance of the IIR filter technique makes it the ideal tool for 
any practical apphcation including numerical wave tanks. The application of this 
technique to a physical wave making device will be demonstrated in Chapter 4. 
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3.5 Conclusions 
An inherently causal control approach for absorbing wave making systems has 
been discussed. The technique is based on infinite impulse response filters and 
optimisation of the controller leads to a very good overall absorption characteristic. 
A direct comparison with two previously published techniques shows enhanced 
performance. Many parallels with wave power applications have been identified. 
In particular, the equation of motion for an absorbing wave maker and a generic 
wave energy converter are identical. It has also been shown that a good wave 
absorber must inevitably be a good wave generator. In the chapters that follow, 
an experimental validation of the method will be sought (Chapters 4 and 5) and 
the approach expanded to a 3-D wave making environment (Chapter 6). 
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Using Force-feed back Control: Flap-type Wave 
Machines 
4.1 Chapter Overview 
The previous two chapters provide all the background information required to 
model an absorbing wave maker system; the key points being: 
(i) Formulation of the boundary condition problem 
(ii) Presentation of a potential solution that satisfies these boundary conditions 
at first- and second order 
(iii) Formulation and discussion of an ideal controller for force-driven absorbing 
wave machines 
Building upon this work, the present chapter develops a force-feedback wave maker 
model up to second order. Second-order wave maker theory has long been estab-
lished; the most extensive and detailed approach given by Schaffer (1996). How-
ever, all existing theories assume the wave paddle is driven by a position-feedback 
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motion controller. In contrast, the present thesis is concerned with force-controlled 
wave paddles; the justification for this interest being that they provide excellent 
absorption and appear to introduce very little spurious harmonic content when 
driven with a first-order command signal. 
The first part of this chapter provides a mathematical model for the opera-
tion of wave makers using force-feedback control and seeks to explain this apparent 
advantage. The model is developed to second order so that a command signal com-
pensating for the remaining spurious wave is also provided. Due to the complexity 
of the problem, the model has initially been hmited to flap-type wave machines 
and the generation of regular waves. A variety of numerical tests in force-control 
mode have been conducted, indicating that the spurious wave content is greatly 
reduced when compared to the position-control mode. 
The second part of the present chapter concerns the experimental validation 
of the new theory. When the wave maker is controlled by a first-order force 
command signal, comparisons between the theory and experimental observations 
confirm two key points; (i) The first-order behaviour is crucial for the absorption 
characteristics of the machine, (ii) The second-order behaviour leads to a spurious, 
or unwanted, freely propagating second harmonic that is substantially smaller in 
amplitude when compared to an identical wave paddle operating with first-order 
position control. Both aspects of this work, effective absorption and reduced 
second-order spurious wave generation, are investigated over a broad range of 
wave frequencies and shown to be widely applicable. Furthermore, the theory also 
provides a force command signal correct to second order. This is introduced in 
a separate set of experiments and shown to provide further improvement in the 
quality of the wave generation. 
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Part I: A new Theory for Regular Wave 
Generation 
4.2 Introduction 
Position-feedback has traditionally been used for controlling the behaviour of wave 
machines. Indeed, the dominance of this approach is such that the term 'first-order 
control signal' has almost become synonymous with 'first-order position control 
signal'. In the context of force-controlled wave machines, the understanding of 
the control quantity needs to be broadened. Throughout this thesis 'position-
controlled' refers to machines where the wave board position is the only control 
parameter, while 'force-controlled' refers to machines where the force acting on the 
wave board is one of the controlled quantities; the others being position, velocity 
and acceleration. 
The behaviour of position-controlled wave machines is well understood. A 
first-order theory was initially derived by Havelock (1929). Second-order effects 
such as long waves in laboratory models have been discussed by Ottesen-Hansen 
et al. (1980), Sand (1982) and Sand & Donslund (1985). In addition. Flick & 
Guza (1980) and Sulisz & Hudspeth (1993) addressed the effects of spurious super-
harmonic waves. In seeking an explanation of these effects, Schaffer (1996) derived 
a complete mathematical model for position-controlled wave makers including the 
sub- and super-harmonic effects arising at second order. This latter second-order 
solution has been presented in Chapter 2 and will be discussed in more detail 
herein. 
With advances in laboratory wave generation techniques, wave makers are 
increasingly required to provide active absorption in order to avoid spurious re-
flection and reduce the flume or basin stifling time. Reviews of this extensive topic 
are given by Schaffer & Klopman (2000) and Naito (2006). Historically, Milgram 
(1970) pioneered this fleld for both theory and practical application. Although 
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his final experimental apparatus used a signal based on the surface elevation mea-
sured some distance from the absorbing terminal, he also suggested using the 
wave-induced force acting on the face of the wave board to implement active ab-
sorption. However, due to concerns regarding the resonant excitation of the fluid 
behind the wave paddle, he decided it would be impractical to use the force signal. 
Research in the wave power field (Salter et al. 1976) led to a detailed investiga-
tion of the forces acting on various oscillating bodies. Because this work was often 
carried out by electrical engineers, the concept of an impedance was commonly 
adopted. In essence, the impedance describes a frequency dependent function be-
tween the incident force and the oscillator velocity; the latter being the mechanical 
analogies to voltage and current. Impedance in the context of hydrodynamics has 
been discussed in McCormick et al. (1981) and McCormick (1983). Falnes (1980) 
showed that for the special case of a single oscillator system, the optimum os-
cillation velocity for maximum absorption is in phase with the excitation force. 
This condition can be achieved using an impedance matching controller as out-
lined in Chapter 3; further discussion of this being given in §4.6. To overcome 
the problematic resonant fluid motion behind the paddle, described by Milgram 
(1970), Salter (1982) engineered a dry-backed paddle so that the measured force 
solely depends on the wave-induced pressure acting on the paddle face and the 
dynamics of the wave board. 
In addition to operating as excellent absorbers, the dry-backed force-controlled 
wave machines have a signiflcant benefit over position-controlled machines in that 
they seem to introduce very little spurious harmonic content. As a result, in 
excess of 500 force-controlled wave paddles are operating today in many laboratory 
facilities worldwide. Even though these devices have been used for more than three 
decades, a complete theory, linking the demand signal to the generated wave field, 
has not been derived. In practice, the machines are set up using an empirical 
tank transfer function. The successful application of this method, as well as an 
improved calibration technique, has been reported by Masterton & Swan (2008). 
The main objective of the present chapter is to derive a mathematical model 
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predicting the behaviour of force-controlled wave machines up to second order. 
This incorporates aspects of the theory already derived in Chapters 2 and 3. At 
first order, this model seeks to link the linear demand signal to the linear or first-
order wave field; hence, at the very least, providing an initial estimate for the 
empirical transfer function mentioned above. At second order, the model aims to 
explain the machine's success in terms of the absence of spurious wave modes. 
The proposed model will build upon existing wave maker theories: the wave 
field generated by a given sinusoidal paddle motion is identical for both position-
and force-controlled machines. However, a single harmonic force-control signal 
does not inevitably lead to a paddle motion at this harmonic alone. Indeed, all 
the nonlinear processes in the generated wave field will contribute to the applied 
force and hence feed back into the generation process. A full explanation of this 
effect is given in §4.3. Once the behaviour up to second order is fully understood, 
an additional command signal for the suppression of the remaining spurious super-
harmonic may be evaluated. 
Unlike for position-controlled machines, absorption is integral to the operation 
of force-controlled machines. As such, the second-order model derived here, in-
cludes all effects introduced by the absorption mechanism. Schaffer & Jakobsen 
(2003) (see also Zhang (2005)) derived a new theory of nonlinear wave generation 
in position control with active absorption. However, for large reflections, they 
state that the theory is not fully consistent with regard to non-linearity. The full 
impact of absorption Alters on nonlinear wave generation in position-control has 
not yet been explained. Consequently, the force-feedback model developed herein 
is compared to non-absorbing position-controlled machines. 
In a variety of numerical tests in force-control mode (§4.10) it is shown that 
the spurious wave content introduced in the wave flume is greatly reduced when 
compared to the position-control mode. A set of experiments substantiating the 
numerical tests is presented in Part II of this chapter, §4.12 onwards. 
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4.3 Physical Model 
For position-controlled machines, the control quantity is easily defined: the me-
chanics of the paddle and, more importantly, the generated wave field do not affect 
the board motion. In contrast, with a force-controlled wave machine the control 
quantity is not so straightforward. Even though the force is a crucial part of 
the control, the position, velocity and acceleration of the wave machine are also 
important. In order to fully understand this concept, the wave machine has to 
be considered as a coupled mass-spring-damper system; the forces appropriate to 
such a system being dependent on position, velocity and acceleration. In addi-
tion to the forces related to the generated wave field, hereafter referred to as the 
hydro dynamic feedback, the paddle spring, damping and inertia also have to be 
modelled precisely. 
To understand the complexity of the hydro dynamic feedback, it is important 
to appreciate the following. Applying a single-frequency, sinusoidal force to the 
paddle will cause it to move and generate a wave field. This wave field, in turn, 
induces a force on the wave board which is sensed by a force transducer. The 
nature of this force is dependent on the full non-linearity of the waves and it is this 
nonlinear force that determines, via the paddle controller, the force to be applied 
in the next time step. Consequently, exciting a force-controlled wave machine at 
one frequency, will cause a nonlinear or multiple frequency paddle motion. For 
waves of small steepness, a force controlled wave machine acts as a linear system. 
However, when generating steeper waves, the higher-order wave effects produce a 
nonlinear forcing and hence a nonlinear paddle motion. This is in marked contrast 
to a position-controlled wave machine. 
Furthermore, absorption is achieved using an impedance-matching digital filter 
network as outlined in Chapter 3. These filters compute the wave board velocity 
signal or the first derivative of the board position. In accordance with the discus-
sion above, the velocity signal may contain harmonics of the primary generation 
signal which will contribute to the total feedback signal. With these two simulta-
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neous feedback paths (force and filtered velocity), force-controlled wave machines 
cannot be modelled considering only one process quantity at a time; hence the 
earlier comment that absorption is an integral part of a force-controlled system. 
As a result, a complete frequency domain model, including hydrodynamic feed-
back, wave board dynamics as well as absorption filters, must be derived. Each of 
these aspects are considered in the following sections. 
4.4 Hydrodynamic Feedback 
4.4.1 Generated Wave Field 
Based upon the discussion in Chapter 2, the potential solution for a wave field 
generated by a second-order force signal can be separated into four components: 
(i) The first-order velocity potential -
This describes the progressive wave to be generated as well as the associated 
evanescent modes arising at, or near, the wave paddle. It must satisfy the 
boundary condition on the wave maker, requiring the fluid velocity normal to 
the wave board to be equal to the wave board velocity. The velocity potential 
can be expressed in terms of the wave board motion following SchaiTer (1996). 
Relating the first-order force input to the first-order wave board motion, 
hence the first-order wave amplitude, is one of the key objectives of the 
work presented herein. 
(ii) The wave-wave interaction potential -
In the general case of an irregular sea state, the various first-order waves 
and their evanescent modes described by will interact with each other; 
describes these cross interaction terms as well as the self interaction 
or Stokes terms. With the present study limited to regular waves, only the 
self- and evanescent interaction terms are important. The wave-wave inter-
action terms are bound to the first-order components. Consequently, these 
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contributions are referred to as a bound waves or bound modes throughout 
the thesis. 
(iii) The spurious free wave potential -
Although and 0^^^) together satisfy the second-order free surface bound-
ary conditions, they do not fully satisfy the second-order boundary condition 
at the wave maker. This leads to the generation of an unwanted free wave 
which is expressed as For the special case of a regular wave, the spuri-
ous content at some distance from the paddle, where the evanescent modes 
have decayed, is a pure super-harmonic of the primary wave. The spurious 
waves are freely propagating wave components that satisfy the dispersion 
equation. As a result, these contributions are referred to as free waves or 
free modes throughout the thesis. 
(iv) Feedback involving a second-order second harmonic correction - 0^^) 
The sum of all the forces at second harmonic is measured by the machine's 
force transducer. Even if there is no second harmonic specified in the com-
mand signal, the feedback excites the paddle at this frequency. The resulting 
paddle motion generates another freely propagating spurious wave. In order 
to generate the desired wave only - I - the contributions and 
$(23) Yiiust cancel each other out. The additional second-harmonic command 
force must be evaluated to satisfy this condition. 
The solution of the first three potentials is identical to that presented in Chapter 
2. In contrast, results from the wave maker moving at the second harmonic 
caused by the nonlinear feedback and the additional correction force. In order 
to determine the complex amplitude of the feedback-induced motion, the entire 
system has to be modelled. 
To remove any ambiguity, the amplitude of the spurious wave mode will be 
referred to as hereafter. In first-order position control, arises due to 
alone. In contrast, in first-order force control refers to the spurious 
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content due to the combination of and the nonhnear force feedback included 
in $(23) _ 
4.4.2 Wave Field at Second-harmonic in First-order Posi-
t ion Control 
To illustrate the relevance of the second-order potentials discussed above, figure 
4.1 shows the dimensionless ratio between the spurious free wave amplitude, 
(arising from alone), and the Stokes second-order wave amplitude, at 
some distance from the wave paddle for the two flap wave machines discussed 
previously, figure 2.3. Recalling the nature of the wave machine geometries, figure 
2.3 (a) concerned a bottom hinged flap (d/h = 0) whereas figure 2.3 (b) concerned 
a fiap where the hinge is place half way between the bed and the free surface 
(d/h:=: 0.5). 
The curves in figure 4.1 are based on the second-order solution given within 
Chapter 2 (equations 2.28 and 2.31), hence considering the case of first-order 
position control; the effect of the hydrodynamic feedback, giving rise to is 
neglected and only regular waves are considered herein. In the case of a bottom 
hinged wave machine (d/h = 0) the spurious wave may be as large as the Stokes 
second-order content and peaks at h/Lo ~ 0.15. This is a relatively shallow 
water wave and the Stokes contribution is hence significant, leading to a sizable 
spurious free wave. In contrast, the minimum occurs at h/Lo ~ 0.06. However, the 
latter point is only of theoretical interest as it would be inappropriate to operate 
a flap machine in this regime; the small first-order coefficient CQ in flgure 2.3 (a) 
indicates that a very large stroke would be required to generate a wave of practical 
amplitude. In this case, a piston-type wave maker would be required. 
Similar arguments apply in the second wave maker case (d/h = 0.5). The min-
imum occurs in very shallow water h/Lo ~ 0.03; whilst the maximum 
again occurs at h/Lo ~ 0.15. In this latter case, a spurious free wave of up to four 
times the Stokes content arises. This is clearly undesirable because this region is 
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Figure 4.1: Dimensionless ratio between spurious free wave amplitude, and 
Stokes second-order wave amplitude, based on first-order position control; 
wave maker hinged at d/h = 0, wave maker hinged at d/h = 0.5, 
• • • • piston-type wave maker 
of interest for wave generation (figure 2.3 b). 
As the water depth increases, the dimensionless spurious wave ratio becomes 
small for both paddle configurations. However, this may be of little practical 
importance, since the Stokes second-order effects are less pronounced in this regime 
unless extremely steep waves are generated. 
Even though the second-order behaviour of piston-type wave machines is not 
discussed within this section, the corresponding dimensionless ratio is 
given in figure 4.1 allowing a direct comparison to be made. Further discussion of 
this result is given in §5.4. 
4.4.3 Hydrodynamic Torques on Flap-type Wave Machines 
In the case of a flap-type wave machine, the origins of the feedback potential 
are best described by considering the applied torque, T. A wave-induced 
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pressure acting at the hinge of the flap makes no contribution to the measured 
hydrodynamic torque, whilst a pressure acting at or above still water level has a 
very large effect. In order to evaluate the total hydrodynamic torque, Bernoulli's 
equation, given by 
p[x, z, t) — -p-^ - pgz - -p dx) ^ W z j (4.1) 
is applied throughout the wave field, evaluated at a: = 0 and integrated over the 
surface of the wave board, where p is the density of the fluid and p{x, z, t) is the 
depth dependent pressure fluctuation. In contrast to the discussion in Chapter 3 
where only first-order terms were retained, the interest in the present study lies 
in torques up to second order; terms of higher order being neglected. Separating 
the total wave induced torque into its first- and second-order components gives 
'-pW p—^{h — d-\- z)dz 
-h+d dt 
(4.2) 
and 
= - [ pgz{h - d + z)dz - f 
J o J o ^ dt 
{h — d z^dz 
^LJi (/i — d z dx J 
/•O a$(21) /-O 5$(22) 
' p———{h — d + z)dz— / p—-^^{h - d + z)dz, (4.3) 
-h+d d t J - h + d d t 
where the subscript 0 indicates wave-induced quantities and the superscript () 
denotes the order of the term involved. All torques are derived as torques per unit 
paddle width. Further detail concerning the derivation of these results is given in 
Appendix B. 
In addition to the wave-induced contributions to the torque, flap-type machines 
also experience a torque caused by the varying effective water depth associated 
with departures from the mean or vertical position. The total hydrostatic torque 
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is given by 
U = - I f s i h - 4 ' ^ + «') (4.4) 
which may be approximated as the sum of a static term and a second-order contri-
bution, . With flap-type wave machines typically being operated in the range 
of ±0.3 radians, the second-order approximation introduces an error of less than 
one percent for the maximum stroke. The total second-order torque is now given 
by 
Qn(2) = grOO 
where is the forcing term leading to the generation of the additional second-
order wave potential However, the systems transfer function, incorporating 
the wave board dynamics and the absorption filter, needs to be known before the 
impact of can be evaluated. 
4.5 Wave Board Dynamics 
The torques discussed thus fax are all induced by the generated wave field. In 
practice, a transducer would sense three torque components: the hydrodynamic 
feedback torque, the wave board inertia torque and the wave board gravity torque. 
When modelling the behaviour of the wave machine, the paddle is regarded as an 
inverted pendulum with inertia, r, and a gravity induced component, —Mghm, 
where is the distance from the hinge to the centre of gravity and M is the 
paddle's mass. Considering a physical pendulum, the gravity induced component 
varies with sin0. However, with flap-type wave machines typically being operated 
in the range of ±0.3 radians, the flrst-order approximation, sind ~ 0, introduces 
an error of less than two percent over the full range, neglecting terms at third 
order and above. This gravity induced torque is crucial for very low frequencies, 
whereas the inertia torque may become dominant towards the higher frequencies. 
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The equation of motion for this system is given by 
[r + m{ijj)]9 + d{io)9 — MghmO = T, (4.6) 
where the mechanical damping, d, is assumed to be negligible compared to the 
hydrodynamic damping, d(w). The coefficients for hydrodynamic damping and 
added inertia, m{uj), for a flap-type wave machine have already been derived in 
Chapter 3, equations (3.26) and (3.27) respectively. In contrast, the wave board 
induced torque (rO — MghmO), hereafter referred to as wave board dynamic torque, 
was not considered previously. 
4.6 Absorption Filter Design 
The various control strategies for absorbing force-controlled wave makers have 
been discussed in Chapter 3. Throughout the thesis, an absorption strategy based 
on infinite impulse response (IIR) filters will be applied; the relative merits of this 
approach having been presented in Chapter 3. Building upon this earlier work, the 
power absorption coefficient, 7, for any given hydrodynamic system with transfer 
function Hd{co) = Rdioj) + iXdioo) and absorption filter with transfer function 
Hf{uo) = Rf{uj) + iXf{uj) was shown to be 
ry = = 4 (4.7) 
Pa,max {Rf + Rd) + {Xf + Xd) 
where Pa is the absorbed power and Pa,max is maximum power that can be ab-
sorbed. The subscripts d and / denote dynamic and filter respectively. It is also 
important to note that the terms Xf and Xd must not be confused with the wave 
board amplitude 
The analysis in Chapter 3 focused on mass-less and spring-less paddles appro-
priate to the operation of numerical wave tanks. With the present study concern-
ing physical absorbing wave machines, the mass and spring cannot be neglected. 
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Rewriting the equation of motion (4.6) in the frequency domain gives 
T(w) = i ( w(r + m{Lo)) + ) + d{uj) n(w) = (4.8) 
where Haiui) is the complex transfer function relating flap torque and the paddle 
angular velocity. Examining (4.8) further, shows that some of the components 
of torque are in phase with the velocity (real part), whilst others are 90 degree 
out of phase (imaginary part). The optimum absorption filter will have the same 
real part, while the imaginary part will be of equal magnitude and opposite sign 
(complex conjugate filter). This is equivalent to Falnes (1980) finding that the 
optimum oscillator velocity is in phase with the excitation force and confirms the 
expression in equation (4.7) with 7 = 1 (full absorption is achieved) for Rf — Rj, 
and Xf = —Xd-
Figure 4.2 (a) shows the real and imaginary parts of the dynamic transfer 
function Hdi^j) compared to the real and imaginary parts of the absorption filter 
transfer function both terms being evaluated for an existing bottom hinged 
wave maker. 
Figure 4.2 (a) also shows the two conditions for optimum absorption, Rd{< )^ — 
Rf{oj) = 0 and Xd{oj) +%/(w) = 0. Towards the higher frequencies, the imaginary 
part of the dynamic impedance, %j(w), increases rapidly. This is mainly due to the 
increasing contribution of the evanescent modes in this regime, evidence of which 
is provided in figure 2.3. In this case it becomes difficult to provide sufficient 
negative filter reactance, resulting in a non-zero sum of the two imaginary parts. 
1 
Figure 4.2 (b) shows the resulting power absorption coefficient 7. The ab-
sorption becomes poor when the filter fails to match the machine's reactance. 
Nonetheless, very good power absorption is achieved over a wide band of interest. 
^An increased imaginary part in the filter impedance results in an additional phase shift in 
the processed velocity signal. R'om basic control theory it is well known that sufficient phase 
margin (63 degrees for optimum step response, but at least 30 degrees for a reasonable overshoot 
characteristic) must be maintained to ensure system stability. Therefore, absorption has to be 
traded off against stability. 
76 
4.7 Frequency Domain Model 
100 
50 
-S 0 
S -50 
- 1 0 0 
-150 
1 0 ' 10 
h/L„ 
1 0 " 
Figure 4.2: Impedance matching for a bottom hinged wave maker; %(w), 
Xd(w), Rd{uj) - Rf{uj), Xd{oj) + Xf{uj) 
4.7 Frequency Domain Model 
All system components have now been discussed. Figure 4.3 shows a block diagram 
of the entire wave machine, the four contributions being: C(w) - the machine con-
troller, G{uj) - the wave board and water transfer function, Hf{uj) - the absorption 
filter and jifj(w) - the dynamic torque feedback. 
Any real wave machine needs a controller to minimize the error between de-
mand and measured feedback, a process commonly referred to as dosing the loop. 
Even though the controller has to be included in the simulation process, it will 
not be discussed here. An ideal closed-loop discrete-time controller of a hinged 
wave maker is discussed in Hodge & Cherchas (1988). However, their approach is 
only partially applicable here since they adopt the paddle position as the control 
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Figure 4.3: Schematic for general system model 
quantity. The transfer function G{uj) relates the drive motor torque to the flap 
angular velocity and is the inverse of HdioS). 
Applying standard frequency domain methods (see Appendix D for a note on 
closed-looped control systems), the block diagram in figure 4.3 may be expressed 
as a single transfer function 
Hs{uj) = @(w) _ 1 
7 ^ ^ l + C(w)G(w) -k jfd(w)]' 
C(w)G(w) (4.9) 
where jFfg(w) relates the command torque, T'(w), to the flap angle, 0(w), for a 
closed-loop control system; the subscript s denoting system. The transfer function 
can now be used to model and simulate the behaviour of the wave machine. 
4.8 Wave Generation at Second Harmonic and 
Second-order Correction 
Equation (4.5) defines the second-order torque This is the forcing term for a 
wave board motion at second harmonic . Using the system's transfer function 
Hs{u)) this motion can be related directly to the second-order torque, 
= {h~- d)H,{2u^)TP, (4.10) 
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where Hs{2uJn) is the frequency response of the transfer function Hs{u)) evaluated 
at frequency 2a;„; being the frequency of the primary progressive wave. The 
additional subscript a indicates that the complex amplitudes of the respective 
terms are considered. For any given second-order paddle displacement, the time 
history and the complex amplitude are related by 
= 1 
where the factor —i was kept for consistency with Schaffer (1996). Similarly, any 
given second-order torque time history is related to the complex amplitude by 
In order to eliminate the spurious free wave content, the second-order wave board 
motion is given by 
X!S = (4.13) 
where the transfer function F+ is found (Schaffer 1996) by ensuring that the pro-
gressive part of the spurious free wave and the progressive part of the additionally 
generated wave cancel out; the definition of F'^ being given in Appendix A. Intro-
ducing a second-order compensation torque with complex amplitude Tc^ a , leading 
to an additional paddle motion , the desired second-order paddle motion 
may now be expressed as the sum of and 
4 ' l = x S l + x i ' l = [ h - d ) H , { 2 ^ ^ ) ( T i ' > + T W ) . (4.14) 
Comparing (4.13) and (4.14) yields 
-- (4.15) 
which is the second-order compensation torque required to eliminate the spuri-
ous free wave. Equations (4.10) and (4.15) are the two main outcomes of this 
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theory. Whilst the former enables us to understand the behaviour of existing first-
order controlled force-feedback machines, the latter provides an expression for full 
second-order compensation. Both results are evaluated in the following section. 
The additional second-order potential, is given by 
^ ( 2 3 ) ^ 1 [ ^9 ^ ( 2 ) ^(23)+ ^i(2cjt-K+a 
C08hj^+/^ " + (4.16) 
where is given in Appendix A and the second-order paddle displacement 
amplitude at still water level, X a \ is defined as 
, for first-order force control 
-Xj:) = 4 (4.17) 
for second-order force control. 
4.9 Simulation Models 
Many control systems can be modelled and simulated using a transfer function ap-
proach in the frequency domain. Such a transfer function expresses the frequency 
dependent ratio of output to input, involving both magnitude and phase. The co-
efficients characterising a model are often constant, or frequency independent, and 
as a result it is easily possible to obtain step responses using control system tool-
boxes. However, in the present case the hydrodynamic coefficients characterising 
the second-order mass-spring-damper system are strongly frequency dependent. 
Consequently, a transfer function evaluated for a particular wave frequency is 
only valid at this frequency. Exciting the transfer function with either an impulse 
or a step function would lead to meaningless results, as both correspond to an 
infinite series of frequency components. When modelling the given system this 
had to be considered: each time- or frequency-domain simulation is limited to one 
particular point and the effect of the second-order components in the feedback 
path need to be evaluated in a separate simulation with adopted hydrodynamic 
coefficients. 
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Two different methods were used to simulate the behaviour of the machine: a 
time-domain simulation using Matlab Simulink and a frequency-domain simula-
tion. The simple Simulink model (figure 4.3) requires differentiation in order to 
evaluate paddle acceleration from its angular velocity. An ideal differentiator has 
an infinite gain for very high frequencies. For any real differentiator, some form 
of gain limitation at higher frequencies must be included. Since this was found to 
affect the simulation results, especially at the second harmonic frequencies of the 
shorter wave components, the model had to be reformulated. Using this modified 
model, the Simulink time-domain simulation and the frequency-domain response 
model produced identical results. 
4.10 Second-order Content for Flap-type Machines 
For flap-type machines, the wave board and water transfer function is given as 
^ T{lJ) (r + m{u}))iLO + d{Lo) — Mghm/{i^)' ^ 
This is the ratio of angular velocity to input torque and follows directly from 
the equation of motion (4.6). Using G{cu) allows the evaluation of the system 
transfer function Hgiuj) for a matched absorption filter and closed-loop control. 
The model evaluation has two main objectives. First, the model should provide 
an improved understanding of the operation for existing force-controlled flap-type 
machines, or machines driven with a first-order force control signal. Second, the 
new second-order force command signal should be verifled. Whilst the latter may 
perhaps be more readily demonstrated via experimental observations (§4.16), the 
flrst point requires careful consideration. 
Figure 4.4 provides a dimensionless plot of the spurious wave content for a 
bottom hinged wave maker operating in both position-control and force-control 
mode. The curve relating to position control is identical to that shown in figure 
4.1, the only difference being that the frequency band is now limited to the region 
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Figure 4.4: Dimensionless spurious wave content, for a flap-type ma-
chine hinged at d//i = 0, based on first-order position control, — — first-order 
force control 
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Figure 4.5: Dimensionless spurious wave content, for a flap-type ma-
chine hinged at d/h = 0.5, based on first-order position control, first-
order force control 
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of interest appropriate to wave generation using a flap wave machine (figure 2.3 
a). A detailed discussion concerning the spurious wave characteristic in position-
control mode was previously given in §4.4.2. 
In force-control mode the total spurious wave is given by the sum of the original 
spurious wave and the wave generated by the feedback-induced paddle motion at 
second harmonic, Figure 4.4 clearly shows that this latter component, the 
feedback-induced wave, cancels out a significant proportion of the original spurious 
wave. For example, the maximum value of the dimensionless ratio, 
occurring at h/Lo ^ 0.15 is cut to about one third of its original value. Indeed for 
most of the region of interest, the spurious wave content is reduced considerably. 
It is only towards higher relative frequencies, corresponding to deeper water, that 
the difference between the two approaches reduces. In practice, this effect is hardly 
noticeable as second-order effects, notably the Stokes second-order contribution to 
the wave profile, are very weak in this regime. 
Figure 4.5 shows the same dimensionless ratio, for a wave machine 
hinged half way between the still water level and the bed. This is an important 
case because a bottom hinged wave maker becomes impractical in deep water test 
tanks. Once again, the frequency band has been limited to the region of practical 
wave generation (figure 2.3 b). As was the case for the bottom-hinged wave maker, 
a considerable cut in spurious wave content is observed across a broad range of 
frequencies. In the first-order force control case, two minima exist. The first 
minimum, at h/Lo ~ 0.5, occurs where the cancellation between the spurious free 
wave in position control and the force-induced free wave is largest. In contrast, 
the second minimum, at /i/Lq ~ 0.95 is closely related to the minimum in first-
order position control. At this location the infiuence of the force-induced free wave 
becomes progressively less pronounced. 
In the present study, the optimum absorption filters were estimated using a best 
fit technique as discussed in §4.6 and shown in figure 4.2; the curves given in figures 
4.4 and 4.5 being evaluated using the estimated filter transfer function, Hf{uj). 
This force control strategy is identical to that implemented on most operating 
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Figure 4.6: Dimensionless second-order correction torque for a flap-type machine 
hinged at d/h = 0 
force-controlled wave machines. As a result, the dashed lines given in figures 4.4 
and 4.5 will be representative of the performance of these machines, the detail 
being dependent upon the specific geometry of the machine involved. 
When simulating the second-order content produced by a force-driven wave 
machine, values for paddle inertia and the paddle's gravity induced torque com-
ponent (Mghm) are required. In the present study these values are based upon 
estimates for two existing wave machines. For other configurations, these values 
will vary. However, as long as the filter impedance provides a good match to 
the dynamic impedance, further simulations have shown that the characteristic of 
the spurious wave content only varies marginally. Nonetheless, a detailed anal-
ysis of the wave board's dynamic properties may be required for each practical 
application. 
Similar arguments apply to the second-order correction torque shown in figure 
4.6; the absolute value of this torque varying between different wave machines. 
Nevertheless, the characteristic shown in figure 4.6 gives a comprehensive insight 
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in the operation of force-controlled machines. Within this figure, the second-
order correction torque amplitude, Tc^a, is plotted normahsed over the second-
order wave-induced torque amplitude, 7^^^, producing a graph that is steepness 
independent. However, it is important to note that is not the only second-
order torque acting on the machine; indeed, the feedback torque arising due to the 
wave machine's inertia may become dominant at higher frequencies. Nevertheless, 
the minimum value of this ratio, Tc^ a /T^a, occurs at h/Lo % 0.37. This is closely 
related to the second-order spurious wave minimum noted in figure 4.4. Given the 
magnitude of the terms presented in figure 4.6, it is clear that in the proximity of 
this minimum a second-order correction is not required. Indeed, for a relatively 
large frequency bandwidth, the second-order correction torque is small, indicating 
that first-order force-control may be appropriate for the operation of fiap wave 
machines. 
4.11 Conclusions 
A second-order force-feedback wave making theory has been established. Appli-
cation of the theory has demonstrated that over the frequency range where the 
absorption mechanism is effective a first-order force-controlled flap-type wave ma-
chine gives much reduced spurious second-harmonic waves when compared to a 
position-controlled machine. Indeed, over a substantial frequency bandwidth the 
spurious second-order wave is significantly reduced and a second-order correction 
may not be required. The theory outlined is limited to flap-type wave machines, 
generating waves of a single frequency. The experimental validation of the results 
outlined thus far is presented in the second part of this chapter. The expansion of 
the model to incorporate random waves, particularly wave groups, and piston-type 
wave boards is discussed in Chapter 5. 
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Part II: An Experimental Verif ication of 
Regular Wave Generation 
4.12 Introduction to Experimental Investigation 
The first part of this chapter, hereafter referred to as Part I, developed a second-
order wave maker theory incorporating force-feedback control. The motivation for 
this work was the need for an improved understanding of wave generation, driven 
by a desire to accurately control the wave forms produced within a laboratory 
environment. Indeed, recent research has demonstrated that the precise control 
of a generated wave field is fundamental to the analysis of: 
i. The nonlinear wave-wave interactions associated with the evolution of the 
largest or most extreme wave events (Baldock et al. 1996, Johannessen & 
Swan 2001, Johannessen & Swan 2003). 
ii. The nonlinear wave-structure or wave-vessel interactions associated with the 
imposition of the largest loads, the loss of an air-gap, or the occurrence of 
wave impacts (Swan et al. 1997, Sheikh & Swan 2005). 
In this context, it must be borne in mind that the theory is developed to 
the second order of wave steepness; the associated limitations of the work being 
discussed in §2.5. However, since the wave events described in (i) and (ii) involve 
the focussing of wave components, the waves generated at the paddle will be only 
weakly nonlinear and therefore appropriately modelled using a second-order wave 
maker theory. Given the motivation of this work, it is clear that several aspects of 
the theory developed in Part I require experimental validation. First, the active 
absorption of wave components by a wave maker controlled by force-feedback is 
dependent upon first-order impedance matching. Although the underlying theory 
has been known for several decades and has been adopted in many applications, 
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including wave generation, it has not been thoroughly discussed in the context of 
actively absorbing wave machines. The success of this approach is addressed in 
§4.14, with comparisons between the theory and the absorption characteristics of 
a flap-type wave maker. 
Second, the spurious second-order wave content produced when a force con-
trolled machine is driven with a first-order command signal requires investigation. 
The theory developed in Part I suggests that first-order force control can greatly 
enhance the wave quality when compared to first-order position control. This 
proposition is carefully examined in §4.15, with direct comparisons between the 
different control strategies. 
Third, the theory developed in Part I also provides a second-order correction 
to the command signal. The success of this approach and the improvement it 
provides over a broad range of wave conditions is examined in §4.16. The chapter 
concludes in §4.17 with an overview of the experimental validation and a discussion 
of future work. 
4.13 Experimental Conditions 
The experiments were undertaken in a narrow wave flume located in the hydrody-
namics laboratory in the Department of Civil and Environmental Engineering at 
Imperial College London. The wave making facilities at Imperial College London 
were manufactured and commissioned by Edinburgh Designs Ltd. The control 
system and methodology driving the wave maker used in the present study are 
identical to those widely installed by Edinburgh Designs. As such, the results will 
be directly relevant to the operation of many wave machines and provide guidance 
as to the effective operation of others. 
The wave flume employed in the present investigation is 0.3m wide, 27m long 
and equipped with wave boards on either end. Both paddles are bottom hinged 
and mechanically identical. The water depth was maintained constant at = 0.7m 
throughout the wave flume. This arrangement is illustrated in flgure 4.7; a more 
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Figure 4.7: Definition sketch for the double ended flume at Imperial College 
detailed description of the experimental facility being provided in Appendix G. 
Operating a wave maker on either side requires a rigorous definition of the terms 
incident wave and reflected wave. Unless stated otherwise, the wave maker on the 
left hand side was used to generate waves whereas the wave maker on the right 
hand side was used to absorb waves. Consequently, the incident wave propagates 
in the positive x-direction. The origin at z = 0 is defined as the mean position 
of the left hand side wave maker. The position of the wave probes relative to the 
origin is defined in the relevant subsections. 
As further discussed in Appendix G, a precision force transducer and a high 
resolution motor shaft encoder were used to measure the physical quantities of 
wave board torque and angular position. A fiexible digital control system allowed 
for an uncomplicated and fast change of the system's control program. This reads 
the digitized signals for torque and position and can process them in any required 
fashion. As a result, the paddle can be operated in position-control or force-
control mode. Furthermore, digital absorption filters were implemented and could 
be rapidly altered. The test cases chosen for the experimental verification cover a 
fairly broad range of frequencies. 
In shallow water conditions, it is well known that Stokes theory over predicts 
the magnitude of the second-order components. 8chaffer (1996) introduced the 
non-linearity parameter S; a value of 5 = 1 corresponding to the 'limiting' case 
where second-order Stokes theory predicts secondary peaks in the trough of the 
primary wave. As a result, for 5 > 1 the theory fails to predict the correct second-
order content. With the force-feedback model outhned in Part I utilizing the wave 
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Wave Dimensionless Dimensionless Wave Wave Wave 
frequency, water depth, water depth. height. steepness, non-linearity, 
A/Z,o kh H[mm] jyk/2 S 
32/64 0.11 0.95 148 0.10 0.60 
34/64 0.13 1.03 150 0.11 0.57 
36/64 0.14 1.11 164 0.13 0.59 
38/64 0.16 1.19 176 0.15 0.60 
40/64 OJ^ 1.28 174 0.16 0.57 
42/64 0.19 1.38 162 0.16 &52 
44/64 0.21 1.48 150 0.16 0.47 
46/64 0.23 1.58 142 0.16 0.45 
48/64 &25 1.70 132 0.16 0.42 
50/64 &27 1.81 124 0.16 0.40 
52/64 &30 1.94 116 0.16 &38 
54/64 0.32 2.07 108 0.16 &36 
56/64 0.34 2.21 102 0.16 0.35 
58/64 0.37 &36 96 0.16 0.34 
60/64 &39 2.51 92 0.16 0.34 
62/64 &42 2.67 88 0.17 0.35 
64/64 &45 2.84 82 0.17 0.34 
Table 4.1: Laboratory test cases 
field solution derived by Schaffer (1996), the non-linearity factor S will also be 
applied herein. The implications of large values of S have already been discussed 
in Chapter 2, §2.5. 
For the lowest wave frequencies, the steepness is limited by the maximum avail-
able stroke of the wave machine. When driven in force-control mode, the maxi-
mum wave-generating angle has to be further limited to allow for the additional 
superimposed motion necessary for the absorption of reflected waves. Overall, a 
maximum steepness of Hk/2 = 0.1 was adopted for the longest wave having a 
period of T = 2.0s. This wave condition lies well within the applicability region 
of the theory [S = 0.60). 
Details of the regular wave cases for which the second-order content was inves-
tigated are given in table 4.1. For each case the wave frequency / , the normalised 
water depths /i/Lq and kh, the dimensionless steepness Hk/2 and the non-linearity 
parameter S are shown; where Lq = 2ng/uJ^ is the deep water wave length. In 
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addition to the wave cases outhned in table 4.1, the machine's behaviour at first 
order was further investigated. This is described in detail within the following 
section; second order effects being discussed in §4.15 and §4.16 
The theoretical development in Chapter 2 and Part I of the present Chapter 
were based upon the Still Water Level (SWL). It is important to note that this 
may differ from the Mean Water Level (MWL) in the wave flume. However, within 
the present experimental investigation, the variation between MWL and SWL was 
found to be insignificant and this difference is not further considered. 
4.14 First-order Control and Wave Absorption 
With position-controlled wave machines, the first-order behaviour is well under-
stood; the amplitude of the generated progressive wave being readily evaluated 
from the position command signal. In contrast, force-controlled wave machines 
require an empirically determined transfer function; details of which are discussed 
by Masterton & Swan (2008). Whilst an empirical transfer function may remain 
the preferred approach for the calibration of a wave fiume and, in particular, a 
3-D wave basin, in the short term, the model developed in Part I provides a first 
theoretical transfer function linking the demand signal and the first-order surface 
elevation for force-controlled wave machines. Although this demand signal has 
the dimension of a torque it actually represents the input signal appropriate to 
the summation of the hydrodynamic feedback torque and the filtered velocity. As 
a result, it must not be confused with the actual torque acting on the wave ma-
chine. This latter summation may appear dimensionally inconsistent. However, 
the measured velocity signal passes through the impedance matching absorption 
filter, The transfer function Hf{uj) has the dimension of torque divided 
by angular velocity (Falnes 2002), and hence the SI unit of Nm/{rad/s). Con-
sequently, the filtered velocity (which in effect is an angular velocity) has the 
dimension of torque with a unit of Nm. 
Figure 4.8 compares the theoretical first-order transfer function with experi-
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c 60 
o 50 
Figure 4.8: Demand signal at first order to generate a wave of steepness Hk/2 = 
0.1 for a bottom hinged wave machine; Force-control theory; * Experimental 
transfer function 
mental data relating to a bottom hinged wave machine. Each experimental data 
point indicates the magnitude of the demand signal required to generate a wave 
with steepness Hk/2 = 0.1. Within these tests, the wave amplitude {H/2) in the 
flume was obtained by means of a Fourier analysis of the recorded time trace. For 
this purpose, the initial ramp-up period was neglected and a time window that ex-
cludes reflections from the opposite side was adopted. The agreement between the 
theoretical model and the experimental data is excellent across the broad range of 
wave cases investigated. On the basis of these results it is clear that, at the very 
least, the theoretical transfer function provides a very good input for a first itera-
tion of a wave maker calibration. The most likely explanation for the departures 
apparent around h/La ~ 0.18 is a spurious oscillation of the wave flume's side 
walls. Each glass wall section is approximately 1.5m long and a resonant motion 
was identified for / % 42/64jifz...46/64ffz or /i/Lo ~ 0.19...0.23; the wave length 
for these components being approximately 3m. 
Part I also derived a first-order impedance matching approach to implement 
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Figure 4.9: Absorption coefficient for a bottom hinged flap-type wave machine; 
Theoretical power absorption coefficient 7, * Experimental data 
active absorption with flap-type wave boards. Full absorption is achieved if the 
absorption filter provides a complex conjugate impedance, or negative reactance, 
to the combined wave-board and wave-field impedance. For the experimental val-
idation a network of digital filters was designed and implemented in the machine's 
controller. With the filter and the wave-board-water impedance known, the theo-
retical power absorption coefficient, 7, can be calculated; refer to Part I for further 
details. Figure 4.9 compares the theory with the experimental observations; the 
data presented in terms of 7 vs normalised water depth, or /i/Lq. Overall, the 
agreement between the theory and the experiment is generally good but becomes 
less satisfactory for higher frequencies. Moreover, there appears to be a slight 
oscillation of the experimental data about the predicted theoretical curve. The 
origin of both the oscillatory behaviour and the larger departures at the highest 
frequencies are not understood at present and need further investigation. 
In the experimental study the absorption coefficient was calculated using Method 
I proposed by Isaacson (1991); the wave gauge array consisting of 8 gauges with 
individual gauges spaced at a fixed distance in all test cases. For the data points 
shown in figure 4.9 the dimensionless probe spacing angle varied between 20° and 
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Figure 4.10: Water surface elevation T]{t) corresponding to two waves, each with 
/ — 40/64ffz and steepness Hk/2 — 0.08, travelling in opposite directions. Wave 
generation commenced at ^ — Oa and stopped at t = 90s; the wave gauge being 
located at the first anti-node adjacent to one wave maker. Note: Although the 
figure is presented as three sub-plots, they are sequential defining one continuous 
time-history, r]{f). 
110°. On the basis of Isaacson's (1991) figure 4, this relates to analysis errors of 
approximately 20%. Within figure 4.9, the larger deviations occurring towards 
the higher frequencies may be due to an inaccurate estimate of the paddle's in-
ertia since this becomes dominant, or at least progressively more important, in 
this region. Another key issue neglected in the theoretical model, is the impact 
of a finite loop gain in the controller. The gain roll off at higher frequencies may 
affect the machine's response and lead to a non-ideal absorption characteristic. 
Nevertheless, in spite of these difficulties, the data presented in figure 4.9 is in 
generally good agreement with the theory. 
In a double ended wave flume the success of active wave absorption based 
on force-feedback, with simultaneous wave generation, can be demonstrated by 
the generation of a standing wave of constant shape. The water surface profile, 
rj{t), recorded by a single wave gauge placed at the first anti-node adjacent to one 
wave maker is shown in figure 4.10. In this example both wave makers commence 
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wave generation simultaneously at t = Os. The generated waves are of identical 
frequency and amplitude; the resulting interference pattern creating a standing 
wave. With the wave gauge located much closer to one wave paddle than the other, 
the entire data record can be sub-divided into the following intervals. During the 
first time interval Os < f < 15s the wave probe records the wave generated by 
the adjacent wave maker only; a regular wave train being quickly established and 
maintaining a constant shape and wave height. Subsequently, the wave generated 
at the opposite end arrives and the standing wave profile progressively develops, 
becoming fully developed by t % 25s. In the time interval 25s <t< 90s both wave 
makers must absorb and generate concurrently in order to maintain the standing 
wave profile. The resulting surface profile within this interval (figure 4.10) is 
almost perfectly constant. The mean wave height in the interval 25s < t < 90s is 
H = 165.1mm with a standard deviation of cr = 0.33mm. Expressed as a ratio, 
the standard deviation accounts for 0.2% of the mean wave height. The largest 
departure from the mean wave height is 0.53mm or if = 165.6mm. This indicates 
that the simultaneous generation and absorption using force-feedback control is 
both practical and effective. At time t = 90s the wave generation was stopped and 
both wave makers are absorbing only; the surface profile recorded in the interval 
90s < t < 105s is the wave approaching from the opposite end with almost no 
reflection occurring from the adjacent wave maker. Almost all of the wave energy 
in the flume is absorbed hy t = 180s. 
4.15 Errors Arising from a First-order Command 
Signal 
In addition to operating as excellent absorbers, force-feedback (or impedance 
matching) wave machines appear to introduce very little spurious harmonic con-
tent when driven with a first-order command signal. For the first time, the model 
developed in Part I explains this apparent advantage, but there is a complete 
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Figure 4.11: Dimensionless spurious wave content, for a bottom-
hinged wave maker; Position-control theory, 4- First-order position-control 
experiment, Force-control theory, * First-order force-control experiment 
absence of laboratory data investigating this effect. To correct this, the spurious 
wave content was measured for all of the test cases noted in table 4.1. In each 
case the wave maker was run in both first-order position control and first-order 
force control. The resulting data is presented in figure 4.11; the spurious second-
order wave amplitude, being normalised with respect to the second-order 
Stokes amplitude, so that the form of the presentation is independent of 
wave steepness. 
In both control modes (position- and force-control) the agreement between the 
theoretical results and the experimental data is good across a broad range of fre-
quencies. The observed deviation at the higher frequencies may have arisen for 
several reasons. First, the impact of the finite loop gain may be partially responsi-
ble. Second, when generating very short regular waves a small spurious cross-tank 
resonance was observed introducing additional measurement errors. Third, given 
the moderate steepness of the waves, the amphtude of the high frequency waves 
is relatively small. This, in turn, means that the absolute amplitude of the spuri-
ous second-order waves is extremely small (within the sub millimetre range) and 
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this has obvious implications for the relative errors associated with the data ac-
quisition. Nevertheless, despite these difficulties, the experimental data clearly 
demonstrates that the operation of a flap-type wave machine with a first-order 
force-control signal yields a significantly smaller second-order spurious wave con-
tent when compared to an identical paddle operating in first-order position-control 
mode. It should also be noted that both sets of experimental data appear to lie on 
curves that are displaced slightly to the left of the theoretical curves. The origin 
of this small effect is not understood at present and requires further investigation. 
However, it must be stressed that for most test cases the relative magnitude 
of the spurious wave is small. Indeed, the largest values are measured for shallow 
water waves where the second-order Stokes content is relatively large. Figure 4.12 
concerns the longest wave case investigated in the present study and contrasts 
first-order position control (a) with first-order force control (b). In both modes 
the measured water surface profile is compared to second-order Stokes theory. 
Comparison between these cases demonstrates the much improved wave quality 
achieved using first-order force control. This is further established in figure 4.13 
which provides a detailed view of an adjacent wave crest and wave trough in 
both modes of operation; the location of these points being noted as (1) to (4) 
in figure 4.12. With the data sampled at 128Hz, individual data points are best 
shown by taking every third measured point. Absolutely no further filtering has 
been applied to the data in these examples, or any others presented within this 
chapter. In comparing the plots given in figure 4.13, the errors associated with 
the description of the wave trough are much reduced when the wave generation is 
based on the force controlled mode. 
Figure 4.14 shows the surface profile for a much shorter wave ( / = 0.875Hz) 
for which the wave steepness has been increased to Hk/2 = 0.23, highlighting 
the discrepancies in the wave shape arising at second order and above. Figure 
4.14 (a) shows the water surface profile arising from first-order position control, 
while figure 4.14 (b) presents the corresponding profile produced by first-order 
force control; in both cases two wave crests are highlighted, numbered (l)-(4), 
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and these are further considered in figure 4.15. The wave profile generated using 
first-order position control (figure 4.14 a) is initially in very close agreement with 
a second-order Stokes' solution; evidence of this being provided at location (1) in 
figure 4.15. However, this agreement is misleading because, given the frequency of 
the wave involved, any spurious second-harmonic wave evolving in the vicinity of 
the paddle will have had insufficient time to propagate to the measuring section 
some 2.5m downstream of the paddle. The significance of this effect becomes 
clear in subsequent wave cycles. For example at location (2) in figure 4.14 (a), 
the measured data shows marked departure from the Stokes theory, confirming 
the presence of significant spurious second-order wave components. In contrast, 
the wave profile generated by first-order force control is in near-perfect agreement 
with the Stokes solution, showing no evidence of the delayed arrival of unwanted 
or spurious wave components. Evidence of this is provided by the crest elevation 
at locations (3) and (4) in figure 4.15; the contrast between locations (2) and (4) 
being the key issue. 
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Figure 4.12: Surface elevation for wave case / = 32/64ifz, Hk/2 = 0.10; 
(a) First-order position control, (b) First-order force control; Experiment, 
Second-order Stokes solution; Note: the numbers (1) to (4) refer to locations 
that are considered in detail in figure 4.13 
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Figure 4.13: Close-up of the water surface elevation at locations (1) to (4) for 
wave case / = 32/QAHz, Hk/2 = 0.10 as labelled in figure 4.12; * Experiment, 
Second-order Stokes solution 
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Figure 4.14: Surface elevation for wave case / = 56/64jfz, Hk/2 = 0.23; 
(a) First-order position control, (b) First-order force control; Experiment, 
Second-order Stokes solution; Note: the numbers (1) to (4) refer to locations 
that are considered in detail in figure 4.15 
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Figure 4.15: Close-up of the water surface elevation at locations (1) to (4) for 
wave case / = 56/64ifz, Hk l2 = 0.23 as labelled in figure 4.14; * Experiment, 
Second-order Stokes solution 
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4.16 Second-order Control 
Comparisons between the Part I theory and the present experiments have shown 
that using a first-order force control signal introduces very little spurious wave 
content over a broad frequency range. However, in the shallow water wave cases, 
where the second-order Stokes contributions is more pronounced, the wave pro-
file remains less than ideal; see, for example, figure 4.12 (b) or more specifically 
location (4) in figure 4.13. In order to correct for the remaining spurious wave, 
the Part I theory provides an expression for the second-order control signal. The 
applicability of this correction term is considered in this section. 
Figure 4.16 illustrates the benefits of second-order force control. Figure 4.16 
(a) concerns the second-order spurious wave amplitude, non-dimensionalised 
with respect to the second-order Stokes amplitude, For reference purposes 
the results of the first-order command signal are reproduced and it is clear from 
these comparisons that the second-order command signal significantly reduces the 
spurious wave content for most wave cases. Alternatively, figure 4.16 (b) defines 
the spurious wave amplitude based on second-order force control, as a ratio 
of the corresponding value arising from first-order force control, In this 
latter case, ratios less than unity define the relative merit of second-order force 
control. 
According to the theory outlined in Part I, the amplitude of the spurious 
second-order wave should reduce to zero with the adoption of a second-order com-
mand signal. However, in practice the experimental error associated with the 
measurement of the water surface elevation becomes similar in magnitude to the 
spurious wave component, particularly as the wave frequency increases. For ex-
ample, in wave case / = 48/647^2 with a steepness of Hk/2 = 0.16 (table 1), 
the 10% dimensionless spurious wave ratio (figure 4.16 a) corresponds to 0.8mm 
of spurious wave amplitude. This is not substantially larger than the absolute 
experimental error of ztO.Smm associated with the wave gauges. 
It has already been noted in relation to the first-order force control experiments 
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Figure 4.16: (a) Dimensionless, second-order, spurious wave content using second-
order force control; First-order force-control theory (for reference), * Second-
order force-control experiment; (b) Ratio of spurious wave in second- and first-
order force control experiment, -t-
that the results are less satisfactory for higher frequencies. The results presented 
in figure 4.16 suggest that this is equally true for second-order force control. In 
addition to the arguments outlined in §4.15, the second-order correction may also 
be affected by the fact that the system's drive mechanics are not considered in 
the theoretical model; this includes the motor with mechanical inertia and elec-
trical inductance, the gearing system with inertia and the power amplifier. These 
components will add a small phase shift to the compensation signal and this may 
become larger at higher frequencies. These effects will be considered in future 
work, but given the absolute magnitude of the second-order spurious wave in the 
higher frequency range they were not considered to be of primary importance to 
the present study. 
Figures 4.17 to 4.20 show the wave profiles (or close-ups thereof) of two waves 
cases in which second-order force control has been applied successfully. Figure 
4.17 concerns a wave frequency ol f — SA/QAHz, with a steepness of Hk/2 = 0.11, 
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and compares the wave profile arising from (a) first-order force control and (b) 
second-order force control with the Stokes second-order solution. Although the 
data relating to first-order force control (figure 4.17 a) are in reasonable agreement 
with the Stokes solution (comparable to figure 4.12 b), some important departures 
remain. Whilst these are not entirely eliminated by the adoption of second-order 
force control, they are substantially reduced (figure 4.17 b); evidence of this being 
provided by the close-ups of the data records at locations (l)-(4) given in figure 
4.18. Figures 4.19 and 4.20 provide a similar sequence of plots relating to a wave 
frequency of / = i8/64:Hz and a steepness of Hk/2 = 0.16. Once again, these 
results demonstrate that there is a small but noticeable improvement in the wave 
quality following the adoption of second-order force control. 
102 
4.16 Second-order Control 
100 
50 
0 
-50 
- 1 0 0 
100 
50 
0 
-50 
- 1 0 0 
1 
1 6 7 
t[s] 
10 11 12 
10 11 12 
Figure 4.17: Surface elevation for wave case / = 34/647ifz, Hk/2 = 0.11; 
(a) First-order force control, (b) Second-order force control; Experiment, 
Second-order Stokes solution; Note: the numbers (1) to (4) refer to locations 
that are considered in detail in figure 4.18 
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Figure 4.18: Close-up of the water surface elevation at locations (1) to (4) for 
wave case / = 34/64jfz , Hk/2 = 0.11 as labelled in figure 4.17; * Experiment, 
Second-order Stokes solution 
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Figure 4.19: Surface elevation for wave case / = 48/64i7z, Hk/2 = 0.16; 
(a) First-order force control, (b) Second-order force control; Experiment, 
Second-order Stokes solution; Note: the numbers (1) to (4) refer to locations 
that are considered in detail in figure 4.20 
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Figure 4.20: Close-up of the water surface elevation at locations (1) to (4) for 
wave case / = 48/64^fz, Hk/2 = 0.16 as labelled in figure 4.19; * Experiment, 
Second-order Stokes solution 
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4.17 Conclusions 
The force-feedback theory developed in Part I has been compared to experimental 
observations and three key features of the theory verified. First, active absorption 
based upon first-order impedance matching has been shown to work well over a 
broad frequency band, and especially for low frequencies where traditional passive 
absorbers perform poorly. Second, a bottom-hinged flap-type wave maker driven 
by first-order force control produces significantly smaller second-order spurious 
waves when compared to an identical wave maker driven by first-order position 
control. This highlights the inherent advantages of a system driven with force-
feedback control. Third, the validity of a second-order correction signal has been 
proven, leading to a further significant reduction in the spurious wave content. 
However, in respect of the latter, some deviations from the theory remain for 
higher frequency waves and the model may need to be expanded to include the 
drive system's dynamics. Moreover, the influence of higher harmonics has not 
been investigated; the discussion being limited to second-order effects. Given the 
moderate steepness of the generated waves, this is regarded acceptable. Within 
the present chapter, these results were limited to flap-type wave makers generating 
regular waves. The next chapter will consider random or irregular waves and 
expands the analysis to address piston-type wave machines. 
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Using Force-feedback Control: Piston-type 
Wave Machines and Irregular Waves 
5.1 Chapter Overview 
In the course of the PhD thesis, the behaviour of flap-type wave boards was investi-
gated first. The incentive for this was the dominance of this type when considering 
the number of installed machines worldwide. The purpose of the present chapter 
is to apply the work presented in Chapters 3 and 4, effective wave absorption and 
consistent second-order control, to the operation of piston-type wave machines. In 
so doing, a second-order theory for piston-type board geometries incorporating a 
force based absorption controller is presented. In addition, the theory is applied, 
for the first time, to the generation of multi-component or irregular waves. 
In accordance with Chapter 4, the present study is divided into two parts. Part 
I discusses the theoretical aspects of the work. First, the second-order spurious 
wave modes arising in position control are reviewed; this review being based upon 
the theory presented in Chapter 2. Subsequently, the hydrodynamic feedback 
path for a piston-type machine is investigated and all forces up to second order 
_ 
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are evaluated. Finally, the effect of the nonlinear feedback on the spurious modes 
is discussed in detail and a second-order compensation signal is derived. 
In contrast. Part II of the present chapter provides an experimental verification 
of the key aspects of the developed theory. In particular, laboratory data will be 
provided to demonstrate that: (i) a very good absorption characteristic can be 
achieved over a wide range of frequencies, (ii) unlike for position-controlled wave 
machines, the start phase for each wave component needs to be modified to achieve 
a deterministic surface profile in the flume and (iii) applying a second-order force-
control signal leads to a significant improvement in wave quality. 
In presenting this data, some additional comments are made concerning the dif-
ficulties of overcoming the problem of spurious wave generation at the back of the 
immersed piston. Despite a rather complex paddle design, very good agreement 
between the developed theory and the experimental data is achieved. 
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Part I: A new Theory for Irregular Wave 
Generation 
5.2 Introduction 
Piston-type wave generators are well suited to relatively shallow water wave gen-
eration. Given that they produce a depth-uniform velocity profile, they provide 
an ideal match to the horizontal velocity under a progressive shallow water wave. 
This condition ensures that most of the board's motion results in the generation 
of a progressive wave mode; the evanescent modes being small in shallow water. 
The first-order progressive wave field and the evanescent mode distribution have 
already been illustrated in figure 2.4; with further information relating to shallow 
water conditions given in figure 2.5. 
Historically, much of the work on second-order effects and spurious wave modes 
in laboratory wave generation has focused on piston-type machines (Madsen 1971, 
Ottesen-Hansen et al. 1980, Sand 1982, Schaffer 1996) and hence relatively shallow 
water conditions. This may be attributed to the fact that the nonlinear wave-wave 
interaction terms (including the wave self-interaction or Stokes terms) are more 
pronounced in shallow water. Furthermore, the relative magnitude of the spurious 
wave modes associated with first-order position control are also substantially larger 
accounting for 40% to 100% of the wave-wave interaction terms; evidence of this 
being provided by Sulisz &: Hudspeth (1993). 
Given the undoubted importance of these spurious wave modes, a theory for 
the operation of absorbing piston-type machines correct up to second order is 
developed. The effect of the second-order feedback is investigated for regular, 
bi-chromatic and irregular or random waves. In each of these cases, the second-
order effects are shown to be significant; the theoretical aspects of the work being 
substantiated in an experimental study presented as Part H of this chapter. 
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5.3 Wave-wave Interaction 
Thus far, only regular waves and their self-interaction or Stokes terms were con-
sidered (Chapter 4). However, the theory presented in Chapter 2 applies to the 
general case of irregular waves. Indeed, equations for both the wave-wave interac-
tion potential, and the spurious wave potential arising due to the presence 
of the wave maker, were given. In both cases the definition of these terms 
is such that the superscript -h denotes the super-harmonics and the superscript — 
denotes the sub-harmonics. 
Within most of the figures in this thesis, the spurious free wave amplitude, 
^(2s)±^ is normalised with respect to the wave-wave interaction amplitude, 
However, to illustrate the relative importance of the latter term in various water 
depths, figures 5.1 and 5.2 give a comparison of first- and second-order quantities. 
In both cases, the contours represent the dimensionless ratio of -t-
aIt^) evaluated for a steepness of Hk/2 = 0.05. The curves are directly based 
on equation (2.34) with only the progressive component ( j = 0, Z = 0) being 
considered. For each pair of terms (w^, w^) taken from the series of a TV component 
wave spectrum, the wave-wave interaction term A^^"^ at ± may be 
identified as the intersection of on the z-axis and u)m on the y-axis, where 
both axes are expressed in terms of K/Lq and Lq is the deep water wave length 
corresponding to a given frequency. The terms n and m may be interchanged 
as the plots are symmetric about the x-y diagonal. Note that in this and all 
the following contour plots the colours shown correspond to a range of values as 
indicated on the adjacent colourbar. 
In the context of first- and second-order quantities it is important to note that 
for a non-linearity factor of 5 = 1 (the limiting case for regular waves) the am-
plitude of the second-order term is one fourth of the primary wave amplitude. 
Adopting the same condition to the ratio of Anm^/(A^^ + Am^), all values exceed-
ing 0.25 have been limited to 0.25. As a result, figures 5.1 and 5.2 also provide an 
indication of the limited range of applicability. 
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0.15 
0.1 
0.05 
Figure 5.1: Contours defining the ratio of the second-order super-harmonic and 
the first-order amphtude, Anm^ / {An^ +^4^^), evaluated for a steepness of Hk/2 = 
0.05 
0.25 
0.2 
0.15 
0.1 
0.05 
Figure 5.2: Contours defining the ratio of the second-order sub-harmonic and the 
first-order amplitude, Anm~/{An''+ Am), evaluated for a steepness of Hk/2 = 0.05 
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The contours hnes given in both figures are provided at equally spaced inter-
vals. As the water depth reduces, the ratio of first- and second-order quantities 
increases significantly; the rate of increase being indicated by the decreasing spac-
ing between adjacent contour lines. This applies to both, the super-harmonic and 
the sub-harmonic amplitudes alike. When considering the dimensionless ratio of 
/Anm^ in the following discussion, the increase in the absolute magnitude 
of both terms must be borne in mind. Furthermore ,to improve the clarity of both 
text and figures, the subscripts (n, m) are omitted hereafter. 
5.4 Application of Position-control Theory 
This section illustrates the results of the second-order theory presented in Chapter 
2 and seeks to explain the importance of the spurious wave modes arising from 
first-order position control. All graphs are based on the operation of a piston-type 
wave machine. The effect of the nonlinear hydrodynamic feedback introduced in 
force control is omitted until Section 5.5. 
5.4.1 Regular Waves 
In the special case of regular wave generation, a single super-harmonic at twice 
the fundamental frequency arises and the sub-harmonic represents a mean or time-
averaged term. Figure 5.3 shows the dimensionless ratio between the spurious free 
wave amplitude, and the second-order wave-wave interaction amplitude, 
at some distance from the wave board; the curve being based on equations 
(2.28) and (2.31). 
For full depth piston-type wave machines (/ = oo, c? = 0), this ratio varies 
between approximately 0.4 and 0.96 for the range shown; the largest values occur-
ring in shallow water. Given the discussion in the previous section, this is of very 
significant practical interest since piston-type wave machines are most commonly 
employed in the shallow water regime where the wave-wave interaction terms may 
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< 0.4 
Figure 5.3: Dimensionless spurious wave content, based on first-
order position control and the operation of a piston-type wave machine 
become very large (figure 5.1). The curve given in figure 5.3 may be directly 
related to figure 4.1; the latter giving the equivalent theory for fiap-type wave 
machines. For a direct comparison between different wave board geometries the 
reader is directed to Sulisz & Hudspeth (1993). 
5.4.2 Irregular Waves 
Figures 5.4 and 5.5 present the spurious super- and sub-harmonic terms arising 
due to the interaction of two waves at different frequencies in the presence of the 
wave maker; the magnitude of the normalised spurious terms being presented as a 
contour plot of . Relating the super-harmonic terms given in figure 
5.4 to the previous discussion, the single line shown within figure 5.3 represents 
the diagonal values corresponding to n = m. To put this normalized ratio into 
context, the absolute values for the wave-wave interaction amplitude given in figure 
5.1 should be considered. 
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Figure 5.4: Dimensionless spurious super-harmonic content, based 
on first-order position control and the operation of a piston-type wave machine 
Within figure 5.4, the largest terms occur in shallow water conditions where 
the magnitude of the free mode may be up to 0.9 times the magnitude of the 
bound interaction term. Given the large absolute values of the bound modes in 
shallow water, this corresponds to a large spurious wave which is of significant 
practical importance. 
In accordance with the presentation of the super-harmonic terms, figure 5.5 
shows the spurious sub-harmonic amplitude, normalized with respect to 
the bound mode amplitude, Absolute values for were previously 
given in figure 5.2. As before, the largest relative values occur in shallow water 
conditions and are of comparable magnitude to the spurious super-harmonics in 
this regime. 
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Figure 5.5: Dimensionless spurious sub-harmonic content, , based 
on first-order position control and the operation of a piston-type wave machine 
5.5 Application of Force-control Theory 
This section investigates the effect of the nonhnear hydrodynamic feedback for 
piston-type wave machines. The absorption strategy for the flap-type wave ma-
chines presented in Chapter 4 is based on controlling the applied torque and the 
wave board's angular velocity. In contrast, absorbing piston-type wave makers 
utilize the applied force and the board's translational velocity. 
5.5.1 Forces at First and Second Order 
In order to derive the total hydrodynamic force acting on a piston-type machine, 
BernouIH's equation (4.1) is again evaluated on the wave board and integrated 
over depth. This procedure is very similar to that presented for flap-type machines 
(Section 4.4.3); the only difference being the lever arm in the flap case. 
Within the present study, interest lies in forces up to second order; terms of 
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higher order being neglected. Separating the total wave-induced force into its first-
and second-order components gives 
and 
L a$(22) 
where the subscript $ indicates wave-induced quantities and the superscript () 
denotes the order of the term involved. All forces are derived as forces per unit 
paddle width. Further details concerning the derivation of these second-order re-
sults are given in Appendix C. The total wave-induced force at first order, equation 
5.1, evaluates to 
This term has already been evaluated within Chapter 3 where the absorption 
characteristic of the machine was considered. Chapter 3 also identified two coef-
ficients related to this force; the added mass, m{Lo) given in equation (3.24), and 
the hydrodynamic damping, d(w) given in equation (3.25). In contrast to the ideal 
wave machines discussed in Chapter 3, the present work concerns physical wave 
machines. The equation of motion for such devices being given by 
[M + m(w)] % -k d(w)X + - F, (5.4) 
where the additional terms represent the wave board's mass (M) and the spring 
rate (k) of the machine. This spring rate is dependent upon the exact geometry 
of the wave board and will be discussed where appropriate. 
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5.5.2 Nonlinear Feedback and Second-order Correction 
Following the discussion presented in Chapter 4, the hydrodynamic feedback path 
affects the machine's behaviour at second order. The second-order force on the 
wave paddle, F ^ \ acts as an additional input to the controller and imposes a 
wave board motion at second order. This motion creates a free travelling wave in 
addition to that evaluated as arising from $P2)± Adopting the notation 
as presented in Chapter 4, the wave board motion due to the nonlinear feedback 
may be expressed by 
x f l t = (5.5) 
where is the system's transfer function evaluated at ± 
and is the hydrodynamic second-order force. For piston-type machines the 
transfer function is given as the ratio of wave board position and demand force 
= I I I (5.6) 
and incorporates both the absorption filter and the hydrodynamic feedback path. 
In seeking an expression for the correction force required to eliminate the 
second-order spurious wave, a procedure similar to that outlined in §4.8 
is applied. This yields the second-order correction force as 
^(2)± ^ ^ (5 7) 
Observing this equation, it is important to note that F"^ must not be confused 
with a force term, but is the transfer function derived by Schaffer (1996) given 
in Appendix A. Applying the force Fc^ nm as an additional input to the machines 
controller eliminates the freely travelling unwanted wave Within the follow-
ing discussion the effect of the nonlinear feedback is considered. The benefits of 
applying the second-order force correction term are outlined in the experimental 
investigation presented in Part II of this chapter. 
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< 0.4 
Figure 5.6: Dimensionless spurious wave content, for regular waves 
and the operation of a piston-type machine; First-order position control, 
First-order force control, • • • • Nonlinear hydrodynamic feedback alone 
5.5.3 Second-order Effects for Regular Waves 
Figure 5.6 shows the theoretical second-order spurious wave content for the piston-
type machine used in the experimental study presented in Part II of this chapter. 
Further details concerning the machine's geometry and absorption filter imple-
mentation are given later on. The graph is evaluated for the generation of regular 
waves only and a direct comparison to the spurious wave content in position control 
is made. Moreover, the additional free wave content introduced by the nonlinear 
feedback is shown. 
Comparing figure 5.6 with figures 4.4 and 4.5, the latter two figures giving 
the corresponding data for fiap-type wave makers, an interesting result is seen. 
In both flap cases the theoretical spurious wave content in first-order force con-
trol is significantly reduced when compared to first-order position control. This 
characteristic clearly indicates that the additional force-induced second harmonic 
partially cancels with the geometry related spurious free wave. Considering the 
data in figure 5.6, it is apparent that, unlike for flap-type wave machines, the 
spurious wave content in first-order force control is not reduced when compared to 
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first-order position control; the additional free wave due to is superimposed 
on, or adds to, the magnitude of the spurious free wave in position control. In 
contrast to flap-type machines, the spurious wave content is now significant and a 
first-order force control signal is not adequate. As a result, consistent second-order 
correction for force-controlled piston-type wave machines is very important and 
needs to be properly formulated. 
5.5.4 Second-order Effects for Irregular Waves 
Given the importance of the free super-harmonic term when generating regular 
waves, the spurious modes arising as a result of the interaction of waves at differ-
ent frequencies must also be investigated. Figure 5.7 shows the spurious super-
harmonic amplitude, normalised with respect to the wave-wave interaction 
amplitude, Comparing this figure to the earlier results concerning first-
order position control (figure 5.4) confirms the findings for regular waves; far from 
improving the quality of the generated waves a significant amount of additional 
spurious wave content is introduced in force control. Indeed, the dimensionless 
ratio of is in the order of 0.5 for deep water and reaches values of up 
to 0.9 in shallow water. In particular, the values for deep water and intermediate 
water are larger than those arising in equivalent position-controlled machines. 
Figure 5.8 shows the sub-harmonic terms based on first-order force control. 
Observing this figure in detail, these free long wave components are small for the 
interaction of two waves in the deep water range but become large as the water 
depth reduces. 
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Figure 5.7: Dimensionless spurious super-harmonic content, based 
on first-order force control and the operation of a piston-type wave machine 
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Figure 5.8: Dimensionless spurious sub-harmonic content, , based 
on first-order force control and the operation of a piston-type wave machine 
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5.6 Comparison of First-order Position and First-
order Force Control 
Thus far, the spurious modes have been presented as non-dimensional quantities. 
To further illustrate their importance, dimensional data is presented as part of 
a direct comparison between position control and force control. At this stage 
the data is evaluated from the proposed solutions and relates to a piston-type 
wave machine operating at a water depth oi h — 0.6m. Both regular waves and 
a JONSWAP spectrum are considered. In addition, the effects arising from a 
pseudo-random generation technique for irregular waves are investigated. This 
latter investigation has important implications for the experimental validation 
presented in Part II. 
5.6.1 Regular Waves 
Figure 5.6 illustrated the spurious wave effects for a wide range of wave frequen-
cies. To illustrate the relative importance of these terms, three values of h/Lo are 
considered in detail. For small values oih/Lo, the effect of the nonlinear hydrody-
namic feedback is small. A wave case with h/Lo = 0.05 is chosen to represent this 
regime. In contrast, the departure between position and force control increases 
significantly with increasing values oi K/Lq. TO represent both the intermediate 
water regime and the deep water regime, values of h/L^ = 0.15 and K/Lq = 0.5 
were chosen. 
The presence of free and bound modes creates an interference pattern at sec-
ond harmonic. Figure 5.9 (a) - (c) illustrates this pattern for the three cases noted 
above and directly compares position and force control. The curves presented are 
evaluated as the time averaged ratio of -t- The time averag-
ing ensures that the combined amplitude will be fixed for a particular location. 
However, this value will vary over space. In the non-dimensional form given, a 
value of 1.0 corresponds to a second-harmonic content equal to that of the bound 
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Figure 5.9: Time averaged spatial interference pattern arising from the bound 
and free travelling harmonics at second order, evaluated for 
h = 0.6m; (a) / = 23/64:Hz {Ji/Lq = 0.05), (b) / = AQ/QAHz {h/Lo = 0.15) and 
(c) / = Ti/QAHz {h/Lo = 0.5); First-order position control, First-order 
force control 
harmonic content alone. For ratios smaller than 1.0, too little second-harmonic 
content is present at the particular location. Based on this interference pattern, 
spatial locations in close proximity to the maxima and minima observed in figure 
5.9 (a) - (c) are chosen for each wave case. The small phase and amplitude differ-
ence between position control and force control arises due to the presence of the 
additional free wave in the force controlled case. 
The wave case illustrated in figure 5.10 corresponds to a value of h/Lo = 0.05. 
A steepness of Hk/2 = 0.055 was adopted to represent a non-linearity value 
of 5 = 1 (the limiting case for regular waves). The surface profile shown in 
sub-plot (a) is evaluated at x = 8.5m, representing the first maximum of the 
121 
5.6 Comparison of First-order Position and First-order Force Control 
E 20 
Figure 5.10: Surface profile evaluated for h = 0.6m, / = 23/64ffz {h/Lo = 0.05) 
and Hk/2 = 0.055 {S = 1); Second-order Stokes solution, First-order 
position control, First-order force control; (a) x = 8.5m, (b) x = 17m 
spatial interference pattern (figure 5.9 a). In contrast, sub-plot (b) shows the 
surface profile at x = 17m corresponding to a distinctive minimum in total second-
harmonic content. Comparing the two sub-plots directly, a significant difi'erence 
between the two spatial locations is observed. This has a considerable effect on 
the experimental testing environment. A model placed at x = 8.5m (figure 5.10 
a) would be exposed to a wave with much larger second harmonic content when 
compared to z — 17m (figure 5.10 b). This is particularly relevant with respect 
to: (i) the maximum crest elevation and (ii) the dynamic response of a fixed or 
oscillating body subjected to waves. 
The wave case presented in figure 5.11 corresponds to a value of h/Lo = 0.15. 
As before, two spatial locations are shown, representing the maximum (sub-plot 
(a), X = 1.4m) and minimum (sub-plot (b), x = 2.7m) second-harmonic content. 
It is important to note that the spurious wave effect is of comparable magnitude to 
that observed in the previous case. This is despite the fact that the steepness has 
been increased to Hk/2 = 0.2; nearly fourfold the previous one. The similarity in 
terms of non-linearity is also reflected by a comparable value of S (5 = 1 in the 
former and 5 = 0.85 in the latter case). 
Finally, a deep water wave case {h/Lo = 0.5) is considered in figure 5.12. As 
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t [s ] 
Figure 5.11: Surface profile evaluated for h — 0.6m, / = 40/64i7z {h/Lo = 0.15) 
and Hk/2 = 0.2 {S = 0.85); Second-order Stokes solution, First-order 
position control, First-order force control; (a) x = 1.4m, (b) x = 2.7m 
Figure 5.12: Surface profile evaluated for h = 0.6m, / = 73/6AHz {h/Lo = 0.5) 
and Hk/2 = 0.2 {S = 0.4); Second-order Stokes solution, First-order 
position control, First-order force control; (a) x = 0.4m, (b) x = 0.7m 
before, a steepness of Hk/2 = 0.2 has been adopted. In contrast to the previous 
case, the non-linearity factor is reduced significantly {S = 0.4). The relatively 
small spurious wave effect observed at both locations reflects this decrease in non-
linearity. Overall, it is important to note that the magnitude of the second-order 
effects is not only a function of wave steepness but, to a large extent, dependent 
upon the relative water depth. 
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5.6.2 Irregular waves 
In the most reahstic laboratory wave testing, multi-component or irregular wave 
spectra are generated. A commonly adopted energy distribution, is given 
by the JONSWAP spectrum which may be expressed as 
(5-8) 
where (5 is defined as 
with 
(w —Wp)^  
2o^w% /):= e , (5.9) 
0.07 for LO <u)p 
0.09 for u) > u)p. 
(5.10) 
Furthermore, g is the acceleration due to gravity, u)p = 27r/p is the circular peak 
frequency and 7 is the peak enhancement factor. 
Like many other spectra, the JONSWAP energy distribution is a fit to field 
data and there is an ongoing debate whether such a modelling approach correctly 
accounts for higher order wave effects. In the context of the present study, all com-
ponents included in 5'^(w) are regarded as freely propagating first-order waves. 
As a result, all components contributing to correspond to the terms An^ 
and Srfni<-o) will subsequently be referred to as the 'first-order spectrum'. In con-
trast, the term 'ideal second-order spectrum' is used to refer to the combination 
of the freely propagating waves, An \ and the bound wave-wave interaction terms 
arising at second order, . 
The first-order spectrum is shown in figure 5.13 and was evaluated in the range 
of fmin = IQ/MHz to fmax = 9 6 / 6 4 w i t h a peak frequency of fp = Z2/MHz 
and a peak enhancement factor of 7 = 3.3, the latter being a commonly adopted 
value. In defining the spectrum, the last five wave components were reduced lin-
early to zero to avoid a discontinuity in the tail of the spectrum. Furthermore, the 
spectrum was computed at discrete frequencies with a spacing of A / = 1/QAHz. 
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Figure 5.13: First-order JONSWAP amplitude spectrum with peak enhancement 
factor 7 = 3.3, peak frequency fp = 32/64i?z and gain a = 0.001 
With all frequency components being periodic within a time frame of T^ . = 64s, 
the entire spectrum is periodic in this interval; the time frame, 2^, often being 
referred to as the repeat time. 
Assuming the absence of reflections, the first-order spectral content (figure 
5.13) is constant throughout the wave flume, including the distribution of wave 
energy in the tail of the wave spectrum. This is in marked contrast to the ideal 
theoretical second-order spectrum presented in figure 5.14 and shown 
for three spatial locations, xi = 2m, X2 = 4m and xs — 10m. The variation of the 
amplitudes observed in this latter plot may seem counter-intuitive at first sight and 
requires further consideration. In the laboratory, each primary wave component 
is generated with a random start phase which remains constant throughout the 
experiment.^ The phasing of the second-order components is directly related to 
this start phase. This is evident when observing the expression for the second-
order potential given in Chapter 2, equation (2.34). 
As a direct result of applying discrete uniformly spaced frequencies ( A / = 
l/64:Hz), each bin in the frequency domain carries information for a number of 
^In generating random sea states it is important to note that a best possible representation of 
a real sea state should incorporate both random phase and random amplitude. However, for the 
purpose of the present study, in which we are seeking to examine and improve the performance 
of the wave generation and absorption, it is sufficient to incorporate random phases alone. 
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f[Hz] 
Figure 5.14: Ideal second-order JONSWAP amplitude spectrum 
with 7 = 3.3, fp = S2/Q4:Hz and a = 0.001; Xi = 2m, X2 = 4m, 
X3 = 10m 
wave-wave interaction terms. As an example, the bin at f — 1.25Hz or / = 
80/64ffz represent the super-harmonic term for the interaction of components 
{4:0/64Hz and 40/64iJz), (39/64iJz and Al/GAHz), (38/64ffz and 42/QAHz) and 
so forth. Assuming that the majority of these interaction terms are approximately 
in phase at one spatial location, they would superimpose creating a large spike 
at one frequency bin. On the contrary, a scenario where they would cancel out is 
also possible. In reality, this superposition depends on the initial random phase 
of the primary wave components. 
This concept is further examined in figure 5.15 where the same spectrum as 
before has been evaluated at a single spatial location, x = 2m. In contrast to the 
previous figure, the various curves illustrated in figure 5.15 represent several com-
putational runs; the start phasing of the first-order components being randomised 
each time. As a result, the second-order components also change their phasing 
creating different patterns of superposition. 
The above considerations have obvious implications for the experimental ver-
ification of the theory: for a representative study, the same spectrum needs to 
be run a number of times, each run having a unique random phase with uniform 
distribution. The averaged spectrum may then be evaluated to give a true repre-
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f[Hz] 
Figure 5.15: Ideal second-order JONSWAP amplitude spectrum 
with 7 = 3.3, fp = S2/6AHz and a = 0.001; three runs with independent and 
random start phasing computed at x = 2m 
sentation of the second-order spectral content. This process is complicated even 
further if reflections are present in the flume. Numerical simulations have shown 
that in the order of 100 runs are required to achieve a satisfactory smoothness in 
the spectral representation. 
Alternatively, the surface elevation may be compared qualitatively to the theo-
retical solution. This latter approach is adopted in the experimental investigation 
presented as Part II of this chapter. Moreover, some common spectral properties 
may be considered. The spectral properties for the wave cases investigated within 
figure 5.15 are shown in table 5.1. 
For all three runs the following properties are presented: average up-crossing 
period (T^), significant wave height (i^s), maximum wave height (Hmax), maximum 
crest elevation {rjmax) and maximum surface slope (fjmax)- These properties are 
evaluated for four difi'erent computations based on the proposed solutions of: (i) 
first order, (ii) ideal second order, (iii) first-order position control and (iv first-
order force control. 
Observing table 5.1 the values for and Hg are seen to be very similar for 
all three runs. This is in marked contrast to the values for r]max- The departure 
between the ideal second-order solution and the computation including the spuri-
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Quantity First order Ideal second order Position control Force Control 
Run 1 
T. 1.652 L694 1.605 1.604 
Hs N 0.146 0.149 0.149 0.149 
Hfnax N 0.190 (1189 0.194 0.197 
Vmax N 0.092 (1102 0.115 0.116 
Vraax [m/s] 0.412 (1483 (1499 0.520 
Run 2 
T. [^ 1 1.659 1.671 1.611 1.617 
Hs [m] 0.146 &162 &163 0.164 
Hmax [m] 0.190 0J99 0.219 0.224 
Vmax [m] 0.092 &143 0.155 0.154 
f]max 0.412 o^me 0.717 0.710 
Run 3 
T. 1.651 ;L823 l^^W 1.725 
Hs N 0.146 (1149 0.149 0.149 
Hmax H 0.190 (1179 0.179 0.174 
Vmax N 0.092 0.106 0.114 0.116 
Vmax [m/s] 0.412 0.652 0.666 (1685 
Table 5.1: Spectral properties for JONSWAP amplitude spectrum with 7 = 3.3, 
fp = 32/64jTz and a = 0.001; three runs with independent and random start 
phasing computed at a: = 2m 
ous modes is in the order of 10% for all three cases. These departures increase to 
approximately 20% when compared to the first-order computation. 
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Part II: An Experimental Verification of 
Irregular Wave Generation 
5.7 Introduction 
The first part of this chapter, referred to as Part I, discussed a new theory concern-
ing the generation and absorption of irregular waves using piston-type machines. 
In fact, most of the underlying theory had been presented in Chapter 4 where the 
focus was set on flap-type wave machines subjected to regular waves. The major 
conclusions related to flap-type wave machines were; 
i. A very good absorption characteristic can be achieved over a wide range of 
frequencies. 
ii. A first-order transfer function has been established; this transfer function 
has the potential to replace or, at the very least, provide a starting point for 
an empirical flume calibration. 
iii. The wave quality when applying a first-order force control signal is very 
good. Indeed is was so good that second-order correction may often not be 
required. Nevertheless, in some cases applying a second-order force-control 
signal showed a further enhancement in the wave quality. 
With the expansion of the theory in Part I, these key factors (absorption char-
acteristic, first-order transfer function and second-order control) remain important 
and require experimental verification. With the current chapter building upon the 
previous work, some aspects are not repeated herein. This, in turn, allows other 
more important aspects to be thoroughly discussed. As an example, the first-order 
transfer function reported in Chapter 4 only considered the magnitude of the de-
mand signal. Unfortunately, given the complex frequency domain characteristic of 
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an absorbing wave machine, this information is strictly speaking insufficient; the 
phase of the signal being equally important. 
This becomes particularly relevant in the generation of irregular waves using a 
pseudo-random wave generation approach. In this latter case the initial phasing 
for each wave component is random but known a priori in the experiment. As 
a result, the surface elevation in the flume can be predicted. In this context, 
the correct application of the phase information will be discussed. In particular, 
the start phasing of individual wave components is compared to the theory for 
position-controlled machines. This comparison is very important and highlights 
some stark contrasts in the operation of position- and force-controlled machines. 
The study concerning flap-type wave boards did not explicitly mention the 
wave board design. Operating flap-type wave machines in force control is relatively 
straightforward. A simple membrane or gusset attached to the wave board and the 
flume's side walls prevents any water from leaking or seeping behind the machine. 
With zero displacement at the machine's hinge, a gusset is relatively easy to 
install in practice. As a result, the force acting on the paddle is excited by waves 
generated on the front face only. 
For piston-type wave machines a simple sealing arrangement is not easily in-
stalled; a problem first encountered by Milgram (1970) who proposed using the 
hydrodynamic force for his novel active absorption mechanism. Due to a resonant 
fiuid excitation at the back of his piston-type absorber, he opted to rely on a wave 
gauge based absorption technique instead. The problem of wave excitation at the 
rear of the paddle has been overcome by introducing the so called 'sector-carrier' 
wave machine which seeks to generate a wave at the paddle front only. To achieve 
this, the rear part of the machine is designed as part of a circular arc centred on 
its axis of rotation (Salter 1982). Two photographs showing implementations of 
this arrangement are provided in figure 5.16. 
Even though this paddle type shows good performance for most wave cases, 
some of the small deviations between the theory and the experimental observations 
may be attributed to fluid forces acting on the carrier part of the machine and 
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Figure 5.16: Two implementations of a sector-carrier piston-type wave machine; 
University College London (left) and Imperial College London (right) 
fluid trapped between the two segments. Additional comments concerning the 
geometry of the machine are made where it is believed to influence the quality of 
the experimental comparisons. 
Building upon experience gained during the first test programme presented 
in Part II of Chapter 4, the standard conductive wave gauges (diameter 1.5mm 
to 3.0 mm) were replaced by a tensioned wire arrangement (diameter 0.5mm). 
Utilizing this type of gauge significantly reduces the measurement inaccuracies 
especially when gauge arrays with closely spaced probes are employed; the latter 
being required when seeking to separate incident and reflected wave spectra or 
free and bound travelling harmonics. The major benefits of tensioned wire gauges 
are: (i) reduced meniscus effect, (ii) reduced wave scattering, (iii) very exact and 
consistent probe spacing and (iv) exactly parallel wires. Further analysis of the 
errors associated with standard conductive wave gauging techniques can be found 
in Payne et al. (2009). 
The experimental investigation is divided into two parts covering first-order 
and second-order control. Within the first part, regular wave trains (§5.8.2), fo-
cused wave events (§5.8.4) and irregular waves (§5.8.5) of small amplitude are 
considered. Both the theoretical first-order transfer function and the absorption 
characteristic are discussed; particular attention being paid to the phasing of the 
individual wave components. The section on second-order control investigates the 
generation of steep regular waves (§5.9.1), bi-chromatic waves (§5.9.2) and irreg-
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ular sea states (§5.9.3). The chapter concludes by summarising the key findings 
in §5.10. 
5.8 Effects Arising at First Order 
5.8.1 First-order Transfer Function 
The theoretical work presented in Part I of this chapter focused on the second-order 
effects arising in position and force control. Some additional comments concerning 
the theoretical aspects of the machine's first-order transfer function are made here. 
As discussed previously, the term 'force-controlled wave machine' refers to devices 
where the force acting on the paddle is one of the control quantities; the others 
being position, velocity and acceleration of the wave board. In particular, the 
velocity of the machine needs to be controlled in order to maintain maximum 
power absorption. This has been discussed in detail in Chapter 3 and was applied 
to a flap-type wave maker in Chapter 4 
From this earlier discussion it may be concluded that, even theoretically, an 
ideal absorption controller ensuring perfect power absorption at all incident wave 
frequencies does not exist. Accordingly, a controller optimisation procedure has to 
be adopted which takes into account parameters such as the controller complexity 
and the frequency range of interest. As a result, the first and second-order charac-
teristics cannot be generalized to a generic wave machine. However, these charac-
teristics indicate the properties common to all force-controlled wave machines and 
provide guidance as how to evaluate the performance given a particular controller 
implementation. 
With the absorption controller for a wave machine having been established, the 
first-order transfer function, relating the demand signal to the progressive wave 
amplitude, may be evaluated. This requires careful consideration not least because 
some contrasts to position-controlled machines arise. For a position-controlled 
wave machine, the first-order transfer function relates the wave board amplitude 
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to the progressive wave amplitude. It is often referred to as the Biesel trans-
fer function, equation (2.22), and denoted as CQ herein. This coefficient has the 
dimensions of [m/m] and is therefore presented as a dimensionless quantity. 
For force-controlled wave machines, the demand signal represents the input 
signal appropriate to the summing junction for the system shown in figure 3.5 
(b) and has the physical dimension of force. This demand signal should not be 
confused with the simple wave induced force acting on the paddle front, F ^ \ since 
it also includes the filtered velocity term which may be considered in the units of 
force once it has passed the absorption filter. The force transfer function may thus 
be defined as 
c/ - (5-11) 
-td 
A 
where A is the complex amplitude of the progressive wave mode and Fd is the 
complex amplitude of the force demand signal. 
It is important to note that the coefficient C/ is also complex. This is in marked 
contrast to the coefficient CQ for position-controlled wave machines which is real for 
all frequencies. In this latter case, a real coefficient CQ expresses the fact that the 
generated progressive wave measured on the wave board is always in phase with 
the wave board velocity, or 90 degree out of phase with the wave board position. 
In the case of force-controlled wave machines, a frequency dependent phase shift 
between the demand signal and the generated progressive wave is introduced. 
This has important implications especially when generating focused wave events 
or irregular waves in which the start phase for each wave component needs to be 
known. 
Moreover, it is particularly important that the complex coefficient C/ is not 
confused with the real (progressive wave) and imaginary (evanescent modes) con-
tributions to the sum 9 ' where cj is real for j = 0 and imaginary for j > 0. 
The complex coefficient c j only relates to the progressive wave amplitude. To re-
move any ambiguity, c/ is presented as a magnitude and phase plot in the following 
discussion. 
133 
5.8 Effects Arising at First Order 
The phase shift introduced in the first-order transfer function for force-controlled 
machines is best understood by considering the hydrodynamic force acting on the 
paddle 
f{t) = m{Lo)x{t) + d{oj)x{t), (5.12) 
where m(aj) and d{Lu) are the added mass and the hydrodynamic damping. Given 
the frequency dependent characteristics of m(w) and d{u)) (Chapter 3, figure 3.3), 
the phasing between the paddle position, x{t), and the hydrodynamic force, f{t), 
is also frequency dependent. With the force acting on the machine being one 
feedback path, the other being the filtered velocity, the phasing between the total 
demand signal and the progressive wave mode will be frequency dependent. 
5.8.2 Validation of the First-order Transfer Function 
The parameters used to evaluate the characteristics shown herein are based upon 
an existing wave machine located in the Hydrodynamics Laboratory at Imperial 
College London. Indeed, all the experimental results shown within this study are 
based on the operation of this machine. The piston-type wave generator is 0.57m 
wide and the gap between the bed and lower edge of the wave board is d = 0.04m 
on average; the range of d for the largest paddle motions being approximately 
d = 0.03m to d = 0.05m. The gap on either side of the piston-type panel is 
approximately 15mm. As a result, the wave board occupies approximately 89% of 
the flume's cross sectional area. This is regarded as a resonabley good fit for most 
wave conditions. However, the various gaps are believed to introduce experimental 
erros for some wave conditions and this is highlighted where appropriate. All 
results are evaluated for a water depth of h = 0.6m. The paddle mass and spring 
rate (the latter representing the buoyancy force on the back part of the sector-
carrier) are estimated to be 189kg and lOOON/m respectively. A first-order low 
pass filter with a cut-off frequency of fc = l .SHz was found to be an optimum 
absorption controller. Further detail concerning the experimental setup is given 
in Appendix G. 
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To illustrate the first-order transfer function, figure 5.17 (a)-(c) shows the 
surface profile for regular waves of steepness Hk/2 = 0.05 and a wave frequency 
of / = 26/64LHz, f = 36/GAHz and / = AQ/QAHz. The data was taken from a 
single wave probe located at x = 2.15m downstream of the wave maker. In all 
three cases very good agreement between the demanded and the measured wave 
amplitude and phase is observed. Further analysis of the data illustrated in sub-
plot (a) showed that the departures from the expected surface profile are due to 
nonlinear wave effects; the amplitude and the phase of the first harmonic being 
in good agreement with the theory. It is only for the highest frequency shown in 
sub-plot (c), that the phase agreement becomes less satisfactory. 
This observation is substantiated in figure 5.18 which contrasts the amplitude 
and phase information for a large number of regular wave cases. Within this 
figure, sub-plot (a) shows the magnitude of the first-order transfer function, |c/|, 
expressed in [mm/N]. Observing this sub-plot it is clear that , for this particular 
wave machine and the range of frequencies shown, one Newton of demand signal 
yields a progressive wave with an amplitude between approximately 0.1mm and 
0.25mm. Considering the data points in detail, a small oscillatory behaviour 
about the expected theoretical curve is noted. In fact, this characteristic shows 
some similarity to the experimental data concerning the absorption characteristic 
in the fiap case (figure 4.9). As stated in the discussion relating to this latter 
figure, the origin of this oscillatory behaviour is not understood at present and 
needs further investigation. 
The phase relation between this progressive wave (evaluated on the paddle, 
at X = 0) and the demand signal is shown in sub-plot (b). To obtain this phase 
information, the phase recorded at x = 2.15m was related to the phase at a: = 0 
by —kAx, where Ax is the distance between the measurement point and the 
paddle face. This calculation is based on the assumption that the infiuence of the 
evanescent modes is negligible at x = 2.15m; evidence of which has been provided 
in Chapter 2, figure 2.9. 
The occurrence of large phase deviations, but very good agreement in terms of 
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Figure 5.17: Surface elevation for a wave steepness of Hk/2 = 0.05; (a) / = 
26/QAHz, (b) / = 36/64Hz, (c) / = i6/64:Hz\ Theoretical second-order 
Stokes solution at x = 2.15m, o Experimental data recorded at x = 2.15m. Note: 
the scales adopted on each sub-plot differ significantly. 
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Figure 5.18: Complex first-order force-control transfer function, c/, relating the 
demand signal to the generated progressive wave mode; (a) Magnitude of c/, (b) 
Phase of c/ 
wave amplitude seem contradictory at first sight. To fully understand this effect, 
a simple first-order low pass filter may be considered. For an excitation frequency 
where the input signal to such a filter is attenuated by only 5%, the phase shift 
introduced is as large as 18.3 degrees. Given a realistic wave machine, the drive 
system (power amplifier, motor inductance, motor inertia) introduces numerous 
low pass filters. In order to further reduce the phase deviation, a modelling ap-
proach that incorporates these components would have to be adopted. However, 
given that the maximum departure between predicted phase and measurement 
shown in figure 5.18 is in the order of 24 degree for the highest frequency consid-
ered, the model is regarded as sufficiently exact at this stage. 
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Figure 5.19: Power absorption coefficient for piston-type wave machine based on 
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5.8.3 Absorption Coefficient 
In order to verify the absorption characteristic of the wave machine, the down-
stream beach was removed and hence full reflection occurred at the far end of 
the wave flume. The wave maker was programmed to generate a group of regular 
waves; once reflected at the end wall, these waves could be considered as incident 
waves to the wave maker which were to be absorbed. This notation is consistent 
with the definition of the velocity potentials in figure 3.2. Using a wave gauge 
array consisting of eight probes, with an individual spacing of 0.2m, the result-
ing wave field was separated into its incident and reflected parts. The data was 
processed applying the method described in Lin & Huang (2004), modified to use 
data from all eight wave probes. The resulting power absorption coefficient, 7, is 
shown in figure 5.19. 
The theoretical curve incorporates the finite mass and spring rate of the wave 
138 
5.8 Effects Arising at First Order 
machine; hence the difference when compared to the ideahsed curves shown in 
Chapter 3, figure 3.12. The absorption characteristic given in figure 5.19 results 
from a first-order low pass filter (IIR) optimized for the frequency range of O.lHz < 
f < IHz] the absorption mechanism being most effective in the frequency range" 
of QAHz < f < O.lHz where the machine is operated most commonly. Even for 
frequencies as low as O.lHz and as high as IHz, the power absorption coefficient 
exceeds 0.5. 
The data points in figure 5.19 appear to he on a curve that is slightly shifted 
to the right when compared to the theoretical result. Nevertheless, the agreement 
between the theory and the experimental data is very good; the small deviations 
at either end of the frequency range probably being due to an inaccurate estimate 
of the paddle's mass and spring terms. In addition, the gap at either side of the 
wave board as well as the gap between the wave board and the bed may also 
contribute to this error. 
5.8.4 Focused Wave Event 
A focused wave event is easily generated in the laboratory by demanding a spec-
trum where the initial phasing of all wave components has been predetermined. In 
order to illustrate the importance of the additional phase shift discussed in §5.8.2 
(figure 5.18), an experiment was undertaken in two parts: (i) the additional phase 
shift was neglected and all phases set to 7r/2 and (ii) the additional phase shift 
was incorporated when calculating the initial phase for each wave component. 
In both cases a tophat spectrum, comprised of wave components with equal 
amplitude, was chosen. The spectrum consists of wave frequencies between fmin = 
3 2 / 6 4 a n d fmax = 64/64_8'z with a spacing of A / = l/QAHz. The combined 
amplitude at the focused event was chosen to be 10.0mm so that the wave motion 
remains linear. As a result, the amplitude of the individual frequency components 
is An — 0.3mm. Moreover, the initial phases were calculated with the focal time 
set to tfocal = 32s and the focal position to Xjocai = 6m. The surface profiles 
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recorded in parts (i) and (ii) above are shown in figure 5.20 (a) and (b); in both 
sub-plots the experimental data is directly compared to the theoretical (linear) 
solution. The data shown was obtained using a single wave probe located at 
X = 6m. 
In the first case, figure 5.20 (a), it is clear that, even though the recorded data 
is in reasonably agreement with theory, some of the wave components are out of 
phase. Incorporating the additional phase information eliminates this shortcoming 
and leads to a more symmetrical wave event in better agreement with linear theory; 
evidence of this being provided in figure 5.20 (b). The remaining small departures 
from the theoretical solution can be directly attributed to the small phase and 
magnitude errors apparent in figure 5.18. 
5.8.5 Irregular Waves 
Amplitude Spectrum 
The final set of experiments concerning first-order effects investigates the ma-
chine's behaviour when generating and absorbing linear (small) random waves. 
The distribution of energy in the wave flume was observed for two cases. In a 
first test an absorbing beach was installed at the flume's far end and the gener-
ation capabilities of the machine are observed. In a second test the downstream 
beach was removed and replaced by a reflecting vertical wall. In this latter case, 
the machine has to simultaneously generate and absorb waves. Before consider-
ing the data, the terms incident- and reflected spectra need to be redeflned when 
compared to those given in figure 3.2. The incident spectrum is now defined as 
incident to the wave gauges (propagating in the positive x-direction), whereas the 
energy reflected by the beach or wall (propagating in the negative x-direction) is 
regarded as the reflected spectrum; this is further clarifled in figure 5.21 which 
also shows the experimental setup. 
In both cases a JONSWAP target spectrum, as defined by equation (5.8), with 
a peak frequency of fp = ujp/{2ti) = 'iS/MHz and a peak enhancement factor of 
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Figure 5.20: Surface profile for focused wave event at t = 32s and x = 6m; (a) 
additional phase information neglected, (b) additional phase information incorpo-
rated; Theoretical (linear) solution; o Experimental data 
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Figure 5.21: Experimental setup for the investigation of (a) wave generation only 
and (b) simultaneous wave generation and absorption 
7 = 3.3 was adopted. As before, the water depth was kept constant at h = 0.6m. 
The term target spectrum is defined as the desired incident wave spectrum. In 
the first part of the measurements the target spectrum was generated (using the 
theoretical first-order transfer function described in §5.8.2) and dissipated by the 
downstream beach. Figure 5.22 (a) shows the theoretical target spectrum as well as 
the measured incident and refiected spectra. In this case the incident and reflected 
spectra were separated using the method described by Mansard & Funke (1980); 
the data taken from a 64a interval preceded by 256s of initial wave generation to 
obtain a fully developed sea state (including suflncient time for reflections to be 
generated at the beach / end wall and propagate back to the wave maker). 
For this purpose, three wave gauges with a spacing of 0.2m were located in the 
vicinity of the wave generator; the distance between the wave board and the first 
probe being 2.15m. This distance is sufficiently large to neglect the infiuence of any 
evanescent wave modes. The agreement between theoretical and measured incident 
spectrum in figure 5.22 (a) is very good. Furthermore, the beach performs very 
well over a broad range of frequencies; the low frequency components introduced in 
the reflected spectrum ( / % 0.2Hz) being effectively absorbed by the wave maker. 
A detailed description of the frequency-dependent beach reflection coefficient is 
provided in Appendix G. Data taken after 1024s of continuous wave generation 
(not presented herein) shows equally good agreement with the spectra presented 
in figure 5.22 (a). 
In the second set of measurements, with a vertical wall present, a demand 
signal identical to that used in the initial test was sent to the wave generator. 
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Figure 5.22: Irregular wave generation and absorption: (a) with absorbing beach, 
(b) with reflecting vertical wall; Target JONSWAP spectrum, Measured 
incident spectrum, Measured reflected spectrum 
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Figure 5.22 (b) shows the resulting incident and reflected spectra; the curves being 
computed applying the same procedure as outlined above. It is apparent from the 
plot that almost all the energy is reflected back to the wave maker; the measured 
reflected spectrum being almost equal to the incident spectrum. However, it is 
important to note that, apart from the deviations at the higher frequencies, the 
measured incident spectrum closely resembles the target spectrum. It can therefore 
be concluded that the wave maker absorbs most of the reflected wave energy 
whilst still generating the desired incident wave spectrum. Furthermore, the low 
frequency components appearing in the reflected spectrum within the first test, 
flgure 5.22 (a), do not occur in the second test. This conflrms that these modes 
were excited by the wave breaking process and are not introduced by the wave 
generator. 
Amplitude and Phase Distribution 
Figure 5.22 showed the incident and reflected energy spectra computed using the 
data recorded from an array of wave gauges. This procedure may be regarded 
as a best fit over multiple spatial locations. In this case the absolute phase is 
irrelevant. Indeed, any random start phase applied to each of the spectra's wave 
components would yield an energy distribution identical to that shown in figure 
5.22 (a) and (b). 
In contrast, the surface elevation recordings provided in figures 5.23 and 5.24 
correspond to two different random sets of phases and are therefore very difl'erent. 
In each case the data is obtained using a single probe located at a: = 2.15m. The 
measured surface elevation is directly compared to the theoretical first-order com-
putation. In considering these results it is important to note that, even though 
both figures are presented as four sub-plots, these are representations of a contin-
uous recording ranging from t — Qs to t = 256s. In fact, the sub-plots are divided 
into blocks of 64s which is the repeat period for the generated spectrum; the four 
sub-figures should hence be exact repetitions of the same surface profile. 
For both cases considered, a JONSWAP target spectrum with fp = 26/GAHz, 
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Figure 5.23: Surface elevation data at x = 2.15m, JONSWAP target spectrum, 
randomised phase set 1; Theoretical surface elevation, Measured 
surface elevation; Note: The four sub-plots are representations of a continuous 
recording ranging from t = Os to t = 256s 
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Figure 5.24: Surface elevation data at a: = 2.15m, JONSWAP target spectrum, 
randomised phase set 2; Theoretical surface elevation, Measured 
surface elevation; Note: The four sub-plots are representations of a continuous 
recording ranging from t = Os to t = 256s 
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7 = 3.3 and Hs ~ 0.02m was adopted; the only difference between the recordings 
shown in figures 5.23 and 5.24 being the initial phasing of the wave components. 
The start phase for each component is set to a random value varying between 
—IT and +7r. Subsequently, the first-order force demand signal incorporating the 
theoretical phase shift (§5.8.2 and figure 5.18) is evaluated. 
Observing these two figures it is clear that a different set of start phases leads 
to very different surface elevations in the flume. However, since the wave machine's 
behaviour is fully modelled, this surface elevation may be computed a priori. In 
both cases the agreement between this calculated profile and the measured data is 
very good; minor deviations being due to: (i) reflections from the beach present in 
the record after t 25s, (ii) higher order effects including small nonlinear wave-
wave interactions and (iii) small amplitude and phase errors in the theoretical 
transfer function. In these and the following figures representing the surface ele-
vation at X = 2.15m, the initial 5s of data must be excluded from the discussion. 
This interval includes the ramp-up time of the wave maker and the initial time 
taken for the propagation of energy to the wave probe location. 
Even though some energy is reflected back from the beach, careful observation 
of the surface profile recorded between t = 64s and t = 256s shows near-perfect 
steady state condition. However, some build-up of energy is observed at high 
frequencies. The most likely explanation for this lies in the fact that the wave 
maker absorption characteristic is poor at high frequencies (figure 5.19). As a 
result, high frequency components reflected from the beach are not effectively 
absorbed. Nevertheless, the combination of a beach and an absorbing wave maker 
prevents a build-up of energy at most frequencies. This latter observation is an 
important feature of the present study: a model placed in the flume would be 
subject to almost identical wave conditions for a large number of repeat periods. 
147 
5.9 Effects Arising at Second Order 
5.9 Effects Arising at Second Order 
5.9.1 Regular Waves 
In the previous section (figure 5.17 a), a shahow water wave ( / = 26/6411 z, 
h = 0.6m, Hk/2 = 0.05) generated using a first-order force demand signal showed 
a noticeable departure from the theoretical Stokes solution. With an increase in 
the wave steepness to Hk/2 = 0.1, the experimental data provided in figure 5.25 
indicates that the departure from the expected theoretical solution becomes more 
significant. Furthermore, figure 5.26 suggests that similar arguments apply to the 
wave case with a frequency of / = 32/64iJz and a steepness Hk/2 = 0.1. 
Unlike previously argued for force-controlled flap-type wave machines (Chap-
ter 4), a first-order control signal is clearly not appropriate to the operation of 
absorbing piston-type machines. Indeed, a sinusoidal signal applied to a piston-
type machine results in significantly distorted waves; the mechanisms underlying 
this effect being discussed in Part I of the present chapter. 
The benefits of applying a demand signal correct up to second order are clearly 
visible in figures 5.27 and 5.28. These figures concern exactly the same wave cases 
and show that the agreement between the experimental data and the theoretical 
Stokes solution has been improved considerably. Indeed, the present study has 
shown that applying a second-order signal provides a significant improvement in 
wave quality for nearly all the wave cases observed. A summary of the test results 
is given in figure 5.29 where the spurious free wave amplitude, is plotted 
normalised with respect to the second-order Stokes amphtude, thereby 
producing a non-dimensional representation of the problem. Figure 5.29 directly 
contrasts the non-dimensional data arising from second-order control with that 
produced using first-order control. In addition, the theoretical ratio based on 
first-order control is also included. 
The first notable feature of the data shown in figure 5.29 is that the measured 
second-order content in first-order position control is considerably smaller than 
the expected values. In this context, it should be noted that, even though the 
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Figure 5.25: Surface profile for wave case / = 2 6 / 6 4 w i t h a steepness of 
Hk/2 = 0.1 at X = 2.15m based on first-order force control; Theoretical 
second-order Stokes solution, o Experimental data 
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Figure 5.26: Surface profile for wave case / = 32/6411 z with a steepness of 
Hk/2 = 0.1 at a: = 2.15m based on first-order force control; Theoretical 
second-order Stokes solution, o Experimental data 
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development of second-order position-control theory has been established for some 
time, very little experimental evidence is available for comparison. With the force-
control theory building directly upon the development of position control, the 
match in the former case can only be as good as in the latter. Nevertheless, it is 
in relatively shallow water, where the second-order effects are highly pronounced, 
that the agreement is reasonable. In deeper water, or with higher frequencies, the 
agreement becomes less satisfactory; the most likely explanation for this being the 
complex wave board geometry and/or the various gaps around the boundary of 
the paddle discussed earlier. Likewise, applying a control signal correct to second 
order is most effective at low and medium frequencies. Indeed, it is shown to have 
little influence with some of the highest frequencies observed. 
This latter issue may be attributed to two principal causes. First, in deep wa-
ter, the second-order content in first-order control is much smaller than expected; 
hence the compensation signal will be too large. Second, the deviation between 
the theoretical and measured phase at higher frequencies (figure 5.18) leads to 
an erroneous start phase for the second-order compensation. Nevertheless, for all 
the relevant wave cases considered, especially those in shallow water, the second-
order control signal improved the wave quality considerably and must therefore 
be recommended. 
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Figure 5.27: Surface profile for wave case / = 2Q/6iHz with, a steepness of 
Hk/2 = 0.1 at X = 2.15m based on second-order force control; Theoretical 
second-order Stokes solution, o Experimental data 
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Figure 5.28: Surface profile for wave ease / = 32/6AHz with a steepness of 
Hk/2 = 0.1 at a: = 2.15m based on second-order force control; Theoretical 
second-order Stokes solution, o Experimental data 
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Figure 5.29: Dimensionless ratio of spurious free wave amplitude, and 
the Stokes second-order amplitude, * Experimental data based on first-
order force control, -t- Experimental data based on second-order force control and 
Theoretical solution based on first-order force control. 
5.9.2 Bi-chromatic Waves 
The generation of multi-component sea states also introduces freely propagating 
spurious waves. In fact, with a realistic spectrum in the laboratory consisting of 
many tens of wave components, the large number of wave-wave interaction terms 
gives rise to a large number of spurious waves. With this complex sea state present 
in the wave tank, the data processing and the interpretation of the data becomes 
very difficult. 
As a result, the wave-wave interaction terms and their spurious counterparts 
are best visualized by generating a two component or bi-chromatic sea state in 
which the frequency components are very close in frequency. In this case the two 
primary waves give rise to a total of four wave-wave interaction terms; one at the 
double frequency of each primary wave, one at their frequency sum and one at 
their frequency difference. All of these wave components are bound to the p imary 
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Figure 5.30: Theoretical second-order surface profile for a bi-chromatic wave 
train, eight gauges located at 2.15m < x < 3.55m with a spacing of 0.2m. Note 
that the data recorded by gauges 2 to 8 is time shifted to overlap with the data 
recorded at x = 2.15m. 
waves. In contrast, the associated spurious wave modes are freely propagating and 
therefore satisfy the dispersion relation in their own right. 
With the two components in the bi-chromatic sea state being very close in 
frequency, the primary waves (and hence their bound modes) propagate with ap-
proximately the same phase velocity. As a result, the evolution of the combined 
surface profile in space is insignificant for small spatial variations. This is illus-
trated in figure 5.30 where a theoretical second-order bi-chromatic surface profile 
(no spurious modes) is compared at eight spatial locations lying in the range 
2.15m < X < 3.55m with individual gauges spaced 0.2m apart. 
Within this figure, the data for each gauge is time shifted to create an overlap 
with the data predicted at the first gauge {x = 2.15m). The sea state was evaluated 
for the two wave components / i = 26/64ffz and fn = 28/6477%, both with an 
amplitude of a = 40mm. Given the similarity in the phase velocity of the two 
waves (ci = 2.26m/s and C2 — 2.24m/s), the spatial variation in the predicted 
surface profile is very small and hence difficult to identify; the largest deviation 
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being in the order of 0.2mm. The extent of this variation is further clarified in the 
inserts labelled (1) and (2) which provide close-ups at the wave crest and the wave 
trough respectively. If the plots presented in figure 5.30 related to measured data 
rather than theoretical solutions, the match in the surface profiles at different 
spatial locations would provide the clearest possible evidence of the absence of 
freely propagating spurious wave modes. 
Considering these arguments, the measured surface profiles presented in figure 
5.31 confirm the presence of significant spurious wave content. This data was 
generated using a first-order force-control signal and relates to exactly the same 
wave conditions as described in the previous theoretical case. Indeed, everything 
about the comparisons is identical, including the spatial locations of the measuring 
points and the time shift applied to the recorded data. However, in contrast 
to the theoretical case, the time shifted wave gauge signals do not match well, 
evidence of this being particularly clear in inserts (1) and (2) again relating to 
adjacent crest and trough positions. It is noted once more that figure 5.31 relates 
to experimental data whereas figure 5.30 relates to a numerical simulation. The 
apparent smoothness of the curves in figure 5.31 is a result of the high sample rate 
and very low noise, full details of which are given in Appendix G. 
Adopting the second-order force-control signal derived in Part I, leads to a 
significant improvement in wave quality; evidence of this being provided in figure 
5.32. In this case the eight time histories of the water surface elevation are in 
close agreement indicating much reduced spatial variation. This, in turn, confirms 
a substantial reduction in the freely propagating spurious wave modes. 
Adopting exactly the same procedure, a second bi-chromatic wave case is con-
sidered. In this second case the frequencies generated are / i = 30/64ffz and 
/2 = 32/64Hz, both with an amplitude of a = 40mm. The surface profiles for 
first- and second-order control are shown in figures 5.33 and 5.34 respectively. As 
before, the improvement in wave quality when applying a second-order control 
signal is very significant. However, there clearly remains some departure from 
ideal behaviour and this may be due to spurious effects arising at higher orders. 
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Figure 5.31: Measured surface profile for a bi-chromatic wave train with / i — 
26/64JTz and /g = 28/64iJz based on first-order force control. Note that the data 
recorded by gauges 2 to 8 is time shifted to overlap with the data recorded at 
X = 2.15m. 
16.6 
Figure 5.32: Measured surface profile for a bi-chromatic wave train with / i = 
2Q/Q4:Hz and /g = 28/QAHz based on second-order force control. Note that the 
data recorded by gauges 2 to 8 is time shifted to overlap with the data recorded 
at X = 2.15m. 
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Figure 5.33: Measured surface profile for a bi-chromatic wave train with f i = 
30/64:Hz and /g = 32/QAHz based on first-order force control. Note that the data 
recorded by gauges 2 to 8 is time shifted to overlap with the data recorded at 
X = 2.15m. 
particularly at the third harmonic. Evidence of this being given by the difference 
in the spread of data at the crest and the trough. 
It should be noted that, in all cases considered above, the sub-harmonic term 
has not been corrected for. With a difference term of f~^ = 2/QAHz, a spurious 
sub-harmonic wave with a wave length of approximately 77m is predicted. Given 
the dimensions of the flume, it is questionable whether this wave mode would 
develop in practice. 
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Figure 5.34: Measured surface profile for a bi-chromatic wave train with f i = 
3 0 / 6 4 a n d /2 = 32/GAHz based on second-order force control. Note that the 
data recorded by gauges 2 to 8 is time shifted to overlap with the data recorded 
at z = 2.15m. 
5.9.3 Irregular Waves 
The final set of experiments concerns the generation of steep irregular or random 
waves with simultaneous wave absorption. Based on the discussion in Part I, it 
seems advantageous to illustrate the experimental results in the time domain. To 
be consistent with the earher first-order experiments, a JONSWAP spectrum with 
peak enhancement factor 7 = 3.3 and peak frequency fp — 26/64Hz was adopted. 
Two cases are considered, the first with a significant wave height of Hg ~ 0.13m 
(referred to as case 1) and the second with Hg ~ 0.16m (referred to as case 2). 
Both cases correspond to a JONSWAP energy spectrum, but have independent 
random start phases and hence very different surface profiles. All the surface 
profiles shown were recorded at 2 = 2.15m and are directly compared to the 
expected second-order solution evaluated for this location. A location in close 
proximity of the wave maker was chosen to maximise the time window without 
reflections from the downstream beach. 
Figure 5.35 concerns case 1 based on a first-order force demand signal. In con-
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trast to the hnear cases shown previously (figures 5.23 and 5.24), some significant 
departures from the theoretical second-order water surface profile arise. This is 
particularly pronounced for the largest waves in the intervals 5s < t < 15s and 
35s < t < 50s; with equivalent positions in each sub-plot reflecting the fact that 
the sea state has a repeat period of 64s. 
Figure 5.36 again concerns case 1, but based on a second-order force demand 
signal. Comparing flgures 5.35 and 5.36 in detail, it is clear that a signiflcant en-
hancement in wave quality is observed; the latter case providing a much improved 
fit to the theoretical second-order surface profile. This is further clarified when 
considering the close-ups provided in figures 5.37 and 5.38. These figures show the 
surface profiles in the initial interval of Is < t < 20s and therefore exclude any re-
flections from the downstream beach. Despite the fact that some small departures 
from the expected surface profile remain when a second-order control signal is ap-
plied (figure 5.38), the contrast with the data generated using first-order control 
(figure 5.37) is clearly established. However, given the influence of reflections from 
the far side beach (Appendix G), some signiflcant departures from the expected 
surface proflle remain for t > 50s (flgure 5.36). This is particularly pronounced 
in the regions of relatively small wave height such as 50s < t < 64s where the 
reflected energy of the large preceding waves (35s < t < 50s) contaminates the 
record. 
In addition the the comments above it is important to note that the signif-
icant wave height achieved using first- and second-order control varies slightly. 
Based on the same flrst-order input spectrum, the first-order control signal led to 
a significant wave height of Hg = 0.132m, whereas the second-order signal created 
as sea state with Hg = 0.137m. Moreover, the maximum crest elevation under 
first-order control is r]c,max = 92.43mm and increased to T]c,max = 101.5mm under 
second-order control. This latter increase, representing nearly 10%, is very impor-
tant when considering model tests where the maximum crest elevation is crucial; 
a typical example being the occurrence of impact loads on decks of offshore struc-
tures. 
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Figure 5.35: Case 1; Surface elevation at z — 2.15m based on first-order force 
control, JONSWAP spectrum with 7 = 3.3, fp = 26/QiHz and Hg = 0.132m; 
Theoretical second-order surface elevation, Measured surface elevation; 
Note: the four sub-plots are representations of a continuous recording ranging 
from t = Os to t = 256s; the sea state having a repeat period of = 64s. 
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Figure 5.36: Case 1: Surface elevation at x = 2.15m based on second-order force 
control, JONSWAP target spectrum with 7 = 3.3, fp = 2 6 / 6 4 a n d = 
0.137m; Theoretical second-order surface elevation, Measured surface 
elevation; Note: the four sub-plots are representations of a continuous recording 
ranging from t = Os to t = 256s; the sea state having a repeat period of Tr = 64s. 
160 
5.9 Effects Arising at Second Order 
100 
80 
60 
40 
1 20 
^ 0 
- 2 0 
-40 
- 6 0 
- 8 0 
A a -oo 0 o o 0 
o o o 0_ 
O 0 
10 
t [ s ] 
12 14 16 18 20 
Figure 5.37: Case 1 based on first-order force control, close-up of the surface ele-
vation shown in figure 5.35; data lying in the range Is <t < 20s; Theoretical 
second-order surface elevation, o Measured surface elevation 
Figure 5.38: Case 1 based on second-order force control, close-up of the surface el-
evation shown in figure 5.36; data lying in the range Is <t < 20s Theoretical 
second-order surface elevation, o Measured surface elevation 
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The second test case concerns a sea state in which the significant wave height 
has been increased to Hs ~ 0.16m. The surface elevation based on a first-order 
force-control signal is shown in figure 5.39. Figure 5.40 concerns the same wave 
spectrum based on a second-order force-control signal. As before, close-ups of the 
initial interval (Is <t< 20s) are provided in figures 5.41 and 5.42. 
This second case was chosen to illustrate the effect of spurious sub-harmonics 
when generating irregular waves. Considering the surface elevation under first-
order force control in the interval 8s <t < 12s (this is best seen in figure 5.41), a 
significant departure from the expected surface profile is observed. This is despite 
the relatively small waves in the interval and is hence readily identified as a free 
travelling sub-harmonic wave. Considering the same time interval, but based 
on second-order force control (figure 5.42), much better agreement between the 
predicted and the measured data is observed. Similar arguments apply to the two 
following wave troughs at ( % 14s and t % 16.5s. 
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Figure 5.39: Case 2: Surface elevation at a; = 2.15m based on first-order force 
control, JONSWAP spectrum with 7 = 3.3, fp = 26/64jfz and Hs = 0.159m; 
Theoretical second-order surface elevation, Measured surface elevation; 
Note: the four sub-plots are representations of a continuous recording ranging 
from t = Os to t = 256s; the sea state having a repeat period of 7^ = 64s. 
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Figure 5.40; Case 2; Surface elevation at x = 2.15m based on second-order force 
control, JONSWAP spectrum with 7 = 3.3, fp = 26/64if,z and Hg = 0,163m; 
Theoretical second-order surface elevation, Measured surface elevation; 
Note: the four sub-plots are representations of a continuous recording ranging 
from t = Os to t = 256s; the sea state having a repeat period of = 64s. 
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Figure 5.41: Case 2 based on first-order force control, close-up of the surface ele-
vation shown in figure 5.39; data lying in the range Is < t < 20s; Theoretical 
second-order surface elevation, o Measured surface elevation 
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Figure 5.42: Case 2 based on second-order force control, close-up of the surface 
elevation shown in figure 5.40; data lying in the range Is < t < 20s; Theo-
retical second-order surface elevation, o Measured surface elevation 
165 
5.9 Effects Arising at Second Order 
To quantify the departures in each case, the minimum and maximum surface 
elevations were determined; this data being based on a zero up-crossing analysis. 
Table 5.2 gives the root mean square (RMS) deviation between the predicted and 
the measured results for an analysis in the interval 5s < t < 64s. In both cases 
the errors are significantly reduced when the generation is based on a second-order 
control signal. 
Overall, the benefits of second-order force control are clearly visible in all these 
figures. Furthermore, in addition to the points already noted, the wave quality 
remains superior to that under first-order control when consecutive cycles of the 
spectrum are considered. With the repeat period of the spectrum being Tr = 64s, 
each of the four sub-plots in figures 5.35, 5.36, 5.39 and 5.40 represents the same 
spectral content. Based on a second-order force-control signal (figures 5.36 and 
5.40), the departures from the theoretical second-order surface profile remain small 
in consecutive cycles; any minor deviations probably being due to reflections from 
the downstream beach. 
Quantity First-order force control Second-order force control 
Case 1 
R M S (?]max) [mm] 124 4.5 
R M S {rjmin) [mm] 9.9 5.4 
Case 2 
R M S (rjmax) [mm] 9.9 6.6 
R M S (rimin) [mm] 8.5 5.2 
Table 5.2: RMS deviation of maximum and minimum surface elevation with the 
data being based on a zero up-crossing analysis 
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5.10 Conclusions 
A second-order force-control theory appropriate to piston-type wave machines and 
irregular waves has been presented. Even though large parts of this theory are 
based on earher chapters, some additional comments concerning the phasing of the 
individual wave components were made. An extensive experimental investigation 
covering both regular and irregular wave generation under first- and second-order 
control was presented. In most wave cases, the agreement between the theoretical 
results and the experimental data is very good; the benefits of adopting second-
order force control being clearly noted. 
In contrast to the flap-type machines considered within Chapter 4, the spurious 
wave modes when based on a first-order force-control signal are very significant. 
The application of a second-order control signal greatly reduces these spurious 
modes and enables the generation of waves of high quality. The combination of 
active absorption and second-order force control established a sea state that is in 
very close agreement with the second-order prediction for a large number of repeat 
periods. 
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6.1 C h a p t e r Overview 
The present chapter concerns the generation and absorption of directional waves 
in a facility where the absorption mechanism is based on force-control. In contrast 
to the previous chapters, only first-order effects are considered. To put the present 
work into context, the chapter begins with a brief introduction covering some of 
the theoretical aspects of wave generation in a three-dimensional wave basin. The 
hydrodynamic coefficients for an infinitely long wave maker are then derived and 
a first-order transfer function presented. 
Based on this first-order transfer function, preliminary experimental data sug-
gested some significant departures from the expected wave content. This was 
particularly pronounced for the generation of short wave components at large an-
gles. In seeking an explanation for those departures, a theory for wave makers of 
finite length as well as a theory concerning the finite-segment width were revised. 
The present results show that by incorporating the effects of finite-segment 
width within the theoretical transfer function, a significant improvement in the 
experimental data can be achieved. At present, the two theories are combined 
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in a somewhat ad-hoc manner; a consistent formulation being envisaged for fu-
ture work. Whereas the comparison with the ad-hoc approach primarily concerns 
the amplitude content for random phase wave spectra, an extensive experimental 
validation of the phase information is also provided. For this purpose, a number 
of focused wave events are generated, including both uni-directional and multi-
directional, or directionally spread, wave groups. 
6.2 In t roduc t ion 
In the context of wave making, the ultimate goal of any laboratory model testing 
apparatus must be the simulation of the ocean at scale. Even though many pre-
liminary studies are performed in 2-dimensional (2D) wave flumes, most advanced 
testing is inevitably undertaken in 3-dimensional (3D) wave basins. Wave flumes 
are often built as very long channels at reasonable cost; reflections from the beach 
taking a relatively long time to influence the testing area. In contrast, in multi-
directional wave basins it is often the case that only a few seconds remain before 
waves reflected from the beach contaminate the testing area. Absorbing these 
waves on the wave maker boundary is crucial in order to prevent the built-up of 
energy in the basin. This is particularly important for long wave components; a 
regime where beach absorption is inherently poor. 
A multi-directional absorbing facility was first described by Salter (1982). More 
recently, t h e l A H R seminars ' Wave Analysis and Generation in Laboratory Wave 
Basins'" (1987) a n d ^Multi-directional Waves and their Interaction with Structures' 
(1997) contributed a large number of publications in the field of multi-directional 
wave generation, some of which concern absorbing facilities. Notable publications 
include Mansard et al. (1997), giving a review on multi-directional wave mak-
ing facilities, Schaffer & Klopman (1997) reviewing multi-directional absorption 
strategies (also Schaffer &; Klopman (2000)) and Hald & Frigaard (1997), present-
ing a novel method for active absorption of multi-directional waves. 
All the studies noted above are limited to first-order effects. In contrast, 
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Schaffer & Steenberg (2003) presented a second-order wave maker theory for multi-
directional waves and propose a long term goal as the combination of this theory 
with active absorption. However, the author is unaware of any experimental evi-
dence for this multi-directional second-order theory (even excluding active absorp-
tion); an indication for the challenges associated with such a generation technique. 
Similar arguments apply to active absorption in multi-directional facilities; 
very limited experimental evidence of their 3D absorption characteristic having 
been provided over the past decades. To date there is only one as yet unpublished 
study that discussed the absorption performance of waves in a 3D environment, 
but this relates to numerical computations (Newman 2008). 
The present study develops the theoretical aspects of multi-directional genera-
tion and absorption for a facility where the absorption technique is based on force 
control, as discussed by Salter (1982). The theoretical formulation of this partic-
ular strategy was given in Chapters 3 and 4. In contrast to the earlier work, the 
present chapter derives the hydro dynamic coefficients for the generation of oblique 
waves; their derivation being based on the assumption of an infinitely long wave 
maker In working towards this result, which is presented in §6.3.3, it becomes 
clear that this assumption places some restrictions on the accuracy of the results. 
In light of this, §6.3.1 argues the need for adopting such a solution and indicates 
the range of applicability. Moreover, the effects related to a 'snake-type' geometry 
with a finite wave maker segment width are investigated in §6.3.2. 
Based on an optimal 2D absorption strategy for an infinitely long wave maker, 
the 3D absorption characteristic is evaluated and the relative merits of applying 
an advanced 3D strategy are discussed. With the absorption technique having 
been established, a theoretical transfer function for one particular wave basin is 
derived. However, the approach adopted is general and could equally be applied 
to other 3D wave basins. 
^In the context of the present work the term 'wave maker' refers to the entire wave generating 
boundary and not to individual segments thereof. Moreover, the term 'length' will be used to 
illustrate the extent of this boundary. In contrast, the term 'width' refers to the extent of the 
individual wave maker segments. 
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The vahdity of the theoretical model is investigated in an accompanying experi-
mental study (§6.6). Within this aspect of the work, the theoretical transfer func-
tion is directly compared to a previously published empirical calibration approach 
developed in the same facility (Masterton & Swan 2008). In addition, experimen-
tal data relating to an ad-hoc approach, that seeks to combine the force-based 
theory and the theory concerning the finite segment width, is also presented. 
6.3 Direc t ional Wave Genera t ion 
6.3.1 Directional Wave Maiker of Finite Length 
A theory describing finite-length multi-directional wave makers has been developed 
by Dalrymple (1985) and was summarised in Naito (2006). To identify the eff'ective 
basin usage area appropriate to the experimental study presented later on, a brief 
review is included here. In accordance with the notation in Chapter 2, the wave 
maker is oriented along the y-axis. The waves propagate in the positive x-direction; 
the a;-axis being bound by z = 0, where the wave maker is located, and x = -t-oo. 
For simplicity, side wall reflection is neglected and the basin extents to y = ±oo. 
Within this infinite basin, a finite wave maker of length 2b is located between 
—b<y<b. Furthermore, the contours of the wave crests and the y-axis define 
an angle a and the wave direction vector k may be expressed hy k = {kx, ky) = 
A:(co8a,sina). The wave length of the progressive wave is denoted by Aq; this 
symbol being chosen to avoid confusion with the deep water wave length, Lq. The 
schematic given in figure 6.1 illustrates this layout of a 3D wave basin and defines 
the terms involved. 
Following Dalrymple (1985), the progressive part of the velocity potential in this 
domain may be expressed as 
^p{x,y,z,t) = ^l^ — ^ coshk{h + J 
(6.1) 
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Figure 6.1: Layout of a 3D wave basin. Angled lines represent the crest contours 
of a progressive wave train propagating at an angle a. 
where is the Hankel function of the first kind and _R is a geometry dependent 
coefficient. Based on the expression of the velocity potential, the surface elevation 
in the wave basin may be computed. Further detail concerning the derivation of 
this result is given in Appendix E. 
Figure 6.2 shows a contour plot of the surface elevation within a section of this 
infinite wave basin. Only the progressive wave component is shown: the evanescent 
modes having been neglected. The water depth was set to h = 1.5m and a wave 
maker of length 2b = 0.5m is located between —0.25m < y < +0.25m. A water 
depth oi h = 1.5m was chosen as this corresponds to the nominal water depth of 
the wave basin at Imperial College; experimental data relating to this facility being 
presented in §6.6. At this stage, it is important to note that this finite wave maker 
consists of indefinitely small segments. The wave maker is generating a regular 
wave with frequency / = l.OHz and a wave propagation direction of ct = 0°; 
the surface elevation having been normalised with respect to the maximum wave 
height (or trough-crest excursion). A radial diffraction pattern around the centre 
of the wave maker at {x,y) — (0,0) is readily identified. With increasing distance 
from the wave maker, the energy becomes progressively more spread out and the 
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Figure 6.2: Normalised surface elevation contours for h = 1.5m, f = l.OHz and 
a = 0°; the wave maker being located at —0.25m < y < 0.25m. 
maximum wave height decreases. 
In contrast, figure 6.3 concerns the case where the wave maker length has been 
increased to 2b = 20m. Furthermore, the normalised surface elevations shown in 
figure 6.3 are based on three different propagation directions: (a) a = 15°, (b) 
a = 30 ° and (c) a = 45°. The wave frequency and the water depth are both held 
constant at / = l.OHz and h = 1.5m as discussed above. 
Observing figure 6.3, the surface elevation now defines a regular wave train 
propagating in a given direction. However, only part of the area of the wave basin 
may be used for model testing. This is particularly evident for the wave case 
shown in sub-plot (c) corresponding to a = 45°. In this case, approximately two 
thirds of the basin is available for testing. Further observation of figure 6.3 (c) 
shows that a notable variation of wave height occurs along the crests which needs 
to be taken into account. In this regard, it is also important to note that the 
theoretical model does not include any side wall reflections which would further 
reduce the testing area. Nevertheless, the effect of diffraction and the effective 
basin usage area are now clearly identified. 
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Figure 6.3: Normalised surface elevation contours for h — 1.5m and / = l.Oifz; 
(a) ct = 15°, (b) a = 30° and (c) a = 45°; the wave maker being located at 
— 10m < y < 10m. 
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Figure 6.4: Motion approximated by a piecewise constant function as adopted in 
a realistic segmented-type wave maker 
6.3.2 Segmented-type Wave Generators 
In reality, a wave maker will consist of individual segments of finite width and 
the sinusoidal velocity distribution along the y-axis, appropriate to the generation 
of oblique waves, is approximated by a piecewise constant function. Figure 6.4 
illustrates the wave maker motion and the crest lines of an oblique progressive wave 
train; the wave length of the progressive wave and the angle of wave propagation 
again being denoted as Aq and a respectively. Using the notation defined in figure 
6.4, it is clear that 
s m a = 
•^ 0 
Nw' 
(6.2) 
where w is the individual wave board width and the integer N is the number of 
wave boards in one oscillation in the y-direction. The demand signal phase shift 
between two adjacent wave makers is thus given by 
(f = 
2it 
TV 
(6.3) 
and equation (6.2) may be rewritten as 
s m a = 
2-kw (6J0 
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In seeking an explanation for the existence of spurious waves when using finite 
width paddles, Sand & Mynett (1987) derived an expression for the wave modes 
created by a segmented-type wave maker. Their result has a similar form to 
equation (6.4) and is given by 
,6.5) 
where p is an integer with the discrete values of 0, ±1, ±2...; a full derivation of this 
result being given by Sand (1979). The mode p = 0 corresponds to the desired 
wave component (equation 6.5 reduces to equation 6.4) and values of |p| > 0 
represent the unwanted or spurious waves. Sand & Mynett (1987) also showed 
that all valid values of p must lie within the interval 
Furthermore, the ratio between the spurious wave amplitudes and the amplitude 
of the primary desired wave was shown by Sand (1979) to be 
<"> 
Assuming that the wave board width, the wave frequency, the wave propagation 
angle and the water depth are given by ty = 0.36m, / = 1.8Hz, a = 45° and 
h = 1.5m, then p must lie in the range —0.22 < p < 1.27. Consequently, the 
valid values of p are 0 and 1. Substituting this result into equation (6.5) gives 
the two angles of wave propagation: in addition to the desired progressive wave 
at Q!o = 45°, a spurious progressive wave at a i = —39.2° arises. Using equation 
(6.7), the amplitude of this latter component is found to be 112% of the primary 
wave amplitude; an unwanted or spurious wave mode having an amplitude larger 
than the desired wave is thus generated. 
This set of equations is best illustrated as shown in figure 6.5; the dimensionless 
ratio Xo/w being plotted against the angle of wave propagation a. Note that in 
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contrast to the representation given in figure 6.5, Sand & Mynett (1987) presented 
a related figure in which the ordinate was scaled by sin a. Observing the occurrence 
of spurious wave modes, four distinct regions may be identified within figure 6.5. 
i. For values of Xq/w > 2, waves with a propagation direction of up to o; = 90 ° 
may be generated and spurious modes do not exist. 
ii. For values of Aq/w < 2, the solid line represents the limit of p = 0. On the 
right hand side of this line, only the desired progressive mode {p = 0) exists. 
iii. In between the dashed line and the solid line, one or more spurious modes 
are generated (p > 1). Sand & Mynett (1987) give a more detailed repre-
sentation of this region including the number of modes generated. 
iv. The dashed line represents the limit of v? = tt. In this case, two adjacent wave 
makers are exactly out of phase and the spurious wave is of equal magnitude 
when compared to the desired wave. For all cases on the left hand side of 
the dashed line, the spurious modes arising due to the finite segment width 
are larger than the desired wave. 
The representation given in figure 6.5 is plotted with the dimensionless ratio 
Xq/w. In contrast, figure 6.6 illustrates the spurious modes associated with the 
wave basin located in the Hydrodynamics Laboratory at Imperial College London 
(ICL); the calibration of this particular facility being presented by Masterton & 
Swan (2008). Given that figure 6.6 is plotted in terms of wave frequency / , the 
directional sense of the abscissa is inverted when compared to figure 6.5. 
The wave maker at ICL consists of 56 individual segments and spans a total 
length of 20m; the paddle width being approximately w = 0.36m. The wave basin 
is operated at a nominal water depth of h — 1.5m. Observing figure 6.6 in detail, 
it is important to note that the wave field is free of oblique spurious modes for 
frequencies / < 1.5Hz. This is in marked contrast to frequencies in the region of 
/ ~ 2Hz. Even for wave propagation angles as small as a = 30°, the spurious 
wave modes may be as large as the wanted primary wave. 
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Figure 6.5: Spurious wave modes arising from the generation of oblique waves 
based on Sand & Mynett (1987); Boundary between p = 0 and p > 1, 
Limiting case with = n. Note this figure differs from that of Sand & 
Mynett in that they scaled their ordinate by sin a. 
90 
80 
70 
60 
ra 50 
(D 
a 
a 40 
30 
20 
10 
0 
1 
n 
\ \ 
Spuriou s wave modes larger t han prin lary wa ve 
\ \ 
\ \ 
\ 
\ 
V \ > 
\ ^ s 
.Si ... . 
N 
No spuriou, 3 modes One or more s jurious modes 
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 
f[Hz] 
Figure 6.6: Spurious wave modes for the generation of oblique waves with h = 
1.5m and w = 0.36m; Boundary between p = 0 and p > 1, Limiting 
case with (f = it. 
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Figure 6.7: Empirical transfer function for a 3D wave basin, after Masterton & 
Swan (2008); a = 0°, a = 40°, • • • • a = —40°; Limit for p = 0 
and Limiting case with (p = n, both for a = ±40 ° 
Figure 6.7 shows the calibration data for the wave basin at ICL based on the 
results presented in Masterton &; Swan (2008). The calibration curves for a = 0° 
and a — ±40° are shown. In addition to these calibration curves, the hmits for 
p = 0 (solid line in figure 6.6) and (f = tt (dashed hue in figure 6.6) are provided 
for a wave propagation angle of a = ±40°. Relating to the above discussion, the 
calibration results for a = ±40 ° and frequencies on the right hand side of these 
lines must be questioned, particularly those on the right hand side of the line 
representing ip = -k. K detailed discussion concerning the validity of the empirical 
transfer function shown in figure 6.7 is given in Appendix F. 
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6.3.3 Infinitely Long Wave Maker 
The following discussion presents the theory for an infinitely long wave maker; the 
velocity distribution along the wave maker being assumed to vary as a continuous 
function. The derivation of the hydrodynamic coefficients and the theoretical force 
transfer function will be based upon this theory. However, the effects introduced 
by a wave maker of finite length and the finite segment width will be discussed 
further within the experimental validation of the force transfer function. 
Adopting a formulation and notation identical to that presented in Chapter 2 
and applying this to a 3D problem yields the solution to the first-order velocity 
potential 
i . c . c j (6.8) 
and the expression of the paddle motion 
} . (6.9) 
The wave number vector kj = {kjx,kjy) = kj{coso(j,smaj) for the progressive 
wave mode with j = 0 is identical to that defined in figure 6.1. Comparing this 
latter solution for the velocity potential (equation 6.8) to that for the wave maker 
of finite length (equation 6.1), the benefits in terms of ease of solution are evident. 
Following Schaffer & Steenberg (2003), the solution for the wave field coef-
ficients appropriate to the generation of oblique waves, ej, is readily shown to 
be 
e,- = —-—Cj, (6.10) 
cos ttj 
where the coefficients Cj are the solution to the 2D problem (Chapter 2). Further-
more, a j is the direction of wave propagation generalized to complex wave modes. 
^The boundary conditions in 3D are very similar to those presented for the 2D case. For 
brevity, the complete formulation is omitted here; the reader being referred to Schaffer & Steen-
berg (2003) for further details. 
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Further details concerning the derivation of this result is given in Appendix A. 
The expression for cos a j for this general complex case may be rewritten as 
c o 8 a < l for; = 0 
cosaj — ^/1 ^2 ~ ^ , —— (6-11) 
J sir > 1 for j > 0 
Observing this latter representation for cos a j , it is important to note that for the 
real solution ( j = 0) the expression simply evaluates to coscto which is always 
less than or equal to one. As a result, the coefficient for the generation of obhque 
waves, eo, is larger than cq. The relation between the amplitude of the paddle 
motion, Xa, and the amplitude of the oblique progressive wave mode is 
A = eoXa, (6.12) 
from which it is clear that, for a particular wave board amplitude, the progressive 
wave amplitude increases in the oblique case; the factor of proportionality being 
l / c o s a for all frequencies. At this stage it is important to note that in the 
remainder of this chapter the wave propagation angle a refers to the propagation 
direction of the progressive wave mode, the subscript 0 (as in ao) being omitted. 
The generation of the evanescent wave modes {j > 0) needs further considera-
tion. For this purpose, the first-order coefficients for a range of wave propagation 
directions are presented in figures 6.8 and 6.9, concerning piston-type and flap-
type wave machines respectively. In both figures the coefficient for the progressive 
wave mode, eo, and the infinite sum i e-j are shown. 
As noted above, the progressive wave amplitude for oblique waves obeys a 
1/cos a relationship when compared to the 2D solution. This is particularly evi-
dent within figure 6.8 where the deep water limit of cq = 2 (eo = co for a = 0°) 
increases to eo = 4 for a = 60°. On the contrary, considering the sum of the 
evanescent modes ( j = I . . 0 0 ) , it is clear that their amplitude decreases with in-
creasing wave propagation angle (figures 6.8 and 6.9). For example, the magnitude 
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Figure 6.8: Dimensionless first-order coefficients for a piston-type wave maker. 
The solid lines represent eo and the dashed lines represent a = 0°, 
a = 30°, a = 60° 
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Figure 6.9: Dimensionless first-order coefficients for a flap-type wave maker 
{d/h — 0.5). The sohd lines represent eo and the dashed lines represent 
(y. = 0°, a = 30°, a = 60' 
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of the evanescent mode sum for the piston-type machine shown in figure 6.8 de-
creases from i ej ^ 2 (a = 0 °) to i YlJLi % 0.7 (a = 60 °) for K/Lq = 1.8. 
As a result, the ratio of reduces significantly when generating oblique 
waves. This directly affects the hydrodynamic coefficients and hence the machine's 
absorption characteristic and the first-order force transfer function. It should be 
noted that the increase in cq is anticipated and easily argued on physical grounds. 
In contrast, the decrease in the evanescent mode sum is far less intuitive and needs 
careful consideration. 
6.3.4 Hydrodynamic Coefficients 
Chapter 3 discussed optimum absorption strategies for wave making devices and 
showed that the hydrodynamic coefficients are crucial when adopting a force based 
absorption approach. The hydrodynamic coefiicients in the oblique case are readily 
derived by replacing the 2D velocity potential (equation 3.12) with the expression 
presented in equation (6.8). 
In so doing, the only difference arising between the 2D case and the 3D case is 
that the first-order wave field coefficients (cj) must be replaced by the coefficients 
appropriate to the generation of oblique waves, Cj. Apart from this difference, 
the equations for the hydrodynamic coefficients (3.24 to 3.27) remain unchanged. 
Given the discussion relating to the coefficients Cj, the hydrodynamic damping 
and the added mass will also vary with wave propagation angle a. 
Considering the hydrodynamic damping for the case of oblique wave generation 
first, it is important to note that this term varies with 1/cos a for all frequencies. 
This is an interesting result which may be explained as follows. The wave ampli-
tude of the progressive wave component is proportional to 1/ cos a. As a result, 
the radiated energy density is proportional to 1/cos^a. Observing the compo-
nent of the group velocity normal to a surface with x = constant, this component 
is proportional to cos a. Consequently, the rate of energy flux or damping must 
be proportional to 1/ cos a. It is also important to note once more that these 
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t 0.75 
Figure 6.10: Added mass coefficient for a piston-type wave maker; h/Lo = 
0.01, h/Lo = 0.1, h/Lo = 0.3, h/Lo = 0.5 
arguments apply to an infinitely long wave maker. 
In contrast, the added mass term does not obey such a simple relationship. 
Figures 6.10 and 6.11 illustrate m{uj,a) for the wave machine geometries dis-
cussed earlier; the term m{uj, a) for a particular wave propagation direction being 
presented normalised with respect to the added mass in the 2D case, m(w,0). 
The curves shown in both figures represent a variety of dimensionless water depth 
values hjLQ. 
In the piston case (figure 6.10), values of H/Lq = 0.01, H/Lq — 0.1, K/Lq = 0.3 
and h/Lo = 0.5 were adopted. The dependency of the added mass term on the 
wave propagation direction increased significantly in intermediate depth water 
(/i/Lo = 0.3 and H/Lq = 0.5). In the case of h/L^ = 0.5 the value for the 
added mass is less than 75% of the equivalent 2D value for angles of a exceeding 
approximately 40°. In shallow water {H/Lq — 0.01 and h/Lo — 0.1) the effect is 
relatively small. 
For the flap-type wave machine {h/d = 0.5) considered in figure 6.11 values of 
h/Lo = 0.1, h/Lo = 0.5, h/Lo = 1.0 and h/Lo = 1.5 were adopted. In this case 
it is interesting to note that the ratio m{u), a)/m{co, 0) for h/Lo = 1.0 is larger 
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Figure 6.11: Added mass coefficient for a flap-type wave maker {h/d = 0.5); 
h/Lo = 0.1, h/Lo, = 0.5, h/Lo = 1.0, h/Lo = 1.5 
than the equivalent ratio for H/Lq = 0.5. The origins of this characteristic are 
best understood by considering the first-order coefficients, e^, in figure 6.9. In 
contrast to piston-type wave machines, the infinite sum i is negative for 
small values of /z/Lg and has a zero crossing at h/Lo % 0.6. 
6.4 Absorp t ion Charac te r i s t i c of a Wave Basin 
The variation of the added mass and hydrodynamic damping terms with the angle 
of wave propagation affects the wave machine's absorption characteristic. The 
power absorption coefficient, 7, is defined as the ratio of the absorbed power over 
the maximum power (Chapter 3, equation 3.49) and is restated here as 
Pa 
= 4- RfRd 
Pa,max {Rf + Rd) + {X f + Xd) 2 ' 
(6.13) 
where Rd and X^ are the real and imaginary part of the dynamic system. Chapter 
4 established the relation between Rd and Xd and the hydrodynamic coefficients 
d(u}) and m{u); the absorption filter {Rf and X f ) being optimised to match Rd 
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and -Xd-
In contrast to the 2D case, such a matching approach proves difficult for the 
absorption of oblique waves. Given the variation of m{uj) and (f(w) with the 
angle of incidence a, the ideal absorption controller would need to incorporate 
this angular dependency and adjust { R f , X f ) accordingly. This, in turn, requires 
an estimate (in real time) of the angle a based on the force and velocity signals 
of neighbouring paddles. The author is aware of the potential benefits of such a 
cross talk technique and these may be subject of future research. At present, the 
discussion will be limited to a controller with fixed coefficients. 
Figure 6.12 shows the theoretical absorption characteristic for the wave ma-
chine installed in the wave basin at ICL. For this facility the nominal water depth 
is h = 1.5m and the hinge is located at d = 0.8m above the bed. The three 
cases shown within figure 6.12 represent the absorption characteristic for a = 0°, 
a = 30° and a = 60°; the controller being optimised for the 2D case (a = 0°). 
Observing the figure in detail, it is clear that the absorption characteristic for 
oblique waves (ct = 30° and a = 60°) deteriorates for low to intermediate fre-
quencies, but improves for the highest frequencies. Given the nature of the wave 
field coefficients, the deterioration in the intermediate frequency range may be re-
lated to the 1/ cos a behaviour of the damping term; the filter failing to match the 
real part (damping) of the wave field. Whilst this remains the case at high frequen-
cies, the decreasing evanescent mode amplitude for oblique waves in this regime 
(figure 6.9) leads to an improved absorption characteristic. The explanation for 
this lies in the fact that at a = 0° the controller fails to match the imaginary 
part (evanescent modes) for high frequencies. However, when considering oblique 
waves, the amplitude of the evanescent modes decreases and, consequently, the 
match is improved as is the absorption characteristic. 
Overall, the 3D absorption characteristic based on a 2D optimisation is accept-
able. This is further illustrated in figure 6.13 where the absorption coefficient 7 
is shown as a contour plot over / and a: the lines in figure 6.12 being a subset of 
the surface shown. 
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Figure 6.12: Power absorption coefficient for a flap-type wave maker (d/h = 
0.533) in a wave basin with h = 1.5m; the controller being optimised for a = 0°; 
a = 0°, a = 30°, a = 60° 
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Figure 6.13: Contour plot representing the power absorption coefficient 7 for the 
wave machine discussed in figure 6.12 
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6.5 Theore t ica l Transfer Funct ion of a Wave Basin 
With the absorption controUer having been estabhshed, the transfer function for 
the force-controlled wave machine may be evaluated. As in the 2D case, this trans-
fer function relates the force demand signal to the amplitude of the progressive 
wave mode and is of a complex nature. For a more detailed discussion concerning 
this first-order transfer function the reader is being referred to Chapter 5, §5.8. In 
contrast to the 2D scenario, the transfer function previously Cf(u>), must now be 
evaluated for each direction of wave propagation; the coefficient becoming Cf(u,a). 
Figure 6.14 illustrates the magnitude and phase of the theoretical first-order 
transfer function for the wave basin at ICL; the curves relating to three angles of 
wave propagation (a = 0 a = 15 ° and a = 30 °). However, for a 3D wave basin 
the coefficient Cy(w, a) is best illustrated as shown in figures 6.15 and 6.16. Herein, 
the magnitude (figure 6.15) and phase (figure 6.16) are provided as contour plots 
as a function of the wave frequency, / , and the wave propagation direction, a; the 
lines in figure 6.14 being a subset of those contours. 
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Figure 6.14: First-order force transfer function for a flap-type wave maker (d/h = 
0.533) in a wave basin with h = 1.5m; (a) magnitude of c/(cj,q;) and (b) phase of 
Of {to, a)] Q: = 0 °, a —15°, a = 30° 
188 
6.5 Theoretical Transfer Function of a Wave Basin 
2 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
0.6 
0.4 
0.2 
Figure 6.15: Contour plot representing the magnitude of the theoretical first-order 
force transfer function, |c/(cj,a)|, in [mm/Nm] 
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Figure 6.16: Contour plot representing the phase of the theoretical first-order 
force transfer function, arg(c/(w, a)), in [deg] 
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6.6 Experimental Investigation 
This section concerns the generation of obhque waves in a 3D wave basin. In par-
ticular, the generation of a small amplitude JONSWAP spectrum is investigated 
where the data is based on four transfer functions: 
i. The theoretical first-order force transfer function, Cf{ui,a). 
ii. An ad-hoc transfer function representing a combination of cf(cj,a) and the 
theory for a segmented-type wave generator outlined in §6.3.2. 
iii. The empirical transfer function presented by Masterton & Swan (2008) (here-
after referred to as MS). The amplitude and phase information in this trans-
fer function are based upon the generation of a small amplitude focused wave 
event. 
iv. A recent empirical transfer function for the 3D wave basin. In this latter 
case, the amplitude information is based upon the generation of a random 
JONSWAP spectrum; the phase information in the transfer function being 
neglected. 
All the experiments were undertaken in the wave basin located in the Hydrody-
namics Laboratory at Imperial College London. The nominal water depth of this 
facility is ^ = 1.5m. However, in the context of ongoing work within this basin, 
the water depth was reduced to h = 1.25m at the time of the present study. This 
change in water depth has been incorporated when evaluating (i), (ii) and (iv) 
above. In contrast, the empirical transfer function described by MS, (iii) above, 
was obtained for h — 1.5m, and this must be borne in mind when considering the 
results relating to (iii). However, with most wave components propagating in rela-
tively deep water, the difference between h = 1.25m and h = 1.5m is insignificant. 
Indeed, to quantify the magnitude of the error, the theoretical transfer function, 
C/(w,a), h 8 been evaluated for both water depths; the maximum difference in 
the transfer function gain for the range of interest being less than 1.6%. 
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The present experimental study seeks to demonstrate the applicability, or success, 
of the theoretical force transfer function developed within this chapter. In so 
doing, three important cases are considered. 
1. The amplitude content for a random phase JONSWAP spectrum is consid-
ered. A direct comparison between (i) and (ii) above is made, §6.6.1. 
2. To demonstrate the successful application of the phase information, a num-
ber of focused wave events are generated. This includes both uni-directional 
and multi-directional, or directionally spread, wave events. A direct com-
parison between (i) and (iii) above is made, §6.6.2 
3. In an attempt to broaden our understanding of an empirical calibration ap-
proach, where the calibration routine is based on a random phase spectrum, 
the energy content in the wave basin is further investigated. A direct com-
parison between (i) and (iv) above is made, §6.6.3. 
6.6.1 Ampl i tude Spectrum 
The first set of experiments concerns the amplitude content when generating a 
spectrum with random phases. A uni-directional JONSWAP spectrum with fp = 
51/QAHz, 7 = 3.3 and a significant wave height of Hg ~ 0.02m has been adopted 
for all wave cases; the spectrum being evaluated in the range 16/MHz < f < 
128/64ffz with a spacing of / = l/QAHz between the individual wave components. 
As in the experimental study presented in Chapter 5, wave gauges consisting of a 
tensioned wire arrangement have been employed. The gauges were located along 
the centre of the wave basin to minimise any influence related to the finite length 
of the wave maker (figure 6.3). 
Figure 6.17 illustrates the experimental data for this spectrum at a wave prop-
agation angle of a = 0°. Within this figure, the results for the transfer functions 
(i) and (ii) above are provided. The curves are based on a refiection analysis of 
the data recorded at eight spatial locations (3.2m < x < 4.6m; y = Om) with 
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individual gauges spaced 0.2m apart. For this purpose, data from the time inter-
val 64s < t < 128s was taken. The initial interval of t = 64s is regarded to be 
sufficiently long to ensure that the beach reflections are fully developed. Moreover, 
to avoid spectral leakage in the frequency domain, the sample window was chosen 
to be equivalent to the repeat time of the wave spectrum = 64s). 
Observing figure 6.17 in detail, both the theoretical force transfer function 
Cf{uj,a) and the ad-hoc approach are in excellent agreement with the expected 
JONSWAP amplitude content; the departures apparent at the highest frequencies 
{l.^Hz < f < 1.9Hz) probably being due to the nonlinear wave-wave interaction 
between the wave components forming the peak of the spectrum. In fact, for a 
wave propagation direction of a = 0°, the force transfer function and the ad-hoc 
transfer function are effectively identical. As a result, the data shown in figure 
6.17 provides evidence for the repeatability of the generation process. 
Figures 6.18, 6.19 and 6.20 illustrate the experimental data for a JONSWAP 
spectrum propagating at a = 15 °, ct = 30 ° and a = 45° respectively. In con-
sidering this data, the wave propagation angle a must not be confused with the 
directional spreading a a, at this stage the wave spectra remain uni-directional. 
Observing the data based on c/(w, a) first, the departures between the experi-
mental measurements and the expected solution increase with the angle of wave 
propagation. This is particularly noticeable for frequencies exceeding / % IHz-, 
the agreement in the range 1.5Hz < f < 2.0Hz being poor at large angles (fig-
ures 6.19 and 6.20). For this latter region the match with the expected content is 
much improved when considering the data based on the ad-hoc approach. Even at 
the largest angle, a = 45°, the agreement is now satisfactory. This improvement 
suggests that some of the departures from the expected content are related to the 
effect of the finite segment width; the remaining departures at large values of a 
probably being due to wave diffraction effects caused by the finite length of the 
wave maker. 
Similar arguments apply to the experimental results where a wave propagation 
direction of a = —15°, a = —30° and a — —45° has been adopted (not shown 
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Figure 6.17: Amplitude content for a random phase uni-directional JONSWAP 
spectrum with fp = bl/QAHz, 7 = 3.3 and Hg ~ 0.02m propagating at ct = 0° 
and based on o theoretical force transfer function cy(w, ct), + ad-hoc approach 
herein). Overall, the data based on the ad-hoc approach give the most consistent 
agreement with the expected amplitude content. This is an unsurprising result 
as the ad-hoc approach combines aspects of two important theories. It remains a 
challenge for future work to formulate a theory that covers all aspects of the two 
theories. In particular, this relates to the amphtude of the evanescent modes for 
a wave maker of finite width. Nevertheless, the data relating to the theoretical 
force transfer function alone also show good agreement for a wide range of wave 
conditions. 
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Figure 6.18: Amplitude content for a random phase uni-directional JONSWAP 
spectrum with fp = bl/QAHz, 7 = 3.3 and Hg % 0.02m propagating at a = 15° 
and based on o theoretical force transfer function Cf{uj,a), + ad-hoc approach 
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Figure 6.19: Amplitude content for a random phase uni-directional JONSWAP 
spectrum with fp = bl/QAHz, 7 = 3.3 and Hg ~ 0.02m propagating at a = 30° 
and based on o theoretical force transfer function Cf{LU,a), + ad-hoc approach 
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Figure 6.20: Amplitude content for a random phase uni-directional JONSWAP 
spectrum with fp = 51/64ilz, 7 = 3.3 and Hg ~ 0.02m propagating at a = 45° 
and based on o theoretical force transfer function cy(w, a), + ad-hoc approach 
6.6.2 Focused Wave Event 
The previous discussion concerned the amplitude content within the wave basin. 
In contrast, the present case seeks to demonstrate the correct application of the 
phase information. For this purpose, a number of focused wave events are con-
sidered; the results being directly compared to experimental data based on the 
empirical calibration of MS. With the routine adopted by MS being optimised for 
the generation of focused wave events, this latter transfer function is believed to 
be the most suitable cahbration for the present case. However, when consider-
ing the data in the figures that follow, the previously mentioned change in water 
depth must be borne in mind. Furthermore, as part of ongoing maintenance and 
improvement work within the wave basin at IC, some of the drive components and 
force transducers have been replaced since MS published their results. This also 
may have altered the optimum calibration slightly. 
The generation of realistic large focused wave groups in the laboratory is 
best achieved by adopting a NewWave formulation (Tromans et al. 1991). In 
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a NewWave spectrum the amphtude of each component is directly proportional 
to the energy content of the desired spectral shape (as opposed to the square 
root of the energy content). Once again, a JONSWAP target spectrum has been 
adopted and, in accordance with MS, the peak frequency and peak enhancement 
factor have been set to fp = bS/QAHz and 7 = 2.5 respectively Furthermore, the 
amplitude A is introduced as the linear sum of all wave components. As a result, 
in a linear sea state the water surface elevation at the focal location and time, 
where all the wave components superimpose, reaches a maximum value of A. 
Uni-directional NewWave Spectrum 
The first set of cases considers a uni-directional JONSWAP NewWave spectrum 
measured and focused at a: = 4.0m, y — Om and t = 325. The amplitude sum 
has been set to A = 12mm so that the particle motion remains linear. Figures 
6.21, 6.22 and 6.23 illustrate the water surface elevation for the wave propagation 
directions q; = 0°, a = 15° and a = 30° respectively. Both the data based on 
the theoretical force transfer function and the empirical calibration after MS are 
shown. In all three cases and for both transfer functions the agreement between 
the experimental data and the theoretical (linear) solution is very good providing 
evidence that (i) the gain information in the transfer function yields the correct 
amplitude content and (ii) the correct application of the phase information leads 
to the focusing of the components at the desired time and location. However, 
some small departures remain and are noted as follows. 
• In the vicinity of the main event both the empirical transfer function and 
the theoretical approach appear to provide a near exact match for most wave 
cases. 
e In contrast, in the tail {t > 33s) of the event based on the empirical calibra-
tion the agreement with the theoretical solution becomes less satisfactory. 
This effect, particularly the conflict between the match in the vicinity of the 
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Figure 6.21: Surface profile for a uiii-directional JONSWAP NewWave spectrum 
with fp = b'i/QAHz, 7 = 2.5, A = 12mm and a = 0°; measured and focused at 
X = 4.0m, y = Om; Theoretical (linear) solution; Experimental data based 
on o theoretical force transfer function, + empirical transfer function after MS 
event and the mismatch in the tail, is not fully understood at present and 
requires further consideration. 
• Based on the theoretical force transfer function, the amphtude sum in the 
obhque cases (figures 6.22 and 6.23) is slightly reduced when compared to 
the theoretical value. This decrease in amplitude is most probably related 
to the finite segment width of the paddle and the resulting reduction in 
amphtude content (figures 6.18 and 6.19). 
• For the largest wave propagation angle (a = 30 °) the data concerning the 
theoretical transfer function suggest that some wave components are out of 
phase; evidence of which being provided by the slightly increased size of the 
trough and crest immediately following the largest crest. 
Nevertheless, despite these smah departures, the agreement is very good for all 
cases considered. 
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Figure 6.22: Surface profile for a uni-directional JONSWAP NewWave spectrum 
with fp = 53/6AHz, 7 = 2.5, A = 12mm and a = 15°; measured and focused at 
X — 4.0m, y = Om; Theoretical (linear) solution; Experimental data based 
on o theoretical force transfer function, + empirical transfer function after MS 
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Figure 6.23: Surface profile for a uni-directional JONSWAP NewWave spectrum 
with fp — 53/64Hz, 7 = 2.5, A = 12mm and a = 30°; measured and focused at 
X = 4.0m, y = Om; Theoretical (hnear) solution; Experimental data based 
on o the theoretical force transfer function and + the empirical transfer function 
ofA48 
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Multi-directional NewWave Spectrum 
To evaluate the directional capabilities of both transfer functions, a multi-directional, 
or directionally spread, focused NewWave event has also been generated. A direc-
tional spreading factor of = 30 ° has been adopted with all the wave components 
being generated at discrete intervals of A a = 5° in the range —40° < a < 4-40 
Figure 6.24 shows the water surface elevation recorded by a single wave probe 
located at the focal position x = 4.0m and y = Om. As before, the experimental 
data relating to the two transfer functions is directly compared to the theoretical 
(linear) solution. Considering the figure in detail, the agreement between theory 
and experiment is found to be excellent for both transfer functions, (i) and (iii). 
The directional spreading of this latter event is best illustrated as shown in 
figure 6.25 where the crest amplitude at the focal time (t = 32s) is shown in the 
traverse direction. For this purpose, nine wave gauges were located at x = 4.0m 
and —1.2m < y < 1.2m with a spacing of Ay = 0.3m between individual probes. 
Overall, the agreement between the measured data and the linear prediction is 
good for both transfer functions. Indeed, the only significant departures between 
the two approaches is suspected to relate to a slight positioning error (Ax = 0.1m) 
in the calibration routine adopted by MS. 
To further evaluate the directional capabilities of the wave basin at IC, a fo-
cused wave event identical to that above (/p = 53/64^fz, 7 = 2.5, A = 12mm and 
aa = 30°) was generated at (x,y) = (4.0m,+1.2m) and (x,y) = (4.0m, —1.2m); 
the data being presented in figures 6.26 and 6.27 respectively. As before, the 
agreement between the experimental data and the linear theoretical solution is 
very good. 
The ultimate goal of any experimental investigation concerning focused groups 
must be the correct generation of a very large wave event. The NewWave event 
shown in figure 6.28 is based on a linear amplitude sum of A = 58mm; all other 
parameters being identical to the spectrum considered above. As before, the ex-
perimental data are compared to the linear theoretical solution. In this context, it 
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Figure 6.24: Surface profile for a multi-directional JONSWAP NewWave spec-
trum with fp — 53/Q4:Hz, 7 = 2.5, A = 12mm and = 30°; measured and 
focused at X = 4.0m, y = Om; Theoretical (hnear) solution; Experimental 
data based on o the theoretical force transfer function and -H the empirical transfer 
function of MS 
Figure 6.25: Spatial amplitude variation in the traverse direction at t = 32s for 
a JONSWAP NewWave spectrum with fp = 53/QAHz, 7 = 2.5, A = 12mm and 
cTq, = 30 focused at x = 4.0m, y = Om and t = 32s; Theoretical (linear) 
solution; Experimental data based on o the theoretical force transfer function and 
4- the empirical transfer function of MS 
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Figure 6,26: Surface profile for multi-directional JONSWAP NewWave spectrum 
with fp = 53/64:Hz, 7 = 2.5, A = 12mm and cTq, = 30°; measured and focused at 
X = 4.0m and y = +1.2m; Theoretical (linear) solution; Experimental data 
based on o the theoretical force transfer function and 4- the empirical transfer 
function of MS 
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Figure 6.27: Surface profile for multi-directional JONSWAP NewWave spectrum 
with fp = 53/64:Hz, 7 = 2.5, A — 12mm and = 30°; measured and focused at 
X = 4.0m. and y = —1.2m; Theoretical (linear) solution; Experimental data 
based on o the theoretical force transfer function and 4- the empirical transfer 
function of MS 
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Figure 6.28: Surface profile for a multi-directional JONSWAP NewWave spec-
trum with fp = 53/64.Hz, 7 = 2.5, A = 58mm and = 30°; measured and 
focused at X = 4.0m and y = Om; Theoretical (hnear) solution; Experimen-
tal data based on o the theoretical force transfer function and 4- the empirical 
transfer function of MS 
is important to note that, due to nonlinear wave-wave interaction effects, the linear 
solution fails to accurately model the water surface elevation. Nevertheless, the 
general agreement between the experimental data and the expected surface prohle 
suggests that the two transfer functions are indeed appropriate to the generation 
of large focused events; a detailed analysis of the higher order wave content be-
ing outside the scope of the present study. Comparing the two transfer functions 
qualitatively, the theoretical transfer function seems to yield a superior agreement 
in terms of the phase information; evidence of which being provided by the sym-
metry of focused event. However, in light of the results originally pubhshed by 
MS (not shown herein), it might be concluded that an empirical approach ought 
to perform better than the data presented in figure 6.28 suggests. 
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Uni-directional JONSWAP Spectrum 
The NewWave spectrum discussed thus far is considerably more narrow banded 
than the underlying JONSWAP spectrum; the former being based on the square 
of the latter. Consequently, the difference in wave celerity between the largest 
components in the spectrum is relatively small and, as a result, the generation 
of a focused wave event is somewhat less sensitive to small phase or positioning 
errors. The difficulties arising with the generation of a focused event for a more 
broad banded spectrum are illustrated in figure 6.29. In this case, an amplitude 
content proportional to the square root of a uni-directional JONSWAP energy 
spectrum (/p = 53/64ffz, 7 = 2.5, A = 12mm and a = 0°) has been adopted. 
Even though the agreement remains satisfactory, the symmetry of the focused 
event is reduced when compared to comparable data relating to the NewWave 
event; this being particularly pronounced for the case concerning the theoretical 
force transfer function. In fact, neither approach seems to work well for t > 32.5s. 
The exact reason for this remains unclear, but the most likely explanation lies in 
a small mismatch in the spatial positioning. 
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Figure 6.29: Surface profile for a uni-directional JONSWAP spectrum with fp — 
53/64:Hz, 7 = 2.5, A = 12mm and a = 0°; measured and focused at x = 4.0m 
and y = Om; Theoretical (linear) solution; Experimental data based on o the 
theoretical force transfer function and + the empirical transfer function of MS 
Amplitude Content for the Empirical Transfer Function of MS 
Within this section (6.6.2) all the previous figures concerned small amplitude fo-
cused wave events; the empirical transfer function of MS leading to a very good 
agreement with the expected water surface elevations. However, despite this agree-
ment, it is also interesting to consider the amplitude spectra for a uni-directional 
JONSWAP spectrum with random phase as discussed in Section 6.6.1. Figure 6.30 
concerns exactly this case {fp = 51/64iJz, 7 = 3.3 and Hg ~ 0.02m) and contrast 
the experimental data for both the theoretical force transfer function and the em-
pirical calibration of MS. Although the departures apparent for the latter transfer 
function are small (having little observable effect on the water surface elevation) 
they cannot as yet be explained. This will be subject of further investigation. 
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Figure 6.30: Amplitude content for a random phase uni-directional JONSWAP 
spectrum with fp = 51/6AHz, 7 = 3.3, Hg ~ 0.02m and ct = 0° Theoreti-
cal (hnear) solution; Experimental data based on o the theoretical force transfer 
function and + the empirical transfer function of MS 
6.6.3 Energy Spectrum 
In a final set of test cases, the energy content in the wave basin is further observed. 
The two transfer functions under consideration are the theoretical force transfer 
function and a recent empirical calibration for the wave basin at Imperial College. 
A uni-directional random phase JONSWAP spectrum with fp = 46/64J^z, 7 — 2.3 
and Hg % 0.02m is generated at the wave propagation directions a = 0 a = 20 ° 
and a = 40°. In accordance with the discussion relating to the amplitude content 
(§6.6.1) the experimental results illustrated in figures 6.31, 6.32 and 6.33 have 
been obtained by means of a refiection analysis on data recorded at eight spatial 
locations (3.2m < x < 4.6m, y = Om). 
Observing the figures in detail, one could easily conclude that both approaches 
give a good representation of the target spectrum. Nevertheless, some interesting 
differences between the two transfer functions still arise, not least because they 
are based on an entirely different approach. At first sight, the match between 
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Figure 6.31: Energy content for a uni-directional JONSWAP spectrum with 
fp = 46/64Hz, 7 = 2.3 and Hg 0.02m generated at a = 0° and based on 
o the theoretical force transfer function C/(w, a) and + a recent empirical transfer 
function for the wave basin at IC 
the experimental data and the expected energy content seems superior when the 
generation is based on the theoretical force transfer function. However, this is 
a likely outcome since only the incident energy is considered. In contrast, the 
empirical calibration approach incorporates the beach reflections and seeks to 
achieve a desired energy content at a particular location in the wave basin. 
With any model placed in the wave basin being subjected to both incident 
and reflected energy, it is questionable which transfer function would model a 
desired sea state in a more realistic manner. Fortunately, it is outside the scope 
of the present study to advocate either approach. However, it must be borne 
in mind that, at least for any broad banded wave spectrum, beach reflections 
will inevitably be important for part of the frequency range. With an empirical 
calibration approach, it is possible to partly incorporate these reflections within the 
transfer function. However, in this approach the wave energy will not necessarily 
be travelling in the desired directions. Difficulties of this type emphasising the 
need to reduce unwanted reflections to an absolute minimum. 
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Figure 6.32: Energy content for a uni-directional JONSWAP spectrum with 
fp = 46/64i?2, 7 = 2.3 and ~ 0.02m generated at a = 20° and based on 
o the theoretical force transfer function Cf{ui, a) and + a recent empirical transfer 
function for the wave basin at IC 
x10" 
Figure 6.33: Energy content for a uni-directional JONSWAP spectrum with 
fp = 46/6iHz, 7 = 2.3 and Hg % 0.02m generated at a = 40° and based on 
o the theoretical force transfer function Cf{u!,a) and -j- a recent empirical transfer 
function for the wave basin at IC 
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6.7 Conclusions 
A theoretical first-order force transfer function appropriate to the generation of 
multi-directional waves in wave basins has been derived. Based on this transfer 
function an extensive laboratory study has been undertaken. First, a number of 
uni-directional JONSWAP spectra propagating at different angles were generated. 
Whereas the agreement with the expected spectral content was found to be ex-
cellent for the longer wave components, some significant departures arose for the 
shorter wave components, particularly when propagating at large angles. This is 
believed to be caused by the finite wave maker segment width. In an attempt 
to overcome this apparent shortcoming, an ad-hoc procedure, incorporating the 
finite segment width, was introduced. Overall, the experimental data based on 
this ad-hoc approach gave very consistent agreement with the expected spectral 
content. As a result, the development of a theory that properly formulates the 
influence of the finite wave board width must be recommended for future work. 
In a second step, the generation of various focused wave events has shown that 
the correct application of the phase information did indeed lead to the focusing 
of the individual wave components at the desired time and location. This investi-
gation includes both uni-directional and multi-directional, or directionally spread, 
focused wave groups. The data has been directly compared to a previously pub-
lished empirical calibration approach optimised for the generation of focused wave 
events. Overall, very good agreement between the two approaches and a linear 
prediction was achieved. 
In a final step, the energy content in the wave basin has been further inves-
tigated. For this purpose, the experimental data concerning the theoretical force 
transfer function has been directly compared to a recent empirical calibration of 
the wave basin at Imperial College. This latter comparison illustrated some inter-
esting differences between the two approaches. In particular, the effect of bcach 
reflections which, in most wave basins, inevitably contaminate the testing area af-
ter a short period of time, has been noted and differences between the two transfer 
functions have been explained. 
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ther Work 
This thesis has investigated the problem of absorbing force-controlled wave makers. 
A new theory, correct up to second order, has been developed and has been shown 
to be appropriate to both flap- and piston-type wave machines. At first order, the 
novel theory relates the force demand signal and the amplitude of the progressive 
wave. This theoretical transfer function has the potential to replace or, at the 
very least, provide an initial estimate for an empirical calibration. At second 
order the theory seeks to eliminate the unwanted, or spurious, freely propagating 
wave components. In this context, the inherent difference between position control 
and force control has been explained for the first time. 
In developing the theoretical framework, the absorption mechanism was investi-
gated in detail. Based on the correct understanding of generation and absorption 
at first-order, a second-order theory, incorporating the nonlinear hydrodynamic 
feedback path, was derived. This novel second-order theory is limited to two 
dimensional wave flumes at present. However, the first-order theory has been 
extended to include the operation of multi-directional wave basins. A detailed 
account of each aspect of the work is given below. 
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7.1 Absorption Characteristic 
It has been shown that wave absorption is inherent to the operation of any force-
controlled wave machine and, as a result, the correct understanding of the ab-
sorption strategy is part and parcel of modelling the machine's behaviour. An 
absorption strategy based on the optimisation of infinite impulse response (IIR) 
function filters has been introduced. This strategy overcomes the non-causal con-
trol problem that arises when seeking an ideal controller that maintains optimum 
power absorption for a wide range of frequencies. The IIR method was directly 
compared to alternative techniques and superior performance shown. Experimen-
tal data for both piston-type and flap-type wave machines confirms the theoretical 
findings. Most importantly, very good absorption could be achieved in both cases. 
As yet, the IIR filter technique has never been applied to a numerical wave tank 
scheme. A complex numerical IIR filter could provide an excellent match to the 
hydrodynamic coefficients and very effective absorption may therefore be possible. 
Building on the success of the present results, it is intended to incorporate this 
absorption strategy into the numerical wave tank developed at Imperial College 
London. This numerical wave tank employs a boundary element scheme and 
operates in the time domain. As a result, the absorption filters developed for the 
physical wave tank facilities are directly relevant to the numerical approach. 
The present work is limited to flap- and piston-type wave makers. Investigating 
the potential benefits of IIR filters for the operation of absorbing plunger-type wave 
machines is also envisaged for future work. This proposed work could be based on 
a collaboration with Osaka University where an absorbing circular tank composed 
of plunger-type wave makers has been installed. 
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7.2 First-order Behaviour 
The first-order transfer function for force-controlled wave makers has been derived. 
This novel transfer function may be regarded as being of equivalent importance 
to the first-order Biesel coefficients for position-controlled machines: the latter 
linking the position of the wave board and the amplitude of the progressive wave 
mode. 
An important diff'erence between position-controlled and force-controlled wave 
machines was also identified. Whereas the phase shift between the demand signal 
and the generated progressive wave in position control is 90 degree for all fre-
quencies, a frequency dependent phase shift is introduced in force control. The 
phase shift in force control arises due to the complex nature of the wave field, 
represented by the added mass and the hydrodynamic damping, as well as the 
frequency dependent characteristic of the absorption filter. The added mass term 
highlights the importance of the evanescent modes. 
Furthermore, it was shown that the force transfer function is also influenced 
by the inertia and spring rate of the wave board itself, a dependency that does not 
occur in position control. Indeed, it should be noted that the force-control transfer 
function is considerably more complicated when compared to the position-control 
equivalent. However, with the absorption mechanism being incorporated in the 
former, a consistent theory for both generation and absorption can be (indeed has 
been) derived. 
An empirical calibration approach that has been adopted in the past is, for 
the first time, linked into a theoretical framework. Prior to this thesis, the wider 
research community was unable to relate the numerical calibration data to a phys-
ical process quantity and, as a result, it was impossible to interpret the calibration 
results and identify errors in the calibration procedure. With the publication of 
the present work, this apparent shortcoming has been overcome. 
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7.3 Second-order Behaviour 
Based on the success of the first-order results, a second-order theory for force-
controlled wave machines, incorporating the nonlinear hydrodynamic feedback, 
has been derived. Whereas the first-order transfer function for such devices may 
be obtained using an empirical calibration, such an approach becomes impractical 
at second order. This is due to the highly complex nature of the interaction 
between the primary wave components giving rise to higher harmonic bound and 
spurious free waves in a laboratory environment. 
The second-order theory has been evaluated for both flap and piston-type wave 
board geometries. In particular, the generation of steep regular waves using flap-
type boards under force control has shown that very little freely travelling spurious 
wave content is introduced when based on a first-order demand signal. Under such 
circumstances, second-order correction may not be required. The present thesis 
is the first study that concerns the wave quality that can be achieved using force-
controlled wave machines. However, prior to this work observation suggested that 
force-driven flap-type machines indeed introduce less spurious content when com-
pared to equivalent position-controlled devices. This long standing question has 
now been explained formally. In contrast, a significant amount of freely travelling 
spurious wave content was identified for force-controlled piston-type machines. In 
some cases, this spurious content even exceeds the spurious content introduced in 
first-order position control. In this case a second-order force-control signal must be 
recommended; this this providing the theoretical framework required to evaluate 
this signal for any particular wave machine. 
An extensive laboratory program accompanies the theoretical work and, over-
all, very good agreement between the theory and the experimental data has been 
achieved. Applying a second-order control signal showed that, based on simulta-
neous generation and absorption, a wave field in very close agreement with the 
theoretical second-order prediction can be maintained for long periods of time. 
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7.4 Multi-directional Waves 
A theoretical first-order transfer function for the generation of oblique waves in 
wave basins has been derived. At present, this transfer function is based on the 
assumption of an infinitely long wave maker consisting of indefinitely small seg-
ments. Based on this transfer function an extensive experimental program has 
been undertaken. 
In a first step, concerning the generation of random phase uni-directional JON-
SWAP spectra, experimental data has shown that this theory is applicable for a 
wide range of wave conditions. Indeed, it is only for large wave propagation angles 
and small wave lengths that the theory is less appropriate; this evaluation being 
based on the correct incident wave amplitude within the wave basin. In seeking an 
explanation for these effects, the theory has been extended in an ad-hoc manner 
to incorporate the effect of the finite segment width. Laboratory data based on 
this ad-hoc approach suggests a significant enhancement of the range of applica-
bility. As a result, a consistent formulation of a force-based theory incorporating 
the effect of the finite segment width must be recommended for future work. 
In a second step the correct application of the phase information has been 
investigated. For this purpose, a number of small amplitude focused wave events 
has been generated. A direct comparison between the theoretical force transfer 
function and a previously published empirical calibration approach, where the 
calibration routine is optimised for the generation of focused wave events, has 
shown that the theoretical phase information enables the generation of highly 
symmetric, or nearly exactly focused, wave events. In considering the generation 
of such events, both uni-directional and multi-directional, or directionally spread, 
cased have been included. 
In a final step the energy content within the wave basin has been further 
investigated. A direct comparison to a recent empirical calibration has been pre-
sented. This comparison highlights some interesting differences between the two 
approaches, particularly concerning the correct reproduction of an incident wave 
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spectrum with superimposed beach reflections. With any model placed in the 
wave basin inevitably being subjected to both incident and reflected energy, a 
calibration approach that incorporates beach reflections may be adopted. The 
detailed investigation of such an approach is recommended for future work. 
A second interesting effect arises from the generation of a directionally spread 
random-phase spectrum where the generation is based on a pseudo-random tech-
nique. Although this does not impact on the data indicated on figures 6.31 - 6.33, 
since they are uni-directional (albeit at an angle to the paddle face), it is an im-
portant point that will be subject of future work. In the case of a directionally 
spread spectrum, a single bin in the frequency domain may (or almost certainly 
will) contain information for wave components propagating in different directions. 
A first approach is to simply add any two wave components in the frequency do-
main. However, another commonly adopted approach is to generate only one wave 
component per frequency with an amplitude as the root mean square of the two 
(or more) desired components. The angle and phase of this single wave is chosen 
randomly from one of the initial components where the random number generator 
may be weighted according to the relative energy of the waves. As already noted 
above, this effect is limited to pseudo-random wave generation techniques. In the 
light of this, very limited literature discussing this important effect is available 
and it is envisaged for future work to survey common practice. 
7.5 Closing Remarks 
The present thesis was the first attempt at providing both a theoretical framework 
and supporting experimental evidence for the operation of force-controlled wave 
machines. With advances in laboratory wave generation technology this work has 
been timely, if not overdue. The author wishes to encourage more researches to 
contribute to this fascinating and challenging area. 
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Appendix A - Position-control: Further Develop-
ment of the Wave Field Coefficients 
Two-dimensional wave making environment 
With reference to equations (2.28) and (2.31), describing the second-order wave 
field, the expressions for and need to be introduced. These 
follow directly from Schaffer (1996) and are given by 
= K ± (±w.w. - - T (— ± (*-i) 
and 
± ± ± w^)^. (A-2) 
Furthermore, the coefficient is given by 
(22)± r i LOiji) cosh Kp h 
!.''(g±)2 K + if*)) 
oo —* 7 2 
^ E p K - K ±u>„f + M2(C, K )^) 
where M2{kjn, K^) is defined as 
«M) = (: - Zlt'Zl'Sl) 
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With reference to equation (2.34), the wave-wave interaction surface elevation, the 
term needs to be introduced. 
= (A-5) 
where L'^ nim i® defined as 
^fnlm ~ 2 { ^ ± W )^ | . (A-6) 2 WnWm J 
With reference to equations (4.13) and (4.15), the transfer function F+ found by 
Schaffer (1996) is introduced as 
(22) ± 
0^ 
,(23)± 
where is the progressive mode {p = 0) of 
423)± = siuhXph^^^.^fl. (A-8) 
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Three-dimensional wave making environment 
With reference to equation (6.10), further detail concerning the derivation of this 
result is provided here. The first-order velocity potential appropriate to the gen-
eration of uni-directional waves was given by equation (2.19) and may be restated 
as 
= 1 / M l + c.cA , (A-9) 
L ^ ^ cosh/cj/i J 
In contrast, the velocity potential appropriate to the generation of oblique waves 
(equation 6.8) is given by 
The first-order boundary condition on the wave maker may be expressed as 
in both cases. Substituting (A-9) and (A-10) into (A-11) and comparing the results 
yields the relation between the first-order wave field coefficients as 
Cj = r^ Cj (A-12) 
which may be rewritten as 
COS aj 
Cj. (A-13) 
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Appendix B - The Second-order Torques 
With reference to equation (4.3), the torques up to second order need to be eval-
uated. The first-order unsteady wave acceleration integrated up to the 
first-order free surface induces a torque given by 
{h~d + z)dz = ^ - d)rji + + c . c . | 
(B-1) 
which can be simplified by retaining only mean- and second-order terms 
4?, = U E E E E c,c?+c..). 
I i=o z=o j=o 1=0 J 
(B-2) 
Following Lighthill (1979), there is also a torque component caused by the changing 
effective wetted surface of the body which may be expressed as 
~ f P9z{h ~ d + z)dz — ~-pgr]l {h — d) — (B-3) 
' 0 
and simplified by retaining only mean- and second-order terms 
tUL = E E EEc,c;+C.C. 1 
I j=0 1=0 j=0 1=0 J 
{B-4) 
Examining (B-2) and (B-4) one can note that the hydrostatic second-order torque 
is of half the magnitude and opposite sign when compared to the torque induced 
by the first-order unsteady wave potential, This is consistent with the 
findings presented by Lighthill (1979). The last set of second-order torques induced 
by the linear potential, are the components associated with the horizontal 
and vertical velocity squared terms, and w'^  respectively. With the horizontal 
velocity being defined as u = the former of these two contributions may 
be expressed as 
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which evaluates to 
2 | 4w2 2 ^ 2 ^ 
L j=o 1=0 
CjkjCiki p 
cosh Aj A cosh kih 
4w2 E E c o s h ^ ( L h j 
J=0 1=0 J ' J 
where F^z is given by 
f 
^ {2kj(d — h) s inh2kjh + cosh 2kjh — cosh2kjd — 2/c|(d — for j = I 
' 1 
{2{d — h) [kj sinh kjh cosh kih — ki sinh kih cosh kjh] 
TuZ = 
2(t? - Af) 
+ ^ ^ [cosh(A:j + ki)h - cos]i{kj + ki)d] for j ^ I j I 
kj + ki [cosh(fcj — ki)h — cosh(fcj — ki)d] 
kj — ki 
(B-7) 
Similarly, the torque induced by the vertical velocity term, w = is given 
by 
n(2)_ r = - ( A - d - k z ) d z 014) 
and evaluates to 
7 ^ ( 2 ) ^ 1 / CjkjCiki i2wt 
"^1 4w^ cosh fc,/i cosh fci/i ^ j=0 1=0 •' 
]=0 1=0 •' ' 
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where r^2 is given by 
^ {2kj(d — h) sinh2fcj/i + cos\i2kjh — cosh.2kjd + 2k'j{d — /i)^} for j = I 
8 f c : 
d — h 
r„ ,2 = < 
sinh(A;j + r- 8inh(% — ki)h 
+ 
kj + ki 
1 
2(A:j + 
_ 1 
^ 2 % - k r 
kj — ki 
[co8h(% + ki)h — cosh(kj + ki)d] 
[cosh(% — ki)h — cosh(fcj — ki)d] 
for j ^ I 
(B-10) 
The torque induced by the second-order Stokes wave potential, follows from 
the integration of the respective pressure field and is given by 
7^ (2) _ p — ( A — d + z)dz 
—h-\-d dt 
(B-ll) 
which evaluates to 
T (2) 
oo oo 
i E E + k , )e -^ + c . c . | . (B-12) #(21) 
Similarly, the torque induced by the spurious free wave potential, is given 
by 
(B-13) rp{2) _ 
-'$(22) — 
rO a$(22) 
p — ( A — d + z)dz 
' —h~\-d dt 
and evaluates to 
y(2) ^ 1 f pgfjxl ^ rAK+) 
-'$(22) 2 I fi 7/^+12 P ^ + C.C. ^ . (B-14) 
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Appendix C - The Second-order Forces 
With reference to equation (5.2), the forces up to second order need to be evalu-
ated. The total second-order force is given by 
JV N 
f ' " = E E r S ? " + + F f ' + + + f j . 
n = l m=n 
(0-1) + f ! ) ' + f X + + 4 % + K m 
where all force contributions are evaluated for a pair {n,m) drawn from the se-
ries with N components. The first-order unsteady wave acceleration 
integrated up to the first-order free surface induces a force given by 
(C^2) 
which can be simplified by retaining only mean- and second-order terms 
^ r oo oo "j 
4 ( ! f = 2 1 E E + C'C. I (0-3) 
I j=0 1=0 J 
Following Lighthill (1979), there is also a force component caused by the changing 
effective wetted surface of the body which may be expressed as 
^ (C-4) 
and simplified by retaining only mean- and second-order terms 
1 f 1 OO oo "I 
= 2 E E ' i » = r ™ e " ' " " * " ~ " + c . c . | (C-5) 
Examining (C-3) and (C-5) one can note that the hydrostatic second-order force 
is of half the magnitude and opposite sign when compared to the force induced 
by the first-order unsteady wave potential, This is consistent with the 
findings presented by Lighthill (1979). The last set of second-order forces induced 
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by the hnear potential, are the components associated with the horizontal 
and vertical velocity squared terms, and w'^  respectively. With the horizontal 
velocity being defined as u = d^^^^/dx, the former of these two contributions may 
be expressed as 
which evaluates to 
pg'^XnX-* ^ ^ ± i(uJn±u^n.)t , 
(C>7) 
where is given by 
r%. = <{ 
2 ^ [sinh kjnh cosh kjnh - sinh kjnd cosh kjnd + kjn{h - d)] 
for n = m and j = I 
[kjn sinh kjn h cosh k^ h — k^ sinh kf^ h cosh kjn h 
^jn [kim) otherwise 
—kjn sinh kjnd cosh k^^d + k^^ sinh cosh kjnd] 
((}4) 
Similarly, the force induced by the vertical velocity term, w = is given 
by 
and evaluates to 
p(2)± ^ 1 1 & P9^XnX^* (^jnClm^jnkiZ p± , 
^2 2 | 2 * ™ WnWm ^ ^ cosh kjnh cosh k ^ h j=Q 1=0 
(C>10) 
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where is given by 
r^2 = I 
[sinh kjnh cosh kjnh — sinh kjnd cosh kjnd — kj„(h — d)] 
ioT n = m and j = I 
~ i^im) otherwise 
—kjn sinh k^d cosh, kjnd + k^ sinh kjnd cosh k^^d] 
-g — — [tjn sinh A cosh ty,. A - sinh A cosh 
\'^l ) 
(C-ll) 
with ajn being defined as 
. -1 for 7 = / 7^  0 and subharmonics 
ajn = <( (C-12) 
4-1 otherwise. 
The force induced by the second-order Stokes wave potential, follows from 
the integration of the respective pressure field and is given by 
F^lt, = - f (C-13) 
J-h+d 
which evaluates to 
i f O O C X 3 _ * / I \ TT± 
p(2)± _ -I I r y V - , ± ^m) -"jnlm 
-^ $(21) ~ 0 ] 2 ^ 2 ^ jL + 1.-* n± 
^ L j=Q /=o Irn ^jnlm 
sinh(fcjn ± k^^)h - sinhjkjn ± kl-^)d ] 
co8h(&,. =b k,;:)/! 
Similarly, the force induced by the spurious free wave potential, is given 
by 
^ ~ J 
and evaluates to 
4 ( S = - / ° (0-15) 
-h-
p(2)± _ 
•^ $(22) — 
" " 2 I h ^ ifjf cosh / f - f t + « . | (0 16) 
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Appendix D - A Note on Closed Loop Control 
Systems 
Given that many researchers in the field of hydrodynamics may not be familiar 
with control systems, a brief note on closed-loop control is included here as this 
is relevant throughout the thesis. Consider the generic closed-loop control system 
shown in figure D-1. Herein, the transfer functions in the frequency domain are: 
Hc{uj) - the system's controller; Hs{uj) - the system to be controlled, in our specific 
case the wave machine; Ha{uj) - a generic feedback path (a); and - a generic 
feedback path (b). Furthermore, the letters A — C identify the quantities present 
at the respective signal line. In particular, the signal A represents the input and 
the signal C represents the output of the system. The output signal C is expressed 
in terms of input signal A by 
C = = [A - (D-1) 
which may be rewritten as 
C = A- (D-2) 
The transfer function of the entire closed-loop system, is generally defined 
as the ratio of the output signal to the input signal. In addition, the product 
term in the denominator, Hc{uj)Hs{oo)., is usually much greater than one and the 
Feedback path a 
n H,{(0) 
V A J B 
Input i k Controller System 
- K D 
Output 
Feedback path b 
Figure D-1: Generic controller model 
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transfer function H{uj) may be simplified to 
J T f m ] = — = H c { u j ) H s { i o ) ^ 1 
A 1 + Hc{u})Hs{uj) [Ha{Lo) + Hb{uj)] Ha{uj) + Hb{uj) 
In this latter simplified version it is clear that the transfer function from input 
signal to output signal is only affected by the feedback signals; with an ideal 
controller, the exact behaviour of the system, Hs{to), is irrelevant. This is strictly 
only true for a controller function He with an infinite loop gain. In practice, large 
values of loop gain can be realised and this approximation is often valid. 
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Appendix E - Directional Wave Maker of Finite 
Width 
The information presented in this appendix is provided as an addition to the 
discussion in §6.3.1. Within §6.3.1 the final solution, relating to a wave maker of 
finite width, is given in equation 6.1. Further details concerning the derivation 
of this result are given below. Following Dalrymple (1985), the velocity potential 
may be expressed as 
$ ( z , 2/, z, = $(a;, (E-1) 
Furthermore, introducing the Fourier transform pair 
/
OO 
(E-2) 
OO 
and inversely 
1 
/(z,2/,z) = — y (E-3) 
is helpful in order to obtain a solution for $(x, y, z); ky being the wave number in 
the ^-direction. 
The focus of the present section is to demonstrate the mathematical limitation 
when considering segmented-type wave makers. To illustrate this, it is sufficient 
to evaluate the progressive part of the wave potential. Applying the Fourier trans-
form to the boundary conditions stated in Chapter 2 and solving by separation 
of variables, the solution to the progressive part of the velocity potential in the 
(x, ky, z) domain is obtained as 
>p(z, z) = cosh + z)) (B.4) 
where p denotes progressive and Ap{ky) is an unknown coefficient. Analogous to 
the discussion relating to the wave field coefficient cq in the two dimensional case, 
Ap{ky) may be expressed as 
r°, U(ky, z) cosh k(h + z)dz 
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where the orthogonahty relation has been applied to the set of orthogonal func-
tions. The final solution of the progressive velocity potential in the time domain 
is obtained by applying the inverse Fourier transform to equation (E-4) 
$p(z,2/, z , c o s h + z)) (E-6) 
J-oo 
Assuming a finite-length snake-type wave maker, the velocity imposed along 
the y-axis at a; = 0 is given by 
for \y\ < b 
(EXO 
0 for |y| > b 
which is continuous in the interval |y| < b. Transforming this representation into 
the ky domain gives 
= (B^8) 
^Qy 
Substituting equation (E-8) into (E-5) and the result into equation (E-6) yields 
y, z, t) = cosh {k{h + z)) e-- T ^ ""i*" I 
V-oo O^j/ — Ky 
(E-9) 
where i? is a coefficient that solely depends on the geometry of the wave board. 
Observing this equation it is important to note that for each spatial location 
{x,y) the infinite integral needs to be evaluated; this clearly being impractical. 
Dalrymple (1985) showed that, based on reformulating the integral and applying 
the convolution theorem, the velocity potential may be rewritten as 
^p(x,y,z,t) —cosh k{h + f k\/x^'+~(y^^^ 
^ J-b J 
(E-10) 
where is the Hankel function of the first kind. Based on this expression of 
the velocity potential, the surface elevation in the wave basin may be computed. 
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Appendix F - Comparison of Force-control The-
ory and An Empirical Calibration Approach 
The theoretical force transfer function derived in the present thesis, cy(w, a), re-
lates the input demand signal to the amplitude of the progressive wave and is 
expressed in the physical dimensions of [m/Nm] if a flap-type machine is con-
sidered. In contrast, the empirical transfer function given by Masterton & Swan 
(2008) (hereafter referred to as MS) is used to compute the required demand signal 
based on a given wave amplitude. As a result, this empirical transfer function is 
proportional to the inverse of cy(w, a). A factor of proportionality must be intro-
duced since the empirical transfer function incorporates a gain factor that relates 
the required demand signal (in [Nm]) to an output voltage (in [V]) used to control 
the machine. 
For the wave making facility described in MS, the maximum output control 
voltage is Knax = 5V which is scaled to a maximum output torque of T^ax = 
133Nm. The factor of proportionality between the empirical and the theoreti-
cal transfer function is hence expressed as the ratio of these two values; Cmax = 
Vmax/'^max = 5V/133Nm. The maximum output torque is determined as the 
torque required to generate the biggest wave in the tank. For requests exceeding 
this demand, the output voltage is clipped and limited at Vmax = 5V. 
The theoretical transfer function expressed in the same units as the empirical 
calibration data is given by Cj = Cmax/cf- Figure F-1 shows both the empirical 
calibration curve from MS and the theoretical transfer function, Cy. The overall 
agreement between the curves is satisfactory. However, especially at the lowest 
and the highest frequencies, some distinctive departures arise that need to be 
examined in detail. 
Frequency Domain Analysis 
The calibration curves evaluated by MS are based on the generation of a focused 
wave event and the application of the FFT technique to the time domain data. In 
this context, the origins of the large departures at low frequencies as well as the 
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100 
f[HzJ 
Figure F-1: Frequency dependent gain for a 3D wave basin and a = 0 — Em-
pirical transfer function after Masterton & Swan (2008), Theoretical force 
transfer function Cy(w, 0) 
ripples in the intermediate frequency range are best understood by considering the 
Fourier transforms shown figure F-2. The curves are based on the application of the 
F F T technique to a time domain record representing a focused wave event occuring 
at t = 32s; the latter based upon a tophat spectrum with fmin = 32/64ffz , 
/moj: = 128/64ffz and A / - l / 6 4 f f z . 
Two cases are considered: (i) the data in the time domain represents the 
spectrum between 0 < t < 64s and (ii) a rectangular window of width ±5s and 
centred at t = 32s, has been applied to the data trace and all data outside this 
window (0 < t < 27s and 37s < t < 64s) has been set to zero; case (ii) being 
equivalent to the data processing described by MS. Considering case (ii) (A(lOs) 
within figure F-2), some important deviations that directly affect the calibration 
results are identified. 
1. The frequency domain content in the region O.QHz < / < 1.9Hz is not as 
smooth as expected; the ripples being most pronounced towards either end 
of this region. 
2. The frequency domain content for 0.5Hz < f % Q.QHz and l.'^Hz < / < 
2.0Hz is too small. As a result, the values estimated by the calibration 
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Figure F-2: Effect of a finite window length on the F F T results, tophat spectrum; 
Ideal spectral content A(64g), Windowed spectral content A(lOs) 
procedure will be too large in those regions (the calibration attempts to 
correct for the FFT related errors). 
3. The frequency domain content for / < 0.5Hz and / > 2.0Hz is too large; it 
should be zero in theory. 
A tophat spectrum was initially adopted to illustrate these effects. However, to 
directly compare with the results presented in MS, the procedure of windowing 
a focused wave event is applied to a time domain record based on a JONSWAP 
spectrum. Figure F-3 (a) shows both the ideal spectrum, J4(64S), and the win-
dowed frequency content, A(10s). The ratio of A(64s)/A(10s) provided in figure 
F-3 (b) further emphasises the differences between the two cases. This latter rep-
resentation may explain the distinctive singularity apparent in the low frequency 
region ( / ~ 0.55Hz) of the calibration data shown previously (figure F-1). As a 
result, the data in this region must be excluded from the discussion. Furthermore, 
some of the ripples observed in figure F-1 may have been introduced by the data 
post processing. The maximum errors in this intermediate frequency range are in 
the order of 5%. 
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a 0.4 
Figure F-3: Effect of a finite window length on the FFT results, JONSWAP 
spectrum; (a) Ideal spectral content ^(64s), Windowed spectral content 
A(lOs); (b) A(64a)/v4(10g) 
Nonlinear wave effects 
Considering figure F-1 once more, the large deviations for the highest frequencies 
cannot be explained with the data post processing. In seeking an explanation for 
the the large departures, the second-order spectrum for the focused wave event 
described by MS is computed; figure F-4 (a) shows both the first-order spectrum, 
and the ideal second-order spectrum, -t- In computing the second-
order spectrum, all spurious wave modes have been neglected. The ratio of first-
order computation and second-order computation is given in sub-plot (b) of figure 
F-4. 
In observing this latter ratio, two interesting effects are identified. First, ne-
glecting the second-order contributions at low frequencies (sub-harmonics) results 
in an additional singularity in the calibration. In combination with the singularity 
due to the application of the rectangular window, this is likely to account for the 
deviations between the theoretical results and the calibration data presented by 
MS. Moreover, a considerable departure between first- and second-order compu-
tation is observed at the highest frequencies; the amplitude content in the second-
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Figure F-4: JONSWAP spectrum (a) First-order computation, 
Second-order computation, (b) ratio 4-
order computation being larger than predicted by linear theory for / > lA5Hz. 
Again, this is likely to account for some of the departures apparent in figure F-1. 
It must be noted that the calibration data presented by MS is subject to 
some data analysis and interpretation errors related to the FFT technique and 
higher-order wave effects. In particular, the singularity at the lowest frequencies 
is unrealistic. The discussion illustrated some of the drawbacks related to an 
empirical calibration approach. In applying such a technique, some significant 
errors may arise if the physics of the process are not fully incorporated. This 
becomes even more pronounced for the generation of oblique waves where the 
spurious modes due to a finite wave maker segment width must be considered 
(Chapter 6, figures 6.6 and 6.7). 
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Appendix G - The Experimental Environment 
The thesis relies on a large amount of experimental data and this Appendix is 
included to provide an overview of both the experimental facility and the instru-
mentation employed. Even though some of this information has already been 
given in the main text, it is regarded as beneficial to the reader to present a more 
detailed coverage herein. 
Wave Flumes and Wave Basin 
Double Ended Wave F lume 
Figure G-1 illustrates the wave flume used for the experimental study presented 
in Chapter 4. The flume is 27m long, 0.3m wide and the nominal water depth 
is h = 0.7m. Identical bottom hinged flap-type wave makers are installed at 
either end and the facility is referred to as the Double Ended Flume herein. The 
wave board is approximately 0.28m wide and the side-wall gap is approximately 
10mm. The gusset ensures that water is also displaced along the side-wall gaps 
to avoid discontinuities in the wave generation. Moreover, additional geometric 
design features (not further discussed) compensate for the fact that, on average, 
the fluid adjacent to the gusset is displaced with only half the velocity of the wave 
board. Both wave makers are capable of generating and absorbing simultaneously; 
their absorption performance being discussed in §4.14. 
Flap wave maker Flap wave maker 
2 
width = 0.3m ^ 'i.lm 
27m 
Figure G-1: Double Elided Wave Flume definition sketch 
233 
Appendix G 
Coasta l Wave F lume 
Figure G-2 illustrates the shallow water wave flume used for the experimental 
study presented in Chapter 5. The flume is 23m long, 0.6m wide and, for the 
purpose of the present study, the water depth was kept constant at h = 0.6m. 
Owing to its shallow water application, this facility is referred to as the Coastal 
Flume. The actual geometry of the piston is more complex than illustrated in 
figure G-2; a photograph being provided in figure 5.16. A more detailed discussion 
of the geometry and the various gaps around the wave board is presented in §5.8.2. 
A linearly sloping beach is installed on the flume's far side. In observing 
the surface profiles and energy content within the Coastal Flume (Chapter 5), 
it is important to note that this beach is not a perfect absorber; the frequency 
dependent reflection coefficient being given in figure G-3. Herein, the reflection 
coefficient 7 is defined as the ratio of reflected wave amplitude over incident wave 
amplitude. In obtaining this coefficient, the technique presented by Lin k. Huang 
(2004) was applied to the data recorded at eight spatial locations equally spaced 
at Az = 200mm. The first gauge was located at x = 2.15m and an initial wave 
generation period of 64s allowed for the build up of reflections from the far side 
beach. The data in figure G-3 is presented for two values of wave steepness; 
Hk/2 — 0.05 and Hk/2 = 0.15. Overall, the reflection coeflicient is below 5% for 
the wave frequencies of interest. It is only for very low frequencies, or very long 
wave components, that the coefficient exceeds 5%. 
Piston wave maker 
1*4*1 _ 
23m 
Figure G-2: Coastal Wave Flume definition sketch 
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Figure G-3: Beach reflection coefficient, 7, of Coastal Wave Flume; Experimental 
data relating to: Hk/2 = 0.05 and • • • • Hk/2 = 0.15. 
Direct ional Wave Basin 
Figure G-4 illustrates the cross section of the directional wave basin used for the 
experimental study presented in Chapter 6. The basin is 10m long, 20m wide 
and the nominal water depth is h = 1.5m. Due to ongoing work, this nominal 
water depth was reduced to h = 1.25m at the time of conducting the experiments 
presented within this thesis. The wave makers are located along the wide side of 
the basin (20m), enabling the generation of highly directional waves. A total of 
56 paddles are installed, each approximately 0.36m wide. The paddle segments 
are operated independently, each combining a motor, a power amplifier and a 
controller; the latter incorporating the absorption filter. However, even though 
the demand signal to each segment may vary, the control program (absorption 
filter, signal summation, loop gain) is identical across all wave paddles. 
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Flap wave maker 
10m 
Figure G-4: Cross sectional area of directional wave basin 
Wave Gauge Instrumentation 
Wave P r o b e s 
In the initial stages of the work, conductive rod gauges with a diameter of 1.5mm 
to 3.0mm were used. It was observed that the larger diameter rods {3.0mm) have 
a significant impact on the measured surface elevation: both wave scattering and 
meniscus reversal effects becoming problematic. Using rods of smaller diameter 
reduces the impact of both effects considerably. However, particularly in steep 
waves, rods of diameter 1.5mm are not sufficiently stiff and oscillate due to the 
applied fluid loads. To overcome this problem, tensioned wire gauges were used. 
With a diameter of 0.5mm, wave scattering and meniscus reversal are believed to 
be negligible. To give an indication of the surface elevation measurement accuracy, 
some typical performance data is discussed below. 
Noise 
The wave gauge instrumentation hardware has been designed and commissioned 
by the author of the present thesis and is now a commercial product; full design 
details being given by Spinneken (2006). In the context of the present work it 
is important to mention that an extremely low level of noise is achieved. The 
key advantage of the wave gauge hardware described by Spinneken (2006) is the 
immediate analogue to digital conversion. The leads to the wave probes are kept 
short (< 2m) and the signal is transferred digitally (16-bit) to the PC unit where a 
software interface governs both the calibration and the data capturing. Using short 
leads has a further advantage in that such an approach eliminates (or reduces) the 
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Figure G-5: Wave gauge noise characteristic. Note: All sub-plots relate to the 
same recording, but the scales on both axes vary considerably. Refer to the main 
text for further details. 
spurious lead wire resistance which may otherwise introduce linearity errors. 
An example of the low-noise characteristic is provided in figure G-5. Note 
that the four sub-plots relate to a single set of recordings, but the scales on both 
axes vary considerably. Within figure G-5, sub-plots (a) and (b) illustrate data 
recorded at four closely spaced locations whereas a single trace is shown in sub-
plots (c) and (d). The surface elevation is sampled at / = 128Hz with individual 
data points being shown in sub-plot (d). 
In obtaining the data illustrated in figure G-5, the wave probes were calibrated 
in the range ±100mm. The noise observed at still water level (figure G-5 c) is in 
the order of giving a signal to noise ratio of approximately 3333 or 70dB. 
For traditional systems with long leads and analogue hardware this ratio would 
have been approximately ten times lower. 
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Calibration value [ - ] 
0.45 
Figure G-6: Typical conductive wave probe calibration curve. Note: The cali-
bration range is ±100mm and the maximum departure from the linear best fit is 
0.46mm, * Calibration points; Linear best fit. 
Cal ibra t ion and Lineari ty 
A linear dependence between the immersed length of the wave probe and the out-
put signal is assumed throughout. In calibrating the wave probes, the gauges are 
displaced to known locations (typically five locations) and the output signal is 
recorded for a certain time interval (typically 30s). The average values of the out-
put signal at each location are used to obtain a linear best fit; a typical calibration 
curve being shown in figure G-6. Within this figure the calibration range adopted 
is d: 100mm and the maximum departure from the linear fit is 0.46mm. Further 
investigation of wave gauge calibration data has shown that maximum departures 
from the linear best fit line are commonly in the order of 0.5mm. 
The calibration procedure outlined above is often referred to as a static cali-
bration. In contrast, if water waves are incident, a dynamic situation arises and 
meniscus reversal may cause spurious readings. However, in the case of conduc-
tive wave probes, it is the bulk of water between the two rods that determines the 
conductivity of the arrangement (Spinneken 2006). This is in marked contrast to 
capacitive wave probes where the local change in water surface elevation becomes 
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Figure G-7: Repeatability of surface elevation measurement. The two time traces 
were obtained using an identical wave probe calibration and are recorded 6 hours 
apart. 
important. 
Repeatab i l i ty and Stabil i ty 
The two data traces shown in figure G-7 were obtained using a single conduc-
tive wave probe placed in the Coastal Wave Flume and calibrated in the range 
ilOOmm. An identical wave case was run twice, the time interval between the 
two experimental runs being six hours. The largest deviation between the two 
recorded surface elevations is approximately 0.3mm. To achieve such a level of 
agreement both the wave gauging system and the wave making system must show 
excellent stability. Several tests of this kind were performed in all three facilities 
and the agreement between the recorded data was always found to be excellent. 
However, to maintain such a high level of certainty it is recommended to cahbrate 
the wave probes once daily at the very least. 
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Sensors in the Wave Making System 
The wave making system employs a number of transducers, most importantly: (i) 
a force transducer and (ii) a motor shaft encoder. Both transducers are calibration 
free precision devices. The signals are read continuously and the control program 
(absorption filter, signal summation, loop gain) is executed at 20A8Hz. The wave 
maker receives an updated demand signal at 32Hz which is considered sufficiently 
fast given that the highest signal frequency is in the order of 2Hz. Apart from the 
absorption filter, no further filtering is applied within the closed-loop. However, to 
avoid potential glitches in the output signal, the run-time software demand signal 
is low pass filtered at AHz. 
All signal frequencies are periodic in a known interval referred to as the repeat 
time. At present, the repeat time must be a power of two; the shortest repeat time 
being = 16s. Unless stated otherwise, a repeat time of = 64s was chosen 
throughout the experimental investigation. A detailed description of the wave 
synthesis procedure is presented in Rogers & King (1997). At the time of writing, 
the wave synthesis software is in the process of being revised. The outcome of this 
work will be published in Rogers et al. (2010). 
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