

































































Ces travaux ont été réalisés dans le cadre du Réseau National de recherche et d’innovation en Technologies
Logicielles Lumière, supporté par le ministère de la Recherche et de l’Industrie dans lequel ont collaboré les lab-
oratoires IRIT/VORTEX, EADS/CCR et les entreprises Renault, EADS et la société de services OKTAL. Les
modèles en 3D sont fournis par la base de données de maillages de Stanford, Fabrice HEILLOUIS (DMI cars) et
le Centre Technique de Simulation de Renault.
Je tiens aussi à remercier :
– Mon responsable de thèse pour m’avoir permis de faire une thèse.
– Mes relecteurs pour avoir relu cette thèse.
Tout en n’oubliant pas :
– Wilson, mon cactus qui m’a épaulé de sa remarquable présence durant ces longues années de solitude
– Grock le caverneux, 3ème du nom, connu pour être l’inventeur de la fermentation et sa fille, mademoiselle
CH3−CH2(OH), qui m’ont fourni une foultitudes d’idées toujours miteuses
– La communauté Blender, OpenSceneGraph et Ogre3D
– Les webradios, les kit d’ampli du comptoir du Languedoc et les haut-parleurs SiliconGraphics
– Le mainteneur du site http://www.irit.fr/Lumiere
– Les pauvres étudiants que j’ai martyrisés durant mon monitorat
– Les nombreux stagiaires que j’ai abreuvés de conseils aussi infondés qu’inutiles
– J&S et ses Flobopuyo, Pedro et ses moteurs de tondeuse à gazon montés sur 4 roues, McBoulaiya, Clairounette,
Bichette, l’éléphant bleu en 205, Mr & Miss Spoon, le 21 d’atout et tous les autres.
– Mes parents pour m’avoir supporté.
– Et mon meilleur ennemi, moi-même.
i






Partie I Approches temps réel 3
Chapitre 1 Eclairage global en temps réel 5
1.1 Pourquoi un éclairage global ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Comment obtenir un éclairage global ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Radiométrie et synthèse d’image . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Equation du rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Résolution de l’équation du rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Rastérisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.2 Test de la visibilité par tampon de profondeur . . . . . . . . . . . . . . . . . . . . . 11
1.3.3 Comment simuler l’éclairage global ? . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Lancer de rayons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Résolution récursive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.2 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.3 Méthodes d’accélérations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Radiosité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.1 Simplification de l’équation du rendu . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.2 Résolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.6 Tracé de chemins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6.1 Estimation stochastique de l’intégrale . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6.2 Méthodes d’échantillonnage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.6.3 Implantations matérielles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.6.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.7 Lancer de photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.7.1 Carte de photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.7.2 Estimation de densité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.7.3 Application au calcul de l’éclairage . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.7.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
v
Table des matières
Chapitre 2 Génération et exploitation d’une structure de stockage de l’éclairage 29
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Structure de stockage d’éclairage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.1 Apport d’une structure de stockage dans un rendu d’éclairage global . . . . . . . . . 29
2.2.2 Positionnement de la structure de stockage dans le processus de rendu . . . . . . . . 29
2.2.3 Topologie de la structure de stockage d’éclairage . . . . . . . . . . . . . . . . . . . 30
2.2.4 Espace d’échantillonnage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.5 Comment stocker l’éclairement ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.6 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Méthodes de compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.1 Stockage par partitionnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2 Stockage par projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.3 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Caches de luminance incidente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.1 Cartes de luminance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.2 Volumes de luminance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Évaluation de l’éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.1 Cartes de luminance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.2 Volume de luminance : estimation de densité . . . . . . . . . . . . . . . . . . . . . . 38
2.5.3 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Structures de stockage d’éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6.1 Carte d’éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6.2 Volume d’éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.7 Structure de stockage de radiosité et de transfert de luminance . . . . . . . . . . . . . . . . 41
2.7.1 Structure de stockage de transfert de luminance . . . . . . . . . . . . . . . . . . . . 41
2.7.2 Carte de radiosité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Chapitre 3 Eclairage global par octree de lumière : reconstruction rapide et navigation en temps
réel 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Architecture générale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Présentation du pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.2 Compression de la carte de photons . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.3 Rendu de la carte de photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Implantation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.1 Création et partitionnement de la carte de photons . . . . . . . . . . . . . . . . . . . 49
3.3.2 Stockage de la carte de photons sur la carte graphique . . . . . . . . . . . . . . . . . 50
3.3.3 Rendu de l’éclairage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.1 Aspect visuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Temps de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.1 Qualité de rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.2 Crénelage lié à l’octree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.3 Nombre de lumières virtuelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
vi
3.6 Conclusion et perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Chapitre 4 Réflexions spéculaires rastérisées : introduction 61
4.1 Domaines d’application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Calcul d’une image par réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Structure de stockage de l’environnement . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Qualité d’une réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.1 Types de réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.2 Réflecteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.3 Environnement réfléchi et désoccultations . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Performances d’un rendu de réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.1 Coût de génération . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.2 Coût d’exploitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Deux grandes classes de méthodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Chapitre 5 Rendu de réflexion sans carte d’environnement 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Méthodes de résolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.1 Résolution analytique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.2 Résolution numérique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 Mise en oeuvre dans des méthodes existantes . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.1 Pipeline général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.2 Génération de l’espace de recherche . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.3 Recherche des positions des projections sur la surface du réflecteur . . . . . . . . . . 69
5.3.4 Rendu de la réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4 Proposition : extension de la résolution numérique à des réflecteurs concaves . . . . . . . . 72
5.4.1 Recherche multimode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.2 Résolution multimode par quasi-réduction pyramidale . . . . . . . . . . . . . . . . 73
5.4.3 Application à la recherche d’image virtuelle par réflexion . . . . . . . . . . . . . . . 74
5.5 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Chapitre 6 Génération d’une carte d’environnement 79
6.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.1.1 Pipeline général . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.1.2 Motivations pour l’utilisation d’une carte d’environnement . . . . . . . . . . . . . . 79
6.1.3 Plan du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2 Volume d’environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3 Carte d’environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.3.1 Caractéristiques d’un modèle de projection . . . . . . . . . . . . . . . . . . . . . . . 81
6.3.2 Modèles de projection en synthèse d’image . . . . . . . . . . . . . . . . . . . . . . 82
6.3.3 Proposition : modèle de projection pour réflecteur quasi-planaire . . . . . . . . . . . 85
6.3.4 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4 Carte 2.5D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.4.1 Carte associée à chaque objet réfléchi . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.4.2 Carte associée à une sous-région de l’espace . . . . . . . . . . . . . . . . . . . . . . 89
vii
Table des matières
6.4.3 Proposition : tampon de géométrie projetée . . . . . . . . . . . . . . . . . . . . . . 90
6.4.4 Génération du tampon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.4.5 Application : ombres franches au pixel près . . . . . . . . . . . . . . . . . . . . . . 93
6.4.6 Application : traitement des désoccultations pour des réflexions . . . . . . . . . . . 96
6.4.7 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Chapitre 7 Rendu de réflexion avec une carte d’environnement 99
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2 Réflexion en champ infini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.2.1 Calcul de l’intersection par lancer de rayon et interrogation d’une carte d’environnement100
7.2.2 Simplification en rastérisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3 Réflexion en champ proche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.1 Nécessité d’une correction parallaxiale . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.2 Correction parallaxiale avec volume englobant . . . . . . . . . . . . . . . . . . . . . 102
7.3.3 Correction parallaxiale avec une carte de distance . . . . . . . . . . . . . . . . . . . 102
7.3.4 Méthode de la fausse position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.4 Correction par marche de rayon stratifiée . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.4.1 Marche de rayon exhaustive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.4.2 Accélération de la marche : marche stratifiée . . . . . . . . . . . . . . . . . . . . . . 111
7.4.3 Application du modèle de projection quasi-planaire à la marche stratifiée . . . . . . . 113
7.5 Correction par recherche hiérarchique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.5.1 Construction de la structure hiérarchique . . . . . . . . . . . . . . . . . . . . . . . . 114
7.5.2 Descente directe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.5.3 Exploration hiérarchique itérative . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.6 Comparatif sur une scène complexe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.6.1 Réflecteur large . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.6.2 Réflecteur de taille moyenne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.6.3 Comparatif des fonctionnalités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.7 Conclusion générale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.7.1 Méthodes sans carte : séduisantes, de prime abord . . . . . . . . . . . . . . . . . . . 120
7.7.2 Méthodes avec carte : une carte peu représentative de l’environnement . . . . . . . . 120
7.7.3 L’implacable retour au lancer de rayon ? . . . . . . . . . . . . . . . . . . . . . . . . 120
Partie II Rendu distribué 123
Chapitre 1 Rendu distribué sur grand écran 125
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
1.1.1 Architecture générale d’un système distribué . . . . . . . . . . . . . . . . . . . . . . 125
1.1.2 Parallélisme et synthèse d’image . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
1.1.3 Évolution des implantations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
1.1.4 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
1.2 Traitement de la visibilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
1.2.1 Algorithmes conservatifs et destructifs . . . . . . . . . . . . . . . . . . . . . . . . . 129
1.2.2 Tests de frustum, élimination des faces cachées . . . . . . . . . . . . . . . . . . . . 130
1.2.3 Test d’occultation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
viii
1.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
1.3 Équilibrage de charge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
1.3.1 Causes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
1.3.2 Implantation de l’équilibrage de charge . . . . . . . . . . . . . . . . . . . . . . . . 131
1.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
1.4 Distribution de la rastérisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
1.4.1 Distribution par fragments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
1.4.2 Distribution par primitives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
1.4.3 Distribution par objets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
1.4.4 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
1.5 Synchronisation des données . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
1.5.1 Nécessité d’une synchronisation des données . . . . . . . . . . . . . . . . . . . . . 140
1.5.2 Caractéristiques de la synchronisation . . . . . . . . . . . . . . . . . . . . . . . . . 140
1.5.3 Méthodes de synchronisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
1.5.4 Récapitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
1.6 Synchronisation de l’affichage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
Chapitre 2 HiD2RA 147
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
2.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
2.2.1 Frontal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
2.2.2 Serveur de rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
2.3 Implantation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
2.3.1 Frontal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
2.3.2 Serveur de rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
2.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
2.4.1 Comparaisons architecturales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
2.4.2 Tests de performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
2.4.3 Tests d’évolutivité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160






1.1 Scène sans et avec éclairage global ; Rendu avec octree de lumière . . . . . . . . . . . . . . . . . 5
1.2 Luminance et éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Conservation de l’énergie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Formulation directionnelle et surfacique de l’équation du rendu . . . . . . . . . . . . . . . . . . . 8
1.5 Calcul de l’éclairement par intégration de l’hémisphère . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Scène de test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.7 Pipeline de rastérisation simplifié . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.8 Scène de test rendue par rastérisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.9 Principe du lancer de rayon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.10 Scène de test rendue par lancer de rayon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.11 Lancer de rayon par multiplexage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.12 Réduction GPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.13 Réflecteur avec une courbure complexe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.14 Discrétisation d’une fonction continue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.15 Calcul du facteur de forme : approximation de Nusselt et hémicube . . . . . . . . . . . . . . . . . 20
1.16 Scène de test rendue par radiosité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.17 Scène de test rendue par tracé de chemins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.18 Estimation de densité : k plus proches voisins et écrasement . . . . . . . . . . . . . . . . . . . . 26
1.19 Visualisation directe de la carte de photons et convolution avec le matériau [KGPB05a] . . . . . . . 27
1.20 Scène de test rendue par lancé de photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1 Processus de rendu de l’éclairage global avec structure de stockage d’éclairage . . . . . . . . . . 30
2.2 Méthodes de classifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Compression de l’éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Harmoniques sphériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.5 Ondelette de Morlet et Schéma de compression par ondelettes discrètes . . . . . . . . . . . . . . 36
2.6 Reflective shadow map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.7 Carte sphérique de luminance et d’éclairement . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.8 Méthodes d’écrasements de photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.9 Volume d’éclairement [GSHG98] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.10 Transfert de luminance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.11 Évaluation du transfert de luminance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1 Ferrari F355 spider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Pipeline de rendu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Simplification d’un octree de couleur et de lumière . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Partitionnement de l’octree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Habillage de surface par atlas de texture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Rendu de l’octree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.7 Codage de l’indirection de l’éclairement et des lumières virtuelles directionnelles . . . . . . . . . 52
3.8 Génération et exploitation d’une carte de radiosité sous forme d’atlas . . . . . . . . . . . . . . . . 53
3.9 Rendu vers un atlas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.10 Scènes avant et après le rendu vers un atlas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.11 Lièvre et dragon sous octree de lumière . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.12 Rendu des caustiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.13 Réflexion avec carte d’environnement cubique et carte d’embossement avec parallaxe . . . . . . 55
3.14 Comparatifs entre un rendu hors ligne et par octree de lumière . . . . . . . . . . . . . . . . . . . 57
3.15 Conséquences du crénelage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
xi
Table des figures
3.16 Ferrari 355 : OpenGL contre octree de lumière . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.17 Renault Mégane : OpenGL contre octree de lumière . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1 Défilement parallaxe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Désoccultations liées à la parallaxe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Deux classes de méthodes de rendu de réflexion en rastérisation . . . . . . . . . . . . . . . . . . 64
5.1 Génération et application d’une carte d’environnement planaire . . . . . . . . . . . . . . . . . . 66
5.2 Vecteur de réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Construction de la réflexion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Espaces mis en jeu lors d’une minimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.5 Pipeline général des méthodes de réflexion sans carte . . . . . . . . . . . . . . . . . . . . . . . . 68
5.6 Construction des polygones réfléchis pour un réflecteur convexe . . . . . . . . . . . . . . . . . . 70
5.7 Problème aux frontières du réflecteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.8 Calcul d’une réflexion par projection et relation binaire multivaluée . . . . . . . . . . . . . . . . 72
5.9 Classification des méthodes de réflexion sans carte . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.10 Recherche multimode par quasi-réduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.11 Construction ambiguë des polygones réfléchis pour un réflecteur concave . . . . . . . . . . . . . 74
5.12 Reconstruction des polygones réfléchis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.13 Application de la la recherche multimode pour calcul de réflection . . . . . . . . . . . . . . . . . 76
5.14 Construction d’une réflexion d’un plan sur une sphère . . . . . . . . . . . . . . . . . . . . . . . . 76
5.15 Construction d’une réflexion d’un cube sur une sphère . . . . . . . . . . . . . . . . . . . . . . . 76
5.16 Construction de l’image virtuelle sur réflecteurs concaves . . . . . . . . . . . . . . . . . . . . . . 78
6.1 Pipeline générique de réflexion par interrogation d’une carte . . . . . . . . . . . . . . . . . . . . 79
6.2 Reflet sur un pare brise par octree GPU [MGK05] . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3 Carte d’environnement cylindrique, sphérique et cubique . . . . . . . . . . . . . . . . . . . . . . 81
6.4 Projection cylindrique et azimutale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.5 Projection dodécaédrique et isocaédrique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.6 Réflexion quasi-planaire : faible résolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.7 Problèmes d’échantillonnage d’une carte cubique (f355) . . . . . . . . . . . . . . . . . . . . . . 86
6.8 Interrogation d’une carte d’environnement quasi-planaire . . . . . . . . . . . . . . . . . . . . . . 87
6.9 Application de la carte planaire comme carte d’environnement . . . . . . . . . . . . . . . . . . . 88
6.10 Carte de géométrie et imposteurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.11 Tampon de lumière et tampon de géométrie projetée . . . . . . . . . . . . . . . . . . . . . . . . 90
6.12 Deux formes de tampon de géométrie projetée . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.13 Génération d’un tampon de géométrie projetée . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.14 Calcul d’ombre avec lancer de rayon : requête par volume et tampon de lumière . . . . . . . . . . 93
6.15 Application du tampon de géométrie pour calcul d’ombres . . . . . . . . . . . . . . . . . . . . . 94
6.16 Ombres franches au pixel près . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.17 Ombres franches au pixel près . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.18 Application du tampon de géométrie pour calcul des réflexions . . . . . . . . . . . . . . . . . . . 96
6.19 Gestion des désoccultations avec cartes de géométrie projetée . . . . . . . . . . . . . . . . . . . . 97
6.20 Gestion des désoccultations avec cartes de géométrie projetée : cas limites . . . . . . . . . . . . . 98
7.1 Calcul d’une réflexion par interrogation de cache et fonction . . . . . . . . . . . . . . . . . . . . 99
7.2 Classification des méthodes de réflexion avec carte . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.3 Calcul d’une réflexion par lancer de rayon et carte d’environnement . . . . . . . . . . . . . . . . 100
7.4 Réflexion sur une sphère . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.5 Réflexion d’un sous-ensemble de l’intérieur d’une f355 . . . . . . . . . . . . . . . . . . . . . . . 101
7.6 Rendu de réflexion sans correction et correction par volume englobant . . . . . . . . . . . . . . . 102
7.7 Erreur de parallaxe : caractérisation et correction . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.8 Méthode de la fausse position : initialisation et itération . . . . . . . . . . . . . . . . . . . . . . . 105
7.9 Méthode de la fausse position : cas défavorables . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.10 Méthode de la fausse position : non convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.11 Méthode de la fausse position : non prise en compte des réflexions proches . . . . . . . . . . . . . 106
7.12 Principe de la marche exhaustive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.13 Echantillonage linéaire contre échantillonnage angulaire . . . . . . . . . . . . . . . . . . . . . . 107
7.14 Comparaison des résultats sur scène de référence balle . . . . . . . . . . . . . . . . . . . . . . . 109
7.15 Comparaison des résultats sur scène de référence f355 . . . . . . . . . . . . . . . . . . . . . . . . 109
xii
7.16 Cohérence des rayons et performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.17 Principe de la marche stratifiée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.18 Problèmes d’échantillonnage d’une carte cubique (f355) . . . . . . . . . . . . . . . . . . . . . . 113
7.19 Application de la marche stratifiée : surface d’eau . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.20 Application de la marche stratifiée : parebrise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.21 Exploration de l’hiérarchie de distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.22 Exploration itérative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.23 Comparaison des résulats sur scène de référence ville1 . . . . . . . . . . . . . . . . . . . . . . . 118
7.24 Comparaison des résultats sur scène de référence ville2 . . . . . . . . . . . . . . . . . . . . . . . 119
1.1 Applications du rendu grand écran distribué . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
1.2 Architecture générale d’un système distribué . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
1.3 Gain et efficacité du parallélisme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
1.4 Distribution des traitements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
1.5 Tests de visibilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
1.6 Équilibrage de charge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
1.7 Distribution par objet, primitives et fragments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
1.8 Distribution hybride par objet et par fragment [SFLS00] . . . . . . . . . . . . . . . . . . . . . . . 134
1.9 Implantations de distributions par objet, primitive et fragment . . . . . . . . . . . . . . . . . . . . 139
1.10 Comparaison des méthodes de synchronisation de données . . . . . . . . . . . . . . . . . . . . . 141
2.1 Plateforme PREVI II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
2.2 Distribution par HiD2RA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
2.3 Architecture générale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
2.4 Exemples de cas d’utilisations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
2.5 Spécification de la distribution de données . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
2.6 Implantation de la distribution des données . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
2.7 Scènes de test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
2.8 Efficacité et résolution de l’affichage en rendu simple . . . . . . . . . . . . . . . . . . . . . . . . 158
2.9 Efficacité et débit réseau en fonction de la résolution de l’affichage en rendu avec carte d’ombre . 159
2.10 Implantation d’un rendu multipasse sur une grappe de rendu . . . . . . . . . . . . . . . . . . . . 159
2.11 Simulation de conduite distribuée par Chromium . . . . . . . . . . . . . . . . . . . . . . . . . . 161
2.12 Simulation de conduite distribuée par OpenSceneGraph . . . . . . . . . . . . . . . . . . . . . . . 162
2.13 Interfaces des serveurs de rendu BE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
2.14 Rendu HiD2RA OpenSceneGraph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
2.15 Rendu haute qualité par un serveur de rendu tiers . . . . . . . . . . . . . . . . . . . . . . . . . . 166




1.1 Comparaison des algorithmes de rendus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1 Exemples de structures de stockage classés par topologie et espace d’échantillonnage . . . . . . . 31
3.1 Temps de précalcul de la compression pour 600k photons . . . . . . . . . . . . . . . . . . . . . 56
3.2 Temps de compression et de récupération KPPV . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 Aspect en fonction du nombre de partitions de LDV . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.1 Comparaison des déficits angulaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.1 Comparaison de la qualité des réflexions et des performances obtenues . . . . . . . . . . . . . . . 110
7.2 Comparaison des méthodes : distance de réflexion, désoccultations et performances . . . . . . . . 120
1.1 Bandes passantes de différents bus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
1.2 Méthodes de distribution des données sur un serveur de rendu ; inspiré par [MCEF94] . . . . . . . 139
2.1 Choix architecturaux de diverses implantations . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
2.2 Temps de chargement de scène de 1 million de polygones . . . . . . . . . . . . . . . . . . . . . . 154
2.3 Efficacité du parallélisme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
2.4 Coût de la distribution et complexité géométrique pour rendu simple . . . . . . . . . . . . . . . . 156
2.5 Classe d’efficacité pour rendu simple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
2.6 Efficacité relative et complexité de la scène pour rendu simple . . . . . . . . . . . . . . . . . . . 157
2.7 Coût de la distribution et complexité géométrique en rendu avec carte d’ombre . . . . . . . . . . 158
2.8 Efficacité relative en rendu avec carte d’ombre . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
2.9 Choix architecturaux de diverses implantations . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
2.10 Comparaison des modèles de conteneurs distribués . . . . . . . . . . . . . . . . . . . . . . . . . 162




1 Rastérisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Lancer de rayon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Radiosité itérative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4 Construction de l’octree sur CPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5 Rendu de l’octree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6 Rendu vers un atlas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
7 Recherche de la position réfléchie par minimisation . . . . . . . . . . . . . . . . . . . . . . . . . 67
8 Boucle itérative générique de correction parallaxiale . . . . . . . . . . . . . . . . . . . . . . . . 103
9 Méthode de la fausse position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
10 Marche exhaustive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
11 Marche stratifiée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
12 Codage de la distribution sous ClusterJuggler . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
13 Codage de la distribution sous OpenSG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163




Les travaux de cette thèse s’inscrivent dans le cadre du projet Réseau National des Technologies Logicielles
(RNTL) Lumière. Ce projet a mis en collaboration l’IRIT et Renault et deux sociétés de services informatiques,
OKTAL et OKTAL SE afin de proposer un système de rendu distribué en haute qualité et haute définition sur un
mur d’écran. L’affichage temps réel d’une maquette numérique permettrait de réduire les coûts de prototypage
lors des phases de conception ou de contrôle qualité. Cette visualisation s’articule autour de deux grands axes de
recherche, la production d’images de synthèse de qualité et leur affichage en haute définition sur un mur d’écran.
Premier axe de recherche : amélioration de la qualité de l’image de synthèse produite en
temps réel
La production d’images de synthèse repose sur la résolution de l’équation du rendu proposée par Kajiya.
Plusieurs approches proposent de résoudre cette équation. D’une part, la rastérisation, basée sur une forte simplifi-
cation de cette équation, permet d’obtenir des rendus en temps réel. Toutefois, cette simplification réduit fortement
la qualité des images produites. D’autre part, des méthodes comme la radiosité, le lancer de rayons, le tracé de
chemins ou le lancer de photons prennent en compte l’éclairage global, mais restent coûteuses sur le plan calcu-
latoire. Leurs implantations sur carte graphique (GPU) continuent à faire l’objet de recherches. Afin d’obtenir un
éclairage réaliste en temps réel, il est donc nécessaire de concevoir des méthodes adaptées à l’architecture spéci-
fique des cartes graphiques. Afin d’améliorer le rendu temps réel en rastérisation, nous proposons un rendu temps
réel de l’éclairage global par un octree de lumière et une amélioration de la précision des réflexions spéculaires en
rastérisation.
Reconstruction de l’éclairage global par octree de lumière
Cette première partie est consacrée à une méthode de reconstruction rapide de l’éclairage global sur GPU. La
résolution numérique de l’équation du rendu reste un processus complexe tant au niveau des calculs que de la
consommation mémoire. Une structure de stockage permet d’accélérer ce calcul en permettant la réutilisation ou
l’accès rapide aux informations nécessaires au calcul de l’éclairage. Nous décrivons et comparons différents types
de caches. A l’issue de cette étude, il s’avère nécessaire de considérer des volumes d’éclairage. Or, ces derniers
proposent alors un nombre important d’échantillons qui possèdent un coût mémoire et calculatoire important.
Nous proposons alors l’octree de lumière, une structure de donnée compacte qui minimise les transferts de
données entre le processeur central (CPU) et la carte graphique (GPU). Il s’agit de réduire la taille d’une carte de
photons afin de la stocker dans la mémoire du GPU. De plus, par rapport aux méthodes étudiées dans le chapitre
précédent, cet octree permet d’éviter une étape complexe de paramétrisation surfacique du maillage. En permettant
une reconstruction de l’éclairage rapide sur le GPU, l’octree permet de naviguer dans une scène en temps réel en
améliorant la qualité de rendu.
Réflexions spéculaires en rastérisation
La seconde partie du premier axe de recherche propose des améliorations des méthodes de génération de réflex-
ion existantes dans le cadre de la rastérisation. Les performances du rendu par lancer de rayons pour des scènes
animées restent encore limitées. Dans le cadre de la rastérisation, de nombreuses simplifications ont été proposées
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afin d’obtenir une réflexion en temps réel. Les méthodes existantes de calcul de réflexions en rastérisation amènent
néanmoins de fortes contraintes sur le réflecteur ou l’environnement réfléchi.
Nous décrivons les méthodes de rendu de réflexion sans carte. L’image réfléchie est construite directement à la
surface du réflecteur, en calculant la projection des sommets réfléchis sur cette surface. Le calcul de cette projec-
tion revient à résoudre un problème d’optimisation. Or les méthodes existantes sont limitées à des réflecteurs aux
surfaces planes ou convexes. Nous étendons alors cette classe de méthodes à des réflecteurs concaves. Cependant,
de nouveaux problèmes sont apparus et nous ont conduits à examiner les méthodes avec carte.
Afin de construire des réflexions, une structure de stockage de l’environnement doit contenir la liste complète
de triangles composant la scène. Or la complexité d’un tel cache rend difficile sa génération et son exploitation
sur carte graphique et continue à faire l’objet de recherche. Exploiter une carte d’environnement permet de lever
les limitations liées à la topologie des réflecteurs, mais entraîne des contraintes liées à l’environnement réfléchi.
En effet, les cartes existantes n’offrent qu’un échantillonnage très limité de l’environnement et ne permettent
pas de construire une réflexion de manière précise. Une extension de cette carte, que nous appelons tampon de
géométrie, reconstitue de manière partielle la géométrie de l’environnement réfléchi.
La méthode actuelle d’exploitation des cartes d’environnement limite le calcul de réflexions à un environnement
situé à l’infini. Afin de proposer un calcul en champ proche, il est nécessaire de corriger les erreurs dues au
mouvement apparent lié à la parallaxe causée par la réflexion. Or, les hypothèses posées par les méthodes de cor-
rection existantes limitent leur champ d’application à des types d’environnement particuliers. Deux améliorations
sont alors proposées. La marche stratifiée combine un échantillonnage régulier (strate) avec une méthode d’ac-
célération appliquée de manière locale à cette strate. Cette marche stratifiée s’avère plus robuste que les méthodes
existantes, mais reste limitée à des scènes réfléchies simples. Afin de s’adresser à des scènes plus complexes, il
est nécessaire d’examiner l’environnement réfléchi de manière exhaustive. Nous proposons alors une méthode qui
consiste à organiser la recherche de solution de manière hiérarchique afin de réduire le coût de cette recherche.
Second axe de recherche : étude sur le rendu distribué en temps réel
Dans cette partie, nous exposons les contraintes techniques afin de construire un affichage à très grande résolu-
tion en temps réel. La démarche suivie est d’assembler des écrans pour former une mosaïque d’images, alimentée
par un système de rendu distribué : des ordinateurs et des cartes graphiques reliés en réseau. Le premier chapitre de
cette partie propose une introduction à la notion de répartition (parallélisation) du calcul d’une image de synthèse
par rastérisation. Nous présentons les avantages et les limitations des schémas de parallélisation basés sur la clas-
sification de Molnar : distribution par fragment, par primitive, par objet et hybride. Nous expliquons pourquoi une
distribution par objet s’avère adaptée à une implantation de rendu multipasse sur un mur d’écran. Toutefois, une
distribution par objet nécessite une synchronisation des données. La structure contenant les données, sous forme
de graphe de scène réparti sur le réseau, les modifications doivent être distribuées aux agents du système dis-
tribué. Nous verrons pourquoi les différentes architectures logicielles de synchronisation étudiées se sont révélées
difficiles à adapter à un rendu multipasse.
Nous proposons une architecture logicielle qui assure un certain nombre de fonctionnalités utiles à un rendu
réaliste, au prix d’un effort réduit d’intégration de l’existant. Le deuxième chapitre décrit alors cette architecture,
HiD2RA, une bibliothèque développée pour un rendu distribué sur une grappe de PC. Cette architecture de type
maître-esclave implante une distribution des données par objets. Afin de synchroniser les modifications des don-
nées, nous séparons la couche de rendu de la couche applicative à l’aide d’une couche dédiée à la distribution,
le métagraphe de scène. Nous comparons nos résultats avec des solutions de distribution par objet (ClusterJug-
gler, OpenSG) et des solutions hybrides objet/primitive (Chromium). Nous mesurons les performances respectives
de ces solutions dans le contexte d’un rendu multipasse. Nous évaluons ensuite la facilité de développement et






Eclairage global en temps réel
FIG. 1.1: Scène sans et avec éclairage global ; Rendu avec octree de lumière
Réduire les temps de production d’une image de synthèse tout en assurant un certain degré de réalisme in-
téresse de nombreux domaines (figure 1.1). D’un côté, des algorithmes relativement anciens comme la rastérisation
[Bre65] ou le lancer de rayons [Whi79] profitent de l’évolution des performances du matériel. D’un autre côté, de
nombreux algorithmes proposent des images photoréalistes avec des temps de calcul plus importants. Dans cet état
de l’art, nous évoquons les contraintes mises en jeu par les grandes classes d’algorithmes pour simuler des effets
de l’éclairage global et leur incidence sur les temps de calcul.
1.1 Pourquoi un éclairage global ?
Prendre en compte l’éclairage global d’une scène permet d’améliorer son aspect visuel [TL04]. Simuler des
effets d’éclairage global permet en effet d’obtenir une scène avec des ombres, des réflexions, des réfractions et
plus généralement un éclairage indirect. Ainsi, des ombres permettent de mieux appréhender la disposition spa-
tiale des différents éléments d’une scène. Une étendue d’eau ou un parebrise de voiture sans réflexion ni effets de
transparence ne semblent pas plausibles.
Nous définissons ensuite les notions d’éclairage basse fréquence et d’éclairage haute fréquence. Un éclairage
basse fréquence correspond à des variations faibles de l’éclairage sur une surface donnée alors qu’un éclairage
haute fréquence correspond à des variations plus élevées [WH92]. Un éclairage basse fréquence est associé à des
phénomènes diffus induits par des matériaux lambertiens (matériaux mats), un éclairage indirect ou une source
étendue d’éclairage. Un éclairage haute fréquence est associé à des phénomènes spéculaires (reflets dans un miroir
ou matériaux brillants), des caustiques (concentration de lumière liée à une réflexion ou une réfraction) ou des
ombrages (l’éclairage varie brusquement à la frontière d’une ombre issue d’une source ponctuelle).
Nous allons voir comment ces effets sont pris en compte par les différents algorithmes que nous allons aborder
dans ce chapitre.
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1.2 Comment obtenir un éclairage global ?
Avant d’envisager le calcul de l’éclairage global, nous définissons les quantités radiométriques mises en jeu :
luminance et éclairement.
1.2.1 Radiométrie et synthèse d’image
Energie et flux
L’énergie est une grandeur mesurée en joules [J] qui permet de quantifier les interactions entre des phénomènes
issus de contextes très différents comme la mécanique, la thermodynamique, l’électromagnétisme, la mécanique
quantique ou la chimie.
Dans le contexte de la synthèse d’image, nous nous intéressons à la lumière sous la forme d’une onde ou d’un
flux de particules, en l’occurrence des photons. L’énergie lumineuse en joules peut alors être associée à l’ampli-
tude de la variation du champ électromagnétique ou aux quanta d’énergie de chaque photon. La notion d’énergie
lumineuse reste toutefois insuffisante lorsqu’il est nécessaire de circonscrire un phénomène d’éclairage dans le
temps et l’espace. Il est alors nécessaire d’introduire des variables dépendant des dimensions spatio-temporelles.
La puissance désigne la capacité à fournir une quantité d’énergie en un temps donné en [J.s−1] ou en watts [W ].
Pour une ampoule, la puissance est définie comme le flux d’une source lumineuse1. De manière plus formelle, la
puissance est la quantité d’énergie émise par un corps par unité de temps dans toutes les directions ou reçue par un
corps par unité de temps et provenant de toutes les directions.
Une ampoule n’est pas une source lumineuse isotrope : la quantité d’énergie émise dépend de sa taille et de
son orientation vis-à-vis de l’observateur. Il faut donc mettre en jeu des dimensions spatiales afin de compléter un
modèle d’éclairage.
Intensité et luminance
Lorsqu’une source n’émet pas la même puissance dans toutes les directions, elle est dite anisotrope. L’intensité
correspond à une puissance émise par une source ponctuelle ou reçue par une surface ponctuelle par unité d’angle
solide (stéradian) [W.Sr−1] (figure 1.2).
Toutefois, les sources ne sont jamais purement ponctuelles, il est donc nécessaire d’introduire une notion d’aire.
La luminance2 (radiance) est la puissance émise (dW ) par unité d’angle solide (dω) et par unité de surface appar-




















FIG. 1.2: Luminance et éclairement
1Cette puissance s’exprime en lumens [lm]. La consommation électrique [W.h−1], corrélée à cette puissance lumineuse permet de comparer,
de manière plus aisée, deux ampoules de même type.
2En anglais, la luminance correspond à un terme photométrique utilisé en photographie alors que la radiance est un terme radiométrique.
La luminance correspond à la radiance modulée par des critères perceptuels lié au capteur optique imparfait qu’est un oeil humain.
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FIG. 1.3: Conservation de l’énergie
L’éclairement (irradiance) [W.m−2] correspond à la puissance reçue par unité de surface en provenance de toutes
les directions d’un demi-espace, en d’autres termes, c’est l’intégrale sur l’hémisphère de toutes les luminances in-






L’émittance (radiosité) correspond à l’intégrale sur l’hémisphère de toutes les luminances sortantes Ls. La for-
mule est alors analogue à la précédente. La notion de radiosité est indépendante de la direction des luminances.
Cette radiosité correspond à l’éclairement modulé par le matériau de surface, une fonction de réflectance qui varie
en fonction de la position du point d’échantillonnage et des différentes directions incidentes/sortantes. Pour un
matériau isotrope, cette fonction se résume à un albédo ρ .
E(p,n) = ρ(p).I(p,n) (1.2)
Nous venons de définir des grandeurs radiométriques utiles au calcul de l’éclairage global en synthèse d’im-
age. La description de chacune des grandeurs laisse entrevoir des difficultés qui vont apparaître lors du calcul de
l’éclairage : 1/ l’intervention de grandeurs spatiales attachées aux points, aux aires et aux angles solides laisse
présager de la dimension du problème ; 2/ le calcul de l’éclairement nécessite une intégration de la luminance
sur l’hémisphère, or une telle intégration est coûteuse. Les valeurs que nous venons de définir sont reliées par
l’équation fondamentale de la synthèse d’image, l’équation du rendu.
1.2.2 Equation du rendu
La couleur d’un fragment de l’image est définie par l’équation du rendu [Kaj86]. Cette équation est liée à la
loi de conservation de l’énergie (figure 1.3). Selon, la loi de la conservation de l’énergie, dans un système fermé,
l’énergie ne peut être créée, mais peut seulement passer d’une forme à une autre.
La luminance L, l’énergie émise à partir d’une surface pour un angle solide donné [W.Sr−1.m−2]. La luminance
dépend des propriétés de la surface d’un objet et des différentes sources d’énergie incidentes L′ [W.Sr−1.m−2].
La surface peut aussi produire sa propre énergie lumineuse, issue de la transformation d’autres formes d’énergie
incandescence, luminescence ou phosphorescence. Cette émittance E désigne alors le flux lumineux émis par une
surface lumineuse [W.Sr−1.m−2]. La luminance est donc la somme de l’émittance E et de l’éclairage indirect L′




Afin d’estimer cette luminance, les contributions de l’éclairage indirect doivent être intégrées dans deux do-
maines :
/ pour toutes les directions d’un hémisphère Ω centrée sur x, par la formulation directionnelle de l’équation du
rendu






ρ(x,ω,ω ′)L(ω ′)cosθdω ′ (1.4)
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FIG. 1.4: Formulation directionnelle et surfacique de l’équation du rendu
Pour définir cette luminance, nous avons besoin de considérer, à leur tour, les luminances des différentes sources
L(ω ′) reçues selon une direction ω ′ pour un angle solide dω ′ (figure 1.4). Cette direction est influencée par les
propriétés du matériau et la position de l’observateur. Cette première forme de l’équation du rendu est utile pour
des approches basées sur un échantillonnage directionnel de la scène.
Formulation surfacique
Cet échantillonnage directionnel peut être remplacé par un échantillonnage entre les surfaces des objets de la
scène. La formulation surfacique permet de considérer les échanges entre tous les points d’une surface élémentaire
S centrée en x avec des surfaces sources x’ (figure 1.4). Le facteur de forme g(x,x′) permet de prendre en compte
l’orientation relative et la distance des surfaces considérées. La visibilité de cette source depuis x correspond à une






g(x,x′) = cosθdω =
cosθ cosθ ′
‖x− x′‖ (1.6)
Cette formulation est alors adaptée à des approches dans l’espace scène, comme la radiosité ou la génération
d’une carte de photons qui créent une carte de luminance stockée dans l’espace scène.
1.2.3 Résolution de l’équation du rendu
Calculer l’éclairage revient à résoudre l’équation de rendu sous l’une de ses deux formulations. Cette équation
n’est pas triviale à résoudre. Deux difficultés se posent : 1/ l’intégrale est récursive - 2/ l’intégration de l’hémisphère
ou des éléments surfaciques de la scène.
Intégrale récursive
Dans les deux formulations que nous avons présentées, la seconde partie de l’équation est récursive. Soit deux
points x0 et x1 : la luminance en x0 est une intégrale où la luminance émise par x1 intervient. Or, le calcul de la
luminance x1 nécessite d’évaluer celle de x0. Une telle intégrale ne peut donc être résolue de manière analytique.
Seules des résolutions numériques itératives permettent s’approcher de la solution.
Le tracé de chemin et le lancer de rayons utilisent la formulation directionnelle et évaluent l’intégrale des lumi-
nances incidentes à un point x suivant une chaîne de Markov probabiliste (sous-sections 1.6 et 1.7). La radiosité
résout la formulation directionnelle par la méthode des éléments finis (sous-section 1.5). Pour ces deux approches,
un résultat satisfaisant n’est alors obtenu qu’au prix de calculs relativement longs.
Intégration
Le calcul de l’éclairement correspond à l’intégration de toutes les luminances incidentes (figure 1.5) sur l’hémis-
phère (formulation directionnelle) ou sur des éléments de surface (formulation surfacique) . Ce calcul induit deux
problèmes : d’une part une intégration de l’hémisphère efficace et d’autre part, une dépendance vis-à-vis de la
nature de la surface et des sources lumineuses.
Recherche locale
Pour un point de l’espace d’échantillonnage donné, il faut considérer toutes les luminances incidentes proches
de ce point. Il s’agit alors d’accélérer la recherche des luminances sur un voisinage donné. Nous verrons dans le









FIG. 1.5: Calcul de l’éclairement par intégration de l’hémisphère
FIG. 1.6: Scène de test ; La source lumineuse étendue projette des ombres douces. Le plan de gauche est un miroir. La sphère
de verre verte concentre la lumière pour former des caustiques. D’autres caustiques sont formées par l’éclairage indirect induit
par la réflexion sur le miroir. Les différentes images de cette partie sont obtenues à l’aide de logiciels de rendu intégrés dans
Blender, comme Yafray et Indigo.
faut alors organiser ce cache de manière hiérarchique afin de récupérer rapidement un voisinage donné. Cette con-
trainte a alors des implications sur le cadre d’application des méthodes qui les utilisent. Ces structures hiérarchiques
nécessitent un parcours récursif et sont généralement complexes à mettre à jour, ce qui les réserve, dans un premier
temps, à des scènes statiques où l’éclairage est calculé par le processeur central et non pas la carte graphique.
Dépendance par rapport à la nature de la surface
Pour une population équivalente de luminances, l’éclairement résultant de la surface est modulé par le matériau
ρ(x,w,w′). Ce matériau est une fonction associant la position de l’échantillon x, la direction sortante et incidente.
Pour un matériau lambertien, l’évaluation est immédiate, l’éclairement étant proportionnel au produit scalaire en-
tre la direction d’incidence et la normale à la surface. De la même manière, pour une surface purement spéculaire
(miroir poli) : les directions incidentes et sortantes sont équivalentes (loi de Snell-Descartes). Au contraire, pour
une surface diffuse directionnelle, la normale est perturbée à une échelle microgéométrique (miroir mal poli, métal
brossé ou chaussée détrempée). Dans ce dernier cas, l’intégration de l’éclairement devient très coûteuse puisque
cette surface génère un ensemble de directions de réflexion.
Une adaptation libre de la boîte de Cornell va nous permettre de comparer les différentes méthodes de rendu
(figure 1.6).
1.3 Rastérisation
Le calcul des images en temps réel s’effectue principalement par rastérisation. Les performances en temps réel







Afin d’assurer une évaluation rapide de l’éclairage, la rastérisation simplifie l’expression de l’équation du rendu
de manière importante. L’intégration des luminances indirectes est simplifiée par une somme discrète d’interac-
tions de surface. Les luminances incidentes L(x′,w′), formulées de manière récursive sont remplacée par n sources
lumineuses S j. Il en découle deux conséquences. Les réflexions et les réfractions sont ignorées. La fonction de
visibilité est aussi approchée, la prise en compte des sources S j ne tient pas compte des interactions avec les objets
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de la scène. Lors de l’évaluation de cette somme, la visibilité entre ces sources lumineuses et la surface au point
x n’est pas prise en compte. Cela signifie que le modèle de rendu de rastérisation ne permet pas de produire des
ombres. Que ce soit pour les réflexions ou les ombres, nous examinerons des méthodes qui permettent de simuler
ces effets (paragraphe 1.3.3).
1.3.1 Principe
La rastérisation correspond à la discrétisation de données vectorielles (maillages) en rasters (matrices de pix-
els). Nous étendrons ce terme à tout le processus de génération d’une image sur les cartes graphiques comprenant,
en plus l’étape de projection d’un maillage exprimé en trois dimensions sur un écran à deux dimensions.
Ce processus se décompose en deux étapes (figure 1.7 et algorithme 1). La géométrie de la scène est décrite
sous la forme d’une liste de sommets en trois dimensions à laquelle est ajoutée une information de connexité.
Durant la première étape, la liste de sommets en trois dimensions est projetée sur un espace à deux dimensions.
Ces listes de sommets sont complétées avec les informations de connexité afin de construire les polygones du mail-
lage. Les premiers dispositifs d’affichage permettaient d’afficher directement ces polygones sous forme vectorielle.
Afin d’afficher cette image sur un dispositif matriciel, il est nécessaire de transformer cette liste de vecteur en une
matrice de pixels.
La seconde étape correspond alors à la rastérisation à proprement dit, la traduction de ces vecteurs de polygones
en matrices de pixels, des rasters [Bre65]. Durant cette rastérisation, la couleur de chaque pixel est calculée à
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l’aide du modèle d’éclairage de Blinn-Phong [Bli77] issu de l’approximation de l’équation du rendu. Ce modèle
combine des sources lumineuses ponctuelles avec un modèle de matériau simplifié.




(kd(n.l)ld + ks(r.e)nld) (1.8)
où ke,d,s,a définissent le modèle de matériau : composantes scalaires émissives, diffuses, spéculaires et am-
biantes du matériau et ld,s,a, les composantes scalaires diffuses, spéculaires et ambiantes des sources ponctuelles.
Ces composantes sont modulées avec la normale n à la surface infinitésimale au point x, les vecteurs incidents
entre la source ponctuelle l, la caméra e et le vecteur de réflexion r. Simplifier le modèle d’éclairage permet aux
cartes graphiques (graphic processing units, GPU) d’afficher plusieurs millions de polygones par image. Toutefois,
ce modèle d’éclairage n’est pas à lui seul, à l’origine des performances de la rastérisation.
1.3.2 Test de la visibilité par tampon de profondeur
Nous avons vu que la visibilité entre les objets n’était pas évaluée afin de limiter le coût de calcul de l’éclairage.
Cependant, il est nécessaire de calculer la visibilité des objets depuis le point de vue de l’observateur. Sans ce
test, deux objets qui se chevauchent pour une même profondeur donnée pourraient être affichés sans tenir compte
de leur ordonnancement. Le pipeline de rastérisation répond à ce problème à l’aide d’un tampon de profondeur
(z-buffer). Lorsqu’elle a été présentée, cette méthode était décriée par ses pairs tant pour sa quantité mémoire
nécessaire à sa réalisation, dépassant les capacités de l’époque, que pour son très faible rendement [er74, Mac01].
Par rendement, nous définissons la capacité de l’algorithme à éliminer de manière précoce, la géométrie occultée
depuis l’utilisateur. Dans le cas contraire, des calculs sur des polygones sont inutiles puisque ces polygones ne
seront pas visibles à l’image.
Ce tampon associe à chaque pixel de l’image, un scalaire, la profondeur du pixel le plus proche de l’observateur.
Lors de la première phase de la rastérisation, tous les polygones sont projetés sans distinction sur l’écran. La pro-
fondeur de chaque sommet est stockée. Lors de la seconde phase de rastérisation, la profondeur de chaque pixel est
calculée. Cela est effectué par interpolation des valeurs associées aux sommets dont sont issus les pixels. La valeur
de profondeur de chaque pixel est ensuite comparée à la valeur contenue dans le tampon de profondeur. Si cette
profondeur est plus petite, cela signifie que le pixel est visible par l’observateur. Dans le cas contraire, ce pixel est
caché par un pixel plus proche, le pixel est alors ignoré.
La mémoire occupée par ce tampon de profondeur est amortie vis-à-vis de la complexité géométrique d’une
scène. En effet, cette méthode se révèle efficace d’un point de vue calculatoire et mémoire. Aucun tri de la
géométrie n’est effectué. La géométrie est indistinctement envoyée à la carte graphique, sans tri préalable. La
géométrie est alors traitée par un nombre important d’unités de calcul. L’implantation de ce pipeline est donc
fortement parallélisable. De plus, ne pas stocker la géométrie afin d’effectuer ces calculs de visibilité, permet
d’amortir le coût mémoire du tampon de profondeur. En effet, la quantité nécessaire pour stocker un tampon de
profondeur (résolution de l’image*32bits) est bien moins élevée que celle nécessaire au stockage de la scène.
Le faible rendement de la rastérisation reste la principale limitation de ce tampon de profondeur. La géométrie
étant éliminée très en aval du pipeline par cette méthode, il est très facile de saturer le pipeline d’une carte
graphique. Lorsqu’il est nécessaire de rendre des scènes avec un nombre important de polygones (rendu de scènes
massives) ou de rendre des scènes avec de nombreux effets d’éclairage (simulation de l’éclairage global), les méth-
odes suivantes peuvent alléger la charge de ce tampon de profondeur. D’une part, en amont, un prétraitement de la
scène sur le processeur central permet d’éliminer la géométrie occultée. D’autre part, la méthode du rendu différé
permet de minimiser la charge de calcul de l’éclairage, en le reportant dans une phase de post-traitement, en aval
du pipeline [DWS+88].
1.3.3 Comment simuler l’éclairage global ?
La simplification de l’équation du rendu entraîne de fortes conséquences sur l’éclairage indirect (figure 1.8).
D’une part, les simplifications de cet algorithme limitent le calcul de l’éclairage aux interactions directes entre les
sources et la surface. D’autre part, le flux continu de la rastérisation interdit de conserver la géométrie. Il s’avère
impossible de calculer les éventuelles interactions entre les différents objets de la scène.
Conserver une trace de la géométrie
Afin de simuler un éclairage indirect, il est donc nécessaire de conserver une trace de la géométrie. Afin de
tenir compte de la géométrie, cette dernière peut être renvoyée à plusieurs reprises au pipeline de rastérisation. Une
méthode moins coûteuse consiste à générer un tampon intermédiaire contenant une partie de la géométrie ou une
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FIG. 1.8: Scène de test rendue par rastérisation ; Image obtenue sans ombre, ni réflexion, ni éclairage indirect : l’ensemble
reste aussi sombre que sobre (Blender).
matrice d’éclairement. Calculer ce cache au préalable permet ainsi d’éviter le transport de la géométrie. Toute la
difficulté réside dans une génération et une exploitation efficace de tels caches.
Nous illustrons ces principes à travers trois méthodes séminales utilisées pour simuler des effets d’éclairage
global : les ombres avec les méthodes des volumes d’ombre et des cartes d’ombre et les réflexions/réfractions avec
les cartes d’environnement.
Pour un fragment donné, un test d’appartenance à un volume d’ombre [Cro77] permet ainsi de définir s’il est
ombré ou non. Une silhouette est d’abord calculée pour chaque objet générant une ombre. Cette dernière est alors
extrudée pour produire un volume d’ombre. Ce volume est ensuite projeté sur l’écran afin de définir un tampon
de comptage, utilisé pour le test d’appartenance au volume. La carte d’ombre [Wil78] permet de déterminer si un
fragment est à l’ombre ou non. La carte d’ombre est générée en effectuant la rastérisation des objets visibles depuis
une source lumineuse donnée, en ne conservant qu’une information de profondeur. La profondeur du fragment est
alors comparée à celle du texel de la carte d’ombre. La carte d’environnement [BN76] capture l’environnement de
la scène selon un point de vue donné et permet de simuler des réflexions et des réfractions.
Ces briques ont permis d’échafauder des algorithmes plus complexes, afin de créer des ombres douces ou des
réflexions et réfractions plus réalistes. L’éclairage global est approché par un éclairage basé sur des cartes d’envi-
ronnement ou des sources virtuelles. Pour un éclairage limité aux basses fréquences, les briques que nous venons
de définir permettent d’obtenir un résultat en temps interactif sur des scènes relativement dynamiques [DSDD07a].
Un éclairage haute fréquence est plus coûteux à calculer, car il nécessite un échantillonnage à une fréquence plus
élevée afin de limiter le biais de la reconstruction de l’éclairage. Dans la première partie, nous détaillerons ces
différents algorithmes qui simulent les effets d’éclairage indirect et les réflexions.
Des solutions imparfaites
Ces solutions n’offrent toutefois qu’une approximation de l’équation du rendu. Elles restent intrinsèquement
limitées par les contraintes liées à la rastérisation. Ainsi si un cache permet de limiter le coût de rastérisation de la
géométrie, son utilisation entraîne de nombreux problèmes. Quel est le niveau de représentativité du cache néces-
saire afin d’obtenir un niveau de qualité suffisant ? Un cache peu représentatif est plus rapide à construire, mais
risque de produire de nombreux artefacts quand il est exploité.
Par ailleurs, afin de limiter le coût de génération de ces caches, ces derniers sont produits à l’aide de la carte
graphique, par projection d’un espace 3D vers un espace 2D. Cela induit trois problèmes :
1. Le cache est calculé pour un unique point de vue. Or, lors de l’intégration d’une source lumineuse étendue ou
un calcul exact de la réflexion, il est nécessaire de considérer un nombre important de points de vue ;
2. Une dimension est perdue, la profondeur lors de la projection 3D vers 2D : ce cache possède une représentativité
limitée. Chaque texel d’un cache ne peut pas stocker un nombre important d’informations ;
3. Ce tampon est généré pour une résolution donnée, ce qui induit inévitablement des phénomènes de crénelage.
En dernier lieu, un phénomène récursif (réflexions ou éclairage indirect) se traduit en rastérisation, par une nouvelle
passe de rendu obligatoire ; le pipeline ne pouvant pas être aisément court-circuité. En pratique, les performances
d’algorithmes de calculs d’éclairage indirect sont limitées, car le processus doit être exécuté dans sa totalité. Ainsi,
calculer des interréflexions ou des réflexions secondaires devient alors très coûteux. Nous tenterons de répondre à
cette question dans les parties concernant l’octree de lumière ou les réflexions par rastérisation.
Compte tenu de la puissance des cartes graphiques, il reste intéressant d’essayer d’améliorer les divers algo-
rithmes existants (carte d’ombre, volume d’ombre ou carte d’environnement). Nous allons examiner d’autres ap-
proches dans ce chapitre. Elles offrent des images de meilleure qualité, mais avec des temps de calcul qui peuvent
être plus conséquents. La démarche est alors opposée à l’approche par rastérisation, puisqu’il s’agit pour ces
dernières méthodes de réduire leur temps de calcul.
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FIG. 1.9: Principe du lancer de rayon
1.4 Lancer de rayons
1.4.1 Résolution récursive
L’algorithme du lancer de rayon est né en 1968. L’image de synthèse est construite par un échantillonnage de
la scène directement dans un espace 3D. Chaque pixel de l’image est associé à un rayon primaire (figure 1.9) tiré
depuis un sténopé (caméra ponctuelle). Lorsque ce rayon ne rencontre aucun objet, le pixel est vide. Au contraire,
lorsqu’une intersection est trouvée, le pixel est rempli avec la couleur de l’objet qui a subi une intersection.
En 1979 Whitted propose d’enrichir le lancer de rayon en proposant de tirer des rayons secondaires [Whi79]
(figure 1.9). Ces rayons secondaires correspondent à la propagation de la lumière après un rebond (réflexion) ou
une traversée (réfraction) des surfaces des objets de la scène. Ces rayons secondaires permettent de résoudre, en
partie, l’équation du rendu. Replaçons dans cette équation, les vecteurs w par leurs expressions à l’aide d’équiva-
lents surfaciques d’aires infinitésimales. Ces entités correspondent aux sommets issus de l’intersection d’un rayon
avec les surfaces de la scène. Soient les vecteurs sortant et incident w≡ x→ xe et w′ ≡ x′ → x. La formulation de
l’équation du rendu devient alors :
L(x→ xe) = E(x→ xe)+
∫
S
ρ(x′ → x→ xe)L(x′ → x)v(x′,x)g(x′,x)dA′ (1.9)
Afin de résoudre cette équation, le lancer de rayons tente d’évaluer récursivement cette luminance L. Cette éval-
uation correspond à l’expansion d’une série de Neumann. Afin d’effectuer cette expansion, nous devons alléger
l’écriture de l’équation du rendu en introduisant l’opérateur T où :
T (x′ → x→ xe) < L(x′ → x) >=
∫
S
ρ(x′ → x→ xe)L(x′ → x)v(x′,x)g(x′,x)dA′ (1.10)
La luminance L(xe) reçue par l’observateur s’écrit alors en fonction de la luminance incidente L(x′) :
L(xe) = E(xe)+T (x′)L(x′) (1.11)
Nous pouvons alors replacer l’expression de L(x′) par son expression par rapport à son estimation après un
deuxième rebond L(x′) = E(x′)+T (x′′)L(x′′)... et ainsi de suite, de manière récursive.






Sous sa forme complète, cette équation revient à produire une séquence infinie de rayons à lancer dans toutes












tk < ρ,v,g > · · · t0 < ρ,v,g > EkdAkdAo (1.13)
Afin de résoudre cette équation en temps limité, nous pouvons limiter le nombre et les directions des rebonds
arbitrairement : c’est la démarche adoptée par le lancer de rayons récursif de Whitted. Nous verrons aussi dans les
sections suivantes que des méthodes statistiques permettent de réduire le nombre de rayons à lancer.
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Le lancer de rayon récursif tente de résoudre l’équation de rendu en simplifiant l’échantillonnage directionnel.
La direction des rayons secondaires est fixée en fonction des lois de l’optique géométrique de Snell-Descartes. Le
rayon de lumière est propagé de manière univoque, en fonction de la nature du matériau de la surface (réfléchissante
ou transparent) [Whi79]. De plus, seuls n rebonds sont pris en compte .




v j.(kdLd(n.l)+ ksLs(x,rs)+ ktLt(x,rt)) (1.14)
Le lancer de rayon permet de calculer des réflexions, des réfractions et un ombrage de manière implicite. Le
terme spéculaire Ls remplace le scalaire ls correspondant à la composante spéculaire d’une source ponctuelle. Il
correspond à l’éclairement reçu au point x selon un vecteur de réflexion rs. De la même manière, le terme de trans-
mission Lt permet d’évaluer des réfractions selon un vecteur de réfraction rt. Enfin, la valeur de visibilité binaire
v permet de tenir compte de l’ombrage.
Ces termes sont évalués à partir de rayons secondaires tirés du point d’intersection x (1.9 et 2). L’ombrage est
calculé en tirant un rayon vers une source lumineuse ponctuelle. Lorsque ce rayon rencontre un objet, cela signifie
que la source de lumière est occultée, le point x est à l’ombre. Les termes spéculaires et transmissifs sont évalués
par des rayons secondaires tirés selon les vecteurs de réflexion et de réfraction. Ces directions sont uniques, le
lancer de rayon proposé par Whitted, ne peut alors que représenter des réflexions et des réfractions spéculaires
(figure 1.10), issues de miroirs parfaitement réfléchissants ou de milieux transparents parfaits [Whi79].
Le lancer de rayon possède un meilleur rendement que la rastérisation. En effet, chaque pixel de l’image est
évalué avec un coût de calcul minimisé, en ne considérant que les objets récupérés lors du calcul de la trajectoire
du rayon. L’élimination des parties cachées est implicite, car elle est réalisée par un calcul d’intersection. Con-
trairement à la rastérisation, cette élimination s’effectue en amont du processus de rendu. Dans le cas de scènes
statiques et massives, le lancer de rayon permet une meilleure montée en charge que la rastérisation [WKB+02].
Calculer une image par la méthode par lancer de rayons semble donc intéressant. Evaluer des intersections
sur une géométrie comporte cependant un problème de taille : pour chaque pixel de l’image, il est nécessaire de
calculer les intersections éventuelles pour une scène comportant des millions de triangles. Quelles sont alors les
méthodes permettant d’accélérer ce calcul ?
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FIG. 1.10: Scène de test rendue par lancer de rayon ; Les réfractions et réflexions sont prises en compte. L’ombre est
volontairement franche, la source lumineuse étant considérée comme une source ponctuelle (Blender).
1.4.3 Méthodes d’accélérations
Le coût du lancer de rayon est lié au calcul des intersections entre les différents éléments de la scène. Des solu-
tions matérielles construites autour de FPGA permettent d’accélérer ces calculs, mais conservent un coût important.
L’accroissement de la puissance calculatoire des processeurs centraux actuels, grâce aux instructions superscalaires
et à la multiplication du nombre de coeurs permet de donner le jour à des réalisations temps réel, sur des scènes
simples et faiblement dynamiques [WBS07]. La recherche exhaustive des intersections entre les différents triangles
de la scène reste coûteuse. Des heuristiques basées sur la cohérence spatiale de la scène permettent de construire
des structures accélératrices.
Heuristiques d’accélération
Cohérence spatiale de la géométrie Une scène est généralement constituée d’éléments regroupés dans des por-
tions restreintes de l’espace. Cela permet de définir des structures de hiérarchisation de l’espace. Ces structures
permettent de déterminer rapidement si un rayon tiré dans une direction donnée risque de rencontrer un triangle de
la scène. Les triangles d’un même maillage ou d’une même région de l’espace sont regroupés dans des entités qui
couvrent une plus grande partie de l’espace. Les tests s’effectuent de manière descendante, en testant des partitions
de l’espace de plus en plus congrues jusqu’au triangle potentiellement intersecté. L’objectif de ces structures est
donc de remplacer une recherche en temps linéaire, où il faut examiner chaque élément de l’ensemble de recherche
par une recherche en temps logarithmique.
Les diverses structures de hiérarchisation de l’espace, grille régulière [AW87], octree, kd-tree ou hiérarchie de
boîtes englobantes, sont adaptées à des répartitions des objets dans l’espace spécifique. L’efficacité de ces struc-
tures reste attachée à la distribution des objets de la scène [WBS07]. Ainsi, la grille régulière est efficace lorsque
les objets de la scène sont répartis de manière homogène. L’octree permet de fixer une borne maximale au nombre
de tests d’intersection. Cependant, ce nombre est suboptimal si les objets de la scène ne possèdent pas de volumes
homogènes. Nous reviendrons sur ce problème dans le chapitre consacré à l’octree de lumière.
Diminuer le temps nécessaire à la mise à jour de ces structures permet d’envisager des pipelines de lancer de
rayon en temps réel sur des scènes dynamiques. Un hybride entre ces deux dernières structures, la hiérarchie d’in-
tervalles englobants [WK06] possède un coût de reconstruction plus faible que les deux précédentes méthodes.
Cependant, ce coût reste important et réserve donc, pour l’instant, son application à des scènes peu dynamiques.
Cohérence directionnelle des rayons Un groupe de pixels voisins sont calculés à l’aide de rayons primaires qui
possèdent une direction quasi similaire. Pour cet ensemble de rayons (faisceau), le calcul de l’intersection possède
une forte probabilité de renvoyer une même entité.
Structure hiérarchique de rayons La cohérence des rayons permet la création d’une structure d’accélération
basée sur une hiérarchie de rayons. Cette démarche est justifiée par le fait que le nombre de rayons primaires tirés
est égal au nombre de pixels d’une image. Ainsi pour une image 1280x1024, 1,3 million de rayons sont lancés. Ce
nombre doit alors être comparé au nombre de triangles composant une scène. Lorsque la scène comporte plusieurs
millions de polygones, il devient intéressant de compléter une structure d’accélération basée sur une hiérarchisa-
tion des triangles de la scène par une structure de hiérarchisation des rayons. Avec les structures d’accélération, il
s’agit alors de rechercher le plus rapidement, pour chaque rayon tiré, quel est le triangle de la scène qui a subi une
intersection. Dans cette approche, la situation est renversée : pour chaque triangle de la scène, il faut rechercher
quel est le rayon parmi l’ensemble des rayons tirés, susceptible de rencontrer ce triangle. Afin d’accélérer cette
recherche, une hiérarchie de boîtes englobantes est construite. Cette hiérarchie permet d’éliminer des partitions
de l’espace des rayons. Cette hiérarchie est construite sous la forme d’hyperboîtes englobantes à 5 dimensions
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(position et orientation du rayon). Chaque rayon est classé selon une distance de similarité. Les voxels terminaux
de l’arborescence contiennent des rayons similaires et les voxels de niveau supérieur regroupent alors les voxels
les plus proches [AK87]. Cette hiérarchie reste toutefois complexe à construire : son champ d’application est alors
limité à des scènes statiques.
Lancer de faisceau Le lancer de faisceau permet de réduire le temps de production d’une image de synthèse.
En considérant que deux points d’échantillonnage subissent une intersection similaire (spatialement proche ou sur
le même objet de la scène), les valeurs d’éclairage du groupe de pixels peuvent être extrapolées. Le lancer de fais-
ceau permet aussi d’améliorer la qualité de l’image produite. Une image produite par lancer de rayon est calculée
pour chaque fragment, en tirant les rayons depuis l’origine de la caméra à travers un échantillonnage sous forme de
grille, l’écran de projection. Deux types de crénelage apparaissent : 1/ un crénelage par pixel, dû à une résolution
trop faible de l’image 2/ un sous-échantillonnage de la scène à représenter, des objets fins ou éloignés étant ignoré
par une trop faible densité de rayons. De plus, le lancer de faisceau permet d’accélérer le calcul des ombres douces.
Ce type d’ombre est produit avec une source étendue. Avec un lancer de rayons, il est nécessaire d’échantillonner
de manière stochastique, la surface de cette source. En pratique, un nombre élevé de rayons secondaires d’om-
brage est tiré vers cette source. A l’opposé, le lancer de faisceau permet de calculer cette ombre douce de manière
algébriquement correcte, avec un unique tir de faisceau [ORM07].
Le lancer de faisceau possède donc de nombreux avantages. Toutefois, sa mise en oeuvre, liée au calcul de la
propagation des faisceaux, est difficile. La propagation des rayons, dans l’algorithme de lancer de rayon, reste
simple : l’intersection d’un rayon avec un triangle est invariablement un point. Ce point permet ensuite de générer
un rayon. La propagation de ces faisceaux est plus complexe. L’intersection d’un faisceau avec un triangle donne
naissance à plusieurs sous-faisceaux qui divergent. Il faut alors maintenir un arbre de propagation des faisceaux.
Divers auteurs ont proposé des topologies de faisceau afin de limiter cette complexité : frusta centrés autour du
rayon [HH84, GH98], cône [Ama84] ou rayon parallaxial au rayon principal [Ige99]. Ces approches, directement
transposées à l’algorithme de lancer de rayons, s’avèrent difficiles à implanter. Afin de réduire fortement les temps
de calcul, il est nécessaire de proposer une méthode de propagation propre à la nature des faisceaux. Une classi-
fication des types d’intersections entre un faisceau et un triangle et un kd-tree adapté permet alors de réduire le
temps de calcul d’ombres douces de plusieurs heures à des temps inférieurs à la minute [ORM07].
Ce type de propagation reste complexe. Le maintien de l’arbre de faisceaux et la mise en place de structures
accélératrices réservent le lancer de faisceau à des scènes statiques. Enfin, l’heuristique de cohérence des rayons,
si elle reste valide dans le cas des faisceaux primaires issus de la caméra ou de faisceaux secondaires d’ombrage,
n’est pas applicable aux faisceaux secondaires de réflexion. En effet, un réflecteur comportant une surface perturbée
entraîne une forte divergence des directions de réflexion (figure 1.13).
Implantations sur carte graphique
La puissance de calcul offerte par les cartes graphiques rend intéressante l’implantation de lancers de rayons sur
GPU. Ces réalisations doivent toutefois tenir compte des spécificités des cartes graphiques.
Modèle de programmation par flux Le modèle de programmation d’une carte graphique est un modèle par
flux. Obtenir des temps de rendu interactifs en implantant les structures d’accélération citées précédemment sur
une carte graphique reste difficile. Le niveau de récursivité et le nombre d’écritures en accès aléatoire sont notam-
ment limités. De plus, dans ce type de modèle de programmation, le nombre d’instructions de branchement doit
être limité. Le coût induit par les branchements peut cependant être amorti pour un ensemble de branchements
cohérents. De nombreux branchements incohérents font alors chuter les performances. Afin d’exploiter de manière
efficace une structure hiérarchique sur carte graphique, il est donc nécessaire de remplacer le parcours récursif de
cette structure par un parcours linéaire [PGSS07]. Toutefois, la mise à jour d’une telle structure complétée avec un
système d’indirection reste coûteuse.
Une autre approche consiste à projeter l’ensemble de la scène sous forme d’atlas planaire. Ces cartes de géométrie
stockent un ensemble de triangles pour un maillage donné sous la forme d’un atlas de texture [CHH02]. Afin
d’accélérer les requêtes d’intersection dans ce cache, la géométrie est organisée sous la forme de hiérarchie de
boîtes englobantes [CHCH06]. Toutefois, la génération de cette structure reste complexe. Cette structure stocke la
géométrie dans une texture planaire. Or, ceci n’est possible qu’après avoir effectué la paramétrisation de la scène,
après avoir déplié le maillage. Envisager ce processus pour chaque objet de la scène rend malheureusement cette
méthode difficilement applicable en pratique [CHCH06].
Dans les deux cas que nous venons d’évoquer, le coût élevé de la mise à jour des structures hiérarchiques sur la
carte graphique est un obstacle à l’application du lancer de rayon sur GPU à des scènes composées de géométrie
dynamique. C’est pourquoi des approches plus adaptées à l’architecture de la carte graphique ont été envisagées.
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FIG. 1.11: Lancer de rayon par multiplexage
FIG. 1.12: Réduction GPU d’une grille de 8x8 = 64 éléments en log4(64) = 4 itérations avec un prédicat maximum /
Recherche itérative : 64 itérations
Approche multiplexeur Une approche plus efficace est de considérer un GPU comme un multiplexeur de tri-
angles et rayons [CHH02]. Ce multiplexeur possède deux entrées : une liste de triangles et une liste de rayons
(figure 1.11-a) et en sortie, une liste de sous-ensembles de triangles/rayons. Cette liste est construite en calcu-
lant pour chaque triangle, la présence d’une intersection avec chaque rayon. Le résultat attendu étant une variable
booléenne, le calcul de l’intersection est simplifié : le calcul de la position de l’intersection [MT97] ainsi que
le tri des intersections trouvées afin de déterminer le triangle intersecté le plus proche sont reportés à une phase
ultérieure (figure 1.11-b). Le calcul complet de l’intersection s’effectue alors sur les sous-ensembles de matrice
triangles/rayons de taille réduite pour lesquels une intersection a été effectivement trouvée. Pour un rayon donné,
le sous-ensemble de triangles restant subit alors un calcul d’intersection rayon/triangle complet afin de retourner
le triangle intersecté le plus proche (figure 1.11-c).
Cette approche permet donc de séparer le processus de calcul d’intersection de manière hiérarchique, les calculs
les plus coûteux étant effectués sur des sous-ensembles de taille réduite. En outre, ni la liste de triangles, ni la liste
de rayons ne sont triées ; ce qui est intéressant d’une part, pour l’application du lancer de rayons sur scènes animées
et d’autre part pour les performances, le multiplexeur sur GPU étant adapté à la programmation par flux. Afin de
minimiser la taille des sous-ensembles de rayons/triangles, un classement des rayons ou des triangles est réalisé à
l’aide de structures évoquées précédemment (octree pour la géométrie et arborescence d’hyperboîtes englobantes
5D pour les rayons) [CHH02]. Ces structures étant calculées sur CPU, l’application du lancer de rayons sur GPU
reste donc limitée à des scènes statiques.
Accélération du multiplexage par réduction GPU Accélérer l’élagage de l’ensemble des rayons peut être
effectué par un concept de programmation plus adapté aux GPU : la réduction . Cette réduction à réduire la taille
d’un ensemble de données réparties sur une matrice suivant un prédicat donné. Ce prédicat permet de définir le
centroïde, l’élément résultant du choix parmi les 4 éléments du niveau supérieur (figure 1.12). A la fin du processus
de réduction, le dernier élément est alors optimal selon le prédicat défini.
L’architecture multiscalaire des cartes graphiques et les temps d’accès mémoire à la mémoire vidéo rendent ces
réductions très efficaces. Dans le cadre du lancer de rayons, cette réduction est appliquée au calcul de réflexions
sur GPU par lancer de rayons. La notion de multiplexeur est conservée : un calcul d’intersection est effectué sur
un ensemble de rayons/triangles. L’effectif des rayons secondaires à tester pour un ensemble de triangles donné est
alors réduit, ce qui augmente les performances de cette approche.
La réduction GPU peut s’appliquer à l’ensemble des rayons et des triangles. Considérons la réduction de
l’ensemble des rayons. L’ensemble des rayons 5D est codé de manière à être stocké dans une matrice 2D. La
réduction de cet ensemble s’effectue alors en balayant tous les triangles de la scène, le critère étant l’intersection
ou non de ce triangle avec les rayons [SSKS06]. Sur une image 256x256 et, 5000 triangles, le calcul d’une réfrac-
tion avec deux rebonds, le multiplexeur implanté sans réduction atteint 0,23 image par secondes (ips) alors que
le multiplexeur assisté par la réduction atteint 3 ips [SSKS06]. Compléter le multiplexeur avec une réduction de
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FIG. 1.13: Réflecteur avec une courbure complexe ; La complexité de la courbure de ce réflecteur invalide les heuristiques de
cohérence de rayons.
l’ensemble des triangles permet d’augmenter cette vitesse d’affichage [RAH07a]. Pour le calcul des réflexions,
cette dernière implantation offre des performances supérieures à la majorité des implantations GPU à ce jour : sur
une image 512x512 avec 83k triangles, des rayons secondaires d’ombrage et de réflexions, la fréquence d’affichage
est de 3 ips.
Ces résultats dépendent fortement de la complexité de la surface du réflecteur ou du réfracteur. Un réflecteur
doté d’une surface perturbée (figure 1.13) engendre des rayons secondaires avec des directions non homogènes,
ce qui limite la portée de l’heuristique de cohérence des rayons. Un réflecteur avec un profil sinusoïdal peut alors
entraîner une division des performances par deux [RAH07a]. En effet, l’ensemble de rayons à l’issue de la passe de
réduction conserve une taille importante, ce qui surcharge alors l’étape de calcul effectif des intersections. De plus,
considérer des réflexions et des réfractions de plus haut degré nécessite de relancer tout le processus de calcul. Les
performances peuvent alors être divisées par deux [RAH07a]. En effet, le modèle de programmation par flux et la
rastérisation étant les concepts sous-jacents sur lesquels reposent les lancers de rayon sur GPU. Dans le cas d’un
lancer de rayon sur CPU, le coût de calcul d’une réflexion de plus haut degré est moindre, puisqu’il se traduit par
un calcul d’intersection supplémentaire.
1.4.4 Limitations
Le lancer de rayon permet de représenter des phénomènes tels que des réflexions, des réfractions ou des om-
bres, de manière implicite, ce que ne peut réaliser, de manière directe, un pipeline de rastérisation. Cela n’a été
possible qu’en conservant la totalité de la géométrie afin d’y réaliser des calculs d’intersection. Réaliser une im-
age par lancer de rayon sur des géométries complexes nécessite alors la création de structures d’accélération. Ces
structures restent difficiles à mettre à jour, ce qui réserve pour l’instant, le lancer de rayon temps réel à des scènes
statiques ou peu dynamiques.
La prise en compte des réflexions, réfractions ou des ombres ont permis d’améliorer le réalisme des images
de synthèse. Cette représentation reste toutefois incomplète, car ces scènes sont limitées à des miroirs parfaits
(réflexions spéculaires) ou des ombres franches (sources ponctuelles). En effet, le calcul de la composante indi-
recte de l’illumination s’effectue selon une direction principale (vecteur de réflexion ou vecteur dirigé vers une
source ponctuelle). Cette limitation interdit de simuler des ombres douces, des réflexions diffuses ou tout éclairage
indirect. Pour résoudre un tel éclairage, il faut intégrer pour un point donné, l’éclairement sur tout l’hémisphère
Ω, et non plus selon une direction unique. Il est donc nécessaire d’approcher cette intégration avec des hypothèses
moins réductrices (radiosité) ou une résolution stochastique (tracé de chemins et lancer de photons).
1.5 Radiosité
La radiosité permet de prendre en compte l’éclairage indirect produit par des sources étendues. Il est alors
possible de représenter des ombres douces ou des réflexions diffuses.
1.5.1 Simplification de l’équation du rendu
La méthode de radiosité tente de résoudre l’équation de rendu sous sa forme surfacique. Le calcul de l’éclairage
indirect par la méthode de radiosité revient à calculer les échanges d’une quantité d’énergie lumineuse, la radiosité
(paragraphe 1.2.1) entre les éléments de surface composant la scène.
Calculer les interactions pour toutes les directions de l’espace Ω conduirait à une explosion combinatoire. C’est



















































FIG. 1.14: Discrétisation d’une fonction continue ; La fonction est discrétisée à l’aide d’une base de fonctions linéaires par
morceaux (dent de scie). La fonction discrète projetée sur cette base de fonctions permet de donner un modèle discret de la
fonction continue sous la forme d’une suite de segments.
fication directionnelle permet d’extraire de l’intégrale de l’équation de rendu de Kajiya, le terme correspondant
au matériau. Cela permet de rendre les contributions L(x′) indépendantes de toute direction de réflexion w′j . La
configuration de la scène correspond à des sources lumineuses homogènes et à des matériaux ρ(x) lambertiens.
L’équation du rendu sous sa forme surfacique avec les simplifications directionnelles entre un patch i et les
autres patchs de la scène j (i = j) peut alors s’écrire :




où Bi est la radiosité émise par le patch (surface) i,
Ei, l’énergie émise, pour une source lumineuse, cette valeur est positive, nulle dans le cas de surfaces non émet-
trices
Ri, la réflectivité du patch, un facteur associé au patch i, la fraction d’énergie réfléchie du patch recevant la
somme des radiosités Bj envoyées par les patchs j.
Fi j correspond au facteur de forme, ce facteur permet de prendre en compte l’orientation et la visibilité de deux
patchs i et j : l’échange d’énergie est maximisé pour deux patchs très proches et orientés en vis-à-vis.
1.5.2 Résolution
Le calcul de radiosité est une application du calcul de transfert thermique à la synthèse d’image [GTGB84].
Cette équation est résolue par des méthodes des éléments finis qui permettent de résoudre de manière numérique,
une équation intégrale, ici l’équation de radiosité, en système linéaire. Afin de construire ce système, il est donc
nécessaire de procéder à une discrétisation du problème. Cette méthode s’effectue en choisissant un domaine de
résolution et une base de fonctions de projection (figure 1.14). Une fois cette discrétisation réalisée, le système
linéaire obtenu peut alors être résolu à l’aide de méthodes numériques.
Sous l’hypothèse d’une radiosité uniforme sur les patchs issus de la scène, la discrétisation l’intégrale de ra-
diosité permet alors d’exprimer la somme discrète suivante :





Cette équation est alors appliquée à chaque patch i afin de calculer sa radiosité B. Les facteurs de forme ne
dépendent que de la géométrie de la scène. Pour une scène statique, la matrice Fi j peut alors être précalculée.
Le processus de résolution d’une solution de radiosité se déroule donc en trois étapes :
/ Décomposition de la surface sous forme de patch ;
/ Calcul des facteurs de forme ;
/ Résolution du système d’équations linéaires de radiosité
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FIG. 1.15: Calcul du facteur de forme : approximation de Nusselt et hémicube
Décomposition de la surface sous forme de patch
La scène est préalablement décomposée sous forme des patchs, ce qui revient à poser le domaine de discrétisa-
tion. La précision de la solution est liée au remaillage de la scène. Des patchs ayant des aires importantes invalident
l’hypothèse de radiosité uniforme sur le patch.
Proposer une discrétisation plus fine permet d’affiner la solution, mais alourdit la résolution de radiosité. En effet,
le coût de résolution est proportionnel aux nombres de patchs issus de cette phase de discrétisation. Afin de ré-
duire le coût de l’algorithme de radiosité, une discrétisation de la scène adaptative s’impose (approche hiérarchique
[HSA91]). Le domaine de départ (maillage de la scène) n’offrant pas une résolution suffisante, le maillage est sub-
divisé de manière selon les discontinuités de la solution de radiosité calculée sur la première itération de maillage.
Calcul des facteurs de forme
Le calcul analytique du facteur de forme n’est pas trivial, même pour des surfaces simples. L’approximation de
Nusselt permet d’approcher le facteur de forme Fi j par le rapport entre l’aire de la projection d’une surface Aj sur











où r est la distance entre les patchs i,j ; φi, j, les angles incidents et sortants par rapport à la normale des patchs.
Ce calcul du facteur de forme peut être accéléré par un hémicube [CG85]. L’hémicube correspond à un échan-
tillonnage discret de l’espace. Par rapport à un hémisphère, il s’avère plus adapté à la carte graphique puisque la
rastérisation produit une image par projection plane. L’hémisphère est alors décomposé en éléments surfaciques ré-
partis sur une demi-boîte. Chaque élément ek de cet hémicube contient un coefficient δ de facteur de forme associé
à son orientation vis-à-vis de la normale à la surface Ai. Ainsi, les éléments situés au zénith de cette surface ont un
facteur élevé alors que les éléments rasants ont un facteur réduit. Lors du calcul du facteur de forme entre les élé-
ments de la scène, chaque polygone j de la scène est projeté sur cet hémicube. Le facteur de forme correspond alors
à la somme pondérée des p éléments de l’hémicube issus de cette projection Fi j = ∑pk=0 δ (ek) (figure 1.15 droit).
L’hémicube est une structure adaptée à la synthèse d’image. La projection du polygone j sur chacune des faces
de l’hémicube peut être réalisée par le pipeline de rastérisation d’une carte graphique. Toutefois, l’architecture
sous-jacente d’une carte graphique limite l’efficacité d’un tel calcul : la totalité du maillage n’est pas directement
accessible et il n’est pas aisé de le subdiviser à la volée de manière adaptative.
L’échantillonnage fourni par les maillages de la scène peut être remplacé par d’autres échantillonnages plus
adaptés aux cartes graphiques. Replacer les polygones par des ellipses permet de simplifier le calcul du fac-
teur de forme [Bun05]. Par ailleurs, l’espace de stockage offert par les textures est un autre espace aux GPU
[CHL03, CHH03]. L’ellipse ou le texel font alors office d’éléments de surface, ce qui permet de s’affranchir de la
phase de discrétisation. Toutefois, ces méthodes ne sont pas adaptées à une scène dynamique, car la mise à jour de
la structure arborescente étant coûteuse. De plus, travailler avec une texture nécessite de déplier la géométrie de la
scène (3D) sous forme d’atlas de textures (2D), paramétrisation qui n’est pas toujours aisée à réaliser.
Résolution du système de radiosité
Résolution complète L’équation que nous avons définie dans la sous-section 1.5.1 nous permet de calculer la
radiosité de chaque élément de surface de la scène. Cette expression peut s’exprimer sous la forme du système
d’équations linéaires suivant :
(I−Rn,nFn,n).Bn,1 = En,1 (1.17)
20
1.5. Radiosité







































































où Rn,n = diag(R1, ...,Rn) est la matrice des réflectivités, Fn,n, la matrice des facteurs de forme et Bn,1, En,1, les
vecteurs respectivement de radiosité et d’énergie émise.⎡
⎢⎢⎢⎣
1−R1F11 −R1F12 . . . −R1F1n
























Cette matrice est inversée à l’aide de méthodes numériques (Jacobi ou Gauss-Seidel). Ce processus de résolution
complète possède ses limites [GTGB84]. D’une part, il est nécessaire de stocker l’intégralité de la matrice, ce qui
peut être coûteux en mémoire. D’autre part, la topologie de la scène définissant la matrice des facteurs de forme,
cette dernière pouvant être creuse.
Résolution progressive C’est pourquoi ce système linéaire numérique est résolu de manière progressive, par les
méthodes de Southwell [CCWG88, GCS94]. La méthode itérative permet d’éviter le stockage et le calcul avec une
matrice complète et creuse. Chaque itération permet de converger vers une solution équivalente à celle obtenue par
une méthode complète.
L’algorithme est présenté dans la figure 3. Il se compose d’une phase d’initialisation et d’une phase de calcul
itératif. Durant cette phase de calcul, il est nécessaire de choisir l’élément de la scène (une ligne du système d’équa-
tions linéaires) dont la radiosité est calculée. Plusieurs stratégies peuvent être mises en oeuvre afin de converger le
plus rapidement vers une solution satisfaisante. Un affichage interactif permet alors d’arrêter le calcul de radiosité
lorsque la qualité est jugée suffisante (figure 1.16). Ces stratégies consistent à choisir en priorité les patchs les
moins émissifs ou inversement, les plus émissifs. L’efficacité de ces stratégies est liée à la topologie des scènes.
La radiosité est une méthode simple et efficace permettant de calculer des images de synthèse de grande qualité
en produisant des interréflexions diffuses et des ombres douces. La solution de radiosité se basant sur des surfaces
lambertiennes est, de fait, indépendante du point de vue. Ces solutions permettent d’améliorer la qualité des scènes
utilisées dans des applications d’exploration de scènes statiques.
1.5.3 Limitations
La principale limitation de la méthode de radiosité est le coût de son calcul, lié à la complexité de la scène. La
discrétisation de la scène, nécessaire à la résolution de la radiosité, dépend des matériaux et de l’agencement de la
scène. Résoudre une radiosité sur une scène complexe reste donc coûteux.
La méthode de radiosité complétée avec une méthode de rastérisation ou de lancer de rayons permet déjà de
représenter de nombreux phénomènes. Il reste cependant des effets à simuler. Ainsi, ni les caustiques, ni les réflex-
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FIG. 1.16: Scène de test rendue par radiosité ; L’énergie est échangée entre deux surfaces de la scène, matérialisées par des
maillages verts. La solution de radiosité contient des ombres douces. Par contre, les phénomènes spéculaires (réflexions et
réfractions) ont disparu (Blender).
ions, ni les réfractions diffuses ne sont prises en compte. Calculer ces interactions par lancer de rayon ou par
radiosité augmenterait de manière conséquente, les temps de calcul des images de synthèse. En effet, il faudrait
prendre en compte une infinité de directions supplémentaires d’échantillonnage. Dans ce dernier cas, seul un
échantillonnage stochastique permet alors de s’approcher de la solution de l’équation du rendu en un temps limité.
1.6 Tracé de chemins
Nous avons vu que le lancer de rayon simplifie l’expression de l’intégrale des éclairements incidents. Au lieu de
prendre en compte toutes les directions de l’hémisphère Ω, l’intégrale s’effectue selon une unique direction prin-
cipale de réflexion ou de réfraction, donnée par les lois de l’optique géométrie de Snell-Descartes. Cela interdit
la représentation de phénomènes d’éclairage indirect diffus comme les réflexions/réfractions diffuses, les ombres
douces ou les caustiques.
Considérer de manière exhaustive toutes les directions de l’hémisphèreΩ conduit toutefois à des temps de calcul
trop longs. Afin de réduire ces temps de calcul, le tracé de chemin tente de résoudre l’équation du rendu avec des
méthodes d’intégration stochastique basées sur la théorie probabiliste.
Cette approche a été introduite afin de limiter le crénelage et simuler des réflexions diffuses [Kaj86]. Lors du
calcul de l’éclairage d’un fragment, plusieurs rayons sont lancés avec une direction tirée au hasard. A chaque fois
que le rayon heurte un objet, il perd un peu de l’énergie à laquelle il est associé et est réfléchi dans une direction
établie par une loi de probabilité liée à chaque matériau. Cette démarche correspond à une intégration stochastique
de l’équation du rendu. Nous allons tenter de formaliser cette approche.
L’estimation stochastique l’intégrale des éclairements incidents est décrite dans la sous-section 1.6.1). La valeur
de cette intégrale est estimée selon plusieurs méthodes d’échantillonnage stochastique (sous-section 1.6.2).
1.6.1 Estimation stochastique de l’intégrale
Le tracé de chemin est une application de l’intégration numérique dite de Monte-Carlo développée lors des
travaux sur la bombe à fusion nucléaire. La méthode de Monte-Carlo permet de donner une approximation de
l’intégrale à l’aide de tirages aléatoires. Afin d’introduire cette technique, nous rappelons la notion d’espérance
mathématique.
Espérance
L’espérance d’une variable aléatoire g(x) permet d’estimer le gain espéré à la suite d’une série de tirage aléatoire.







Dans le domaine continu, cette espérance s’exprime à l’aide d’une fonction de densité de probabilité. Cette
fonction correspond à la probabilité que la valeur x se trouve entre les bornes a et b : p(a < x ≤ b) = ∫ ba f (t)dt
avec f intégrable sur R , positive ou nulle et
∫
f (t)dt = 1.
E(g(x)) =
∫
g(x) f (x)dx (1.20)
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Intégration de Monte-Carlo
Lorsque l’intégrale se présente sous la forme d’une intégrale de Riemann, il est possible de donner une approx-






g(xi) f (xi) =
∫
g(x) f (x)dx (1.21)
Cette somme discrète correspond à l’estimateur g˜≡∑ni=1 g(xi) f (xi) de l’intégrale. L’intégration de Monte-Carlo
consiste donc à estimer la valeur d’une intégrale en effectuant des tirages aléatoires dans le domaine d’intégration.
Le tirage s’effectue selon l’échantillon xi. La valeur de cet échantillon revient à la fonction de densité de prob-
abilité. Une fois cet échantillon déterminé, il suffit de calculer la valeur de g(xi). La moyenne pondérée par les
probabilités de xi donne directement la valeur de l’intégrale. Voyons comment appliquer cette méthode à la syn-
thèse d’image.









L(ω ′j)cosθ j (1.22)
L’intégrale liée à l’éclairage indirect est approchée par l’estimateur g˜. Cet estimateur est calculé en tirant n
rayons selon des directions stochastiques ω ′j données par une fonction de probabilité p(ω ′j) liée au matériau.
1.6.2 Méthodes d’échantillonnage
Echantillonnage selon une loi de probabilité uniforme








. Nous pouvons alors exprimer la variance v qui nous permet de quantifier l’erreur d’estimation. Cette variance
v∝ 1/
√
n correspond à la moyenne des distances entre les échantillons et l’espérance. Afin de réduire l’erreur d’un
facteur k d’une population de n échantillons, il est nécessaire de considérer k2(n−1) échantillons supplémentaires.
Il faut donc lancer un nombre important de rayons sous peine d’obtenir des artefacts sous forme de bruit poivre et
sel. Les méthodes que nous allons voir essaient donc de réduire cette variance, donc d’augmenter cette vitesse de
convergence.
Echantillonnage par importance
L’échantillonnage par importance permet d’augmenter l’efficacité de l’estimateur en proposant des échantillons
là où la fonction présente de fortes variations. Cela permet de diminuer le nombre d’échantillons nécessaires.
Il s’agit de construire une densité de probabilité f (t) qui donne des échantillons d’intégration pertinents ; ici, les
directions des rayons. Cette densité de probabilité est liée aux propriétés du matériau. Nous avons vu que le lancer
de rayon stochastique choisit les directions en fonction du cône spéculaire du modèle de matériau de Blinn-Phong.
Cette densité p est ainsi proportionnelle à :
p ∝ ρ(x,ω,ω ′j)L(ω
′
j)cosθ j (1.24)
Afin d’éliminer tout biais lors du calcul de l’intégration, il s’agit d’inverser l’expression du matériau. p∝ 1ρ cosθ .
Pour des modèles de matériaux simples, il est possible de donner une expression analytique de ρ−1. Pour un
matériau diffus, l’intégration peut alors être réalisée rapidement. Cette expression est aussi utile à la génération
de caches d’éclairement [RH01b]. Pour des modèles de matériaux plus complexes, une inversion numérique du
matériau s’avère coûteuse.
Il existe d’autres méthodes afin de calculer un échantillonnage par importance. Toutefois, il faut paramétrer
ces méthodes avec soin, car des échantillons non pertinents peuvent induire une convergence moins rapide qu’un
échantillonnage uniforme.
Méthode de Metropolis-Hastings
La méthode de Metropolis-Hastings essaie de minimiser le nombre de chemins à tracer en favorisant des chemins
jugés intéressants. Le chemin d’un rayon subit alors des mutations afin de modifier sa longueur et déplacer la po-
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FIG. 1.17: Scène de test rendue par tracé de chemins ; Jusqu’à trois caustiques sont produites. La première, située sur le sol,
orientée à gauche est générée par la transmission de la source à travers la boule de verre. Les deux autres caustiques, plus
éthérées (cube jaune et sol, orienté à droite), sont produites par la réflexion de la lumière indirecte par le miroir (Blender/Indigo
resp. 30s et 1h30)
sition d’origine du rayon. Pour un nombre de tirages aléatoires équivalent, la population de chemins ainsi créée est
alors plus représentative qu’un tirage stochastique [VG97]. Cet algorithme a été adopté par la plupart des logiciels
de tracé de chemins comme Maxwell, Indigo ou Sunflow. Ces logiciels produisent une image très réaliste, où de
nombreux effets d’éclairage indirect sont visibles. Ces temps de calcul très longs réservent de telles solutions au
calcul d’images fixes (figure 1.17).
1.6.3 Implantations matérielles
Des tentatives d’accélérations ont été réalisées sur des processeurs dédiés [CcRR04]. Sur GPU, compte tenu
du degré élevé de récursion et de la nature stochastique des rayons à tirer, il reste difficile d’implanter un tracé
de chemin sur un modèle de programmation par flux. Comme pour la radiosité, les algorithmes utilisent alors le
GPU pour réaliser une partie de l’algorithme. Une rastérisation constitue un lancer de faisceaux à moindre coût :
l’image obtenue correspond à l’image issue d’un lancer des rayons primaires tirés depuis la caméra. La rastérisa-
tion, associée avec une décomposition en profondeur de la scène (depth peeling), correspond alors à un lancer un
faisceau de rayons selon une direction unique afin d’accélérer le tracé de chemins [WL95]. Se limiter au premier
rebond permet alors d’approcher un éclairage indirect [Hac04]. Toutefois, cette application de la rastérisation reste
réservée à des scènes très simples. Multiplier le coût de la rastérisation d’une scène complexe par un nombre de
directions et de points d’échantillonnage rend alors cette méthode plus lente qu’un tracé de chemin CPU.
1.6.4 Limitations
En appliquant la théorie probabiliste, le tracé de chemin stochastique permet d’obtenir un rendu photoréaliste :
tous les effets sont pris en compte. Cependant, les temps de calcul nécessaires limitent son champ d’application à
des scènes statiques. Comment réduire ces temps de calcul ? Utiliser un cache d’éclairement indépendant du point
de vue permettrait de limiter l’impact du coût du calcul de l’éclairage lors de la propagation des chemins.
1.7 Lancer de photons
Le lancer de photons tente de réduire le temps de calcul en décomposant le calcul de l’éclairage en deux passes
[JMLH01]. Premièrement, un cache d’éclairement est généré (sous-section 1.7.1). En stockant des valeurs de lu-
minances intermédiaires, ce cache permet de limiter le nombre de rayons qu’il est nécessaire à lancer pour estimer
l’éclairage. La seconde passe consiste à exploiter ce cache pour reconstruire l’éclairage. Cet éclairage est estimé
à partir d’un procédé statistique, l’estimation de densité (sous-section 1.7.2). Cette estimation doit être complétée
par une passe d’intégration des éclairements incidents si des matériaux non diffus doivent être représentés (sous-
section1.7.3).
1.7.1 Carte de photons
La carte de photon est un cache d’éclairement créé à partir d’un échantillonnage discret de la surface. Chaque
échantillon, appelé photon, contient un vecteur d’information nécessaire au calcul de l’éclairage : valeur d’éclaire-
ment, position et direction de l’impact sur la surface. Ce cache est généré en tirant de manière stochastique des
rayons à partir des sources lumineuses, à la manière d’un lancer de rayons inverses. Lorsque le rayon rencontre
une surface, les photons sont alors stockés suivant une probabilité liée aux propriétés des matériaux.
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Ce cache est indépendant du point de vue de l’observateur, car il est généré à partir des sources lumineuses
et stocké dans un espace tridimensionnel. Ce cache peut alors être réutilisé lorsque la position de la caméra est
modifiée.
L’idée d’un tel cache n’est pas contemporaine à la méthode du lancer de photons.
/ Des travaux dans le domaine de la radiosité (instant radiosity) ont tenté d’appliquer des méthodes de calcul
par éléments finis par tracé de particules [Kel97]. En stockant l’éclairage à l’aide d’échantillons ponctuels, la carte
de photons permet de découpler le stockage des luminances de la topologie des surfaces, ce qui évite de coûteux
remaillages de la scène.
/ Un cache analogue a été proposé pour accélérer les calculs avec la méthode de tracé de chemin inverse [PM93].
En stockant des valeurs de luminance intermédiaires, ce cache permet de limiter le nombre de rayons à lancer. Le
coût de génération de la carte de photons est bien inférieur au nombre de rayons nécessaire à un lancer stochastique.














L’estimation de l’éclairement à un point de la surface x s’effectue par une estimation de densité. L’estimation de
densité est une méthode statistique qui permet d’estimer l’éclairement à l’aide de la densité des photons obtenue
sur une surface donnée.
Avant de décrire cette méthode, nous devons définir les notions de densité et d’hypervolume. Une densité est une
quantité par unité de volume. Elle est approchée à partir d’une moyenne pondérée d’un ensemble de n échantillons
Xi contenus dans une région fermée. Cette partie, fenêtre d’estimation correspond à un hypervolume de dimension
d et de taille h. La fonction K correspond à l’estimateur de densité, une fonction noyau. Un noyau définit la densité
d’une loi de probabilité sur R. Ce noyau peut correspondre à un noyau gaussien ou un noyau uniforme.
Une fois définie la nature des échantillons, l’estimation de densité est triviale. Elle consister à compter les élé-
ments contenus dans cet hypervolume convolué avec le noyau d’estimation. Ce comptage permet de calculer la
densité des individus : le nombre d’individus est divisé par le volume de la fenêtre d’estimation.
Fenêtre d’estimation
La fenêtre d’estimation peut correspondre aux polygones de la scène, à des ellipses ou des voxels [Kel97]. Le
choix de la topologie de la fenêtre est important, car il conditionne la précision de l’estimation de densité. Une
densité de photons biaisée par une fenêtre trop petite ou trop grande entraîne des zones sombres ou surexposées.
Une fenêtre liée à la topologie de la scène induit un biais lors de la génération de la carte de photons. La structure
de la scène influe sur la probabilité que les photons rencontrent les fenêtres d’estimation. Ainsi, par rapport à de
grandes étendues planes, les coins ou les bords des surfaces n’ont pas la même probabilité de recevoir un photon.
Il faut alors relacher les contraintes sur la topologie de l’hypervolume d’estimation vis à vis de l’espace d’échan-
tillonnage sous-jacent (une surface). Ceci est effectué en préférant à une fenêtre d’estimation volumique (texel),
une fenêtre surfacique de taille régulière, comme un disque [JMLH01]. Il est important que le rayon de ce disque
soit fixé afin d’éviter une mauvaise estimation de la densité. Pour une fenêtre d’estimation surfacique, une ellipse,









où l’énergie Φ des n plus proches photons est accumulée et divisée par l’aire du disque d’estimation πr2. Cette
valeur est ensuite intégrée au matériau ρ lié à la surface.
Le choix du disque n’est pas suffisant pour limiter le biais d’estimation. Afin de limiter cette erreur, il est néces-
saire d’effectuer un lissage de la densité de photons à l’aide d’une convolution des densités avec les photons situés
au voisinage du point d’estimation.
Fonction de lissage
Pour un hypervolume donné V0, prendre en compte des échantillons situés dans des hypervolumes voisins Vk
permet d’assurer une distribution de la luminance suffisante dans l’hypervolume V0. Cette distribution uniforme
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FIG. 1.18: Estimation de densité : k plus proches voisins et écrasement
permet alors de réduire le biais de l’estimation statistique. Ce lissage de la population des photons correspond à
une convolution par une fonction, dite fonction noyau. La fonction noyau K doit être unitaire et symétrique afin de
garantir que l’estimation conserve ses propriétés de densité. Cette fonction peut être une fonction radiale, comme
un noyau conique (fonction linéaire par morceaux) ou mieux un noyau gaussien [JMLH01].
La précision de l’estimateur dépend alors non seulement de la qualité de l’échantillonnage, mais aussi de la
fonction noyau qui est choisie. Pour un estimateur f˜ , le biais b s’écrit :
b( f˜ (x)) =
∫
K(x− y) f (y)dy− f (x) (1.27)
Comparé à un lancer de rayons stochastique, le résultat comporte toujours une erreur résiduelle liée à cette fonction
noyau. En pratique, l’éclairage correspondant obtenu par une densité de photons lissée par un filtre gaussien peut
alors sembler flou. De plus, cette méthode nécessite de fixer arbitrairement la taille et les caractéristiques de ce
lissage en fonction de la configuration de la scène.
Implantation
Nous avons vu que le principe de l’estimation de densité est trivial : après avoir construit un hypervolume d’es-
timation, il suffit de compter les photons qui y sont contenus. Comment effectuer cette estimation de densité de
manière efficace ?
K plus proches voisins La méthode des plus proches voisins, KPPV (k-nearest neighbor, KNN) consiste à
récupérer les k plus proches photons voisins situés autour du centre de la fenêtre d’estimation (figure 1.18 gauche).
Cela implique que la carte de photons soit interrogée de manière non linéaire. Afin d’être efficace, la récupéra-
tion des photons peut être accélérée par un kd-tree [Jen96]. Effectuée sur CPU, cette opération reste relativement
longue. Envisager une méthode duale à la recherche des plus proches voisins, l’écrasement de photon, est un moyen
alternatif au lissage de la population par une recherche KPPV.
Écrasement de photons Au lieu de récupérer les contributions du voisinage, l’écrasement de photons consiste à
accumuler les luminances incidentes pour chaque fragment (figure 1.18) [SB97]. Les photons sont alors rastérisés
sur l’écran sous la forme de nuages d’éléments de surfaces (surfels) : des points (figure 1.18 droite).
Chaque pixel de l’image reçoit l’accumulation des apports de chaque photon. L’éclairement estimé correspond
alors à la somme des contributions de luminance reçue par ce pixel divisée par le nombre de contributions. Écraser
des ellipses revient à générer des primitives OpenGL sous forme de points (splats). L’écrasement consiste à projeter
en lieu et place des photons, des splats sur la surface du maillage [SB97]. L’utilisation d’un tampon de comptage
permet alors de réaliser l’intégration directement sur la carte graphique sans passer par une phase de relecture sur
le CPU [LP03].
Nous examinerons ces méthodes dans le chapitre consacré aux caches d’illumination. Contrairement à la méth-
ode des plus proches voisins, écraser les photons permet de parcourir la carte de photons de manière linéaire.
Une structure récursive comme un kd-tree n’est plus nécessaire. C’est pourquoi ces méthodes par écrasement sont
favorisées pour une reconstruction en temps réel sur les cartes graphiques.
1.7.3 Application au calcul de l’éclairage
Visualisation directe
L’estimation de densité à travers permet de reconstruire un éclairement à partir d’une carte de photon. Cette
visualisation directe de la carte de photons n’est cependant valide que pour des matériaux diffus ou des effets très
localisés tels que les caustiques. En effet, cette estimation est construite à partir d’une carte de photons, invariante
par rapport au point de vue de l’observateur. L’éclairage reconstruit directement à partir de l’estimation de densité
s’écrit :
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Pour un nombre suffisant de photons, les méthodes comme l’écrasement de densité permettent alors de re-
construire un éclairage indirect en temps réel. Cet éclairage est alors limité à des effets d’éclairage indirect basses
fréquences [LP03, DS05, DS06, DSDD07a] ou des caustiques [WD06]. Ces méthodes sont décrites dans le chapitre
suivant consacré aux caches d’illumination.
Lorsque le nombre de photons est insuffisant ou que la topologie de la scène est trop complexe, cette estimation
de densité par écrasement de photons est ainsi sujette à une erreur statistique sous forme de variance (figure 1.19).
De plus, cette visualisation directe de la carte de photon n’est pas valide pour des matériaux spéculaires ou diffus
spéculaires, dépendants du point de vue de l’observateur. Il est alors nécessaire de procéder à une exploitation
indirecte de la carte de photons.
Exploitation indirecte de la carte de photons
L’exploitation indirecte de la carte de photons consiste à combiner les résultats de l’estimation de densité à
travers une intégration stochastique (final gathering [JMLH01]). Dans la visualisation directe, l’éclairage est issu
de l’estimation de densité pour un point d’estimation x donné. Au contraire, dans l’exploitation indirecte, des
rayons sont tirés à partir du point d’estimation x. Les rayons rencontrent alors des surfaces infinitésimales x′ selon











Ce procédé peut être aussi exploité pour calculer des éclairages sur des matériaux diffus spéculaires [GKBP05,
KGPB05a] (figure 1.19). Cette intégration sur l’hémisphère est alors la partie la plus coûteuse en temps de calcul
d’une image par lancer de photon. Sur nos diverses scènes de tests, la carte de photons est calculée en quelques
minutes (figure 1.20) alors que la passe d’intégration peut s’étaler sur des minutes voire des heures sur des scènes
très complexes.
1.7.4 Limitations
En regard du temps nécessaire pour obtenir une image par tracé de chemin, le temps de production par lancer de
photons reste intéressant mais encore élevé. Toutefois, l’image obtenue par lancer de photons comporte toujours
un biais, lié à la fonction noyau utilisée lors du filtrage. L’oeil étant plus sensible à un bruit poivre et sel, le résultat
reste perceptuellement acceptable.
En plus d’être biaisée, l’estimation de densité reste difficile à paramétrer, il est nécessaire de fixer le nombre
de photons et la taille de la fenêtre d’estimation pour chaque scène. Mal réglée ou effectuée sur un nombre de
photons insuffisants, l’estimation de densité entraîne une mauvaise évaluation de l’éclairement, renforçant le bruit
gaussien. De plus, la topologie de la fenêtre d’estimation, une ellipse, n’est pas toujours adaptée à la structure
tridimensionnelle de la scène. De nombreux artefacts peuvent apparaître autour d’arêtes franches situées le long
des murs ou d’objets contondants.
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Chapitre 1. Eclairage global en temps réel
FIG. 1.20: Scène de test rendue par lancer de photons ; éclairage indirect, ombres douces, réflexions et réfractions. Par rapport
au tracé de chemin, les caustiques produites par le miroir ont disparu. La configuration de la scène limite l’échantillonnage de
photons nécessaires au calcul de ces caustiques. De plus, l’estimation de densité a fini par gommer les caustiques indirectes
(Blender/Yafray).
Algorithme Type Chemin Stockage Perf. scène statique Perf. scène dynamique
(AMD Opteron 870) (sources bib.)
Rastérisation image L0(D|S)−C0 (géométrie) 1 ms temps réel
Lancer de rayons image L0(D|S)−S∗0C0 géométrie+struct. accél. <100ms (temps réel)
Radiosité scène LD∗0C0 géométrie+radiosité 30s hors ligne
Tracé de chemins image L(D|S)∗C géométrie+struct. accél. 1h30 hors ligne
Lancer de photons mixte L(D|S)∗D0(S)∗C géom.+struct. accél+photons 5m (photons : 30s) (temps interactif)
TAB. 1.1: Comparaison des algorithmes de rendus ; Les temps sont donnés pour la scène de test qui reste une scène relativement
simple. Le pipeline de rastérisation n’a pas besoin d’accéder à la scène de manière aléatoire. Certaines implantations de lancer
de rayons proposent des performances temps réel [WBS07]. L’approche de [DSDD07a] n’est valable que pour des éclairages
indirects à basses fréquences, sur des scènes faiblement animées. Pour le lancer de rayon, nous rajoutons le symbole S0 même
si nous avons posé S0 ⊂ S, nous mettons en évidence que le lancer de rayon permet de représenter des réflexions spéculaires,
contrairement à l’algorithme de rastérisation que nous avons défini. Pour alléger la notation, le symbole S0 ne figure pas dans
les méthodes de tracé de chemin et de lancer de photons.
Les symboles sont les suivants :
– C0 est une caméra ponctuelle, C une caméra pouvant comporter des aberrations
– L0 est une source lumineuse ponctuelle, L une source étendue
– D0,D,S0,S est une surface respectivement parfaitement/partiellement respectivement diffuse/spéculaire. La propriété générale est inclusive
D0 ⊂ D et S0 ⊂ S.
– | correspond à l’opérateur logique ou, X−, à n ∈ [0,1] occurrence de X et X∗ à n ∈ [0,∞[ occurrences
1.8 Conclusion
Afin de récapituler les divers algorithmes examinés dans ce chapitre, nous proposons une version du tableau
comparatif (tableau 1.1) avec un formalisme simplifié de Schlick [Sch92].
Nous venons de donner un aperçu des avantages et des difficultés de différentes méthodes. La rastérisation reste
pour l’instant la seule méthode permettant d’obtenir des rendus de scènes dynamiques en temps réel. Les limitations
intrinsèques de la rastérisation rendent difficile l’adaptation d’algorithmes issus des autres classes de méthodes.
Comment intégrer de manière efficace des algorithmes d’éclairage global ? Cet éclairage global reste souvent
précalculé à l’aide de méthodes de radiosité. Les algorithmes de lancer de photons peuvent-ils monter en charge
sur des scènes complexes ? Comment afficher en temps réel le contenu d’une carte de photons sans saturer l’étage
de rastérisation ? Est-il possible d’améliorer le rendu des réflexions ou des ombres ?
Comment augmenter la taille de l’image obtenue de manière efficace, en assurant une montée en échelle suff-
isante ? Quelles sont les méthodes pour distribuer un tel rendu sur un mur d’écran ? Comment améliorer la qualité
des solutions existantes ? Sans tampon de données intermédiaires, une rastérisation classique ne permet pas de ne
simuler aucun effet d’éclairage indirect. Comment obtenir une image en haute résolution sans être limité par le
coût imposé par le transport de ces tampons ?
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Génération et exploitation
d’une structure de stockage de l’éclairage
2.1 Introduction
La simulation de l’éclairage global reste un processus complexe tant au niveau des calculs que de la consom-
mation mémoire. Une structure de stockage des données d’éclairage permet d’accélérer le calcul ou l’exploitation
des résultats d’un calcul d’éclairage. Dans cet état de l’art, nous décrivons et comparons ces différents types de
stockage (section 2.2). L’occupation mémoire d’une telle structure de stockage est généralement importante, c’est
pourquoi il est nécessaire d’envisager des méthodes de compression adaptées à la nature des données d’éclairage
à stocker (section 2.3).
Nous décrivons ensuite différentes structures situées le long du pipeline de rendu d’éclairage global : les struc-
tures de stockage de la luminance (section 2.4) , d’éclairement (section 2.6), les cartes de radiosité et les cartes de
transfert de luminance (section 2.7).
2.2 Structure de stockage d’éclairage
2.2.1 Apport d’une structure de stockage dans un rendu d’éclairage global
Le processus d’évaluation de l’éclairage global consiste en trois grandes phases : 1/ calcul des luminances inci-
dentes ; 2/ calcul de l’éclairement ; 3/ calcul de la radiosité (figure 2.1). L’élément terminal du pipeline correspond
alors à un vecteur de radiosité exprimé dans un espace colorimétrique donné, calculé pour un échantillon de la
structure de stockage donné.
Vis-à-vis de ce processus de rendu, une structure de stockage comporte deux avantages.
Premièrement, pour une scène statique où la configuration des objets et des sources lumineuses reste constante,
conserver les résultats des calculs à un des étages du processus de rendu permet de réutiliser des valeurs inchangées
au cours du temps. Cette structure de stockage permet alors d’alléger la charge des étapes en aval du processus de
rendu.
Deuxièmement, une structure de stockage accélère le calcul de l’éclairage global en remplaçant une évaluation
coûteuse pour chaque pixel de l’image par une interpolation des valeurs d’éclairement ou de luminance contenues
dans cette structure de stockage. Une structure de stockage d’éclairage exploite alors la cohérence spatiale de
l’éclairage indirect. En effet, « l’éclairage indirect tend à faiblement évoluer le long de la surface » [WRC88].
2.2.2 Positionnement de la structure de stockage dans le processus de rendu
Pour des raisons d’efficacité, nous pouvons être amenés à tout précalculer : la phase de reconstruction dy-
namique, effectuée généralement sur GPU est alors minimale. Toutefois, ce précalcul peut alors s’avérer long et
donc freiner l’adoption de ces techniques, dans le cas de scènes composées de maillages complexes.
Au contraire, pour des raisons de souplesse, nous pouvons être amenés à limiter l’étendue des calculs hors ligne
afin de moduler les résultats en ligne, par exemple précalculer la luminance et l’intégrer en temps réel. L’évaluation
dynamique de l’éclairement permet ainsi d’échanger facilement un matériau, en supposant que cette modification
n’a qu’une influence limitée sur les autres valeurs des luminances qui lui seraient couplées.
L’équilibre entre les précalculs des données dans la structure de stockage et son exploitation en ligne doit être
fixé par les besoins et le contexte de l’application.
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FIG. 2.1: Processus de rendu de l’éclairage global avec structure de stockage d’éclairage ; A chaque étape, pour être généré
un résultat intermédiaire pouvant être réutilisé dans les étapes suivantes du pipeline. Il n’est pas nécessaire d’effectuer chacune
des étapes du pipeline : une fois la structure de stockage généré, il peut être appliqué pour reconstruire l’éclairage. Par exemple,
la carte de luminance (carte de photon) est directement utilisée par la méthode du lancer de photon. Cependant ce dernier peut
aussi appliquer une carte d’éclairement pour accélérer le calcul de l’image.
Le positionnement de la structure de stockage dans le pipeline de rendu d’un éclairage global n’est pas le seul
critère qui détermine le choix de la structure de stockage. Nous allons voir dans les sous-sections suivantes que la
topologie et l’espace de l’échantillonnage de la structure de stockage jouent un rôle important sur la représentativité
des échantillons de la structure de stockage.
2.2.3 Topologie de la structure de stockage d’éclairage
Carte d’éclairage
Une carte d’éclairage permet de réaliser un éclairage par image (image based lighting), qui capture l’éclairage
issu de sources situées à l’infini. Une carte d’éclairage est donc une matrice à deux dimensions contenant des
valeurs de luminances ou d’éclairement (figure 2.7). La plus simple des cartes d’environnement est l’application
directe de la projection azimutale de Lambert, plus généralement connue sous le nom de carte sphérique (voir
chapitre consacré aux réflexions spéculaires). Dans une carte d’environnement, les valeurs de luminances sont in-
dexées dans l’espace 3D de manière limitée : seuls les premiers éléments visibles depuis un point de vue donné sont
contenus dans une telle carte. Ces cartes sont rapidement générées et mises en oeuvre sur des cartes graphiques.
Cela permet alors d’envisager d’appliquer le calcul de l’éclairage global pour des scènes animées.
Cette carte 2D peut être étendue afin de contenir des valeurs permettant de localiser les échantillons dans l’es-
pace (structure de stockage 2.5D). Afin de localiser les texels d’une carte d’environnement, chaque texel contient
une distance radiale par rapport au centre de la projection [SKALP05]. De manière duale, les texels d’une carte
d’ombre sont associés à une distance afin de calculer un ombrage [Wil78].
Toutefois, une carte d’éclairage est produite par une projection perspective. Elle ne contient que les valeurs d’é-
clairage visible du centre de projection de cette carte. L’éclairage ainsi stocké ne représente alors qu’une partie de
l’éclairage indirect, celui issu des premiers rebonds de la lumière. Afin d’obtenir une structure de stockage plus
représentatif, contenant plusieurs rebonds, il est donc nécessaire de stocker plusieurs couches. C’est la raison d’être
d’un stockage volumique.
Volume d’éclairage
Un volume de luminance est une structure de stockage dans l’espace-scène. Le volume d’éclairage contient
des échantillons indexés sur trois dimensions, contrairement aux cartes de luminances, qui ne conservent que le
premier élément visible d’un point de vue donné. Stocker une telle quantité d’information peut être toutefois prob-
lématique lors de la phase d’exploitation, il faut alors choisir des méthodes de compression adaptées à la luminance
ou à l’éclairement (section suivante 2.3).
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écran surfacique scène
carte structure de stockage d’éclairement [WRC88] carte d’environnement [AG02] carte d’environnement avec profondeur [SKALP05]
carte d’ombre réflective [DS06]
volume voxellisation par GPU [ED06] solution de radiosité[GTGB84] carte de photons [JMLH01]
TAB. 2.1: Exemples de structures de stockage classés par topologie et espace d’échantillonnage
Un volume d’éclairage s’avère donc une structure de stockage plus générique qu’une carte d’éclairage. Toutefois
afin de le générer et de l’exploiter de manière efficace, il faut considérer les différents espaces de calcul : par pixel,
sommet, texel ou voxel ?
2.2.4 Espace d’échantillonnage
Le choix de l’espace d’échantillonnage est important lors de la génération et de l’exploitation. En effet, lors de
la génération, la modification de l’espace de l’échantillonnage entraîne inévitablement une mise à jour de cette
structure de stockage. Par exemple, une structure de stockage dans l’espace surfacique (maillage) devra être mise à
jour lorsque le maillage est modifié. Un échantillonnage à une fréquence insuffisante rend la structure de stockage
difficile à exploiter lors du calcul de l’éclairage. Il est alors nécessaire de redéfinir la structure sous-jacente afin
d’augmenter cette fréquence. Ainsi, nous pourrons être amenés à subdiviser un voxel trop volumineux.
Espace-écran
Un calcul de l’éclairage par pixels propose, de manière évidente, la meilleure qualité. Toutefois à chaque change-
ment de position de caméra, ce processus doit être réitéré. Ainsi, la structure de stockage d’éclairement permet
d’accélérer le calcul d’un lancer de rayon en interpolant des valeurs d’éclairement stockées dans l’espace-écran
[WRC88].
Considérer une structure de stockage dans l’espace-écran est aussi nécessaire lorsqu’une voxellisation est effec-
tuée par un GPU. En effet, le processus de génération de la structure de stockage discret est issu de la rastérisation,
produite par une projection sur le plan de l’écran. La résolution de la grille régulière obtenue par rastérisation est
cependant limitée, ce qui limite ce procédé à des scènes simples [ED06].
Espace surfacique
Une évaluation surfacique par sommets ou par texels permet d’obtenir des valeurs d’éclairage indépendantes
du point de vue, réutilisables lorsque la caméra est déplacée. Une structure de stockage par sommet est alors
rapidement évaluée : l’éclairement correspond à une couleur attribuée pour chaque sommet du maillage. Toute-
fois, comme pour une solution de radiosité, le maillage sous-jacent doit être réorganisé en fonction des gradients
d’éclairement. Lorsque ce gradient est trop élevé, le maillage doit alors être subdivisé, au contraire, lorsque le
gradient est faible, le maillage peut être simplifié [WHSG97]. La subdivision du maillage étant conditionnée par
les discontinuités de l’éclairage, la complexité géométrique d’une scène peut alors s’accroître sensiblement.
Une reconstruction dans l’espace de la texture permettrait de se libérer des contraintes liées au maillage : la
fréquence d’échantillonnage par texel est, de fait, plus grande que pour un échantillonnage par sommet [Arv86,
Shi90]. Une reconstruction hybride CPU/GPU combinant un calcul par sommet et par texel peut alors être ef-
fectuée [LC04]. Toutefois, cela suppose que nous disposions d’une paramétrisation du maillage respectant une
conformation d’aire. En effet, l’estimation de densité s’effectuant par texels, il est nécessaire d’obtenir des texels
ayant une distribution d’aire la plus régulière possible. Or, il n’est pas toujours possible d’obtenir rapidement une
telle paramétrisation.
Espace-scène
Considérer une structure de stockage volumique dans laquelle les échantillons sont stockés par voxels permet
de se détacher des contraintes liées à un échantillonnage surfacique. Localiser des échantillons dans un espace en
trois dimensions permet de devenir indépendant de la paramétrisation de surface du maillage.
Ajouter une dimension risque toutefois de rendre complexe l’exploitation de la structure de stockage. En effet,
nous avons vu que le calcul de l’éclairage peut nécessiter de récupérer un nombre important d’échantillons suiv-
ant leurs positions dans l’espace (lancer de rayons, carte de photons). Une structure de hiérarchisation 3D permet
d’accélérer ces accès (sous-section 2.3.1).
Le tableau 2.1 contient des exemples de structures de stockage classés suivant leur topologie et leur espace
d’échantillonnage.
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2.2.5 Comment stocker l’éclairement ?
Source ponctuelle ou directionnelle
Résumer une valeur d’éclairement à une constante [WRC88] revient à réduire artificiellement la dimension
du problème en ignorant la direction pour se concentrer sur la position dans un espace cartésien. Les échantil-
lons de la structure de stockage constituent alors un ensemble discret de sources lumineuses ponctuelles (Virtual
Point Light [Kel97]). Toutefois, la reconstruction, par interpolation linéaire, peut générer de nombreux artefacts si
l’échantillonnage de la structure de stockage est trop faible ou si la surface sur laquelle est calculé l’éclairement
est trop perturbée, notamment pour un matériau diffus directionnel. C’est pourquoi il est intéressant de stocker une
information de position sous la forme d’un vecteur d’éclairement [ZSP98].
Gradient
Prendre en compte les variations de l’éclairement est un autre moyen d’améliorer la représentativité d’une struc-
ture de stockage d’éclairage. A l’image d’un développement de Taylor, où considérer un terme supplémentaire de
la série permet d’obtenir une meilleure approximation de la fonction développée ; stocker un gradient de rotation
et de translation permet d’améliorer l’interpolation. L’interpolation surfacique bilinéaire devient alors une interpo-
lation d’Hermite, liée aux gradients de position et d’orientation de la surface qui sous-tend le point où est calculé
l’éclairement [WH92]. Ward considère un échantillonnage pour un matériau lambertien, avec un échantillonnage
arbitraire de l’hémisphère. Afin d’obtenir une structure de stockage pour le calcul de matériaux diffus direction-
nels, l’échantillonnage doit alors s’effectuer en fonction du matériau. L’hémisphère subit alors un échantillonnage
par importance qui permet, en outre, de prendre en compte certains effets d’occlusions [KGBP05].
Fonction de distribution
La fonction de distribution de l’éclairement peut être stockée dans son intégralité plutôt que de manière parcel-
laire. Afin de réduire la quantité de mémoire occupée, il est alors obligatoire de procéder à une phase de compres-
sion de la structure de stockage, examinée dans la section suivante (2.3).
2.2.6 Récapitulatif
Le choix d’une structure de stockage n’est pas une chose aisée. Cette étude met en évidence les limites intrin-
sèques des structures de stockage d’éclairement. Ces contraintes doivent alors être en adéquation avec les besoins
liés au contexte de l’application. Dans notre cas, la structure de stockage utilisée doit pouvoir être générée et ex-
ploitée efficacement pour une scène complexe composée d’un maillage irrégulier formé par plusieurs millions de
polygones. Pour une telle scène, il semble qu’un volume de luminance partitionné sous forme d’octree offre la
meilleure solution afin de minimiser les temps de précalcul. Une structure de stockage d’éclairage peut contenir
une grande quantité d’information. Afin de limiter le coût du transport de cette structure de stockage, sa taille peut
être réduite par un schéma de compression adapté.
2.3 Méthodes de compression
Une compression permet de faciliter l’exploitation des structures de stockage d’éclairage en réduisant leur em-
preinte mémoire. Ces structures de stockage peuvent alors être contenues sur des plateformes à la capacité mémoire
limitée, comme une carte graphique.
2.3.1 Stockage par partitionnement
Le partitionnement de l’éclairage a été proposé pour rendre des scènes avec un nombre élevé de sources lu-
mineuses [FBG02]. Cette démarche est valide sous l’hypothèse d’influence locale des sources lumineuses. En effet,
l’atténuation de ces sources lumineuses entraîne une influence localisée à un espace restreint de l’environnement.
Ce type de stockage est adapté à un signal discret, comme un volume de luminance. Ce dernier contient des
valeurs de luminances incidentes sous la forme d’échantillons discrets, appelés photons. Comment définir la fron-
tière de chaque partition ? Il est nécessaire de définir une distance de similarité.
Distance de similarité
Pour une population donnée, nous introduisons la notion de distance de similarité. Cette distance permet de
construire les partitions contenant des groupes d’individus ayant les mêmes caractéristiques. Quels sont les critères
à définir dans cette distance afin d’augmenter la représentativité de la partition ?
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FIG. 2.2: Méthodes de classifications : Analyse en composante principale , partitionnement hiérarchique et k plus proches
voisins
Cette représentativité possède un coût, un compromis doit être trouvé entre la qualité et l’efficacité calculatoire
de chaque type de distance de similarité. La plus simple des distances peut être basée sur l’atténuation de chaque
source, fonction de la puissance de chaque photon et de la distance euclidienne entre le centre du voxel et le photon.
Cette distance permet alors de construire des structures de stockage de luminances [SWZ96, PPD98].
Cette notion d’octree de sources virtuelles a été étendue aux volumes d’éclairement [GSHG98, PH04], évoqués
dans la sous-section 2.6.2. Par exemple, les octrees d’éclairement sont construits à l’aide de distances basées sur
des densités de luminance [CLSS97].
Les modèles de perception permettent aussi de définir des distances. Ces métriques permettent de réduire le coût
d’évaluation de l’éclairement, en dégradant la qualité des zones peu contrastées, en termes perceptuels [FBG02].
Cette distance permet aussi de construire un système d’asservissement afin de réduire les disparités temporelles
lors d’un changement de position de la caméra [WFA+05].
Partitionnement simplifié
La population de photons est regroupée par partitions (clusters). Une approche simple consiste alors à répar-
tir les photons selon les 6 directions de l’espace cartésien {±X ;±Y ;±Z}. La représentation directionnelle d’une
structure de stockage de luminance est fondée sur un tri rapide selon 6 directions alignées sur les axes de la scène.
Toutefois, cette méthode utilise un nombre réduit de directions. Ce sous-échantillonnage directionnel limite alors
son exploitation à des rendus hors-ligne [PGS05].
Tenir compte d’un nombre plus élevé de directions permet d’améliorer cet échantillonnage. Il faut donc con-
struire les partitions de manière plus générale. Les méthodes de classification automatique réduisent l’ensemble
discret de photons en entités représentatives de taille plus réduite. Les grandes classes de méthodes utilisées en
synthèse d’image se limitent à des classifications automatiques, sans apprentissage, correspondant à une analyse
par composantes principales (ACP) et des méthodes itératives hiérarchiques (clustering).
Analyse par composantes principales
La technique de l’analyse en composante principale (ACP) cherche à décrire un effectif de p individus d’une
population à l’aide de q nouveaux descripteurs, tout en conservant un maximum de dispersion, au sens statistique.
Les composantes principales correspondent alors aux axes d’allongement maximal du nuage représentant la pop-
ulation. Les projections des échantillons sur ces axes présentent une variance maximale et correspondent donc au
meilleur ajustement de ce nuage de points. L’interprétation géométrique des composantes principales correspond
aux axes de l’hyperellipse englobant la population (figure 2.2). Toutefois, une ACP se base sur une décomposition
de matrice coûteuse autant en temps de calcul (diagonalisation d’une matrice creuse) que mémoire (stockage de la
matrice de dimension proportionnelle au nombre d’échantillons).
Méthodes itératives : partitionnement hiérarchique et k plus proches voisins
Les méthodes itératives travaillent localement sur des couples d’individus, alors qu’une analyse par composantes
principales considère la population dans sa globalité. Utiliser ces méthodes est donc plus économique sur le plan
calculatoire et mémoire. Les distances de similarité permettent alors de construire des partitions à l’aide de méth-
ode comme le partitionnement hiérarchique ou les K plus proches voisins.
Les entités produites par ces méthodes itératives sont alors représentées par un centroïde. Dans un espace
cartésien à trois dimensions, un centroïde correspond au centre de gravité de la partition. La population est alors
représentée par q centroïdes chacun associé à une partition. Par rapport à une analyse par composante principale,
cet effectif est bien moindre, ce qui réduit la représentativité des partitions produites par ces méthodes itératives. La
facilité de mise en oeuvre et l’efficacité de ces méthodes restent deux arguments à ne pas négliger face à une ACP.
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FIG. 2.3: Compression de l’éclairement : échantillonnage linéaire (6 directions) contre harmoniques sphériques
Partitionnement hiérarchique Le partitionnement hiérarchique (HClust) produit des dendogrammes qui ont
l’avantage d’offrir une classification unique à de multiples niveaux. Ces dendogrammes sont construits avec une
complexité en O(n2), où n est le nombre d’échantillons. L’ensemble des échantillons est parcouru de manière itéra-
tive dans son intégralité. Les éléments les plus proches sont unis pour former un couple. A la prochaine itération,
les couples de la génération précédente sont à nouveau unis deux à deux (figure 2.2).
K plus proches voisins La méthode des k plus proches voisins KPPV [Mac67] est une méthode de partition-
nement non hiérarchique itérative qui minimise la variance entre les différentes partitions (figure 2.2). Un nombre
de graines est initialisé, égal au nombre de partitions désiré. Contrairement au HClust, il faut donc limiter volon-
tairement le nombre de partitions à construire. Chaque élément est alors associé aux échantillons situés autour
d’une graine selon sa distance de similarité. Une fois que toutes les partitions sont formées, le centroïde de chaque
groupe est calculé. Le travail de regroupement des plus proches voisins est alors recommencé à partir de ces nou-
veaux groupes. L’itération se termine lorsque la configuration des groupes se stabilise. De plus, la méthode KPPV
ne produit pas une solution unique : la solution peut varier selon la position initiale des graines et l’évolution
des groupes. Sa pire complexité théorique est polynomiale [HPS05, AV06] ; cependant, en pratique, le nombre
d’itérations pour converger vers une solution reste faible.
Ces méthodes itératives sont relativement rapides et leur simplicité augure un traitement par lots de la carte de
photons. Pour un volume réduit (voxel), une représentation discrète de la luminance sous forme de partition permet
de stocker des valeurs de luminance de manière satisfaisante [McT04, JN06]. Par contre, pour des volumes plus
grands, cette méthode de stockage devient sensible au crénelage. Allier les deux méthodes (ACP et partitionnement
itératif) permet alors de construire des partitions plus représentatives de la population donnée.
Méthode hybride : analyse par composantes principales partitionnées
Nous venons de voir que l’analyse par composantes principales est plus coûteuse qu’une méthode itérative.
Ainsi, un nombre trop important d’échantillons peut aggraver fortement la complexité calculatoire du partition-
nement. Cependant, la représentativité d’une partition construite par ACP est meilleure (paragraphe précédent).
Cela peut conduire à préférer une ACP à un partitionnement KPPV pour le calcul d’une structure de stockage
d’éclairage. L’analyse par composantes principales partitionnée (clustered principal component analysis CPCA)
propose de réduire la population en partitions qui subit ensuite une ACP. En synthèse d’image, cette technique est
utilisée pour la compression de signaux multifréquence ou l’analyse de nuages de sources lumineuses [SHHS03,
LSSS04, KAMJ05] (sous-section 2.7.1). Par rapport à une ACP réalisée sur la population entière, les temps de
calcul sont réduits, cependant, ils restent coûteux, de l’ordre de la journée [KAMJ05].
2.3.2 Stockage par projection
L’éclairement est stocké sous la forme d’un signal continu, en effet cette quantité correspond à l’intégrale sur
l’hémisphère des luminances incidentes, qui, elles, sont discrètes. Cette caractéristique nous contraint à envisager
des méthodes de compression adaptée à ce signal. Ces méthodes sont basées sur la projection du signal dans une
base orthogonale. De telles méthodes de compression sont utilisées pour de nombreux signaux périodiques comme
une image ou un son. Un son étant composé d’harmoniques, considérer une série de fonctions sinusoïdales élé-
mentaires permet de résumer ce son à une suite de coefficients ; les poids associés à la combinaison linéaire de ces
harmoniques.
Notons qu’une décomposition peut être construite par une convolution avec une fonction de la base, c’est
pourquoi nous introduisons la notion de filtrage, en corrélation avec ces méthodes de compressions. Il reste à
choisir une base en adéquation avec le signal continu discret.
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FIG. 2.4: Harmoniques sphériques
Tri et filtrage linéaire : fonction porte et cône
Une base de fonctions porte (Heavyside) correspond à un échantillonnage linéaire {±X ;±Y ;±Z} de l’espace
centré sur l’hémisphère. Un tel filtrage équivaut à un partitionnement par direction (sous-section 2.3.1). Ce fil-
trage est applicable à un éclairage conscrit à un faible volume (voxel). Par contre, dans un espace plus vaste où
les sources sont situées à l’infini, une bande de Mach apparaît (figure 2.3). En effet, cette base de fonction con-
duit à une transformation abrupte d’un échantillonnage discret de la luminance incidente. Il est donc nécessaire
d’envisager des bases de fonctions plus adaptées.
Un filtrage par cône revient à convoluer l’ensemble des luminances par un filtrage bilinéaire. Toutefois, ce fil-
trage arbitraire reste décorrélé des variations de l’éclairement, ce qui peut entraîner de fortes variations entre le
signal compressé et la valeur originale. C’est pourquoi il est nécessaire de considérer des bases de fonction plus
expressives.
Harmoniques sphériques
Les harmoniques sphériques sont le pendant tridimensionnel des séries de Fourier. Ces fonctions exprimées dans
un repère sphérique (azimut ;élévation) sont obtenues par restriction de polynômes homogènes harmoniques (fig-
ure 2.4). Le deuxième niveau correspond à un partitionnement et donc à un échantillonnage linéaire vu ci-dessus
(sous-section 2.3.1). Le troisième niveau comporte 5 fonctions plus intéressantes construites à partir de polynômes
quadratiques. Une combinaison linéaire de 9 coefficients associés pour chaque harmonique sphérique (figure 2.4)
permet alors de décrire un signal basse fréquence, en l’occurrence un éclairement issu de sources situées à l’infini
[RH01a]. Cette compression a aussi été utilisée pour le transfert de luminance [SHHS03] (sous-section 2.7.1) ou
pour une structure de stockage d’éclairement afin d’évaluer des matériaux diffus directionnels [GKBP05].
Le support global des harmoniques permet d’obtenir une compression adaptée à un signal basse fréquence. Une
harmonique couvre tout l’espace sphérique, le coefficient qui lui est associé correspond alors à une mise à l’échelle
de l’harmonique. Ce support global permet aussi de calculer de manière analytique, la transformée par rotation du
signal. Un éclairage situé à l’infini peut alors être réorienté de manière immédiate, par une simple rotation, sans
nécessiter de mise à jour de la structure de stockage. Pour un matériau isotrope, il suffit de prendre en compte
la transformation de la normale à la surface [RH01a]. Pour un matériau anisotrope, une rotation de l’éclairage
requiert une transformation des coefficients des harmoniques par une matrice de rotation [KSS02]. Une approx-
imation basée sur un développement de Taylor permet de calculer cette rotation de manière plus efficace. Une
étude des harmoniques a permis d’adapter une structure de stockage d’éclairement à des surfaces composées de
microgéométries très perturbées afin de simuler un matériau diffus directionnel [KGPB05b].
Le support global de ces harmoniques sphériques entraîne donc de nombreux avantages. Toutefois, il est dif-
ficile de moduler l’éclairage selon une direction donnée, à cause de ce support, par construction, global. Prendre
en compte les pics spéculaires n’est alors possible qu’à travers une série d’harmoniques de haut niveau : il est
nécessaire de prendre en compte près de 100 coefficients [NRH03]. Un signal à haute fréquence est donc difficile
à coder à l’aide d’harmoniques sphériques.
Ondelettes
Les ondelettes permettent de compresser un signal multifréquence. En effet, une ondelette n’a pas un support
global comme une harmonique, mais un support local (figure 2.5). Une ondelette peut donc être mise à l’échelle
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FIG. 2.5: Ondelette de Morlet et schéma de compression par ondelettes discrètes ; La compression s’effectue en trois phases :
la transformée en ondelette, la quantification et l’encodage. L’image est décomposée en une pyramide de sous images de réso-
lution inférieure. Chaque niveau contient un groupe de 3 images, le traitement s’effectuant selon les 3 directions (horizontal,
verticale et diagonale). Le passage vers un niveau inférieur s’effectue en considérant la valeur moyenne et la distance maximale
entre deux pixels du niveau supérieur. La quantification permet de ne conserver que les données jugées perceptuellement utiles.
FIG. 2.6: Reflective shadow map [DS06] ; De gauche à droite : scène rendue par rastérisation, Reflective shadow map (carte
d’ombre réflective) vue depuis la source avec échantillonnage stochastique de la luminance, écrasement des échantillons de
luminance dans l’espace-scène, éclairage indirect obtenu.
(décomposition fréquentielle) et subir une translation (décomposition spatiale).
Les ondelettes permettent de compresser des images (format JPEG20003, figure 2.5), des matériaux mesurés
[CBP07] mais aussi de coder des transferts de luminances issues d’un matériau diffus directionnel [NRH03] (sous-
section 2.7.1).
Le support local des ondelettes permet donc d’obtenir un codage multifréquence. En contrepartie, tous les avan-
tages liés à un support global sont perdus. Il n’existe pas d’expression analytique de la transformée par rotation
d’une ondelette. Cela signifie que lorsqu’il est nécessaire de faire subir une rotation à la structure de stockage
d’éclairage, la compression de la structure de stockage d’éclairement doit être recalculée.
2.3.3 Récapitulatif
Le choix de la méthode de compression/décompression est en premier lieu gouverné par la nature du signal sous-
jacent, un crénelage pouvant surgir d’une compression inadaptée. Pour un volume de luminance, des méthodes par
partitionnement sont préférées alors que pour un volume d’éclairement, des méthodes de projection sur une base
sont choisies. Par ailleurs, le choix de la compression joue aussi un rôle lors de l’exploitation de la structure de
stockage, un schéma de décompression pouvant alourdir les calculs lors de l’évaluation dynamique.
Nous allons mettre en oeuvre les schémas de compression examinés dans les sections suivantes, consacrées aux
structures de stockage de luminance incidente (2.4) et aux structures de stockage d’éclairement (2.6).
2.4 Caches de luminance incidente
2.4.1 Cartes de luminance
Carte d’environnement
Une carte d’environnement capture l’environnement à partir d’un point de vue donné selon toutes les directions
de l’espace : les texels correspondent alors à des valeurs de luminance pour un angle solide proportionnel à l’aire
d’un texel (figure 2.7).
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Carte d’ombre réflexive 2.5D
La carte d’ombre réflexive est une carte 2.5D qui contient la projection de la scène depuis une source lumineuse
ponctuelle. Chaque texel de cette carte contient alors des échantillons de luminances qui correspondent aux pre-
miers rebonds de la lumière issus de la source ponctuelle. Cette information est complétée par un vecteur associant
à chaque échantillon, sa position dans l’espace-scène [DS05] (figure 2.6).
Limites induites par la rastérisation
La carte d’environnement est donc générée depuis un unique point de vue. Cela implique alors des limitations de
la structure de stockage autant d’un point de vue quantitatif que qualitatif. Premièrement, le nombre d’échantillons
correspond à la résolution de la texture considérée. Deuxièmement, la nature des échantillons est aussi modérée
par la rastérisation : un unique niveau de récursivité est disponible, ce qui se traduit par la seule prise en compte
des premiers rebonds. D’un point de vue perceptuel, il est satisfaisant de se restreindre à ce premier niveau de re-
bond, car il participe en majorité à l’éclairage global. De plus, seule l’information correspondante à l’objet le plus
proche de la caméra est stockée. Or, il est nécessaire de prendre en compte la notion de visibilité afin de résoudre
l’équation du rendu. Cette information de visibilité est maintenue à l’aide d’une structure arborescente stockée sur
un CPU [DSDD07b]. Ce processus effectué sur deux plateformes différentes limite alors les performances d’un tel
algorithme sur des scènes dynamiques.
2.4.2 Volumes de luminance
Un volume de luminance est produit par un tracé de particules [Kel97] aussi connu sous le nom de lancer de
photons [Jen96, JMLH01]. Cette carte de photons est une structure de stockage volumique générique qui tient
compte non seulement des luminances diffuses directionnelles et spéculaires, mais aussi des caustiques. Chaque
photon représente un échantillonnage discret de la luminance.
Compte tenu de sa nature surfacique, la valeur contenue par le photon n’est pas corrélée à un point de vue donné,
contrairement aux structures de stockage obtenues par tracé de chemin. Tant que les objets de la scène ne changent
pas de configuration, une solution calculée dans l’espace de la scène pourra être réutilisée. Toutefois, afin de
minimiser la variance lors de l’intégration stochastique de l’équation du rendu (chapitre précédent), il est nécessaire
de générer un nombre élevé de photons (1 million). Nous avons vu que la carte de photons est exploitée pour
effectuer l’estimation de densité. Lorsqu’elle est effectuée sur le CPU, la carte est organisée sous la forme compacte
d’une liste de photons. Un kd-tree permet de déterminer rapidement les photons voisins d’un photon donné. Sur une
carte graphique, la technique de l’écrasement de photon [SB97] permet de parcourir cette carte de manière linéaire.
2.5 Évaluation de l’éclairement
2.5.1 Cartes de luminance
Surface spéculaire
Pour une surface purement réflective comme un miroir, l’éclairement correspond à la luminosité incidente. En
effet, sur une telle surface, la lumière est réfléchie selon une direction de réflexion liée à la position de l’observa-
teur et à la normale à la surface (chapitre consacré aux réflexions spéculaires). L’image virtuelle telle qu’elle est
observée sur un miroir, produite par réflexion spéculaire, correspond alors à des valeurs d’éclairement.
Surface diffuse
Pour une surface lambertienne, il est nécessaire de prendre en compte toutes les directions de l’espace et donc
d’effectuer une intégration de l’hémisphère centré autour d’un point donné. D’un point de vue microgéométrique,
les variations de la normale restent faibles. La valeur de l’intégration est donc indépendante d’une position x.
L’éclairement ne dépend alors que des normales incidentes observées à la surface du maillage.
Les texels de cette carte contiennent non plus une radiosité, mais un éclairement. Chaque texel contient une
éclairement calculé sur l’hémisphère selon une direction donnée. Pour obtenir une carte sphérique d’éclairement
d’une résolution n2, il est alors nécessaire d’effectuer n.n calculs : chaque texel d’éclairement correspond à une
normale (azimut, élévation) qui reçoit l’intégration des luminances (figure 2.7). Le temps de calcul d’une telle
solution est donc très élevé, en o(n4) [MH84].
Une simple observation sur la nature du matériau nous permet toutefois d’accélérer fortement les calculs de cet
éclairement. Pour une surface diffuse, la carte d’éclairement semble être issue de la carte sphérique de luminance
3Le taux de compression peut atteindre environ 50 contre 15 pour la norme JPEG (compression à base d’harmoniques)
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FIG. 2.7: Carte sphérique de luminance et d’éclairement
transformée par un filtre passe-bas (figure 2.7). Il est possible de s’approcher du résultat de manière empirique
avec un filtrage pyramidal (mipmap) sur GPU [AG02]. L’expression analytique de l’éclairement en fonction de la
luminance [RH01b] permet aussi d’accélérer le calcul de la carte d’éclairement [RH01a].
Cette carte peut être convoluée avec des matériaux afin de produire une carte de radiosité. Cela permet un rendu
de matériaux diffus directionnels [CON99, HS99], à condition de connaître leur expression analytique du matériau.
Toutefois, lorsque le modèle de matériau sous-jacent n’est pas disponible ou que la normale est fortement perturbée
à l’échelle microgéométrique, il est nécessaire d’envisager d’autres méthodes.
Surface diffuse directionnelle
Cette surface diffuse directionnelle est due aux variations de la surface à une échelle microgéométrique. Les
rayons sont alors réfléchis selon un nombre élevé de directions. Une structure de stockage planaire ne contient
donc pas assez d’information afin d’intégrer l’éclairement sur une telle surface. Il est alors nécessaire de consid-
érer une structure de stockage volumique.
2.5.2 Volume de luminance : estimation de densité
Dans un volume d’éclairement, la reconstruction d’une solution d’éclairage global est plus difficile à résoudre.
Les calculs doivent désormais se réaliser pour chaque point de l’espace d’échantillonnage. Dans le chapitre d’in-
troduction, nous avons décrit la méthode du lancer de photons. La reconstruction de l’éclairage s’effectue par
une estimation de densité complétée par une intégration de la luminance sur l’hémisphère, afin de représenter des
matériaux non diffus. Cette phase, effectuée par lancer de rayons, est coûteuse. Nous introduisons ici la méthode
d’écrasement de photon. Par rapport à un lancer de rayon stochastique, nous allons voir que cette méthode est
adaptée à l’architecture des graphiques.
Écrasement de photons
Nous avons vu que l’écrasement de photons permettait de calculer l’éclairage par estimation de densité. Pour un
matériau purement diffus, écraser les photons sur l’écran revient à reconstruire l’éclairement. Cette procédure peut
être étendue à d’autres types de matériaux.
Matériau diffus : écrasement dans l’espace-écran Déduire directement l’éclairement par écrasement de pho-
ton n’est valide que pour un matériau diffus (figure 2.8). Les luminances sont accumulées et l’éclairement est alors
évalué une fois que la densité a été estimée. Cette intégration s’effectue sans jamais prendre en compte la direction
incidente de chaque photon (figure 2.8). Cette phase correspond à l’évaluation directe de l’éclairage (paragraphe
1.7.3 du chapitre d’introduction)
Matériau diffus directionnel : écrasement dans l’espace-écran Pour un matériau diffus directionnel (glossy),
il est nécessaire de prendre en compte la direction incidente du photon (figure 2.8) . Pour un échantillon de lu-
minance donné, l’intégration doit alors suivre un processus CPU-GPU. Le GPU effectue une rastérisation sur un
hémicube centré sur l’échantillon (figure 2.8). Cet hémicube est utilisé en radiosité pour accélérer le calcul du
facteur de forme. L’hémicube est ensuite relu sur CPU qui se charge d’intégrer ces valeurs [LC04]. Un processus
itératif permet alors d’obtenir une mise à jour dynamique de l’éclairage global [GKBP05]. Toutefois, les trans-
ferts successifs entre CPU et GPU peuvent limiter les performances du système de rendu. C’est pourquoi il est
intéressant d’envisager un processus totalement exécuté sur le GPU.
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FIG. 2.8: Ecrasement de photons direct sur GPU par ellipses [LP03] ; GPU-CPU de l’éclairement [GKBP05] ; écrasement
d’ellipsoïdes [DS06]
Matériau diffus directionnel : écrasement dans l’espace-scène La reconstruction de l’éclairage pour un matériau
non purement lambertien peut être effectuée de manière plus simple et plus rapide, par un écrasement d’ellipsoïdes
[DS06]. La forme de cet ellipsoïde est convoluée par la réponse du matériau. L’information de direction est ainsi
prise en compte de manière implicite par le calcul de la radiosité. De plus, cette méthode nécessite moins de splats
à écraser. En effet, les ellipsoïdes convoluées possèdent une aire de projection beaucoup plus grande que celles des
ellipses d’éclairements (figure 2.8).
Combinée avec une génération GPU de la liste des photons (sous-section 2.4.1), cette méthode permet d’obtenir
un rendu temps réel [DSDD07b]. Toutefois, nous allons voir que cette méthode, ainsi que les méthodes précé-
dentes, toutes trois basées sur l’écrasement de photons, comportent de nombreuses limitations.
Limites L’écrasement de photons semble être adapté au rendu temps réel de l’éclairement, car il profite de la
rastérisation de la carte graphique. Toutefois, il n’est pas dénué de limitations.
Nous avons vu dans le chapitre d’introduction que l’estimation de densité cherche à construire un hypervolume
d’estimation (ellipse) non corrélé du maillage. Cela permet de s’affranchir d’un coûteux remaillage de la surface,
mais des artefacts visuels apparaissent (des fuites de lumières sur les arêtes franches ou des bords sous éclairés).
Pour une estimation de densité réalisée par un KPPV sur CPU, des méthodes de corrections à l’échelle du pixel
(filtre de lissage et passe de final gathering), permettent de réduire l’impact de ces artefacts. L’écrasement de pho-
tons réalisé sur GPU ne possède pas un tel niveau de granularité. Afin de compenser le déficit de la luminance sur
les bords, il est alors nécessaire d’augmenter de manière artificielle, la surface de ces bords, ce qui augmente la
complexité géométrique de l’ensemble de la scène [LP03].
Par ailleurs, écraser un nombre important de photons possède un coût non négligeable au niveau de la rastéri-
sation. Un grand nombre de photons devant être considérés, l’écrasement de photons sature alors rapidement les
étages de géométrie et de rastérisation. Ainsi, sur une Nvidia GeForce 7x, un écrasement d’une carte d’un million
de photons avec des ellipses d’un diamètre maximal de 10 à 30 pixels s’effectue alors à des temps interactifs,
inférieurs à 10 images par secondes. Enfin, le recouvrement d’un nombre trop important de photons sur un même
pixel peut mettre en défaut la précision du tampon de profondeur (24 ou 32 bits).
Implantée sur GPU, la technique de l’écrasement de photons est donc réservée à des phénomènes mettant en jeu
un nombre limité de photons : éclairage global diffus [DS06] ou des phénomènes très localisés, comme le rendu
des caustiques [SKALP05, KBW06, WD06] ou des réflexions diffuses spéculaires [GKBP05]. Est-il possible de
calculer de manière plus efficace, l’éclairement de chaque fragment ?
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Accumulation par lumières virtuelles
Sous la forme d’un ensemble discret de sources lumineuses ponctuelles (Virtual Point Light [Kel97]) ou direc-
tionnelles (Light Vector [ZSP98]), une structure de stockage de luminance permet d’évaluer de manière approchée
et rapide l’éclairement de manière dynamique. L’intégration de l’ensemble des luminances revient alors à cal-
culer la somme des luminances de manière discrète. Chaque partition correspondant à un ensemble de photons
correspond ainsi à une source ponctuelle ou directionnelle.
Afin d’éviter l’examen exhaustif de toutes les sources, il peut être intéressant de construire une structure hiérar-
chique afin d’accéder rapidement à la liste des sources centrées autour d’un point donné : arbre BSP [Kel97] ou oc-
tree. Le rendu s’effectue ensuite en examinant la liste des sources contenues dans un voxel donné. Cette approche
a été réalisée sur une station multisortie de SGI avec des partitions de sources de lumières OpenGL classiques
[UH99]. Toutefois, la fréquence de rendu est limitée par deux facteurs : 1/ un nombre élevé de passes est néces-
saire, la carte graphique implantée sur la station SGI ne possédant pas les capacités pour traiter un nombre élevé
de sources. 2/ l’octree reste stocké sur le CPU, ce qui impose des transferts de données entre le CPU et le GPU.
2.5.3 Récapitulatif
Le nombre important d’échantillons contenu dans un volume de luminance rend complexe son intégration pour
le calcul de l’éclairement. Afin d’accélérer la reconstruction, deux méthodes implantées sur une carte graphique
se sont détachées : l’écrasement de photons et l’accumulation par lumières virtuelles. Toutefois, la première induit
une surcharge de l’étage de rastérisation. Il semble donc que l’accumulation par lumières virtuelles est une réponse
adéquate à l’intégration de l’éclairement.
Considérer la luminance permet de construire dynamiquement la radiosité, et donc de modifier les matériaux de
la scène de manière limitée. Nous avons ainsi vu des méthodes qui déterminaient la radiosité ou l’éclairement à
partir de la luminance. Cependant, lorsque les ressources pour évaluer cet éclairement en temps réel sont insuff-
isantes, il est intéressant d’envisager des structures de stockage qui conservent le résultat de ces calculs. La section
suivante décrit les modes de stockage des structures de stockage d’éclairement (2.6).
2.6 Structures de stockage d’éclairement
En stockant le résultat des calculs d’intégration des luminances incidentes, ces structures de stockage permettent
de fortement alléger la charge de l’évaluation de la radiosité (figure 2.1).
2.6.1 Carte d’éclairement
L’éclairement correspond à l’intégration sur l’hémisphère, des luminances incidentes. Cette intégration est coû-
teuse, c’est pourquoi il était intéressant de précalculer ces valeurs.
Si nous considérons un matériau diffus, l’intégration peut être remplacée par une expression analytique, en con-
sidérant qu’un tel matériau agit comme un filtre passe-bas. Il est avisé de compresser un tel signal basse fréquence
avec des harmoniques sphériques (sous-section 2.5.1). Les coefficients issus de cette compression peuvent alors
être stockés dans une carte d’environnement (irradiance map) [RH01a]. Cette carte d’éclairement ne doit pas être
confondue avec les volumes de luminance décrits dans la section précédente 2.5. De telles structures de stockage
ne sont pas limitées à des matériaux diffus [GKBP05, KGPB05b, KGBP05].
Dans les autres cas, il est nécessaire d’évaluer dynamiquement l’éclairement par une intégration (sous-section
2.5.2). Le résultat multifréquence doit alors être stocké par analyse par composante principale partitionnée [SHHS03]
ou par ondelettes [NRH03]. L’application est alors immédiate, il suffit d’interroger la carte sphérique par projection
azimutale de la normale dans l’espace de la carte (chapitre suivant).
Cette carte d’éclairement reste limitée à un éclairage situé à l’infini, tout comme pour la luminance, considérer
des sources proches nécessite de construire un volume d’éclairement ou de considérer les gradients d’éclairement
(sous-section 2.2.5).
2.6.2 Volume d’éclairement
Un échantillonnage volumique de l’éclairement permet d’appliquer à toute une scène, un éclairage global fourni
par des sources lumineuses proches [GSHG98] (figure 2.9). L’éclairement est alors calculé pour chaque voxel d’un
octree ou d’une grille régulière. La valeur de l’éclairement est alors interpolée de manière trilinéaire dans l’espace.
L’application pour un calcul en ligne, sur une carte graphique est plus récente. L’espace est divisé en grille de
cellules régulières et chaque cellule est assignée à une carte d’environnement cubique. Cette carte d’environnement
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FIG. 2.9: Volume d’éclairement [GSHG98]
FIG. 2.10: Transfert de luminance : génération et compression (harmoniques sphériques [SKS02] contre ondelettes [NRH03])
capture alors l’éclairement à un point donné [NPG03]. Cet éclairement est construit selon le schéma décrit dans la
section précédente 2.6. La fréquence de mise à jour de l’éclairage reste faible et s’étale sur une dizaine de secondes.
Afin d’accélérer l’indexation de ces cartes cubiques au sein du volume d’éclairement, ces cartes sont stockées sur
la forme de vecteurs de textures. De plus, les fonctionnalités de la carte graphique citées ne sont disponibles que
sur des cartes récentes (Nvidia GeForce 8x ou AMD HD 38x) qui exposent des fonctionnalités DirectX 10.1 ou
les dernières extensions OpenGL (GL_EXT_texture_array et EXT_geometry_shader4).
Précalculer l’éclairement dans une structure de stockage est intéressant d’un point de vue calculatoire. Toutefois,
cela suppose que les sources lumineuses restent fixes.
2.7 Structure de stockage de radiosité et de transfert de luminance
2.7.1 Structure de stockage de transfert de luminance
Présentation
Le transfert de luminance correspond à une fonction de transmission qui renvoie une luminance sortante suivant
la luminance incidente. Ce ne sont plus les luminances incidentes ou sortantes qui sont stockées, mais la trans-
formation que subit la luminance incidente. Précalculer toutes les interactions d’un objet donné par rapport à son
environnement permet alors de prendre en compte une multitude d’effets d’éclairage indirect : auto-ombrage, diffu-
sion subsurfacique, matériaux complexes, interréflexions et caustiques (figure 2.10). Au sein du pipeline de rendu
de l’éclairage global (figure 2.1), cette structure de stockage permet de calculer la réponse du matériau rapidement
et de faire varier dynamiquement l’éclairage d’une scène [SKS02].
Génération
Cette structure de stockage est calculée à la surface d’un maillage, par sommets [SKS02] ou par texels [SSKS06].
Un calcul par sommet impose un maillage régulier alors qu’un calcul par texel n’est possible qu’après avoir
paramétré la surface, chose parfois difficile.
Le transfert de luminance est calculé par lancer de rayon, pour chaque point d’échantillonnage de la structure de
stockage et pour une direction incidente donnée. Ce calcul peut alors être très long, sur un Pentium IV, un résultat
pour un objet faiblement maillé n’est obtenu qu’après 40 minutes de calculs. Des heuristiques permettent d’éviter
la mise à jour de la structure de stockage lorsque la surface d’un objet est déformée. Toutefois, ces heuristiques ne
sont valides que sous l’hypothèse de changements limités de la configuration géométrique [SLS05, SHF06, KA07].
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FIG. 2.11: Évaluation du transfert de luminance
En plus d’augmenter la complexité calculatoire du processus, calculer le transfert de luminance pour chaque
point et chaque direction entraîne inévitablement une vaste quantité de données. Les techniques de compression
étudiées dans la sous-section 2.3.2 permettent de réduire la taille de la structure de stockage. Pour un matériau
diffus, les harmoniques sphériques sont suffisantes [SKS02]. Pour un matériau diffus directionnel, un stockage par
analyse par composantes principales partitionnées [SHHS03] ou par ondelettes [NRH03] est préféré (figure 2.10).
La compression augmente alors le coût de prétraitement d’une telle méthode. Ce processus est d’autant plus long,
sachant qu’il est nécessaire de l’appliquer à chaque élément de la scène plongé dans un éclairage situé à l’infini.
Évaluation
L’intérêt des transferts de luminance réside dans sa capacité à produire rapidement une évaluation de la lumi-
nance sortante avec une configuration de sources lumineuses relativement dynamiques. Contrairement aux méth-
odes précédentes, la lumière est intégrée durant le processus d’évaluation de la luminance. Lorsque le transfert de
luminance et l’éclairement issu des sources lumineuses situées à l’infini sont construits à l’aide des mêmes bases
de fonctions, l’évaluation de la radiosité se résume à un produit scalaire entre les différents coefficients de la base
(figure 2.11). Cette évaluation permet alors d’obtenir des rendus temps réel d’éclairage global. Toutefois, il faut
garder à l’esprit que le temps de précalcul nécessaire à l’obtention d’une structure de stockage de transfert de
luminance reste important.
Les techniques de ré-éclairage qui stockent les chemins de lumières peuvent être apparentées au transfert de
luminance. Un nuage de sources lumineuses est plongé dans une scène. Ce nuage est alors transformé en partitions
de sources selon des distances de similarité (sous-section 2.3.1). Chaque échantillon reçoit alors les contribu-
tions de chaque partition, stockées par analyse par composantes principales partitionnées. Cela permet alors de
déplacer une source lumineuse à loisir dans une scène et observer des ombres diffuses et des éclairages indirects
[KAMJ05, SSKS06]. Dans ces méthodes, le temps de précalcul ne se chiffre non plus en heures, mais en journées.
2.7.2 Carte de radiosité
La carte de radiosité est une des premières structures de stockage à avoir été mise en oeuvre [GTGB84]. Nous
avons examiné de nombreuses méthodes de calcul de la radiosité. La méthode de calcul par éléments finis de la
radiosité impose, de manière intrinsèque, un échantillonnage surfacique, effectué par sommet (chapitre d’introduc-
tion).
La radiosité entraîne un remaillage de la scène, ce qui rend l’application directe du résultat du calcul de radiosité
difficile. Ce résultat est alors appliqué de manière indirecte, à l’aide d’une texture (lightmaps) qui permet une
application plus efficace de la radiosité. Le calcul hors ligne de ces cartes étant relativement rapide, ces cartes de
radiosité continuent à être utilisées dans les jeux vidéos.
La carte de radiosité permet donc de prendre en compte l’éclairage global à moindre coût. Toutefois, cette struc-
ture de stockage, située à l’extrémité du pipeline de rendu de l’éclairage global, impose une configuration statique
des sources lumineuses et de la scène (figure 2.1). Afin d’établir un processus de rendu plus souple, dans lequel
les matériaux et/ou la position des lumières doivent être modifiés, il est nécessaire de considérer des structures de
stockage situées en amont du pipeline.
2.8 Conclusion
Nous avons examiné de nombreuses structures de stockage de luminance, d’éclairement, de transfert de lumi-
nance et de radiosité. La génération de ces structures en temps réel n’est vraiment possible que pour des structures
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de stockage sous forme de cartes. En effet, sous cette topologie, la population des valeurs d’éclairages est réduite
par une projection plane causée par le processus de génération d’une image sur une carte graphique. Cet effectif
d’individus permet une génération et une évaluation rapide de l’éclairage, mais n’est valide que pour des sources
lumineuses situées à l’infini.
Lorsque des sources proches sont envisagées, il faut utiliser des volumes d’éclairage. Ces derniers imposent un
nombre important d’échantillons qui augmentent alors fortement le coût mémoire et calculatoire. La génération de
structures de stockage volumiques reste généralement subordonnée à un tracé de particule, un processus récursif
exécuté sur un CPU. Une structure de stockage de l’éclairage contient alors une vaste quantité d’information. Nous
avons alors examiné de multiples manières de la stocker. Existe-t-il un processus à la fois simple et automatisable
qui permettrait de réduire le coût de la génération d’une telle structure de stockage ?
Afin d’obtenir un éclairage global en temps réel, l’exploitation de volume d’éclairement doit s’effectuer sur une
carte graphique. L’écrasement de photons est une technique adaptée à des effets très localisés. Appliquer une telle
méthode sur une scène dans sa totalité entraîne malheureusement un surcroît de travail pour l’étage de rastérisation
d’une carte graphique. C’est pourquoi la méthode des lumières virtuelles reste intéressante. Les méthodes exis-
tantes nécessitent d’importants transferts entre le CPU et le GPU. Nous proposons dans le chapitre suivant, une





par octree de lumière : reconstruction
rapide et navigation en temps réel
3.1 Introduction
Dans le chapitre précédent, nous avons vu que les cartes 2D et 2.5D d’échantillonnage de l’environnement souf-
frent d’importantes limitations. Les volumes d’éclairage générés par un tracé de particules imposent un nombre
important d’échantillons. Les méthodes existantes de stockage d’une structure de stockage volumique nécessitent
cependant des calculs importants. Nous proposons un processus à la fois simple et automatisable qui permettrait
de réduire le coût de la génération d’une telle structure.
Afin d’obtenir un éclairage global en temps réel, l’exploitation de volume d’éclairement doit s’effectuer sur une
carte graphique. Les méthodes d’écrasement engendrent un surcroît de travail pour l’étage de rastérisation d’une
carte graphique. La méthode des lumières virtuelles devient alors intéressante. Cette méthode nécessite d’impor-
tants transferts entre le CPU et le GPU. Nous proposons une méthode basée sur un octree de lumière qui :
– construit rapidement une structure d’accélération contenant l’éclairage qui couvre une large bande de fréquences
sans nécessiter de paramétrisation préalable du maillage
– reconstruit l’éclairage en temps réel sur un GPU, tout en minimisant les transferts entre le CPU et le GPU.
3.2 Architecture générale
3.2.1 Présentation du pipeline
Représentation compacte
Remplir une structure de stockage d’éclairage global n’est pas la tâche la plus difficile, il suffit en effet d’ef-
fectuer un tracé de particules. Par contre, compresser cette structure pour ensuite l’exploiter en temps réel sur une
carte graphique, dans le cadre d’une scène relativement complexe, est une tâche moins aisée.
Dans le chapitre précédent, un octree s’est avéré un moyen efficace pour stocker une structure de stockage vo-
lumique. Par rapport à une grille régulière, il offre une résolution adaptative. De plus, son utilisation permet de
se passer d’une paramétrisation du maillage qui peut être coûteux en temps de calcul. Les méthodes basées sur
FIG. 3.1: Ferrari F355 spider
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FIG. 3.2: Pipeline de rendu
un octree de lumière considèrent une structure stockée sur le CPU. Nous proposons une méthode de compression
de la luminance afin de conserver cet octree sur le GPU. Cela permet alors d’éliminer les transferts CPU-GPU
lors de la phase de rendu. Cette structure est obtenue par une simplification de la carte de photons, processus que
nous avons rendu parallélisable et itératif. Nous nous basons sur l’hypothèse de l’influence locale des sources lu-
mineuses [FBG02]. L’espace de la scène est alors divisé en voxels remplis avec une représentation compacte de
la luminance, sous forme de lumières directionnelles virtuelles (LDV). Dans chaque voxel, l’ensemble de photons
est alors transformé en ensemble de lumières virtuelles.
Cette représentation compacte adaptée à une évaluation de la radiosité permet un rendu temps réel sur GPU
d’une scène sous éclairage global. Cette méthode peut être intégrée facilement dans un ambianceur (shader) afin
de faire bénéficier l’éclairage indirect au rendu de matériaux. Enfin, nous proposons un rendu vers un atlas de
texture afin d’accélérer le rendu et de permettre l’utilisation de notre méthode sur une ancienne carte graphique.
Champ d’application du pipeline
De manière générale, tous les pipelines de rendu d’éclairage global sont séparés en deux parties, chargées re-
spectivement de l’éclairage direct et indirect. En effet, l’éclairage direct peut être composé des signaux à haute
fréquence. Un éclairage direct, résolu par intégration stochastique nécessiterait alors un nombre très élevé d’échan-
tillons. Ainsi, dans les implantations pratiques des lancers de photons, l’éclairage direct est calculé par lancer de
rayon. Dans notre cas, les effets à haute fréquence tels que des ombres ou des réflexions spéculaires sont cal-
culés par rastérisation (chapitre suivant), alors que le traitement de l’éclairage indirect est réservé à notre octree de
lumière.
Dans ce chapitre, nous nous focalisons ainsi sur le rendu de l’éclairage indirect. Le processus rattaché à l’oc-
tree de lumière est composé de 3 étages différents (figure 3.2). L’étage de traitement de la géométrie concerne la
création de l’octree. L’étage de partitionnement de la carte de photon, réalisée sur le CPU, est un processus paral-
lélisable, décrit dans la section 3.2.2. Enfin, la partie sur GPU fournit un rendu temps réel de l’éclairage indirect
(section 3.2.3). La paramétrisation LSCM et le rendu vers une texture sont deux étages optionnels, nécessaires
pour un rendu par atlas sur un GPU ne comportant pas d’étages programmables.
3.2.2 Compression de la carte de photons
La compression de la carte de photons se compose de deux étapes, le lissage de densité et le partitionnement
de la carte de photons. Le lissage de densité permet d’assurer que toutes les surfaces du maillage contiennent un
nombre suffisant de photons afin de calculer l’éclairement par estimation de densité. Le partitionnement permet de
compresser cette carte afin de pouvoir la stocker sur une carte graphique.
Lissage de la densité
Rappel sur la nécessité du lissage Exploiter directement une carte de photons correspond à une estimation par
histogramme. Or, cette estimation suppose que les fenêtres d’estimation aient des aires équivalentes [JMLH01].
Cela pourrait être le cas pour un maillage très fin. En pratique, nous opérons avec des échantillonnages irréguliers.
Dans de telles configurations, la densité de photons est alors sous-estimée : la probabilité qu’un photon s’écrase
sur une fenêtre d’estimation corrélée à la surface du maillage est d’autant plus faible que l’aire de l’intersection
entre la surface et la fenêtre est réduite. La densité estimée est alors soumise à une forte variance. Cela se traduit
visuellement par des artefacts sous forme de bandes de couleurs différentes (figure 3.15-a).
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3.2. Architecture générale
Paramétrisation du lissage Afin d’obtenir une fenêtre d’estimation de taille régulière, il est alors nécessaire
de considérer un hypervolume qui n’est pas corrélé à l’aire de la surface d’échantillonnage. Ce lissage de densité
permet alors d’assurer une estimation de densité effectuée sur une distribution uniforme des photons pour chaque
fenêtre d’estimation. Assigner un nombre de photons arbitraires à chaque fenêtre permet d’effectuer ce lissage.
Cela se réalise en récupérant les n plus proches photons voisins (KPPV) du centre de la fenêtre d’estimation
(chapitre 1).
Les hypervolumes visés se retrouvent alors sous la forme d’un disque aligné sur la normale à la surface. Le
KPPV est alors basé sur deux paramètres, n, le nombre de photons à considérer et r, le rayon du disque sur lequel
les photons sont récupérés. Ces paramètres dépendent non seulement du nombre de photons de la carte de photons,
mais aussi de leur distribution liée à la configuration de la scène. Le couple optimal (n,r) doit alors être déterminé
expérimentalement afin d’atteindre un aspect visuel acceptable en un minimum de temps (cf. résultats 3.4). Notons
que toute méthode basée sur une estimation de densité - lancer de photon inclus - nécessite malheureusement de
tels paramètres. Ne pas corréler la fenêtre d’estimation à la surface du maillage permet de lisser la distribution de
photons, mais engendre aussi des artefacts (section 3.5.2).
Le lissage ainsi obtenu permet d’obtenir une distribution de photon suffisante pour assurer une estimation de
densité à partir d’une carte de photons. Nous allons alors définir une méthode de stockage efficace de ce volume
d’éclairage.
Définition de l’octree de lumières virtuelles
Intérêt du partitionnement Nous avons vu dans l’état de l’art que construire des partitions pour un volume
d’éclairement induit deux avantages principaux. Premièrement, compresser de manière globale la carte de photons
risque d’entraîner des erreurs de simplification. Considérer un sous-ensemble de photons permet alors de réduire ce
biais de manière adaptative. De plus, chaque voxel permet d’accéder rapidement à un ensemble discret de lumières
locales.
Choix de l’octree Une structure de stockage dans l’espace de l’écran est exclue, car il faut la reconstruire à
chaque mouvement de caméra.
Un échantillonnage par sommet n’est pas envisageable, à cause de la diversité des maillages ciblés. En effet, les
scènes visées dans notre contexte peuvent comporter des centaines de milliers de polygones. Les maillages sont
alors issus de sources diverses : triangulation de modèles paramétriques de CAO ou modèles reconstruits à partir
de nuages de points.
Par ailleurs, considérer un échantillonnage par texel impose une paramétrisation du maillage qui peut devenir
très longue sur des modèles de topologie relativement complexe. Nous devons alors proposer un modèle de struc-
ture de stockage d’éclairement rapide à construire, sans nécessiter d’information a priori sur le contexte de la scène.
Construire un espace d’échantillonnage par voxels sous la forme d’un octree semble être l’option la plus adaptée.
Stockage de l’éclairage Nous avons préféré construire une structure contenant un éclairement plutôt qu’une ra-
diosité. En effet, cela nous permet ensuite d’obtenir un processus de rendu de l’éclairage global plus souple. Nous
pouvons modifier, de manière limitée, le matériau de la scène sous-jacent.
Nous avons alors envisagé plusieurs méthodes de stockage des luminances incidentes. La première entité consid-
érée était un ensemble de constantes de luminances incidentes. Toutefois, nous avons vu au chapitre précédent que
ramener une luminance incidente à un éclairement constant n’était applicable que pour des matériaux diffus. Pour
un écrasement de photons, la qualité visuelle reste acceptable. Par contre, pour notre méthode de rendu basée sur
des lumières virtuelles, proposer un modèle discret de la luminance sous la forme d’une énergie (source ponctuelle)
entraîne des défauts d’affichage lors du rendu. Dans l’image de gauche de la figure 3.3, l’éclairage indirect semble
flotter au-dessus de la sphère. Cette impression perceptuelle est causée par la perte de l’information directionnelle
de la luminance. En effet, considérer un éclairement constant, indépendant de la direction incidence, interdit de
prendre en compte la surface du maillage.
Il est donc nécessaire de compléter l’information d’éclairement par l’ajout d’une donnée directionnelle. Nous
proposons la notion de lumière directionnelle virtuelle, formée par une paire (luminance ; direction incidente)
adaptée de la notion de vecteurs de lumière [ZSP98], utilisés dans un contexte de rendu hors ligne. Considérer
une direction incidente est plus coûteux lors de l’exploitation de la carte de luminance, mais permet d’intégrer des
matériaux diffus directionnels (figure 3.3).
Compression de la carte de photon
Nous avons choisi de permettre un rendu temps réel de la radiosité afin de pouvoir naviguer dans la scène de
manière interactive. L’exploitation de l’octree doit donc s’effectuer à travers une carte graphique. A l’heure de la
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FIG. 3.3: Simplification d’un octree de couleur et de lumière ; Rendu OpenGL en encart. Dans l’image de droite, les lumières
directionnelles virtuelles rendent mieux compte de l’éclairage fourni par les sources de lumière distinctes formées par les murs
environnants.
rédaction, les cartes graphiques actuelles ne disposent toutefois qu’au maximum d’un gigaoctet de mémoire vidéo.
Il est donc nécessaire de procéder à une compression de la carte de photons.
Choix de la méthode de compression : k plus proches voisins Nous avons alors conçu une méthode facilement
parallélisable afin de transformer notre ensemble de photons en octree de lumière le plus rapidement possible.
Notre choix s’est porté sur des méthodes de classification automatique. L’utilisation d’ondelettes pourrait con-
stituer une meilleure méthode de compression. Si la compression en ondelettes n’est pas coûteuse en soi, mais ce
processus, répété sur chaque voxel, risque d’être long. De la même manière, une analyse par composante principale
peut s’avérer coûteuse.
La compression s’effectue sous la forme de partitions discrètes de l’ensemble des photons. Cette simplifica-
tion est justifiée par le volume réduit de chaque voxel. Un tel schéma sur des voxels de grande taille exhibe alors
un crénelage important (chapitre précédent). Nous réduisons pour un voxel donné, l’ensemble de photons à un
ensemble de centroïdes, les lumières directionnelles virtuelles.
Paramètres de la méthode des k plus proches voisins Toute méthode de classification, aussi automatique
qu’elle soit, a besoin de paramètres et de définitions. Nous avons choisi la méthode du KPPV qui requiert une
capacité mémoire limitée par rapport au HClust (chapitre précédent). Contrairement au HClust qui offre tous les
niveaux possibles de regroupement, il est nécessaire de donner un nombre arbitraire de partitions à la méthode
KPPV. Étant limité par la mémoire et la puissance calculatoire du GPU, le nombre maximal de partitions est fixé
à 8.
La méthode KPPV nécessite aussi de définir deux notions : la distance de similarité minimale entre deux échan-
tillons et le centroïde résultant de la fusion de ces deux derniers.
Une définition précise de la distance de similarité entre deux photons devrait considérer les 5 dimensions de
la luminance incidente. Cependant, ce serait trop coûteux au niveau calculatoire, c’est pourquoi nous supposons
que le volume du voxel est assez petit pour ignorer la position des photons. Cette position est prise en compte im-
plicitement, le traitement s’effectuant dans cet espace réduit. Afin d’accélérer les calculs, la distance de similarité
est approchée par la longueur de la corde formée par les directions incidentes des deux photons, ce qui limite les
conversions coûteuses dans un repère sphérique.
Le centroïde résultant de la partition devient alors naturellement l’entité choisie pour le stockage de la lumi-
nance incidente, c’est-à-dire un ensemble de lumières directionnelles virtuelles. Le centre de gravité du centroïde
correspond alors à la moyenne des directions incidentes et des luminances. Ce calcul est lui aussi approché afin
d’accélérer la compression de l’octree. D’une part, la direction est calculée à partir de la corde définie précédem-

















FIG. 3.4: Partitionnement de l’octree
RVB. Or, cet espace n’est pas linéaire d’un point de vue perceptuel et il faudrait considérer d’autres espaces définis
en fonction de la perception humaine des couleurs (modèles CIE 1931 ou CIELAB).
Nous venons de proposer une méthode pour conserver la carte de photon sur la carte graphique. Cela permet
alors de concevoir une évaluation de l’éclairage totalement effectuée sur le GPU.
3.2.3 Rendu de la carte de photons
Notre octree pourrait être exploité par un algorithme de rendu dans l’espace-écran mais nous avons choisi de
l’appliquer au rendu temps réel sur GPU. Par rapport à un écrasement de photons, les LDV ont un coût de rastéri-
sation limité. En effet, dans un écrasement, un pixel reçoit un nombre important de contributions rastérisées. Au
contraire, avec la technique des lumières virtuelles, chaque pixel est calculé en une seule passe. Considérer des
LDV permet aussi d’intégrer facilement des matériaux divers, en considérant les LDV comme des sources discrètes
directionnelles. Ainsi, les variations de surface, codées à l’aide d’une carte de perturbation de normales, sont prises
en compte (bump mapping), chose difficile à réaliser avec un écrasement de photons classique (figure 3.3).
Contrairement aux cartes de luminances 2.5D, le calcul de visibilité entre les objets de la scène est implicite à la
carte de photons. A une échelle macrogéométrique, nous supposons que le volume du voxel est assez petit pour ig-
norer les occultations de la surface (figure 3.13). D’un point de vue microgéométrique, les LDV ne projettent ainsi
aucune ombre. Toutefois, la prise en compte de l’occultation pourrait être proposée à travers des méthodes d’éval-
uation surfacique de la visibilité, utilisées pour améliorer la qualité des rendus avec des cartes de perturbations de
normales [PO06, Tat06].
3.3 Implantation
3.3.1 Création et partitionnement de la carte de photons
Génération des valeurs de luminance
La carte de photons est créée à partir d’une version modifiée de Yafray [WEdG+06], un moteur de rendu hors-
ligne d’éclairage global. Il a été choisi pour son intégration complète avec Blender et ses performances en lancer
de photons : une carte d’un million de photons est créée en quelques minutes.
Une fois la carte de photon générée, elle est compressée dans l’octree de lumière. Cet octree est construit sur la
totalité de la scène, sur un critère purement géométrique. Ses feuilles ont alors toutes le même volume. Nous avons
essayé un critère basé sur une densité d’éclairement. Ce dernier doit être mis à jour, dès qu’un nouveau photon
arrive, ce qui empêche d’obtenir un processus itératif. De plus, l’irrégularité des volumes des feuilles interdit alors
toute interpolation lors du rendu GPU (sous-section suivante).
Compression des luminances
Processus de compression La compression s’effectue pour chacune des feuilles de l’octree (figure 3.4). La dis-
tribution des photons de chaque voxel est lissée par une recherche KPPV (gather) et l’ensemble obtenu est ensuite
classé pour former une liste de lumières virtuelles directionnelles (cluster) (figure 4).
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FIG. 3.5: Habillage de surface par atlas de texture : Le cube étant déplié au préalablement sous forme d’atlas, peut être peint
directement en trois dimensions (panneau gauche) ou à travers l’atlas (panneau droit) ; Octree de texture : Une couleur est
associée à chaque voxel. Les voxels oranges correspondent à 6 niveaux de subdivision. Les voxels bleus sont les voxels de
profondeur supérieure.
Accélération du lissage Le lissage de la densité est la phase la plus coûteuse de notre passe de génération. C’est
pourquoi nous avons essayé d’accélérer cette étape. Pour un point de l’espace donné, il s’agit alors de localiser
rapidement les échantillons voisins. Nous avons essayé de profiter de la hiérarchisation spatiale offerte par l’oc-
tree. Or, le temps de récupération a été presque doublé par rapport à un kd-tree. L’accès logarithmique propose
théoriquement un gain d’accès. Cependant, ce dernier n’était pas compensé par le temps dépensé lors des plongées
dans l’octree.
Bien que pouvant être long, ce processus est totalement parallélisable. Le temps nécessaire au calcul de cet
octree a été lancé sur 4 fils (threads), en le réduisant par un facteur de 2 à 3 (figure 3.4). Une implantation sur
une grappe est envisagée, à l’aide d’une bibliothèque comme OpenMP. Ce processus totalement parallélisable et
itératif permet de réduire le coût en temps de calcul, comparé aux autres méthodes de génération de structures de
stockage de l’éclairage. La génération de l’octree étant effectuée, nous nous attelons à transporter cet octree sur la
carte graphique afin de permettre un rendu l’éclairage en temps réel.
3.3.2 Stockage de la carte de photons sur la carte graphique
Présentation de l’octree de texture
L’octree de texture a été introduit pour l’habillage surfacique d’un objet. En infographie, peindre un objet tridi-
mensionnel peut s’effectuer dans l’espace à trois dimensions. Une couleur est simplement attribuée par sommet et
cette valeur est ensuite interpolée sur un triangle donné [HH90]. La résolution de la texture appliquée dépend alors
de celle du maillage.
Peindre un objet plus finement nécessite de subdiviser de manière adaptative le maillage. Toutefois, la com-
plexité du maillage engendré peut être problématique : l’espace de texture nécessite une résolution importante. La
démarche est alors de non plus peindre la surface des objets, mais d’affecter la couleur de voxels qui y sont rat-
tachés. L’octree s’est alors avéré un moyen efficace pour stocker cette information volumique avec une résolution
adaptative et minimisant l’occupation mémoire [gDGPR02, BD02].
Implantation de l’octree de texture sur GPU
D’abord implanté sur CPU, l’octree de texture l’a été plus tard sur GPU [LHN05, KLS+05]. Cet octree est en-
tièrement codé dans une pile de textures, stockée dans une texture volumique. Chaque voxel, qu’il soit un noeud
ayant des descendants ou une feuille, est codé par un texel RVB+A. Un drapeau dans le canal alpha indique alors
si le noeud est terminal ou non. Dans le cas d’une feuille, le champ RVB correspond à la couleur associé au texel.
Lorsqu’un noeud possède une descendance, le champ contenu dans les canaux RVB correspond à une adresse du
groupe de sous-voxels. L’architecture d’une carte graphique rend difficile le parcours récursif de l’octree. C’est
pourquoi l’octree utilise une structure sans pointeur, adaptée pour le parcours par carte graphique. L’adresse du

































FIG. 3.6: Rendu de l’octree
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Pour un octree de profondeur δ , un maximum de δ accès à la texture est alors effectué par un parcours purement
itératif.
Extension à l’octree de lumière
Notre octree de lumière est une extension de l’octree de texture sur GPU. La texture volumique est technique-
ment limitée à un codage entier sur 8 bits. Cela implique qu’un voxel ne peut contenir que des valeurs entières.
C’est pourquoi nous introduisons une texture secondaire en format flottant, contenant les données d’éclairement
(figure 3.6). Les feuilles de l’octree contiennent alors des adresses pointant vers des données flottantes. La résolu-
tion actuelle des textures étant limitée sur les cartes graphiques, à une résolution 4096x4096, un codage sur 24 bits
de ces adresses est suffisant (figure 3.7).
Nous avons ajouté un gestionnaire de textures à l’implantation originale [LHN05] afin de réduire le coût mé-
moire initial pour un octree δ = 6, d’environ 100k feuilles contenant chacune k = 4 lumières directionnelles
virtuelles, d’une occupation de 64MiB à 512KiB (octree) + 4MiB (LDV).
Chaque lumière directionnelle virtuelle LDV (c,d) est définie par c, un éclairement issu du partitionnement de
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FIG. 3.7: Codage de l’indirection de l’éclairement et des lumières virtuelles directionnelles
la carte de photon, converti dans un espace RVB et d, sa direction incidente. Stocker la couleur et la direction sur
deux texels différents entraîne toutefois le gaspillage de deux canaux alpha. En plus de la quantité mémoire, cela
induit une chute de performances, en doublant le nombre d’accès supplémentaires aux texels. C’est pourquoi la
lumière virtuelle est contenue dans un unique texel, en faisant contenir la direction sous forme d’angle d’azimut et
d’élévation, sur 16 bits du canal alpha. La direction est ainsi échantillonnée sur deux champs de 8+8 bits, à 1˚ près
(figure 3.7).
Nous avons donc apporté un soin particulier à l’occupation mémoire de notre octree de lumière. En plus de
l’impact sur la mémoire, une représentation compacte offre de meilleures performances lors de l’exploitation de
l’octree.
3.3.3 Rendu de l’éclairage
Nous examinons l’évaluation dynamique de la radiosité à partir de l’octree de lumière et son stockage optionnel
dans une carte de radiosité.
Évaluation dynamique de la radiosité
Évaluer dynamiquement la radiosité permet d’intégrer l’éclairage indirect dans un ambianceur (shader). Il s’agit
de reconstruire la radiosité l sur des matériaux ρ diffus et diffus directionnels. Le calcul de la radiosité s’effectue






où ρ correspond à la fonction de réflectance du matériau, ci,di sont respectivement l’éclairement incident et la
direction de la ième LDV, n étant le nombre de LDV, v la direction de visée et n, la normale à la surface.
La radiosité calculée étant constante par voxel, le résultat s’en trouve quelque peu crénelé. Une interpolation
trilinéaire, effectuée dans les trois dimensions de l’espace cartésien, permet alors d’améliorer l’aspect visuel. Un
lissage par pixel est ainsi effectué sur les 8 échantillons voisins. Le filtrage tricubique s’est avéré trop coûteux, car
il s’agit alors d’évaluer la radiosité de 24 voisins. Notons que cette interpolation est reliée à l’échantillonnage par
voxel de la surface et qu’elle ne dispense en aucun cas du filtrage en amont des luminances incidentes (sous-section
3.2.2).
Le lissage trilinéaire reste coûteux, étant réalisé pour chaque fragment. Pour un octree de lumière, obtenir la
couleur d’un fragment nécessite n + δ lectures de texels. Le filtrage trilinéaire peut alors aggraver les perfor-
mances en multipliant les accès par 8. Toutefois, les tests réalisés sur une Nvidia GeForce 7xxx ont montré une
fréquence d’affichage acceptable (sous-section 3.4). Lorsque la carte n’est pas suffisamment puissante, il peut être
intéressant de stocker le résultat dans une carte de radiosité. Le nombre d’accès au texel est alors réduit de manière
drastique en un unique accès, via un atlas de texture.
Création d’une carte de radiosité
Cette phase optionnelle permet d’accélérer le rendu de l’éclairage global sur des cartes graphiques ne possédant
qu’une faible capacité calculatoire. Le processus consiste en une phase de traitement de la géométrie pour créer un
atlas et une phase de rendu vers un atlas afin de créer cette carte de radiosité. Ce dernier est ensuite plaqué comme
une simple texture. Un tel processus adopté pour créer un atlas d’éclairage à partir d’une résolution par radiosité
de manière automatique [RUCL03].
Génération de l’atlas Tous les objets de la scène doivent donc être dépliés sous forme d’atlas avant la phase
de rendu effectif. Créer un atlas nécessite malheureusement une paramétrisation de la surface des maillages. Cette






FIG. 3.8: Génération et exploitation d’une carte de radiosité sous forme d’atlas














































La création de l’atlas s’effectue en trois passes. 1/ Il s’agit de transformer une surface donnée en sous-surfaces
développables, applicables à un plan 4. Afin d’obtenir ces sous-surfaces, il est nécessaire de construire des lignes de
découpe sur la surface. Ces lignes de découpe sont construites par partitionnement itératif (KPPV), la distance de
similarité étant alors fixée par des contraintes topologiques. 2/ La sous-surface (chart) est alors développée en min-
imisant les déformations (Least Square Conformance Map). 3/ Les différentes pièces sont ensuite assemblées de
manière compacte sur une surface bidimensionnelle, la texture qui correspond à l’atlas. Ce problème NP-complet
s’effectue obligatoirement selon des heuristiques [LPRM02, SWG+03] (figure 3.8). En pratique, si cette phase
de paramétrisation est rapide pour un maillage relativement simple (lièvre), par contre, pour un maillage com-
plexe (dragon), le temps de calcul s’est trouvé trop important. Cette méthode est donc réservée pour des maillages
simples ou facilement dépliables.
Rendu vers un atlas et exploitation de la carte Une fois que la scène est dépliée en atlas, ce dernier est com-
plété à la volée en rendant l’octree directement dans l’atlas. L’atlas est une carte planaire représentant tous les
triangles d’un maillage sur un plan (u,v). Construire l’atlas a donc permis d’associer à chaque sommet so(x,y,z)
d’un triangle T , une coordonnée de texture t(u,v) définie dans l’atlas. Rendre un triangle T dans l’espace-écran
correspond alors à projeter, dans le programme de transformation de sommet (vertex program) les 3 sommets so
exprimés dans l’espace de l’objet en sommets se, exprimés dans l’espace scène. Afin de rastériser le triangle T
directement dans l’atlas, so est remplacé par ses coordonnées de texture t(u,v) (figure 3.9). Les lumières contenues
dans l’atlas sont ensuite appliquées au modèle par un simple placage de texture (figure 3.10).
Nous venons d’examiner l’exploitation dynamique de l’octree de lumière sur la carte graphique. Nous avons
4Une surface développable est une surface réglée telle que le plan tangent est le même le long d’une génératrice. Cette surface peut alors
rouler sur un plan sans glisser, le contact se faisant le long d’une droite, comme pour un cylindre ou un cône. D’un point de vue pratique, une
forme correspondant à une surface développable peut être décrite à partir d’un patron sur un matériau plan et souple : tôle, carton, plastique.
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FIG. 3.9: Rendu vers un atlas
FIG. 3.10: Scènes avant et après le rendu vers un atlas
testé notre octree sur des scènes relativement simples, mais aussi sur des scènes comportant des centaines de
milliers de polygones. Comment se comporte notre méthode sur de telles scènes ?
3.4 Résultats
FIG. 3.11: Lièvre et dragon sous octree de lumière
3.4.1 Aspect visuel
Amélioration de l’aspect
La plate-forme de test est un AMD64 Opteron 270 bicoeurs avec une carte graphique GPU NVidia GeForce
6800. Les tests ont été compilés sous Linux avec gcc 4.0.2 et les ambianceurs ont été écrits en Cg sous un profil
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3.4. Résultats
FIG. 3.12: Rendu des caustiques
FIG. 3.13: Réflexion avec carte d’environnement cubique et carte d’embossement avec parallaxe
fp40.
L’octree de lumière peut être facilement intégré à tout type d’ambianceur afin de simuler des matériaux com-
plexes. Des matériaux spéculaires ont ainsi pu bénéficier de l’éclairage global à l’aide d’ambianceurs utilisant
des cartes d’environnement et des cartes d’embossement. Notre texture d’éclairement peut être intégrée à d’autres
ambianceurs plus complexes (figure 3.11 et 3.13).
Contrairement aux techniques de calcul du transport de la luminance, basées sur un échantillonnage par som-
met, l’éclairement de la surface est ici traité par voxels de taille réduite, assurant un échantillonnage plus fin de
l’éclairage. De plus, un transfert de luminance précalculé par sommet ou un volume d’éclairement prennent l’hy-
pothèse d’éclairages basses fréquences, et code alors cette information par des harmoniques sphériques. De telles
méthodes ne représentent qu’avec difficulté, des phénomènes haute fréquence, comme des caustiques (figure 3.12).
Carte de radiosité
Pour augmenter les performances de rendu, nous avons introduit un rendu vers un atlas. La différence d’aspect
réside dans les coutures plus ou moins visibles, problème récurrent lors de l’utilisation d’atlas. Par ailleurs,
représenter la luminance à l’aide d’une texture avec un codage entier, limite la dynamique des contrastes du ré-
sultat (figure 3.10). Enfin, le fait d’utiliser une radiosité interdit l’utilisation de matériaux spéculaires ou diffus
directionnels.
Récapitulatif
L’octree de lumière permet donc d’intégrer de manière simple l’éclairage global avec de nombreux types de
matériaux, diffus, diffus directionnels ou spéculaires. De plus, la résolution adaptative de l’octree permet alors de
tenir compte de signaux multifréquences, ce qui permet d’augmenter la qualité visuelle d’une scène.
3.4.2 Temps de calcul
Durée du précalcul de l’octree
Le temps de précalcul CPU est linéaire en termes de voxels. La complexité de la géométrie prend alors une
moindre importance. Le tableau 3.1 laisserait croire le contraire pour la Renault Megane. Pourtant, les différences
causées par la distribution des photons variant selon les scènes : la dernière scène comprend un intérieur très dé-
taillé, avec une densité de photons fortement irrégulière. Néanmoins, pour une telle scène, l’octree est calculé dans
des temps raisonnables : il faut moins de 6 minutes pour une machine quadriprocesseurs. A titre de comparaison, il
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profondeur de l’octree boite lièvre dragon f355 Mégane
nombre de polygones 50 70k 200k 50k 700k
4 5s 8s 6s 1s 15s
5 37s 40s 37s 10s 1m16s
6 2m45s 2m41s 3m47s 1m20s 5m37s
TAB. 3.1: Temps de précalcul de la compression pour 600k photons
KPPV/photons 150k 300k 600k 1,2M
50 4 5 6 6
100 6 7 10 14
250 16 21 20 29
500 33 44 44 47
TAB. 3.2: Temps de compression et de récupération KPPV en secondes sur une scène avec un dragon, pour un octree δ = 5.
Rendus avec la qualité la plus basse et plus haute.
faut plusieurs dizaines de minutes pour une résolution par radiosité, voire des heures pour un précalcul de transfert
de luminance .
Le temps de compression consacré au partitionnement est faible (quelques secondes), comparé au temps réservé
au filtrage par récupération des photons voisins (figure 3.3). Cette étape de lissage de l’éclairement reste la plus
coûteuse en temps de calcul et ne peut malheureusement pas être ignorée, comme cela a été expliqué dans la
sous-section 3.2.2. Toutefois, ce temps peut être réduit en limitant le nombre n de photons récupérés (table 3.2).
De plus, ce processus peut être réalisé de manière itérative, afin de permettre à l’utilisateur d’obtenir un aperçu
de la scène sous un éclairage global. Une visualisation rapide (δ = 4) est disponible en moins de 10 secondes et un
résultat acceptable (δ = 5) est atteint en moins d’une minute (voir figure 3.1). Le temps dépensé pour calculer une
unique image sous Yafray est équivalent au temps consacré pour calculer notre octree appliqué pour une navigation
en temps réel.
Fréquence d’affichage lors de l’exploitation de l’octree
L’octree de lumière offre des performances acceptables lors de sa génération, mais aussi lors de son évaluation
en temps réel sur la carte graphique. Contrairement aux techniques par écrasement de photons, l’octree ne sature
pas les étages de géométrie et de rastérisation. En effet, lors de l’écrasement, un pixel est rastérisé autant de fois
qu’il est couvert par la projection d’un photon. Au contraire, la technique des lumières virtuelles n’impose qu’une
unique passe de rastérisation afin de déclencher la reconstruction de l’éclairage. Les performances de rendu des lu-
mières virtuelles sur GPU sont alors liées aux performances de l’étage de calcul des fragments, plus qu’à l’étage de
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FIG. 3.14: Comparatifs entre un rendu hors ligne et par octree de lumière
géométrie. Cette indépendance vis-à-vis de la géométrie peut être renforcée à l’aide d’un rendu différé. Ce dernier
permet alors de limiter la reconstruction aux seuls fragments visibles. L’octree de lumière est alors rendu sur GPU
à une fréquence de 40 images par secondes pour une résolution 800x600 à 10 i/s pour une résolution 1280x1024.
Les performances sont limitées par le nombre relativement élevé d’accès à la texture requis pour calculer la couleur
d’un pixel. Par ailleurs, un rendu par atlas, basé sur un unique accès au texel atteint 700 à 200 i/s selon la résolution
de la fenêtre.
3.5 Limitations
3.5.1 Qualité de rendu
Nous venons de définir une méthode de reconstruction de l’éclairage par lumières virtuelles. Cette phase réalisée
sur GPU, peut-elle rivaliser avec un calcul plus précis de la radiosité ; méthode qui consiste à évaluer sur CPU,
par lancer de rayon stochastique (final gathering), l’éclairement reçu pour chaque pixel ? Yafray offre alors une
meilleure qualité de rendu que notre solution. Toutefois, notre octree de lumière conserve toutefois les caractéris-
tiques principales de l’éclairage global (figure 3.14). De plus, la navigation en temps réel permet de profiter de
l’éclairage global sous de multiples points de vue,
3.5.2 Crénelage lié à l’octree
Sur les scènes présentées, la qualité obtenue semble être acceptable, toutefois, sur d’autres scènes, des artefacts
peuvent apparaître. Ces artefacts sont liés à la structure volumique de notre octree de luminance. Le but de cette
sous-section est d’énumérer les problèmes liés à l’échantillonnage par octree et de proposer quelques améliorations.
Problèmes inhérents à un octree
Lorsque nous avons choisi la structure de stockage des données d’éclairage, nous avons délibérément préféré
l’octree. En effet, échantillonner l’espace à l’aide d’une structure tridimensionnelle a permis de se détacher de
la fréquence d’échantillonnage par sommets ou par texels. Opter pour une structure indépendante de la surface
entraîne toutefois différents problèmes (figure 3.15).
Génération de l’octree : mésestimation de la densité La mauvaise estimation de la densité est liée à un échan-
tillonnage par voxels alignés sur les axes. Pour des scènes organiques ou maillées finement, ce problème n’est pas
rencontré. Par contre, pour des scènes architecturales, comportant de nombreuses et larges surfaces planes, l’aire
résultante de l’intersection entre un voxel et la surface peut être très réduite (figure 3.15-a). Ce voxel ne contient
alors qu’un nombre limité de photons. Or, une estimation de densité suppose que les fenêtres d’estimation ont toute
la même surface. Travailler directement avec la carte de photons entraîne alors une sous-estimation de la densité.
Nous avons ainsi essayé de pondérer la densité par l’aire de la surface d’intersection. Toutefois, il s’est avéré que
le déficit en photons reste trop important pour de tels voxels. C’est pourquoi un lissage s’est rendu incontournable
(sous section 3.2.2).
Ce lissage entraîne cependant un problème connexe, la surestimation de densité, traduite par des fuites de lu-
mières sur les sommets et les coins des objets (figure 3.15-b). Cette difficulté concerne aussi la méthode du lancer
de photons sur des arêtes franches, situation observée sur des coins de murs ou les rebords de tables. En effet, au
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FIG. 3.15: Conséquences du crénelage
bord d’un mur, les photons sont distribués à la fois sur le sol et sur le mur (figure 3.15-b). Lorsque la densité est
estimée pour un point situé sur le sol, il faut alors ignorer tous les photons du mur. La fenêtre d’estimation est alors
un ellipsoïde aligné sur le sol : un produit scalaire entre la normale de la surface et la normale du photon permet
de déterminer si ce dernier appartient au mur ou au sol.
Considérer un octree aggrave ce problème. Pour un échantillonnage planaire dans l’espace-écran (rendu vers une
texture), il est possible de déterminer la normale de la surface de l’échantillon (carte de normales). Par définition,
un voxel ne possède pas de normale. Nous ne pouvons que proposer une heuristique de calcul d’une telle normale.
Nous nous contentons d’une moyenne des surfaces contenues dans ce dernier. Cette heuristique ne fonctionne donc
pas sur les coins et les bords (figure 3.15-b).
Cette surestimation est limitée en réduisant le rayon r de notre ellipsoïde. Ce rayon doit être fixé de manière arbi-
traire : trop grand, nous assistons à des fuites de lumières ; trop petit, à une sous-estimation de l’éclairage apparaît.
Ce diamètre pourrait toutefois être mis à jour itérativement, selon un seuil d’éclairement estimé et la topologie de
la scène. Notons que le problème lié au réglage de ce paramètre est relatif à toute méthode basée sur l’estimation
de densité, lancer de photon hors ligne comme octree de lumière.
Exploitation de l’octree : trous d’interpolation Lors du rendu, nous avons vu qu’une interpolation trilinéaire
permet de lisser une radiosité constante par photons. Des bandes ou des trous peuvent apparaître à cause de cette
interpolation trilinéaire.
Dans la figure 3.15-c, une interpolation sur une fenêtre 2x2 peut ne pas toujours récupérer des valeurs d’éclaire-
ment moyen (voxels marqués d’une croix rouge). Ce problème peut être résolu en étendant de manière artificielle
les frontières des voxels. De cette manière, tous les voxels considérés lors de l’interpolation comportent une valeur
d’éclairement. Toutefois, augmenter la taille des voxels doit s’effectuer de manière toutefois raisonnée. Se pose
alors la question de la taille du voxel exposée dans la sous-section suivante.
Taille du voxel
Que ce soit lors de la génération ou de l’exploitation de l’octree, la taille d’un voxel compte. S’il est trop volu-
mineux, le partitionnement des photons agit comme un filtre passe-bas et il en résulte un éclairement flou. Lorsqu’il
est trop petit, un nombre insuffisant de photons est récupéré, ce qui conduit à une sous-estimation de l’éclairage
(sous-section précédente). Le lissage de la distribution devient nécessaire et augmente alors le coût de la compres-
sion en fonction du nombre de voxels. De manière expérimentale, nous percevons une amélioration de la qualité
de l’image pour une profondeur δ = [4,6]. Pour une profondeur δ = [7,8], l’effort lors du précalcul pour lisser la
densité, ne fournit pas d’amélioration perceptuelle significative.
Une profondeur de δ = 6 induit une résolution d’octree 64x64x64. Ceci peut sembler insuffisant, mais pour une
scène contenue dans un cube de 1m, un voxel possède alors un volume de 1/64 1,5cm. Ceci reste suffisant pour
améliorer l’aspect d’une scène.
Enfin, notre octree de lumière, comme tout octree, souffre du problème connu sous le terme “teapot in a football
stadium” [Hai88]. Afin de conserver un échantillonnage satisfaisant de la théière qui est 600 fois plus petite que le
stade, il est alors nécessaire de créer un octree de profondeur δ = ln2(512) = 9. Il est alors coûteux de stocker un tel
octree et son utilisation s’avère tout aussi inefficace. Un test d’intersection par traversée naïve de l’octree consiste
alors à examiner 9∗8 = 72 voxels avant d’atteindre la théière. De manière pratique, sur certaines scènes, l’octree
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k pré calcul CPU dispersion (degrés) GPU (ips)
1 58s 30 25
2 1m25s 25 20
3 1m37s 22.5 17
4 1m48s 20 14
6 2m12s 15 12
8 2m30s 10 10
TAB. 3.3: Aspect en fonction du nombre de partitions de LDV ; Pour n = 300 photons, un octree de profondeur δ = 6 sur une
carte de 600k photons
doit être recentré sur un objet en particulier afin d’augmenter localement la résolution de l’éclairage. Par exemple,
dans la scène Mégane, seule la voiture est plongée dans l’octree, le décor n’étant pas concerné par l’octree.
3.5.3 Nombre de lumières virtuelles
Nous avons préféré compresser les luminances incidentes sous forme de partitionnement discret en lumières
virtuelles, autant pour la simplicité du précalcul de l’octree que pour son évaluation rapide lors de la phase d’ex-
ploitation. Il existe pourtant des méthodes de compression bien plus élaborées comme les composantes principales
partitionnées ou les ondelettes (chapitre précédent). Un ensemble de lumières virtuelles constitue-t-il une représen-
tation suffisante ?
La compression est d’autant plus précise que le nombre de lumières est élevé. Un nombre de lumières important
peut toutefois entraîner un surcoût de calcul lors de la génération de l’octree ainsi qu’une baisse de performance
lors du rendu (tableau 3.3). Nous mesurons l’erreur de compression par des mesures intra partitions. Cette erreur
est mesurée en terme d’écart-type entre la direction du centroïde de la partition (la lumière virtuelle) et les di-
rections des photons considérés. Elle est exprimée en unité de longueur de corde. Cette erreur s’explique par un
nombre plus ou moins grand de partitions : l’hémisphère (180˚) étant alors découpé en k partitions. La disper-
sion correspond alors à l’angle de couverture d’une lumière virtuelle. Par exemple, pour k = 4 lumières virtuelles,
l’écart-type autour du centroïde est de ±20 degrés. La lumière virtuelle représente alors la contribution de lumi-
nances incidentes sous un angle de±20 degrés. Cela semble être élevé, mais la qualité perçue reste préservée. Pour
un nombre de lumières plus faible, l’erreur commise est plus grande, ce qui se traduit en artefacts (figure 3.3).
En résumé, l’octree de texture nécessite 4 paramètres. Les paramètres (δ ,k) où δ correspond à la profondeur
de l’octree et k, au nombre de lumières virtuelles, restent intuitifs, car ils sont directement liés à la qualité de l’é-
clairage obtenu. Au contraire, les paramètres (n,r) où n est le nombre de photons à récupérer et r, le rayon de la
fenêtre d’estimation sont plus difficiles à régler. Ils doivent être fixés en fonction de la topologie de la scène, afin
d’obtenir un compromis entre la rapidité de calcul et la qualité de l’image obtenue. Ce dernier couple de paramètres
introduit alors un biais hérité d’une problématique d’estimation de densité commune à notre technique et au lancer
de photons.
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FIG. 3.16: Ferrari 355 : OpenGL contre octree de lumière
FIG. 3.17: Renault Mégane : OpenGL contre octree de lumière
3.6 Conclusion et perspective
L’octree de lumière définit un processus qui permet d’améliorer rapidement la qualité du rendu d’une scène.
Comparé à des cartes de radiosité ou des calculs de transfert de luminance coûteux, le partitionnement d’une carte
de photon s’est avéré une technique efficace pour produire un octree de luminance prenant en compte des effets
multifréquences. Le produit de ce partitionnement, sous forme d’ensembles de lumières directionnelles virtuelles,
est alors stocké directement sur la carte graphique. Cela permet de naviguer dans une scène sous éclairage global
en temps réel. De plus, cette représentation permet d’intégrer notre processus à des ambianceurs existants.
Notre octree de lumière reste toutefois généré hors ligne à l’aide d’une carte de photons. Il est donc réservé à
des éclairages et des scènes statiques. Des techniques permettant de calculer de manière itérative cette carte de
photon et de mettre à jour notre octree devraient être examinées. Des implantations GPGPU [SZS+08] permettent
de représenter des phénomènes de caustiques en temps réel, il serait intéressant de les adapter à notre méthode.
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Réflexions
spéculaires rastérisées : introduction
4.1 Domaines d’application
Les réflexions spéculaires sont des phénomènes apparaissant à la surface d’objets comme les miroirs, les vitres
ou les flaques d’eau. Ces surfaces réfléchissent alors l’espace environnant laissant apparaître une image virtuelle
visible par un observateur. A la frontière de ces milieux conducteurs ou diélectriques, la lumière subit une réflexion
et une réfraction. Dans ce chapitre, nous nous limitons aux réflexions spéculaires. Les réflexions diffuses direc-
tionnelles et les réflexions causées par des sources d’éclairage indirect ont été étudiées au chapitre précédent.
En synthèse d’images, représenter ces phénomènes contribue à améliorer l’aspect visuel d’une image. De nom-
breux domaines comme l’architecture ou la construction automobile cherchent à obtenir une réflexion réaliste pour
des présentations, des prototypages virtuels ou des études d’ergonomie. Proposer une image de synthèse d’un
parebrise permet ainsi d’étudier des réflexions qui nuiraient à la visibilité de la route [MGK05]. Ces images sont
généralement calculées hors ligne par un lancer de rayon [Whi79]. Les performances pour des scènes animées
restent encore limitées, c’est pourquoi de nombreux artifices ont été développés en rastérisation, afin d’obtenir une
réflexion en temps réel.
4.2 Calcul d’une image par réflexion
4.2.1 Principe
Le calcul d’une réflexion par lancer de rayon est immédiat. Le calcul de l’image réfléchie est basé sur les lois
de l’optique géométrique de Snell-Descartes décrivant le trajet d’un rayon lors d’une réflexion et une réfraction.
Lorsque le rayon rencontre un dioptre, une surface séparant deux milieux homogènes, tout rayon reste dans le plan
d’incidence, le plan perpendiculaire au dioptre et contenant le rayon incident. Tout ou partie de la lumière est alors
réfléchie lorsqu’elle rencontre un objet réfléchissant. Selon le principe de Héron d’Alexandrie, formalisé ensuite par
Fermat, la lumière se propage d’un point à un autre sur des trajectoires telles que la durée du parcours soit minimale.
L’angle d’incidence θ1, l’angle entre le rayon et la normale au dioptre, est alors égal à l’angle du rayon réfléchi θ2.
4.2.2 Structure de stockage de l’environnement
Le calcul des réflexions nécessite d’interroger l’ensemble des objets de la scène qui peuvent être potentiellement
réfléchis. Lors du calcul d’une réflexion, toute la scène pouvant a priori être réfléchie, il est nécessaire d’accéder
rapidement à l’aide d’une structure de donnée, à toute la scène. Cette structure, sous la forme d’une carte ou d’un
volume d’environnement, est chargée de conserver un échantillonnage de l’environnement dans lequel est plongé
le réflecteur.
Cette structure doit permettre de récupérer rapidement un élément de la scène réfléchie afin de construire la
réflexion. Ces structures correspondent à des structures de hiérarchisation de l’espace qui permettent de minimiser
le coût d’accès aux éléments de la scène. Le chapitre précédent expose plusieurs types de structures. Obtenir et
exploiter une structure volumique est difficile en rastérisation. C’est pourquoi les méthodes de calcul de réflexion
que nous verrons préfèrent utiliser des cartes d’environnement, qui sont plus rapides à générer, mais qui n’offrent
qu’un échantillonnage limité de la scène. D’autres méthodes se singularisent par le fait qu’elles n’utilisent pas de
telles structures. Nous détaillerons ces deux classes dans la section 4.5.
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FIG. 4.1: Défilement parallaxe ; Shadow of the Beast (Amiga), Reflections Interactive/Psygnosis 1989. L’impression de
profondeur est créée en faisant défiler plusieurs couches de paysages à différentes vitesses.
4.3 Qualité d’une réflexion
Comment mesurer la qualité d’une réflexion ? Face à un réflecteur de topologie complexe, un cerveau hu-
main n’est pas capable d’évaluer l’exactitude d’une réflexion. Certains défauts sont toutefois facilement perçus,
lorsqu’une trop grande disparité entre l’image virtuelle formée sur un réflecteur et l’environnement apparaît.
Quelles sont ces disparités ?
4.3.1 Types de réflexion
Les réflexions sont classées suivant trois types : 1/ réflexion inter-objets, entre deux objets différents ; 2/ réflexion
intra-objet entre les circonvolutions d’un même objet ; 3/ réflexion récursive, observable entre deux miroirs. En
image de synthèse, seul un lancer de rayon permet d’obtenir ces trois types de réflexions. Les réflexions récursives
produisant une infinité d’images, le lancer de rayon est toutefois amené à limiter cependant le degré de récursivité
de telles réflexions.
Le lancer de rayon offre une qualité d’image indéniable (chapitre d’introduction). Nous parlerons de réflexion
exacte, pour désigner une réflexion calculée par lancer de rayon. Nous emploierons ce résultat du calcul comme
référence afin de comparer les réflexions produites par rastérisation.
La rastérisation ne supporte pas tous les types de réflexions. Pour des raisons de coût calculatoire examinées
dans la prochaine sous-section, les réflexions récursives sont souvent proscrites. La situation est identique pour des
réflexions intra-objets. La rastérisation ne permet que de rendre des réflexions inter-objets, avec des limitations sur
le type de réflecteur et l’environnement réfléchi.
4.3.2 Réflecteur
En rastérisation, seuls les réflecteurs plans peuvent bénéficier d’une réflexion exacte (chapitre suivant). Produire
une réflexion proche d’une réflexion en lancer de rayon reste possible pour des réflecteurs de topologie convexe,
concave ou en étoile.
4.3.3 Environnement réfléchi et désoccultations
Distance de réflexion
Une réflexion de contact correspond à une réflexion produite pour un environnement réfléchi très proche de
la surface du réflecteur. Ce type de réflexion n’est exact que pour des réflecteurs plans. Pour les autres types de
réflecteurs, la méthode classique basée sur une carte d’environnement ne permet de n’obtenir qu’une réflexion
exacte pour des éléments situés à l’infini (chapitre 7.1). L’obtention d’une réflexion en champ proche est basée
sur des hypothèses simplificatrices de la scène réfléchie. Les méthodes existantes sont alors limitées à des scènes
très simples. Nos contributions répondent sur des hypothèses moins limitatives, ce qui nous permet de calculer une
réflexion en champ proche voire une réflexion en contact. Obtenir une telle image entraîne cependant un nouveau
problème, les désoccultations causées par la parallaxe.
Désoccultations causées par la parallaxe
Le mouvement apparent lié à la parallaxe est le changement de position angulaire de deux points stationnaires
relatifs à un observateur, causé par le mouvement de ce dernier. Par exemple, lors d’un déplacement en train, le
paysage situé dans le premier plan nous semble défiler dans le sens contraire de la marche alors que l’arrière-plan
paraît immobile (figure 4.1).
62
4.4. Performances d’un rendu de réflexion
FIG. 4.2: Désoccultations liées à la parallaxe entraînant un déplacement apparent des plans colorés. Ces zones contiennent une
information erronée, mise en évidence en fuschia.
Revenons aux réflexions. L’image virtuelle à la surface d’un objet est formée par les rayons réfléchis issus de
cette même surface. Considérons que chaque rayon est associé à un observateur virtuel placé à leur origine. L’im-
age réfléchie est alors sujette à une parallaxe. La position apparente des objets réfléchis s’en trouve modifiée, ce
qui peut entraîner des désoccultations de certaines parties de la scène (figure 4.2). En rastérisation, ces désoc-
cultations deviennent alors problématiques lorsque nous devrons envisager des méthodes basées sur des cartes
d’environnement contenant un échantillonnage simplifié de la scène. Il faudra alors trouver un compromis entre un
échantillonnage rapide à générer et donc, nécessairement limité, de la scène et un échantillonnage plus complet,
mais plus lent à produire.
Nous venons d’examiner trois grandes limites des réflexions en rastérisation : type de réflexion, topologie du
réflecteur et désoccultations liées à la parallaxe. Les diverses méthodes, exposées dans la suite de ce document,
tentent d’améliorer le rendu d’une réflexion en traitant un ou plusieurs de ces points.
4.4 Performances d’un rendu de réflexion
Les algorithmes de réflexion rendent l’image virtuelle à partir des éléments de la scène en interrogeant une
structure contenant une représentation de la géométrie. La performance d’un algorithme dépend donc du coût total
de la réflexion, correspondant à la somme du coût de génération de la structure et du coût de son application.
4.4.1 Coût de génération
Étudions le cas d’un volume et celui d’une carte. Le volume est plus long à construire qu’une carte, ce dernier
pouvant être produit par rastérisation sur la carte graphique. Un volume concerne alors toute la scène. Cette struc-
ture contient une vaste quantité de données qu’il faut organiser efficacement afin d’accélérer le temps d’interro-
gation (chapitre précédent). En effet, lors d’une réflexion, le rayon réfléchi peut alors rentrer en collision avec
n’importe quel élément de la scène réfléchi. Le temps de génération de structures accélératrices volumiques reste
important [WBS07].
Une carte ne capture qu’un sous-ensemble de la scène, proche d’un réflecteur donné. Elle contient le résultat
de la projection de la scène sur un plan. Sa construction peut donc être accélérée par une carte graphique. Le coût
unitaire d’une carte est donc moins élevé que celui d’un volume. Cependant, afin de produire une réflexion, le
coût de génération peut correspondre à un coût bien plus élevé. Lorsqu’il s’agit de calculer une réflexion pour de
nombreux réflecteurs, il faut alors multiplier le nombre de caches, chacun étant associé à un réflecteur. De la même
manière, construire des réflexions récursives contribue à augmenter l’effectif des cartes générées. Par rapport au
coût fixe d’un volume, une méthode utilisant des cartes impose un coût total géométrique. Ce coût reste toutefois
en deçà du coût de génération d’un volume.
4.4.2 Coût d’exploitation
Le calcul du coût d’exploitation est équivalent à celui de génération du cache, un lancer de rayon possède un
coût linéaire face à une rastérisation, qui comporte un coût géométrique. Que ce soit en lancer de rayons ou en
rastérisation, chaque pixel de l’image correspond à une requête dans la structure accélératrice.
Pour un lancer de rayon, le coût est linéaire en terme de niveau de récursivité attendu. De plus, il est indépendant
du nombre de réflecteurs puisque la carte est globale à la scène. De la même manière, les intra-réflexions sont
traitées indistinctement des réflexions classiques. Le pipeline de calcul d’une réflexion par lancer de rayon est ainsi
unifié et générique.
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FIG. 4.3: Deux classes de méthodes de rendu de réflexion en rastérisation
Au contraire, la rastérisation nécessite de traiter chaque type de réflexion de manière différente. En effet, la
structure étant locale à chaque réflecteur, calculer une réflexion pour chaque réflecteur nécessite de multiplier le
nombre de passes. De la même manière, les réflexions multiples nécessitent aussi une multiplication des passes.
Un graphe de réflexions [NC02] permet de limiter la redondance des passes, sans toutefois épargner un nombre de
passes conséquent. Cette accumulation de passes entraîne un coût géométrique pour une réflexion par rastérisation.
4.5 Deux grandes classes de méthodes
Le lancer de rayons sur GPU est-il une réponse immédiate au problème des réflexions ? Nous avons vu dans
le chapitre d’introduction qu’implanter un lancer de rayons sur la carte graphique n’était pas une chose aisée,
compte tenu de son architecture particulière. Sur une carte graphique, ces structures nécessitent l’élaboration de
parcours itératifs, la récursivité n’étant pas adaptée à de telles architectures. Les performances restent toutefois en
deçà de performances d’un lancer de rayons CPU. Enfin, l’adaptation de ces structures d’accélération sur une carte
graphique, afin de rendre leur parcours itératif, rend leur mise à jour coûteuse. Pour l’instant, le lancer de rayons
sur GPU reste difficile à appliquer à une géométrie dynamique (voir aussi chapitre d’introduction).
Afin d’obtenir des performances temps réel sur des scènes dynamiques, nous devons donc produire un calcul des
réflexions dans le cadre de la rastérisation. Les méthodes de calcul de réflexions se divisent en deux grandes classes,
les méthodes que nous regrouperons sous le terme de méthodes sans carte, n’utilisant pas de carte d’environnement
et les méthodes avec carte (figure 4.3).
La première classe se base sur le principe de la rastérisation (chapitre d’introduction). Cette classe de méthode
n’utilise pas de carte de géométrie.Tous les maillages de la scène sont parcourus de manière linéaire, sans aucun tri
préalable. Cette méthode consiste à calculer l’image de réflexion de la scène par une projection des sommets de la
scène sur la surface du réflecteur. Au premier abord, cette première classe semble être plus performante et souple
à implanter : aucune structure de stockage intermédiaire de l’environnement n’est mise en oeuvre, ce qui annule le
coût de génération de la structure (section 6.1).
D’importantes limitations de cette première classe de méthodes nous amèneront à préférer la seconde classe de
méthode. La seconde classe emprunte une démarche analogue au lancer de rayon. L’image est construite en inter-
rogeant la carte d’environnement contenant une représentation de la géométrie de la scène. Un rayon de réflexion
est tiré à partir de chaque fragment du réflecteur. Un calcul d’intersection entre le rayon et la carte d’environnement
permet de récupérer l’élément de la scène réfléchi par le réflecteur (sections 6.1 et section 7.1).
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Rendu
de réflexion sans carte d’environnement
5.1 Introduction
La classe de méthodes de ce chapitre construit l’image par réflexion en projetant les sommets de la scène
réfléchie sur la surface du réflecteur. Cette construction se base sur le principe de la rastérisation. La liste des
primitives de la scène réfléchie est alors parcourue de manière séquentielle. Il n’est alors pas nécessaire de générer
une structure d’accélération, une carte d’environnement.
Ne pas utiliser de carte d’environnement amène de nombreux avantages. Il n’est pas nécessaire de stocker cette
carte au sein du pipeline. Cela permet de s’affranchir de toutes les contraintes liées à une carte, notamment trou-
ver un équilibre entre la représentativité de la carte et la mémoire disponible. Cela permet d’annuler le coût de la
génération de la carte : aucun tri des éléments stockés n’est nécessaire. De plus, il n’y a non plus aucune mise à
jour à réaliser lorsque la configuration de la scène est modifiée, puisque toute la géométrie est renvoyée à chaque
reprise, pour le calcul de l’image réfléchie. Enfin, les désoccultations liées à la parallaxe sont traitées implicitement,
car toute la géométrie de la scène est envoyée lors du calcul de la réflexion.
Après avoir détaillé les principes d’une construction d’une réflexion par projection (5.2), nous décrivons les
méthodes existantes 5.3. Ces méthodes comportent un certain nombre de limitations intrinsèques. Nous effectuons
des propositions afin de lever une de leur limitation concernant la topologie du réflecteur (section 5.4).
5.2 Méthodes de résolution
La classe de méthodes sans carte d’environnement nécessite de calculer la position des sommets réfléchis sur la
surface du réflecteur. Cette section expose les méthodes de résolutions afin de calculer ces positions.
5.2.1 Résolution analytique
Lorsque l’expression de la surface du réflecteur est connue, les lois de l’optique géométrique permettent de
modéliser le trajet de la lumière et de retrouver la projection du sommet réfléchi sur la surface du réflecteur.
Le calcul de la réflexion d’une image sur un miroir plan est trivial (figure 5.1). Afin de réaliser une réflexion
planaire, l’image réfléchie est générée en transformant la scène par la matrice de symétrie du réflecteur plan (image
en haut à droite). Cette matrice permet de définir une caméra virtuelle avec laquelle la scène est projetée (image
en bas à gauche). L’image réfléchie produite est alors composée avec l’image de la projection du miroir (image en
bas à droite).
Ce procédé est aussi applicable à une surface courbée dont l’expression est connue, comme un miroir parabolique.
Qu’en est-il pour des réflecteurs quelconques ?
5.2.2 Résolution numérique
Lorsque la surface du réflecteur n’est pas exprimable de manière analytique, l’image virtuelle par réflexion est
construite de manière numérique.
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FIG. 5.2: Vecteur de réflexion
Données mises en oeuvre
Soit p′, l’image du sommet p par réflexion sur la surface du réflecteur. Cette réflexion est observée par un ob-
servateur situé au point e. Le calcul de la réflexion par résolution numérique met alors en oeuvre deux vecteurs, le
vecteur bissecteur b et le vecteur de réflexion r (figure 5.2).
Le vecteur bissecteur b est le vecteur calculé à partir des vecteurs dirigés vers l’observateur, l’élément réfléchi
et la normale au point de réflexion, respectivement e et p.
b =
p+ e
‖ p+ e ‖ (5.1)
Le vecteur de réflexion r est calculé à l’aide du vecteur issu de l’observateur e et de la normale n au point de
réflexion p′ .
r = e−2(e.n)n (5.2)
La position p′ servant à définir l’image réfléchie est donc définie par la formule ci-dessus. Dans ce document,
cette position est appelée mode ou solution , car cette valeur correspond à la résolution du problème de minimisa-
tion que nous définissons dans la sous-section suivante.
Principe du plus court chemin
La position p′ obéit au principe du plus court chemin énoncé par Héron d’Alexandrie au 1er siècle après J.-C et
formalisé par Fermat quelques siècles plus tard. La position p′ de l’image virtuelle est telle qu’elle doit minimiser
la distance parcourue entre le capteur e (caméra ou oeil) et l’élément réfléchi p. La différence entre les normes
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FIG. 5.3: Construction de la réflexion










































































FIG. 5.4: Espaces mis en jeu lors d’une minimisation

−→
pp′  et 
−→
p′e  doit être minimale. La loi de Snell-Descartes exprime cette propriété en terme d’angles : les angles
incidents et réfléchis sont égaux (figure 5.2). Ce critère peut aussi être formulé à l’aide du vecteur bissecteur et du
vecteur normal. A un point quelconque pe situé à la surface du réflecteur, le vecteur bissecteur et la normale à la
surface sont différents. Au point p′, l’égalité b = n entre le vecteur bissecteur et la normale est observée (figure 5.3).
Résolution par minimisation
Rechercher la position du point p′ correspond à la minimisation de la différence entre les vecteurs b et n. Le
calcul d’une image par réflexion revient donc à résoudre un problème de minimisation. Nous distinguons trois
ensembles : l’espace de recherche E dans lequel est effectué la recherche, l’espace des solutions S et le critère à
optimiser δ (figure 5.4).
Dans notre cas, l’espace de recherche E et l’espace de solution S sont confondus. Ils correspondent aux points
d’échantillonnage situé à la surface du réflecteur. Cette résolution s’effectue donc en examinant les différentes po-
sitions potentielles E : {pe} sur la surface du réflecteur. Sur la surface réfléchie, une ou plusieurs solutions (modes)
sont alors recherchées, les positions S : {p′} des sommets minimisant le critère δ =‖ b−n ‖.
Le principe du plus court chemin permet ainsi de construire une méthode de résolution numérique (figure 5.2 et
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FIG. 5.5: Pipeline général des méthodes de réflexion sans carte
algorithme 7). Cette résolution consiste à démarrer d’un point arbitraire de la surface du réflecteur pe. En ce point,
sont définis la normale n, le vecteur p et le vecteur bissecteur initial b. Tant que l’égalité b = n n’est pas obtenue,
cela signifie que le pe = p′.
Chercher de manière exhaustive la position du ou des modes p′ sur la surface de réflexion semble a priori très
coûteux. Nous allons examiner des méthodes GPGPU qui permettent d’accélérer cette recherche en profitant de la
puissance de calcul des cartes graphiques.
5.3 Mise en oeuvre dans des méthodes existantes
5.3.1 Pipeline général
Les méthodes que nous allons étudier dans cette section construisent alors une image virtuelle de la réflexion
directement sur le réflecteur à l’aide de la rastérisation. Le pipeline lié à cette classe est découpé en trois phases
distinctes (figure 5.5).
1. générer un échantillonnage de la surface du réflecteur ; Cet échantillonnage correspond à l’espace de recherche
du problème de minimisation que nous venons d’évoquer
2. rechercher des positions des projections sur la surface du réflecteur ; Le maillage de la scène réfléchie composé
de triangles T formés par des triplets de sommets pi est parcouru de manière linéaire. Il s’agit alors de calculer
la ou les positions de chaque sommet de cette scène projetées en p′i sur la surface du réflecteur selon le principe
du plus court chemin.
3. rendre la réflexion sur la surface du réflecteur ; Une fois que les positions sont trouvées, il s’agit de produire le
triangle virtuel T ′ formé par ces sommets p′i par rastérisation.
5.3.2 Génération de l’espace de recherche
Rechercher la position de l’image virtuelle p′i revient à résoudre un problème de minimisation où δ ≡ b = n.
Le vecteur bissecteur et le vecteur de réflexion sont calculés dans l’espace de recherche du problème, la surface
du réflecteur. L’espace de recherche en jeu doit alors associer pour chaque élément de surface du réflecteur, les
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normales n et les positions, nécessaires pour le calcul du vecteur bissecteur b. Cet espace de recherche se présente
sous deux formes, un espace 3D ou un espace 2D.
Espace de recherche 3D
Les sommets 3D du maillage du réflecteur ne permettent pas de construire un échantillonnage assez régulier de
la surface du réflecteur. Sans un échantillonnage régulier, les méthodes de recherche risquent de ne pas converger.
Une paramétrisation de la surface permet d’obtenir un tel échantillonnage régulier mais reste coûteuse. Une
alternative consiste à effectuer une projection des sommets 3D sur une topologie simple à échantillonner, tels un
hémisphère ou un hémicube. La carte d’explosion correspond à la surface formée par la projection des sommets
3D du maillage du réflecteur sur un hémicube. Etant construite par rastérisation, cette carte est soumise à des
problèmes de désoccultations. Cette carte reste alors limitée à des scènes relativement simples [OR98].
Espace de recherche 2D
Un espace de recherche 2D correspond à la projection sur un plan 2D, de la surface du réflecteur. Cette carte est
construite par rastérisation, ce qui permet de générer très rapidement un tel espace en utilisant l’accélération de la
carte graphique. De tels tampons contenant les positions et les normales peuvent être récupérés depuis un fat buffer
utilisé par rendu différé (chapitre d’introduction).
Cet échantillonnage par texel peut sembler régulier. Cependant, un crénelage lié à la projection peut apparaître.
Les éléments rasants de la surface du réflecteur bénéficient d’une résolution beaucoup plus faible que les élé-
ments qui font face à la caméra. Ce problème de crénelage peut mettre en difficulté la convergence de certains des
algorithmes examinés dans la sous-section suivante.
5.3.3 Recherche des positions des projections sur la surface du réflecteur
Afin de simplifier la résolution du problème de minimisation, la recherche peut se restreindre à une solution p′
unique. Cette restriction entraîne une limitation importante au niveau du réflecteur (sous-section 5.3.5). Les méth-
odes monomodes proposent de construire la réflexion à l’aide de méthodes numériques, selon deux approches, de
manière adaptative ou exhaustive. Cette première approche s’inspire de méthodes éprouvées en calcul numérique
alors que la seconde profite de la puissance brute des cartes graphiques. Quel groupe offre les meilleures perfor-
mances de calcul ?
Méthode adaptative
Ce groupe de méthodes converge de manière adaptative vers la solution. Rechercher la solution par triangulation
consiste à générer une suite de triangles qui se rapproche de la solution. Trois positions candidates sont proposées
au départ Ti(si). Le nouveau triangle Ti+1 est alors formé par deux sommets du triangle Ti précédent et le barycen-
tre Ti(gi). Le triangle Ti+1 permet alors de se rapprocher de la solution. Le barycentre gi correspond au résultat du
calcul barycentrique sur le triangle Ti. Chaque sommet de ce triangle est associé à un poids, calculé selon le critère
de minimisation δ .
Cette triangulation peut s’effectuer dans un espace de recherche 3D par les cartes d’explosion. Toutefois, la
génération de cette carte reste coûteuse, ce qui limite son application à des réflecteurs relativement simples [OR98].
Dans un espace de recherche 2D, cette triangulation ne parvient qu’à converger difficilement vers la solution.
En effet, pour des angles rasants, l’espace 2D de recherche offre un échantillonnage insuffisant de la surface du
réflecteur. Les temps de rendus d’une réflexion par cette méthode restent alors interactifs [RH06].
Méthode exhaustive
Sur CPU, un examen exhaustif de la surface du réflecteur est coûteux, c’est pourquoi dans un premier temps,
les méthodes adaptatives ont été préférées. Cependant, une telle approche est adaptée à l’architecture des cartes
graphiques. La position est recherchée à l’aide d’une marche exhaustive par texel, apparentée à une descente de
gradient. Soit une position de départ arbitraire. Les texels voisins sont alors examinés un à un. Le texel est alors
choisi selon le principe du plus court chemin. Parmi les texels candidats, la distance angulaire ou euclidienne entre
le capteur et la position candidate p′ et l’élément réfléchi p doit être la plus petite [EMDT06]. Cette méthode ex-
haustive offre des performances de calcul en temps réel (entre 30 et 10 ips) où la méthode adaptative [RH06] reste
limitée à des fréquences interactives (10 ips).
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FIG. 5.6: Construction des polygones réfléchis pour un réflecteur convexe
5.3.4 Rendu de la réflexion
Une fois que les positions des différents sommets de la scène réfléchie ont été déterminées à la surface du
réflecteur, il s’agit de les utiliser afin de rendre la scène réfléchie. Il existe alors deux méthodes. 1/ La première
consiste à utiliser un rendu par points. Les sommets réfléchis sont alors écrasés sur la surface du réflecteur sous
forme de splats. 2/ La seconde méthode utilise le pipeline de rastérisation de la carte graphique.
Représentation par points
Les sommets sont rendus à l’aide de splats projetés à la surface du réflecteur. Cette méthode est simple mais peut
s’avérer rapidement coûteuse. Un rendu par points n’est rentable vis-à-vis d’une rastérisation que pour des modèles
organiques (animaux, forêts) [GBP05]. Pour des modèles architecturaux ou mécaniques, comportant de grandes
surfaces planes, les triangles restent plus adaptés. Afin d’éviter d’éventuels trous lors du rendu, il est nécessaire
d’augmenter de manière importante la densité de splats.
De plus, ce problème de sous-densité d’échantillonnage du nuage de point est renforcé dans le contexte de la
réflexion. En effet, l’image virtuelle produite à la surface du réflecteur peut être fortement magnifiée par la cour-
bure du réflecteur. Lorsque l’observateur se rapproche de la surface du réflecteur ou que la courbure de réflecteur
agrandit l’image réfléchie, un nuage de point de faible densité peut laisser apparaître des trous. Se restreindre à
un nuage de points de densité fixe n’est alors possible que des images virtuelles de taille réduite : le volume de
l’élément réfléchi doit être sensiblement plus petit que celui du réflecteur [PMDS06, MPS07].
Or, les environnements réfléchis ont généralement une taille bien plus grande que celle du réflecteur. Représenter
une image virtuelle par un écrasement de points nécessite donc un nuage adaptatif. La densité d’un tel nuage doit
être raffinée de manière adaptative, non plus seulement du point de vue d’un observateur fixe [GBP05], mais du
point de vue de la magnification induite par la réflexion. La mise en place d’un tel algorithme n’est pas triviale.
Représentation par rastérisation des triangles
Problématique de l’association des sommets aux triangles Nous venons de déterminer les projections p′i des
sommets p de la scène réfléchie. Nous tentons alors d’utiliser le pipeline de rastérisation afin de rendre les objets
de la scène réfléchie à la surface du réflecteur. Il est donc nécessaire d’associer ces sommets p′i afin de rastériser
les triangles T ′ .
Les résolutions numériques que nous venons d’examiner reposent sur l’hypothèse d’une unique solution. La
fonction pi → p′i est une surjection. Tous les fragments de la surface du réflecteur ont un correspondant p′i et
chaque sommet pi a au plus une image p′i. Cette surjection permet alors d’associer de manière univoque, par une
bijection, un triplet de sommets p′i afin de construire l’unique projection du triangle T ′ sur la surface du réflecteur
convexe. La reconstruction des triangles T ′ est alors immédiate (figure 5.11) puisque les relations associant les
sommets à leur projection respective pi → p′i sont surjectives. L’association T → T ′ étant alors elle-même surjec-
tive, l’association p′i → T ′ est immédiate.
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FIG. 5.7: Problème aux frontières du réflecteur ; La position de l’image réfléchie se trouve hors des limites du réflecteur. Afin de
calculer sa position, il est nécessaire d’extrapoler les limites de la surface du réflecteur. Lors de la rastérisation, il s’agit ensuite
de ne rastériser que la partie réfléchie, qui est l’intersection du triangle vert avec la projection de la surface du réflecteur.
Rastérisation de la réflexion L’association p′i → T ′ étant immédiate, les sommets peuvent alors être envoyés à
la carte graphique afin de rastériser le triangle T ′ à la surface du réflecteur. Les informations de connectivité liant
les sommets pi servant à construire T permettent alors de construire T ′.
5.3.5 Limitations
Performances
Toute réflexion dépend implicitement de la position de la caméra. Cela signifie que la réflexion doit être mise
à jour à chaque déplacement de la caméra. Or cette classe de méthode n’utilise pas de carte. La géométrie de la
scène réfléchie doit alors être renvoyée à chaque image, afin d’être écrasée sur le réflecteur.
Pour des scènes comportant un faible nombre de polygones, les techniques les plus efficaces [EMDT06] per-
mettent d’obtenir des réflexions avec des performances acceptables, supérieures à 10 images par secondes. Ce
résultat n’est cependant observé que pour des scènes réfléchies simples et un unique réflecteur. Lorsque la scène
se compose de plusieurs réflecteurs, il est nécessaire de réitérer le processus de rendu de la réflexion, la fréquence
d’affichage devient alors interactive, inférieure à 10 images par secondes.
Problèmes liés à la projection non planaire
Le maillage de la scène réfléchie peut nécessiter une phase de subdivision. En effet, la rastérisation d’une carte
graphique repose sur une projection de l’espace 3D vers un espace 2D plan cartésien. Or lorsqu’elle est appliquée
au rendu des réflexions sur la surface des réflecteurs, la projection s’effectue sur un repère non cartésien. Une cour-
bure prononcée du réflecteur peut fortement déformer les images réfléchies. Afin de réaliser cette rastérisation, il
est donc nécessaire d’approcher cette discrétisation par une succession de discrétisation dans des repères locale-
ment cartésiens. Le mode de projection ne pouvant pas être modifié, il est nécessaire de subdiviser le maillage de
la scène. Par conséquent, il est nécessaire de segmenter des polygones filiformes ou rectilignes [OR98].
Problèmes liés au rendu par rastérisation
L’utilisation même de la rastérisation induit les deux problèmes suivants. Tous les polygones réfléchis sont pro-
jetés sur la surface du réflecteur. Lorsque trop de polygones se chevauchent sur un tel espace de projection, ici, la
surface non planaire du projecteur ; la précision du tampon de profondeur peut être mise en défaut, ce qui entraîne
des artefacts.
La formation de l’image réfléchie reste problématique aux frontières de la surface réfléchie (figure 5.7). La
rastérisation d’un triangle n’est déclenchée qu’après avoir envoyé les trois sommets de ce triangle vers la carte
graphique. Or, lors de l’évaluation de p′, il est possible que cette valeur puisse dépasser les frontières de la surface
réfléchissante. Afin de rendre le calcul de p′ possible et donc le rendu du triangle T ′ qui lui est associé, l’espace de
recherche doit être extrapolé. Cette extrapolation induit un surcoût calculatoire qui peut être important.
Relation binaire multivaluée et topologie des réflecteurs
L’inconvénient majeur de cette classe reste néanmoins lié à la forme des réflecteurs, qui doivent être exclu-
sivement convexes. En présence d’un réflecteur concave, ces méthodes produisent alors une image faussée. Un
réflecteur concave, un simple bol, peut refléter à plusieurs reprises un même élément de la scène réfléchie. Ce
réflecteur produit alors une infinité d’images virtuelles (figure 1.13).
Les méthodes que nous avons examinées sont basées sur une résolution numérique monomodal. Or, le théorème
des valeurs intermédiaires suppose que la solution existe pour une fonction continue et monotone. La transforma-
tion de réflexion est une fonction gauche totale : tout point du réflecteur possède un correspondant dans l’espace
réfléchi. Dans le cas général, la transformation inverse n’est pas une fonction, mais une relation binaire multivaluée
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FIG. 5.9: Classification des méthodes de réflexion sans carte ; Nos propositions sont cerclées par des bords épais alors que
l’existant est figuré en pointillé.
(figure 7.1). En présence d’un réflecteur convexe, la scène réfléchie est associée, au plus, à une image. Ceci permet
d’appliquer une résolution numérique monomode.
Pour un réflecteur concave, les méthodes de résolution monomode convergent vers des extrema locaux. L’image
construite par ces méthodes de résolution contient au mieux une image de réflexion alors que ces méthodes de-
vraient en proposer plusieurs. L’image construite n’est donc pas valable. Rien n’a été proposé pour les réflecteurs
concaves, si ce n’est de les découper manuellement pour former de composantes convexes [OR98]. Ce traitement
manuel pouvant être relativement long à mettre en oeuvre, nous proposons une extension de cette classe de méthode
pour des réflecteurs concaves (sous-section 5.4).
5.4 Proposition : extension de la résolution numérique à des réflecteurs
concaves
Nous proposons dans cette sous-section d’étendre le pipeline de rendu par projection (figure 5.9) à des réflecteurs
concaves. Pour de tels réflecteurs, les éléments sont réfléchis à plusieurs endroits de la surface (figure 7.1). Le prob-
lème consiste alors à effectuer une recherche multimode afin de trouver les multiples solutions p′. Nous proposons
de résoudre ce problème par une implantation d’une résolution multimodale sur GPU (paragraphe 5.4.1). Cette
méthode est alors appliquée à la construction d’images virtuelles par réflexion sur des réflecteurs concaves (para-
graphe 5.4.3).
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FIG. 5.10: Recherche multimode par quasi-réduction
5.4.1 Recherche multimode
Démarche d’optimisation multimode
Il existe deux grandes classes de méthodes, les méthodes d’exploration exhaustives de l’espace de recherche et
les méthodes metaheuristiques. Les méthodes dites exhaustives sont basées sur une recherche exhaustive de l’es-
pace de recherche (branch & bound, A*, programmation dynamique). Explorer l’espace de recherche E n’est pos-
sible toutefois que pour des dimensions limitées, au-delà, l’explosion combinatoire rend la résolution inextricable.
Se baser sur des metaheuristiques permet de limiter le coût du calcul. Ces méthodes utilisent alors des heuris-
tiques liées au contexte du problème (sac à dos, voyageur de commerce...) ou des échantillonnages adaptatifs de
l’espace (descente de gradient, méthode tabou, recuit simulé, algorithmes génétiques). Par rapport aux méthodes
exhaustives, les méthodes metaheuristiques permettent de réduire le coût d’un calcul. Cependant, rien ne garantit
que ces méthodes convergent vers une configuration optimale et qu’elles puissent le faire en temps et heure.
Application à la résolution du problème
Dans notre cadre, le critère à optimiser, δ est défini par le principe du plus court chemin. De plus, les dimensions
respectives des ensembles E et S sont réduites, car l’espace de recherche se limite à la projection de la surface du
réflecteur sur l’écran, un espace à deux dimensions. Toutefois, la mise en oeuvre des algorithmes de recherche
multimode sur GPU n’est pas immédiate à cause de leur architecture. D’une part, les méthodes de recherche ex-
haustives nécessitent un parcours récursif d’une structure arborescente. D’autre part, chaque itération de calcul est
associée à une nouvelle passe de rastérisation, ce qui limite fortement les performances de ces méthodes heuris-
tiques. Nous proposons une méthode de recherche multimode plus adaptée à un contexte GPU.
5.4.2 Résolution multimode par quasi-réduction pyramidale
Notre proposition permet d’obtenir un ensemble potentiel de solutions à l’aide d’une recherche hiérarchique par
une quasi-réduction pyramidale (figure 5.10).
Le processus se décompose en trois étapes, la création de l’espace de recherche, la quasi-réduction pyramidale
afin d’obtenir une liste de résultats et enfin, le filtrage des solutions candidates.
Génération de l’espace de recherche
Dans une réduction pyramidale, la structure de stockage est une texture 2D dans laquelle le critère à optimiser,
l’espace de recherche et l’espace des solutions sont confondus (figure 1.12, chapitre d’introduction). Nous devons
étendre cette structure pour notre résolution multimode. Dans notre contexte, les espaces de recherche/solution
correspondent à la surface du réflecteur. Il est donc nécessaire de stocker les positions pe dans cette structure. De
plus, il faut prendre en compte le critère δ qui permet de choisir le texel lors de la quasi-réduction pyramidale. Il
s’avère donc nécessaire de stocker dans chaque texel, le couple t(pe,δ ) (figure 5.10-gauche).
Quasi-réduction
La seconde étape correspond à la quasi-réduction pyramidale de cet espace 2D contenant les couples d’échan-
tillons et leur critère à optimiser. Une réduction totale vise à récupérer un unique critère parmi un ensemble donné.
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FIG. 5.11: Construction ambiguë des polygones réfléchis pour un réflecteur concave : 1 sommet ou 1 triangle possèdent 1 ou
plusieurs images réfléchies
Dans le cadre de notre problème, nous voulons, au contraire, obtenir une liste de candidats optimaux p′. Ces
candidats sont alors potentiellement des positions d’images virtuelles de p car ils correspondent aux meilleurs élé-
ments issus de la réduction (figure 5.10-centre). Nous arrêtons alors le calcul de la pyramide prématurément afin
de conserver cette liste de candidats p′. Cet arrêt prématuré impose donc de fixer un nombre maximal de candidats
potentiels. Relever ce niveau permet d’obtenir une liste plus grande de candidats. Cela alourdit cependant le coût
de l’étape suivante.
Filtrage
La dernière étape de l’itération est le filtrage de la liste des candidats (figure 5.10-droite). Des doublons peuvent
apparaître sous deux formes : deux candidats avec une position identique p′ ; deux candidats p′1 et p
′
2 convergeant
vers une même position p′(u,v). Il faut alors définir un seuil selon la précision désirée, au-delà duquel les deux
candidats sont considérés comme étant similaires. Ce filtrage est réalisé sur le CPU. L’ensemble des candidats,
sous forme de texture de dimension réduite, est parcouru afin de déterminer le nombre de sommets uniques.
5.4.3 Application à la recherche d’image virtuelle par réflexion
Rechercher non plus une unique solution, mais plusieurs solutions à l’aide de notre algorithme de recherche
multimode permet de générer des réflexions sur des réflecteurs concaves. Le passage d’une unique solution vers des
solutions multiples soulève cependant un nouveau problème, lié à l’association des sommets aux triangles p′i → T ′.
Avant d’appliquer notre méthode de recherche multimode, nous devons poser et tenter de résoudre ce problème.
Problématique de l’association des sommets aux triangles
Dans le cadre d’un réflecteur convexe, l’association T → T ′ est une surjection (paragraphe 5.2.2). Cela permet
d’associer de manière univoque, par une bijection, un triplet de sommets p′i afin de construire l’unique projection
du triangle T ′ sur la surface du réflecteur convexe.
Dans le cas d’un réflecteur concave, l’association T → T ′ devient une relation n-aire. L’association des sommets
p′i vers les multiples triangles T ′i devient ambiguë (figure 5.11). L’application du sommet réfléchi pi vers son image
projetée à la surface du réflecteur n’est plus une surjection, mais une relation n-aire. Un même sommet d’origine
pi possède alors plusieurs images S′ : {p′i,k}. La reconstruction des triangles Θ′ : {T ′i } projetés à la surface du
réflecteur nécessite alors un travail d’association entre les différents sommets S′ afin de reconstruire les triangles
T ′i . Comment associer chaque solution p′i,k à un triangle projeté T
′
i particulier ?
Résolution par restriction de la zone de recherche
Conservation de la connectivité après projection L’association des sommets p′j,k à un triangle virtuel T
′
i est un
problème qui n’est pas trivial. Une heuristique spatiale permet néanmoins de simplifier ce problème. Lors d’une
projection, la connectivité est conservée. La réflexion d’un triangle reste un triangle, seul le système de coordonnées
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FIG. 5.12: Reconstruction des polygones réfléchis
change : le repère cartésien de l’espace de la scène réfléchie devient un repère non cartésien à deux dimensions, lié
à la surface du réflecteur. Cela signifie aussi la projection c′ du centre c du triangle T reste à l’intérieur du triangle
projeté T ′.
Heuristique de l’espace de recherche restreint L’heuristique posée est alors : les images des sommets S′ : {p′i,k}
peuvent rester regroupées autour d’un centre c′i. Cette heuristique résout en partie, le problème de l’association des
trianglesΘ′ : {T ′i }. La restriction de l’espace de recherche définit, par proximité, les associations entre les sommets
projetés et par conséquent, les triangles T ′i (c′i).
Définition de cet espace Cet espace de recherche est appelé îlot de recherche. Cet îlot correspond à une zone
de recherche située autour du centre c′i du triangle T ′i , issus de la projection du triangle T . Cet îlot constitue une
première estimation de la zone contenant les sommets du triangle projeté T ′i qui confine l’espace de recherche des
candidats p′. Cet îlot est une sphère de centre c′ et de rayon r, construite dans l’espace objet du réflecteur.
L’ensemble des centres c′i des triangles T ′i est construit à l’aide de la méthode multimode décrite dans la section
précédente. Le rayon r des sphères est quant à lui, fixé selon une heuristique basée sur la courbure moyenne du
réflecteur.
Mise en place de l’algorithme
Notre algorithme se décompose en deux étapes (figure 5.12). 1/ La recherche multimode permet de déterminer
les différents centres c′i des îlots à de recherche. 2/ Cette zone permet ensuite la reconstruction par une recherche
locale, des triangles T ′i .
Recherche multimode des centres
Définition de la structure de stockage Dans le cas de notre problème, l’espace de recherche correspond à
la surface du réflecteur projeté à l’écran (figure 5.13). Soit le sommet p ∈ R de la scène à réfléchir. Il s’agit de
rechercher ses images réfléchies pe ∈ R sur la surface d’un réflecteur E. Les solutions sont données par le critère
à optimiser δ basé sur le principe du plus court chemin.
L’espace de recherche et l’espace des solutions sont confondus. Cet espace est produit par un rendu de la surface
du réflecteur vers une texture 2D. La position sur la surface de réflecteur 2D est exprimée en coordonnée de
textures, stockée sous la forme d’un vecteur 2D. Les texels de la carte à réduire contiennent alors un couple t(pe,δ ).
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FIG. 5.13: Application de la la recherche multimode pour calcul de réflection
FIG. 5.14: Construction d’une réflexion d’un plan sur une sphère ; resp. scène de test, méthodes exhaustive, gloutonne et
réduction
FIG. 5.15: Construction d’une réflexion d’un cube sur une sphère ; resp. scène de test, méthodes exhaustive, gloutonne et
réduction. Le cube a été au préalablement subdivisé.
Mise en application de la quasi-réduction Le critère de minimisation δ est calculé en fonction de chaque
sommet p de la scène réfléchie. Il faut donc réitérer le processus de quasi-réduction avec chaque sommet p de
la scène à réfléchir. Ce processus de quasi-réduction a été décrit dans la section 5.4.2. Pour un nombre limité de
sommets (plan subdivisé en 4 : 16), le rendu s’effectue en temps réel, pour un nombre plus important de sommets
(face du cube subdivisée en 2 : 144), le rendu chute à des fréquences interactives (moins de 10 images par secon-
des). Cette chute de performance est causée par les nombreux transferts nécessaires entre le CPU et le GPU lors
de la phase de filtrage. Sur des cartes de type NV GeForce 8x, l’étage de géométrie programmable et l’extension
NV_transform_feedback permettent de réaliser entièrement ce filtrage sur GPU [RAH07b].
Reconstruction des triangles La construction des triangles projetés peut se dérouler une fois la position des
îlots déterminés. Les positions projetées p′ des sommets p sont recherchées sur une zone délimitée par ces îlots.
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5.5. Récapitulatif
La recherche multimode est effectuée pour chaque centre c′i. La position de départ est constituée par le centre c′
de l’îlot de recherche. La recherche des positions p′ s’effectue alors en examinant le voisinage localisé autour de
c′. Ce restriction de l’espace de recherche permet de remplacer une recherche multimode des positions p′ par une
recherche monomode.
Nous avons tenté d’appliquer trois méthodes (figures 5.14 et 5.15) de recherche monomode, une recherche ex-
haustive, une recherche gloutonne et enfin une réduction totale. Seule la réduction totale a fonctionné.
Marches exhaustives La marche exhaustive a été déjà employée auparavant [EMDT06]. Lors de son im-
plantation, cette méthode s’est cependant heurtée à une limitation technique, la carte graphique n’est capable de
boucler que sur un nombre d’itérations limité. La recherche s’arrête alors de manière abrupte quand le nombre de
pas maximal est dépassé.
L’implantation originale évoque un raffinement itératif de la solution [EMDT06]. A l’étape ti, la position de la
recherche est récupérée et réutilisée lors du rendu de l’image suivante ti+1. Après une dizaine d’images, la méthode
arrive à converger vers la solution p′. Compte tenu du nombre important d’images de sommets que nous avons à
calculer, ce raffinage successif n’est pas applicable.
Afin d’obtenir une réflexion plus rapidement, nous proposons une marche avec un pas adaptatif. Dans la
recherche exhaustive, le pas de recherche est affecté avec une longueur fixée à 1. Nous cherchons à faire varier le
pas selon une distance exponentielle inverse : 16,8,4,2,1. La taille du pas décroît lorsque la position p′ retournée
dépasse de la frontière de la surface du réflecteur ou lorsqu’un pas de taille plus petite renvoie un meilleur résultat.
Cette méthode a fonctionné sur un réflecteur à topologie simple, mais a échoué de manière générale. La trop grande
variabilité du pas entraîne en effet des erreurs de convergence. Une estimation de la taille du pas aurait pu être fixée
de manière plus efficace par un calcul d’un gradient lié à la surface du réflecteur. La surcharge calculatoire rend
finalement cette méthode moins efficace qu’une marche exhaustive.
Réduction totale Nous avons finalement utilisé une réduction totale sur un environnement restreint à l’in-
tersection entre l’îlot de recherche et la surface du projecteur. La réduction totale s’effectue en sélectionnant les
candidats potentiels selon le principe du plus court chemin. Les candidats qui se situent hors de la zone délimitée
par l’îlot de recherche sont rejetés. Cette réduction totale nous a permis d’obtenir un résultat sans les artefacts
observés avec les deux méthodes précédentes.
Résultats et limitations Notre méthode a permis de construire, sous certaines conditions que nous allons pré-
ciser, une image réfléchie d’une scène sur un réflecteur concave. Cette construction a été réalisée à l’aide d’une
méthode d’optimisation multimode sur GPU.
La méthode d’optimisation multimode profite de la puissance calculatoire d’une carte graphique. Sachant que
la résolution maximale d’une texture est de 4096, il est alors possible de rechercher une liste de solutions opti-
males dans près de 16 millions d’éléments en temps logarithmique grâce à notre quasi-réduction pyramidale. Pour
un plan réfléchi (16 sommets) (figure 5.14), le rendu s’effectue en temps réel, la situation est tout autre avec un
cube subdivisé (144 sommets) (figure 5.15). Ce coût est causé par de nombreux allers-retours CPU-GPU. Ces
performances sont donc très limitées pour des scènes réfléchies complexes.
L’application de la résolution multimode est aussi limitée par le problème d’assemblage des sommets projetés
afin de construire les triangles sur la surface du réflecteur. Notre méthode ne fonctionne que sur des réflecteurs
concaves ou des scènes relativement simples. En effet, l’heuristique de localisation spatiale que nous avons choisie
se révèle rapidement limitée. Cette heuristique suppose que les zones de recherche ne se recouvrent pas. Or, il
suffit de modifier la position de la caméra pour que ces îlots, à l’origine séparés, se rapprochent. La reconstruc-
tion devient alors impossible (figure 5.16). Cet algorithme s’avère inapplicable lorsque les images virtuelles de la
surface du réflecteur se confondent.
Enfin, notre méthode multimode nécessite de poser un nombre maximal de modes p′ (sous-section 5.4.1). Ceci
interdit des topologies de réflecteurs (figure 1.13) fortement perturbées qui peuvent alors produire un nombre élevé
de réflexions.
5.5 Récapitulatif
La technique de rendu des réflexions par projection semble être intéressante de prime abord, car elle réutilise
les concepts proposés par le pipeline de rastérisation. Elle comporte cependant de nombreuses limites, dont la plus
importante, à nos yeux, concerne la topologie du réflecteur qui doit être plan ou purement convexe. Nous avons
tenté de lever cette limite en concevant une méthode de recherche multimode GPU. Cette méthode n’a toutefois pas
trouvé une application probante dans le calcul des réflexions. D’une part, cette dernière présente des performances
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Chapitre 5. Rendu de réflexion sans carte d’environnement
FIG. 5.16: Construction de l’image virtuelle sur réflecteurs concaves ; Référence calculée par lancer de rayon Blender. Image
obtenue par recherche multimode en temps réel.
limitées. D’autre part, donner la possibilité d’associer plusieurs projections pour un même sommet a soulevé le
problème de l’assemblage des primitives projetées. Ce problème s’est finalement révélé inextricable.
La somme d’inconvénients inhérents à cette classe de méthode et les résultats limités que nous avons obtenus
nous ont finalement conduits à explorer une autre voie.
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Génération d’une carte d’environnement
6.1 Présentation
Nous avons étudié dans le chapitre précédent, des méthodes de génération de réflexions sans carte d’environ-
nement. Nous avons alors tenté d’étendre cette classe de méthode de calcul de réflexion aux réflecteurs concaves.
Nous nous sommes heurtés à la complexité calculatoire d’un trop grand nombre d’images virtuelles issues du cal-
cul des réflexions sur un réflecteur concave. Ceci nous conduit à adopter la seconde classe de méthodes, utilisant
des cartes d’environnement. Avant d’étudier ces méthodes, nous décrivons les cartes existantes et nous tentons de
lever certaines de leurs limitations.
6.1.1 Pipeline général
Dans le contexte de la rastérisation, un pipeline de rendu par interrogation d’une carte consiste en deux étapes,
1/ la génération d’une carte contenant la scène réfléchie ; 2/ l’exploitation de cette carte (figure 6.1). La génération
de la carte d’environnement est traitée lors dans ce chapitre. Nous proposons des modèles de carte quasi-planaire
et de carte de géométrie.
6.1.2 Motivations pour l’utilisation d’une carte d’environnement
Par rapport aux méthodes sans carte, utiliser une carte entraîne un coût de génération supplémentaire. Ce coût








































FIG. 6.1: Pipeline générique de réflexion par interrogation d’une carte
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Chapitre 6. Génération d’une carte d’environnement
FIG. 6.2: Reflet sur un pare brise par octree GPU [MGK05]
chaque mouvement de caméra, il est nécessaire de régénérer l’image réfléchie et donc de projeter toute la scène.
Utiliser une carte d’environnement permet d’éviter ce processus à chaque déplacement du point de vue. La méth-
ode utilisant des cartes d’environnement permet donc d’obtenir de bien meilleures performances que la méthode
par projection.
Calculer des réflexions nécessite d’interroger tout élément susceptible d’être réfléchi. Il s’agit alors de définir
une structure de stockage de géométrie à la fois rapide à construire ou à mettre à jour pour des scènes dynamiques.
Cette structure doit être donc construite en minimisant les précalculs sur le CPU tout en utilisant au mieux le
GPU. De plus, une carte graphique dispose d’une mémoire limitée, c’est pourquoi stocker toute une scène n’est
pas réalisable. Il faut donc essayer de réduire la taille de la structure de stockage de l’environnement. Enfin, le
modèle de programmation d’un GPU reste un modèle par flux, ce qui limite fortement tout parcours récursif de
cette structure de stockage. La difficulté réside donc dans la recherche d’un modèle de structure de stockage aussi
fidèle qu’efficace. Cette représentation a alors de grandes répercussions sur la qualité de la réflexion.
6.1.3 Plan du chapitre
Différentes structures d’accélération contenant une représentation de l’environnement sont examinées : des
structures volumiques générées hors ligne (sous-section 6.2), des cartes générées par rastérisation (sous-section
6.3) et des cartes 2.5D, qui tentent de réunir les avantages des deux précédents types de cartes (sous-section 6.4).
Cette section est conclue par deux études qui visent, sans toutefois obtenir de résultats vraiment probants, à
améliorer la représentativité des cartes planaires 2D. La première consiste à produire une carte adaptée à des
réflecteurs quasi-planaires (sous-section 6.3.3). La seconde décrit la construction d’une carte 2.5D. Cette carte de
géométrie permet, en partie, de limiter les désoccultations (sous-section 6.4.3).
6.2 Volume d’environnement
Les implantations de lancer de rayon sur GPU tentent d’adapter les structures utilisées en lancer de rayon sur
CPU comme un kd-tree ou une hiérarchie de boites englobantes. Ces structures doivent être modifiées afin de
transformer leur parcours récursif en parcours itératif, plus adapté à l’architecture des GPU. De plus, ces structures
restent coûteuses à mettre à jour.
Dans le cadre de la rastérisation, il est alors intéressant de considérer des représentations volumiques de la
scène plus adaptées à la carte graphique, comme une texture 3D qui permet d’échantillonner un espace à l’aide
d’une grille régulière.Toutefois, compte tenu de la taille mémoire occupée par une texture volumique, la résolution
d’une texture 3D disponible reste limitée (512). C’est pourquoi une telle texture est appliquée dans le cadre d’un
échantillonnage d’espaces restreints. De telles textures sont ainsi utilisées pour capturer un arbre ou un motif micro-
surfacique [Ney95]. Ces textures permettent aussi de générer des réflexions en temps réel, cependant elles restent
réservées à des scènes réfléchies relativement simples à cause de leur coût de génération et d’exploitation [ZHS07].
Dans le chapitre 3.1, nous avons vu qu’un octree sur GPU [LHN05] permettait d’obtenir un échantillonnage
adaptatif de la scène et donc de réduire le coût mémoire d’une carte volumétrique. Cet octree organise l’espace de
manière hiérarchique, une telle structure est alors mise en oeuvre sur un lancer de rayon. Afin de construire une
réflexion, chaque voxel de l’octree peut contenir une couleur diffuse. Cela entraîne des reflets relativement crénelés
[MGK05] (figure 6.2). Dans le chapitre précédent, nous avons étendu cet octree afin de contenir une représenta-
tion efficace de l’éclairage. Remplir les voxels avec des listes de triangles permettrait de construire des réflexions
plus précises. Toutefois, le coût de mise à jour d’une telle structure la rend difficilement adaptable à une scène
dynamique. Les cartes d’environnement se révèlent plus adaptées à l’architecture d’une carte graphique.
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6.3. Carte d’environnement
FIG. 6.3: Carte d’environnement cylindrique, sphérique et cubique
6.3 Carte d’environnement
Une carte d’environnement propose un échantillonnage de l’environnement dans une texture, un espace à deux
dimensions. Afin de réduire la taille de cette carte, il est nécessaire d’adopter une représentation plus grossière
que celle offerte par un volume. Les triangles sont alors remplacés par des texels qui contiennent la radiance de
l’environnement selon une direction donnée.
6.3.1 Caractéristiques d’un modèle de projection
Une carte d’environnement nécessite la projection d’un espace à trois dimensions vers un espace à deux dimen-
sions. Choisir un modèle de projection planaire reste une question ouverte en cartographie. Comment projeter la
surface de la Terre sur une carte, un plan à deux dimensions ? Quels sont les modèles choisis en synthèse d’image
et quelles sont leurs limites ?
Centre de projection
La projection de l’espace 3D vers un plan nécessite de définir un centre de projection arbitraire à partir duquel
l’environnement est capturé. Ce point correspond alors à l’origine des directions d’échantillonnage de l’espace. Par
conséquent, une carte d’environnement ne comporte qu’un échantillonnage partiel de l’environnement. Lorsque la
position de l’observateur s’éloigne fortement du centre de projection, il est nécessaire de recalculer cette carte
depuis un nouveau point de vue. Par rapport à une carte volumique, la portée d’une carte d’environnement est donc
limitée à une région donnée de l’espace. Il faut tenir compte de cette contrainte lorsqu’une carte d’environnement
est exploitée.
Ce mode de projection a une incidence sur la topologie du réflecteur. Le réflecteur n’étant pas pris en compte
lors de la génération de la carte, cela interdit de représenter les interréflexions qui se produisent entre deux replis de
la surface du réflecteur. La topologie de ce réflecteur doit donc être limitée à une topologie en étoile (figure 1.13)
Conformation
La projection 3D vers 2D est destructive : l’environnement capturé subit une déformation topologique. Ces dé-
formations concernent une distance, une direction, un angle ou une aire. Lorsqu’une projection conserve l’une de
ces propriétés, elle est dite conformante. Aucun modèle de projection n’est capable de conserver la totalité de ces
propriétés.
En cartographie, un modèle de projection est préféré à un autre selon les applications visées : navigation mar-
itime, plan de randonnée, cadastre... En synthèse d’image, la conformation intéressante reste liée aux angles, pro-
priété qui permet de conserver un aspect visuel acceptable de l’image de la réflexion. Ce choix de conformation in-
terdit, de fait, l’utilisation de la carte d’environnement pour des calculs mettant en jeu une distance, une direction ou
une aire. Cela implique que chacun des texels de la carte d’environnement doit être considéré indépendamment les
uns des autres. Cette contrainte a de nombreuses conséquences dans les algorithmes d’exploitation des cartes d’en-
vironnement du chapitre suivant. Il sera alors difficile de construire des heuristiques afin d’accélérer ces méthodes.
Pôle de projection
Nous venons de définir le centre de projection d’une carte d’environnement. Ce point est différent de la notion de
pôle azimutal de projection, associé à un modèle de projection azimutal ou projection polaire. Ce pôle correspond
au point tangent utilisé lors d’une projection azimutale. Par analogie avec la cartographie, le centre de projection
correspond au centre de la Terre, alors que le pôle de projection, utilisé afin de générer une carte par projection, cor-
respond au pôle Nord. Afin de simplifier le discours, le pôle azimutal de projection est simplifié sous le terme pôle.
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TAB. 6.1: Comparaison des déficits angulaires ; exemple pour une carte cubique
FIG. 6.4: Projection cylindrique et azimutale ; anisotropie d’une projection azimutale figurée par les latitudes et longitudes en
pointillé.
Anisotropie d’une projection polaire
Au pôle, la fréquence d’échantillonnage s’accroît. Les longitudes convergent vers un pôle donné. La résolution
est élevée au pôle de la projection (figure 6.4). Plus nous nous en éloignons, plus la résolution décroît. L’espace de
l’environnement est échantillonné de manière anisotrope.
Lorsque cette carte d’environnement est exploitée afin de construire des images de synthèse, une résolution
d’échantillonnage trop faible limite l’aspect visuel de la réflexion. Ce défaut est alors amplifié à des angles limites
de réflexion pour lesquels la résolution devient très faible. Lors de l’application d’une telle carte par des algorithmes
avancés décrits dans le chapitre suivant, cet échantillonnage anisotrope limitera la robustesse de ces derniers.
Déficit angulaire et projections multipolaires
Afin d’augmenter la conformation des cartes d’environnement, il est possible d’augmenter le nombre de pôles.
La projection 3D vers 2D s’effectue alors pour des angles solides d’amplitude moins élevée. Au lieu de considérer
une projection de tout l’espace vers un plan, multiplier les pôles permet de ne projeter qu’une portion de l’espace et
de limiter ainsi les déformations. Cette augmentation de la conformation d’une projection peut être définie à l’aide
du déficit angulaire. Ce déficit correspond à l’angle d’ouverture de champ pour un observateur situé au centre de
projection et regardant vers la direction donnée vers le pôle (figure 6.1 et tableau 6.1).
6.3.2 Modèles de projection en synthèse d’image
Modèle cylindrique et polaire
Les premières cartes d’environnement sont construites de manière statique à partir d’une projection cylindrique.
L’exploitation est efficace car les formules de projections de ce modèle ne mettent pas en oeuvre de fonctions
trigonométriques, coûteuses sur le plan calculatoire [BN76, MH84].
Pour générer des réflexions sur des scènes dynamiques, il est cependant nécessaire de proposer une génération
dynamique des cartes d’environnement. Dans une projection cylindrique, les pôles Nord et Sud ont une infinité
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de projections. Or, le pipeline de rastérisation est basé sur le modèle de caméra ponctuelle, n’est pas adapté pour
un tel modèle de projection cylindrique. Une carte graphique ne peut donc pas projeter un point tridimensionnel
sur une infinité de texels. Afin de pouvoir générer dynamiquement une carte d’environnement à l’aide d’une carte
graphique, la projection polaire ou azimutale a été préférée à la projection cylindrique [MH84].
D’autres modèles de projections ont été envisagés, car ils offrent un meilleur échantillonnage de la scène tout en
limitant les déformations. Cependant par rapport aux modèles historiques, leurs coûts de générations restent élevés
[SM01].
Formule de projection directe et inverse
Sur une carte graphique, une texture est indexée par des coordonnées de texture. De la même manière, afin
d’exploiter une carte d’environnement, nous devons décrire son mode d’indexation.
Une carte d’environnement échantillonne l’espace environnant pour toutes les directions r issues d’un centre de
projection c. Cette direction est exprimée dans un repère sphérique (ρ,θ ,φ) où ρ correspond à la distance radiale
par rapport au centre de projection c. Les angles θ ,φ correspondent respectivement à l’angle azimutal et l’angle
zénithal ou d’élévation. Cette direction peut aussi s’exprimer dans un repère cartésien (rx,ry,rz). Cette direction
ne possède que deux degrés de liberté, la norme de cette dernière étant normalisée : ρ = 1 ou r2x + r2y + r2z = 1.
La direction de réflexion r permet donc d’indexer la carte d’environnement. La formule de projection directe
transforme cette direction d’échantillonnage (rx,ry,rz) en coordonnées 2D sur la carte (s, t) ∈ R. Cette formule
permet donc d’utiliser une direction de réflexion afin d’indexer directement une carte d’environnement. En con-
sidérant comme centre de projection c (azimut) le pôle Nord aligné sur l’axe z, les fonctions trigonométriques de
la fonction de projection directe sont simplifiées. Cette formule s’exprime alors de manière linéaire. Les vecteurs
r et p correspondent alors respectivement au vecteur réfléchi et à sa projection sur un plan entre [−1,1]2. Nous







r2x + r2y +(rz +1)2
Au contraire, la formule de projection inverse réalise l’opération inverse de la projection directe. Cette formule
convertit la position d’un texel de la carte R vers une direction d’échantillonnage (rx,ry). L’expression de la for-
mule de projection inverse dépend du type de projection employé. La projection inverse permet alors de retrouver
une direction (rx,ry) donnée à partir de la position d’un texel. En associant une distance radiale ρ au texel, il est
possible de retrouver la position d’un texel de la carte d’environnement dans l’espace 3D. Cette projection inverse
est appliquée pour raffiner l’interrogation d’une carte d’environnement (chapitre suivant).
Génération et exploitation d’une carte d’environnement
A l’aide de la formule de projection directe, l’exploitation d’une carte d’environnement est immédiate et effi-
cace. Il est cependant nécessaire de procéder à un changement de repère, afin d’indexer une texture. En OpenGL
les coordonnées de textures sont comprises entre [0,1]2 alors que r ∈ [−1,1]2.
La génération d’une carte d’environnement est moins immédiate. La génération par rastérisation peut s’effectuer
de deux manières. 1/ Lorsque les cartes graphiques n’étaient pas encore programmables, il était nécessaire de passer
par une carte cubique. La formule de projection inverse permet alors de transformer la position du texel issu de la
carte cubique vers un autre modèle de projection. Cette méthode n’est pas efficace sur le plan calculatoire puisqu’il
faut générer cette carte cubique. 2/ L’étage programmable de projection des sommets (vertex shader) permet de
projeter les sommets 3D de la scène réfléchie directement sur la carte d’environnement 2D. Cette démarche a été
proposée pour la génération de cartes tétraédriques [For00] et des cartes stéréoscopiques pour le calcul d’ombres
omnidirectionnelles [BS01].
Carte sphérique
Le modèle d’une carte sphérique utilisée en synthèse d’image est l’application directe d’une projection azimu-
tale de Lambert conformante aux aires (figure 6.4). Cette dernière minimise alors les déformations (figure 6.3).
Une telle carte est généralement obtenue par une macrophotographie de la surface d’une boule en métal poli.
Mathématiquement, cette carte est issue d’une projection azimutale à partir d’un unique pôle. Cette carte est donc,
par construction, dépendante d’une direction de visée donnée. Lors de son exploitation, une réflexion par carte
sphérique n’affiche que l’environnement capturé par la carte. Même en observant l’arrière du réflecteur, l’environ-
nement réfléchi reste celui qui est placé devant la carte sphérique. Ce fort déficit conduit à l’utilisation de modèles
de projection multipolaires.
La projection s’exprime à l’aide d’une formule efficace sur le plan calculatoire.
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r2x + r2y +(rz +1)2
- Projection inverse :
rx,y,z = (α(2py−1);α(2px−1);β ) (6.3)
avec α = 2
√
4s−1, β = 8s−3 , s =−qx + px−qy + py et qx,y = (p2x , p2y)
Cette formule de projection inverse est instable numériquement pour des données proches du pôle Sud, c’est
pourquoi la seconde formule est préférée. Cette formule est exprimée dans un repère (longitude L ,latitude l).
rx,y,z = (cosL.cos l; sinL.cos l; cosg) (6.4)
avec g = 2arcsin(dr), distance du grand cercle du pôle Nord au point r et dr =
√
p2x + p2y , distance radiale
entre les coordonnées projetées et le centre de projection et les longitudes et latitudes, exprimées en radians
L = arctan(px/py) mod [−π;+π] et l = arcsincosg.
Carte cubique
En découpant l’hémisphère en 6 parties, une carte cubique minimise le déficit angulaire (π/2 ) et limite les
déformations observées à l’équateur. Dans la suite du document, nous utiliserons des projections de ce type.
La génération d’une carte d’environnement dynamique consiste alors à générer les 6 faces d’une carte cubique.
La scène est projetée 6 fois depuis un unique point de vue selon des directions alignées sur les axes du repère absolu
de la scène. L’arrivée des étages de géométrie programmable permet d’envoyer la géométrie en une seule passe,
les 6 mêmes faces du cube. Toutefois, cette capacité est apparue récemment et offre des performances variables
selon le type de carte graphique et la complexité de la scène réfléchie.
L’exploitation de la carte cubique en OpenGL est basée sur les formules de projection directe azimutale. Lors
du rendu, la réflexion est calculée en indexant une des 6 faces du cube. La face est choisie en fonction de l’axe
majoritaire, défini par la plus grande valeur parmi les 3 axes {x,y,z}. Une fois l’axe majoritaire déterminé, les
coordonnées de textures sont calculées par une projection directe sphérique.
- Axe majoritaire :
mx,y,z = rx,y,z ; ax,y,z =| mx,y,z | (6.5)
où ax,y,z correspond à la valeur absolue de chaque composante mx,y,z. L’axe majoritaire correspond par ex-
emple à l’axe x lorsque la plus grande coordonnée en valeur absolue correspond à la composante sur l’axe x
max(ax;ay;az) = ax,





Une fois l’axe majoritaire fixé, les coordonnées sur la carte cubique sont déterminées en affectant les com-
posantes rz,ryet mx de cette manière : qx = −sign(mx).rz, qy = −ry et ma = mx. La fonction sign renvoie +1
lorsque l’axe majoritaire est orienté selon l’hémisphère positif, −1 pour le négatif.
axe majoritaire qx qy ma
x −sign(mx).rz −ry mx
y +rx sign(my).rz my
z sign(mz).rx −ry mz










FIG. 6.5: Projection dodécaédrique et isocaédrique
axe majoritaire qx qy qz
x sign(mx).(1− p2x − p2y) 2px 2py
y 2px sign(my).(1− p2x − p2y) 2py
z 2px 2py sign(mz).(1− p2x − p2y)
Carte stéréoscopique
Les cartes stéréoscopiques (dual paraboloïd) [HS98] correspondent à l’application en synthèse d’image, des
caméras catadioptriques [Nay97], utilisées dans les systèmes omnidirectionnels de vision par ordinateur. Ce mod-
èle de caméra n’utilise que deux caméras au lieu de six, ce qui permet de construire un système moins coûteux
et plus simple facile à calibrer. Une carte stéréoscopique5 découpe la sphère d’échantillonnage en deux hémis-
phères. Cette carte est moins dépendante de la direction d’observation, car elle offre alors un déficit de π radians.
Ce modèle est un compromis entre une carte sphérique (déficit angulaire de 2π à π) et une carte cubique (coût de
génération de 6 à 2).
Lorsqu’il s’agit de construire des réflexions ou des cartes d’ombres, les cartes stéréoscopiques semblent être
une solution parfaite. Toutefois, le déficit angulaire est doublé par rapport à une carte cubique (π/2). Ceci entraîne
des déformations à l’équateur rendant difficile l’exploitation d’une telle carte pour calculer des réflexions précises.
Après des essais infructueux, nous avons réservé notre choix à des cartes cubiques.





avec m = 1+h.rz. La valeur h renvoie +1 pour l’hémisphère comprenant le pôle Nord, −1 pour le pôle Sud.
- Projection inverse :
rx,y,z = (2px;2py;h.(1− p2x − p2y)/dr) (6.9)
avec dr = p2x + p
2
y +1. La valeur h est une fonction identique à celle de la projection directe.
Modèles avancés
Des modèles plus complexes ont été proposés. Ces modèles multiplient le nombre de pôles afin de réduire les
déformations. Ces modèles sont donc réservés à des applications où l’environnement reste statique. Les projec-
tions dodécaédriques sont utilisées pour capturer des vues panoramiques tridimensionnelles (figure 6.5) [Med]
exploitées dans des logiciels comme Google StreetView. Afin de poursuivre la réduction de ce déficit angulaire,
des projections isocaédriques, Hierarchical Equal Area isoLatitude Pixelisation, construisent des projections sur
20 faces. Cette projection est appliquée à la cartographie des rayonnements cosmiques.
6.3.3 Proposition : modèle de projection pour réflecteur quasi-planaire
Problématique du calcul de réflexion sur des réflecteurs quasi-planaires
Les réflecteurs quasi-planaires comme un parebrise d’automobile ou la surface perturbée d’un liquide, sont des
réflecteurs qui ne sont ni quasi sphériques, ni planaires. Pour un réflecteur quasi sphérique, les modèles que nous
5Le terme stéréoscopique désigne la nature de la projection, qui s’effectue selon deux directions. Cette définition s’applique aussi aux
projections qui permettent d’obtenir une image en relief basée sur la vision humain stéréoscopique. Nous emploierons dans la suite de ce
manuscrit, le terme stéréoscopique dans l’unique domaine de la génération de carte d’environnement.
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FIG. 6.6: Réflexion quasi-planaire : faible résolution ; Les graduations correspondent à la résolution offerte par chacun des
plans de projection. Plus le texel est éloigné du pôle (trait gras), moins la résolution est importante (graduation avec un trait de
plus en plus fin).
FIG. 6.7: Problèmes d’échantillonnage d’une carte cubique (f355) ; resp. utilisation d’une carte cubique, réflexion planaire
(sans correction). La carte cubique possède une résolution trop faible pour les angles rasants : certaines parties du volant
éloignées du centre du parebrise ne peuvent pas être échantillonnées par cette carte.
avons examinés dans la section précédente permettent d’obtenir une réflexion en interrogeant une carte d’environ-
nement. Cette carte contient un échantillonnage de l’espace selon les directions de réflexions réparties dans toutes
les directions de l’espace (figure 6.6 gauche).
Les modèles de projection azimutale ne sont pas adaptés à un réflecteur quasi-planaire. En effet, par construc-
tion, l’échantillonnage induit par ces projections est fortement anisotropique : la fréquence est maximale au pôle
pour ensuite décroître à des latitudes proches de l’équateur.
Dans un réflecteur quasi-planaire, la direction moyenne de réflexion est dirigée vers un unique pôle. Pour des
points situés aux extrémités du réflecteur quasi-planaire, les directions de réflexions deviennent alors très rasantes
(figure 6.6 droite). Pour de telles directions, l’échantillonnage offert par une carte d’environnement présente une
fréquence très faible.
Les algorithmes de calcul de réflexions ne pourront pas être appliqués directement à des réflecteurs quasi-
planaires (chapitre suivant et figure 6.7). Il est nécessaire de proposer un nouveau modèle de projection pour un
réflecteur quasi-planaire. Nous décrivons ce modèle de projection capable de fournir un échantillonnage régulier
de l’espace réfléchi pour ce type de réflecteur. Nous définissons la génération d’une carte d’environnement quasi-
planaire. Afin d’exploiter cette carte, nous proposons une formule de projection directe.
Génération d’une carte quasi-planaire
La génération d’une carte quasi-planaire est basée sur la génération d’une carte planaire. Dans une réflexion
planaire, le résultat de la projection est directement composé avec l’image finale (section 5.2.1). Dans notre cas,
nous stockons le résultat à l’aide d’un rendu vers une texture. Cette texture correspond à la carte d’environnement
quasi-planaire.
La carte est générée à la manière d’un réflecteur planaire. Le calcul de la réflexion s’effectue en projetant les
sommets de la scène réfléchie selon la matrice de symétrie par rapport au plan (section 5.2.1). La carte d’environ-
nement est donc produite en projetant les sommets de la scène réfléchie sur un plan.
Nous devons donc définir la matrice de projection, la matrice de symétrie par rapport au plan. Nous construisons
une telle matrice en approchant la surface quasi-planaire par un plan moyen P(n,d). La normale n correspond à la
moyenne des normales du réflecteur et le paramètre d correspond à la position du barycentre du réflecteur. Cette
proposition n’est donc pas applicable à des réflecteurs quasi-planaires. Lorsque l’angle de réflexion est trop élevé,















FIG. 6.8: Interrogation d’une carte d’environnement quasi-planaire
Exploitation d’une carte quasi-planaire
Nous venons de voir que la génération d’une carte quasi-planaire est triviale. Les réelles différences entre une
carte planaire et quasi-planaires se situent lors de la phase d’application. Nous proposons une formule de projection
directe afin de l’exploiter dans l’espace 3D de la scène.
Pour une réflexion planaire, nous avons vu que la carte planaire est calculée dans l’espace-écran. Cela permet
de composer directement la réflexion de la scène avec le reste de l’image dans l’espace-écran (figure 5.1). La carte
quasi-planaire est exploitée dans l’espace 3D de la scène. En effet, les algorithmes de calcul d’images réfléchies
exploitent une carte cubique dans cet espace (chapitre suivant). Afin d’adapter ces algorithmes à des réflecteurs
quasi-planaires, nous devons travailler dans le même espace.
L’interrogation de la carte d’environnement quasi-planaire s’effectue en deux étapes (figure 6.8).
/ Le réflecteur est une surface quasi-planaire Π de normale moyenne n. Soit une réflexion au point a ∈ Π. Le
vecteur de réflexion r est exprimé dans l’espace de la caméra à l’aide de son expression à l’aide des vecteurs e et
n (sous-section 5.2.2).
/ A la manière de l’interrogation d’une carte cubique, il s’agit de transformer la direction de ce vecteur en co-
ordonnées de textures à l’aide d’une formule de projection directe. Cette coordonnée de texture est alors exprimée










où p est la projection sur l’écran [−1;1]2 de ratio d’aspect a (longueur/largeur) de l’écran et r, le vecteur de
réflexion.
Résultats
Rendu d’une réflexion sur une surface d’eau perturbée Nous nous intéressons ici au rendu d’une réflexion
sur une surface réfléchissante perturbée. Ici, la surface de l’eau est modifiée par le sillage d’un bateau. Rendre des
réflexions sur une surface d’eau perturbée peut s’effectuer de deux manières. Perturber la carte d’environnement
directement dans l’espace-écran. Cette perturbation s’effectue par un bruit de Perlin à deux dimensions. Or, ce
bruit est indépendant de la déformation subie par la surface. Cette réflexion reste peu plausible. Notre modèle de
projection dans l’espace 3D de la scène s’apparente à la technique de la carte d’embossement (bump mapping). Ce
bump mapping s’effectue dans l’espace tangent à la surface ou dans l’espace de la scène. Travailler dans l’espace
3D permet de lier les réflexions de la surface de l’eau à ses perturbations de surface. Notre carte quasi-planaire
associée à cette formule de projection permet alors de prendre en compte les perturbations dans l’espace de l’objet
et non plus dans l’espace-écran (figure 6.9).
Rendu d’une réflexion sur un parebrise Ce modèle quasi-planaire est aussi exploité dans les algorithmes du
chapitre suivant afin de proposer des réflexions convaincantes sur un parebrise (figure 6.7 droite). Les résultats de
l’application de la carte quasi-planaire à ces algorithmes sont détaillés le chapitre suivant.
6.3.4 Récapitulatif
Les cartes d’environnement planaires 2D sont efficaces, sur le plan calculatoire et adaptées à l’architecture des
cartes graphiques. Ces cartes d’environnement sont toutefois limitées à des réflecteurs quasi sphériques. Nous nous
sommes alors intéressés à un mode de projection adapté aux réflecteurs quasi-planaires. Nous avons appliqué ce
modèle afin de représenter de manière convaincante, les réflexions sur une surface réfléchissante perturbée.
La création d’un modèle de projection quasi-planaire est motivée par des méthodes avancées d’exploitation de
cartes d’environnement présentées dans le chapitre suivant. Ces mêmes méthodes nous ont aussi conduits à définir
de nouveaux modèles de cartes 2.5D.
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FIG. 6.9: Application de la carte planaire comme carte d’environnement ; resp. Lancer de rayon, avec bruit dans l’espace écran,
perturbation dans l’espace scène ; Espace écran 2D : Faibles variations décorrélées de la surface de l’eau. Ces modifications
restent assez peu plausibles. ; Modèle de projection quasi-planaire : Réflexions quasi-planaires : Les perturbations de la
réflexion sont plus prononcées et le résultat est proche du lancer de rayon.
6.4 Carte 2.5D
Une carte d’environnement, par construction, ne contient que les éléments visibles depuis le centre de projection.
Des artefacts peuvent apparaître lorsque les algorithmes de calcul de réflexion évoqués dans le prochain chapitre
tentent d’utiliser de telles cartes. En effet, calculer des réflexions avec une carte 2D peut conduire à des désoccul-
tations liées à la parallaxe de mouvement (sous-section 4.3.3). Afin de limiter ces artefacts, nous devons proposer
une carte permettant de reconstituer, de manière partielle, la géométrie de l’environnement réfléchi. Ces cartes sont
désignées sous le terme de carte 2.5D.
Les cartes 2.5D tentent de réunir les avantages des cartes volumiques (sous-section 6.2) et des cartes planaires
(sous-section 6.3). Les cartes volumiques nécessitent un surcoût lors de leur génération et de leur exploitation. Les
cartes 2.5D sont plus adaptées à l’architecture des cartes graphiques, car ils sont stockés sous la forme de tableaux
de textures 2D. Les cartes 2.5D étendent la carte 2D en associant à une direction de réflexion donnée, un vecteur
d’information réparti sur plusieurs couches de profondeur sur une même direction.
Nous allons étudier deux grandes classes de cartes, les cartes associées à chaque objet réfléchi (sous-section
6.4.1) et les cartes associées à des sous-régions de l’espace, qui décomposent la scène en sous-régions selon
plusieurs centres de projection ou différentes couches de profondeur (sous-section 6.4.2). Nous proposons la con-
struction d’une carte 2.5D, le tampon de géométrie projetée, offrant un échantillonnage partiel de la scène, tout en
profitant de l’accélération par une carte graphique (sous-section 6.4.3).
6.4.1 Carte associée à chaque objet réfléchi
Associer une carte à chaque objet de la scène réfléchie permet de fractionner le volume d’information induit
par la scène réfléchie sur une multitude de cartes locales. Restreindre l’échantillonnage à une région de l’espace
limitée à chaque élément de la scène permet d’augmenter la résolution locale de chaque carte.
Toutes ces structures étant associées à un unique objet, elles doivent être aussi nombreuses que les réflecteurs
de la scène. Lorsque le nombre de réflecteurs de la scène est élevé, il faut alors multiplier les coûts de génération
et d’exploitation pour chaque réflecteur de la scène. Ceci limite alors fortement l’intérêt de ces structures .
Différentes structures adaptées du lancer de rayon CPU ont été évoquées (chapitre d’introduction, section 1.4).
Associer de telles structures à chaque réflecteur de la scène rend le coût de construction de telles structures élevé.
Les cartes de géométrie contiennent la géométrie du maillage de l’environnement dépliée sur un atlas de tex-
ture (figure 6.10-gauche). La géométrie est stockée dans son intégralité dans cette carte, de manière indépendante
du point de vue. Les cartes de géométrie ont été d’abord appliquées pour la compression et la simplification de
maillage [GGH02]. Dans le cadre des réflexions, ces cartes permettent d’accélérer le lancer de rayons sur GPU
[CHCH06]. La génération d’une telle carte nécessite une paramétrisation préalable du maillage, ce qui rend diffi-
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FIG. 6.10: Carte de géométrie et imposteurs
cile son application sur des scènes dynamiques.
Les panneaux (billboards) sont moins coûteux à générer. Ils contiennent les résultats de la projection du mail-
lage selon un point de vue donné. Afin de conserver l’apparence d’un objet en 3D, un panneau peut être orienté
de telle manière qu’il fasse toujours face à la caméra (imposteurs). De tels panneaux sont utilisés pour représenter
des maillages complexes tels que la végétation, des particules, ou encore des objets très lointains. Cela permet de
réduire grandement la complexité de la scène, puisque des objets potentiellement complexes en 3D sont remplacés
par un quadrilatère texturé. Afin d’améliorer cette illusion d’objet 3D, un ensemble de panneaux peut aussi être
construit [DDcXSD03].
Dans le cadre des réflexions, ces imposteurs permettent alors de calculer des réflexions en champ proche pour un
nombre restreint d’objets (prochain chapitre 7.1) [PMDS06]. En effet, les panneaux n’offrent donc qu’un échan-
tillonnage partiel de la scène environnante. Par construction, il ne contiennent que les fragments visibles pour un
point de vue donné. Il faut alors construire de nombreux panneaux pour chaque élement de la scène réflechi.
6.4.2 Carte associée à une sous-région de l’espace
Associer une carte pour chaque élément de la scène peut rapidement atteindre un coût de génération prohibitif.
Augmenter la taille de la région décrite par une carte permet alors d’amortir le coût de génération et d’applica-
tion de ces cartes. L’espace est alors non plus décomposé en graphe de scène par objets, mais échantillonné selon
différents points de vue ou à partir d’un unique point de vue avec plusieurs couches de profondeur.
Plusieurs points de vue
Nous avons vu dans la section 6.3.1 que par construction, le contenu d’une carte planaire 2D dépend du centre de
projection à partir duquel il est généré. Afin de prendre en compte l’ensemble de la scène réfléchie, nous pouvons
être amenés à multiplier les centres de projection.
Échantillonner la scène par une matrice 3D de cartes d’environnement est une approche permettant de conserver
une information locale sur l’environnement (carte planaire 2D) sur toute la scène. Cette technique est ainsi ap-
pliquée pour le calcul de l’éclairage global. Une grille régulière de cartes cubiques permet d’exploiter un volume
d’éclairement (irradiance) sur la carte graphique [NPG05]. Cette approche permet aussi de calculer des réflexions
en champ proche en indexant une série de cartes cubiques [YYM05]. L’indexation de cet ensemble de cartes est
alors basée sur la direction du vecteur de réflexion (θ ,φ) et sur la position de l’observateur (x,y,z).
Toutefois, dans le cadre d’une scène dynamique, il n’est pas toujours possible de calculer un nombre important
de cartes tout en conservant des performances acceptables.
Plusieurs couches de profondeur
Lorsqu’un unique point de vue est considéré, décomposer la scène en profondeur permet de limiter le nom-
bre de cartes générées. Une carte multicouche contient un échantillonnage de l’environnement selon un centre de
projection donné, sur un nombre limité de couches de profondeur.
Ces cartes sont générées à l’aide d’une décomposition de la scène en couche de profondeur. La méthode de
la décomposition en profondeur (depth peeling) permet de réaliser cette opération à l’aide de la carte graphique
[Eve01]. Toutefois, cette méthode nécessite cependant un nombre important de passes de rendu, rendant difficile
son application sur des géométries complexes. Cette décomposition peut être réalisée de manière plus efficace à
l’aide d’un tampon de rendu (extension EXT_framebuffer_multisample) avec des fonctionnalités d’anticrénelage.
Cette fonctionnalité peut être détournée afin de réaliser une décomposition en profondeur de manière efficace
[BCL+07, MB07]. Le vecteur de données associé à chaque texel de ce tampon permet de stocker une carte com-
portant plusieurs couches de profondeur. Cette carte est alors appliquée à des techniques nécessitant un tel tampon
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FIG. 6.11: Tampon de lumière et tampon de géométrie projetée
multi-couche : ombres douces, matériaux semi-transparents, effet de profondeur de champ ou occlusion ambiante
dans l’espace-écran.
Cette décomposition en profondeur ne constitue toutefois pas une panacée. Encore faut-il en connaître le nombre
de couches à conserver. En effet, le nombre de couches à produire peut fortement varier selon la topologie de la
scène et la capacité de la mémoire de la carte graphique. Le nombre de couches peut être inféré par la distribution
des objets de la scène. Lorsque la scène se compose de deux groupes d’éléments proches et éloignés relativement
distants, il est possible de se suffire de deux couches [HSL01]. Un calcul de l’amplitude de la parallaxe de mouve-
ment permet de limiter ce nombre de couches [LR98]. Lorsque les objets considérés sont alignés avec la direction
de visée de la caméra, le nombre de couches nécessaire devient très élevé. Ce problème s’amplifie dans le cadre
d’une réflexion : les variations de la direction de visée correspondent à la topologie de la surface du réflecteur.
Les cartes multi-couches ne répondent pas complètement au problème des désoccultations. Nous proposons
alors un modèle de tampon 2.5D qui tente de répondre à ce problème.
6.4.3 Proposition : tampon de géométrie projetée
Tampon de géométrie et lightbuffer
Définir une carte 2.5D à l’aide d’une multitude de couches ou de points de vue est coûteux tant lors de la généra-
tion que de l’exploitation. Une carte 2.5D doit être facilement générée en minimisant les précalculs sur le CPU et
être efficace lors de l’exploitation. Le tampon de géométrie tente de répondre à ce problème. Ce tampon est une
carte qui augmente la quantité d’information stockée, non pas en ajoutant des couches de profondeur, mais en per-
mettant de reconstruire localement la géométrie. Le texel d’une telle carte ne conserve non pas une radiosité, mais
un triangle (sommets, normales, matériau). Lors de l’interrogation de la carte, le triangle renvoyé permet alors de
reconstruire la géométrie de l’environnement de manière partielle.
Le tampon de géométrie est issu du lancer de rayons, connu sous le terme de lightbuffer [HG86] (figure 6.11).
Cette structure contient un échantillonnage de la géométrie de la scène stockée dans une grille régulière 2D alignée
sur les axes du repère de la caméra. Soit une caméra centrée en position c et visant une direction d. La case (s, t)
contient la liste des triangles {Ti} intersectés par un rayon (c,d) tiré depuis la caméra.
Tampon de géométrie simplifié : carte de géométrie projetée
Un tampon de géométrie permet d’accélérer le calcul de l’ombrage en lancer de rayon. Ce tampon, dans la ver-
sion d’origine, le lightbuffer, a été d’ailleurs implanté sur GPU dans le même but. Toutefois, le lightbuffer s’est
avéré aussi coûteux à générer qu’il l’a été à exploiter. D’une part, il est généré sur CPU, d’autre part le coût du
calcul des intersections sur GPU reste important [SCH03]. Nous voulons étendre l’usage d’un tel tampon au calcul
des réflexions par rastérisation sur carte graphique. Nous avons donc proposé une simplification afin de profiter
de l’accélération matérielle lors de la génération. De la même manière, nous avons proposé un calcul différé des
réflexions, afin de réduire l’impact du calcul des intersections avec une telle carte. La carte simplifiée que nous
proposons est alors appelée tampon de géométrie projetée.
Par rapport au tampon de géométrie, le tampon de géométrie projetée ne conserve que le premier triangle T0 visi-
ble depuis la caméra c. Cette carte de géométrie planaire est analogue à une carte d’ombre dans laquelle la distance
des objets de la scène vus depuis le rayon (c,d) est remplacée par le triangle T visible depuis le point c (figure 6.11).
Nous définissons dans la sous-section suivante 6.4.4, une méthode de génération d’un tampon de géométrie pro-
jetée, accélérée par GPU . Nous appliquons cette carte afin d’obtenir des ombres franches plus précises que celle
obtenue par la technique de la carte d’ombre (sous-section 6.4.5). Une application pour le traitement partiel des


















































FIG. 6.12: Deux formes de tampon de géométrie projetée
6.4.4 Génération du tampon
Détermination du premier triangle visible
Nous décrivons ici le processus de génération de la carte de géométrie projetée (figure 6.13). Nous rappelons
que cette carte associe à un texel (s, t), le triangle T0 intersecté par le rayon (c,d). L’ensemble de la scène est
projeté depuis le centre c sur le tampon de profondeur. Activer le test de profondeur permet de ne conserver que les
triangles visibles depuis le centre c. Le résultat de la projection est alors stocké dans une texture, où chaque texel
est associé à son triangle T0 correspondant.
Deux modèles de stockage de triangle
Le problème à résoudre reste à définir le mode de stockage de ce triangle. La mémoire d’une carte graphique im-
pose deux limitations : sa taille est relativement limitée et un texel ne peut contenir au maximum que 4x32 bits sous
forme de quadruplet RVBA. La structure de stockage des triangles de la scène doit répondre à ces deux contraintes.
Une liste de triangles peut être décrite de deux manières : 1/ une liste de sommets ou 2/ un ensemble composé
d’une liste de sommets accompagnée par une liste d’index. Le premier mode stockage peut sembler redondant :
les sommets partagés par un ensemble de triangles contigus sont dupliqués dans une telle représentation. Une
géométrie indexée décrit cette liste de triangles plus efficacement : la duplication des sommets est remplacée par
une duplication d’indices.
Tampon de géométrie sommets et index
Pouvons-nous réutiliser cette géométrie indexée comme modèle de stockage pour la carte de géométrie pro-
jetée ? La carte de géométrie projetée, dans sa forme indexée correspond à deux cartes : 1/ une carte contenant un
triplet d’index correspond aux triangles les plus proches du centre c ; 2/ une carte contenant tous les sommets de
la scène (figure 6.12 gauche). Chaque texel est associé à un triangle T0 décrit par un triplet d’index de sommets.
Ces index font alors référence à des sommets, stockés dans une carte de sommets. Ne connaissant pas a priori les
triangles T0 visibles depuis le centre c, cette carte doit conserver tous les sommets de la scène. Ce tampon contient
donc toute la géométrie de la scène et nécessite, lors de l’exploitation, un parcours efficace.
Une telle carte a été mise en application pour un lancer de rayon GPU [RAH07a]. Avant de procéder au calcul
de l’intersection rayon/triangle, l’ensemble de triangles potentiellement intersectés est réduit. Cette réduction de
la carte de sommets est mise en oeuvre entièrement sur le GPU (extension NV_transform_feedback) [RAH07b].
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FIG. 6.13: Génération d’un tampon de géométrie projetée
Cette opération reste cependant coûteuse sur le plan calculatoire : un tel lancer de rayon a des fréquences de
rafraîchissements interactifs [RAH07a].
Tampon de géométrie sommets
Décrire nos triangles par une liste de sommets semble être moins efficace sur le plan de la taille mémoire. Ne
pas utiliser de liste d’index permet de s’affranchir d’une réduction de la liste de sommets. De plus, le coût d’accès
mémoire est plus économique. En effet, la carte de géométrie sommets et index nécessite une indirection entre
l’index et le sommet adressé. La carte de géométrie sommets permet de limiter le temps d’accès, en améliorant la
cohérence vis-à-vis de la carte et en réduisant la distance d’adressage.
La structure de carte que nous proposons est composée de 3 tampons de même taille, contenant respectivement
les 3 sommets de chaque triangle (figure 6.12 droite).
Le tampon de géométrie sommet est construit en deux phases : 1/ la génération de la structure connexe sur le
CPU, 2/ la génération des trois cartes par rastérisation sur le GPU (figure 6.13).
Génération de la structure connexe La structure connexe permet d’associer le texel de la carte de géométrie
au triangle dont il est originaire par projection. Or, le pipeline de rastérisation OpenGL 2.06 ne conserve pas cette
information. En effet, seuls les sommets de la géométrie sont envoyés à la carte, les primitives étant assemblées de
manière implicite. Afin de retrouver le triangle associé au texel, il est nécessaire de lier le triangle aux sommets
stockés dans la carte de géométrie à travers une information de connexité.
A chaque sommet S0 donné, sont associés les 2 autres sommets adjacents {S1,S2} qui composent le triangle T0
auquel le sommet appartient. Cette structure se compose donc d’un dictionnaire DT < Ti,{S0,S1,S2}> qui associe
pour chaque triangle, un triplet de sommets S. Chaque sommet Si est alors accompagné de ses sommets connexes
S j,Sk, envoyés sous forme d’attributs de sommets.


























FIG. 6.14: Calcul d’ombre avec lancer de rayon : requête par volume et tampon de lumière
Il est nécessaire d’ordonnancer ce triplet sous la forme d’une séquence (Si,S j,Sk). En effet, les attributs de som-
mets sont interpolés par le pipeline de rastérisation OpenGL 2.17. Pour des attributs correspondant à des normales,
des couleurs ou des coordonnées de texture, cette interpolation est justifiée et même nécessaire. Or dans notre
cas, nous voulons conserver des valeurs S j,Sk inchangées. Afin d’interdire l’interpolation des attributs de sommets
lors du passage entre les étages de sommets et de fragments, les attributs associés aux trois sommets d’un même
triangle sont envoyés sous la forme d’une séquence identique (Si,S j,Sk) (figure 6.13). Cette séquence d’attributs
étant identique pour les trois sommets d’un même triangle, l’effet de l’interpolation entre les attributs est annulé,
puisque chaque attribut de sommets possède la même valeur.
Génération des trois cartes de sommets Chaque sommet Si envoyé à la carte graphique est alors accompa-
gné de ses sommets connexes (Si,S j,Sk) envoyés sous forme d’attributs de sommets. Un shader se charge alors
d’aiguiller les sommets vers les trois tampons flottants qui contiennent alors les positions des 3 sommets de chaque
triangle. Afin d’éviter d’envoyer la géométrie à trois reprises, plusieurs cibles de sorties (multiple render targets)
sont utilisées. Ce processus associe alors pour un texel (s, t) donné, le triangle T0 .
Exploitation des trois cartes de sommets Lors de la phase d’exploitation de ce tampon, le triangle T0associé
à un texel (s, t) est reconstruit immédiatement, en considérant les trois textures contenant respectivement les trois
sommets du triangle. Nous allons mettre en oeuvre la carte de géométrie projetée au sein de deux applications.
6.4.5 Application : ombres franches au pixel près
Nous présentons une application du tampon de géométrie projetée dans le calcul de l’ombrage. Nous désignons
l’objet recevant l’ombre, sous le terme receveur. Un générateur s correspond à un objet de la scène qui projette
une ombre sur le receveur. Le calcul de l’ombre repose sur le calcul de visibilité entre le receveur et le générateur
(figure 6.14 gauche, triangle T2).
Accélération du calcul de l’ombrage par lancer de rayon par lightbuffer
Le lightbuffer, dont s’inspire le tampon de géométrie projetée, a été proposé ainsi pour accélérer le calcul des
intersections des rayons d’ombres dans le cadre du lancer de rayon [HG86] (figure 6.14 gauche). Soit un fragment
de l’écran o et une source lumineuse c, visible depuis le fragment o, selon une direction d. Afin de déterminer si f
est ombragé, il suffit de tirer un rayon (o,d). Lorsque le rayon rencontre un générateur, le fragment est ombragé.
Le test d’ombrage consiste donc à calculer l’existence d’une intersection selon un rayon (o,d).
La nature du test d’ombrage nous amène à l’utilisation du lightbuffer. Pour une source ponctuelle donnée c, tous
les rayons sont tirés du point c. De plus, le calcul de l’ombrage ne nécessite de ne tester que l’existence d’une
intersection, l’identification du générateur et la position de l’intersection pouvant être ignorées. Il est alors possible
de réduire la dimension de la structure de stockage. Le lightbuffer se présente sous la forme d’une grille 2D où
chaque case contient la liste des triangles intersectés par le rayon (c,d) [HG86]. Ce tampon permet alors de limiter
l’effort nécessaire pour calculer cet ombrage. En effet, la liste de triangles potentiellement intersectés par le rayon
(c,d) est directement accessible depuis le lightbuffer. Cette requête est plus rapide qu’une requête effectuée dans
des structures d’accélérations alignées sur les axes de la scène.
7Le qualificateur flat OpenGL 3.0/GLSL 1.3 ajouté devant un attribut de sommet permet d’interdire une telle interpolation.
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FIG. 6.15: Application du tampon de géométrie pour calcul d’ombres
Calcul de l’ombrage par carte d’ombre
Le calcul de l’ombrage par rastérisation utilise une indexation analogue pour la carte d’ombre. Compte tenu
des contraintes liées au pipeline fixe de rastérisation, cette carte d’ombre ne contient cependant qu’un échantillon-
nage limité de la géométrie. Chaque texel de cette carte est limité à la profondeur du générateur le plus proche
de la lumière c [Wil78]. Le calcul de l’ombrage consiste alors à comparer la profondeur du fragment contenu
dans le tampon de sortie avec celui de la carte de profondeur. Cela s’effectue par une projection de la position des
fragments du tampon de sortie dans l’espace projectif de la source c [Wil78].
Pour une source lumineuse rasante, la projection de la carte d’ombre entraîne un crénelage l’ombre. Le texel
de la carte d’ombre est projeté sur une large aire du receveur. Or, le texel de la carte d’ombre décrit la géométrie
de manière simplifiée par une unique distance, constante pour tout le texel. Le test de profondeur s’effectue alors
avec cette représentation trop sommaire du générateur. Le résultat s’en trouve alors fortement crénelé (figure 6.16
gauche).
Diverses techniques existent afin de limiter ce crénelage : augmenter la résolution de la carte d’ombre, construire
une carte d’ombre multirésolution, de changer d’espace projectif, de combiner la carte d’ombre avec la technique
du volume d’ombre ou d’étendre la carte d’ombre afin de reconstruire la géométrie [HLHS03]. Nous nous intéres-
sons ici à la dernière classe de technique. Le lightbuffer tel que nous l’avons décrit dans le paragraphe précédent
permet alors de limiter ce crénelage. Chaque texel est associé à une liste de triangles. Cela permet de reconstruire
localement la géométrie. Le crénelage projectif est réduit, puisque le test de profondeur est remplacé par un test
d’intersection. Le lightbuffer s’est toutefois avéré coûteux à générer sur CPU et à exploiter, le coût de calcul des
intersections étant important [SCH03].
Limitation de l’aliassage par tampon de géométrie projetée
Le tampon de géométrie projetée est une simplification du lightbuffer afin de réduire le coût de génération et
d’exploitation d’une telle structure. Nous proposons dans ce paragraphe, un algorithme de calcul d’ombrage en
deux phases, ce qui permet d’amortir le coût de calcul des intersections (figure 6.15).
La première phase permet de déterminer rapidement, si un fragment est ombré, éclairé ou dans un état à déter-
miner par la seconde phase. Nous nous basons sur un filtre moyenne (percentage closer filtering) appliqué aux
valeurs de distances stockées dans une carte de profondeur [Wil78]. Le résultat d’occultation renvoyé par ce filtre,
à 100% ou à 0% permet de définir respectivement que le fragment est ombré ou éclairé. Lorsqu’un de ces états
est atteint, le processus est terminé. Lorsque l’état est indéterminé, l’ombrage est calculé par la phase suivante.
La première étape de l’algorithme permet de limiter l’exécution de la seconde phase, plus coûteuse, à un nombre
limité de fragments, localisés autour de la frontière de l’ombre.
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6.4. Carte 2.5D
FIG. 6.16: Ombres franches au pixel près : Calcul par carte d’ombre planaire, resp. ombrage par carte d’ombre simple (en
haut) et carte de géométrie projetée (en bas). Résolution de la carte d’ombre 1024x1024
FIG. 6.17: Ombres franches au pixel près ; Calcul par carte d’ombre cubique, resp. ombrage par carte d’ombre simple (en haut)
et carte de géométrie projetée (en bas) . Résolution d’une face de la carte cubique 680x680. Lorsque le crénelage de projection
est trop prononcé, des trous apparaissent dans l’ombre.
La deuxième phase correspond à la détermination de l’ombrage par lancer de rayons. Ce lancer de rayon permet
alors d’obtenir une ombre calculée pour au pixel près. Chaque fragment de l’image bénéficie d’un test réalisé par un
lancer de rayon [MT97]. La détermination de l’ombrage ne s’effectue cependant pas de manière triviale, à l’aide
d’un unique rayon, mais à partir d’un faisceau de rayons. En effet, ne conserver que le premier triangle visible
depuis la source permet de réduire le temps de génération et d’exploitation de la carte d’ombre, cependant cela ap-
porte son lot de limitations. Pour une carte de faible résolution ou pour des angles de projection rasants, la fréquence
d’échantillonnage offerte par le tampon est trop basse. Le texel (s, t) interrogé par la direction du rayon d’ombre d
ne contient alors pas de triangle. Ainsi, la carte ne peut rendre compte des triangles avec une aire inférieure à l’aire
d’un texel ou de triangles dont le plan est orthogonal à la direction de projection. Afin de maximiser les chances
de récupérer un triangle générateur, nous interrogeons les texels voisins, plusieurs rayons sont alors lancés.
Pour un receveur d’ombrage simple, le résultat est alors proche de celui obtenu par un volume d’ombre ou un
lancer de rayon (figure 6.16 droite). Cette carte permet donc de reconstruire localement la géométrie. Cette carte
permettrait d’améliorer la qualité d’algorithmes existants en apportant la possibilité de reconstruire la géométrie lo-
cale de manière aisée : calcul d’ombres douces par rétroprojections des triangles sur la source lumineuse [GBP06]
ou solution de radiosité approchée [LI06].
Interroger le voisinage en quête de triangles potentiellement générateur reste une heuristique. Lorsque cette
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FIG. 6.18: Application du tampon de géométrie pour calcul des réflexions
heuristique échoue, l’ombre calculée avec notre carte de géométrie projetée produite par une géométrie peut com-
porter de nombreux trous (figure 6.17). Des travaux contemporains aux nôtres [Sz7] ont tenté d’améliorer la per-
tinence des triangles stockés dans le tampon de géométrie. Les seuls triangles utilisés pour déterminer l’ombrage
sont les triangles appartenant à la silhouette du générateur. Toutefois, se limiter aux triangles de la silhouette réduit
toutefois la généricité du tampon. En effet, le développement de ce tampon a été d’abord motivé par le calcul
de réflexions en temps réel par rastérisation. Nous illustrons ainsi l’application de ce tampon dans le paragraphe
suivant.
6.4.6 Application : traitement des désoccultations pour des réflexions
Réflexion en champ proche et désoccultation
Le tampon de géométrie projetée permet de traiter les désoccultations liées à la parallaxe, apparaissant lors
du calcul d’une réflexion par rastérisation. Nous verrons dans le chapitre suivant que les méthodes existantes ne
peuvent pas générer de réflexion en champ proche, pour des objets proches du réflecteur. Nous proposerons alors
des méthodes capables de calculer des réflexions en champ proche. Toutefois, cela entraînera un phénomène de
mouvement apparent lié à la parallaxe (chapitre précédent). Cette parallaxe produit alors des désoccultations. Le
manque d’information se traduit alors par des artefacts visuels lors du calcul des réflexions (figure 6.19).
Limitation des désoccultations par tampon de géométrie projetée
Le processus de traitement des désoccultations pour des réflexions se base sur un calcul de réflexion par lancer
de rayon. De la même manière, le processus se déroule en deux étapes (figure 6.18). La première phase con-
siste à traiter un nombre important de fragments de manière rapide. La réflexion est calculée à l’aide d’une carte
d’environnement classique, pour laquelle chaque texel est associé à la radiosité de l’environnement réfléchi. Cette
première phase permet de détecter les zones de désoccultations. La seconde phase s’effectue de manière différée,
seulement pour les fragments appartenant à une zone de désoccultation (figure 6.19). Le calcul de la réflexion est
alors traité par un lancer de rayons sur la carte de géométrie projetée.
Le mécanisme d’interrogation de la carte de géométrie est analogue à celui d’une carte d’environnement. La
direction du vecteur de réflexion permet d’indexer le texel contenant l’échantillonnage de la scène réfléchie. Pour
une carte d’environnement classique, le texel est associé à une radiance. La carte de géométrie renvoie quant à elle,
pour chaque texel, le triangle T0 qui lui est associé. Lorsque la carte est interrogée pour le rayon de réflexion, le tri-
angle est reconstruit à l’aide des 3 tampons de sommets. Le triangle reconstitué permet de calculer une intersection
entre le rayon r et le triangle associé au texel. Lorsqu’une intersection est trouvée, la réflexion peut être calculée.
Dans la colonne de droite de la figure 6.19, les désoccultations ont été traitées.
96
6.5. Conclusion
FIG. 6.19: Gestion des désoccultations avec cartes de géométrie projetée ; Les parties en fuschia mettent en évidence les zones
désoccludées.
La différence d’aspect entre les zones traitées lors des deux phases provient du mode de stockage du triangle T0.
Le stockage n’est pas suffisant pour calculer la radiance réfléchie. Dans un premier temps, nous avons accompagné
ce triangle par un matériau unique, ce qui explique la couleur uniforme observée pour le reflet sur le pare-brise (fig-
ure 6.19 en bas à droite). Afin de calculer la radiance réfléchie, il faudrait ajouter les normales de chaque sommet
afin de pouvoir calculer l’éclairage.
Comme pour le calcul de l’ombrage, stocker que les premiers triangles visibles depuis le centre de projection
c limite fortement la représentativité du tampon de géométrie. Pour une scène complexe, la carte de géométrie
ne peut pas alors tenir compte de toutes les désoccultations. En effet, cette carte de géométrie ne contient que les
triangles visibles depuis le centre c. L’existence de ces triangles est donc conditionnée par cette projection centrale.
Lorsque le texel n’est pas présent lors de la projection de la carte, le triangle qui lui est associé n’est pas stocké
dans la carte. Ce problème s’aggrave dans le contexte de la réflexion. En effet, pour des réflecteurs dont la surface
est très perturbée, le mouvement apparent lié à la parallaxe est amplifié. Les rayons de réflexions peuvent alors
être dirigés vers des éléments de la scène réfléchie qui ne peuvent être visibles d’un unique centre de projection c
(figure 6.20). La carte de géométrie projetée reste donc une réponse partielle au problème des désoccultations.
6.4.7 Récapitulatif
Les cartes 2.5D tentent d’améliorer l’échantillonnage de la scène tout en minimisant les coûts de génération et
d’exploitation sur une carte graphique. Les types de cartes existants offrent des fréquences d’échantillonnage très
importantes de la géométrie de la scène, mais requièrent un coût de génération trop important. Nous avons alors
proposé un modèle de carte qui minimise les précalculs de la carte sur le CPU, le tampon de géométrie projetée.
Ce tampon a alors été appliqué pour le rendu des ombres et des réflexions. Toutefois, cette carte ne capturant,
par définition, qu’une partie restreinte de la scène, elle n’apporte qu’une réponse limitée aux problèmes évoqués
pour les ombres et les réflexions. Trouver des méthodes de stockage 2.5D efficaces reste un besoin important en
rastérisation, comme le témoigne l’apparition de nouvelles fonctionnalités sur les cartes graphiques.
6.5 Conclusion
Les structures contenant un échantillonnage de l’environnement sont nécessaires pour construire des réflexions
par rastérisation. Nous avons décrit différents types de structures afin de stocker la géométrie de la scène réfléchie.
Les volumes apportent le meilleur échantillonnage pour les réflexions, mais sont peu adaptés à un pipeline de
rastérisation. Les cartes sont plus adaptées, mais échantillonnent la scène de manière insuffisante. Les cartes 2.5D
semblent être une solution intermédiaire. L’échantillonnage offert par ces cartes 2.5D n’est cependant pas suff-
isamment élevé dans le cadre de la réflexion.
Nous avons alors proposé deux modèles, un modèle de projection quasi-planaire et un modèle de génération de
cartes de géométrie afin de tenter de répondre aux limites des solutions existantes. Ce dernier modèle ne constitue
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FIG. 6.20: Gestion des désoccultations avec cartes de géométrie projetée : cas limites ; Certaines zones désoccludées
reconstruites comportent quelques artefacts.
pas une solution générique au problème des désoccultations. Conscients de ces limitations, nous nous intéressons
dans le chapitre suivant, à améliorer les méthodes qui exploitent ces cartes 2D et 2.5D.
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Rendu de
réflexion avec une carte d’environnement
7.1 Introduction
La classe de méthode de rendu de réflexion par interrogation de la carte d’environnement suit une démarche
analogue au lancer de rayon. Un rayon de réflexion est tiré à partir de chaque fragment du réflecteur afin de
récupérer la scène réfléchie depuis une carte d’environnement. Cette carte contient la partie de la scène réfléchie
par le réflecteur, sous forme de triangles (carte de géométrie) ou de radiosité (carte d’environnement).
La classe de calcul avec carte emprunte le chemin inverse des méthodes sans carte. En effet, le calcul de réflexion
par carte d’environnement se base sur le traitement d’une fonction où l’ensemble de départ (pixels de la surface du
réflecteur) a au moins une image dans l’ensemble d’arrivée (scène réfléchie). Ceci permet d’éliminer la limitation
sur le réflecteur (figure 1.13). Toutefois, l’utilisation d’une carte entraîne des limitations au niveau de l’environ-
nement réflechi.
La génération de réflexion par carte d’environnement est une méthode qui offre une réflexion en temps réel,
plausible et adaptée au pipeline de rastérisation de la carte graphique [BN76]. Toutefois, cette réflexion ne tient
pas compte du mouvement apparent lié à la parallaxe. Cette méthode ne renvoie donc qu’une réflexion comparable
à un résultat par lancer de rayon, pour des environnements réfléchis situés à l’infini (section 7.2).
Afin de construire des réflexions en champ proche, il est nécessaire de corriger la direction du vecteur de réflex-
ion afin de tenir compte de cette parallaxe. Les méthodes existantes ne fonctionnent que sur des environnements
simples. Nous montrons que ces techniques sont basées sur des hypothèses trop restrictives sur l’environnement
(section 7.3.4).
Nous avons alors tenté de rendre plus robuste la résolution de ce problème d’optimisation en proposant une
résolution par strates. La robustesse a été améliorée, mais nos hypothèses restent trop restrictives et ne garantissent
pas la convergence de cette méthode (section 7.4). Nous nous sommes alors dirigés vers un examen exhaustif de la
carte d’environnement. Cette recherche a été accélérée par une réorganisation hiérarchisée de cette carte sous forme
de représentation multirésolution (section 7.5). Toutefois, une recherche hiérarchique exhaustive s’est avérée trop
complexe. Nous avons alors proposé une méthode simplifiée qui retourne des résultats plausibles, mais inexacts.
Enfin, nous comparons les méthodes que nous avons évoquées à l’aide d’une scène de test relativement complexe
(section 7.6).
	 '%
FIG. 7.1: Calcul d’une réflexion par interrogation de cache et fonction
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FIG. 7.2: Classification des méthodes de réflexion avec carte ; Nos propositions sont cerclées par des bords épais alors que

















FIG. 7.3: Calcul d’une réflexion par lancer de rayon et carte d’environnement
7.2 Réflexion en champ infini
Le processus d’exploitation d’une carte d’environnement est un algorithme qui a été rapidement implanté sur
les cartes graphiques afin de proposer des réflexions à moindre coût [MH84]. Cette efficacité comporte néanmoins
des contreparties que nous exposons dans ce paragraphe. L’interrogation de la carte est en effet simplifiée. Cette
phase consiste à récupérer la radiosité de l’élément réfléchi par un calcul d’intersection avec le vecteur de réflexion
r. Nous comparons le calcul de ce vecteur par lancer de rayon et sa simplification dans le cadre de la rastérisation.
7.2.1 Calcul de l’intersection par lancer de rayon et interrogation d’une carte d’environ-
nement
La direction du vecteur de réflexion r est calculée au point x : r = e−2(e.n)n où e correspond à la position de
l’observateur et n au vecteur normal au point x (figure 7.3 à gauche). Ce vecteur n’est cependant pas suffisant pour
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FIG. 7.4: Réflexion sur une sphère ; resp. contexte, référence par lancer de rayon et réflexion classique
FIG. 7.5: Réflexion d’un sous-ensemble de l’intérieur d’une f355 ; resp. contexte, référence calculée par lancer de rayon et
réflexion classique
le calcul de la réflexion. Il est nécessaire de calculer une éventuelle intersection du rayon (x;r) avec un élément de
la scène réfléchie.
Dans un calcul de réflexion par lancer de rayon, la phase de calcul de l’intersection correspond à déterminer la
coordonnée paramétrique l de l’intersection du rayon de réflexion avec l’élément de la scène réfléchie sur le repère
(x;r) où x désigne le point d’impact. L’élément réfléchi en p, est alors repéré par la coordonnée d’intersection l.
La radiosité réfléchie est calculée à partir de cet élément, pour être ensuite intégrée lors du calcul de l’éclairage du
point x.
7.2.2 Simplification en rastérisation
Lorsqu’une carte d’environnement est utilisée, il s’agit alors de calculer les coordonnées 2D p du texel de la carte
d’environnement où p en appliquant une formule de projection directe au vecteur r′ (section 6.3.2). Le vecteur r′
correspond au vecteur −→op où o est le centre de projection de la carte d’environnement. Le vecteur r reste calculé
par la formule r = e−2(e.n)n. Dans le cas général, les vecteurs r et r′ sont différents (figure 7.3 à droite).
Dans le cadre de la rastérisation, il n’y a pas de détermination d’intersection. La carte d’environnement ne com-
porte que des radiosités [MH84], il est donc impossible de localiser l’élément intersecté dans l’espace. L’hypothèse
suivante est alors posée : l → ∞. L’élément réfléchi étant situé à l’infini, la parallaxe est nulle (chapitre d’introduc-
tion 4.3.3). Les vecteurs r et r′ sont alors confondus : r′ = r. Autrement dit, ces vecteurs sont dirigés vers un même
élément de la scène situé à l’infini.
Supposer que la scène réfléchie est située à l’infini permet de donc construire des réflexions à moindre coût. Le
calcul de l’intersection est donc très simple et la récupération de la radiosité à travers une carte d’environnement
est immédiate.
7.3 Réflexion en champ proche
7.3.1 Nécessité d’une correction parallaxiale
L’exploitation de la carte d’environnement suppose que la scène réfléchie située à l’infini, l → ∞. Lorsque la
scène réfléchie est proche du réflecteur, le résultat produit n’est donc plus valable (figures 7.4 et 7.5). Une telle
configuration, que nous désignons par le terme de réflexion en champ proche, induit un déplacement apparent des
éléments réfléchis lié à la parallaxe. Considérer une scène réfléchie proche invalide l’égalité entre les vecteurs r
et r′. Dans la figure 7.6. Pour une carte d’environnement centrée en o, au point x du réflecteur, la direction de
réflexion r renvoie l’image de r. Or, l’image de x par ri n’est pas r mais y. La correction consiste à calculer la
direction r′ qui permet de retrouver le texel y.
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FIG. 7.6: Rendu sans correction de la direction de réflexion ;
Afin de proposer une image réfléchie correcte, il est nécessaire de s’approcher de r′, qui indexe le texel y réelle-
ment réfléchi par l’entité (figure 7.6). Seul le processus de correction parallaxiale de la direction de r→ r′ permet
d’obtenir une réflexion en champ proche. Les sections suivantes proposent de prendre en compte la parallaxe afin
de permettre un calcul de la réflexion en champ proche.
7.3.2 Correction parallaxiale avec volume englobant
Afin de considérer cette parallaxe, nous avons vu qu’il est nécessaire de calculer une intersection entre le
réflecteur et la scène réfléchie. Afin de réaliser cela, il est cependant nécessaire de réintroduire une information
de distance dans le modèle de carte de la scène réfléchie.
Un volume englobant permet de réaliser cette opération. L’environnement réfléchi est simplifié sous la forme
d’une sphère S centrée sur le centre de projection o. La direction du vecteur d’interrogation r′ de la carte d’envi-
ronnement correspond alors à l’intersection du vecteur de réflexion r avec la sphère : r′ = r∩S [Bre02, Bjo04]. La
simplification de la topologie de la scène réfléchie permet donc d’affiner le calcul de r′ et de prendre en compte
des réflexions en champ proche.
Cependant, lorsqu’un tel volume englobant n’est pas toujours représentatif de la scène réfléchie. Cela se traduit
par des images de la réflexion erronées (figure 7.14 et 7.15). Lorsque les réflexions très proches ou les scènes
réfléchies possèdent des topologies complexes, le calcul de r′ doit être effectué avec un échantillonnage plus
représentatif de la scène réfléchie.
7.3.3 Correction parallaxiale avec une carte de distance
Carte d’environnement avec distance radiale
Dans la carte d’environnement proposée à l’origine [MH84], les texels ne conservent aucune information pou-
vant être utile à localiser les éléments de la scène réfléchie dans l’espace. Il est nécessaire de réintroduire une
information de distance pour construire des réflexions en champ proche. Cette distance correspond à une distance
radiale, relative à un centre de projection donné. Une carte d’environnement est alors étendue afin de contenir, en
supplément de la radiosité par texel rt , une distance dt entre le centre de projection et la géométrie projetée dans
ce texel [HSL01]. Sa construction est immédiate, mais son exploitation l’est moins, comme nous le voyons dans
les techniques décrites dans les sous-sections suivantes.
Calcul d’une intersection sur une carte d’environnement
Soit une carte d’environnement qui associe à un texel donné, une radiosité rt et une distance dt calculée depuis
le centre o de projection de la carte. Le vecteur r′ correspond à la direction du vecteur d’interrogation de cette carte
d’environnement, tenant compte de la correction parallaxiale. Ce vecteur revient à retrouver, par calcul d’intersec-
tion par lancer de rayon, l’élément réfléchi. Le vecteur r′ correspond en effet à l’intersection entre r et le texel
y(rt ,dt) (figure 7.3 à droite).
Définition de l’espace de recherche Dans quel espace de recherche calculer ce vecteur ? Comme nous travail-
lons avec une texture, une recherche sur un espace en deux dimensions (texels) semble être un choix immédiat.
C’est notamment l’option prise par les méthodes du chapitre précédent (5.2.2). Une recherche exhaustive dans un
tel espace s’est avérée coûteuse, il est donc nécessaire de réduire la dimension de l’espace de recherche.
Il est possible de réduire l’espace de recherche à une unique dimension. En effet, d’après la loi de Snell-
Descartes, le vecteur réfléchi r′ appartient au plan de réflexion construite par les vecteurs caméra e et la normale à
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FIG. 7.7: Erreur de parallaxe : caractérisation et correction ; Mesure d’erreur commune à toutes les méthodes de calcul de
réflexion et principe de correction parallaxiale









































la surface n. L’espace de recherche correspond alors au vecteur r. La valeur recherchée r′ = lr / l ∈ [0;+∞[ sur le
repère (x;r).
Transposition à un problème d’optimisation Une correction parallaxiale correspond à calculer la valeur de
r′. Comment calculer cette valeur ? Nous avons vu dans le chapitre d’introduction qu’un lancer de rayon n’est pas
toujours adapté à une implantation sur carte graphique. Ce calcul d’intersection est alors transposé à un problème de
minimisation. A partir d’une estimation r′e, nous tentons de nous rapprocher de la valeur cible r′ (figure 7.7). Cela
revient à calculer le paramètre l/s′(l) = 0 où s est une fonction de distance. Il nous reste à définir cette fonction s.
Définition de la distance de similarité
La fonction à minimiser correspond à une distance de similarité, issue du principe du plus court chemin de la
lumière, définissant une relation entre les vecteurs de réflexions ou les angles de réflexion.
La distance de similarité est construite avec la projection du vecteur retour be calculée à partir du vecteur can-
didat r′e avec le paramètre l (figure 7.7). Cette distance de similarité lie le vecteur r′e avec le vecteur retour be. Ce
vecteur est calculé de la manière suivante (fonction calcSimilarité de la figure 8). Soit un rayon d’estimation r′e tiré
du point o. Ce vecteur permet d’interroger la carte d’environnement. Le texel v pointé par ce vecteur possède alors
une distance d qui nous permet de déterminer sa position dans un espace tridimensionnel. Cette distance permet
alors de calculer le vecteur be ≡ −→vx où x correspond au point de réflexion. Le paramètre l correspond à la norme
du vecteur xi, où i = r∩ r′e .
Le critère d’optimisation nous permet de poser la fonction à minimiser, que nous appelons distance de similarité
minimale. Cette distance de similarité est faible sous deux conditions : lorsque r et be ont une direction proche
et que la norme du vecteur be se rapproche de l : ||be|| ≈ l. Le vecteur d’estimation correspond alors au vecteur
corrigé r′e ≈ r′. La parallaxe est alors prise en compte et le résultat se rapproche d’un calcul de réflexion par un
lancer de rayon.
Structure générale d’un algorithme de recherche d’un zéro
Les méthodes de calcul de réflexion partagent le même schéma itératif de la solution basée sur la minimisation
de la distance de similarité (figure 8). Cet algorithme général se décompose en deux étapes : la phase d’initialisation
et la phase d’itération.
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Dans la phase d’initialisation, nous recherchons le scalaire l ∈ [0;+∞[. Un espace de recherche qui s’étend à
l’infini rend difficile un calcul rapide de la solution. C’est pourquoi la première étape de toute méthode consiste à
proposer un estimateur de départ restreint.
Dans la phase d’itération, un nombre fini de vecteurs d’interrogation candidats r′e est examiné. La boucle est
terminée lorsque la distance de similarité est minimale. A la sortie de la boucle, ce vecteur est alors dirigé vers
l’intersection entre r et la scène réfléchie, représentée par le texel v. Compte tenu de la nature discrète des cartes
de géométrie utilisées, les algorithmes ne peuvent pas atteindre la précision d’un lancer de rayon. En effet, la
fréquence d’échantillonnage de la carte d’environnement est bien moins élevée que celle d’une structure volu-
mique utilisée en lancer de rayon. La valeur trouvée ne peut donc proposer qu’une valeur approchée, moins précise
que celle renvoyée par un lancer de rayon.
Toutes les méthodes que nous examinons par la suite sont des applications directes d’algorithme de recherche
d’un zéro. Les différentes implantations de cette classe d’algorithme sont différenciées par la méthode du calcul du
candidat de l’itération suivante. Cette méthode désignée par la méthode d’itération permet alors de converger plus
ou moins rapidement vers le résultat. L’utilisation de cette méthode d’itération est conditionnée par des hypothèses
sous-jacentes qui ne sont pas toujours respectées. La section suivante (7.3.4) illustre ce propos.
7.3.4 Méthode de la fausse position
Est-il possible de converger vers le résultat re rapidement avec une méthode numérique ? Dans le cadre d’un cal-
cul d’une image par réflexion, cette solution correspond au minimum de la fonction de distance (section précédente
7.3.3). Afin de converger rapidement vers une solution, la méthode de la fausse position semble une bonne approche
[SKALP05]. En effet, cette méthode converge de manière superlinéaire, comparée à la méthode par dichotomie.
Algorithme général
Soit fE , la fonction qui correspond à la projection de l’environnement sur une carte cubique. Cette fonction
associe pour une direction de l’espace r(θ ,φ), un texel, un vecteur contenant une radiosité exprimée sous forme de
couleur. Cette information peut être accompagnée par une distance radiale ou une autre information de localisation
(chapitre précédent). La carte cubique constituant une représentation discrète de cette fonction, nous étendons alors
la notation fE à cette même carte.
La recherche s’effectue en deux temps (figure 9). 1/ un estimateur de départ permet de fixer l’encadrement de
départ. 2/ la méthode de la fausse position est ensuite appliquée afin de trouver le minimum de la fonction de dis-
tance. Nous allons voir pourquoi cette application, même si elle semble efficace de prime abord, n’est pas adaptée
à tous les types d’environnements.
L’intervalle de départ est fixé de manière arbitraire afin de converger très vite vers une solution. Cet intervalle
permet de fixer l’amplitude des valeurs du paramètre l recherché (section 7.3.3). Plus cet intervalle est de taille
restreinte, plus nous nous rapprochons de la solution.
Nous fixons le départ à l0. L’intervalle de départ a donc pour valeur [l0;∞[. Ce paramètre l0 correspond à l’in-
tersection issue de la projection orthogonale du point D0 selon le plan orthogonal Π (figure 7.8 - gauche) sur le
vecteur ri. Le plan Π constitue une approximation de la topologie l’environnement.
Les premières phases (1), (2) et (3) initialisent l’estimateur de départ (figure 7.8). La phase (1) calcule le vecteur−−→oD0 à l’aide de la carte d’environnement. La phase (2) et (3) construisent une estimation du vecteur de réflexion
corrigé r1par projection orthogonale. Une fois l’intervalle de départ donné, la seconde étape consiste à s’approcher
de manière itérative vers la solution l. Nous venons de calculer le vecteur d’estimation r1 en fonction de l’estima-
teur de départ l0. La phase (4) définit le paramètre l1 qui se rapproche de la solution l. Le processus est réitéré entre
les phases (3) et (4) jusqu’à obtenir la précision désirée.
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FIG. 7.8: Méthode de la fausse position : initialisation et itération
1. Calcul du vecteur −−→oD0. Point D0 = o+ d0r0 déterminé à partir de r0 = e− 2(e.n)n, vecteur interrogeant la carte d’environnement pour
renvoyer la profondeur d0.
2. Construction de l’estimation du vecteur de réflexion corrigé r1. Soit le paramètre l0 = ri.r0, la projection orthogonale de D0 sur ri. Le
vecteur de réflexion ri correspond à l’espace de recherche, le rayon de réflexion (x, r0) sur lequel nous désirons calculer la réflexion.
3. Calcul du vecteur d’estimation r1 en fonction de l’estimateur de départ. Le paramètre l0 permet de construire r1 −→op où p = x+ l0ri
4. Construction de l’estimation r1, qui a pour direction la droite (op). Comme en (1), le vecteur r1 permet de définir la position du point

















FIG. 7.9: Méthode de la fausse position : cas défavorables
Limitations
L’heuristique du plan Π n’est pas toujours valable. Cet estimateur repose sur l’hypothèse de l’intersection du
rayon ri avec l’environnement fE se rapprochant de Π. Le cas favorable correspond à fE avec une variation faible
et à un environnement concave (figure 7.9 gauche). Par contre, lorsque l’environnement est fortement concave ou
convexe, l’estimateur de départ peut s’éloigner de la solution l (figure 7.9 droite). Par ailleurs, la convergence de
la méthode de la fausse position repose sur le théorème des valeurs intermédiaires où fE est supposée continue.
Lorsque fE n’est pas continue, la méthode peut ne pas converger (figure 7.9 droite).
En pratique, d’une part, l’environnement doit se résumer des plans orthogonaux (estimateur de départ et pro-
jection orthogonale), d’autre part l’environnement doit être continu, les différents plans devant être joints. Dans le
cas de figure où l’environnement se résume à un cube, la méthode proposée peut converger en 2 ou 3 itérations
[SKALP05]. Cependant, une scène quelconque est composée d’éléments qui peuvent avoir un volume réduit, et
être distribués de manière plus ou moins uniforme. Pour une telle scène, nos tests mènent à deux constats : les
éléments proches sont ignorés et l’estimation de la solution est erronée, car elle reste bloquée dans un minimum
local (figures 7.10 et 7.11).
7.4 Correction par marche de rayon stratifiée
Les méthodes que nous avons examinées sont efficaces pour des configurations particulières entre les réflecteurs
et la scène réfléchie. Dans le cas général, de telles méthodes échouent à proposer une réflexion en champ proche, car
elles reposent sur des hypothèses sous-jacentes trop simplificatrices. Dans cette section nous proposons une série
de méthodes de correction construites sur des hypothèses moins restrictives. Si les méthodes que nous proposons
sont moins rapides, elles seront applicables à un plus large éventail de configurations.
Dans sa première version, notre algorithme n’est applicable qu’à des réflecteurs quasi-sphériques. Cet algorithme
105
Chapitre 7. Rendu de réflexion avec une carte d’environnement
FIG. 7.10: Méthode de la fausse position : non convergence ; Nombre d’itérations n=2 et n=50. Les plans colorés ne sont pas
complets : la méthode ne converge pas, même après 50 itérations.
FIG. 7.11: Méthode de la fausse position : non prise en compte des réflexions proches ; La méthode renvoie un résultat très
erroné, causé par la non-convergence.
est donc adapté pour des réflecteurs quasi-planaires (sous-section 7.4.3).
7.4.1 Marche de rayon exhaustive
Les limites du calcul de réflexion par la méthode de la fausse position ont mis en évidence des hypothèses qui
ont restreint le champ d’application d’une telle méthode (sous-section précédente 7.3.4). Nous avons montré qu’il
fallait établir des hypothèses plus conservatrices sur la nature de l’environnement réfléchi. L’estimation de départ
de l’intervalle est trop restrictive et la fonction environnement fE n’est pas continue. Nous tentons de remédier à
ces deux problèmes en relaxant ces hypothèses.
Estimation de départ
Nous avons vu que l’espace de recherche correspond à l’ensemble des réels positifs l ∈ [0;+∞[. La méthode
précédente propose de ramener cet intervalle à [l0;+∞[ où l0 correspond à la projection orthogonale de r0 sur r.
Cette projection est motivée par une approximation de l’environnement sous forme de larges plans orthogonaux.
Or, cette heuristique limite fortement la nature de l’environnement. Dans les cas les plus défavorables, une telle
heuristique peut conduire l’algorithme à diverger de la solution. Afin de rendre la recherche plus générique, nous
proposons de revenir à une borne inférieure nulle.
Deuxièmement, nous proposons de définir une borne supérieure de recherche tmax. Cette borne supérieure est
estimée à partir du rayon de la sphère englobante de la scène réfléchie. Cette valeur reste isotrope : la valeur
tmax est indépendante de la direction. Une valeur relative à chaque direction de l’espace correspond à un modèle
plus représentatif de l’environnement. Un tel champ anisotrope de scalaires tmax peut être calculé par une réduc-
tion pyramidale de la carte d’environnement [UPL07]. Ce champ permet de construire un intervalle de départ de
taille restreinte et donc d’accélérer la recherche. Cependant, le calcul de ce champ nécessite des passes de calculs
supplémentaires.
Méthode d’itération par marche exhaustive
Impact de la discontinuité de l’environnement Dans le cas général, la fonction environnement fE n’est pas
continue. Considérer une fonction continue suppose que l’environnement soit composé d’une unique surface con-
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FIG. 7.12: Principe de la marche exhaustive
o
FIG. 7.13: Echantillonage linéaire contre échantillonnage angulaire ; Un échantillonnage angulaire permet d’adapter la
fréquence d’échantillonnage de l’espace de recherche le long du rayon avec celle de la texture d’environnement.
tinue. Lorsque nous avons étudié la minimisation de la distance de similarité par la méthode de la fausse position,
nous avons montré que cette méthode pouvait diverger pour des environnements complexes. En effet, la disconti-
nuité de fE invalide le théorème des valeurs intermédiaires sur lequel est basée cette méthode de la fausse position
(sous-section précédente 7.3.4).
Nous devons donc définir une méthode qui doit permettre de calculer l’image par réflexion d’un environnement
non continue. Nous proposons donc des méthodes d’itération plus conservatrices, basées sur un examen exhaustif
de [0; tmax[.
Résolution par échantillonnage régulier de l’espace de recherche La méthode d’itération consiste à échantil-
lonner l’espace de recherche avec un pas régulier. Cette méthode désignée sous la forme d’une marche exhaustive,
s’effectue le long du rayon sur l’intervalle [0; tmax[ (figure 7.12). Tant que la distance de similarité n’est pas in-
férieure à un seuil de précision, l’itération continue. La distance de similarité est évaluée à partir du paramètre
le long du rayon le. Ce paramètre le est incrémenté d’un pas de longueur fixe à chaque itération. Le paramètre
le permet alors d’interroger la carte d’environnement afin de construire le vecteur candidat re, à partir duquel la
distance de similarité est calculée (algorithme 10).
Nombre et taille du pas d’échantillonnage Cette marche peut toutefois ne jamais converger. La divergence de
l’algorithme est liée à la nature de la carte d’environnement, qui reste un échantillonnage partiel de la géométrie lo-
calisée autour d’un réflecteur donné. D’une part, la précision souhaitée de la solution n’est simplement pas atteinte
à cause d’une carte à une résolution angulaire trop faible ; d’autre part, la divergence de l’algorithme est aussi liée
à l’absence de l’élément réfléchi dans la carte d’environnement, les désoccultations liées à la parallaxe (chapitre
précédent 6.4.3).
Il est alors nécessaire de définir un nombre d’itérations maximales au-delà duquel nous considérons qu’aucune
solution n’est trouvée.
Voyons maintenant comment établir la longueur du pas de recherche lors de cette marche. Le pas est fixé de
arbitrairement en fonction de la longueur de l’intervalle [0; tmax]. L’échantillonnage de cet intervalle est donc ef-
fectué à une fréquence constante. Cette fréquence doit être établie de manière soignée. Trop grande, la recherche
devient coûteuse, car un grand nombre d’itérations est effectué. Trop faible, la recherche ne converge pas, car nous
risquons de manquer un élément réfléchi potentiellement intéressant, qui offre une distance de similarité optimale.
Une fréquence constante est-elle optimale ? Il est possible de réduire la fréquence d’échantillonnage en tenant
compte d’une part de l’environnement et d’autre part, du caractère anisotropique intrinsèque de la carte d’envi-
ronnement. Ce premier point doit être réalisé avec précaution, la fonction d’environnement fE étant une fonction
continue par morceau.
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Echantillonnage linéaire contre échantillonnage angulaire Le caractère anisotrope de la carte d’environ-
nement a été évoqué dans le chapitre précédent 6.3.1. Cette anisotropie influe alors sur l’échantillonnage de la
carte d’environnement. Pour un paramètre le élevé, la parallaxe est très grande. Cette distance paramétrique le long
du vecteur réfléchi, pour un angle élevé, n’est alors pas corrélée à la fréquence d’échantillonnage de la texture
d’environnement. Ceci ralentit alors la recherche d’éléments soumis à une forte parallaxe.
Remplacer un échantillonnage paramétrique le long du rayon réfléchi (marche à pas constant) par un échantil-
lonnage angulaire (marche à angle constant) permettrait alors d’adapter la recherche de la solution à la fréquence
d’échantillonnage de la carte d’environnement. (figure 7.13). Un espace d’intervalle [r0;r], échantillonné avec un
pas angulaire constant, permettrait d’obtenir une recherche plus efficace en temps de calcul.
Afin de réaliser un échantillonnage angulaire, il est nécessaire d’effectuer une interpolation linéaire sur une
sphère (spherical linear interpolation, slerp). Or, l’interface de programmation des cartes graphiques ne disposant
pas de fonction d’interpolation angulaire. Cette interpolation nécessite une conversion d’une représentation vec-
torielle à une représentation par quaternion ou matrice axe-angle. Lors de nos tests, le coût calculatoire des con-
versions liées à l’échantillonnage angulaire rend donc cette approche moins performante qu’une recherche linéaire
effectuée dans l’espace paramétrique du rayon réfléchi.
Résultats et limitations
Configuration des tests Nous avons réimplanté les diverses méthodes évoquées dans ce chapitre sous le moteur
de rendu Ogre3D afin de les comparer en elles. Notre lancer de rayon CPU multithreadé permet d’obtenir une image
de référence de la réflexion. Les images sont présentées sous la forme d’une table de 5 images (figures 7.14 et 7.15).
Tests qualitatifs
Prise en compte de la parallaxe La première scène de la figure 7.14 met en évidence la parallaxe et l’amélio-
ration qualitative obtenue. La réflexion de l’image sans correction reste plausible, toutefois lorsqu’elle est fortement
magnifiée ou lorsque la caméra est en mouvement, l’absence de prise en compte de la parallaxe peut être remar-
quée. La méthode par environnement approché par une sphère de rayon arbitraire prend en compte la parallaxe en
champ éloigné.
La méthode de la fausse ne converge que pour des environnements fE continus. Or, ce n’est pas le cas de notre
scène : l’environnement est composé de 3 quadrilatères superposés et de taille différente. Dans la dernière image, la
marche exhaustive effectue un échantillonnage plus exhaustif de l’espace de recherche, à pas constant sans aucun
présupposé sur la continuité de la fonction fE . Cette méthode s’avère alors plus robuste.
Environnement discontinu et réflecteur quasi-planaire La seconde scène correspond à la réflexion du
tableau de bord d’un véhicule réfléchi sur un parebrise, observée par un observateur assis sur le siège passager.
Cette scène est plus complexe que la première. En effet, le tableau de bord possède une topologie discontinue
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FIG. 7.14: Comparaison des résultats sur scène de référence balle ; Respectivement, lancer de rayon, sans correction,
environnement sphérique, carte de profondeur avec fausse position, marche exhaustive et marche stratifiée.
Cette scène est composée d’un réflecteur sphérique et d’une scène réfléchie composée des 3 plans superposés dans 6 directions. Les parties
en fuchsia correspondent à des zones où aucune solution n’a été trouvée pour la précision désirée. Cela est causé par des problèmes de
désoccultations décrits et traités par les cartes de géométrie projetée (chapitre précédent). Ces plans sont volontairement placés à proximité du
réflecteur afin de mettre en évidence la parallaxe.
– Sans correction : reste plausible, sans prise en compte de la parallaxe. Les plans restent invariablement centrés quel que soit la position de
l’observateur.
– Environnement sphérique : parallaxe prise en compte, mais pour les plans situés à une distance proche du rayon arbitraire de la sphère
englobante. Pas de parallaxe pour les plans proches.
– Méthode de la fausse position : parallaxe pour chacun des trois plans. Divergence : plans proches sont tronqués.
– Marche exhaustive : parallaxe pour chacun des trois plans. Pas de proches plans tronqués.
– Marche stratifiée : la méthode converge plus rapidement que la marche exhaustive pour un résultat équivalent.
FIG. 7.15: Comparaison des résultats sur scène de référence f355 ; resp. lancer de rayon, sans correction, environnement
sphérique, carte de profondeur avec fausse position, marche exhaustive et marche stratifiée.
– Référence en lancer de rayon : image réfléchie proche d’une réflexion planaire, légèrement déformée par la forme concave du réflecteur.
– Sans correction : une exploitation de la carte sur un réflecteur quasi-planaire renvoie un résultat qui n’est plus plausible. De la même manière.
– Sphère englobante : pas de résultat acceptable.
– Méthode de la fausse position : divergence, tableau de bord incomplet.
– Marche exhaustive : représentation plausible de la réflexion formée par le parebrise.
– Marche stratifiée : Une partie du volant et le coin inférieur droit du tableau de bord ont disparu dans l’image produite. Un problème analogue
est aussi observé lorsque les éléments de la scène sont trop fins et sont alors omis par l’échantillonnage adaptatif.
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type de réflecteur type d’environnement performance sphère performance f355
[BN76] sphérique infini 330 ips 585 ips
[Bre02, Bjo04] sphérique éloigné 277 ips 468 ips
[SKALP05] sphérique proche/continu 52 ips 244 ips
marche exhaustive sphérique/quasi planaire très proche/discontinu 18 ips 35 ips
TAB. 7.1: Comparaison de la qualité des réflexions et des performances obtenues ; Les performances sont exprimées en nombre
moyen d’images par secondes.
comportant de nombreuses parties occultées et discontinues, rendant difficile l’application d’une approche par
fausse position. De plus, le tableau de bord est un réflecteur quasi-planaire, ce qui invalide les calculs effectués
sans correction du vecteur de réflexion, la génération de la carte d’environnement étant prévue pour un réflecteur
sphérique8. Cette scène constitue alors un cas limite pour de nombreux algorithmes (figure 7.15).
La topologie du tableau de bord rend aussi difficile l’application de la méthode de la fausse position. Première-
ment, l’heuristique qui permet de fixer un estimateur de départ échoue : le tableau de bord n’est pas composé
de larges plans orthogonaux qui permettent de déterminer rapidement un estimateur de départ. Deuxièmement,
fE devient une fonction fortement discontinue. Cette méthode omet alors d’examiner des texels susceptibles de
composer la scène réfléchie. Dans une telle scène, il est donc nécessaire de procéder à un échantillonnage régulier
de l’environnement, plus robuste et indépendant de la nature et de la continuité de fE . La marche exhaustive, plus
robuste, permet d’obtenir une représentation plausible de la réflexion formée par le parebrise.
Synthèse des tests qualitatifs Une marche exhaustive permet une correction du vecteur réfléchi avec une
meilleure précision que les méthodes existantes. Cela permet d’obtenir des réflexions plausibles, avec des élé-
ments réfléchis proches du réflecteur ou des réflecteurs quasi-planaires. Notre méthode adresse donc un plus grand
champ d’environnements réfléchis, avec des résultats proches d’un lancer de rayon. De plus, ce rendu est effectué
à une fréquence plus rapide, car l’algorithme utilisé est adapté à l’architecture des cartes graphiques. Quelles sont
les performances observées ?
Test de performance Le rendu est produit avec 2 Opteron 270 AMD64 bicoeurs cadencés à 2Ghz associés à une
carte graphique NVidia GeForce 7x. Les performances obtenues varient entre 30 à 20 images par secondes selon
la taille apparente de la réflexion sur le réflecteur et la nature de la scène (table 7.1).
Impact de la complexité de la scène La distribution spatiale de la scène permet aux algorithmes itératifs de
converger plus ou moins rapidement : la première scène, relativement simple affiche des fréquences de rafraîchisse-
ment très grandes vis-à-vis de la seconde, composée d’un tableau de bord plus complexe.
Impact de la topologie du réflecteur Les performances sont aussi liées au nombre de pixels à traiter, ce
nombre étant fixé par l’aire de la surface réfléchissante à calculer. La courbure du réflecteur joue aussi un rôle
dans les performances. Dans le cas d’une surface lisse, la cohérence des rayons réfléchis est élevée. Les défauts
de caches mémoires de la carte graphique sont alors limités. Lors des itérations des algorithmes itératifs, les texels
interrogés sont déjà présents dans la carte, ce qui permet d’augmenter la rapidité des itérations. (figure 7.16). Pour
un réflecteur dont la surface est perturbée, la performance de notre algorithme est réduite de manière limitée. Con-
trairement à des algorithmes de lancer de rayon sur GPU, notre méthode profite de la cohérence des rayons. Notre
méthode ne repose pas entièrement sur une telle heuristique. Pour des lancers de rayon GPU construits sur cette
heuristique, les performances s’effondrent pour des réflecteurs ayant une topologie complexe[RAH07a].
Nécessité d’un échantillonnage adaptatif Nous venons de voir que notre marche exhaustive permet d’adresser
un plus large éventail de scène que les méthodes existantes. Toutefois, les performances mesurées restent accepta-
bles sans être importantes. Pour des scènes réfléchies plus complexes, les performances sont alors limitées. Notre
méthode est basée sur un pas d’échantillonnage constant. Or, c’est la longueur de ce pas qui détermine à la fois
les performances, mais aussi la qualité de la réflexion obtenue. Ce paramètre reste cependant difficile à régler :
lorsqu’il est trop élevé, des artefacts apparaissent, par contre, lorsqu’il est trop faible, un nombre important d’itéra-
tions ralentit le calcul de l’image réfléchie.
Afin d’améliorer les performances, pouvons-nous rendre la longueur de ce pas adaptative ? Il ne faut pas pour
autant tomber dans les écueils de la méthode de la fausse position dont l’hypothèse sous-jacente est la continuité de
la fonction fE . Nous empruntons deux chemins afin d’accélérer la marche. L’un consiste en une marche stratifiée,
l’autre en une recherche arborescente.
8Le chapitre précédent propose un modèle de projection adaptée à un réflecteur quasi-planaire.
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FIG. 7.17: Principe de la marche stratifiée
7.4.2 Accélération de la marche : marche stratifiée
Dans nos deux scènes de tests, l’environnement peut être décrit par un ensemble des fonctions localement con-
tinues. En considérant l’environnement formé par des fonctions linéaires par morceau, il est possible d’appliquer
une méthode numérique monomode localement. Contrairement à la méthode de la fausse position [SKALP05]
qui considère une fonction fE continue dans R, l’hypothèse que nous venons de poser s’applique à un plus grand
nombre de configurations d’environnement. Nous proposons alors de fusionner les deux algorithmes : la méthode
de la sécante et un échantillonnage régulier en un unique algorithme. Nous parlons alors de marche stratifiée.
L’espace de recherche le long du rayon est ainsi échantillonné régulièrement en strates. Chaque strate associe un
sous-espace de recherche dans lequel fE est supposée continue. Sur chacune de ces strates, la recherche peut être
alors accélérée par la méthode de la sécante (figure 7.17).
Algorithme
Notre algorithme est composé de deux boucles imbriquées : une marche par strate et une recherche accélérée
par la méthode de la sécante.
La première boucle est équivalente à celle de la sous-section précédente (partie gauche de la figure 11). Le pas
est élargi pour correspondre à la taille de la strate. Au sein de la boucle, la valeur récupérée est injectée dans la
seconde boucle de recherche accélérée. La fonction getSimilarity calcule alors la correction du vecteur réfléchi r′ à
l’aide d’une projection orthogonale décrite au paragraphe 7.3.4. Un garde-fou calculé à l’aide de la taille de la strate
permet d’éviter que la recherche ne diverge vers des estimations trop éloignées de la strate de recherche courante
(figure 11). Lorsque le paramètre t utilisé pour la correction du vecteur de réflexion dépasse la strate courante sur
le rayon réfléchi r, la recherche reprend avec une position décalée par rapport au début de la strate courante t0.
Notre méthode est contemporaine à celle de [UPL07]. Les auteurs de ces travaux sont partis du même constat
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que le nôtre : la fonction fE est localement continue. Ces derniers adaptent alors la méthode de la sécante de
manière analogue, en effectuant une analyse par strate. Les auteurs concluent que leur méthode permettrait une
construction robuste des images par réflexions. Nos résultats confirment-ils les travaux de [UPL07] ?
Résultats et limitations
Résultats mitigés La méthode de la sécante stratifiée permet d’obtenir un échantillonnage adaptatif. La taille de
la strate limite le coût de l’algorithme tout en conservant un niveau acceptable de qualité de l’image produite. Pour
la scène avec le réflecteur sphérique (figure 7.14), la qualité est équivalente et les performances sont en hausse. Le
nombre d’images par seconde moyen passe de 12 à 19 ips, soit une augmentation de 58%. Par contre, pour la scène
avec le parebrise (figure 7.15), nous observons des artefacts supplémentaires pour les zones éloignées du centre du
réflecteur. De plus, les performances sont décevantes (de 35 à 6, soit une baisse de 82%).
Complexité de la méthode de résolution Comment expliquer ces résultats ? Les performances devraient, en
théorie, être meilleures que celles observées avec une marche exhaustive. Dans le cas de la sphère (figure 7.14),
le voisinage du fragment pour lequel la réflexion est calculée et l’environnement est spatialement cohérent. Le
produit du nombre de tranches par le nombre d’itérations est inférieur au nombre d’itérations nécessaires lors
d’une recherche exhaustive. A l’opposé, la scène avec le tableau de bord (figure 7.15) nécessite un plus grand
nombre d’itérations afin de converger. Le produit du nombre de tranches par le nombre d’itérations utilisées pour
la recherche accélérée devient supérieur au nombre d’itérations nécessaires lors d’une recherche exhaustive. Ceci
explique alors la dégradation des performances.
Paramétrisation de la méthode Dans la méthode de la marche exhaustive, lorsque la taille du pas est trop faible,
cela peut grever les performances. A l’opposé, un pas trop large peut limiter la qualité de la réflexion produite. Dans
la méthode stratifiée, la situation est analogue. La fonction d’environnement est supposée localement continue pour
des strates de taille arbitraire. Choisir une taille de strate trop grande entraîne un échantillonnage trop grossier de
l’espace de recherche (figures 7.23 et 7.24).
Enfin, dans le cas du parebrise, nous observons des artefacts pour des zones du réflecteur éloignées du cen-
tre (figures 7.15 et 7.18). L’échantillonnage de la scène par une carte d’environnement n’est pas adapté à un tel
réflecteur quasi-planaire. Pour des angles rasants, une carte d’environnement classique n’offre pas une résolution
d’échantillonnage suffisante. Cette observation nous a conduits à proposer un modèle de carte d’environnement
pour réflecteur quasi-planaire.
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FIG. 7.18: Problèmes d’échantillonnage d’une carte cubique (f355) ; resp. sans correction, environnement sphérique, carte de
profondeur avec fausse position, marche exhaustive et marche stratifiée
7.4.3 Application du modèle de projection quasi-planaire à la marche stratifiée
Algorithme
Nous avons proposé dans le chapitre précédent, un modèle de projection adapté à des réflecteurs quasi-planaires.
L’application de ce modèle à la marche exhaustive ou stratifiée est immédiate. Il y a seulement deux éléments à
modifier par rapport à l’algorithme décrit dans la figure 8.
Premièrement, la fonction d’interrogation de la carte d’environnement, une bijection du vecteur de réflexion
vers des coordonnées de textures, doit être remplacée. La carte cubique est échangée contre une carte planaire, la










où p est la projection sur l’écran [−1;1]2 de ratio d’aspect a (longueur/largeur) de l’écran et r, le vecteur de
réflexion.
Deuxièmement, la fréquence de l’échantillonnage est révisée. Dans la section 7.4.1, nous avions évoqué un
échantillonnage de l’espace à angle constant afin d’adapter cet échantillonnage au caractère anisotrope de la carte
d’environnement. Toutefois, la mise en pratique de cet échantillonnage angulaire s’est heurtée à une chute de per-
formance trop importante causée par les conversions de représentations de rotations. Dans le cas d’une réflexion
quasi-planaire, la situation est inversée : la carte planaire offre un échantillonnage fortement anisotrope et les an-
gles de réflexion mis en jeu sont fortement rasants. Cela conduit à reconsidérer cet échantillonnage angulaire, ce
choix a été ensuite confirmé par diverses mesures de performances.
Résultats
Par rapport à une carte cubique, le modèle quasi-planaire offre un meilleur échantillonnage, cela se traduit par
une réduction du problème des surfaces désoccultées et donc d’une baisse des artefacts observés (figure 7.19 et
7.20). Le problème des surfaces désoccultées a été résolu qu’en partie, car il reste construit par projection depuis
un centre arbitraire. Lorsque la courbure est trop élevée, la carte quasi-planaire ne contient alors pas d’échantillons
dans la direction de l’espace visé.
De plus, par rapport à la solution de référence obtenue par lancer de rayon, cette méthode ne propose qu’une
déformation plausible, mais inexacte de la scène. En effet, la construction de la carte quasi-planaire à partir du
plan idéal issu du réflecteur reste une forte approximation. Les calculs s’effectuent alors dans l’hypothèse de vari-
ation de courbure limitée. Ce modèle n’est plus valide pour des réflecteurs quasi-planaires avec une courbure trop
prononcée.
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FIG. 7.19: Application de la marche stratifiée : surface d’eau ; resp. Lancer de rayon, réflexion planaire pure, perturbation dans
l’espace scène, marche stratifiée
FIG. 7.20: Application de la marche stratifiée : parebrise ; resp. Lancer de rayon, réflexion planaire pure, perturbation dans
l’espace scène, SKALP, marche stratifiée
7.5 Correction par recherche hiérarchique
Dans la section précédente (7.4.2), nous venons de voir qu’il est difficile d’accélérer la recherche en se basant
sur une continuité locale de la fonction d’environnement fE . Il est nécessaire d’explorer l’espace de recherche
de manière exhaustive. Hiérarchiser cette recherche permet de réduire sa complexité d’un coût linéaire à un coût
logarithmique. Après avoir défini une structure hiérarchique adaptée à la carte graphique, nous définissons deux
algorithmes exploitant cette structure. Le premier correspond à une exploration rapide de la hiérarchie tandis que
le second essaie d’explorer cette structure de manière plus exhaustive.
7.5.1 Construction de la structure hiérarchique
Nous avons déjà évoqué une structure hiérarchique lors de la section 5.1 et du chapitre d’introduction. L’ex-
ploitation de cette structure a permis d’accélérer la résolution de ce problème.
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FIG. 7.21: Exploration de l’hiérarchie de distance : méthode directe et itérative (en largeur d’abord) ; Compte tenu du caractère
discontinu de fE , la méthode directe ne converge pas toujours vers l’optimal (case rouge). Il est nécessaire d’explorer de
nombreux embranchements avant d’atteindre cet optimal. Le distance de similarité est calculée pour chacune des cases vertes
et seule la case rouge renvoie une distance minimale.
La structure hiérarchique correspond à une discrétisation multirésolution de la carte d’environnement fE où
chaque texel correspond à un couple (radiosité, distance radiale). Cette pyramide composée de p étages, contient
un échantillonnage de l’espace de recherche pour chacune des 6 faces de la carte cubique. L’opérateur de réduction
correspond à la moyenne de la distance radiale des 4 texels du niveau supérieur. Les texels définissent alors des
intervalles de distances représentant les différents éléments de la scène (figure 7.21).
Cette pyramide reste une représentation discrète et partielle de l’environnement. L’opérateur de réduction est
une approximation. Considérer la moyenne suppose que les 4 texels voisins possèdent une distance radiale sem-
blable. Lorsque les texels ont des profondeurs trop différentes, cette pyramide n’est plus représentative de fE .
Les algorithmes de recherche divergent alors des résultats optimaux. Nous venons de proposer un échantillonnage
multirésolution de l’espace de recherche, certes imparfait, mais qui va servir à accélérer la correction du vecteur
réfléchi à travers les deux algorithmes suivants.
7.5.2 Descente directe
Pseudo-dichotomie
L’exploration directe correspond à une exploration en profondeur dans l’arborescence fournie par la structure
hiérarchique que nous venons de décrire. Cette descente correspond à une recherche monomode, se rapprochant
d’une dichotomie. La recherche est accélérée non pas par une recherche en largeur sur fE , mais par un parcours di-
rect des différents niveaux de résolution de fE . Ce parcours choisit les noeuds qui peuvent potentiellement contenir
la solution globale optimale. Cette exploration est dite directe, car l’arborescence est parcourue une seule fois, sans
retour vers un niveau inférieur, afin d’examiner d’autres possibilités.
La descente directe s’effectue en explorant les p niveaux de la pyramide, le nombre d’itérations est constant.
A une direction de départ r0 correspondent 4 directions r1,0,r1,1,r1,2,r1,3du niveau inférieur. Pour chacune de ces
directions, une distance de similarité est évaluée (paragraphe précédent (7.3.3). La direction qui renvoie la plus
petite distance de similarité est alors choisie et correspond alors à la meilleure solution parmi les 4.
Robustesse
Ne pas se baser sur la continuité de fE permet d’accélérer la recherche de manière plus robuste que les méthodes
précédentes. La méthode de la fausse position ou la marche stratifiée, basées sur la continuité de fE , ne peuvent
pas alors toujours converger tandis que les méthodes de ce paragraphe effectuent une recherche exhaustive. La
recherche est accélérée non pas par une recherche en largeur sur fE , mais par une recherche hiérarchique sur les
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différents niveaux de résolution de fE . Cette méthode garantit de récupérer un résultat lors de la recherche de la
solution. Ce résultat n’est pas optimal, car il correspond à un minimum local. Le résultat renvoyé est donc plausible
sans être exact.
Résultats et limitations
Comparons maintenant la méthode de la descente directe avec les méthodes précédentes. Le résultat est obtenu
rapidement : la fréquence de rafraîchissement est supérieure à 60 images par seconde contre les 20 images par
seconde pour une marche exhaustive. En effet, la descente hiérarchique nécessitant un nombre d’itérations égal au
nombre de niveaux de la pyramide.
La qualité des résultats prête plus à discussion. Par rapport à une approche basée sur un englobant arbitraire
de la scène [Bre02, Bjo04], le résultat est sensiblement amélioré. En effet, notre pyramide offre une meilleure
représentation de fE qu’une sphère englobante. Cependant, vis-à-vis des méthodes de correction par une recherche
exhaustive de fE , comme les méthodes de la fausse position, les marches exhaustives ou accélérées, la descente
directe corrige la parallaxe de manière limitée. Le résultat est acceptable pour des réflexions pour des éléments
situés à distances moyennes. Pour des distances proches, la parallaxe n’est pas prise en compte (figure 7.21).
Cette méthode reste toutefois intéressante, car contrairement aux deux méthodes proposées précédemment, cette
méthode nous assure qu’un résultat est renvoyé. Ainsi, dans les scènes des figures 7.23 et 7.24), les objets trop fins
ne sont pas pris en compte par les deux méthodes précédentes. La descente directe prend en compte ces objets, car
l’exploration de l’espace de recherche est basée sur une exploration plus exhaustive de l’espace de recherche. Cette
méthode évite les artefacts liés aux désoccultations causées par la parallaxe puisqu’un texel plausible est toujours
retourné.
La descente directe permet d’obtenir, à moindre coût, une image par réflexion reste donc plausible, sans toute-
fois être exacte. Toutefois, la correction n’est pas effectuée pour des éléments réfléchis proches. Afin d’améliorer
la précision de l’image de réflexion générée, nous devons explorer la pyramide de manière plus exhaustive.
7.5.3 Exploration hiérarchique itérative
La méthode de la descente directe permet d’obtenir des réflexions qui restent plausibles, mais inexactes. Afin
d’obtenir une meilleure correction, il est nécessaire d’explorer exhaustivement l’espace de recherche.
Implantations d’exploration hiérarchique sur GPU
Les algorithmes de parcours de structures arborescences qui utilisent une pile et/ou un parcours récursif ne se
prêtent pas à une implantation sur GPU. Afin de permettre une exploration de ces structures, il est possible de
procéder de deux manières. La première consiste à multiplier les passes de rendu afin de traiter la géométrie de la
scène à plusieurs reprises. Cependant, ces nombreuses passes réduisent les performances [RAH07a]. La seconde
consiste à fournir un moyen de parcourir l’arborescence de manière linéaire, à l’aide d’un système d’indirections
[PGSS07]. Ceci nécessite cependant d’un prétraitement lourd de la structure de données, inadaptés dans le cadre
que nous nous sommes fixé, un réflecteur et une scène dynamique.
Proposition : examen en largeur d’abord
Nous proposons d’effectuer une recherche en largeur d’abord. Soit un niveau n arbitrairement fixé. Tous les
noeuds de ce niveau de la pyramide sont testés (niveau en bleu de la figure 7.21). Pour chaque noeud, une descente
directe est effectuée. A l’issue de cette descente, le résultat renvoyé est comparé à la meilleure valeur que nous
avons trouvée lors des multiples descentes. A la fin du parcours de tous les texels du niveau donné, cette direction
correspond alors à une direction corrigée optimale.
Choisir le niveau n permet d’effectuer un compromis entre le coût de la méthode et sa précision. Plus le niveau
considéré est bas, plus ce niveau contient de texels, dans la figure 7.21, le niveau en bleu contient 4 texels, l’orange
16. Par conséquent, nous pouvons examiner plus de texels. Cela permet d’améliorer les chances d’obtenir un résul-
tat proche de l’optimum global. Toutefois lorsque n est trop élevé, nous devons multiplier les descentes directes,
les performances décroissent alors.
Résultats
Le niveau de départ permet de moduler la qualité de l’image réfléchie, au détriment des performances (figure
7.22). Pour ces zones, une seconde passe dans laquelle est effectuée une marche stratifiée permet de compléter
l’image finale. Cette passe supplémentaire finit cependant par grever les performances.
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FIG. 7.22: Exploration en largeur d’abord ; resp. exploration en largeur pour des niveaux 2 (52 ips), 4 (48 ips) et 6 (3 ips) /
niveau 2 complété avec une marche stratifiée (3 ips)
– Les zones jaunes correspondent à des fragments dont l’image réfléchie n’a pas pu être calculée : le seuil de précision demandé n’a pas pu
être atteint.
– n = 2, seules 4 descentes hiérarchiques sont effectuées. Seules de larges zones de l’environnement réfléchi sont prises en compte. Les zones
plus petites sont manquées,
– n = 6, 36 descentes sont réalisées. L’image réfléchie est plus complète. Plus de niveaux terminaux de la pyramide sont examinés.
Limitations de performances
En pratique, cette méthode est relativement lente. Les faibles performances observées avec un parcours en
largeur s’expliquent d’abord par le trop grand nombre de branches de l’arbre explorées. Est-il possible d’éla-
guer rapidement une branche de l’arbre que nous jugeons inutile d’explorer ? Envisager cet élagage consisterait
à construire, de manière précoce, un encadrement des distances de similarités envisagées lors du parcours d’une
branche donnée. Malheureusement, les discontinuités de la fonction d’environnement fE rendent cette tâche diffi-
cile, comme nous l’avons vu pour les marches exhaustives ou accélérées, à la manière de nombreux algorithmes
d’optimisation sur CPU.
L’autre explication de baisse de performances est liée aux nombreux accès incohérents induits par l’accès à
la carte hiérarchie. En effet, lors des marches exhaustives ou accélérées, les texels interrogés sont relativement
proches du point de vue de leur emplacement mémoire. Ils appartiennent à la même zone de projection azimutale,
l’une des six faces de la carte d’environnement cubique. Le cache de texture permet alors de réduire le temps d’ac-
cès à ces différents texels. Au contraire, lors d’une descente hiérarchique, les texels de la pyramide sont examinés
pour chacun des niveaux de la pyramide. L’espacement mémoire entre les différents texels indexés est important,
ce qui cause de nombreux défauts de cache, et par conséquent, des performances limitées.
En essayant d’améliorer la précision de la descente directe, nous nous sommes heurtés aux écueils qui ont
jalonné cette partie consacrée au calcul de réflexion par interrogation de la carte d’environnement. D’une part, la
recherche d’une précision élevée a mis en lumière les désoccultations liées à la parallaxe, problème traité seule-
ment en partie. De plus, afin d’atteindre cette précision, il s’est avéré nécessaire d’explorer un très grand nombre
de texels, ce qui a limité fortement les performances.
7.6 Comparatif sur une scène complexe
Les divers résultats présentés ont laissé penser que nos méthodes permettaient d’obtenir des réflexions proches
de celle observée par un lancer de rayon. Les scènes de tests ont consisté en une réflexion sphérique et un environ-
nement réfléchi illustrant, dans sa simplicité, des défauts liés à la parallaxe. Comment se comportent nos méthodes
dans une scène plus complexe ? Les tables et les figures 7.23 et 7.24 illustrent les apports, mais aussi les limitations
des méthodes évoquées dans ce chapitre.
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FIG. 7.23: Comparaison des résulats sur scène de référence ville1 ; resp. Lancer de rayon, sans correction, environnement
sphérique, descente directe, fausse position et marche stratifiée
c1/ L’image réfléchie du lampadaire doit se trouver superposée sur la maison.
c2/ Cette maison est tassée en hauteur.
c3/ L’image du panneau de signalisation apparaît sur la partie droite du capot.
– La réflexion sans correction ne remplit que la condition (c2). Le lampadaire est trop éloigné vers la droite (c1). Le panneau n’apparaît pas
(c3). Utiliser une approximation sphérique permet d’améliorer la réflexion obtenue : c1 et c3 sont remplies. Toutefois, la maison est trop
étirée en hauteur (c2). La descente simple remplit (c2) sans répondre aux conditions (c1) et (c3) : la réflexion du panneau est très décalée au
point de disparaître de la surface du capot.
– Pour les deux conditions (c1) et (c3), la méthode de la descente directe offre un meilleur résultat que la méthode sans correction, sans
toutefois atteindre le niveau de la méthode par environnement sphérique.
– La méthode de la fausse position se rapproche de la hauteur de la maison telle qu’elle est obtenue par lancer de rayon (c2). Pour des pas
d’échantillonnages trop grands, de nombreux artefacts apparaissent sur la maison et le lampadaire a disparu. La marche stratifiée s’avère
plus robuste : l’image de la maison est complète. De plus, l’image du lampadaire est présente.
7.6.1 Réflecteur large
La référence en lancer de rayon laisse apparaître trois caractéristiques qui nous permettent de comparer les
résultats obtenus (table 7.23).
Réflexion sans correction, correction par environnement sphérique et correction par descente directe
La méthode de la descente directe offre un meilleur résultat que la méthode sans correction, sans toutefois at-
teindre le niveau de la méthode par environnement sphérique. Le rayon de la sphère d’approximation a été fixé de
manière arbitraire afin de présenter un résultat acceptable. Dans le cas général, une valeur arbitraire au rayon de la
sphère englobante peut induire un résultat de qualité inférieure à la descente directe.
Correction par la méthode de la fausse position et marche stratifiée
L’hypothèse de continuité de l’environnement sur laquelle la méthode de la fausse position repose n’est pas
remplie. La marche stratifiée s’avère plus robuste.
Les parties fuchsias correspondent à des fragments pour lesquels nous n’avons pas pu calculer la réflexion. Ces
pixels correspondent à des réflexions du décor situé à l’infini. Le nombre de requêtes à effectuer est trop important,
c’est pourquoi la correction de la parallaxe échoue. Cependant, ces pixels peuvent être complétés en aval par une
interrogation classique de la carte d’environnement en combinant nos différentes méthodes.
A l’issue de la comparaison sur cette première série d’images, la descente directe permet d’obtenir un résultat
plausible, mais inexact. Il semble alors que la méthode de la marche stratifiée offre le meilleur résultat. Toutefois,
une scène plus complexe met en difficulté cette dernière méthode.
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FIG. 7.24: Comparaison des résultats sur scène de référence ville2 ; resp. Lancer de rayon, sans correction, environnement
sphérique, descente simple, fausse position et marche stratifiée ; Cette configuration de scène entraîne de nombreux artefacts
avec la méthode de la fausse position (avant-dernière image). Au contraire, la marche stratifiée, plus robuste, permet d’obtenir
une représentation fidèle des maisons. Toutefois, le cône de signalisation et le lampadaire, deux éléments relativement fins, ne
sont pas représentés dans la réflexion.
7.6.2 Réflecteur de taille moyenne
Critères de comparaison
Les résultats présentés dans la seconde série d’images (figure 7.24) confirment les différences entre les dif-
férentes méthodes évoquées. Le réflecteur testé correspond à une portière de voiture. L’environnement réfléchi
est composé d’éléments fins (bordures de fenêtres, lampadaire et cône de signalisation) situés à une distance plus
grande que dans la première image. Ces derniers vont être difficiles à localiser par les méthodes de corrections
itératives.
Réflexion sans correction, correction par environnement sphérique et correction par descente directe
Les méthodes sans correction, la méthode par sphère englobante et la descente directe renvoient un résultat
équivalent. En effet, le réflecteur (une portière de voiture) est relativement plan, les déformations et le mouvement
apparent lié à la parallaxe sont alors relativement faibles.
Correction par la méthode de la fausse position et marche stratifiée
La marche stratifiée est plus robuste que la méthode de la fausse position, mais n’est pas exempte de défauts. La
méthode de la fausse position et la marche stratifiée n’arrivent pas à construire la réflexion des éléments relative-
ment fins, car le pas d’échantillonnage est trop important.
L’environnement de ce test reste très difficile à échantillonner. A vouloir une solution trop précise, les méthodes
itératives échouent.
7.6.3 Comparatif des fonctionnalités
Nous récapitulons les avantages et les limites de nos diverses propositions par rapport aux méthodes existantes
de calcul d’images par réflexion. En corrigeant la direction du vecteur de réflexion avec toujours plus de précision,
nos propositions améliorent la précision de l’image réfléchie (tableau 7.2).
Ce gain de précision s’est toutefois traduit par une augmentation du coût calculatoire de la réflexion et par l’ap-
parition d’artefacts liés aux désoccultations causées par la parallaxe (tableau 7.2). Jusqu’à présent, aucune méthode
existante ne proposait de traiter ce problème. D’une part, les méthodes [BN76, Bre02, Bjo04] corrigent la direc-
tion du vecteur de réflexion de manière approximative, ce qui limitait fortement l’effet de cette parallaxe. D’autre
part, l’application de la méthode de la fausse position [SKALP05] s’effectue dans une scène réfléchie relativement
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Distance Fonctionnalités
grande moyenne petite désoccultations performance
[BN76] - - - n’apparaît pas +++
[Bre02, Bjo04] + = - n’apparaît pas ++
descente directe + + - n’apparaît pas +
[SKALP05] + + = ignorée =
marche stratifiée + + + traitée partiellement -
TAB. 7.2: Comparaison des méthodes : distance de réflexion, désoccultations et performances
simple, au point que ce phénomène de désoccultation n’apparaisse pas. Nous avons proposé une méthode de con-
struction d’une carte de géométrie projetée qui permet alors de traiter, de manière partielle, ce problème (chapitre
précédent).
7.7 Conclusion générale
Nous avons tenté de construire des réflexions en temps réel à l’aide d’un pipeline de rastérisation. Nous avons
modélisé le calcul d’une image par réflexion sous la forme d’un problème d’optimisation. Cette optimisation né-
cessite alors un examen de la surface du réflecteur ou de la scène réfléchie. Nous avons exploré deux voies : la
construction par projection des sommets de l’environnement sur la surface du réflecteur et la construction par
interrogation d’une carte d’environnement.
7.7.1 Méthodes sans carte : séduisantes, de prime abord
La classe de méthode par projection semble intéressante, car elle reprend le paradigme de la rastérisation : toute
la scène est examinée et projetée afin de former l’image réfléchie. Aucune préparation de la scène n’est a priori
nécessaire. Cette classe de méthode s’applique donc à tout type d’environnements réfléchis. Les méthodes exis-
tantes sont limitées à des réflecteurs convexes. Nous avons alors tenté d’étendre cette classe de méthodes à des
réflecteurs concaves, avec un succès tout relatif. En effet, la résolution multimode proposée impose des limites sur
la concavité du réflecteur. De plus, un problème d’association des sommets projetés est apparu.
7.7.2 Méthodes avec carte : une carte peu représentative de l’environnement
Nous nous sommes alors tournés vers la classe de méthode par interrogation de carte. Cette classe permet de
s’adresser à une classe plus large de réflecteurs. En contrepartie, cette classe de méthodes impose deux contraintes
sur la scène réfléchie. Premièrement, cette scène est résumée sous la forme d’une carte planaire à la représenta-
tivité limitée, cette carte étant issue d’une projection azimutale. Deuxièmement, le problème d’optimisation s’est
déplacé de la surface du réflecteur à la carte d’environnement, ce qui nécessite l’élaboration de méthodes efficaces
d’interrogation de carte. Les méthodes existantes sont alors limitées à des types d’environnements situés à l’infini
ou à une distance importante du réflecteur. Nous avons alors conçu des méthodes de correction parallaxiale qui se
sont avérées plus robustes et précises. Nous avons alors pu obtenir des images de réflexions plausibles pour des
éléments situés à une distance proche pour un coût minimal.
Sur des scènes simples, nos propositions ont permis de construire, des images par réflexion en temps interact-
ifs avec une précision proche d’un lancer de rayon. Toutefois, sur des scènes plus complexes, nous nous sommes
heurtés à deux difficultés. D’une part, nous avons dû compléter la faible représentativité de la carte de scène par une
construction permettant de reconstruire localement la géométrie. D’autre part, une topologie de l’environnement
trop complexe interdit l’utilisation d’heuristiques : il s’est avéré nécessaire d’examiner exhaustivement tous les
texels de la carte d’environnement. Cette interrogation n’est malheureusement pas adaptée au pipeline d’une carte
graphique.
7.7.3 L’implacable retour au lancer de rayon ?
La rastérisation n’offre finalement que des réflexions pour un champ limité de configurations. Les réflexions
produites par des réflecteurs plans sont exactes. Par contre, les réflexions pour des réflecteurs quasi plans ou en
étoile restent limitées à des réflexions plausibles, mais inexactes, d’environnements en champ proche. Nous avons
été conduits à construire des cartes d’environnement 2.5D toujours plus complexes et des méthodes d’interrogation
exhaustives. A l’orée de nos études infructueuses et en l’état actuel des possibilités des cartes graphiques, il nous
semble très difficile d’obtenir, en rastérisation, des réflexions d’une qualité équivalente à celle d’un lancer de rayon.
Nous avons travaillé avec un unique réflecteur isolé. Quand est-il lorsqu’il est nécessaire de construire des réflex-
ions sur plusieurs réflecteurs ou des interréflexions ? Si dans un premier temps, un lancer de rayon n’obtient que
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des performances limitées, le coût du calcul d’un fragment réfléchi est rapidement amorti pour un nombre élevé
de réflecteurs et d’interréflexions. Selon nous, seul le lancer de rayon, qu’il soit implanté sur CPU ou sur GPU,







Rendu distribué sur grand écran
1.1 Introduction
Augmenter la résolution et la dimension d’un dispositif d’affichage permet d’améliorer la perception d’une im-
age de synthèse. Ce besoin se rencontre pour de nombreuses applications, depuis la visualisation scientifique en
passant par la présentation de revue de projet. En réalité virtuelle, les performances et l’interactivité sont priv-
ilégiées pour une meilleure immersion au dépend de la qualité du rendu. Le prototypage virtuel requiert une plus
grande qualité d’image obtenue à l’aide de techniques d’éclairage avancées.
FIG. 1.1: Applications du rendu grand écran distribué
Réaliser un affichage sur un grand écran en haute résolution impose alors des contraintes matérielles tant au
niveau des unités de calculs que des dispositifs d’affichage. La génération de l’image s’effectue généralement sur
un réseau de machines. Les besoins de réalisme et de fréquence d’affichage élevée sont des critères à prendre
en compte afin de construire la grappe de machines. Cet état de l’art sur le rendu distribué évoque les différents
principes et méthodes pour poser les fondations d’une architecture distribuée de rendu. Le tour d’horizon englobe
toute la distribution d’une chaîne de rendu par rastérisation.
1.1.1 Architecture générale d’un système distribué
Un système de rendu distribué vise à distribuer la tâche de rendu sur les différents acteurs en jeu. Différents
modules s’articulent autour de ce système (figure 1.2) :
– le serveur d’interactions prend en compte les interactions homme-machine issues de différents périphériques.
Ces ordres (changement de point de vue, requêtes de modification de scène ou de matériau...) sont ensuite
envoyés aux autres acteurs à travers le réseau.
– le serveur de scène synchronise les changements de la scène et la distribue aux autres serveurs.
– le serveur de rendu transforme cette scène afin de produire une image de synthèse sous forme de matrice de
points.
– le serveur d’affichage traduit cette matrice en image affichée sur un écran.
La distribution consiste à multiplier ces serveurs afin de distribuer leurs différentes charges. Après avoir appliqué
les concepts du parallélisme aux contraintes de la synthèse d’image, un historique des implantations parallèles
évoquera les contraintes imposées par les plateformes de rendu actuelles.
1.1.2 Parallélisme et synthèse d’image
La programmation distribuée vise à accélérer l’exécution des tâches en les distribuant sur de multiples pro-
cesseurs reliés en réseau. Avec l’avènement des systèmes d’exploitation multitâches puis des processeurs multi-
coeurs, la programmation parallèle a pu se développer sur les fondations de la programmation distribuée, en se
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FIG. 1.2: Architecture générale d’un système distribué
focalisant plus sur l’ordonnancement des tâches que sur des contraintes propres aux réseaux. Pour la suite, nous
parlerons indistinctement de parallélisme pour désigner l’un ou l’autre type de programmation. Ce chapitre ap-
plique les notions générales du parallélisme au cadre bien particulier qu’est la synthèse d’images.
Acteurs du système
Les acteurs d’un système parallèle sont les processus, les exécutants et le gestionnaire de la distribution. Les
processus sont des entités dans lesquelles sont exécutés des programmes en utilisant leur propre espace d’adres-
sage et leur ressource. L’exécutant traite les processus. Dans notre cas, les exécutants sont des PC et les cartes
graphiques associées.
Tous comme les processeurs centraux (CPU) actuels, les cartes graphiques sont des machines massivement
parallèles. Cependant, leurs architectures respectives entraînent des concepts de programmation différents : pro-
grammation itérative et programmation par flux. Construire une gestion de la distribution nécessitera de prendre
en compte ces contraintes autant logicielles que matérielles.






































FIG. 1.3: Gain et efficacité du parallélisme
Le gain idéal en parallélisme est linéaire en nombre d’exécutants [Amd67]. Par exemple, mettre deux cartes
graphiques en SLI permet sur certains jeux d’obtenir un gain de 75%. Cela veut dire que pour un acteur, la
fréquence observée est de 50 images par secondes et qu’allier deux acteurs permet d’atteindre 87,5 images par
secondes. Le gain de 100%, dans notre exemple, 100 images par seconde, reste théorique. Le gain mesuré en pra-
tique, le gain effectif est en effet limité par de nombreux facteurs : les performances des processus, le débit des
bus de communications et le déséquilibrage de charge. Nous verrons que les contraintes liées au réseau orientent
fortement le choix des algorithmes de distribution.
L’efficacité pour une application donnée est le rapport e = dl où d est une mesure observée pour une application
distribuée et l, la valeur observée lorsque l’application fonctionne dans un environnement local. Cette application
n’a alors subi aucune modification et est exécutée sur un poste de travail sans aucun transport de données sur le
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réseau. Ramenée à un pourcentage, cette efficacité lorsqu’elle est inférieure à 100% signifie que la distribution du
système entraîne une surcharge de traitement. Par exemple, une efficacité de 30% signifie que pour une fréquence
locale de 50 images par seconde, la fréquence sur un système distribué retombe à 15 images par secondes.
Ces deux notions, bien que proches, ne s’appliquent pas au même contexte (figure 1.3). Soit la charge w0 d’un
système exécuté sur un poste de travail, sans distribution. La charge globale effective w d’un système distribué






où wi est la charge supportée par chaque agent. La fonction d(n) correspond au surplus de charge lié à la distribu-
tion. La charge associée à chaque agent est notée wi et est alors encadrée par deux bornes
wi ∈ [w0/n;w0] (1.2)
: la borne inférieure correspond au gain idéal de la loi d’Amdahl : la charge w0 globale du système est alors divisée
entre les n agents et est alors réduite dans le cas idéal, à wi = w0/n. La borne supérieure correspond au pire cas,
où un agent assume une charge complète w0.
Un gain de parallélisme est observé pour une résolution identique, par exemple, pour deux cartes en SLI visant à
rendre parallèle le traitement d’une application sur un écran à une résolution fixée. Soit ws, la charge d’un système
distribué à une résolution fixe. Dans ce cas, à cause de la déperdition d, la charge distribuée ws et unitaires w0 sont
reliées par l’inéquation ws < n.w0. La différence entre n.w0 et ws correspond alors au gain effectif.
δs = n.w0−ws (1.3)
Lorsque cette même application est déployée sur un mur d’écran, l’inégalité s’écrit wd < w0 où w0 est la charge
sur un seul écran et wd à la somme des charges de travail. La différence correspond alors à l’efficacité du système
à être distribué.
δd = w0−wd (1.4)
Cette différence est donc définie par le gain pour un système qui vise un seul écran et l’efficacité pour un système
sur un multiécran. Ces mesures nous permettent d’évaluer les performances des systèmes distribués. En effet, cette
mesure d’efficacité permet de s’affranchir des variations des performances absolues d’un système lié aux perfor-
mances du matériel. En se focalisant sur la distribution, il est alors possible de comparer deux solutions distribuées
conçues à des époques différentes ou exécutées sur des plateformes hétérogènes.
Afin d’améliorer ces deux paramètres, il faut construire diverses politiques d’équilibrage de charge et d’ordon-
nancement qui permettent d’améliorer l’efficacité ou le gain du parallélisme. Ces méthodes gèrent alors l’accès
aux ressources et l’ordre des traitements de processus s’exécutant de manière concurrentielle. Elles sont fortement
contraintes par une granularité des données et des traitements. La performance d’un algorithme distribué dépend
donc fortement de la structure de données considérée. Avant d’évaluer les différentes méthodes de rendu distribué,
nous décrivons les caractéristiques importantes d’un système distribué, l’équilibrage de charge et la communica-
tion entre les processus limitent le parallélisme. Nous dressons ensuite un historique de l’évolution des systèmes
distribués utilisés en synthèse d’image.
Boucle d’exécution de la distribution
Une conception parallèle tente de trouver le meilleur compromis entre la distribution des tâches et leur traite-
ment sur un des exécutants. Un équilibrage de charge [WLR93] permet alors de se rapprocher du cas idéal évoqué
par la loi d’Amdalh. Il se déroule en quatre étapes.
1. Détermination de la charge du processeur ;
2. Calcul de l’équilibrage de charge ;
3. Migration des processus entre les exécutants ;
4. Ordonnancement des tâches sur chaque exécutant
L’équilibrage de charge est un problème np complet, qui impose alors des heuristiques d’attributions. L’ordon-
nancement s’effectue ainsi de manière séquentielle ou préemptive, en assignation circulaire (round robin), ou par
priorité (charge maximale, minimale). Un arbitre centralisé, appelé séquenceur attribue alors les traitements (push).
D’une autre manière, cette attribution peut être décentralisée, les exécutants réclamant eux-mêmes un traitement
(pull). Cependant, cette méthode peut entraîner un surcoût de communication [Whi92, Whi94].
Une spécialisation des exécutants permet de réduire la latence induite par le calcul de la charge : un groupe
est réservé à l’estimation de charge, l’autre est réservé au rendu ; les groupes étant permutés d’image en image
[Ell94, GSYM02].
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support type de bus bande passante (Go/s)
10 Gigabit Ethernet Réseau<->Réseau 1,25
PCI Express 2.0 CPU<->GPU 8
DDR2-PC8500 CPU<->RAM 8,5
Nvidia GF 8800 Ultra GPU<->GDDR3 33,6
TAB. 1.1: Bandes passantes de différents bus ; Valeurs théoriques pour du matériel fin 2007
Communication entre les processus
Le système est matérialisé par une grappe, qui désigne un nombre réduit de machines localisées dans un espace
physique restreint, reliées par un réseau fermé. Cette grappe se différencie d’une grille qui regroupe un nombre
plus élevé de machines reliées par un réseau ouvert comme Internet. Dans le contexte de la grappe, un réseau fermé
permet de relâcher des contraintes liées à la fiabilité du transport. Par contre, nous allons voir que la consommation
de bande passante reste un problème important.
Dans une grappe de rendu, un espace mémoire commun n’est souvent pas disponible : chaque noeud contient son
propre espace de stockage. Les mécanismes de communication interprocessus permettent aux différents processus
d’échanger des informations. La notification peut s’effectuer de manière synchrone ou asynchrone, à l’aide d’une
file d’attente [MF98]. Ces communications sont grevées par la surcharge liée à la synchronisation et la latence du
réseau. Il est donc important de minimiser la charge du réseau, ce dernier constituant le maillon le plus faible d’un
système distribué de rendu.
Ajoutons que les cartes graphiques communiquent entre elles à l’aide de bus spécialisés qui véhiculent des don-
nées propriétaires. Afin d’être exploitables par des algorithmes CPU, les données produites par la carte graphique
doivent être transmises aux PC hôtes. Ceux-ci se chargent du transport sur le réseau. Ce transfert de données entre
les CPU et les GPU est coûteux en bande passante, ce qui contraint fortement le rôle des GPU dans un système
distribué.
Le tableau 1.1 illustre les différentes bandes passantes théoriques des bus de transport. Un rapport de 30 entre
un bus mémoire de carte graphique et un réseau Ethernet impose une minimisation du transport de données afin
d’obtenir des performances suffisantes lors du rendu .
1.1.3 Évolution des implantations
Le concept de machine parallèle date des années 1960 et a été naturellement adopté en synthèse d’image. Ce
domaine comporte toutefois des contraintes bien spécifiques.
D’une distribution hors ligne à une distribution en ligne
La parallélisation a été appliquée en premier à des méthodes de rendu en temps non interactifs, comme la ra-
diosité [RGG90, Fun96a] ou le lancer de rayon [Pit93, Wal04]. Le type de parallélisation utilisé est temporel et
spatial. Dans le premier, le rendu d’une séquence d’images est distribué sur une ferme de rendu. Si le temps total
est réduit, celui passé pour produire une image ne l’est pas. Au contraire, la distribution spatiale de l’image permet
de réduire la durée de son calcul, chaque partie de l’image étant associée à un processeur.
La parallélisation d’un processus de rastérisation n’est venue que relativement plus tard et vise des fréquences
de rendu temps réel. Nous allons examiner les classes d’algorithmes et l’évolution de leurs implantations.
Hétérogénéité des matériels
Les premiers systèmes parallèles ont été commercialisés sous la forme de matériels spécialisés. Ainsi sont
nés les projets VizServer et Powerwall [WRP+94], Infinity Wall et CAVE (CAVE Automatic Virtual Environ-
ment) [CPS+97]. Le constructeur SGI a longtemps proposé des solutions intégrées, comme l’Onyx2 sur lequel
se branchent plusieurs cartes graphiques InfiniteReality. L’explosion de la puissance des cartes graphiques grand
public a finalement rendu intéressante la réalisation de grappes communément appelées MCOTS (Mass Market
Commodity-Off-The-Shelf) [HH99, LCC+00]. Ce matériel générique possède un rapport puissance/prix élevé, à
l’aune de cycles de renouvellement de matériel de plus en plus courts, impulsés par l’industrie vidéoludique.
Évolutivité de l’intergiciel
L’hétérogénéité induite par du matériel générique impose une certaine généricité logicielle. Elle permet d’assurer
la possibilité de futures évolutions tant au niveau matériel que logiciel. L’intergiciel qui sous-tend la distribution
doit alors être assez flexible, en utilisant notamment une architecture modulaire. Tous les mécanismes logiciels de
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FIG. 1.4: Distribution des traitements
la distribution devront donc être certes efficaces, mais aussi simples à mettre en oeuvre, pour faciliter le développe-
ment de futures évolutions.
Afin de faciliter l’interopérabilité entre les différents modules de l’intergiciel, la communication s’effectue à
travers un bus réseau [NSG05] plutôt qu’un bus mémoire [JBBCN98]. L’infrastructure du réseau est en effet le
plus petit dénominateur commun entre des plateformes fortement hétérogènes.
1.1.4 Récapitulatif
La synthèse d’image a été depuis ses débuts, intéressée par la parallélisation de ses algorithmes. D’abord réservée
à des méthodes hors ligne, elle s’est étendue à la rastérisation en temps réel. Les matériels lourds et coûteux ont
été remplacés par des matériels génériques plus facilement renouvelables. La charge de la distribution, d’abord
assurée par des matériels, s’est déplacée vers des intergiciels. Or cette évolution a un impact sur ces derniers, qui
doivent être tout autant performants que génériques. Nous allons étudier comment les différentes implantations de
ces intergiciels essaient de concilier ces deux critères fortement opposés. Les chapitres de cet état de l’art décrivent
la parallélisation des différents étages de la rastérisation (figure 1.4).
Nous commençons par étudier la parallélisation d’étapes de traitement de la visibilité et d’équilibrage de charge
(section 1.2). Ces étapes sont complémentaires : l’une permet de réduire la quantité de données à traiter par un
étage de rendu. Cette élimination de données peut donner lieu à un déséquilibre de charge parmi les agents de
la grappe. Afin d’améliorer les performances du rendu, il peut s’avérer nécessaire de proposer un équilibrage de
charge. Ce dernier consiste alors à réaffecter les tâches aux différents serveurs de rendu.
La distribution du rendu, limité à l’algorithme de rastérisation, est évoquée dans la section 1.4. Cette distribution
est abordée selon trois classes, la distribution par fragments, primitives ou objets. Nous verrons que la dernière
classe nécessite une synchronisation des données, décrite dans la section 1.5.
Enfin, l’étage de synchronisation de l’affichage (section 1.6) orchestre les serveurs d’affichage afin de maintenir
la cohérence temporelle d’une animation.
1.2 Traitement de la visibilité
Dans le cadre d’une rastérisation distribuée, les traitements de visibilité (culling) sont intéressants à étudier. En
effet, le rendement théorique d’un tel algorithme est bien faible comparé à un lancer de rayon (cf. partie 1). Afin
de soulager le processus de rastérisation, il est alors utile d’éliminer le maximum d’objets non visibles depuis la
caméra. La majeure partie de ces tests est réalisée par la carte graphique, mais un prétraitement effectué en amont
sur le processeur central permet d’éviter de saturer la carte graphique.
1.2.1 Algorithmes conservatifs et destructifs
Les algorithmes sont dits conservatifs ou destructifs, selon l’ensemble résultant du traitement : dans le premier
cas, tous les objets visibles ainsi qu’une partie des objets invisibles sont conservés ; dans l’autre, l’ensemble est
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FIG. 1.5: Tests de visibilité
fortement réduit, en prenant le risque que des objets visibles ne soient pas affichés. Un exemple d’algorithme de-
structif est l’élimination des objets dont l’aire de projection est inférieure à un seuil donné. Ces objets sont visibles,
car ils auront une aire de quelques pixels, par contre, ils n’apportent aucune information perceptuelle : l’observateur
ne peut distinguer de si petits détails.
Les tests de frustum et d’élimination des faces cachées sont généralement conservatifs. En effet, ils se basent sur
des calculs de visibilité relativement simples à mettre en oeuvre. Au contraire, les méthodes de tests d’occultations
peuvent être distinguées selon leur caractère conservatif ou destructif. Ces tests d’occultation sont plus difficiles à
implanter car le calcul d’occultation est d’une complexité quadratique.
1.2.2 Tests de frustum, élimination des faces cachées
Les tests vis-à-vis du frustum de la caméra permettent d’éliminer les objets situés hors du champ de vision
(frustum culling). Il suffit de calculer l’intersection de l’entité considérée (maillage, primitive ou fragment) avec
le frustum. L’efficacité de ce test est donc directement liée à la taille de cette entité (la projection d’un maillage
possède une aire plus importante que celui d’une primitive) ainsi qu’à la nature de la structure de simplification de
l’entité considérée (sphère englobante, boîte alignée sur les axes, hiérarchie de boîte, octree...). L’élimination des
faces arrière (back face culling) n’est réalisable que pour une entité sous forme de maillage de polygones fermés.
Les facettes sont alors éliminées selon la position de la caméra. Ces tests sont réalisés sur le GPU mais peuvent
bénéficier d’un traitement sur le CPU. Pour une scène massive avec une complexité de profondeur n, ces tests
s’avèrent trop conservatifs puisque ces tests n’éliminent que les faces cachées de ces d couches de profondeurs.
Jusqu’à d couches sont projetées à l’écran, même si finalement, seule la première couche est visible depuis la
caméra. Il s’avère nécessaire d’éliminer les d−1 objets cachés par la projection de l’objet visible depuis la caméra.
1.2.3 Test d’occultation
Le test de recouvrement permet de limiter la charge de la carte graphique. Le test de recouvrement entre les
objets est plus difficile à mettre en oeuvre selon la granularité et donc l’efficacité recherchée. Dans le référentiel
de l’écran, le tampon de profondeur permet d’effectuer un test de recouvrement au niveau du pixel. Utiliser ce
tampon de profondeur pour effectuer un rendu différé permet alors de réduire le coût du calcul par pixels de d
à 1 (cf. chapitre d’introduction). Toutefois, ce rendu différé s’effectue en fin de pipeline, et n’influe donc en rien
sur l’élimination des entités cachées. Ce test d’occultation (occlusion culling) revient à déterminer un ensemble
d’objets potentiellement visibles (PVS) depuis la caméra. Ce test possède une complexité en O(n2) car il s’agit
d’analyser les relations de visibilité pour chaque objet contenu dans le frustum de la caméra. Cette complexité
entraîne donc la définition d’heuristiques afin de bâtir un graphe de relations de visibilité.
Des heuristiques de visibilités sont cependant liées à des topologies particulières de scènes, comportant des ob-
jets de grandes tailles ou une structure de portails, comme une scène d’architecture ou des environnements urbains
[FS93, Fun96b]. Par définition, ces heuristiques sont donc limitées à des scènes particulières. Pour des scènes de
types différents, ces méthodes deviennent trop conservatives. La méthode des couches de projection avec priorité
(prioritized-layered projection) consiste alors à afficher les objets de manière ordonnée, du plus proche au plus
éloigné en leur associant une priorité d’affichage selon une visibilité estimée [VM02]. Lorsque cette visibilité
devient inférieure à un seuil donné, l’objet n’est pas envoyé à la carte graphique.
Calculer les relations de visibilité entraîne donc d’une part des algorithmes complexes et d’une part, une con-
naissance de la répartition spatiale de la scène : ces tests sont donc réalisés sur le CPU. Leur implantation peut
cependant profiter de l’accélération des cartes graphiques [GKM93, ZMHKEH97, HSLM02, GSYM02] en util-
130
1.3. Équilibrage de charge
     
FIG. 1.6: Équilibrage de charge ; resp. nombre de cellules et frontières statiques, frontière dynamique seulement et nombre de
cellules et frontières dynamiques
isant des tests d’occultation GPU (occlusion query) dans l’espace de l’écran. Le coût de construction d’une struc-
ture accélératrice limite toutefois ces méthodes à des scènes massives et statiques [CKS02].
1.2.4 Conclusion
Les tests de visibilités permettent d’améliorer les performances du rendu, au prix de prétraitements qui peuvent
s’avérer complexes. L’ensemble des objets à projeter réduits aux seuls éléments visibles depuis la caméra permet
alors de limiter la charge des étages de la rastérisation. Si chaque étage bénéficie d’un traitement parallèle effectué
par un nombre élevé d’agents, la disparité de charge introduite peut alors limiter le gain apporté par ces tests de
visibilité.
1.3 Équilibrage de charge
Les tests de visibilité permettent de réduire la charge des différentes étapes de la rastérisation. Cependant, ils peu-
vent entraîner une trop grande disparité de charge qui risque alors de surcharger un serveur de rendu. Le déséquili-
brage de charge réduit alors la montée en échelle d’un système de rendu distribué. En effet, en étant synchronisée
sur la fréquence de rafraîchissement la plus faible, la fréquence globale du système risque de pâtir de ce problème.
1.3.1 Causes
Le déséquilibrage de charge est causé par deux facteurs. Premièrement, éliminer les éléments invisibles, de
manière précoce dans le pipeline de rastérisation, induit un fort déséquilibre de charge. Lorsqu’aucun élément de
la scène ne se projette sur l’écran, les étages situés en aval du pipeline ne travaillent plus.
Deuxièmement, un nombre élevé de serveurs aggrave le facteur de recouvrement. Ce facteur correspond à la sur-
charge de travail effectué à cause du recouvrement [CSI+98]. Une entité à cheval sur la frontière de n sous écrans
est rendue un nombre de fois égal au nombre n de sous-écrans qu’elle couvre. Ce facteur dépend de la granularité
de la distribution. Nous verrons que la scène peut être distribuée par triangles ou par objets, composés d’une liste
de triangles. Pour une distribution par triangles, ce coût se résume au coût de n rendus de ce même triangle ; pour
une distribution par objets, le coût supplémentaire induit par n projections du maillage correspondant, ce qui est
beaucoup plus important.
1.3.2 Implantation de l’équilibrage de charge
Équilibrer les charges de travail consiste alors à redéfinir l’association entre les exécutants et les processus, en
redéfinissant la structure de la division de l’écran de rendu en sous-écrans. La mosaïque correspond à l’assemblage
en deux dimensions des sous-écrans qui composent la surface totale de l’image. La cellule correspond alors à un
sous-écran. Associer un processus (production d’une image liée à une cellule) à un exécutant (serveur de rendu) est
un problème np complet. C’est pourquoi tous les modèles présentés se basent sur une étude statistique du facteur
de recouvrement. Cet équilibrage peut alors s’effectuer selon une dimension temporelle, en échangeant les affec-
tations de charge tout au long de la boucle de rendu. Une meilleure montée en charge peut cependant être assurée
en considérant la dimension spatiale, en redimensionnant la mosaïque (figure 1.6).
Nombre de cellules et frontières statiques
Afin de minimiser le coût de l’estimation de charge tout en conservant la topologie de la mosaïque, il est néces-
saire d’effectuer une affectation des tâches suivant une dimension différente de la dimension spatiale. Ainsi, la
distribution peut être temporelle ou effectuée dans l’espace de la scène, selon sa complexité en profondeur.
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Durant la boucle de rendu, les tâches peuvent être affectées de manière circulaire (round robin) à chaque serveur
de rendu. Cette technique, connue en rendu distribué sous le nom de binary swap [MPHK94], permet d’espérer une
répartition équitable des charges à long terme. Cette technique est utilisée en mode Alternate Frame Rendering sur
les cartes Nvidia. Au sein d’un serveur de rendu, échanger les rôles des agents (producteurs, consommateurs, or-
donnanceurs ou mélangeurs...) permet de doubler le gain du parallélisme par rapport un ordonnancement circulaire
[GSYM02, EP07a].
Lorsque la scène est répartie de manière non homogène, les techniques temporelles citées ne suffisent pas, il
faut alors multiplier le nombre de cellules. Séparer la mosaïque en cases paires et impaires permet d’obtenir deux
damiers avec des cellules de plus petite surface. D’une part, cela permet d’amortir la mauvaise répartition spatiale
des objets d’une scène, d’autre part, le périmètre relatif à chaque cellule est réduit, ce qui limite le facteur recouvre-
ment [Mue95]. Cet équilibrage est mis en oeuvre dans la technologie Crossfire sur les cartes graphiques d’AMD.
Associer deux cartes (Nvidia GeForce 8600 / AMD HD 3870) respectivement en SLI (examiné dans la sous-section
suivante) ou en Crossfire permet d’obtenir en moyenne un gain effectif oscillant entre 10% à 80% sur la fréquence
d’affichage. Ce gain varie selon les pilotes des cartes graphiques, optimisés pour l’occasion et les algorithmes de
rendu utilisés par le jeu testé. Toutefois, à l’heure de la rédaction, ce type de solution ne permet d’obtenir qu’une
résolution limitée et ne peut être déployé pour un nombre maximal de 16 sous-écrans. Pour assurer une montée en
charge sur de très grandes résolutions, il faut envisager des solutions d’équilibrage de charge logicielles.
Equalizer [EP07b] est une solution logicielle de visualisation scientifique avec un équilibrage des charges spatio-
temporel. L’objectif de cette application est de visualiser de grandes quantités de données sans se soucier de la
qualité ou de la vitesse de rendu. A cette fin, cette solution met en oeuvre plusieurs méthodes de visualisation
parallèle, implantées par des agents. En plus de l’échange des rôles des différents agents à chaque itération de la
boucle de rendu [EP07a], cet intergiciel effectue une attribution des tâches selon la complexité en profondeur de
l’image. Les images des cellules sont produites par rastérisation et profitent alors de l’accélération matérielle. De
la même manière, la décomposition (depth peeling) et la recomposition par profondeur peuvent être accélérées sur
le GPU. Cet équilibrage de charge sur plusieurs dimensions permet d’obtenir des gains de parallélismes élevés
supérieurs à 90%. Cependant, le cycle des données entre le CPU et le GPU limite alors la fréquence d’affichage
qui reste inférieure à 8 images par secondes pour une image 640x400, distribuée sur 5 serveurs de rendu.
Au sein des cellules, la répartition spatiale de l’ensemble de la scène reste toutefois inchangée. Afin d’augmenter
la montée en échelle d’un équilibrage de charge pour une scène répartie de manière non homogène, il s’agit alors
de considérer une mosaïque avec des cellules dynamiques.
Nombre de cellules statique et frontières dynamiques
Le redimensionnement dynamique de la mosaïque permet de s’adapter de manière plus efficace aux disparités
de charges. La première approche consiste à modifier la dimension des cellules pour un nombre fixe de cellules
[SZF+99]. Le mode Split Frame Rendering de la technologie SLI de Nvidia correspond à une telle implantation :
la position de la frontière est fixée par une estimation de charge de chacune des régions, basée sur le taux de cou-
verture tc = cn des polygones où c est le nombre de polygones qui couvrent cette cellule et n, le nombre total de
polygones de la scène.
Modifier la configuration de la frontière permet d’améliorer la répartition globale de la charge. Lorsqu’un nom-
bre plus important de machines est disponible, il peut être intéressant de faire varier le nombre de cellules afin
d’améliorer la montée en charge.
Nombre de cellules et frontières dynamiques
Une mosaïque dynamique peut être construite par l’union [Ell94, Whi94], la division [Whe85, Rob88] ou une
itération de divisions et de fusions [SFLS00] des cellules.
La division ou la fusion sont calculées par le taux tc évoqué dans le chapitre précédent. Calculer ce taux par un
examen exhaustif de tous les polygones est trop coûteux. Afin de simplifier les calculs d’estimation de charge, le
polygone peut être réduit à son barycentre et à sa boîte englobante [Whe85, Rob88]. La division de la mosaïque cor-
respond alors à la construction d’un kd-tree où la séparation d’un noeud est déclenchée selon une heuristique liée à
tc. Un échantillonnage stochastique de la population des polygones permet de réduire le coût du test. La décompo-
sition adaptative selon les primitives [Mue95] (Mesh based adaptative hierarchical decomposition, MAHD) ainsi
réalisée permet de construire un ensemble de cellules par division. Toutefois, cette heuristique peut s’avérer ineffi-
cace si l’échantillonnage stochastique renvoie une population qui n’est pas représentative de la répartition spatiale
de la géométrie au sein des cellules. Il devient alors nécessaire de construire un échantillon plus représentatif en ex-
aminant la liste de polygones de manière plus exhaustive. Un examen exhaustif de la liste de polygones projetés sur
l’écran positionne une frontière de séparation de manière satisfaisante [SFLS00]. La méthode kd-split (figure 1.8)
construit alors un kd-tree par fusion/division des cellules à l’aide de cette méthode. L’équilibrage permet d’obtenir
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FIG. 1.7: Distribution par objet, primitives et fragments
des gains supérieurs à 80%. Cependant, à l’image d’Equalizer, le transfert de fragments vers le CPU entraîne, pour
8 machines et une résolution de 2560x1920, une fréquence d’affichage limitée à 3 images par secondes.
Le gain de ce type d’équilibrage de charge peut être toutefois contrebalancé par le coût de réalisation de ce
dernier. En effet, tous ces calculs du taux de recouvrement nécessitent un accès aléatoire aux polygones et par
conséquent la construction d’une structure spatiale accélératrice. Ce dernier type d’équilibrage est donc réservé à
des scènes statiques.
1.3.3 Conclusion
Nous venons d’étudier une série de méthodes d’équilibrage de charge. Cet équilibrage est nécessaire pour prof-
iter du gain apporté par une élimination efficace des entités non visibles. La montée en charge est alors conservée
pour un nombre de machines supérieur à 16 [SFLS00].
Cet équilibrage induit un coût supplémentaire, c’est pourquoi pour un nombre plus réduit de machines, l’utilité
de cet équilibrage est discutable. Elle peut l’être d’autant plus dans un cadre de rendu distribué de haute qualité à
haute définition. Tous ces équilibrages sont basés sur l’hypothèse que le coût du calcul de l’éclairage d’un pixel
par polygone est uniforme ; le modèle d’éclairage sous-jacent restant celui de Blinn-Phong. Pour un rendu avancé,
comportant des ambianceurs (shaders) complexes, ces heuristiques ont un champ d’application limité. Enfin, les
résultats que nous avons examinés restent limités à de faibles résolutions. La mosaïque est reconstruite en recom-
posant les cellules définies par cet équilibrage. Considérer des résolutions plus importantes entraîne des cellules
de taille plus importante, donc un accroissement du débit du réseau. Nous verrons dans la sous-section 1.4.1 que
ce débit peut s’avérer problématique.
1.4 Distribution de la rastérisation
Plusieurs taxonomies permettent de faciliter la comparaison entre différentes méthodes de parallélisation en
rastérisation.
Distribution par objet, primitives et fragments Un pipeline de rastérisation distribué peut être classifié en
fonction des différentes natures de données mises en jeu dans son pipeline : les noeuds du graphe de scène con-
tenant des maillages, les primitives (triangles) et les fragments. La classification de Molnar [MCEF94] correspond
à la distribution de ces données : par objet (sort-first), primitives (sort-middle) ou fragments (sort-last) (figure 1.7).
Historiquement, le développement des distributions s’est déroulé dans l’ordre opposé : les premiers serveurs de
rendu sont construits à l’aide d’une distribution par fragments (section 1.4).
Client/serveur Un système peut être aussi défini par la quantité de données véhiculées sur le réseau pour con-
struire une scène et la mettre à jour [Sch00]. Cette typologie client/serveur permet d’effectuer une distinction
entre dispositifs d’affichage lourds ou légers [CCF+01]. Les jeux vidéo en réseau ont ainsi adopté une architec-
ture serveur léger/client lourd. Un serveur léger ne diffuse que des informations de haut niveau nécessitant peu
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FIG. 1.8: Distribution hybride par objet et par fragment [SFLS00]
de bande passante. Cette architecture permet de limiter la latence et la gigue9 liées à Internet, mais complexifie la
synchronisation des données. Au contraire, pour un client léger, tous les traitements et les données sont centralisés
sur le serveur lourd [CCF+01].
Choix de la méthode de distribution La parallélisation de la rastérisation s’effectue à plusieurs niveaux où
les objets, les primitives ou les fragments sont respectivement distribués. La difficulté ne réside pas tant dans le
principe, mais dans le choix des classes de distribution, qui comportent chacune leurs avantages et leurs limites. En
effet, le maillon faible d’un système de rendu distribué est son réseau. Des techniques de compression de données,
bien qu’utiles, ne sont pas suffisantes. Affiner la granularité permet d’améliorer la montée en charge tout en alour-
dissant la charge du réseau. Au contraire, lorsqu’une granularité plus grossière est considérée, la consommation de
bande passante est réduite en effectuant des éliminations prématurées grâce à des tests de visibilité (section 1.2).
1.4.1 Distribution par fragments
Présentation
La distribution par fragments offre une distribution transparente : l’application n’a pas à être réécrite, puisque
la distribution s’effectue de manière très tardive dans le pipeline de rendu. La parallélisation par fragment est la
forme la plus simple et la plus ancienne de rendu sur grappe [Fuc77, FJ79]. L’association de processeurs rudimen-
taires permet de concevoir les premières machines massivement parallèles. Ainsi, PixelPlane associe un CPU par
fragment, puis par sous-écrans [Fuc77, FJ79]. PixelMachine utilise 1 CPU par sous-écran entrelacé [OL98]. Ces
solutions anciennes ne permettent pas de produire des rendus de qualité à l’aide d’algorithmes multipasses. Ce
chapitre examine des solutions plus récentes de distribution.
Implantations matérielles
Les implantations de distribution par fragments sont majoritairement matérielles, car elles doivent supporter
la bande passante occasionnée par une telle distribution. Une animation d’une résolution 1024x768 à 24 bits par
pixel affichée à 20 images par secondes nécessite ainsi un débit de 50Mo/s. Pour du matériel actuel (tableau 1.1),
ce débit peut sembler bien faible, mais un bus dédié reste nécessaire. En effet, cibler un mur de 3x2 écrans impose
9variation de la latence
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un débit de 300Mo/s soit le double d’un réseau Gigabit Ethernet. La situation empire pour un rendu multipasse :
il faut multiplier le débit réseau par autant de rendus vers une texture10. L’implantation d’une méthode comme la
carte d’ombre nécessite alors un débit important.
Deux types d’implantations Un système distribué par fragments peut être réalisé à travers deux types d’agents :
les producteurs qui génèrent les tampons de fragments et les mélangeurs. Les producteurs, les cartes graphiques,
agissent en amont du signal vidéo : les derniers étages du processus de rastérisation sont alors parallélisés. Un
mélangeur compose les différents tampons de pixels stockés en mémoire vidéo afin de former l’image finale. Un
mélangeur fonctionne en aval du pipeline, en traitant alors un signal vidéo numérique issu des cartes graphiques.
Producteurs Construire un système de distribution au niveau des producteurs requiert de concevoir des bus de
transports qui partagent des données entre les cartes graphiques. Le Sepia [HM99] est un mélangeur numérique
construit autour du Pamette de Compaq. La solution réalisée à l’aide de ce kit de développement PCI, récupère di-
rectement le contenu des mémoires des cartes graphiques (DMA) et les recompose à l’aide d’une grille de FPGA.
Ce module ainsi que les cartes graphiques reposent sur le bus PCI. Or, ce bus possède un débit assez bas (133
Mo/s) qui doit être partagé entre les différentes cartes, la composition n’offre alors que des performances limitées.
Cette distribution permet de paralléliser l’algorithme de rastérisation tel qu’il est présenté dans le chapitre d’in-
troduction. L’implantation des techniques multipasses reste délicate avec le système Sepia. Ainsi, les modules de
distribution étant dotés d’une mémoire limitée, les cartes d’ombres produites avec un tel système possèdent alors
une résolution très limitée [ISH02].
Mélangeurs L’avènement du port Digital Visual Interface DVI permet d’accéder plus facilement au signal de
sortie numérique. Cette interface a permis de concevoir des compositeurs numériques de manière plus aisée. Le
Lightning-2 [SEP+01] est un mélangeur qui compose les sorties DVI à travers une matrice de FPGA. Ce mélangeur
numérique reste toutefois un composant unidirectionnel. Le tampon après composition n’est pas disponible pour
une relecture sur le CPU, ce qui interdit les algorithmes multipasses.
La technologie Crossfire [AMD05] d’AMD s’inspire du Lightning-211. L’image est séparée en damier et en-
voyée à chaque GPU pour être ensuite recomposée sur un FPGA. Cet équilibrage de charge détaillé dans la sous-
section 1.3, permet, pour un assemblage de deux cartes, d’obtenir un gain de parallélisme fluctuant entre 10% et
80%. Ce mécanisme reste cependant cantonné à une résolution d’images limitée : le nombre maximal de cartes
assemblées, à l’heure de la rédaction, est de 4 pour une solution Crossfire.
Une solution plus générique et plus extensible peut s’articuler autour d’un réseau Gigabit Ethernet. Le Scalable
Graphics Engine (SGE), proposé par IBM [PJ01], est un mélangeur qui reçoit la sortie DVI des cartes vidéos à
travers un réseau 10Gigabit Ethernet pour produire une image de résolution 3840x2400. Les 12 noeuds sont reliés
à un dispositif d’affichage stéréo sur un mur d’écran 3x2. Le gain de parallélisme pour 12 noeuds varie de 4 à 5.
Par rapport au gain idéal (12), ce faible gain (40%) est à relativiser : la chute de performance est induite par les
communications liées à la simulation scientifique distribuée sous-jacente qui se rajoutent à la charge au système
de rendu distribué [PF05]. Cette implantation propose une implantation d’ambianceur (shaders) programmable, ce
qui permettrait de réaliser des algorithmes de rendus multipasses. En pratique, de tels algorithmes ne peuvent être
implantés sur le SGE : les modules qui reçoivent le résultat d’un rendu vers une texture ont une capacité mémoire
limitée et interdisent un nombre trop élevé de passes.
Implantations logicielles
Compte tenu des débits imposés, les réalisations logicielles n’offrent que des performances limitées. Sans bus
dédiés, les tampons de fragments doivent être transférés du GPU vers sur le CPU pour être ensuite diffusés sur le
réseau. Pour un mélangeur logiciel, nous allons voir que le gain effectif peut s’éloigner fortement du gain théorique
d’Amdalh (sous-section 1.1.2). Chromium [HHN+02] propose une implantation logicielle du binary swap. Cette
implantation nécessite de nombreux transports de fragments entre le CPU et le GPU. Pour une image de résolution
512x512 sur un réseau Gigabit, cela entraîne un gain de parallélisme très faible qui se traduit par une fréquence
d’affichage inférieure à 10 images par secondes.
Distribution hybride par fragment et par objet
Une distribution par fragment effectuée de manière logicielle, afin d’obtenir des performances efficaces, doit
être complétée par une distribution par objets. Les méthodes d’équilibrage de charge dynamique évoquées dans la
10Le rendu vers une texture est une méthode employée pour simuler des effets d’éclairage global en rastérisation (cf. chapitres précédents).
11La technologie Scalable Link Interface de NVidia n’effectue pas de distribution par fragment et est donc traitée dans la sous-section
suivante.
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sous-section 1.3.2 correspondent à des méthodes de distribution hybride objet et fragment. Ce type de distribution
tente alors de récupérer les avantages de chacune de ces deux classes de méthodes. Nous avons vu qu’une distribu-
tion par fragments était très coûteuse au point de vue du réseau, mais possédait une meilleure montée en charge que
les autres classes, le facteur de recouvrement d’un fragment étant très réduit (sous-section 1.3.2). Cette distribution
permet de réduire le facteur de recouvrement en optimisant la taille des cellules de la mosaïque. La distribution par
objets intervient alors afin de réduire en amont, la charge de l’étage par fragment. Tous les fragments non visibles
sont éliminés en amont par un test de visibilité mettant en jeu les objets (maillages) qui génèrent ces fragments.
Pour une scène répartie de manière non homogène sur 8 machines, le gain de parallélisme correspond respective-
ment à 4 (50%), 5 (62%) à 7 (87%) pour une distribution par objets, par fragments et hybride objets-fragments pour
la technique kd-split [SFLS00]. De la même manière, pour 6 noeuds, le gain maximal est de 5.9 (98%) pour Equal-
izer [EP07b]. En pratique, ces deux solutions doivent être assistées par un mélangeur matériel. Limité par une phase
de composition CPU, Equalizer n’offre que des temps de rendu interactifs, inférieurs à 10 images par secondes.
Conclusion
Toutes les réalisations de distribution par fragments se basent sur des matériels hautement spécialisés afin de
répondre à une des principales limites de cette distribution : le débit du réseau nécessaire au transport des frag-
ments de l’image. Proposer une implantation matérielle est alors inévitable. Or cette réalisation est rapidement
obsolète, autant d’un point de vue des performances que des nouveaux besoins. La puissance des matériels actuels
a permis toutefois l’émergence d’implantations logicielles hybrides. Ces dernières restent cependant focalisées sur
un rendu de modèles massifs.
Ces implantations rendent aussi difficile l’implantation de méthodes qui permettent d’augmenter la qualité de
l’image. En effet, les méthodes que nous avons examinées nécessitent un nombre important de rendus vers une tex-
ture. De plus, afin de générer ces textures, plusieurs envois de la géométrie sont nécessaires. Ces systèmes doivent
alors proposer une quantité de mémoire importante et assurer un débit suffisant pour ces rendus vers une texture.
1.4.2 Distribution par primitives
Présentation
Multiplier les étages de transformation de sommet permet de traiter un ensemble de polygones en parallèle
[OHA93]. Considérer une granularité moins fine, des primitives et non plus de fragments entraîne une réduction
de la consommation de bande passante. En effet, pour une même scène, le nombre de primitives à transmettre
en moins élevé que celui des fragments. De plus, l’information spatiale contenue dans les primitives permet de
calculer leur projection sur une région donnée afin d’effectuer un test de visibilité précoce [CO91].
Toutefois, si le débit requis pour une distribution par primitives est inférieur à une distribution par fragment, ce
dernier reste élevé. Dans un premier temps, seules des implantations matérielles peuvent alors offrir un bus assez
rapide.
Implantations matérielles
La machine Pixel Flow [Whi92] est un ensemble d’unités de rendu : rastériseurs, ambianceurs, mélangeurs
numériques et tampon de stockage. Cet ensemble permet de réaliser une distribution hybride primitive/fragment.
En effet, le serveur de rendu est composé d’un couple (rastériseur, ambianceur) composé d’un nombre important de
FPGA qui assure ainsi une distribution par primitives. La distribution par fragments est réalisée par un mélangeur
numérique qui implante un tampon de profondeur. Enfin, les multiples tampons de stockage permettent de con-
struire un cache circulaire (double buffering) ou un rendu vers une texture. Resté à l’état de prototype dans les
laboratoires de l’université de Caroline du Nord, le projet a reçu le soutien de Hewlett Packard afin d’améliorer les
performances des différents modules à l’aide d’ASIC [EMP+97]. L’implantation optimisée permet de rastériser
près de 1,4 million de triangles avec un éclairage de Phong par pixel avec une texture diffuse. Les modules de cal-
cul sont configurables afin de permettre d’utiliser cette machine dans différents contextes : rastérisation, radiosité
ou rendu volumique. En ce qui concerne la rastérisation, une implantation proche des spécifications OpenGL et
Renderman a été fournie.
L’implantation d’OpenGL par Pixel Flow ne respecte cependant pas la totalité des spécifications OpenGL. Dans
le cadre d’un rendu sur un mur d’écran, la distribution des primitives n’est pas transparente, ce qui impose la
réécriture de l’application cliente de Pixel Flow. C’est à l’application de trier les primitives par cellules avant de
les envoyer à Pixel Flow. Or, la spécification OpenGL n’impose aucun tri préalable au rendu.
Dans un système de distribution par fragments transparent, la charge de distribution revient au système. Le
système doit alors associer automatiquement les primitives vers un ou plusieurs sous-écrans de la mosaïque. Une
telle distribution transparente est fournie par des serveurs graphiques de SGI. Ces stations accueillent plusieurs
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pipelines InfiniteReality reliés par des bus dédiés pour le transport des primitives. Ces systèmes monolithiques
n’ont toutefois pas résisté à l’obsolescence.
En 1996, la Voodoo de 3DFX, une entreprise fondée par 3 ex-salariés de SGI, marque l’arrivée de l’accélération
matérielle 3D pour le grand public. Les cartes graphiques grand public bénéficient d’une production en masse et
d’un important renouvellement technologique. Par rapport au matériel dédié, les cartes graphiques deviennent donc
plus rapidement obsolescentes, mais offrent un rapport de coût d’acquisition / puissance offerte bien plus intéres-
sant. Ces processeurs graphiques sont devenus des machines massivement parallèles dans lesquelles les unités de
traitement des différents étages de la rastérisation sont multipliées. En plus d’être effectuée à l’intérieur de la carte,
la distribution peut s’effectuer entre plusieurs cartes, avec des bus dédiés : Scalable Link Interface de NVidia et
Crossfire d’AMD.
La distribution par la technologie Crossfire a été étudiée dans la section précédente. Le SLI [NVI06] consiste
en deux modes de distribution : entrelacement temporel (Alternate Frame Rendering) et distribution spatiale (Split
Frame Rendering). Le second mode effectue un équilibrage de charge avec un nombre fixe de cellules, mais une
frontière dynamique (sous-section 1.3.2). Le sous-ensemble de sommets est alors traité par la carte graphique asso-
ciée à la sous-partie de l’écran. Pour des raisons similaires évoquées pour le Crossfire, cette solution n’est toutefois
applicable qu’à des résolutions limitées : la résolution cible restant limitée à celle de l’écran unique d’un joueur
fortuné. Un dispositif d’affichage sur mur d’écran ne profite donc que de manière très limitée de cette technologie :
il n’est pas possible d’augmenter la résolution au-delà des capacités de la carte graphique. De plus, un assemblage
SLI est composé au maximum de 4 cartes.
Enfin, la distribution par SLI (par sommets) ou par Crossfire (par fragment, avec un équilibrage de charge sta-
tique) n’offre qu’une accélération limitée pour les algorithmes multipasses. Ces méthodes mettant en oeuvre un
rendu vers une texture doivent être adaptées en fonction de ces architectures. [AMD05, NVI06] Implanter de telles
méthodes de manière naïve risque alors de minimiser le gain de parallélisme voire d’effondrer les performances
d’affichage.
Implantations logicielles
L’avènement du matériel MCOTS dont font partie les cartes graphiques a permis l’émergence d’implantations
logicielles performantes. Cependant, certaines bibliothèques graphiques étaient déjà conçues dans une optique de
distribution, dans un contexte réseau ou multipipe.
Multidiffusion GLX Les premières bibliothèques de distribution par primitives fonctionnent en mode immé-
diat : la géométrie est envoyée de manière continue vers le serveur de rendu. La granularité de la distribution
étant la primitive, le débit requis reste cependant moins élevé que celui d’une distribution par fragments. L’ancêtre
d’OpenGL, PHIGS était déjà associé à un protocole de transport PEX afin de distribuer ses primitives [KHLS94].
De la même manière, OpenGL 1.0 est accompagné de GLX, un transport des ordres OpenGL à travers un serveur
X. GLX ne supporte pas de manière implicite, la diffusion des primitives OpenGL pour plusieurs machines. Afin
de réaliser cette distribution, le client doit alors multidiffuser (broadcast) les ordres GLX sur le réseau. Cette dif-
fusion a un impact sur les performances. Lorsque la résolution d’affichage augmente de manière quadratique, la
fréquence d’affichage décroît de manière exponentielle.
WireGL : compression et élagage précoce Afin de limiter le trafic réseau, WireGL [HEB+01] utilise deux
techniques. Premièrement, les commandes OpenGL sont compressées. Deuxièmement, un test de visibilité pré-
coce à l’étage des primitives permet de limiter la charge des étages inférieurs du pipeline de rastérisation (figure
1.4). Cette bibliothèque offre alors de meilleures performances qu’une diffusion GLX. Ce système propose une
efficacité de 70%. Cela signifie que la chute de fréquence par rapport à une fréquence observée sur un seul écran se
chiffre à 30%. Sur un écran 4x2 d’une résolution totale de 4096x1536, Quake III affiche 33,7 images par secondes
alors qu’une multidiffusion est limitée à 4 images par secondes. Pour une configuration de 8x4 écran, l’efficacité
n’est plus que de 50%. Cette chute de montée en charge s’explique par la géométrie des scènes de Quake III, répar-
tie de manière non homogène. Plus la résolution augmente, moins le test de visibilité est discriminant. Il devient
nécessaire d’envisager un élagage plus efficace.
Chromium : distribution hybride par primitive et par objet Chromium [SFF+00, HHN+02] a été construit
sur les bases de WireGL. Au lieu de travailler en mode immédiat, Chromium profite des listes d’affichage OpenGL
(display list) pour reconstruire rapidement un graphe de scène. L’élagage précoce devient alors plus efficace, car il
est réalisé, non plus pour chaque triangle, mais pour les noeuds du graphe de scène reconstruit. L’efficacité s’élève
alors à 77%. Pour une configuration identique aux tests de WireGL, Quake III fonctionnerait alors à 37,7 images
par secondes. En valeur absolue, le gain observé n’est pas flagrant : nous expliquerons dans la section suivante, les
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limitations de l’approche de Chromium à la lumière de la dernière classe de distribution examinée, la distribution
par objets.
Les tests ont été réalisés avec des instructions OpenGL 1.5, sans rendus vers une texture ni ambianceurs, sur
des scènes relativement simples. Dans le chapitre suivant, nous réaliserons une étude sur les performances de
Chromium sur des jeux de tests plus avancés utilisant les techniques citées. L’efficacité de Chromium chute alors
de manière drastique à 3%. Après avoir donné les raisons de cette perte d’efficacité, nous montrerons qu’il est
alors difficile d’implanter des algorithmes avancés de rendu. Il s’avère alors vraiment nécessaire d’envisager une
distribution par objets.
Conclusion
Comme pour la distribution par fragment, le principal avantage de cette classe de méthode est sa capacité à
distribuer de manière transparente toute application, sans aucune modification de son code source. La distribu-
tion effectuée à un niveau plus élevé dans le pipeline de rendu permet alors de limiter la consommation de bande
passante sur le réseau, ce qui permet d’obtenir un système distribué à moindre coût, reposant sur des composants
MCOTS. Par rapport à une distribution par fragment, des performances temps réel peuvent alors être atteintes.
Cependant, deux arguments nous poussent à examiner les distributions par objets : d’une part, l’efficacité d’une
distribution par primitives reste faible, d’autre part, une distribution par primitives n’offre que de faibles perfor-
mances pour des rendus multipasses.
1.4.3 Distribution par objets
Présentation
Nous avons vu que travailler à une granularité supérieure permettait d’éliminer, de manière précoce, des trian-
gles qui ne sont pas projetés sur l’image finale. Les distributions par objets étendent ce principe en considérant
les primitives dans des représentations de plus haut niveau, comme des maillages. Ces maillages peuvent être eux-
mêmes ensuite regroupés en entités, comme un noeud de graphe de scène. Un tel niveau de granularité permet
alors d’obtenir des performances supérieures aux autres classes de distribution. En effet, les seules informations
qui transitent sur le réseau se résument à des ordres de synchronisation et de rendu alors que les autres distributions
nécessitent un flux continu de primitives ou de fragments. Une distribution par objets s’avère donc plus adaptée
pour implanter un rendu multipasse sur mur d’écran.
Cette classe de distribution se décompose en deux sous-classes, 1/ descendante, qui découpe la scène en dif-
férents ensembles d’objets et 2/ ascendante, qui regroupe des primitives.
Approches ascendantes
Chromium est ainsi un exemple d’approche ascendante. Afin de réaliser un test de frustum plus efficace que
WireGL, ce dernier se doit de regrouper les primitives en graphe de scène. Chromium est donc une distribution
hybride par primitives (comme WireGL) et par objets (en reconstruisant un graphe de scène). La distribution par
primitives permet à Chromium d’être une bibliothèque de distribution totalement transparente alors que la distri-
bution par objets permet de limiter le flux de données induit par une distribution par primitives.
Reconstruire de manière dynamique un graphe de scène comporte néanmoins deux inconvénients. Première-
ment, afin de conserver un élagage efficace, à chaque modification significative de maillages de la scène ou change-
ment brusque de la caméra, le graphe de scène doit être reconstruit par Chromium. Pour des scènes complexes,
nous avons observé que l’animation pouvait subir de nombreux artefacts à cause de la migration de primitives
occasionnée lors de cette reconstruction (chapitre suivant). Deuxièmement, le graphe de scène reconstruit n’est
pas parfait. Ce graphe est basé sur les listes d’affichage (display list) de la scène qui regroupent les primitives de
manière non optimale dans l’espace. La boîte englobante qui en résulte peut avoir un volume important, ce qui peut
augmente le taux de recouvrement et réduit alors la montée en charge (sous-section1.3). En effet, au lieu d’être
envoyé vers un unique serveur, l’ensemble de triangles risque d’être traité de manière redondante, sur les serveurs
couverts par la boîte englobante.
Il est donc nécessaire d’abandonner une telle heuristique pour obtenir une meilleure répartition spatiale. Ces
approches construisent alors une structure hiérarchique comme un octree ou une hiérarchie de boîte englobante
[Mue00]. Ces structures sont plus efficaces mais restent réservées à des scènes statiques, le temps nécessaire à leur
construction étant important.
Approches descendantes
L’approche descendante est mise en application à l’aide d’un graphe de scène. En organisant la scène de manière
logique et spatiale, les tests de visibilité deviennent plus efficaces. De plus, à chaque mise à jour de la scène, les
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partitions des primitives étant implicites au graphe de scène, seules les boîtes englobantes associées au noeud sont
mises à jour. Le processus de mise à jour est moins complexe que celui employé par Chromium.
FlowVR [AR05] est une approche descendante singulière : le graphe de scène est stocké directement sur le
GPU. Un metanoeud regroupe alors une géométrie, sa boîte englobante, son matériau et d’éventuels shaders. Le
traitement et la distribution du graphe de scène sont alors réalisés sur le CPU et GPU. L’objectif de cet environ-
nement logiciel est d’utiliser la puissance d’un GPU pour obtenir une visualisation scientifique efficace. Cependant
cet intergiciel n’est pas adapté au rendu distribué sur mur d’écran. Premièrement, le développement de nouveaux
algorithmes de rendu est difficile. Seul un sous-ensemble des fonctionnalités de OpenGL est disponible. Deuxième-
ment, les ressources disponibles pour l’algorithme de rendu restent limitées. Les shaders de FlowVR occupant déjà
le processus de rendu sur la carte graphique, cela empêche une inclusion directe d’ambianceurs créés par l’utilisa-
teur. Enfin, l’architecture interne de FlowVR se prête peu au développement d’algorithmes multipasses. En effet,
mettre en application de tels algorithmes exige ainsi de modifier le coeur de ce cadre d’application. Cet intergiciel
reste donc une solution efficace dans un cadre de visualisation scientifique et de parallélisation hybride CPU/GPU,
mais est moins adaptée à un rendu réaliste sur mur d’écran.
Conclusion
Regrouper des primitives en objets permet de limiter le transport de données sur le réseau, en éliminant de
manière précoce dans le pipeline de rastérisation, les entités non visibles depuis la caméra. Cette distribution par ob-
jet nous semble alors la plus adaptée à un rendu multipasse sur mur d’écran. Alléger la charge des étages inférieurs
possède toutefois des contreparties. D’une part, cela entraîne des déséquilibres de charge. D’autre part, nous ver-




























































FIG. 1.9: Implantations de distributions par objet, primitive et fragment
Sort-first Sort-middle Sort-last
Partition Objets Primitives Fragments
Connaissance scène Forte Faible Aucune
Disparité
de charge traitement
Forte Faible Quasi nulle
Charge réseau Faible Moyenne Forte
Rendement du pipeline Faible Moyenne Forte
Difficultés Synchronisation des données
Equilibrage de charge
Surcharge incomplète de la bib-
liothèque graphique, rendu vers
les textures
Transport des fragments sur le
réseau
TAB. 1.2: Méthodes de distribution des données sur un serveur de rendu ; inspiré par [MCEF94]
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Les implantations des classes de distributions répondent à des besoins précis et des contraintes spécifiques
(tableau 1.2). Les distributions par fragments et par primitives sont transparentes vis-à-vis de l’application cliente.
Cette dernière n’a pas à être modifiée pour bénéficier de la distribution. Cette transparence possède cependant un
coût tant au niveau des performances que des fonctionnalités du rendu. Afin de profiter des avantages de chacune
des classes de distribution, les implantations hybrides tentent de marier les différents avantages de chacune des
classes (figure 1.9). Utiliser une classe de plus haut niveau permet d’introduire une information de localisation qui
permet d’éliminer de manière précoce, des éléments invisibles à l’écran. Cet élagage peut toutefois conduire à de
forts déséquilibrages de charge qu’il faudra corriger afin de conserver le gain apporté par le parallélisme.
Nous avons vu que les distributions par fragments et par primitives ne sont pas adaptées au rendu multipasse.
Seule une distribution par objets permet d’offrir des performances satisfaisantes. Toutefois, choisir ce mode de
distribution entraîne un problème important : la synchronisation des serveurs de données. Dans la section suiv-
ante, nous verrons que cela entraîne une modification de l’application cliente. L’enjeu consiste alors, en plus de
procéder à une synchronisation des données efficaces, à assurer sa généricité afin d’augmenter la réutilisabilité et
l’évolutivité d’un système de rendu distribué. La section suivante compare différents modèles de synchronisation
de données à l’aune de cette évolutivité.
1.5 Synchronisation des données
1.5.1 Nécessité d’une synchronisation des données
Dans un pipeline de rastérisation distribué, il n’y aurait a priori aucun besoin de synchroniser les données. En ef-
fet, nous avons vu dans le chapitre d’introduction que la rastérisation est alimentée par un flux continu de données.
Contrairement au lancer de rayons, la géométrie n’est pas stockée, aucun cache n’est mis en oeuvre et par con-
séquent, aucune synchronisation n’est nécessaire. En rastérisation, la géométrie correspond, de fait à la dernière
version de la scène modifiée. Pour des distributions par fragments ou par primitives, il est donc inutile de syn-
chroniser les données. Au contraire, une distribution par objets fait intervenir un processus de synchronisation des
données. En effet, la distribution par objets se base sur une structure de stockage de données, le graphe de scène.
Ces données sont stockées de manière distribuée sur un serveur distant. Cela impose d’harmoniser les différentes
versions présentes sur les serveurs de données, lors d’une modification de la scène.
1.5.2 Caractéristiques de la synchronisation
Avant d’envisager les différentes méthodes de synchronisation des données, définir l’organisation des données
permet de préparer une structure qui minimisera ce processus de synchronisation. Une scène complexe est souvent
composée de millions de triangles. Il est nécessaire d’utiliser un graphe de scène afin d’introduire une structuration
spatiale et logique à cette soupe de triangle. Dans un contexte distribué, un graphe de scène est alors considéré
comme une base de données répartie à synchroniser entre les différents sites. Dans le cadre de la synthèse d’image,
les contraintes de confidentialité, de sécurité et d’intégralité des données sont relâchées, sinon délaissées au profit
de l’efficacité du transport et d’une synchronisation des modifications à la fois simple et efficace.
La performance et l’extensibilité de distribution sont les deux contraintes prioritaires. La notion d’extensibilité
comprend la transparence d’une distribution et son évolutivité. La transparence a été évoquée pour la distribution
par primitives ou par fragments. L’application cliente n’a alors pas besoin de subir de modification de son code
source afin d’être distribuée. Pour une distribution par objets, cette transparence n’est plus possible à mettre en
oeuvre : il s’agit de réécrire l’application cliente afin de l’adapter à la couche de distribution. Cette couche de
distribution détermine aussi la capacité d’évolution et de réutilisabilité. En pratique, la question est alors de savoir
si l’ajout de fonctionnalités implique que l’application distribuée soit profondément remaniée ou non.
Ces deux caractéristiques sont antinomiques. Une distribution totalement transparente n’est pas optimale et in-
versement. En effet, déduire automatiquement l’ensemble minimal des données à distribuer n’est pas aisé. Le
développeur d’une application distribuée a alors le choix de rendre explicite chaque diffusion ou, au contraire, de
se reposer sur une couche de distribution moins optimale. Cette couche d’abstraction permet toutefois d’isoler les
algorithmes de rendu, des algorithmes de distribution, ce qui permet d’améliorer la réutilisabilité et l’évolutivité
d’un système distribué.
1.5.3 Méthodes de synchronisation
Nous avons isolé cinq groupes de méthodes de synchronisations classées selon la granularité de la synchronisa-
tion. Nous tentons de classer ces diverses solutions selon leur performance et leur réutilisabilité (figure 1.10). Par
exemple, le graphe de scène distribué est moins performant et moins extensible qu’une distribution par motifs de
conception.
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FIG. 1.10: Comparaison des méthodes de synchronisation de données
/ Un système de synchronisation peut être distribué à l’aide d’un système d’exploitation où les primitives sont
distribuées de manière implicite par le système.
/ Lorsque ce système de synchronisation doit être réalisé sur un système d’exploitation qui ne propose pas
de telles fonctionnalités, la distribution est assurée au niveau des structures de données (variables scalaires ou
tableaux) par l’intermédiaire de bibliothèques de distribution. Ce service peut être aussi réalisé à travers un graphe
de scène distribué.
/ Les systèmes distribués conçus sur des graphes de scène existants (comme Producer ou OpenInventor) perme-
ttent de limiter l’effort d’adaptation des applications existantes .
/ Les graphes de scène avec une couche de distribution spécifique sont relativement récents et offrent des fonc-
tionnalités avancées de rendu.
/ Lorsqu’un rendu par rastérisation sommaire est suffisant, une approche de type boîte noire peut s’avérer intéres-
sante. Le système fournit alors un système de synchronisation et de rendu encapsulé sur lequel des applications de
plus haut niveau viennent se greffer.
Encapsulation totale du graphe de scène
Encapsuler les fonctionnalités de synchronisation et de rendu au sein d’un unique système permet de déployer
rapidement une application distribuée. Cette démarche est utilisée dans le cas d’applications qui se limitent alors à
une navigation en temps réel dans une scène statique.
L’application client interagit à travers ce système à travers une interface limitée. Cette dernière se résume à
propager la position de l’observateur et les interactions clavier/souris vers les différents serveurs de la grappe. Le
système de distribution se charge alors de rediriger les entrées et les sorties vers les périphériques désignés. Ainsi,
la bibliothèque VRJuggler [JBBCN98] ou VRCO permettent d’utiliser Performer dans un CAVE [Inc03].
Considérer l’application cliente et les serveurs de rendu par une approche boîte noire rend cependant difficile des
développements ultérieurs. En effet, les fonctions de rendu et de synchronisation sont figées. Mis à part modifier la
position de caméra, l’utilisateur ne peut pas effectuer d’actions supplémentaires sur la scène. Il ne peut ni modifier
les matériaux d’un objet particulier, ni déclencher une animation, ni implanter de nouvelles fonctions de rendu
. Dans notre contexte de rendu avancé sur mur d’écran, nous pouvons être amenés à implanter des méthodes de
rendu nécessitant des fonctionnalités de rendu qu’un tel système rigide ne peut offrir. Il est nécessaire de proposer
une distribution des données à une granularité plus fine.
Distribution implicite
Une distribution à très bas niveau permet une distribution totalement transparente. Cette distribution est réal-
isée à travers un espace de mémoire partagé. Dans cet espace, les données de la scène sont accessibles à tous les
serveurs de données d’un système distribué. Les instances d’application situées sur les serveurs accèdent alors de
manière transparente à ces données.
Cet espace de mémoire partagé peut être réalisé par matériel. Cependant, un tel dispositif est coûteux et rapi-
dement obsolète. Cet espace peut être alors simulé de manière logicielle, à l’aide d’un système d’exploitation de
virtualisation. Dans le contexte du réseau, la virtualisation consiste à regrouper les ressources physiques d’une
grappe en entités logiques uniques12.
12A l’opposé, la virtualisation pour un processeur ou un intergiciel de virtualisation consiste à faire fonctionner, sur une seule et unique
plateforme, plusieurs systèmes d’exploitation, séparément les uns des autres, comme s’ils fonctionnaient sur des machines distinctes. Un
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Des systèmes d’exploitation de virtualisation comme OpenMosix [Bar03] ou Kerrighed [MLV+04] sont utilisés
dans un cadre de calcul haute performance. Ces solutions répondent cependant à des besoins relativement éloignés
du rendu. La synchronisation des données et le fonctionnement du système virtualisé imposent un nombre con-
séquent de communications supplémentaires. Ces données consomment de la bande passante au détriment des
données de rendu.
Des systèmes d’exploitation ont été toutefois produits dans l’optique de la synthèse d’image. Phleet [Sch00]
permet ainsi d’obtenir une distribution transparente en implantant des mécanismes de distribution tels que l’exécu-
tion distante de procédures et une barrière de synchronisation globale. Ce système reste néanmoins monolithique
et complexe à faire évoluer. Repo-3D [MF98] est un graphe de scène écrit en Modula III, un langage proposant
de manière native, un système de distribution des données. Ce langage n’est malheureusement pas très répandu,
rendant la migration d’applications existantes assez complexe.
Conteneurs distribués
Lorsqu’une distribution implicite n’est pas accessible, les modifications du graphe de scène doivent être propagées
sur la grappe par l’application cliente de manière explicite, sans le support d’un système d’exploitation distribué.
Il incombe alors au graphe de scène de diffuser les données géométriques.
Couche d’abstraction de la distribution Une abstraction de la programmation réseau permet alors de simplifier
cette distribution. Une mémoire partagée implantée par logiciel peut être utilisée [KSA+03]. Toutefois, la synchro-
nisation de cet espace virtuel de mémoire peut engendrer une surcharge au niveau de la bande passante. Une
communication inter-processus basée sur des messages comme PVM/MPI peut s’avérer moins coûteuse. Le faible
niveau d’abstraction de ces bibliothèques est toutefois contraignant : les noeuds d’un graphe de scène peuvent
comporter un nombre élevé de propriétés. Diffuser alors une à une chacune de ces propriétés devient fastidieux.
Une sérialisation des données permet alors d’abstraire à un niveau plus élevé, ce processus de distribution. La
diffusion est effectuée par lots de données et non plus de manière unitaire. Cette distribution est assurée par un
conteneur de données. Le conteneur est une classe composée par un agrégat de données à distribuer. Cette classe
offre alors des fonctionnalités de synchronisation des membres qui la compose. Cette distribution réalisée par cette
classe peut être rendue optimale. L’ensemble des données diffusé sur le réseau peut alors être minimisé. Cette
minimisation peut être automatique. Cette minimisation implicite n’est cependant pas parfaite et de nombreuses
implantations de conteneurs distribués préfèrent proposer cette minimisation de manière explicite.
Distribution explicite avec conteneurs optimaux Dans une minimisation explicite, l’ensemble minimal à dis-
tribuer est défini par l’application cliente. L’application indique systématiquement à la couche de distribution si
la donnée en cours doit être diffusée ou non. Lorsque le conteneur distribué est accédé en lecture, il n’y a pas de
diffusion. Par contre, lorsqu’il est en écriture, la modification impulsée au conteneur est automatiquement diffusée
sur le réseau.
OpenSG [VBRR02] est un graphe de scène qui utilise de tels conteneurs. En pratique, chaque conteneur dis-
tribué est encadré par des macrocommandes afin d’indiquer à OpenSG si la donnée doit être diffusée sur le réseau.
ClusterJuggler [Ols02] fournit une classe sérialisable à VRJuggler [JBBCN98], un intergiciel de réalité virtuelle.
Cette classe propose des fonctionnalités identiques à celles d’OpenSG et permet de préciser un identifiant unique
lié à chaque conteneur de données et à la structure de la grappe, afin de n’adresser qu’une partie des serveurs de
la grappe. Proposer un tel niveau de granularité minimise l’ensemble des données à distribuer, mais peut aussi
devenir contraignant. Une étude plus détaillée sur l’impact de ces conteneurs sur l’utilisabilité du point de vue du
développeur de l’application et de l’évolutivité d’un système distribué est présentée dans le chapitre suivant.
Distribution implicite avec conteneurs réflexifs Une minimisation implicite consiste à construire l’ensemble
minimal à distribuer de manière automatique. Ce type de distribution peut être automatisé par un sous-ensemble
réflexif 13. Connaître les listes des méthodes d’une classe permet d’écriture des adaptateurs vers d’autres langages,
de générer automatiquement du code ou de construire un langage de script.
Dans notre cadre, cette réflexivité permet d’identifier les données à distribuer dans le système de synchronisa-
tion. Cela permet de construire automatiquement un ensemble minimal de données à distribuer. Les applications
clientes sont majoritairement écrites dans des langages comme le C ou le C++. Or ces langages ne sont pas réflex-
ifs. Cette fonctionnalité est alors assurée par des bibliothèques de conteneurs réflexifs comme Glass [dPGaGZ04]
ou des graphes de scènes réflexifs comme OpenSceneGraph [BO04]. Ces bibliothèques apportent alors un confort
émulateur d’Amstrad CPC, une machine virtuelle DosBox ou un hyperviseur comme Xen sont tous des intergiciels de virtualisation.
13La réflexivité est la capacité d’un programme à examiner ses structures internes et à modifier le déroulement de son exécution. Le Python
ou le Java sont des langages réflexifs pour lesquels il est possible d’énumérer de manière programmatique, les attributs et les méthodes d’une
classe. Cette réflexivité permet de faciliter le débogage, les mesures de performances.
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non négligeable lors de la réalisation d’un système distribué. Dès que les membres du conteneur distribué sont
modifiés, le conteneur se charge de synchroniser ces données à travers le réseau.
Même assistée par des bibliothèques réflexives, la distribution d’une application reste cependant astreignante.
Cette distribution est réalisée à une granularité assez faible, celle des membres du conteneur de données. Lorsqu’il
est nécessaire de distribuer une nouvelle donnée, la structure du conteneur distribué doit être modifiée. En plus
d’être réalisée dans le système de synchronisation, cette modification doit être reportée sur l’application cliente.
Ces modifications en cascade pourraient être évitées en formalisant ce processus de distribution.
Noeuds distribués
Proposer des graphes de scène composés de noeuds chargés de la distribution permet de développer un système
de rendu distribué de manière plus aisée. Ainsi, afin de minimiser l’effort de ré-écriture de l’existant, il est intéres-
sant d’enrichir avec des fonctionnalités de distribution des graphes de scène comme Open Inventor et Performer,
restés populaires dans l’industrie. Distributed Open Inventor est ainsi une surcharge du graphe de scène éponyme
[HSFP99]. Avango [Tra99] n’offre qu’une surcharge partielle des noeuds de Performer. Blue-C [NSG05] est une
surcharge plus complète et offre une distribution des données efficace à l’aide d’une gestion préemptive d’accès
concurrents en écriture.
Toutefois, surcharger un graphe de scène existant implique que la solution de distribution soit étroitement liée à
la conception de ce dernier. Lorsque le graphe de scène évolue, il faudra mettre à jour la couche de distribution. La
solution existante hérite alors du graphe de scène existant, avec ses avantages, mais aussi ses défauts. Ainsi, tout
comme son prédécesseur, OpenInventor ne gère pas de sorties multiples et interdit alors tout déploiement sur un
mur d’écran. De la même manière, implanter un algorithme multipasse sous Performer n’est pas une chose aisée.
En effet, ces graphes ont été conçus en 1989, pour répondre à des besoins de visualisation scientifique, bien avant
l’apparition des fonctionnalités de rendu avancé offertes par les dernières cartes graphiques.
Enfin, offrir des noeuds distribués permet de maintenir de nombreuses applications existantes, mais la viabilité
de ces solutions dépend alors fortement des graphes de scène cités. Open Inventor et Performer sont tous deux des
graphes de scènes conçus par SGI. Contrairement à leur appellation, ces solutions sont propriétaires et leur code
source est fermé : cela signifie que les évolutions ne peuvent être impulsées que par SGI. Cette entreprise s’est
réorientée en délaissant son coeur de métier historique, la synthèse d’image : la maintenance de ces deux graphes
de scène historiques n’est plus une priorité.
Lier une couche de distribution avec le graphe de scène qui assure le rendu n’est donc pas la meilleure voie
pour assurer une certaine évolutivité globale d’un système distribué. En effet, chaque ajout de fonctionnalité risque
d’entraîner des modifications en cascade tant au niveau du rendu que de la synchronisation des données. Une so-
lution plus adaptée consiste alors à découpler ces deux tâches afin de leur permettre d’évoluer indépendamment
l’une de l’autre. Ce découplage s’effectue à travers des patrons de conception.
Abstraction par patrons de conception
Un patron de conception (design pattern) décrit des solutions standards pour répondre à des problèmes d’ar-
chitecture et de conception des logiciels. Dans notre cas, il nous permet d’abstraire la distribution en séparant les
fonctionnalités de distribution des fonctionnalités de rendu assurées par un graphe de scène.
Commande Syzygy et Virpi-Aura sont des intergiciels conçus dans le cadre de réalité virtuelle. Ils répondent à
des besoins spécifiques à ce domaine : gestion dynamique de la grappe, abstraction des périphériques d’entrée, spa-
tialisation du son et rendu distribué dans une CAVE ou un mur d’écran. Ces solutions utilisent le patron de concep-
tion comportemental de commande, à travers un langage de manipulation de graphe. Le langage CDCL (Complex
Data Communication Language) [Sch00] permet ainsi de décrire la création, la suppression ou l’édition de tout
noeud du graphe de scène. Ce langage est exhaustif mais complexe, c’est pourquoi Virpi-Aura propose un langage
plus simple à mettre en oeuvre [dSRG+02]. Le rendu obtenu par ces solutions reste toutefois sommaire : il est effec-
tué en une seule passe et limité à un modèle de matériau de Blinn-Phong. Faire évoluer ces solutions pour obtenir un
rendu multipasse s’avère difficile, les graphes de scène étant étroitement intégrés à leurs environnements respectifs.
Mandataire distant Le patron de conception structurel de mandataire distant (remote proxy) permet d’abstraire
complètement la distribution du rendu. La distribution explicite des données est remplacée par un appel de méth-
odes au mandataire à travers une interface de programmation. Cette interface peut être appliquée quel que soit le
contexte, distribué ou non. Cela permet de déployer rapidement une application dans un mode local ou distribué,
puisqu’aucune modification du code source n’est requise. Ce type d’implantation se retrouve dans le contexte de
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l’informatique de gestion où l’interopérabilité est importante. Elle est alors mise en oeuvre avec des API comme
Java Remote Method Invocation, CORBA ou .NET Remoting.
Utiliser ce patron de conception permet alors de construire un graphe de scène distribué réflexif. Le graphe de
scène neutre (neutral scene graph,NG) du système SceneGraph-As-Bus [ZHC+00] s’intercale entre l’application
et le graphe de scène existant. C’est une implantation multicouche de mandataire distant avec une synchronisation
de propriétés par passage de messages. Si le choix du graphe de scène neutre permet d’abstraire la distribution en
isolant la couche dédiée au rendu de la couche dédiée à la distribution, des défauts de conception du graphe de
scène neutre entraînent une interface complexe.
Premièrement, l’interface entre le graphe de scène de l’application cliente et le graphe de scène neutre n’est pas
exhaustive. Le graphe de scène neutre et le graphe de scène sous-jacent peuvent avoir une interface différente. En ne
proposant qu’un ensemble très réduit de fonctionnalités à distribuer, ce graphe de scène neutre limite les possibilités
offertes par le graphe de scène sous-jacent. Deuxièmement, l’adaptation du graphe de scène neutre au graphe sous-
jacent n’est pas standardisée. Cela entraîne des conceptions spécifiques à chaque graphe de scène. Lorsque le
graphe neutre doit être greffé avec un module de rendu, il est nécessaire de spécifier une nouvelle interface.
Le graphe de scène neutre propose d’appliquer le motif de mandataire distant. Sa mise en oeuvre reste délicate.
Il est donc nécessaire de concevoir une autre implantation du motif de mandataire distant. En plus d’être réflexive,
cette implantation devra assurer la distribution du graphe de scène à la fois simple et exhaustive.
1.5.4 Récapitulatif
Nous venons d’examiner un éventail de solutions pour synchroniser des données dans une grappe. Les con-
teneurs distribués offrent une distribution à faible granularité. Or ce faible niveau d’abstraction entraîne un en-
trelacement des procédures de rendu et de distribution qui nuit à l’évolutivité du système. De la même manière,
adapter un graphe de scène existant pour lui affecter des fonctionnalités de distributions risque de lier l’application
cliente à un graphe de scène particulier. Au contraire, un patron de conception permet de séparer la distribution du
rendu et par conséquent, de maximiser l’évolutivité générale d’un système de rendu distribué.
1.6 Synchronisation de l’affichage
Nous abordons le dernier étage d’un système distribué : la synchronisation de l’affichage. Une fois la scène
diffusée par les serveurs de données et transformée par les serveurs de rendu, les images formées doivent franchir
une ultime étape avant de venir se projeter sur les différents sous-écrans qui composent le mur d’image. Afin de
conserver une animation temporellement cohérente sur de multiples dispositifs d’affichage, il est nécessaire de
synchroniser l’échange du tampon de fragment à l’aide d’une barrière de synchronisation swap-lock. Le système
distribué attend que le dernier des serveurs de rendu ait généré son sous-écran. Une fois que les serveurs de rendu
ont tous terminé leurs tâches respectives, la barrière est levée. Les tampons sont alors envoyés au mur de rendu
pour être affichés.
Cette barrière peut être implantée de manière logicielle ou matérielle. Afin de minimiser l’impact en bande pas-
sante, cette gestion s’effectue de manière événementielle : ce sont alors les serveurs de rendu qui notifient le serveur
de synchronisation (interruption), et non le serveur de synchronisation qui interroge les serveurs de rendu (interro-
gation). Cette barrière peut être réalisée par logiciel, au sein d’un système de rendu distribué [VBRR02] ou à l’aide
d’un module dédié [BHPB03, BO04]. Toutefois, ces solutions n’offrent pas un mécanisme de synchronisation pré-
cis à la fréquence de rafraîchissement de l’image près, car elles travaillent en amont des serveurs d’affichage.
Pour obtenir une synchronisation plus fine, il est nécessaire de prendre en compte le balayage de l’écran et donc
de se connecter avec les dispositifs d’affichage (écran ou carte graphique). Ainsi, les cartes graphiques profession-
nelles offrent un dispositif de synchronisation par réseau (NVidia Quadro G-Sync). Une solution moins onéreuse
comme SoftGenLock consiste en un moniteur matériel sous un micro noyau Linux temps réel. Ce module permet
de commander le basculement des tampons à travers le port parallèle du PC [AGL+02, KU03].
1.7 Conclusion
La parallélisation de la rastérisation doit être réalisée avec soin, de manière à minimiser l’impact de la distri-
bution, concernant tout autant la performance que la généricité. Cette dernière est importante, car elle permet de
faciliter l’évolution d’un système de rendu parallèle, tant matérielle que logicielle.
Distribuer la rastérisation à des étages très tardifs permet d’obtenir des solutions transparentes au niveau du dé-
ploiement, mais limitées à des rendus d’une qualité relativement sommaire. Améliorer la qualité du rendu à l’aide
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d’algorithmes multipasses ne peut alors s’effectuer qu’à travers une distribution par objet. Cela induit alors des
déséquilibrages de charge qu’il faut limiter par une redistribution dynamique des processus.
Lorsque cette distribution est précoce, la géométrie doit être synchronisée sur les différents serveurs de données.
L’efficacité de la distribution est alors tributaire du mécanisme de synchronisation des données. Il faut trouver un
compromis entre les performances et la généricité de la distribution. Existe-t-il des solutions permettant d’obtenir
des performances acceptables avec un rendu de qualité, tout en étant assez génériques pour faciliter les évolutions




FIG. 2.1: Plateforme PREVI II ; Mur d’écran 3.6x1.8m avec 6 projecteurs pour une résolution totale de 3560x1780
2.1 Introduction
Les solutions existantes de rendu distribué sont focalisées sur des environnements de réalité virtuelle. Ces in-
tergiciels répondent alors à des besoins bien précis, en favorisant l’interopérabilité entre différents périphériques
d’entrées/sorties et un déploiement rapide d’un système de rendu distribué. Ces rendus restent sommaires avec des
matériaux simples. La plupart de ces architectures étant conçues avant l’arrivée des cartes graphiques permettant
d’obtenir des rendus multipasses de plus grande qualité ; faire évoluer ces solutions devient alors difficile.
Des solutions plus récentes sont apparues, mais elles ont privilégié les performances au détriment de la généric-
ité de la distribution. Cette généricité est toutefois nécessaire afin de faire évoluer un système de rendu distribué.
Cette constatation nous a conduits à développer HiD2RA (High Definition Distributed Rendering Architecture),
une bibliothèque pour un rendu distribué sur une grappe de PC. Cette solution tente d’assurer un haut degré de
généricité tout en restant performante.
Notre contribution, appelée métagraphe de scène, propose :
– un découplage élevé entre les codes de rendu et de distribution
– une interface de programmation simple et exhaustive pour des graphes de scène existants
Une des motivations du projet est de produire des rendus de qualité à haute définition. Cette qualité nécessite des
méthodes de rendu multipasse sur des tampons de fragments (partie précédente). Nous avons vu qu’une distribu-
tion par objets constitue alors la meilleure option pour distribuer des opérations de rendu par pixel à des fréquences
d’affichage acceptables. Notre intergiciel repose donc sur une distribution par objets.
Or, nous avons aussi vu que cette distribution implique une synchronisation de données. Cette synchronisation
de données doit être aussi transparente que performante. Isoler la couche réseau de l’application cliente et des algo-
rithmes de rendu facilite l’évolution et la création de nouvelles applications. Ce découplage permet de développer
de manière indépendante chacune des tâches de distribution et de rendu. Une application qui fonctionnera sur une
grappe ou une station de travail pourra être développée avec une API unique, dans laquelle la tâche de distribution














































































FIG. 2.3: Architecture générale
noeuds spécialisés, trop liés au graphe de scène sous-jacent. Nous avons donc choisi une solution basée sur le
patron de conception de mandataire distant (remote proxy) [GHJV95], implanté à travers le métagraphe de scène.
2.2 Architecture
Notre architecture est découpée en deux entités, un frontal (Front End, FE) et un ou plusieurs serveurs de rendu
(Backend, BE) selon une architecture maître/esclave (figure 2.2). Le frontal distribue les ordres issus de l’applica-
tion cliente (AC), aux serveurs de rendu (section 2.2.1). Ces derniers sont responsables de la production de l’image
sur le mur d’affichage (section 2.2.2).
Le système s’articule autour du métagraphe de scène qui constitue alors l’interface entre le frontal et les serveurs
de rendus (figure 2.3). Ce dernier reçoit les ordres de l’application cliente et les transmet à travers le réseau aux
serveurs de rendu.
2.2.1 Frontal
Le frontal est la façade de HiD2RA, visible depuis l’application cliente (AC), en terme de patron de conception.
Contrairement aux systèmes d’encapsulation comme ClusterJuggler ou VRCO, la boucle de rendu reste impul-
sée par l’application cliente. Exposer cette boucle permet d’offrir une meilleure compréhension du système de
la part du programmeur. Cela évite aussi de lui imposer une boucle monolithique, qui nuirait au développement
d’algorithmes multipasses.
La boucle de rendu se décompose de manière classique en trois phases : mise à jour, rendu et barrière de syn-
chronisation sur les autres membres de la grappe. Le FE récupère les ordres de mise à jour depuis l’application
cliente à l’aide de la couche d’interface d’application. Ces ordres sont reçus par le BE qui met à jour les données
de la scène et initie le rendu. Enfin, l’AC attend à une barrière logicielle, levée par le FE. L’image finale, composée



















FIG. 2.4: Exemples de cas d’utilisations
Couche d’interface d’application
Virtualisation par le système distribué Notre intergiciel ne s’occupe que de la distribution du rendu en trois di-
mensions, il est donc nécessaire de fournir une virtualisation tant au niveau des entrées/sorties que du déploiement.
Dans notre contexte, la virtualisation consiste à présenter un système de rendu distribué comme une entité logique
unique, au comportement analogue à une station de travail.
Nous avons fourni un outil d’administration de la grappe permet de gérer le mur d’affichage. Le démarrage et
l’arrêt des différents matériels et la configuration de la structure du système distribué sont centralisés par un unique
panneau de configuration. Le déploiement sur différents matériels s’effectue sans recompilation de l’application.
Bureau distribué La virtualisation des entrées-sorties est effectuée à travers un bureau distribué, DMX. Un bu-
reau unique se présente ainsi devant l’utilisateur, les entrées étant récupérées depuis plusieurs périphériques et les
sorties étant distribuées vers plusieurs serveurs de rendus. Un bureau distribué améliore l’ergonomie d’un système
de rendu distribué. En effet, un système fenêtré est adapté à un contexte de travail collaboratif : les fenêtres af-
fichent plusieurs vues d’une même source d’information et peuvent être partagées entre plusieurs utilisateurs. Seuls
notre intergiciel et Chromium s’interfacent avec DMX afin d’offrir un rendu fenêtré distribué ; les autres solutions
ne permettent qu’un rendu plein écran.
DMX ne gère que des applications OpenGL 1.2 à travers un support partiel de GLX. En terme de patron de
conception, DMX est une façade et non pas une réelle implantation d’un serveur X Window [MDF03]. DMX ne
permet pas d’utiliser des applications OpenGL nécessitant des fonctionnalités avancées. Afin d’utiliser le bureau
distribué dans notre système, il est nécessaire de construire une interface entre DMX et les serveurs X localisés
sur chaque serveur de rendu. Nous désignons sous le terme de fenêtre de rendu fille, la fenêtre de rendu créée sur
le serveur X sous-jacent, qui expose toutes les fonctionnalités OpenGL. La fenêtre mère correspond à la fenêtre
créée par le serveur DMX, elle permet de récupérer les entrées clavier/souris et d’obtenir une fenêtre qui s’affiche
sur la totalité du mur d’écran. Cette fenêtre mère n’expose qu’un sous-ensemble des fonctions OpenGL. Notre
implantation reprend le système proposé par Chromium. Nous déduisons la position de chaque fenêtre fille d’après
les dimensions de la fenêtre mère. Chaque fenêtre fille est ensuite redimensionnée afin d’être affichée en surimpo-
sition sur la fenêtre mère DMX. Lors d’un redimensionnement de la fenêtre mère, les nouvelles dimensions sont
récupérées du serveur DMX et nous nous chargeons de transférer ces dimensions aux fenêtres fille.
Couche de distribution de données
Découpler le code de rendu du code de distribution permet d’améliorer la réutilisabilité d’une application de
rendu distribué. Ceci est réalisé à travers une couche de distribution, le métagraphe de scène, une implantation
générique d’une interface de mandataire distante appliquée à un graphe de scène. Son implantation est décrite dans
la section suivante. Ce découplage possède deux avantages : il est possible d’échanger l’interface de commande et
les moteurs de rendus.
D’une part, la séparation entre l’application client et le système de rendu permet d’envisager des systèmes
d’affichage distants. Le réseau étant le plus petit dénominateur commun entre deux systèmes hétérogènes, il est
possible de construire des interfaces de commandes distantes multiplateformes. L’envoi des ordres de rendu s’ef-
fectue en effet par un protocole basé sur des messages. Générer ces messages à la volée permet de commander
à distance HiD2RA, à l’aide de clients légers de type PDA ou mobile. Cette configuration est alors adaptée à un
travail collaboratif, le mur d’écran disposant de différentes modalités d’entrées.
D’autre part, l’interface standardisée de notre intergiciel permet aux différentes applications clientes de réutiliser

























FIG. 2.5: Spécification de la distribution de données ; Basée sur le patron de conception mandataire distant avec une
synchronisation à la demande
scène, basé sur le même moteur de rendu (figure 2.4).
2.2.2 Serveur de rendu
Afin d’augmenter la réutilisabilité d’une application développée avec HiD2RA, les algorithmes de rendu sont
reliés à cet intergiciel à travers une interface de greffons (plugin). L’interface de ces greffons est décrite dans
la section suivante. Après avoir isolé l’application cliente de la couche de distribution, le métagraphe permet de
détacher cette couche de la couche de rendu, implantée par les BE. Cela permet d’envisager deux cas d’utilisa-
tion. Premièrement, lors de l’exécution, l’application cliente peut alors bénéficier de différents modes de rendus.
Échanger les modules de rendu de manière dynamique permet de déployer notre intergiciel de manière adaptative
sur du matériel d’affichage hétérogène. Lorsque les serveurs de rendu ne possèdent pas de fonctionnalités de rendu
avancées, la qualité de l’affichage pourrait être réduite à la volée (figure 2.4).
2.3 Implantation
Cette sous-section décrit la distribution des données entre l’application cliente et le graphe de scène chargé du
rendu par le métagraphe de scène. Nous décrivons ainsi le processus qui diffuse les ordres issus de l’application
cliente vers les différents serveurs de rendu.
2.3.1 Frontal
Mandataire distant avec synchronisation à la demande
Le fonctionnement du métagraphe s’inspire de l’interface Java Remote Method Invocation : le métagraphe est
composé de plusieurs types de noeuds : noeud mandataire, noeud squelette et noeud d’implantation. Un noeud
mandataire est une interface permettant d’accéder aux propriétés des noeuds du graphe par des messages. Les
événements émis par l’application cliente sont récupérés par les noeuds mandataires du FE. Ces derniers se char-
gent de sérialiser ces actions sous forme de messages afin de les diffuser aux différents BE. Ces messages sont
alors reçus par des noeuds squelettes de chaque BE, qui invoquent à leur tour, les méthodes correspondantes aux
actions de l’application cliente, sur les noeuds d’implantation (figure 2.5).
Chaque noeud est décrit par un ensemble de propriétés, appelées métadonnées, des paires [clef, valeur] où la clef
est le nom de la propriété de noeud et la valeur, un conteneur de données de type scalaire ou vectoriel. Lors de la
sérialisation, ces propriétés sont sérialisées sous forme de messages pour être ensuite distribuées automatiquement
aux serveurs de rendus. Les messages sont par la suite traduits en ordre de rendu ou de modification de la scène.
Les méthodes de distribution sont donc bien isolées du système de rendu.
Le noeud mandataire permet d’obtenir un métagraphe de scène réflexif, ce qui améliore fortement le confort de
développement. En effet, ce n’est plus le graphe de scène, mais le métagraphe qui reçoit l’ordre de l’application
cliente. Le noeud mandataire peut alors déduire si cet ordre reçu est une commande de lecture ou d’écriture selon
la nature de l’accesseur appelé par l’application cliente. Cela permet alors de minimiser la charge du réseau.
Le métagraphe de scène en offrant le service de synchronisation de données, permet de construire une copie
locale des métadonnées. Les opérations de lecture restent locales au FE. La diffusion n’est alors seulement effec-




















































FIG. 2.6: Implantation de la distribution des données
du FE, les données sont diffusées et modifiées sur le BE. Une fois les modifications effectuées, le FE met à jour
son métagraphe correspondant.
Envoi des actions comme messages
Le métagraphe se charge de la diffusion des actions issues de l’application cliente. Cette diffusion est effectuée
en deux étapes, la traduction de l’action en message et l’envoi du message sur le réseau.
Traduction du message L’ordre issu de l’application correspond à une action effectuée sur un noeud mandataire
donné (étape 1 de la figure 2.6). Ce noeud se charge alors de traduire cet ordre en message (étape 2 de la figure
2.6). Ce message possède un type (ordre). Cela permet de différencier un message de modification du graphe de
scène, d’un message de synchronisation utilisé pour accorder les différents serveurs de rendu : mise à jour de la
scène, démarrage ou attente du rendu. Le message est complété par une structure contenant l’identifiant du noeud
du métagraphe de scène, le type de donnée véhiculé (scalaire, vecteur / entier, booléen, flottant...), le nom du champ
à modifier (matrice, paramètre de matériau...) ainsi que la nouvelle valeur du champ.
Structure du métagraphe de scène
Duplication de la structure Dans SceneGraph-As-Bus [ZHC+00], la correspondance entre le métagraphe de
scène et le graphe de scène n’est pas assurée. Le graphe neutre de SceneGraph-As-Bus n’a pas l’obligation de
refléter la structure du graphe sous-jacent et ne supporte qu’un ensemble limité de propriétés. Ceci complexifie
l’écriture de nouveaux algorithmes de rendu.
Au contraire, dans le métagraphe, la structure du graphe de scène sous-jacent est répliquée par le métagraphe.
Cette duplication est la plus complète possible, afin de couvrir une large étendue des méthodes du graphe de scène
de rendu. Le développement de l’application cliente est alors plus aisé puisque la structure du graphe est reflétée
pour l’application cliente et les serveurs de rendu. Cela permet d’écrire plus facilement de nouveaux algorithmes
de rendu. Ainsi, chaque noeud d’implantation du graphe BE correspond à un noeud mandataire FE ou squelette
BE du métagraphe.
Signature unique des noeuds Un noeud donné du graphe de scène sous-jacent est donc présent sous trois
formes (FE, squelette BE et implantation BE). Afin d’associer rapidement ces noeuds, ces derniers sont indexés
avec une signature commune. Calculer de manière interne cet identifiant par l’intergiciel, permet d’éviter une ges-
tion de cet identifiant par l’application cliente. En effet, dans ClusterJuggler [Ols02], la génération et la mise à
jour d’un identifiant unique incombent à l’application cliente. Cet identifiant étant corrélé à la configuration de la
grappe, lorsque cette dernière est modifiée, l’application doit être recompilée. Au contraire, dans notre intergiciel,
cet identifiant est calculé de manière dynamique à partir des positions des noeuds dans le graphe de scène. Ces
identifiants sont initialisés au chargement de la scène puis mis à jour lors d’un ajout ou d’un déplacement de noeud.
Cette signature possède néanmoins deux limitations. Premièrement, ce calcul reste valide si le graphe de scène
possède une structure d’arbre. Dans le cas d’un graphe direct acyclique, un système d’indirection permet d’éviter
de dupliquer les noeuds. Il est alors nécessaire de modifier le calcul d’une telle signature pour y ajouter cette notion
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d’indirection. Deuxièmement, gérer un identifiant unique par message, lié à la signature du noeud modifié, interdit
le traitement concurrentiel de deux ordres correspondants à un même noeud. Les ordres seront seulement traités de
manière séquentielle. Ce n’est pas problématique dans le cas d’ordres impulsés par un utilisateur à travers une in-
terface homme-machine. Toutefois la montée en charge du système pourrait s’en trouver limitée lorsqu’un nombre
élevé d’utilisateurs est présent.
Diffusion du message
Multidiffusion par UDP Les messages sont convoyés à l’aide d’une bibliothèque de passage de messages
dont l’interface de programmation s’inspire fortement de la bibliothèque Java Message Service. Toutefois, l’im-
plantation diffère pour des raisons de simplicité. La consommation de messages est implantée à l’aide d’un ob-
servateur (listener) notifié dès qu’un message arrive. Afin d’éviter une latence due aux contrôles effectués par un
canal de transmission TCP, ce dernier est remplacé par un canal UDP. Ce choix est motivé par le réseau sous-
jacent d’une grappe de rendu. Ce réseau reste local, donc peu sujet à des pertes. De plus, compte tenu du caractère
unidirectionnel des transmissions (FE vers BEs), le risque de collisions de trames est minimisé.
Gestion de la fiabilité Contrairement à TCP qui gère la fiabilité de la transmission, UDP ne gère que la valid-
ité de l’information (lorsqu’elle arrive), à travers une somme de contrôle. C’est pourquoi le canal UDP est réservé
à des informations de faible criticité, comme les ordres provenant de la souris. Lorsque cet ordre, d’une fréquence
de renouvellement relativement faible se perd, l’utilisateur a tout le loisir d’en régénérer un nouveau. Au contraire,
pour des données à forte sémantique, comme la couleur des matériaux, il est nécessaire d’ajouter un contrôle
de transmission à ce canal UDP. Dans les deux cas, il est nécessaire d’ajouter un contrôle de l’ordonnancement,
afin d’assurer la cohérence temporelle des modifications. Cet ordonnancement est réalisé à travers un horodateur
interne à la bibliothèque.
2.3.2 Serveur de rendu
Une fois l’action issue de l’application cliente, traduite sous forme de messages par les noeuds mandataires, les
noeuds squelettes retranscrivent ces messages sous forme d’actions affectées aux noeuds d’implantation. Le noeud
squelette désérialise le message en action (étape 3 de la figure 2.6). Ce dernier envoie alors l’ordre de modification
au noeud d’implantation. Notre intergiciel propose de construire un greffon de rendu selon deux cas d’utilisations
envisagés : 1/ lorsque l’application cliente consiste en une navigation en temps réel dans une scène, à la manière de
ClusterJuggler ; 2/ l’application nécessite une distribution avec une granularité plus fine, pour effectuer un nombre
plus important d’interactions avec la scène. Ces deux interfaces permettent alors de créer des serveurs modulaires.
Leur implantation est détaillée dans la sous-section 2.4.3.
Nous venons d’exposer l’implantation du métagraphe de scène, la section suivante contient une série d’études
et de tests comparatifs qui valident nos choix de conception.
2.4 Résultats
Les apports théoriques de notre intergiciel sont validés par une étude comparative de l’architecture (sous-section
2.4.1) de divers intergiciels de distribution, de tests de performance et d’extensibilité. Les tests de performance
(sous-section 2.4.2) mettent en jeu une série de quatre scènes avec une complexité géométrique de plus en plus
élevée (figure 2.7). Ces tests sont composés d’une étude de montée en charge en résolution et en trafic réseau
complétée par une comparaison préalable entre OpenSG et ClusterJuggler [SWNH03]. Nous avons vu que la syn-
chronisation des données devait trouver un compromis entre la performance et la généricité de la distribution.
Nous étudions alors l’impact de la généricité des diverses propositions existantes sur l’évolutivité globale du sys-
tème distribué (sous-section 2.4.3). Cette évolutivité correspond à la capacité du système distribué à évoluer : lors
d’un ajout d’une fonctionnalité, faut-il ainsi modifier beaucoup de code en cascade ? Cette étude s’effectue à l’aide
de nos nombreuses expériences de développement avec OpenSG, Chromium et HiD2RA.
Notre plateforme de tests est une grappe formée par une machine frontale et 6 serveurs de rendu, dans lesquels
2 Opteron 270 AMD64 bicoeurs cadencés à 2Ghz commandent des cartes graphiques NVidia Quadro 4500 (équiv-
alent à des GeForce 7) associées à des cartes de synchronisation G-sync. Elles sont reliées à 6 projecteurs DLP
F1+ avec une résolution 1400x1050. Un recouvrement de 320 pixels permet d’obtenir une transition douce entre
les sous-surfaces d’affichage et rapporte la résolution à 3560x1780. La taille d’un pixel sur le mur d’affichage est
alors d’un millimètre pour une surface totale de 3.6x1.8m (figure 2.1).
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FIG. 2.7: Scènes de test ; resp. de gauche à droite et de haut en bas, 200k, 600k, 1M et 1M de polygones
Chromium OpenSG ClusterJuggler SG-As-Bus HiD2RA
duplication x x x
répartition x x
pair-à-pair x x
client/serveur x x x
TAB. 2.1: Choix architecturaux de diverses implantations
2.4.1 Comparaisons architecturales
L’analyse de l’architecture de divers intergiciels de rendu distribué comme Chromium, OpenSG, ClusterJuggler,
SceneGraph-As-Bus et HiD2RA (tableau 2.1) permet de définir une série de critères pour déterminer quelle est la
meilleure configuration pour un rendu temps réel en haute définition sur des scènes massives.
Duplication contre répartition de la scène
La scène peut être dupliquée ou répartie sur les serveurs de données selon la capacité de la mémoire disponible.
Une duplication des données n’est possible que lorsque chaque exécutant possède une capacité suffisante pour con-
tenir la scène dans son intégralité. Notons que dans notre configuration, la condition discriminatoire en faveur d’un
chargement progressif n’est pas remplie : le matériel en jeu est supposé posséder une capacité mémoire suffisante
pour contenir toute la scène.
La duplication des données de la scène engendre un coût mémoire important, mais la diffusion des modifications
des données s’effectue de manière uniforme sur chaque serveur de données. La synchronisation des données est
alors limitée aux seules mises à jour des données émises depuis un serveur central. La duplication d’une scène est
ainsi un mécanisme efficace tant que la quantité de mémoire est suffisante.
Cette duplication de données peut cependant engendrer des déséquilibres de charges au niveau des serveurs de
rendu. Nous avons vu dans le chapitre précédent que cet équilibrage de charge n’était intéressant que dans le cas
d’un nombre important de serveurs de rendu. Les études précédentes ont été réalisées pour des scènes statiques.
Quand est-il pour des mouvements brusques de caméra ou des scènes dynamiques ?
Initialisation de la scène Ce test étudie le comportement de différents intergiciels lors de la phase de chargement
des scènes composées d’un nombre croissant de polygones.
Il y a deux manières d’initialiser une scène, par duplication ou répartition. La répartition permet de construire
un chargement partiel de la scène, afin de charger des scènes très massives, lorsque la mémoire des BE ne peut pas
contenir une scène dans son intégralité.
OpenSG et Chromium implantent un chargement progressif de la scène. OpenSG a été capable de charger un
modèle contenant 900k polygones avec des temps d’initialisation très faibles, de l’ordre de la minute [SWNH03].
Chromium n’a pas réussi à charger une telle scène.
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Chromium OpenSG ClusterJuggler HiD2RA
chargement progressif oui oui non non
temps (minutes) - <1 10 2
TAB. 2.2: Temps de chargement de scène de 1 million de polygones
Chromium OpenSG ClusterJuggler/HiD2RA
chargement progressif oui oui non
scène statique - 85 % 82 %
déplacement de caméra - 85 % 82 %
scène dynamique - 31% 75 %
TAB. 2.3: Efficacité du parallélisme ; Chromium n’a pas réussi à charger la scène ; OpenSG : données issues de l’étude
[SWNH03]
ClusterJuggler et HiD2RA n’implantent pas un tel chargement réparti, mais préfèrent dupliquer la scène. La
scène est alors chargée complètement. Au démarrage de l’application, ClusterJuggler diffuse la scène sur ses
serveurs de rendu. Il a fallu 10 minutes à ClusterJuggler en version 1.0 pour charger le même modèle [SWNH03].
Lors de nos tests, nous avons utilisé une version plus récente (2.0) qui introduit une durée maximale de charge-
ment. La scène n’a alors pas pu être chargée à cause d’un délai imparti trop court. Contrairement à ClusterJuggler,
HiD2RA dupliquée préalablement la scène sur les serveurs de rendu, ce qui réduit le temps de démarrage de
l’application (tableau 2.2).
Scène statique Sur des scènes statiques avec une caméra fixe, OpenSG peut offrir de meilleurs temps d’exécution
que des solutions basées sur une duplication de scène. Le comportement de ce graphe de scène étant, par défaut,
un chargement progressif, l’ensemble potentiellement visible est recalculé à chaque changement de la caméra. De
plus, OpenSG réalise un équilibrage de charge lorsque la disparité de charge entre différents BE est trop grande.
Les noeuds OpenSG se séparent en sous-noeuds de manière dynamique. Afin de ne mesurer que la capacité de
distribution CPU du système, nous construisons la configuration suivante. Le système est composé d’un cluster de
4 machines. Le graphe de scène est composé d’un unique noeud dans lequel est stocké un modèle géométrique
moyennement complexe.
En terme de parallélisme, l’efficacité de ClusterJuggler et OpenSG est très proche : 85% [SWNH03]. Par rapport
à OpenSG, la différence en images par seconde est de -3% [SWNH03] (tableau 2.3). Pour des scènes statiques,
OpenSG n’offre donc réellement un gain par rapport à ClusterJuggler (et par conséquent HiD2RA) que pour un
nombre plus important de BE. Les résultats sont mesurés pour une scène et une caméra fixe. Quel est le comporte-
ment d’une distribution répartie lorsque la caméra change de position ?
Déplacement de la caméra Nous venons de voir que l’équilibrage des charges permet d’accélérer le charge-
ment et d’améliorer la montée en charge d’une scène. Toutefois, lorsque la caméra change de position, l’ensemble
potentiellement visible (PVS) doit être recalculé. Un nombre potentiellement important de données géométriques
va alors migrer sur le réseau. Lorsque la position de la caméra est modifiée, les gains apportés par un chargement
progressif de la scène handicapent alors les performances du système distribué.
OpenSG ne souffre pas à première vue, de la mise à jour du PVS. Les performances restent identiques, avec
une efficacité de 85% [SWNH03]. La migration d’OpenSG s’avère plus efficace que Chromium. En effet, OpenSG
étant un graphe de scène distribué, il possède une connaissance à haut niveau de la scène avec laquelle il pourra
limiter le transit de la géométrie sur le réseau.
Au contraire, Chromium adopte une approche ascendante : la liste des primitives distribuée est hiérarchisée
selon un graphe de scène construit de manière dynamique. Sur des scènes complexes, ce système montre ses lim-
itations. Lors de mouvement trop brusque de caméra, certains polygones ne migrent pas à la même vitesse vers
leurs sous-écrans respectifs. Ils peuvent même disparaître de l’affichage. Cette disparition pourrait être expliquée
par une saturation du système de distribution. Les mouvements brusques de caméra augmentent la fréquence de
diffusion de la géométrie. Le graphe de scène doit être reconstruit plus souvent. Les heuristiques de construction
échouent alors, les migrations de la géométrie devenant incohérentes.
Pour des intergiciels implantant une duplication, un changement de position de caméra se réduit à la diffusion
de la position de la caméra sur le réseau (mesures de consommation de bande passante réseau 2.4.2). Les tests
de [SWNH03] montrent que les performances de ClusterJuggler et OpenSG continuent d’être équivalentes. Si un
chargement progressif permet d’améliorer les performances d’un rendu distribué d’une scène statique, la situation
est différente pour une scène dynamique.
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2.4. Résultats
Scène animée Pour une scène animée, il est nécessaire d’établir des hypothèses sur le type d’animation envis-
agé, cette dernière pouvant être déterministe ou non. Dans le premier cas, une déformation précalculée ne nécessite
qu’un envoi de message de synchronisation entre les BE, ces derniers jouant alors l’animation de manière locale.
Dans le second cas, lorsque l’animation est impulsée par un moteur physique, cela nécessite plus de bande pas-
sante. Afin de conserver des animations cohérentes, le système de rendu doit centraliser le calcul de l’animation.
Or, la mise à jour de la scène depuis ce module d’animation centralisé occasionne un trafic réseau plus important.
Comme pour le changement de la caméra, les changements de la scène induisent alors un nouveau calcul des
métriques d’équilibrage de charge. Le surcroît de messages de synchronisation généré conduit alors à une baisse
sensible des performances. Ainsi pour une scène dynamique où des noeuds sont mis à jour fréquemment, Cluster-
Juggler exécute de manière indépendante l’animation alors qu’OpenSG réserve du temps pour la mise à jour du
PVS. Par rapport à OpenSG, la différence en images par seconde est de 44% [SWNH03].
Conclusion Pour une scène statique, le chargement progressif de la scène permet de réaliser un équilibrage de la
scène efficace sur une grappe comportant un nombre important de serveurs. Cependant, pour une scène dynamique,
le coût supplémentaire induit par cet équilibrage limite les performances d’un système de rendu distribué. A défaut
d’améliorer les performances, une duplication de la scène permet de conserver une grande efficacité de distribution,
quelles que soient la nature de la scène ou les conditions de manipulation. HiD2RA et ClusterJuggler offrent alors
des performances invariantes alors que celles d’OpenSG peuvent fortement fluctuer selon le caractère dynamique
de la scène.
Architecture client/serveur contre architecture pair-à-pair
Les réseaux pair-à-pair sont fréquemment utilisés pour partager des fichiers de manière efficace (Gnutella ou
BitTorrent) ou pour la diffusion de flux audio (PeerCast) ou vidéo (Miro). Ces architectures pair-à-pair sont mises
en avant sur Internet, car elles possèdent des avantages indéniables sur une structure client/serveur centralisée.
Premièrement, chaque agent étant à la fois un client et un serveur, la bande passante est répartie équitablement
sur le réseau. Le rôle du serveur se réduit alors à la synchronisation des agents. Le deuxième avantage est lié au
déploiement simplifié : afin de profiter du réseau pair-à-pair, chaque agent installe une application unique, qui joue
le rôle de client et serveur. Un tel système est-il applicable à un système de rendu distribué ?
Goulot d’étranglement Un système pair-à-pair supprimerait le goulot d’étranglement formé par la congestion
autour d’un serveur unique. En pratique, l’utilisateur ne modifie la scène qu’à une fréquence limitée : les ordres
de mise à jour ne saturent pas a priori le serveur. L’étude suivante sur les modalités de récupération et de diffusion
de ces ordres de modification va permettre de préciser les performances au sujet de la consommation de bande
passante réseau.
Lors de l’initialisation, une structure pair-à-pair ne favorise pas un démarrage rapide de l’ensemble, l’ensemble
des pairs devant se synchroniser. Au contraire, l’architecture client/serveur de notre intergiciel permet d’obtenir
un démarrage plus rapide, la barrière étant centralisée depuis le FE (2.4.1). Pour une grappe comportant n agents,
ClusterJuggler envoie n(n−1) messages alors qu’HiD2RA n’envoie que n messages.
La situation est identique lorsque la position de la caméra est modifiée. ClusterJuggler ou SceneGraph-As-
Bus n’utilisant pas de bureau distribué, ils se chargent alors de récupérer les ordres depuis chaque BE. C’est au
développeur de diffuser ou non ces données sur le réseau. A cause du maillage pair-à-pair, il faudra alors faire
transiter n(n−1) messages afin de synchroniser les différents acteurs. Au contraire, notre intergiciel laisse au bu-
reau distribué DMX, le soin de récupérer les différentes entrées. DMX adopte lui une architecture client/serveur :
au plus, n messages transitent. Après être centralisés par DMX, ces messages sont diffusés par notre intergiciel
depuis le FE vers le BE : seul n messages sont alors diffusés. Au total, ce sont donc 2n messages qui circulent sur
le réseau. Lorsque seule la position de la caméra est modifiée, HiD2RA n’utilise que 266 octets par image pour les
ordres de rendu et la position de la caméra (13 champs de 13 octets). Le nombre de messages de synchronisation
dans un système pair-à-pair reste donc supérieur.
L’apport d’une structure décentralisée reste toutefois valide à long terme pour un nombre élevé de machines :
dans ce cas, une architecture client/serveur induit une saturation du serveur centralisé. Dans le cas contraire, pour
une grappe avec un nombre limité de machines, le surcroît de messages occasionné par une architecture pair-à-
pair n’est pas contrebalancé, comme nous le verrons à travers une série de mesures de performances (sous-section
2.4.2).
Impact sur le développement de l’application cliente Une architecture pair-à-pair permet de faciliter le dé-
ploiement, car les pairs peuvent être tour à tour des FE ou des BE. Cependant, confondre les rôles des pairs rend
le développement de l’application cliente beaucoup plus complexe. Sachant qu’un pair est à la fois client/serveur,
comment le conteneur de données doit-il traiter la donnée à synchroniser ? Comment traiter la donnée lorsque le
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nb triangles local HiD2RA ClusterJuggler Chromium
dragon 200k 400 350 330 250
Fiat500 600k 340 320 300 220
Megane 1M 140 130 - -
Scene 1M 160 150 150 -
TAB. 2.4: Coût de la distribution et complexité géométrique pour rendu simple ; Les fréquences d’affichage sont données en
images par secondes.
Chromium ClusterJuggler HiD2RA
Distribution objet/primitive objet objet
Architecture client/serveur pair à pair client/server
Fiat 500 (6 écrans) 64 % 88 % 92 %
TAB. 2.5: Classe d’efficacité pour rendu simple ; Base 100 : fréquence d’affichage pour une application cliente locale
pair est un FE ou lorsqu’il est un BE ? Doit-il émettre ou recevoir la donnée à synchroniser ? Afin de lever cette am-
biguïté, l’application cliente doit définir de manière explicite le rôle du pair lors d’une distribution. L’application
cliente doit alors décrire de manière explicite le traitement à effectuer lorsque la machine est considérée comme
un émetteur ou un récepteur de donnée. Ce travail doit être réalisé pour chaque conteneur de donnée.
Dans un système client/serveur comme HiD2RA, les agents du système ont un rôle (FE/BE) clairement défini.
Une étude comparative sur l’extensibilité entre notre intergiciel et ClusterJuggler est détaillée dans le paragraphe
2.4.3.
Conclusion Choisir une architecture pair-à-pair par rapport à une architecture client/serveur n’est réellement
intéressant que pour une grappe comportant un nombre élevé de machines. Sur une grappe de taille réduite, la
surcharge entraînée par le maillage dense lié à cette architecture décentralisée limite les performances. De plus, un
système pair-à-pair rend complexe le développement d’applications clientes.
2.4.2 Tests de performance
Nous venons de voir que les choix d’architecture peuvent fortement influencer les performances de rendu dis-
tribué. Les tests de performance suivants vont confirmer les conclusions précédentes. Nous comparons alors notre
intergiciel avec des solutions de distribution par objets comme ClusterJuggler ou OpenSG, mais aussi des solutions
hybrides objets/primitives comme Chromium. Nous mesurons l’efficacité de la distribution, la montée en charge
selon la résolution et les performances pour un rendu multipasse.
Efficacité de la distribution selon la complexité géométrique
Nous étudions le comportement de divers intergiciels pour des scènes à des niveaux de complexité croissante
d’un point de vue géométrique. Nous faisons varier cette complexité en choisissant des scènes dont les objets sont
répartis de manière hétérogène dans l’espace (voitures Fiat500 et Megane). Cette hétérogénéité peut alors mettre
en difficulté des systèmes de distribution comme Chromium ou OpenSG. En effet, ces systèmes implantent un
équilibrage de charge construit sur des heuristiques de répartition spatiale homogène de la scène.
Nous comparons les performances d’HiD2RA, ClusterJuggler et Chromium. Les scènes n’étant pas disponibles
sous un format lisible par OpenSG, les tests n’ont pas été réalisés. Toutefois une étude préalable [SWNH03] montre
que ce dernier possède des performances équivalentes à ClusterJuggler dans le contexte du test (scène relativement
complexe avec matériaux basiques). Une exécution sera dite locale lorsqu’elle se déroule sur un poste de travail
sans aucun transport de données sur le réseau.
Résultats Le tableau 2.4 présente la fréquence d’affichage de scènes avec un modèle de matériau de Blinn-Phong
avec une interpolation de Gouraud pour résolution maximale disponible 3560x1780, soit 3x2 écrans. Le modèle
d’éclairage a été volontairement choisi de manière à éviter de désavantager Chromium, ce dernier n’exposant pas
toutes les fonctionnalités OpenGL. Le test de la montée en charge pour des matériaux multipasses sera effectué
dans la section suivante.
Les données manquantes du tableau correspondent à des scènes que ClusterJuggler ou Chromium n’ont pas
réussi à charger. Les causes de ce problème lié au chargement sont décrites dans la sous-section 2.4.1.
Classe d’efficacité et granularité de la distribution Le tableau 2.5 permet de distinguer deux classes d’effi-
cacité : la première regroupe des intergiciels basés sur une distribution par objets, HiD2RA/ClusterJuggler et la




Distribution objet/primitive objet objet
Architecture client/serveur pair à pair client/server
Perte d’efficacité (2 écran) 49 % 7% 3 %
Perte d’efficacité (4 écran) 18 % 7% 3 %
Perte d’efficacité (6 écran) - 7% 3 %
TAB. 2.6: Efficacité relative et complexité de la scène pour rendu simple ; Base 100 : efficacité observée pour la Megane.
La perte d’efficacité entre une instance locale et HiD2RA est causée par la synchronisation logicielle de la
barrière, occasionnant une perte moyenne de 8%. La perte d’efficacité de ClusterJuggler, plus importante, reflète
l’impact de son architecture pair-à-pair sur le nombre de messages de synchronisation (2.4.1).
L’approche ascendante de Chromium conduit ce système à reconstruire un graphe de scène avec des heuristiques
basées sur des listes d’affichage. Le graphe de scène de la Fiat500 n’étant pas réparti de manière optimale dans
l’espace, le gain apporté par l’équilibrage de charge est alors fortement contrebalancé par la migration de données.
Cette migration est occasionnée par ce même équilibrage de charge lors de mouvements de caméra. Cela conduit
à faire chuter l’efficacité en parallélisme de Chromium.
Complexité de la scène Nous étudions ensuite l’efficacité en fonction de la complexité de la scène. Cette étude
est réalisée à l’aide de deux scènes ayant un nombre équivalent de polygones, mais une répartition spatiale inégale
(figure 2.7). Si la Megane possède une distribution spatiale relativement compacte, le paysage possède une répar-
tition hétérogène. Dans le graphe 2.8, cette hétérogénéité a un impact pour Chromium. Cette différence traduit la
forte dépendance des performances de Chromium vis-à-vis de la complexité de la scène. Cette dépendance est liée
à l’approche ascendante de Chromium.
Etudions l’équilibrage de charge proposé par Chromium. Pour un mur composé de deux écrans, la différence
d’efficacité est très grande pour Chromium (tableau 2.6). Ainsi, pour 4 écrans, l’écart de performance entre les
deux scènes s’est réduit, la charge étant répartie sur un nombre d’écrans plus important. Toutefois, pour les scènes
complexes que nous mettons en jeu, cet équilibrage montre ses limites pour 6 écrans. Les performances absolues
des deux scènes sont très faibles : la fréquence d’affichage est supérieure à une image par seconde.
Les performances de ClusterJuggler et HiD2RA ne fluctuent pas en fonction de la complexité de la scène. En
effet, ces deux solutions sont des distributions par objets, d’une granularité plus grande que celle de Chromium.
La bande passante du réseau n’est pas saturée et le seul facteur limitant est la puissance des serveurs de rendus. La
différence entre ClusterJuggler et notre intergiciel est liée à l’architecture pair-à-pair, que nous avons exposée dans
le paragraphe précédent.
Conclusion Nous venons d’étudier le comportement de système distribué pour des scènes complexes. Pour un
affichage à haute résolution avec des matériaux simples, une distribution par primitives ne réussit pas à charger
de telles scènes. Au contraire, une distribution par objets maintient une efficacité de distribution élevée. Dans la
section suivante, nous étudions la montée en charge en fonction de la résolution d’affichage.
Montée en charge selon la résolution
La montée en charge est étudiée en distribuant le rendu sur 1,2,3,4 puis 6 écrans : la résolution varie alors de
1400x1050 à 3560x1780 pixels. Comme pour l’étude précédente, deux classes se dégagent selon la granularité de
distribution.
La montée en charge d’une distribution par primitives est en théorie meilleure que celle par objets : la taille
des entités en jeu (primitives contre maillages) réduisant alors le facteur de recouvrement (chapitre précédent).
Pourtant, la complexité de la scène la met en défaut : la fréquence d’affichage de Chromium diminue linéairement
en fonction du nombre d’écrans (figure 2.8). Le temps consacré à diffuser les primitives sur le réseau afin de re-
construire le graphe de scène tend alors à amortir ce gain de montée en charge. Ce travail étant réalisé pour chaque
écran, nous assistons alors à un effondrement des performances à chaque augmentation de la résolution.
Au contraire, HiD2RA et ClusterJuggler conservent une efficacité constante pour toutes les résolutions ob-
servées. En effet, ces intergiciels limitent la distribution à des ordres de mise à jour de la scène. Ces deux graphes
n’effectuant pas d’équilibrage de charge lors de déplacement de caméra, une augmentation de la résolution n’influe
pas sur les performances, pour un nombre limité de serveurs de rendu. Notons que pour un nombre plus impor-
tant d’écrans (16), ces pertes d’efficacité ne pourront pas rester constantes. Un nombre plus important d’écrans
nécessite alors d’implanter un système d’équilibrage de charge [SFLS00].
Conclusion La montée en charge d’une distribution par primitives n’est vraiment intéressante que pour une























Display surface (number of screens)
HiD2RA,Megane
      scenery
ClusterJug,Megane
          scenery
Chromium,Megane
        scenery
FIG. 2.8: Efficacité et résolution de l’affichage en rendu simple
nb triangles local HiD2RA ClusterJuggler Chromium
dragon 200k 180 170 154 7
Fiat500 600k 120 100 90 7
Megane 1M 53 40 - -
Scene 1M 64 60 60 -
TAB. 2.7: Coût de la distribution et complexité géométrique en rendu avec carte d’ombre ; Les fréquences d’affichage sont
données en images par secondes.
Chromium ClusterJuggler HiD2RA
Distribution objet/primitive objet objet
Fiat 500 (6 écrans) 3 % 75 % 83 %
TAB. 2.8: Efficacité relative en rendu avec carte d’ombre ; Base 100 : fréquence d’affichage pour une application cliente locale
nombre limité de machines ou une scène complexe, la distribution par objets permet de conserver une fréquence
d’affichage élevée indépendante de la résolution.
Performance en rendu multipasse
Nous étudions ici le comportement des différents intergiciels vis-à-vis d’un rendu multipasse. Pour cela, les
scènes de référence sont ombrées avec la technique de la carte d’ombre. Ajouter l’ombre constitue une première
étape pour améliorer la qualité d’un rendu. Bien qu’ancienne [Woo92], cette méthode n’est pas appliquée sur les
intergiciels de distribution existants. Nous implantons cette méthode relativement simple dans différents systèmes
de distribution et nous observons leur comportement.
Résultats Le tableau 2.7 présente la fréquence d’affichage de scènes ombrées pour une résolution maximale
disponible 3560x1780, soit 3x2 écrans. Examinons les valeurs pour des exécutions locales. Par rapport aux chiffres
précédents (tableau 2.4), les performances observées peuvent chuter de près de 30%. Ces tests ont été développés
sous une ancienne version (0.9.7) d’OpenSceneGraph qui n’utilise que des fonctions de rendu vers une texture
OpenGL 1.1 glCopyTexSubImage2D, sans des extensions OpenGL comme les pixel buffers ou les frame buffer
objects. Cette instruction possède le mérite d’être implantée par toutes les anciennes cartes graphiques ainsi que
Chromium, ce dernier ne proposant qu’un support limité des extensions citées. Cette méthode offre cependant
des performances très en deçà de l’extension frame buffer objects OpenGL. La carte graphique joue alors un rôle
prépondérant en limitant la fréquence maximale (qui passe pour la scène de 1M de polygones de 160 à 64 images
par secondes). Contrairement à la situation précédente, les performances de l’application ne sont plus limitées
seulement par le réseau, mais aussi par la carte graphique. Calculer un taux d’efficacité va toutefois nous permettre
de faire abstraction de la limitation des performances de la carte graphique.
Pour un rendu avec une carte d’ombre, les solutions de distributions par objets HiD2RA et ClusterJuggler présen-
tent des efficacités respectives du même ordre de grandeur que celle du paragraphe 2.4.2, de 83 à 75% (tableau
2.8). La situation est différente pour Chromium qui présente une efficacité très faible de 3%. Nous expliquons cette























Display surface (number of screens)
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FIG. 2.10: Implantation d’un rendu multipasse sur une grappe de rendu
Rendu vers une texture distribué
La technique de la carte d’ombre nécessite d’effectuer un rendu vers une texture. Étudions l’implantation d’un
rendu vers une texture dans trois cas différents : 1/ un contexte local ; 2/ un rendu à travers un système de distribu-
tion primitive/objet (Chromium) ; 3/un rendu par un système de distribution par objet (HiD2RA/ClusterJuggler).
Les fonctionnements de ces trois cas sont résumés dans la figure (figure 2.10)
Contexte local Dans un contexte local, un rendu vers une texture correspond à la recopie d’un tampon de frag-
ment correspondant à l’écran (figure 2.10 gauche). Cette recopie s’effectue à travers le bus mémoire interne de
la carte graphique. Le débit théorique requis pour transférer les pixels d’une carte d’ombre d’une résolution de
1024x1024 pixels d’une profondeur de 24bits est de 3Mo par image. Pour un rendu à 30 images par secondes,
un débit de 90Mo/s est nécessaire. Ce débit est insignifiant vis-à-vis d’un bus interne. Comment se comporte un
système distribué construit sur un réseau Ethernet ?
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Chromium OpenSG ClusterJuggler SG-As-Bus HiD2RA
transparence totale x
conteneur distribué x x
mandataire distant x x
TAB. 2.9: Choix architecturaux de diverses implantations
Distribution par objet/primitive Rappelons que Chromium est une distribution par primitives qui surcharge la
librairie OpenGL. C’est d’ailleurs un des points forts de Chromium, l’application cliente est distribuée de manière
transparente. Cette surcharge entraîne cependant quelques difficultés lorsque nous voulons effectuer un rendu vers
une texture.
Dans notre cas, l’application qui génère les scènes ombrées en OpenGL ne doit pas avoir conscience qu’elle
fonctionne sous Chromium. L’instruction glCopyTexSubImage2D implantée par Chromium doit alors présenter un
comportement identique à sa spécification OpenGL, quel que soit le contexte (station de travail locale ou sur un
mur d’écran). La spécification indique que cette instruction copie le contenu du tampon de lecture (l’écran) dans
un sous-rectangle de la texture donnée. L’application cliente s’attend alors à obtenir un tampon de fragment issu
de la capture de l’écran qui correspond à la totalité de l’écran.
Dans un contexte distribué, Chromium doit reconstituer de manière logicielle le tampon issu de la capture des
sous-écrans (figure 2.10 centre). Chaque serveur de rendu crée une cellule, un sous-tampon de fragment. Afin de
former la mosaïque correspondant à la totalité de la scène, les cellules sont assemblées par Chromium pour être
finalement renvoyées vers les serveurs de rendu. Au fur et à mesure de l’augmentation de la résolution du rendu,
l’assemblage de la mosaïque induit alors un coût en bande passante de plus en plus important (graphe 2.9). Le
débit réseau augmente linéairement pour Chromium, ce qui se traduit alors par une baisse importante des perfor-
mances (graphe 2.9). Ce transport incessant de ce tampon de fragments sur le réseau entraîne alors une fréquence
d’affichage de 7 images par secondes, soit une efficacité de 3,88%.
Distribution par objet HiD2RA et ClusterJuggler sont des distributions par objet. Seuls les ordres de rendu vers
une texture sont distribués. Le rendu vers une texture est exécuté de manière locale sur chaque serveur de rendu.
Contrairement à Chromium, il n’y a pas de ré-assemblage de la carte d’ombre. La carte est générée par chaque
serveur, donc pour n serveurs, la carte est calculée n fois au lieu d’être diffusée. Sur chaque serveur de rendu, le
temps consacré à la génération de la carte reste identique (figure 2.10 droite). Nous n’assistons donc ni à une chute,
ni à une amélioration des performances. Cela est confirmé par un débit réseau constant pour des distributions par
objets : l’efficacité reste constante quelle que soit la résolution d’affichage (graphe 2.9). Un calcul distribué de la
carte d’ombre reste discutable, car nous avons vu qu’il nécessite un coûteux assemblage des tampons de fragment.
Conclusion Seules des distributions par objet permettent d’obtenir un rendu distribué des algorithmes multi-
passes à des fréquences temps réel. Une distribution à une granularité plus fine entraîne un transport de fragments
qui consomme alors une grande partie de la bande passante du réseau.
2.4.3 Tests d’évolutivité
Les tests précédents ont montré que notre intergiciel propose des performances comparables aux meilleures so-
lutions existantes pour un rendu multipasse. L’autre raison d’être de cet intergiciel est de proposer une interface
de programmation qui facilite le développement d’une application distribuée. Dans cette sous-section, nous com-
parons alors différentes propositions d’interfaces de distribution. Nous étudions alors les limites d’une transparence
totale telle qu’elle est proposée par Chromium. De plus, nous mettons en lumière les difficultés de développement
liées à des structures non réflexives comme les conteneurs distribués, utilisés par OpenSG et ClusterJuggler. En-
fin, nous exposerons nos expériences de développement avec HiD2RA qui ont permis d’affiner son interface de
programmation.
Limites d’une transparence totale de la distribution
Les études suivantes tentent d’exposer les limitations imposées par une généricité implantée par des solutions
de distributions par primitives. Nous montrons qu’une transparence totale et forcée n’est pas toujours adaptée à un
rendu multipasse.
Implantation logicielle de la spécification OpenGL Lorsqu’il s’agit de déployer rapidement une application
dans un contexte distribué, la transparence de Chromium possède un avantage indéniable : il suffit de configurer la
structure du système distribué sous la forme de scripts écrits en Python et de lancer l’application. Nous avons ainsi
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FIG. 2.11: Simulation de conduite distribuée par Chromium ; Application réalisée par Anthony Laporterie. Seule la carrosserie
possède un matériau réfléchissant. La réflexion dans la cabine interne est causée par un défaut de Chromium. Une comparaison
avec un rendu distribué sous OSG (fig. 2.12) montre que la voiture sur l’écran de gauche et la portière droite ont disparu.
exécuté diverses applications telles que Quake III ou des exemples sous OpenSceneGraph sur notre mur d’écran
sans modifier une seule ligne de code.
Chromium ne fournit pas une surcharge complète des fonctionnalités OpenGL 2.0, liées au rendu vers une tex-
ture et aux étages programmables. La version de Chromium testée ne prend en charge que la spécification OpenGL
1.5. Une implantation logicielle14 distribuée d’OpenGL 2.0 par Chromium reste cependant possible, même si elle
tend à devenir de plus en plus complexe.
Rendu vers une texture Chromium affiche des performances très limitées pour un rendu vers une texture, car
ce dernier se soumet à la spécification de l’instruction glCopyTexSubImage2D OpenGL de rendu vers une texture
(sous-section précédente 2.4.2). Pour empêcher la reconstruction logicielle du tampon de fragment, il est alors
nécessaire de modifier le comportement de glCopyTexSubImage2D. Ceci peut être effectué à l’aide d’une unité
de traitement spécifique (SPU) [HHN+02]. Au lieu d’effectuer un ré-assemblage des sous-parties afin de renvoyer
le tampon attendu, ce SPU permet d’obtenir un comportement équivalent à une distribution par objets (figure
2.10 droite). Les ordres de rendu glCopyTexSubImage2D sont envoyés sur le réseau afin d’être traités localement
par les serveurs de rendu. De plus, le ré-assemblage est interdit afin d’éviter tout transfert de fragment sur le
réseau. Nous nous éloignons donc de l’approche transparente de Chromium. L’application doit alors avoir con-
science qu’elle fonctionne sous Chromium. Le code de l’application doit être modifié afin d’utiliser l’implantation
glCopyTexSubImage2D proposée par le SPU de Chromium. Au contraire, en environnement local, l’application
doit considérer l’implantation par défaut de glCopyTexSubImage2D.
Proposer une surcharge totale et transparente des opérations OpenGL peut donc offrir des performances limitées
dans un système distribué. Ce système est supporté par un réseau Ethernet, sans commune mesure avec les perfor-
mances d’un bus mémoire d’une carte graphique. Lorsqu’il s’agit de surcharger des opérations consommatrices en
bande passante, les performances s’effondrent.
Spécialisation des serveurs de rendu La transparence d’un système de distribution par primitives rend aussi
difficile la spécialisation des serveurs de rendu. Par définition, une application cliente n’a pas conscience qu’elle
fonctionne sous un système distribué transparent comme Chromium. Cette application peut être exécutée sans
modifications. Cela implique alors que tous les serveurs de rendu aient le même comportement. Or, il existe des
situations pour lesquelles ce comportement doit être spécialisé.
Prenons l’exemple d’une adaptation de l’application d’une simulation de conduite dans un système CAVE (fig-
ure 2.11 et 2.12). Le dispositif d’affichage CAVE permet un rendu immersif : le spectateur est placé au centre
d’un cube où les 6 faces reçoivent des rendus produits sur les 6 directions de l’espace. Chaque serveur de rendu
doit alors avoir un comportement différent : la caméra varie selon la face à laquelle ce serveur est attaché. Nous
examinons deux cas d’utilisation qui reflètent les différentes manières de spécialiser les serveurs de rendu.
CAVE sous Chromium La spécialisation des serveurs de rendu est effectuée par Chromium. Afin d’of-
frir une distribution transparente, la gestion du frustum de la caméra est effectuée par Chromium. A cette fin,
Chromium surcharge ainsi les matrices de transformation de la caméra. Ce travail est effectué à bas niveau, en
aval du pipeline de rastérisation. L’application peut-elle récupérer ces valeurs surchargées par Chromium ? Il est
possible d’injecter des données de l’application cliente dans Chromium à travers l’extension glChromiumParam-
etervCR. Cependant, Chromium n’expose pas d’instructions qui permettraient de transmettre des informations de
Chromium vers l’application cliente. Cette limitation est expliquée par la vocation première de Chromium, qui est
d’offrir une distribution transparente. Sous Chromium, l’application cliente ne devrait pas être modifiée.
14Mesa3D 7.0, dont l’auteur participe au projet Chromium, est une implantation de la spécification OpenGL 2.1.
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FIG. 2.12: Simulation de conduite distribuée par OpenSceneGraph ; Application réalisée par Anthony Laporterie. La simulation
de conduite affiche le contenu des rétroviseurs respectivement sur les écrans gauche et droit. De plus, le serveur central propose
un affichage tête haute des données de navigation sur l’écran central.
ClusterJuggler OpenSG SG-As-Bus HiD2RA
Type conteneur de données mandataire distant
Nom données utilisateur conteneur de champs graphe neutre métagraphe
Ergo. développement ID unique, localisation macros transparent transparent
Evolutivité généricité + héritage aide à la génération héritage composition
Couverture partielle partielle minimaliste exhaustive
TAB. 2.10: Comparaison des modèles de conteneurs distribués
L’application effectue alors un test d’élimination des objets hors du frustum avec une caméra qui ne correspond
pas à la caméra surchargée par Chromium. Le test échoue et des objets de la scène disparaissent alors. Lorsqu’une
scène doit alors être affichée avec un ensemble Chromium et OpenSceneGraph, un affichage correct n’est possible
qu’en désactivant les tests de visibilité dans OpenSceneGraph. Sur une scène complexe, désactiver les tests de
frustum peut fortement dégrader les performances.
CAVE sous OpenSceneGraphe distribué Dans une distribution par objet, il est possible de spécialiser aisé-
ment les serveurs de rendu. Dans l’application de conduite, les serveurs de rendu ont trois comportements dif-
férents.
Conclusion La transparence totale possède un avantage certain lorsqu’une application doit être déployée rapi-
dement dans un système de rendu distribué. Cependant, elle peut occasionner trois types de problèmes : 1/ une
implantation distribuée d’OpenGL ne couvre pas toute sa spécification ; 2/ le rendu vers une texture n’offre que
des performances limitées et 3/ les besoins de spécialisation des serveurs de rendu rendent caduque cette généricité.
Évolutivité de l’application cliente, abstraction de la distribution
Nous venons de voir qu’une distribution par primitives totalement transparente comme Chromium, ne pouvait
pas répondre à tous les besoins d’un système de rendu multipasse en temps réel. Il est donc nécessaire d’envisager
des distributions par objets. Or, nous avons vu dans l’état de l’art que cette distribution à grosse granularité entraî-
nait l’obligation d’une synchronisation des données. Cette tâche peut être assurée par un graphe de scène distribué.
L’application cliente doit alors être adaptée avec l’interface de programmation proposée par la solution.
L’étude suivante permet alors de mesurer l’impact de ces méthodes de distribution sur la généricité de la distri-
bution et par conséquent, l’évolutivité de l’application cliente distribuée. Nous étudions l’ergonomie de développe-
ment pour deux classes de systèmes distribués : 1/ OpenSG et ClusterJuggler qui proposent des conteneurs dis-
tribués ; 2/ SceneGraph-As-Bus et HiD2RA qui implantent un graphe de scène réflexif.
Conteneur de données non réflexif Dans ClusterJuggler et OpenSG, le code de distribution et le code de rendu
sont étroitement liés. La couverture de la diffusion des propriétés des noeuds reste à la discrétion de l’application
cliente. En pratique, lorsque ce dernier veut ajouter des propriétés aux noeuds, il doit modifier le module de rendu.
Inversement, chaque nouvelle modification de l’application cliente devra être propagée jusqu’aux BE. Dans les
deux cas, cet entrelacement entre le rendu et la distribution nuit fortement à la capacité d’évolution d’une applica-
tion développée avec ces intergiciels. Cette constatation est renforcée par une étude approfondie du code que nous
écrit afin d’adapter l’application cliente à ces systèmes distribués (figure 2.10).
ClusterJuggler utilise une architecture pair-à-pair : chaque serveur de rendu est à la fois un client et un serveur
(sous section 2.4.1), l’application cliente doit alors implanter les deux comportements liés à la localisation du con-
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teneur de données (figure 12) . Ces deux comportements constituent alors une suite d’instructions conditionnées
par le fait que la donnée est en lecture ou en écriture. Un travail d’initialisation du conteneur doit être aussi effec-
tué : les droits d’accès aux données doivent être clairement énoncés et un identifiant unique associé aux pairs doit
être généré. Lorsque la configuration de la grappe est modifiée, l’application doit alors être recompilée.
OpenSG propose une interface graphique qui automatise la génération de ses conteneurs de données. Le développeur
construit alors de manière graphique, la structure qu’il désire, en spécifiant les noms et les types de champs à dis-
tribuer. Toutefois, ce conteneur reste non réflexif, OpenSG étant une distribution optimale, mais moins générique.
En effet, lorsqu’il est modifié, chaque conteneur de données doit être encadré par deux macro-commandes qui
délimitent les champs de données à diffuser sur le réseau. L’écriture du code devient alors complexe, sachant que
cet encadrement est nécessaire que le contexte d’exécution soit un poste de travail ou une grappe de rendu (fig. 13).
Réflexivité et mandataire distant ClusterJuggler et OpenSG ne proposent pas de couche de distribution et im-
pliquent alors de modifier de manière redondante l’application cliente et les serveurs de rendus. Au contraire,
SceneGraph-As-Bus et HiD2RA offrent une distribution des données du graphe fortement abstraite. Une évolution
de l’application cliente peut s’effectuer de manière découplée que ce soit pour le moteur de rendu (au niveau des
BE) ou de l’interface utilisateur (FE). En aucun cas, du code de gestion réseau n’est introduit, ce dernier restant
confiné dans le métagraphe (fig. 14).
Conclusion Un conteneur distribué de manière explicite offre des performances optimales au détriment de la
généricité de la synchronisation des données. Au contraire, HiD2RA et SceneGraph-As-Bus, à travers leurs im-
plantations du patron de conception mandataire distant, améliorent fortement l’évolutivité du point de vue de
l’application cliente distribuée. Toutefois, notre intergiciel se distingue de SceneGraph-As-Bus par son extensibil-
ité du côté des serveurs de rendus.
Evolutivité des serveurs de rendu
Dans la sous-section précédente, nous avons évalué l’impact des méthodes de distribution sur l’évolutivité de
l’application cliente. Dans cette sous-section, nous étudions cette généricité du côté du serveur de rendu.
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Sélection statique statique dynamique
Couverture faible minimale exhaustive




Graphe spécifique x x
TAB. 2.11: Comparaison des méthodes de distribution pour le serveur de rendu
Solutions avec une modularité limitée Chromium ne couvre pas toute la spécification OpenGL 2.0. Toutefois,
cet intergiciel permet facilement de surcharger une instruction OpenGL à l’aide de ses SPU. Toutefois, nous avons
vu que Chromium n’était pas adapté au rendu multipasse. C’est pourquoi il a fallu envisager des distributions de
plus haut niveau.
Les distributions sous forme de graphe distribué se divisent en deux catégories : 1/ les graphes de scènes inté-
grés, où la couche de rendu et la couche de distribution sont intimement liés ; 2/ des solutions où un graphe de
scène sous-jacent, dédié au rendu, est rattaché à la couche de distribution.
Blue-C ou OpenSG sont deux solutions de rendu distribué. Dans ces systèmes, l’évolutivité des algorithmes de
rendu reste tributaire de la conception du système distribué. Pour Blue-C, l’implantation du rendu multipasse est
directement freinée par la structure obsolète de Performer. OpenSG propose une architecture récente plus adaptée
à cette problématique, mais ce dernier n’expose pas toutes les fonctionnalités. De plus, ce graphe de scène gérant
à la fois le rendu et la distribution ne permet pas de réutiliser un graphe de scène existant.
Solutions avec une modularité élevée Offrir la possibilité de s’interfacer avec des graphes de scènes existants
comme OpenSceneGraph ou OpenSG permet de réutiliser un moteur de rendu. Ainsi, le portage de l’application de
simulation distribuée écrite sous OpenSceneGraph (fig. 2.12) a été rapide avec ClusterJuggler puisque ce dernier
possède un greffon (plugin) pour ce graphe de scène. Il aurait fallu réécrire tout le moteur de rendu sous OpenSG.
Au contraire, SceneGraph-As-Bus, ClusterJuggler et HiD2RA proposent d’interchanger facilement les modules de
rendu à l’aide de tels greffons. Toutefois, les implantations respectives de ces greffons ont un impact important sur
la modularité des serveurs de rendu (figure 2.11).
SceneGraph-As-Bus SceneGraph-As-Bus propose trois greffons, le premier est dédié à OpenGL, à un graphe
de scène développé pour ce système et OpenInventor. L’interface de ces greffons reste minimale : certaines fonc-
tionnalités d’OpenInventor étant ignorées ou simplifiées, cela occasionne alors des artefacts lors de l’affichage
[ZHC+00]. De plus, la relation entre leur graphe de scène neutre et le graphe de scène de rendu n’est pas standard-
isée, mais liée à l’architecture du graphe de scène sous-jacent.
ClusterJuggler ClusterJuggler propose un nombre plus élevé de greffons. Toutefois, l’objectif de ClusterJug-
gler étant de permettre un déploiement rapide d’une application distribuée, seule la distribution de la position de


























FIG. 2.13: Interfaces des serveurs de rendu BE ; Les éléments écrits en italique rouge de la récapitulent les objets qu’un
développeur doit écrire afin de créer un greffon.
une scène ne pouvant pas être modifiée sous l’impulsion d’un utilisateur (déclenchement d’une animation, modi-
fication de matériaux...). En effet, comme nous l’avons vu dans la sous-section précédente, ClusterJuggler adopte
des conteneurs distribués de bas niveau. Les greffons ClusterJuggler ne proposent donc pas d’accès unifié à un
graphe de scène, ce qui limite l’éventail des fonctionnalités de distribution.
HiD2RA Nous fournissons un greffon pour OpenGL, OpenSceneGraph et un graphe de scène conçu pour un
rendu multipasse, TinySG. Il reste nécessaire d’écrire un greffon pour un nouveau graphe de scène. Cependant,
ce greffon n’est toutefois écrit qu’une seule fois et peut être réutilisé sans modification majeure. L’interface de
ce greffon est plus complète que celles de ClusterJuggler ou SceneGraph-As-Bus. Dans HiD2RA, cette interface
ne couvre pas toutes les fonctionnalités du graphe de scène sous-jacent, seules les propriétés des noeuds étant
diffusées. La diffusion des ordres de rendu étant impulsée par l’application cliente, nous avons préféré réserver la
diffusion des méthodes des noeuds à des développements ultérieurs.
Notre intergiciel propose de construire un greffon de rendu selon deux cas d’utilisations envisagés : 1/ lorsque
l’application cliente consiste en une navigation en temps réel dans une scène, à la manière de ClusterJuggler ; 2/
l’application nécessite une distribution avec une granularité plus fine, pour effectuer un nombre plus important
d’interactions avec la scène.
Dans le premier cas, le greffon de rendu doit implanter l’interface BeSceneView. Cette interface se limite à deux
méthodes : placer la caméra (setCamera) et dessiner la scène (draw).
Le second cas d’utilisation emploie deux interfaces, BeSgSceneView et SgNodeImpl (figure 2.6). Les deux obser-
vateurs onLoad ou onDraw de l’interface BeSgSceneView sont notifiés lorsque la scène est respectivement chargée
et affichée par tous les serveurs de rendu afin de synchroniser les BE. Ensuite, il s’agit de relier les actions reçues
après transcription des messages depuis le noeud mandataire en actions à effectuer sur le noeud d’implantation
(figure 2.13). Ainsi, lorsqu’un tableau de flottants est reçu, correspondant à la matrice d’un noeud donné, il s’agit
d’appeler l’accesseur en écriture qui permettra de mettre à jour cette matrice sur le noeud d’implantation. Ce travail
d’association effectué pour les noeuds squelette peut s’effectuer manuellement pour un graphe de scène simple.
Toutefois, une bibliothèque d’introspection permet d’automatiser ce processus, à l’image du module osgIntrospec-
tion qui fournit un accès programmatique aux propriétés des noeuds d’OpenSceneGraph. Seule la distribution des
données est assurée : pour chaque type de noeud (maillage, caméra, lumière...), une liste de propriétés du noeud
est exposée.
Validation de l’interface de développement Nous avons essayé de valider l’utilisabilité de notre interface
de programmation en construisant différentes applications avec HiD2RA. L’interface BeSceneView permet de dé-
ployer rapidement des applications distribuées. L’application glxgears a été adaptée de manière immédiate, à l’aide
du greffon OpenGL. Notre bibliothèque de distribution a été également employée avec un moteur de rendu fourni
par un tiers, ONESIA (figure 2.15). Ce moteur fournit des animations rigides de scène et des effets avancés d’é-
clairage basés image, utilisant le graphe de scène Ogre (figure 2.15). ONESIA a ainsi déployé son moteur de rendu
en une demi-journée.
Le projet Lumière consistait à adapter l’application de Renault, P2V pour un affichage haute définition sur le
mur d’écran. L’application devait permettre de modifier à la volée les matériaux du graphe de scène. Durant les
deux ans, différentes équipes de développement ont pu travailler de manière indépendante à leur module respectif,
l’interface graphique, le moteur de rendu, la gestion de la distribution. Mélanger le code de distribution et de rendu
aurait alors freiné le développement du projet, car chacune des équipes aurait développé un prototype de chaque
module. Un prototype a été construit autour d’OpenSceneGraph (figure 2.14) .
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FIG. 2.14: Rendu HiD2RA OpenSceneGraph
FIG. 2.15: Rendu haute qualité par un serveur de rendu tiers ; Support des animations rigides, de l’occlusion ambiante et de
l’éclairage à partir de cartes d’environnement (scènes aimablement fournies par ONESIA)
FIG. 2.16: Gestion d’effets avancés par TinySG
Afin de répondre aux besoins de qualité de rendu, nous avons conçu un graphe de scène TinySG. Ce dernier
offre un rendu haute dynamique, des matériaux réalistes et des effets d’éclairage comme des ombres, des réflex-
ions/réfractions spéculaires et un effet de lueur diffuse (glow) (figure 2.16). Un greffon avec TinySG a alors été
construit afin de distribuer l’affichage sur le mur d’écran.
Sélection dynamique du module de rendu Notre intergiciel permet d’interchanger les modules de rendu à
la volée lors de l’exécution. Ceci est possible à l’aide des deux interfaces standardisées BeSgSceneView et SgN-
odeImpl. Cela permet de construire un système distribué adaptatif. Ce dernier permettrait d’envisager des appli-
cations avec des périphériques hétérogènes et branchés à chaud, dans le contexte de l’ingénierie collaborative :
récupération de commandes concurrentielles à l’aide de PDA des différents utilisateurs ou dégradation de l’af-
fichage lors de l’arrivée d’un nouvel intervenant pour un retour sur son portable.
Conclusion SceneGraph-As-Bus, ClusterJuggler et HiD2RA permettent d’interchanger les modules de rendu
à l’aide de greffons. Seul notre intergiciel offre une couverture élevée des propriétés des noeuds du graphe de
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scène. Cela permet alors de compenser l’effort d’écriture de ce greffon qui sera plus réutilisable qu’un greffon écrit
avec les autres solutions. Les nombreuses applications construites autour de notre intergiciel ont permis de raffiner
l’ergonomie de l’interface de développement de ces greffons. Enfin, notre intergiciel permet de sélectionner le
greffon de manière dynamique afin d’obtenir un rendu adaptatif, ce qui laisse envisager de futures applications en
ingénierie collaborative.
2.5 Conclusion et perspectives
De nombreuses solutions existent pour créer un système de rendu distribué de réalité virtuelle. Bien que ce
contexte soit proche du cadre du rendu distribué haute définition de haute qualité, l’existant ne peut afficher des
performances acceptables ou une ergonomie de développement suffisante. HiD2RA constitue une synthèse de
nombreux concepts sélectionnés afin de répondre au nouveau besoin de rendu de qualité. Notre intergiciel propose
une interface de programmation qui isole les algorithmes de rendu de la couche de distribution. La distribution
est alors gérée par un composant tiers, le métagraphe de scène. Cette interface a été affinée à travers l’étude de
nombreux cas d’utilisations et le développement d’applications construites autour de notre solution.
Jusqu’ici, notre priorité était de fournir l’épine dorsale de la distribution. Or, dans notre contexte, les perfor-
mances globales dépendent principalement du serveur de rendu. Afin d’améliorer ses performances, des travaux fu-
turs pourraient se focaliser sur une parallélisation plus efficace des tâches : élimination de parties cachées ou calcul
de textures à travers la grappe. Cette dernière étape peut permettre la distribution d’algorithmes de rendu avancés et




Nos travaux se sont orientés selon deux axes. Le premier axe a consisté à améliorer la qualité d’une image
en rastérisation. Le second axe a cherché à construire un système de rendu distribué en haute résolution sur mur
d’écran sur lequel les méthodes de rendu, proposées dans le premier axe, pourraient être implantées.
Premier axe de recherche : amélioration de la qualité de l’image de synthèse produite en
temps réel
Afin d’améliorer la qualité du rendu, nous avons rappelé les principales méthodes reposant sur la résolution de
l’équation du rendu. La rastérisation permet un rendu en temps réel, sans toutefois pouvoir prendre en compte, de
manière satisfaisante, l’éclairage global. Afin de prendre en compte cet éclairage global, deux voies peuvent être
empruntées. La première voie consiste à adapter des classes de méthodes comme la radiosité, le lancer de rayons,
le tracé de chemins ou le lancer de photons afin de leur faire bénéficier d’implantations sur des cartes graphiques.
La seconde voie, que nous avons empruntée, consiste à étendre le processus de rastérisation avec des méthodes
adaptées à l’architecture spécifique des cartes graphiques.
Reconstruction de l’éclairage global par octree de lumière
Il reste difficile de prendre en compte l’éclairage global sur une carte graphique (GPU) pour des scènes com-
plexes comportant un nombre important de polygones. L’éclairage global est généralement simulé à l’aide de
structures de stockage contenant les informations nécessaires au calcul de l’éclairage. Nous avons vu qu’il est
alors nécessaire de combiner GPU et CPU pour construire des volumes d’éclairage. Or, ces derniers contiennent
un nombre important d’échantillons qui rend une telle structure difficilement exploitable sur GPU.
Nous avons alors proposé une structure volumique de données, l’octree de lumière, contenant une représen-
tation compacte de l’éclairage. Cette structure volumique permet de construire une paramétrisation implicite dans
laquelle l’éclairage est calculé. Une paramétrisation coûteuse et complexe du maillage des objets de la scène est
alors évitée. Cet octree est alors applicable à des scènes complexes comportant un nombre important d’objets.
L’octree est ensuite exploité sur GPU pour reconstruire l’éclairage en temps réel. Notre structure comporte cepen-
dant deux limitations importantes. La première est liée à la qualité de la reconstruction de l’éclairage. Cette erreur
est liée à la discrétisation de la scène sous forme d’octree et à l’estimation de densité effectuée par notre méthode.
La seconde limitation est causée par la génération CPU, hors-ligne de la carte de photons et de l’octree. Notre
solution est donc réservée à des éclairages et des scènes statiques. Des techniques GPGPU permettant de calculer
progressivement en temps réel cette carte de photon et de mettre à jour notre octree devraient être examinées.
Réflexions spéculaires en rastérisation
Dans la seconde partie de ce premier axe de recherche, nous avons tenté d’améliorer la qualité des réflexions
spéculaires. Nous avons introduit les contraintes techniques de l’implantation d’une méthode de réflexion. Nous
avons ensuite décrit deux grandes classes de méthodes de génération de réflexions en rastérisation.
La première classe des méthodes sans carte semble intéressante de prime abord puisqu’il n’est pas nécessaire
de construire de structure intermédiaire de stockage de l’environnement et élimine, de fait, les problèmes liés à ces
structures. Les méthodes existantes sont limitées à des réflecteurs aux surfaces planes ou convexes. Nous avons
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proposé d’étendre cette classe de méthodes à des réflecteurs concaves en déterminant les différentes positions
des images par réflexion sur la surface du réflecteur. Cette résolution multimodale a cependant levé un nouveau
problème : la reconstruction des triangles réfléchis. Une réflexion par un réflecteur convexe associe de manière
univoque les sommets et leurs images par projection. Ce n’est plus le cas pour un réflecteur concave. Ce problème,
ainsi que les limitations inhérentes de cette classe de méthode, nous ont conduits à étudier les méthodes avec carte.
Nous avons alors abordé les méthodes de calcul de réflexions spéculaires utilisant une structure de stockage de
l’environnement. Exploiter une telle structure permet d’éliminer les limitations liées à la topologie de la surface
du réflecteur. Une carte d’environnement est adaptée aux GPU, mais entraîne des contraintes sur l’environnement
réfléchi. En effet, cette carte, construite par projection, ne contient qu’un échantillonnage partiel de l’environ-
nement. Afin de répondre au problème des désoccultations, notre carte 2.5D a permis de reconstituer de manière
limitée, la géométrie de l’environnement réfléchi. Cette carte reste imparfaite, restant générée par projection, elle
n’apporte pas un échantillonnage suffisant de la scène.
Conscient de ces limitations, nous avons tenté d’améliorer des méthodes exploitant ces cartes 2D et 2.5D dans le
cadre de la rastérisation. L’hypothèse liée au calcul existant de la réflexion avec les cartes d’environnement limite
le calcul des réflexions à un environnement réfléchi situé à l’infini. Afin de proposer un calcul des réflexions en
champ proche, il s’est avéré nécessaire de corriger les erreurs dues à la parallaxe dans les images réfléchies. Nous
avons conclu que pour obtenir des réflexions précises en champ proche, il était nécessaire d’examiner de manière
exhaustive une telle structure. Nous avons proposé des méthodes qui ont amélioré la qualité des réflexions vis-à-vis
de l’existant, sans toutefois arriver à la précision d’un lancer de rayon.
Nos méthodes de correction se sont heurtées aux limites du calcul de la réflexion par une carte d’environnement.
Lors de la génération, nous avons été amenés à construire des structures de plus en plus complexes, organisées
de manière à retrouver rapidement une intersection. Lors de l’exploitation, nous avons été contraints à examiner
de manière exhaustive une telle structure. La complexité de ces méthodes de correction en rastérisation les rend
finalement moins intéressantes qu’une méthode que nous cherchions à remplacer, le lancer de rayons.
Second axe de recherche : étude sur le rendu distribué en temps réel
L’objectif du second axe de recherche est de proposer un système de rendu distribué en rastérisation adapté aux
algorithmes développés dans le premier axe de recherche. Nous avons alors étudié différents systèmes de rendu
distribué. Les solutions de rendu distribuées par fragments ou primitives, implantées de manière efficace par des
solutions multi-GPU permettent de piloter des affichages en mosaïque, mais leur montée en charge et leurs perfor-
mances en rendu multipasse sont limitées. Les solutions CPU/GPU de distribution par objets offrent une meilleure
montée en charge et de meilleures performances en rendu multipasse. Cependant, ce type de distribution nécessite
une synchronisation des données. Nous avons alors étudié différentes méthodes de synchronisation. Le premier
groupe d’intergiciels est aisé à mettre en oeuvre, car il est transparent vis-à-vis des couches supérieures logicielles
(couche applicative). Toutefois, cette transparence n’est pas adaptée à toutes les extensions de la rastérisation
(rendu avec shaders ou rendu différé). Le second groupe d’intergiciels permet d’implanter de telles extensions,
mais nécessite une réécriture complète des applications existantes. De plus leur architecture reste difficile à faire
évoluer, ce qui rend ces intergiciels peu évolutifs.
Nous avons alors proposé un intergiciel permettant de produire un système de rendu sur grappe de CPU/GPU
sur mur d’écran, adapté à un rendu multipasse et évolutif. L’architecture proposée est une synthèse de différentes
architectures que nous étudiées dans notre état de l’art. Nous avons comparé cette architecture avec des solutions
de distribution par objet et des solutions hybrides objet/primitive. Nos mesures ont mis en évidence que notre archi-
tecture était efficace pour un rendu multipasse et offrait une montée en charge acceptable. Notre solution n’est pas
dénuée de limitations. D’une part, même si nous avons tenté d’offrir une interface la plus transparente et générique
possible, une adaptation de l’existant reste nécessaire. D’autre part, nous n’avons pas étudié à la parallélisation du
rendu. L’objectif de notre architecture est de permettre un affichage sur mur d’écran en minimisant le coût lié à la
distribution sur le réseau. Paralléliser le rendu permettrait d’augmenter les performances en distribuant le calcul de
l’image sur le réseau. Nous avons cependant choisi de laisser cette tâche aux GPU. Offrir un rendu parallèle est un
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Virtual Prototyping and design review require realistic real time rendering. This brings two research axes: on one hand, a 
real time rendering of indirect illumination effects and on the other hand, a real time distributed high resolution rendering.
Simulating global illumination effects provide a sensible improvement over computer graphics currently generated by 
rasterisation. We were involved in indirect lighting and specular reflection rendering. Render indirect illumination is now 
possible for low frequency lightings. For broader frequencies, the indirect illumination rendering is limited to static scenes. 
This latter case requires a long preprocessing time or a lengthy mesh parametrisation. Our contribution consists in a fast 
reconstruction of global illumination from a photon map without any required parameterisation. The photon map is then 
simplified into an octree of virtual directional lights. The radiance is therefore evaluated on the fly by a graphic card to 
provide a real time navigation into a global illuminated scene. We also try to improve the quality of specular reflections in 
rasterisation to avoid a costly raytracing simulation. Indeed, rasterised reflexion are only valid for reflected items located at 
infinity. Thus, the quality improvement of existing solutions relies on over simplified hypothesis on scene topology. Therefore, 
we devised a method based on an iterative search to provide a plausible solution for near reflexions. However, the obtained 
accuracy is followed by some parallax phenomenon. This problem is partly limited by a local reconstruction of geometry by 
our projected geometry buffer.
A lot of existing solutions provide high resolution real time displays. In one hand, distributed rendering hardware suffer 
from a fast obsolescence and have only a limited scalability. In the other hand, software distribution are more extensibility but 
are stuck to rough renderings. However, modifying these solutions in order to improve the quality of the rendered pictures 
with multipass shaders is relatively difficult : legacy software interlaces the rendering procedures with the data distribution 
algorithms. On the contrary, a modular architecture might improve the re-usability of a distributed system; the development of 
rendering methods becomes independent from any data distribution code. This is what HiD2RA tries to provide, assisted by 
its meta scenegraph. This implementation of remote proxy design pattern offers an extensible interface for the development 


























computer graphics, real-time rendering, display wall, high definition, global illumination, photon map, reflections, 
distributed rendering
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Le prototypage virtuel et l’aide à la revue de projet requièrent un rendu réaliste en temps réel. Cela amène deux axes de 
recherches, d’une part, le rendu temps réel d’effets d’éclairage indirect et d’autre part, le rendu distribué temps réel à haute 
résolution.
Simuler des effets d’éclairage global permet d’améliorer la qualité d’une image de synthèse produite par rastérisation. 
Nous nous sommes intéressés à l’éclairage indirect et aux réflexions spéculaires. Sur des éclairages à basse fréquence, le 
rendu de l’éclairage indirect peut être mis à jour en temps réel. Pour une gamme plus large de fréquences, le rendu de 
l’éclairage direct reste réservé à des scènes statiques. En effet, ce dernier cas nécessite des temps de calcul élevés ou une 
paramétrisation complexe de la géométrie. Notre approche reconstruit rapidement un éclairage global à partir d’une carte de 
photons sans paramétrisation préalable. La carte de photons est simplifiée sous la forme d’un octree de lumières 
directionnelles virtuelles. L’éclairage est alors évalué par la carte graphique afin de permettre une navigation en temps réel 
dans une scène sous éclairage indirect. Nous avons ensuite étudié un moyen d’améliorer le calcul des réflexions spéculaires 
en temps réel en rastérisation, afin de s’affranchir d’une simulation coûteuse en lancer de rayon. En rastérisation, les 
réflexions calculées ne sont exactes que pour des éléments réfléchis situés à l’infini. Les solutions existantes tentent de 
construire des réflexions en champ proche, cependant elles reposent sur des hypothèses trop simplificatrices, ce qui limite le 
champ d’application à un nombre restreint de topologies de scène. Nous avons alors défini une méthode basée sur une 
recherche itérative afin d’obtenir une réflexion plausible pour des éléments proches. Toutefois, le gain de précision obtenu 
s’accompagne de phénomènes de désoccultations causés par le mouvement apparent lié à la parallaxe. Ces problèmes 
sont limités, en partie, par une reconstruction locale de la géométrie par notre tampon de géométrie projetée. 
De nombreuses solutions existantes permettent d’afficher des rendus temps réel à des résolutions élevées. Toutefois, les 
solutions matérielles souffrent d’une obsolescence rapide et ne présentent qu’une montée en charge limitée. Par contre, les 
distributions logicielles s’avèrent plus souples, mais n’offrent que des rendus sommaires. Améliorer ces solutions afin 
d’obtenir des images de meilleure qualité à l’aide de rendus multipasses s’avère cependant difficile : les solutions existantes 
entrelacent les procédures de rendu avec la synchronisation des données. Une architecture modulaire permettrait 
d’augmenter la réutilisabilité d’un système distribué ; le développement des méthodes de rendu devenant alors indépendant 
de toute fonctionnalité liée à la distribution. C’est ce que propose HiD2RA à l’aide de son métagraphe de scène. Cette 
implantation du patron de conception mandataire distant offre une interface extensible pour le développement d’applications 
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