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Abstract
Interpersonal relationships are vital for our daily [4_TD$DIFF]functioning and wellbeing.
Social networks may form the primary means by which environmental
influences determine individual traits. Several studies have shown the influence
of social networks on decision-making, behaviors and wellbeing. Smartphones
have great potential for measuring social networks in a real world setting. Here
we tested the feasibility of using people's own smartphones as a data collection
platform for face-to-face interactions. We developed an application for iOS and
Android to collect Bluetooth data and acquired one week of data from 14
participants in our organization. The Bluetooth scanning statistics were used to
quantify the time-resolved connection strength between participants and define
the weights of a dynamic social network. We used network metrics to quantify
changes in network topology over time and non-negative matrix factorization to
identify cliques or subgroups that reoccurred during the week. The scanning rate
varied considerably between smartphones running Android and iOS and
egocentric networks metrics were correlated with the scanning rate. The time
courses of two identified subgroups matched with two meetings that took place
that week. [5_TD$DIFF] These findings demonstrate the feasibility of using participants' own
smartphones to map social network, whilst identifying current limitations of
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using generic smartphones. The bias introduced by variations in scanning rate
and missing data is an important limitation that needs to be addressed in future
studies.
Keywords: Data mining, Social sciences methodology, Data networks, Mental
health
1. Introduction
Humans are highly social beings. Not only do we like to be surrounded by
friends, many of our activities require interaction with other people. Given its
pervasive role in our functioning, there has been a longstanding scientific
interest in the analysis of social interactions. In 1934, Moreno introduced
‘sociograms’ – a diagram of points and lines used to represent relationships
within a group of people – which laid the foundation of sociometry [1]. The
development of methodologies to quantify social interactions, such as the use of
matrix algebra and graph theory, made it possible to formalize fundamental
social-psychological concepts such as groups and social circles in network terms
and to objectively discover emergent groups in network data [2] [3]. Social
network analysis has found a wide range of applications, such as quantifying
social capital in organizations [4] [5], to determine how diseases spread in the
community [6] [7], investigate the role of social networks in the development of
brain diseases such as dementia [8], or the protection social support can offer
for mental heath [9] [10] [11]. Much of this interest can be attributed to the
appealing focus of social network analysis on the relationships among people,
and on the patterns and implications of these relationships.
Networks are defined by nodes and the edges between them. In the case of
social networks, the nodes represent individual people and the edges the
relationships between them. Quantifying the relationships between people is
hence fundamental in characterizing social networks. To estimate these
relationships, most studies have tended to follow the lead of the pioneering
study by Moreno, who used questionnaires to investigate friendship choices
among selected children [1]. In these studies, researchers simply ask respondents
to identify their friends and use these data to define the edges of the social
network. For example, in the Framingham Heart study – a long-term, ongoing
cardiovascular study of the residents of the town of Framingham, Massachusetts
– researchers used contact information provided by subjects over a 30-year
period to map the social network of friends and family in the study. These data
have been used to investigate how the behavior of individual people is
influenced by their social network and has demonstrated how their happiness
[12], obesity [7], and smoking behavior [12] spreads as a function of their
social network. This approach to define the edges is time consuming, subjective
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and depends on the nature of the questions – or name generators – that are
asked [13] [14] [15]. That is, respondents will describe networks of varied size
and the characteristics of relationships will vary considerably depending on the
questions asked [13].
Sensor-enabled mobile phones have the potential to collect vast amounts of
objective data at low cost [16] [17] [18] [19], and are particularly suited to
ecological momentary assessment, i.e. monitoring and assessment in real-time
and real-world conditions [20]. Smartphones have been used to map social
networks by assessing physical proximity using either Bluetooth [21], location
data [22] or by combining different data modalities [23] [24] [25] [26]. It was
shown that physical proximity data can be used to accurately infer friendships
between participants [21]. It has hence been well established that smartphones
can be used to efficiently map face-to-face interactions and provide valuable
information about the dynamics of social interactions, which may have many
applications. For instance, if we understand the principles that govern social
networks and how egocentric networks – the local network surrounding an
individual – influence behavior, we may be able to use network metrics to
inform the design of interventions to prevent social withdrawal or the spread of
negative and stigmatizing attitudes.
However, most studies have handed out specially programmed mobile phones to
study participants [19] [21] [22] [23] [24] [25] [27] [28]. Using people's own
smartphones will be critical for scaling up this technology for potential mHealth
applications. This will also provide the ability to provide users with feedback on
their own social connectedness, which fits in the wider trend of using mobile
phones for continuous self-monitoring of physical and mental health [20] [29]
[30]. Here we assess the feasibility of using people's own smartphones as a data
collection platform to gather information about the dynamics of their individual
social network via Bluetooth. We developed an application for iOS and Android
to collect Bluetooth data from participants' own smartphones and tested the
application on participants within our organization to validate the social network
dynamics obtained using their own smartphone against the events that occurred
during the period of data acquisition. The study aims to identify potential
limitations of the technology and methodology that can inform larger studies on
the role of social networks in mental health.
2. Materials and methods
2.1. Procedure
We collected data for one working week (24–28 November 2014). A team
meeting was planned on Monday and a staff meeting on Wednesday, enabling
validation of the proposed methodology. We used the Bluetooth scanning
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statistics to quantify the connection strength between participants and to define a
weighted, undirected social network. Graph metrics were used to quantify the
structure of relationships and the position of participants within the social
network. Non-negative matrix factorization (NMF) was used to decompose the
dynamic connectivity matrix and identify a small number of factors that capture
the dominant recurring network configurations.
2.2. Participants
Staff and research students within the Black Dog Institute were sent an email
via the general distribution email list, inviting them to participate in the study.
The email contained a link to a participant information sheet, and participants
were asked to sign an online consent form. This study was reviewed and
approved by the University of New South Wales Human Research Ethics
Committee (HC14172).
2.3. Data acquisition
Custom applications were developed for the Android and iOS operating systems.
The Android application was based on the Purple Robot open-source data
collection platform [31]. For the iOS application we used the BluetoothManager
private API. Both versions of the application asked the user to confirm consent
prior to the commencement of Bluetooth data collection. Bluetooth is a short-
range communication protocol designed to allow a wireless connection between
nearby devices, such as smartphones. A key feature of a Bluetooth device is the
ability to scan for other nearby devices. When a Bluetooth device conducts a
discovery scan, other Bluetooth devices within a range of 5–10 m respond with
their user-defined name, the device type, and a unique 12-hexadecimal-digit
hardware media access control (MAC) address. A device's MAC address is
fixed and can be used to differentiate one device from another, irrespective of
the device name and type. When a participant's MAC address is discovered by
a periodic Bluetooth scan performed by another participant, it indicates that the
two smartphones are within 5–10 m of each other (see also [21]).
The Android application was configured to perform a Bluetooth discovery scan
every five minutes during the study period. It was not possible to specify a
scan frequency in the iOS application due to operating system restrictions on
background execution; therefore data was collected on a best-effort basis, as
often as permitted by the handset.
As the Bluetooth MAC address of a device is potentially personally identifiable
information, to ensure the privacy of participants these data were
cryptographically hashed on the handset to prevent re-identification. Hashing
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generates a consistent ‘signature’ for each data item that cannot be reversed to
reveal the original data value.
2.4. Connectivity analysis
We estimate the connectivity between participants based on the Bluetooth
scanning statistics of their smartphones, and from these statistics we define the
connection strengths between participants and thus the weights of the network.
Smartphones scan at irregular intervals and the scanning behavior {ti} can be
regarded a point process. It is completely specified by a series of scanning times
and the start and end points of the recording interval [0, T]. It is convenient to
introduce some notation that enables formulae to be written in a compact form
[32]. The counting process N(t) is defined as the number of scans that occur
between the start of the interval (t = 0) and time t. The average connection
strength between device i and j can then be represented as
Rij ¼ Nij Tð Þ þ Nji Tð ÞNi Tð Þ þ Nj Tð Þ (1)
where Nij is the number of scans where device i detected device j and Ni the
number of times device i scanned on time interval T. By normalizing the
number of times one of the devices detected the other by the number of times
each device scanned, the connection strength Rij is bound on the interval [0,1],
where 1 indicates that both devices always detected each other when they
scanned and 0 indicates that the devices never detected each other. If both
devices did not scan during the interval of interest, Rij is set to zero. By
defining the connection strengths as a ratio we regard the particular scores as
stochastic or probabilistic realizations drawn by random sampling from an
underlying true tendency or probability distribution of relationship strengths
[33] [34].
To obtain a time-resolved definition of Eq. (1), we convert the point process
into a time series using a binning method to make it accessible for methods of
time series analysis [35] [36]. We hence define a time series
xi tð Þ ¼ 1; if device i scanned at time t0; elsewhere

(2)
that represents the times device i scanned and
xij tð Þ ¼ 1; if device i detected j at time t0; elsewhere

(3)
as the times device i detected device j. Using a time-domain smoothing
operator, we can then define connectivity strength between device i and device
j in a time-resolved manner as
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Γij tð Þ ¼
S xij tð Þ þ xji tð Þ
 
S xi tð Þ þ xj tð Þ
  ; t ¼ 1; 2; : : : ; T (4)
where S{.} is a suitable smoothing operator (see also [37]). Here we use a
Gaussian window of either 10 min or 2 h duration to estimate connectivity
dynamics at short and longer time scales. Smoothing was implemented by
convolving the smoothing window with the time series.
2.5. Network analysis
We then use graph theory to examine the structure of relationships detected
using Bluetooth (see [38] for an introduction to graph theory). The participants
are the nodes and the connectivity matrix defines the edges of the network.
The connectivity (adjacency) matrix can be determined by estimating the
connection strength between all pairs of smartphones. As the connection
strengths in Eqs. (1) and (4) are ratios and symmetric (the connection strength
between device i and j is equal to the connection strength between j and i),
the connection matrix defines a weighted undirected graph. A wide range of
network metrics are available to quantify the topology of weighted undirected
graphs (see [39] for an overview). Networks metrics quantify either global
or local properties of a graph, which characterize how the network is organized
and how specific actors are positioned within this network [2]. For instance,
measures of ‘centrality’ quantify how central an actor is within a network,
which is thought to determine its influence on the network. In particular,
betweenness centrality indexes the percentage of all shortest paths from
neighbor to neighbor that pass through a particular node and hence measures
the potential for control of communication [40]. Nodes with high betweenness
centrality are often referred to as hubs. The clustering coefficient quantifies the
density of the neighborhood of each node and is equivalent to the fraction of
the node's neighbors that are also neighbors of each other [41]. The clustering
coefficient is used to detect the presence of clusters or cliques within a
network.
Network metrics can be used to quantify both static and dynamic networks. For
dynamic networks, static ‘snapshots’ can be generated for particular time points
or time intervals and the network topology at that time point can be assessed.
If the network topology is assessed at each time point (t =1,2, . . . , T), this
yields time series of the network metrics that specify if and how the position
of specific actors within the network changes over time. Rather than analyzing
these snapshots separately, the dynamic connectivity matrix can be analyzed
as a whole. Matrix factorization techniques can be used to decompose the
connectivity matrix into its basic building blocks and hence obtain a low-
dimensional representation that makes its analysis tractable [34] [42]. Non-
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negative matrix factorization has been used to detect overlapping communities
in social networks [43] [44]. As it provides a low-dimensional approximation
of the data, non-negative matrix factorization is particularly useful to recover
large recurring network configurations and separate these distinct network states
from continuous data. Here we use non-negative matrix factorization (NMF) to
decompose the dynamic connectivity matrix (time-resolved connectivity for each
pair of participants) into two non-negative matrices reflecting the connectivity
matrices (basis vectors) and the corresponding time courses, respectively. The
basis vectors delineate the communities or subgroups that are present in the
data and the time courses when these subgroups were observed. NMF is
distinguished from other methods by its non-negativity constraints [45] and both
the time courses and the connectivity matrices are hence non-negative. For the
estimation of most network metrics it is required that the connectivity matrix
does not contain any negative entries [39].
We used Gephi for visualization of the network topologies [46].
3. Results
Fourteen participants agreed to join the study; five participants had Android
handsets and 9 participants had iPhones. The smartphones scanned a total of
4581 times and detected 381 unique devices. Here we only analyze the
connections between the fourteen participants that entered the study. The
scanning behavior differed considerably between smartphones (Fig. 1A).
Smartphones running Android scanned more often (on average 845 ± 294 scans
during the 5-day period) than smartphones running iOS (40 ± 60). To estimate
the connection strength between two participants – the weights of the network
[(Fig._1)TD$FIG]
Fig. 1. Bluetooth scanning statistics. A) The total number of scans made by each smartphone in the
5-day period displayed on a logarithmic scale. B) Scanning rate for each edge of the network. The
scanning rate between node A and B is determined by the number of scans by smartphone A and B
combined, as the edges are undirected (symmetric). The horizontal dotted line reflects a scanning
rate of 1 scan every 10 min; the dashed line 1 scan every 2 h.
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edges – we combined the data from both smartphones, improving the scanning
rate for each edge of the network (Fig. 1B). The scanning rate per edges,
determined based on the inter-scan intervals, was on average 6.5 scans/h
(Android-Android: 16.4 ± 3.3 scans/h, Android-iOS: 8.8 ± 2.7 scans/h, iOS-
iOS: 0.89 ± 0.82 scans/h). Of the 91 edges, 73 edges were assessed at least
once every 2 h on average (dashed line) and 42 edges were assessed at least
once every 10 min (dotted line).
We first determined the static social network by pooling the data across the
whole 5-day period (see Eq. (1)). By estimating the connection strength Rij
between each pair of participants, the connectivity matrix was determined
(Fig. 2A). The connectivity matrix shows the percentage of time each pair of
participants was connected, that is, [10_TD$DIFF] that both participants were in close physical
proximity such that their smartphones could detect each other via Bluetooth.
The connection strength varied considerably between pairs of participants: the
devices of some participants never detected each other, whereas some devices
detected each other up to 60% of the times their devices scanned (participants
5 and 9). Fig. 2B shows the weighted undirected graph that is defined by this
connectivity matrix. The graph shows that some nodes are more strongly
connected than others, such as participants 1, 5 and 9.
We then analyzed the dynamic social network by estimating the connection
strength in a time-resolved manner. Temporal changes in connection strength
were estimated by convolving the scanning behavior with a Gaussian smoothing
window (Eq. (4)). We used a [11_TD$DIFF] 0-min and a 2-h smoothing window to assess the
[(Fig._2)TD$FIG]
Fig. 2. Static social network. A) Connectivity matrix in which the weights are determined by the
total of number times two devices detected each other divided by the total number of scans
(Eq. (1)). Participants 1–5 had Android handsets; participants 6–14 had iPhones. B) Network
topology of the corresponding graph: The color of the nodes reflects the weighted degree and the
width and color of the edges reflect the weights. The network topology is generated using
ForceAtlas 2.
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fast and slower network dynamics, respectively. Fig. 3A shows the fast changes
in connection strength between participants 1 and 6 as example. A short
smoothing window can be used when high temporal resolution is required,
e.g. to determine the duration of interactions (Fig. 3C). This shows that, across
all participants, shorter interactions are more frequent, although some people
were in close proximity for longer durations up to 280 min (about 4.5 h). Such
information can be used to investigate the natural time scale of face-to-face
interactions [47].
Fig. 3B shows slower changes in connection strength obtained using the [3_TD$DIFF]2-h
smoothing window. Although the temporal resolution is reduced, the precision
of the estimate is improved, as connection strength is determined based on a
larger number of scanning events. By estimating dynamic connectivity between
all pairs of participants we obtain a dynamic connectivity matrix that defines
how the social network develops over time. The changes in network
configuration can then be quantified by estimating network metrics at each
point in time. In Fig. 3D we show the change in the clustering coefficient over
time for two nodes of the network (participants 1 and 6). The clustering
coefficient is a measure of the degree to which nodes in a graph tend to cluster
together [41]. In particular in social networks,[12_TD$DIFF] nodes tend to create tightly knit
[(Fig._3)TD$FIG]
Fig. 3. Connectivity dynamics. Temporal changes in connection strength were determined by
convolving the scanning events with a Gaussian smoothing window (Eq. (4)). A) Change in
connection strength between two exemplar participants over the 5-day period when smoothed over [2_TD$DIFF]
10-min intervals. B) Change in connection strength when smoothed over [3_TD$DIFF]2-h intervals. C) Histogram
of the duration of interactions across all pairs of participants. Events reflect a period during which
two smartphones detected each other without interruptions. A [2_TD$DIFF]10-min smoothing window was used
and only edges with at least 6 scans/h were included. D) Change in clustering coefficient of two
nodes of the network (participants 1 and 6) over the 5-day period using a [3_TD$DIFF]2-h smoothing window.
Article No~e00037
9 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
groups characterized by a relatively high density of edges. The local clustering
coefficient of a node quantifies how close its neighbors are to being a clique.
To explore the temporal changes in network topology, we computed the
connectivity matrices for each of the five days separately. The static
connectivity matrix was determined over the time interval from 9 am to 5 pm
using Eq. (1). Fig. 4 shows the network topology for each day as well as the
cluster coefficients for all the nodes. The network topologies differed
considerable between days. On Monday group of strongly connected nodes was
observed including participants 1, 2, 5, 6, 7 and 10. A much sparser network
was observed on Tuesday revealing strong connections between participants 1,
5 and 9. On Wednesday a broadly connected network consisting of most of the
participants was observed, whereas on Thursday a similar network configuration
as on Tuesday was observed. Friday showed again strong coupling between
participants 1, 5 and 9, but now also included strong connections to participants
2, 7 and 8.
In addition to providing these snapshots of the social network as shown in
Fig. 4, the dynamic connectivity matrix can be analyzed at each time point.
Video S1 shows the evolution of the network configuration over time. To
assess the network configurations that commonly reoccurred during the week,
we decompose the complete dynamic connectivity matrix using NMF. NMF
yields a low-dimensional approximation of a dataset by minimizing the squared
error [45], and will hence only recover the coarse structure of social networks.
Four factors were extracted that each consist of the time courses of dynamic
connectivity and the corresponding network weights. The first factor reveals a
[(Fig._4)TD$FIG]
Fig. 4. Dynamics of network topology. The connectivity matrix is estimated for each day of the
week to assess the corresponding network topology. A) Network topology: The color of the nodes
reflects the weighted degree and the width and color of the edges reflect the weights. The network
topologies are generated using ForceAtlas 2. B) The local clustering coefficient at each day of the
week.
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sparse network with strong connections between participants 1, 5, 6 and 9
(Fig. 5A). This network configuration is consistently observed each day of the
week, but most strongly expressed on Tuesday and Thursday. The second factor
captures a larger network, which in addition to participants 1, 5 and 9 also
includes strong connections to other participants such as 7, 8 and 10. This
network configuration is observed on Monday, Wednesday and Friday. The third
factor shows a large clique of most of the participants. This network
configuration was mainly observed on Wednesday and peaked during lunchtime,
while the first two factors showed a distinct dip at this time. The peak in the
expression of factor 3 coincided with the staff meeting at the Black Dog
Institute at which most employees were present. Finally, the fourth factor shows
a smaller clique consisting of participants 1, 2, 5, 6, 7, and 10 and this
configuration was mainly observed on Monday and peaked in the afternoon.
[(Fig._5)TD$FIG]
Fig. 5. Factorization of network dynamics. The connectivity matrix is estimated in a time-resolved
manner using a [3_TD$DIFF]2-h smoothing window and decomposed into 4 factors (A-D) using non-negative
matrix factorization. Each factor is characterized by the extracted featured (the time courses in the
right column) and the loadings of this feature in the original time-resolved connectivity matrix. The
left column shows the loadings that give the weights of the connectivity matrix. The middle column
shows the corresponding network topology. The color of the nodes reflects the weighted degree and
the width and color of the edges reflect the weights. The network topologies are generated using
ForceAtlas 2.
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This coincided with the research group team meeting and several team members
were participants in this study.
Finally, we test whether differences in scanning rates may have introduced a
bias in the estimation of the social network metrics. The scanning rate differed
significantly between devices from as low as 1 scan to almost 1200 scans during
the 5-day period (see Fig. 1A). A low scanning rate [13_TD$DIFF]increases the chance that a
connection was not observed even though the participants were in close physical
proximity. This problem is partly resolved, because even if a device itself does
not scan regularly, other devices are still able to detect it. The scanning rates per
edge are therefore more consistent, although 18 of the 91 edges were assessed
less than once every 2 h (Fig. 1B). To test whether this affects the accuracy and
precision of estimating networks metrics, we correlated the scanning rate with
the mean and SD of three commonly used network metrics (weighted degree,
clustering coefficient and betweenness centrality). The means and SDs of all
three network metrics were positively correlated with the number of times the
smartphone scanned during the 5-day period (r = 0.29 ± 0.15), but only the
correlation between the mean clustering coefficient and the times scanned was
significant (r = 0.55, p = 0.04, Fig. 6).
4. Discussion
We tested the feasibility of using people's own smartphones as a data collection
platform to map dynamic social networks. We developed an application for iOS
[(Fig._6)TD$FIG]
Fig. 6. Correlation between network metrics and the number of times a smartphone scanned. Three
network metrics (weighted degree, clustering coefficient and betweenness centrality) are estimated at
each time point using a [3_TD$DIFF]2-h smoothing window. The mean and standard deviation of the network
metrics are correlated against the number of times the smartphones scanned during the 5-day period.
Each panels shows the 14 data points as well the linear regression line.
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and Android to collect Bluetooth data and tested the application on participants
within our organization to validate the social network dynamics obtained using
their own smartphone against the events that occurred during the period of data
acquisition. One week of data was collected from 14 participants, five of whom
had Android handsets and 9 had iPhones. Time-resolved connectivity was
derived from the Bluetooth scanning statistics and used to define the dynamic
weights of an undirected network. Network metrics such as the weighted degree,
clustering coefficient and betweenness centrality provided quantitative measures
of how the topology of the network evolves over time. Non-negative matrix
factorization was used to extract network configurations that commonly
reoccurred during the week. This data-driven approach revealed a core network
that was consistently observed throughout the week, as well as two networks
that were only observed on a single day. These latter two networks correspond
to a team meeting on Monday and a staff meeting on Wednesday and provide
face validity of the proposed methodology. These findings demonstrate the
feasibility of using participants' own smartphones to map dynamic social
networks in real life. The ability to use personal smartphones will be vital for
the translation of this technology to clinical applications.
The present study uses Bluetooth to measure physical proximity and define the
edges of the network. It hence belongs to a wider group of studies using
physical proximity or location-based features as a proxy for social ties [21] [22]
[23] [24] [26] [48] [49]. While previous studies used designated smartphones
that were handed out to the participants, the current study is the first to use
participants' own smartphones to map social networks. This approach to define
social networks is supported by studies showing that similarities between two
individuals' movements strongly correlate with their proximity in the social
network and that such correlations can be exploited to predict which new links
will develop in a social network [21] [50] [51]. In fact, one study found that the
decision to install an app on a phone relies more on the face-to-face interaction
ties than the self-perceived friendship ties [27]. Here we use graph theory to
quantify the relationships between multiple participants, rather than focusing on
dyadic relationships between pairs of participants. Although we only tested the
approach on a limited number of participants (n = 14) during a 5-day period,
we were able to identify four distinct network configurations. The structure of
these cliques or subgroups and in particular the position or centrality of
individuals within these cliques may be important determinants of the effect
of social relationships on individual behavior [40] [52] [53] [54]. Network
metrics such as the clustering coefficient and betweenness centrality may hence
provide important predictors of individual characteristics and behaviors.
We obtained dynamic networks by integrating Bluetooth scanning statistics
across short time intervals (see Eq. (4)). The ability to define time-resolved
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connectivity critically depends on the scanning rate of the data collection
platform. We observed large variability in scanning rates between smartphones:
smartphones running Android performed on average 7.5 scans/h, whereas
iPhones performed 0.35 scans/h. App development on the Android OS and iOS
platform requires different approaches and programming languages [55]. In an
attempt to ensure a particular overall user experience, iOS imposes restrictions
on the background execution of apps, restricting the scope for passive data
collection applications that can be achieved on Android devices. Further
development of the app is required to increase the scanning rate on iPhones.
A next step may be using Bluetooth Low Energy (BLE) to act as a ‘beacon’ to
share a unique ID. However, it is currently not feasible to use BLE to map
social networks, due to the inability of iOS devices to detect another iOS device
when both are in a locked state [56]. In the current study we therefore used the
BluetoothManager private API, as the public CoreBluetooth API only contains
functions for interacting with low-energy devices. The use of private APIs
prevents distribution via the App Store and hence obstructs the application of
this technology at scale.
Even if the differences between platforms can be resolved, differences in
scanning behavior and missing data will be unavoidable when mapping social
networks in real life, as participants forget to bring their smartphones or to
charge them before the battery runs out. These variations in scanning behavior
may introduce a bias in the estimation of social networks. Here we assessed the
extent of this bias and found weak correlations between the scanning rate and
egocentrically defined networks metrics. Only the correlation between the
scanning rate and the mean clustering coefficient was moderate and statistically
significant. These weak correlations are surprising given the large variations in
scanning rates. This is partly due to the symmetric measure of connectivity
strength that was used: even if a device does not scan regularly itself, the other
devices can still detect it. However, this will not resolve the edges between two
iOS devices with low scanning rates. In addition, the network metrics are
defined over all the edges connecting a particular node: even if the weights of a
few edges are underestimated, the effect on network metrics is limited. Although
these properties of network metrics may partly compensate for the effects of
variations in scanning rate, this bias will affect the network that is obtained
[57]. The bias introduced by variation in scanning rate and missing data may be
addressed by using connectivity measures that are robust against missing data
[58] or by compensating for missing data in the statistical model used for
comparing network metrics [59]. It demonstrates the importance of monitoring
scanning statistics rather than just recording the times two devices detect each
other, as missing data will otherwise be overlooked.
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These finding are a step towards using a participant's own handset in the passive
detection of social network structures. We present an application for Android
and iOS to collect Bluetooth data and methods for mapping dynamic social
networks and to quantify the position of individual participants within multiple
subgroups in which they engage. Social network analysis provides important
information about the natural and externally imposed social mechanisms related
to behavior and decision making [27], which could help to design and evaluate
new tools for helping people with mental health problems. Several studies have
shown that emotional states strongly depend on the structure of social networks
and that people with similar levels of happiness, loneliness and depressive
symptoms cluster together [12] [60] [61]. This clustering is caused both by
direct peer-to-peer influence (contagion) as well as the tendency of individuals
to connect with similar people (homophily) [60] [62] [63]. In addition to direct
peer-to-peer influence, mental health may also be affected by the location of
individuals within their social network or the number and strength of their
connections. For instance, lonely people are disproportionately represented at the
periphery of the social network [60] and adolescent girls with more depressive
symptoms have a smaller network size [28].
Social networks are not stable; the creation and dissolution of relationships are
fundamental social processes with profound implications for human outcomes
[64]. Most individuals display a distinctive and robust pattern of social
interactions that tends to persist over time irrespective of the changes in the
identity of peers [65]. Changes in the structure of egocentric social networks
may hence provide key indicators of developing mental health issues (see also
[66]). The ability to map dynamic social networks using participants' own
smartphones offers a non-intrusive and scalable method to investigate the
influence of changes in social interactions on mental health. Social withdrawal
is a common telltale sign of depression and several studies have shown that
socially withdrawn children at risk for a wide range of negative adjustment
outcomes [67]. Dynamic network analysis may help to objectively quantify
social withdrawal and investigate its consequences on mental health. Future
studies are needed to determine if and how the shorter timescales (durations of
interactions, switching between subgroups) and the longer timescales (creation
and dissolution of relationships, social withdrawal) of dynamic social networks
relate to the development of mental health problems.
Declarations
Author contribution statement
Tjeerd Boonstra: Conceived and designed the experiments; Performed the
experiments; Analyzed and interpreted the data; Wrote the paper.
Article No~e00037
15 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Mark Larsen: Conceived and designed the experiments; Performed the
experiments; Wrote the paper.
Helen Christensen: Conceived and designed the experiments; Wrote the paper.
Funding statement
Helen Christensen was supported by a National Health and Medical Research
Council John Cade Fellowship in Mental Health Research (APP1056964).
Tjeerd Boonstra was supported by a Veni Fellowship from the Netherlands
Organization for Scientific Research (NWO #45110-030). This work was
supported by the Young and Well CRC (youngandwellcrc.org.au), established
under the Australian Government’s Cooperative Research Centres Program.
Competing interest statement
The authors declare no conflict of interest.
Additional information
[16_TD$DIFF]Supplementary content related to this article has been published online at
10.1016/j.heliyon.2015.e00037.
References
[1] J.L. Moreno, Who shall survive?: A new approach to the problem of
human interrelations, Nervous and Mental Disease Publishing Co., 1934.
[2] J. Scott, Social network analysis, SAGE Publications Ltd., 2012.
[3] S.P. Borgatti, A. Mehra, D.J. Brass, G. Labianca, Network analysis in the
social sciences, Science 323 (2009) 892–895.
[4] J. Nahapiet, S. Ghoshal, Social capital, intellectual capital, and the
organizational advantage, Acad. Manage. Rev. 23 (1998) 242–266.
[5] W.P. Tsai, S. Ghoshal, Social capital and value creation: The role of
intrafirm networks, Acad. Manage. J. 41 (1998) 464–476.
[6] R. Pastor-Satorras, A. Vespignani, Epidemic spreading in scale-free
networks, Phys. Rev. Lett. 86 (2001) 3200–3203.
[7] N.A. Christakis, J.H. Fowler, The spread of obesity in a large social
network over 32 years, N. Engl. J. Med. 357 (2007) 370–379.
[8] L. Fratiglioni, H.X. Wang, K. Ericsson, M. Maytan, B. Winblad, Influence
of social network on occurrence of dementia: a community-based
longitudinal study, Lancet 355 (2000) 1315–1319.
Article No~e00037
16 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
[9] S. Cobb, Social support as a moderator of life stress, Psychosom. Med. 38
(1976) 300–314.
[10] C.D. Sherbourne, A.L. Stewart, The MOS social support survey, Soc. Sci.
Med. 32 (1991) 705–714.
[11] L.F. Berkman, T. Glass, I. Brissette, T.E. Seeman, From social integration
to health: Durkheim in the new millennium, Soc. Sci. Med. 51 (2000)
843–857.
[12] J.H. Fowler, N.A. Christakis, Dynamic spread of happiness in a large
social network: longitudinal analysis over 20 years in the Framingham
Heart Study, BMJ 337 (2008) a2338.
[13] K.E. Campbell, B.A. Lee, Name generators in surveys of personal
networks, Soc. Netw. 13 (1991) 203–221.
[14] D.E. Eagle, R.J. Proeschold-Bell, Methodological considerations in the use
of name generators and interpreters, Soc. Netw. 40 (2015) 75–83.
[15] A. Marin, Are respondents more likely to list alters with certain
characteristics? Implications for name generator data, Soc. Netw. 26 (2004)
289–307.
[16] N.D. Lane, E. Miluzzo, H. Lu, D. Peebles, T. Choudhury, et al., A survey
of mobile phone sensing, IEEE Commun. Mag. 48 (2010) 140–150.
[17] D. Lazer, A. Pentland, L. Adamic, S. Aral, A.L. Barabasi, et al.,
Computational social science, Science 323 (2009) 721–723.
[18] A. Pentland, D. Lazer, D. Brewer, T. Heibeck, Using reality mining to
improve public health and medicine, Stud. Health Technol. Inform. 149
(2009) 93–102.
[19] M. Raento, A. Oulasvirta, N. Eagle, Smartphones an emerging tool for
social scientists, Soc. Meth. Res. 37 (2009) 426–454.
[20] J. Proudfoot, The future is in our hands: the role of mobile phones in the
prevention and management of mental disorders, Aust. NZ J. Psychiatry.
47 (2013) 111–113.
[21] N. Eagle, A.S. Pentland, D. Lazer, Inferring friendship network structure
by using mobile phone data, Proc. Natl. Acad. Sci. U.S.A. 106 (2009)
15274–15278.
[22] E. Cho, S.A. Myers, J. Leskovec, Friendship and mobility: user movement
in location-based social networks, ACM (2011) 1082–1090.
Article No~e00037
17 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
[23] A. Stopczynski, V. Sekara, P. Sapiezynski, A. Cuttone, M.M. Madsen,
et al., Measuring large-scale social networks with high resolution, PLoS
One 9 (2014) e95978.
[24] I. Chronis, A. Madan, A.S. Pentland, Socialcircuits: the art of using mobile
phones for modeling personal interactions, ACM (2009) 1.
[25] E. Miluzzo, N.D. Lane, K. Fodor, R. Peterson, H. Lu, et al., Sensing meets
mobile social networks: The design, implementation and evaluation of the
CenceMe application, SenSys'08 (2008) 337–350.
[26] H.-H. Jo, M. Karsai, J. Karikoski, K. Kaski, Spatiotemporal correlations of
handset-based service usages, EPJ Data Science 1 (2012) 1–18.
[27] N. Aharony, W. Pan, C. Ip, I. Khayal, A. Pentland, Social fMRI:
Investigating and shaping social mechanisms in the real world, Pervasive
Mob. Comput. 7 (2011) 643–659.
[28] M.C. Pachucki, E.J. Ozer, A. Barrat, C. Cattuto, Mental health and social
networks in early adolescence: a dynamic study of objectively-measured
social interaction behaviors, Soc. Sci. Med. 125 (2015) 40–50.
[29] S.R. Steinhubl, E.D. Muse, E.J. Topol, The emerging field of mobile
health, Sci. Transl. Med. 7 (283) (2015) 283rv3.
[30] K. Hung, C. Lee, S.-O. Choy, Ubiquitous health monitoring: Integration of
wearable sensors, novel sensing techniques, and body sensor networks.
Mobile Health, Springer (2015) 319–342.
[31] Purple Robot: http://tech.cbits.northwestern.edu/purple-robot/ (Accessed on
4.10.2015).
[32] D.R. Brillinger, Comparative aspects of the study of ordinary time series
and of point processes, Developments in statistics 1 (1978) 33–133.
[33] R.A. Hanneman, M. Riddle, Introduction to social network methods,
University of California Riverside, 2005. http://faculty.ucr.edu/∼hanneman/.
[34] A. Goldenberg, A.X. Zheng, S.E. Fienberg, E.M. Airoldi, A survey of
statistical network models, Foundations and Trends in Machine Learning 2
(2010) 129–233.
[35] M.R. Jarvis, P.P. Mitra, Sampling properties of the spectrum and coherency
of sequences of action potentials, Neural. Comput. 13 (2001) 717–749.
[36] K. Henschel, B. Hellwig, F. Amtage, J. Vesper, M. Jachan, et al.,
Multivariate analysis of dynamical processes, Eur. Phys. J. Spec. Top. 165
(2008) 25–34.
Article No~e00037
18 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
[37] S. Mehrkanoon, M. Breakspear, A. Daffertshofer, T.W. Boonstra, Non-
identical smoothing operators for estimating time-frequency
interdependence in electrophysiological recordings, Eurasip. J. Adv. Sig.
Proc. 73 (2013).
[38] D.B. West, Introduction to graph theory, Prentice hall Upper Saddle River,
2001.
[39] M. Rubinov, O. Sporns, Complex network measures of brain connectivity:
uses and interpretations, Neuroimage 52 (2010) 1059–1069.
[40] L.C. Freeman, Centrality in social networks: Conceptual clarification, Soc.
Netw. 1 (1979) 215–239.
[41] D.J. Watts, S.H. Strogatz, Collective dynamics of ‘small-world' networks,
Nature 393 (1998) 440–442.
[42] S. Mehrkanoon, M. Breakspear, T.W. Boonstra, Low-dimensional
dynamics of resting-state cortical activity, Brain Topogr. 27 (2014)
338–352.
[43] J. Yang, J. Leskovec, Overlapping community detection at scale: a
nonnegative matrix factorization approach, ACM (2013) 587–596.
[44] L. Gauvin, A. Panisson, C. Cattuto, Detecting the community structure and
activity patterns of temporal networks: a non-negative tensor factorization
approach, PLoS One 9 (2014) e86028.
[45] D.D. Lee, H.S. Seung, Learning the parts of objects by non-negative
matrix factorization, Nature 401 (1999) 788–791.
[46] M. Bastian, S. Heymann, M. Jacomy, Gephi: an open source software for
exploring and manipulating networks, ICWSM 8 (2009) 361–362.
[47] A. Clauset, N. Eagle, Persistence and periodicity in a dynamic proximity
network, arXiv 12117343 (2012).
[48] J. Cranshaw, E. Toch, J. Hong, A. Kittur, N. Sadeh, Bridging the gap
between physical location and online social networks, ACM (2010)
119–128.
[49] X. Xiao, Y. Zheng, Q. Luo, X. Xie, Inferring social ties between users
with human location history, J. Ambient Intell. Humaniz. Comput. 5 (2014)
3–19.
[50] D. Wang, D. Pedreschi, C. Song, F. Giannotti, A.-L. Barabasi, Human
mobility, social ties, and link prediction, ACM (2011) 1100–1108.
Article No~e00037
19 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
[51] D.J. Crandall, L. Backstrom, D. Cosley, S. Suri, D. Huttenlocher, et al.,
Inferring social ties from geographic coincidences, Proc. Natl. Acad. Sci.
U.S.A. 107 ( [18_TD$DIFF][1_TD$DIFF]52) (2010) 22436–22441.
[52] S.T. Ennett, K.E. Bauman, Peer group structure and adolescent cigarette
smoking: a social network analysis, J. Health Soc. Behav. 34 (1993)
226–236.
[53] S.P. Borgatti, Identifying sets of key players in a social network, Comput.
Math. Organ. Theory 12 (2006) 21–34.
[54] T.J. Rowley, Moving beyond dyadic ties: A network theory of stakeholder
influences, Acad. Manage. Rev. 22 (1997) 887–910.
[55] K.W. Tracy, Mobile application development experiences on Apple's iOS
and Android OS, Potentials, IEEE 31 (2012) 30–34.
[56] S. Townsend, M.E. Larsen, T.W. Boonstra, H. Christensen, Using
Bluetooth Low Energy in smartphones to map social networks, arXiv
150803938 (2015).
[57] G. Kossinets, Effects of missing data in social networks, Soc. Netw. 28
(2006) 247–268.
[58] G. Papadopoulos, D. Kugiumtzis, Estimation of connectivity measures in
gappy time series, arXiv 150500003 (2015).
[59] E.D. Kolaczyk, Statistical analysis of network data: methods and models,
Springer Science & Business Media, 2009.
[60] J.T. Cacioppo, J.H. Fowler, N.A. Christakis, Alone in the crowd: the
structure and spread of loneliness in a large social network, J. Pers. Soc.
Psychol. 97 (2009) 977–991.
[61] J.N. Rosenquist, J.H. Fowler, N.A. Christakis, Social network determinants
of depression, Mol. Psychiatry. 16 (2011) 273–281.
[62] S. Aral, L. Muchnik, A. Sundararajan, Distinguishing influence-based
contagion from homophily-driven diffusion in dynamic networks, Proc.
Natl. Acad. Sci. U.S.A. 106 (2009) 21544–21549.
[63] E. Hatfield, J.T. Cacioppo, Emotional contagion, Cambridge university
press, 1994.
[64] M.T. Rivera, S.B. Soderstrom, B. Uzzi, Dynamics of dyads in social
networks: Assortative, relational, and proximity mechanisms, Annu. Rev.
Sociol. 36 (2010) 91–115.
Article No~e00037
20 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
[65] J. Saramaki, E.A. Leicht, E. Lopez, S.G. Roberts, F. Reed-Tsochas, et al.,
Persistence of social signatures in human communication, Proc. Natl. Acad.
Sci. U.S.A. 111 (2014) 942–947.
[66] T. Nguyen, D. Phung, S. Gupta, S. Venkatesh, Extraction of latent patterns
and contexts from social honest signals using hierarchical Dirichlet
processes, IEEE Percom (2013) 47–55.
[67] K.H. Rubin, R.J. Coplan, J.C. Bowker, Social withdrawal in childhood,
Annu. Rev. Psychol. 60 (2009) 141–171.
Article No~e00037
21 http://dx.doi.org/10.1016/j.heliyon.2015.e00037
2405-8440/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
