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Let M be a closed spin manifold and let N be a closed manifold. For
maps f : M → N and Riemannian metrics g on M and h on N , we consider
the Dirac operator /D
f
g,h of the twisted Dirac bundle ΣM ⊗R f
∗TN . To this
Dirac operator one can associate an index in KO−dim(M)(pt). If M is 2-
dimensional, one gets a lower bound for the dimension of the kernel of /D
f
g,h
out of this index. We investigate the question whether this lower bound is
obtained for generic tupels (f, g, h).
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1
1. Introduction
Let M be a closed (i.e., compact and without boundary) 2-dimensional spin manifold
with a fixed spin structure and let N be a closed manifold. We study the existence and
genericness1 of maps f : M → N and Riemannian metrics g on M and h on N , such
that the kernel of the Dirac operator /D
f
g,h of the twisted Dirac bundle ΣM ⊗R f
∗TN
has quaternionic dimension zero or one. Here, ΣM is the usual complex spinor bundle
of M and /D
f
g,h is called the Dirac operator along the map f .
This problem is inherently tied to the vanishing of an index indf∗TN (M) ∈ KO
−dim(M)(pt),
see e.g. [19, eq. (7.24) on p. 151], which is a generalization of Hitchin’s α-index [17,
Section 4.2]. If M is 2-dimensional, then we have
indf∗TN (M) =
[
dimHker /D
f
g,h
]
Z2
under the isomorphism KO−2(pt) ∼= Z2 := Z/2Z, where [k]Z2 denotes the class of k ∈ Z
in Z2. Note that indf∗TN (M) is independent of the choice of the Riemannian metrics
on M and N . It is also invariant under homotopies of f . However, the index depends
on the choice of spin structure on M . This means in particular, that
dimHker /D
f
g,h ≥
{
1, if indf˜∗TN (M) 6= 0,
0, if indf˜∗TN (M) = 0,
(1.1)
for any f : M → N homotopic to f˜ and any Riemannian metric g on M and h on N .
If equality holds in (1.1), then we call the kernel of /D
f
g,h minimal. We expect that
for generic tupels (f, g, h) the kernel of /D
f
g,h is minimal. In an investigation for similar
results (references are given in the next section) it turned out that often the strategy
to prove such a result is the following: for a given f˜ : M → N one has to find a map
f : M → N homotopic to f˜ and Riemannian metrics g on M and h on N such that
the kernel of /D
f
g,h is minimal. Genericness then follows from well known perturbation
results. Finding “enough” examples for minimal kernels therefore seems to be the crucial
part in proving the expectation.
Our first main theorem addresses the existence of tupels (f, g, h) such that the kernel
of /D
f
g,h is 1-dimensional, c.f. Theorem 3.1. (Examples with 0-dimensional kernels are
easy to construct.) In particular we show that if α(M) 6= 0 (we denote by α(M) Hitchin’s
α-index), N is odd-dimensional and orientable, and f˜ : M → N is null-homotopic, then
there exists a map f : M → N homotopic to f˜ and Riemannian metrics g on M and h
on N s.t.
dimHker /D
f
g,h = 1.
Our second main theorem addresses the genericness of minimal kernels, c.f. Theorem
3.4.
1The term “generic” will be defined rigorously in Remark 3.2.
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1.1. Motivation
Our motivation to study this problem is twofold.
On the one hand, there are many results in the literature concerning the genericness
of minimal kernels under the presence of an index. In [2] it is shown that for generic
metrics, the dimension of the kernel of the (untwisted) Dirac operator is as small as
allowed by the index theorem of Atiyah and Singer (on a closed, connected manifold).
This fact generalized results in [5] and [20]. In the latter article the author also considers
spinc-manifolds. The dependency of the kernel of the twisted Dirac operator, where one
twists with hermitian vector bundles, is considered in [4]. Note that we twist with real
vector bundles. This is one of the reasons why we were not able to apply the variational
approach of [4] and [20] to our situation. Another article related to such problems is
[17].
On the other hand, the existence of maps f with dimHker /D
f
g,h = 1 has a concrete
application to the theory of Dirac-harmonic maps. Dirac-harmonic maps are the critical
points of the supersymmetric analog of the classical Dirichlet energy functional. The
supersymmetric analog is the underlying functional for the supersymmetric non-linear
sigma model in quantum field theory, see e.g. [10], [9], [18, Chapter 10], and [12, Part 1,
Supersolutions, Chapter 3]. The existence of maps f : M → N such that the kernel of
/D
f
g,h is 1-dimensional is needed in order that the so-called heat flow for Dirac-harmonic
maps, introduced in [11] for manifolds with non-empty boundary, is also well-posed on
closed manifolds, c.f. [23].
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2. Notation and preliminaries from spin geometry
In this section we introduce notation and recall some basics from spin geometry which
will be relevant in the following, e.g. for understanding the precise meaning of our main
theorems. For a more detailed introduction to spin geometry we refer to e.g. [19], [7],
[16], [13], and [21]
Let M be an oriented m-dimensional manifold and denote by GL+M the GL+(m)-
principal bundle of oriented frames for M . Moreover, we denote by θ : G˜L
+
(m) →
GL+(m) the universal covering for m ≥ 3 and the connected twofold covering for m =
2. A topological spin structure on M is a θ-reduction of GL+M , i.e., a topological
spin structure on M is a G˜L
+
(m)-principal bundle G˜L
+
M over M together with a
twofold covering χ : G˜L
+
M → GL+M that commutes with the projections onto M and
is compatible with the group actions of the principal bundles.
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Now let (M,g) be an oriented Riemannian manifold and SO(M,g) the SO(m)-principal
bundle of oriented orthonormal frames for M . Restricting θ to the spin group given by
Spin(m) := θ−1(SO(m)), we define a metric spin structure on (M,g) to be a θ|Spin(m)-
reduction of SO(M,g). Again, this means that a metric spin structure onM is a Spin(m)-
principal bundle Spin(M,g) over M together with a twofold covering η : Spin(M,g) →
SO(M,g) that commutes with the projections onto M and is compatible with the group
actions of the principal bundles.
Given a topological spin structure χ : G˜L
+
M → GL+M on an oriented manifold M ,
every Riemannian metric g on M defines a metric spin structure
χg : Spin(M,g)→ SO(M,g)
on (M,g) by Spin(M,g) := G˜L
+
M |SO(M,g). In the following, the term spin structure
refers to a topological or metric spin structure and it should always be clear from the
context which one we mean. A spin manifold is an oriented manifold that admits a spin
structure.
On a Riemannian manifold (M,g) with metric spin structure η, we have the usual
Dirac operator /D = /Dη : Γ(ΣM) → Γ(ΣM) acting on sections of the complex spinor
bundle ΣM . If we are given a map f : M → N , where (N,h) is a Riemannian manifold,
we define the Dirac operator along f
/D
f
g,h = /D
f
η,h : Γ(ΣM ⊗R f
∗TN)→ Γ(ΣM ⊗R f
∗TN)
to be the Dirac operator of the twisted Dirac bundle ΣM ⊗R f
∗TN . In the notation for
/D
f
g,h = /D
f
η,h we highlight either the metric g on M or the spin structure η on M in the
notation, depending on the context. Locally,
/D
f
η,hψ = ( /Dηψ
i)⊗ si + (eα · ψ
i)⊗∇f
∗TN
eα si
where ψ = ψi ⊗ si, the ψ
i are local sections of ΣM , (si) is a local frame of f
∗TN ,
(eα) is a local orthonormal frame of TM , and ∇
f∗TN is the pullback of the Levi-Civita
connection on (N,h).
3. Statement of the results
In this section we state our main results about the existence and genericness of minimal
kernels for Dirac operators along maps. We only consider manifolds that are non-empty
and smooth.
Theorem 3.1. Let M be a 2-dimensional closed manifold and N be a n-dimensional
closed manifold. Moreover, assume that
• M is connected, oriented, and of positive genus.
• N is connected. If n is even, then we assume that N is non-orientable.
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Then the following holds:
Case n = 2:
Let h be a Riemannian metric on N . Then there exists a spin structure χ on M and a
smooth map f : M → N s.t.
dimHker /D
f
χg,h = 1
for generic Riemannian metrics g on M .
Case n ≥ 2:
There exists a spin structure χ on M , a smooth map f : M → N , and a Riemannian
metric h on N s.t.
dimHker /D
f
χg,h = 1
for generic Riemannian metrics g on M .
Remark 3.2.
i) By “generic” we mean C∞-dense and C1-open. More precisely, a statement S =
S(g) holds for generic Riemannian metrics g on M , if there exists a subset G ⊂
Riem(M) of the space of Riemannian metrics on M which is dense in the C∞-
topology, open in the C1-topology, and S(g) is true for every g ∈ G.
ii) The case n = 1 was not mentioned in the theorem, since for 1-dimensional N
it is not difficult to find examples for 1-dimensional kernels. If we choose a spin
structure on M for which the Dirac operator on ΣM has 1-dimensional kernel and
f to be a constant map, then the kernel of /D
f
g,h is 1-dimensional.
iii) If N is 2-dimensional and orientable, or more general even dimensional and spin,
then indf∗TN (M) always vanishes [3, Proposition 10.1], hence in this case the
kernel of /D
f
g,h is never 1-dimensional.
iv) The above theorem gives information about the existence of minimal kernels if
indf∗TN (M) does not vanish. If indf∗TN (M) vanishes, examples of minimal kernels
are easy to construct. Just take a spin structure onM for which the Dirac operator
on ΣM has zero dimensional kernel and twist with a constant map.
v) The proof of Theorem 3.1 is constructive. We will use differences of spin structures
to construct maps M → S1 and then use certain closed geodesics S1 → N s.t. the
composition M → S1 → N is the desired map f .
From the proof of Theorem 3.1 we get the following corollary.
Corollary 3.3. LetM be a 2-dimensional closed connected spin manifold with α(M) 6= 0
and let N be an odd-dimensional orientable closed connected manifold. Let f˜ : M → N
be null-homotopic. Then there exists a map f : M → N homotopic to f˜ and Riemannian
metrics g on M and h on N s.t.
dimHker /D
f
g,h = 1.
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The next theorem addresses the genericness of minimal kernels, assuming their exis-
tence.
Theorem 3.4. Let M be a 2-dimensional closed spin manifold with spin structure χ and
let N be an n-dimensional closed manifold. Assume that the kernel of /D
f
χg,h is minimal
for some smooth map f : M → N and some Riemannian metrics g on M and h on N .
Then the following holds:
i) For generic Riemannian metrics h˜ on N the kernel of /D
f
χg,h˜
is minimal.
ii) For generic Riemannian metrics g˜ on M the kernel of /D
f
χg˜,h
is minimal.
iii) If h is a real analytic Riemannian metric (and N is real analytic), then the kernel
of /D
f˜
χg,h is minimal for generic f˜ ∈ [f ], i.e., for a C
∞-dense and C1-open subset
of [f ]. (Here and in the following, [f ] denotes the homotopy class of f : M → N .)
4. Differences of spin structures
In this section we consider differences of spin structures. These are also treated in [1, 7]
and they are one of the main tools we use to construct the maps f of Theorem 3.1.
In this section, we letM be a m-dimensional connected spin manifold. Assume we are
given a Riemannian metric g onM and two spin structures ηi : Spin(M,g)i → SO(M,g),
i = 1, 2.
Then we define the group homomorphism (c.f. [1, p. 15])
δ = δη1,η2 : pi1(SO(M,g))→ Z2,
[γ] 7→

1, if either γ lifts to Spin(M,g)1 and Spin(M,g)2
or it lifts to none of them.
−1, if γ lifts either to Spin(M,g)1 or to Spin(M,g)2.
We call δ the difference of the spin structures η1 and η2.
The name originates from the following: Let
M := {spin structures on (M,g)}/equivalence,
S := {index ≤ 2 subgroups of pi1(SO(M,g))},
and consider the maps
Ψ: M→ S,
(
η : Spin(M,g)→ SO(M,g)
)
7→ η∗(pi1(Spin(M,g))),
Ω: S → Hom(pi1(SO(M,g)),Z2), H 7→ Ω(H),
where the group homomorphism Ω(H) is defined by ker(Ω(H)) = H. Then it holds that
δ = Ω(Ψ(η1))− Ω(Ψ(η2)).
In particular, we have shown the following lemma.
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Lemma 4.1. If η1 and η2 are not equivalent, then δη1,η2 is surjective.
In the next lemma we show that δ descends to a group homomorphism pi1(M)→ Z2.
Lemma 4.2. There exists a unique group homomorphism δ : pi1(M) → Z2 s.t. the
following diagram commutes
pi1(SO(M,g))
δ
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
// pi1(M)
δ{{①①
①①
①①
①①
①
Z2
where the horizontal map is induced by the bundle projection SO(M,g)→M .
Proof. There exists an exact sequence
. . .→ pi1(SO(m)))
ι∗−→ pi1(SO(M,g))։ pi1(M)→ pi0(SO(m))︸ ︷︷ ︸
={1}
→ . . .
Hence it suffices to show that for every [γ] ∈ pi1(SO(m)) we have [ι ◦ γ] ∈ ker(δ). This
directly follows from the commutative diagram
Spin(m) 

//

Spin(M,g)i
ηi

S1
γ
// SO(m) 
 ι // SO(M,g)
4.1. Relation to spin structures and spinor bundles
Let δ = δη1,η2 : pi1(M) → Z2 be the group homomorphism of Lemma 4.2. Assume that
η1 and η2 are not equivalent. Then δ is surjective and hence ker(δ) ⊂ pi1(M) is an index
2 subgroup of pi1(M). We denote by
p : P →M
the connected twofold covering with p∗(pi1(P )) = ker(δ).
Lemma 4.3. There exists an isomorphism of Spin(m)-principal bundles
F : Spin(M,g)1 ×Z2 P → Spin(M,g)
2
where Z2 = ker(Spin(m) → SO(m)) acts on Spin(M,g)
1 from the right and Z2 acts on
P from the left, and it holds that
η2(F ([a, e])) = η1(a) (4.1)
for all a ∈ Spin(M,g)1, e ∈ P .
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Due to its technical nature, the proof will be done in the appendix.
For the remainder of this section, let us additionaly assume that M is closed, 2-
dimensional, and of positive genus. In the following we want to relate the associated
(complex) spinor bundles
ΣiM = Spin(M,g)i ×ρ Σ2,
i = 1, 2, where ρ : Spin(2)→ Aut(Σ2) is the complex spinor representation.
Lemma 4.4. There exists a smooth map
f = fδ : M → S
1
such that the following diagram commutes
pi1(S
1) = Z
x 7→[x]

pi1(M)
δ //
f∗
88qqqqqqqqqq
Z2
and f∗ : pi1(M)→ pi1(S
1) is surjective.
Proof. SinceM is a orientable and of genus g ≥ 1 we have H1(M ;Z2) ∼= Z
2g. Combining
this with the Hurewicz theorem it is easy to get a commutative diagram
pi1(S
1) = Z
x 7→[x]

pi1(M)
δ //
h
88qqqqqqqqqq
Z2
for a surjective homomorphism h : pi1(M) → pi1(S
1) = Z. It is a standard result that
in this situation there exists a smooth map f : M → S1 such that the induced map
f∗ : pi1(M) → pi1(S
1) is given by f∗ = h. (This follows e.g. from [15, Proposition 1B.9
on p. 90].) We have shown the lemma.
Lemma 4.5. Let E → S1 be a Möbius bundle (i.e., E → S1 is a non-trivial real vector
bundle of rank 1). Then there exists an isomorphism of complex vector bundles
Q : Σ1M ⊗R f
∗E → Σ2M
where f : M → S1 is the map from Lemma 4.2, such that
Q ◦ /D
f∗E
η1 = /Dη2 ◦Q. (4.2)
Here, /Dη2 is the usual Dirac operator on the bundle Σ
2M (with respect to the spin
structure η2) and /D
f∗E
η1 is the Dirac operator of the twisted Dirac bundle Σ
1M ⊗R f
∗E.
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Proof. Let e : SE → S1 be the unit sphere bundle of E → S1 (w.r.t. an arbitrary bundle
metric on E). Then e : SE → S1 is a non-trivial twofold covering. Hence the pullback
f∗e : f∗(SE)→M is also a twofold covering.
Step 1: f∗e : f∗(SE)→M is a connected covering with (f∗e)∗pi1(f
∗(SE)) = ker(δ).2
Proof of step 1: Since M and S1 are connected, the induced map f∗ : pi0(M) → pi0(S
1)
is bijective. Moreover, f∗ : pi1(M)→ pi1(S
1) is surjective by Lemma 4.2. Then it follows
from covering space theory that f∗e : f∗(SE) → M is connected. (See e.g. [8, Lemma
3.6].) Moreover, it holds that
(f∗e)∗pi1(f
∗(SE)) = (f∗)
−1(e∗pi1(SE))
= (f∗)
−1(2Z)
= kerδ,
where the first equality again follows from covering space theory (see e.g. [8, Lemma
3.4]) and the third equality follows directly from the commutative diagram in Lemma
4.4. X
Step 2: The map
α :
(
Spin(M,g)1 ×Z2 f
∗(SE)
)
×ρ Σ2 →
(
Spin(M,g)1 ×ρ Σ2
)
⊗R f
∗E,
[[a, b], v] 7→ [a, v] ⊗ b,
where a ∈ Spin(M,g)1, b ∈ f∗(SE), v ∈ Σ2, is an isomorphism of complex vector
bundles.
Proof of step 2: Note that Spin(M,g)1 ×Z2 f
∗(SE) is a (Spin(2) ×Z2 Z2
∼= Spin(2))-
principal bundle, hence the source of the map α is well-defined. It is not difficult to
verify that α is well-defined. The (well-defined) inverse of α is given on elementary
tensors by
α−1([a, v] ⊗ b˜) =
[[
a,
b˜
‖b˜‖
]
, ‖b˜‖v
]
where a ∈ Spin(M,g)1, v ∈ Σ2, b˜ ∈ f
∗E, b 6= 0. We have shown step 2. X
Combining both steps with Lemma 4.3 we get
Σ1M ⊗R f
∗E =
(
Spin(M,g)1 ×ρ Σ2
)
⊗R f
∗E
∼=
(
Spin(M,g)1 ×Z2 f
∗(SE)
)
×ρ Σ2
∼= Spin(M,g)2 ×ρ Σ2
= Σ2M,
i.e., we define Q := (F, idΣ2) ◦ α
−1. Using the construction of α and equation (4.1)
one readily checks that Q commutes with Clifford-multiplications on Σ1M ⊗R f
∗E and
2In the notation of the beginning of Section 4.1 this means that f∗(SE) and P are isomorphic as
coverings.
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Σ2M . Combining this with the local formulas for the covariant derivatives on the spinor
bundles ΣiM it is straightforward to deduce (4.2).
5. Proof of the main theorems
Before we come to the proof of the main theorems we need one more lemma.
Lemma 5.1. LetM be a 2-dimensional closed connected spin manifold of positive genus.
Then there exist spin structures χi on M , i = 1, 2, such that
dimHker( /Dχ1g) = 1,
dimHker( /Dχ2g) = 0,
(5.1)
for generic Riemannian metrics g on M .
Proof. SinceM has positive genus, there exist spin structures χ1 and χ2 onM such that
α(M,χ1) = 0 and α(M,χ2) 6= 0. (We denote by α(M,χ) Hitchin’s α-index.) Now we
apply [2, Theorem 1.1] for χ1 and χ2. The lemma follows since the intersection of two
open and dense sets is again open and dense.
Proof of Theorem 3.1, case n = 2. Let h be any Riemannian metric on N . We choose
spin structures χ1, χ2 on M and a C∞-dense and C1-open set G ⊂ Riem(M) s.t. (5.1)
holds for every g ∈ G. Let g ∈ G be arbitrary and let f = fδ : M → S
1 be the map of
Lemma 4.4 where δ = δχ1g,χ2g .
Since N is non-orientable, there exists an orientation reversing simple (i.e., without
self-intersections) closed geodesic γ : S1 → N .3 A proof of this fact can be found in the
appendix. Viewing S1 as a submanifold of N via γ, we have that
γ∗TN ∼= TS1 ⊕ (TS1)⊥
where TS1 ∼= R is trivial and (TS1)⊥ → S1 is non-trivial (i.e., a Möbius bundle), since
γ is orientation reversing. Since γ is a geodesic, we have
∇γ
∗TN ∼=
(
∇TS
1
0
0 ∇(TS
1)⊥
)
(5.2)
under the above isomorphism. (Here, ∇γ
∗TN is the pullback of the Levi-Civita connec-
tion on (N,h) along γ, and ∇TS
1
and ∇(TS
1)⊥ are the projections of ∇γ
∗TN on TS1 and
(TS1)⊥, respectively.) We set f˜ := γ ◦ f : M → N . Applying Lemma 4.5 we find that
Σ1M ⊗R f˜
∗TN ∼= Σ1M ⊗R f
∗(γ∗TN)
∼= Σ1M ⊗R f
∗(R⊕ (TS1)⊥)
∼=
(
Σ1M ⊗R R
)
⊕
(
Σ1M ⊗R f
∗(TS1)⊥
)
∼= Σ1M ⊕ Σ2M.
3Recall that a closed curve is a smooth map S1 → N and a closed geodesic is a closed curve that is also
a geodesic.
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Using (5.2) it follows that under this isomorphism it holds that
/D
f˜
χ1g,h
∼=
(
/Dχ1g 0
0 /Dχ2g
)
. (5.3)
In particular,
ker( /D
f˜
χ1g,h
) ∼= ker( /Dχ1g )⊕ ker( /Dχ2g).
We conclude by using (5.1).
Proof of Theorem 3.1, case n ≥ 2. We choose spin structures χ1, χ2 on M and G ⊂
Riem(M) as before. Let g ∈ G be arbitrary and let f = fδ : M → S
1 be the map
of Lemma 4.4 where δ = δχ1g,χ2g .
Let h0 be a Riemannian metric on N s.t. there exists a simple closed geodesic γ : S
1 →
N . 4 Again, we view S1 as a submanifold of N via γ.
In the case n = 2, the key ingredient was the identification (5.3), which followed from
(5.2). If the dimension of N is greater than two, it is more complicated to deal with the
complement (TS1)⊥ ⊂ TN in order to get a suitable higher dimensional analog of (5.2).
For this reason we will modify the Riemannian metric h0 in a neighborhood of S
1 ⊂ N .
To that end, let
Uε := exp
⊥{(p, v) ∈ TN | p ∈ S1, v ∈ (TpS
1)⊥, ‖v‖h0 < ε}
be a tubular neighborhood of S1 in N , where ε > 0 is sufficiently small.
Moreover, let (ν1, . . . , νn−1) be an orthonormal basis of (Tγ(0)S
1)⊥ where we think of
S1 as [0, 2pi] with 0 and 2pi identified. We define
νi(t) := P
γ
0,tνi
where P γ0,t denotes the parallel transport in (N,h0) along γ|[0,t] from γ(0) to γ(t), t ∈
[0, 2pi]. Since γ is a geodesic, (ν1(t), . . . , νn−1(t)) is an orthonormal basis of (Tγ(t)S
1)⊥
for all t ∈ [0, 2pi]. In the basis (ν1, . . . , νn−1) the map
P γ0,2pi : (Tγ(0)S
1)⊥ → (Tγ(2pi)S
1)⊥
is given by a matrix A ∈ O(n− 1). Then we have a diffeomorphism
TA :=
[0,2pi]×Bε(0) /(0,x)∼(2pi,Ax) → Uε,
[(t,
n−1∑
i=1
xiei)] 7→ exp(γ(t),
n−1∑
i=1
xiνi(t)),
where Bε(0) ⊂ R
n−1 is the open ball of radius ε with center 0 and (e1, . . . , en−1) is the
standard basis of Rn−1.
4Given any injective closed immersed curve γ : S1 → N , it is not hard to construct a Riemannian metric
on N for which γ is a simple closed geodesic. One can do this e.g. by using a tubular neighborhood
of the image of γ.
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Note that if A,B ∈ O(n− 1) are in the same connected component of O(n− 1), then
TA and TB are diffeomorphic. We will use this statement a few times below without
further mentioning it.
Let A ∈ O(n− 1). If we endow TA with the quotient metric induced from the product
metric on [0, 2pi]×Bε(0), then the parallel transport in TA along the curve c(t) := [(t, 0)]
from c(0) to c(2pi) is given by
P c0,2pi : Tc(0)TA → Tc(2pi)TA, P
c
0,2pi =
(
1 0
0 A
)
.
(with respect to the splitting Tc(0)TA = Tc(0)S
1 ⊕ (Tc(0)S
1)⊥ where similar as before we
write S1 for the image of c).
Now we distinguish three cases.
Case 1: n is even and N is non-orientable:
We can choose γ to be orientation reversing (c.f. Lemma B.1). Then P γ0,2pi : (Tγ(0)S
1)⊥ →
(Tγ(2pi)S
1)⊥ is orientation reversing and hence the associated matrix is an element of
O(n− 1) \ SO(n− 1). Therefore,
Uε ∼= T−In−1
where
In−1 =
1 . . .
1
 .
From the discussion above we see that we can choose a Riemannian metric on Uε such
that
P γ0,2pi : (Tγ(0)S
1)⊥ → (Tγ(2pi)S
1)⊥, P γ0,2piv = −v
is minus the identity. Using a partition of unity we have shown that there exists a
Riemannian metric h on N such that P γ0,2pi : (Tγ(0)S
1)⊥ → (Tγ(2pi)S
1)⊥ is minus the
identity. This means in particular that
γ∗TN ∼= TS1 ⊕ (TS1)⊥ ∼= TS1 ⊕ E1 ⊕ . . .⊕ En−1
where each Ei → S
1 is a Möbius bundle. Moreover, under this isomorphism we have
∇γ
∗TN ∼=

∇TS
1
∇E1
. . .
∇En−1
 (5.4)
where ∇γ
∗TN is the pullback of the Levi-Civita connection on (N,h) along γ, and ∇TS
1
,
∇Ei are the projections of ∇γ
∗TN . Setting
f˜ := γ ◦ f
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and using Lemma 4.5 we get
Σ1M ⊗R f˜
∗TN ∼= Σ1M ⊗R (f
∗(γ∗TN))
∼= Σ1M ⊗R (R⊕ f
∗(E1)⊕ . . .⊕ f
∗(En−1))
∼= Σ1M ⊕ Σ2M ⊕ . . .⊕ Σ2M
and, similar to the proof of the case n = 2, under this isomorphism we have
/D
f˜
χ1g,h
∼=

/Dχ1g
/Dχ2g
. . .
/Dχ2g
 (5.5)
and therefore
ker( /D
f˜
χ1g,h
) ∼= ker( /Dχ1g)⊕ ker( /Dχ2g )⊕ . . .⊕ ker( /Dχ2g).
We conclude by using (5.1).
Case 2: n is odd and N is orientable:
Then γ is orientation preserving, hence P γ0,2pi : (Tγ(0)S
1)⊥ → (Tγ(2pi)S
1)⊥ is orientation
preserving and the associated matrix is an element of SO(n− 1). We get
Uε ∼= T−In−1
since −In−1 is in the same connected component as the associated matrix (because both
are orientation preserving). Now we can proceed as in case 1.
Case 3: n is odd and N is non-orientable:
Again we can assume that γ is orientation reversing. Then the tubular neighborhood
Uε is diffeomorphic to TA for
A =

−1
1
. . .
1
 .
Then we can proceed analogous to the first two cases, but we have to switch the roles
of the spin structures χ1 and χ2.
Proof of Theorem 3.4. Proof of i): Let h˜ be an arbitrary Riemannian metric on N . We
define ht := th + (1 − t)h˜. Then /D
f
χg,ht depends analytically on t in the sense of [20,
Section 11]. By [20, Proposition 11.4] the set
{t ∈ [0, 1] | the kernel of /D
f
χg,ht
is not minimal}
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is finite. Hence the set of Riemannian metrics h on N such that the kernel of /D
f
χg,h is
minimal is C∞-dense in Riem(N). Moreover, it is C1-open.5
Proof of ii): The proof is similar to the proof of i), i.e., we use linear interpolation
and [20, Proposition 11.4]. Note however, that if we vary the metric on M , then the
space on which the Dirac operators are defined, also changes and we cannot apply the
proposition directly. To get rid of this, we identify the spinor bundles on M as in [20,
Section 2.2], [6] and then we are able to apply the proposition (compare also [20, Proof
of Proposition 3.1]).
Proof of iii): We want to use the same strategy as before. The difficulty this time is
to find a (piecewise) real analytic path between two homotopic elements in C∞(M,N),
since linear interpolation does no longer work. Let f˜ ∈ C∞(M,N) be any map with
dN (f(x), f˜(x)) < 12 inj(N) for all x ∈ M , where inj(N) denotes the injectivity radius of
N . We define
ft(x) := expf˜(x)
(
texp−1
f˜(x)
f(x)
)
,
x ∈ M , where exp denotes the exponential map of N .6 Then we claim that for all but
finitely many t ∈ [0, 1] it holds that the kernel of /D
ft
χg,h is minimal. To see this, we
denote by P t : Tf(x)N → Tft(x)N the parallel transport along unique shortest geodesics
of N joining f(x) and ft(x) and consider
Dt := (P
t)−1 ◦ /D
ft
χg,h ◦ P
t.
The claim follows since the family of operators Dt depends analytically on t. (P
t depends
analytically on t because of the analytic dependence of solutions of ordinary differential
equations on parameters. ft depends analytically on t, since the Riemannian metric on
N is real analytic.)
Now let f˜ ∈ [f ] be homotopic to f and let H be any homotopy between f and f˜ . We
view H as a path H : [0, 1] → C∞(M,N) with H(0) = f and H(1) = f˜ . We can cover
the image of H by finitely many C0-balls Ui of radius less than
1
2 inj(N), i = 1, . . . , N ,
such that Ui ∩ Ui+1 6= ∅ for i = 1, . . . , N − 1, and f ∈ U1, f˜ ∈ UN .
We choose f1 ∈ U1∩U2 arbitrarily. From the beginning of the proof of iii), we get that
there exists a homotopy H1 between f and f1 such that the kernel of /D
H1t
χg,h
is minimal
for all but finitely many t ∈ [0, 1]. We can assume that the kernel of /D
f1
χg,h is minimal.
Continuing in that manner, we conclude that there exists fN−1 ∈ UN−1 ∩ UN such that
the kernel of /D
fN−1
χg,h
is minimal and a homotopy HN−1 between fN−1 and f˜ such that
the kernel of /D
HN−1t
χg,h
is minimal for all but finitely many t ∈ [0, 1]. Hence the set of maps
f ∈ [f˜ ] such that the kernel of /D
f
χg,h is minimal is C
∞-dense in [f ]. As above, it is also
C1-open.
5One way to see this is to use the Min-Max principle to show that the map Riem(N) → N, h 7→
dimHker /D
f
χg ,h
, is upper semicontinuous where on Riem(N) we choose the C1-topology.
6Conceptually, we take a chart of the manifold C∞(M,N) around f˜ , linearly interpolate between f˜
and f in the chart, and then use the inverse of the chart to go back to C∞(M,N). The result is the
map ft.
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Appendices
A. Proof of Lemma 4.3
Let us choose x0 ∈M and y0 ∈ p
−1(x0). Then we define a mapping
F : Spin(M,g)1 ×Z2 P → Spin(M,g)
2
as follows.
Let a ∈ Spin(M,g)1x and b ∈ Px be given.
1) Choose a path ω : [0, 1] → M s.t. ω(0) = x0 and ω(1) = x. Moreover, denote by
γω : [0, 1]→ P the lift of ω with γω(0) = y0.
2) Choose a lift ω˜ : [0, 1]→ SO(M,g) of ω.
3) Choose lifts γω˜i : [0, 1]→ Spin(M,g)
i of ω˜ satisfying
γω˜1 (0)
∼= γω˜2 (0)
where we identify Spin(M,g)1x0
∼= Spin(M,g)2x0 with a fixed isomorphism (we fix
the isomorphism for the whole proof).
4) Let A = Aω˜ ∈ Spin(m) and B = Bω ∈ Z2 be the uniquely determined elements of
Spin(m) and Z2, respectively, s.t.
γω˜1 (1) · A = a,
γω(1) ·B = b.
Then we define
F ([a, b]) := γω˜2 (1) · A ·B.
The main task is to show that F is well-defined, i.e., doesn’t depend on the choices made
in 1)-3).
One easily verifys that the definition of F is independent of the choice of the γω˜i , since
for each i = 1, 2 there exist exactly two such lifts and they differ only by −1 ∈ Z2 =
ker(Spin(m)→ SO(m)).
Therefore, it remains to show that F is independent of the choice of ω and ω˜ in 1)
and 2). To that end, we will show the following lemma.
Lemma A.1. Choose x ∈M and let ω, σ : [0, 1]→M be paths from x0 to x. Moreover,
let ω˜, σ˜ : [0, 1] → SO(M,g) be lifts of ω and σ, respectively. Then the following holds:
i) If ω ∗ σ ∈ ker(δ), then γω˜2 (1) · A
ω˜ = γσ˜2 (1) ·A
σ˜ and Bω = Bσ.
ii) If ω ∗ σ /∈ ker(δ), then γω˜2 (1) · A
ω˜ = γσ˜2 (1) ·A
σ˜ · (−1) and Bω = Bσ · (−1).
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In particular, F is well-defined.
Proof. Let us prove i) first. Notice that since ω ∗ σ ∈ ker(δ) = p∗(pi1(P, y0)) (c.f. the
beginning of Section 4.1) we have that ω ∗σ can be lifted to a loop in P , and we directly
get Bω = Bσ. Now we proceed in several steps.
Step 1: The assertion of i) holds if ω˜(0) = σ˜(0) and ω˜(1) = σ˜(1).
Since ω ∗ σ ∈ ker(δ) it follows from Lemma 4.2 that α := ω˜ ∗ σ˜ ∈ ker(δ). We further
distinguish two cases.
Case 1: α lifts to a loop in Spin(M,g)i, i = 1, 2.
In this case we get lifts γω˜i , γ
σ˜
i : [0, 1] → Spin(M,g)
i of ω˜ and σ˜, respectively, s.t.
γω˜i (0) = γ
σ˜
i (0) ∈ Spin(M,g)
i
x0
,
γω˜i (1) = γ
σ˜
i (1) ∈ Spin(M,g)
i
x,
i = 1, 2 and step 1 directly follows. (Note that we already remarked that the definition
of F is independent of the choices in 4).)
Case 2: α does not lift to a loop in Spin(M,g)i, i = 1, 2.
In this case we get lifts γω˜1 , γ
σ˜
1 : [0, 1]→ Spin(M,g)
1 of ω˜ and σ˜, respectively, s.t. γω˜1 (1) =
γσ˜1 (1) and γ
ω˜
1 (0) 6= γ
σ˜
1 (0) ∈ Spin(M,g)
1
x0
, i.e.,
{γω˜1 (0), γ
σ˜
1 (0)} = Spin(M,g)
1
x0
. (A.1)
Then we lift α to a path in Spin(M,g)2 with starting point γω˜1 (0) and this lift gives us
a choice for γω˜2 and γ
σ˜
2 . We have
γω˜2 (0) 6= γ
σ˜
2 (0) ∈ Spin(M,g)
1
x0
∼= Spin(M,g)2x0
and γω˜2 (0)
∼= γω˜1 (0). Combining with (A.1) we get γ
ω˜
2 (0)
∼= γσ˜1 (0) and we have shown
step 1.
Step 2: The assertion of i) holds if ω˜(1) = σ˜(1).
Let c : [0, 1] → SO(M,g)x0 be a path with c(0) = ω˜(0) and c(1) = σ˜(0). Let cˆ be
the lift of c to Spin(M,g)1 with cˆ(1) = γσ˜1 (0). Note that cˆ only takes values in
Spin(M,g)1x0
∼= Spin(M,g)2x0 , so we also think of cˆ as lift of c to Spin(M,g)
2
x0
. Now
we can apply the result of step 1 to σ1 := σ ∗ x0 (where x0 denotes the constant path),
ω, σ˜1 := σ˜ ∗ c, and ω˜.
Step 3: The assertion of i) holds.
Choose X ∈ SO(m) such that σ˜(1) · B = ω˜(1). We conclude by using step 2.
For ii), we first observe the following: if ω ∗ σ /∈ ker(δ) = p∗(pi1(P, y0)), then ω ∗ σ
does not lift to a loop in P . From this we easily get γω(1) = γσ(1) · (−1) and therefore
Bω = Bσ · (−1). Moreover, γω˜2 (1) · A
ω˜ = γσ˜2 (1) · A
σ˜ · (−1) can be shown similar to the
proof of i) by splitting the proof into the same three steps.
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For the inverse of F , we define a mapping
G : Spin(M,g)2 → Spin(M,g)1 ×Z2 P
by the following. Let a ∈ Spin(M,g)2x, x ∈M .
i) Choose a path ω : [0, 1] →M s.t. ω(0) = x0 and ω(1) = x. Denote by γ
ω : [0, 1] →
P the unique lift of ω to P with γω(0) = y0.
ii) Choose a lift ω˜ : [0, 1]→ SO(M,g) of ω to SO(M,g).
iii) For i = 1, 2 choose lifts γω˜i : [0, 1] → Spin(M,g)
i with
γω˜1 (0)
∼= γω˜2 (0).
iv) Denote by A ∈ Spin(m) the unique element of Spin(m) s.t.
γω˜2 (1) · A = a.
Then we define
G(a) := [γω˜1 (1) · A, γ
ω(1)].
Using the same ideas as above one can show that G is well-defined. Directly from the
definitions of F and G we get F ◦G = id and G ◦ F = id.
B. Existence of orientation reversing simple closed geodesics
In the proof of Theorem 3.1 on page 10 we used the existence of an orientation reversing
simple closed geodesic γ : S1 → N where N is a non-orientable closed Riemannian
manifold.
Starting with any closed curve γ0 : S
1 → N it is a standard result that one can find
a closed geodesic in the homotopy class of γ0. A direct proof can be found e.g. in [18,
Theorem 1.5.1] or [14, 2.98 Theorem on p. 94] and a proof using the heat flow method
is given in [18, Theorem 1.6.1]. This geodesic is orientation reversing provided that γ0
is orientation reversing, but not necessarily without self-intersections.
Moreover, it is well known that if pi1(N) 6= {1}, then there exists a closed geodesic on
N which minimizes length in the class of homotopically non-trivial closed curves on N
and this geodesic has no self-intersections, see e.g. [22, Lemma 1.5. (2) and Exercise 3
on p. 197]. However, this geodesic is not necessarily orientation reversing.
We prove the following lemma.
Lemma B.1. Let N be a closed non-orientable Riemannian manifold (in particular this
implies that pi1(N) 6= {1}). Then there exists an orientation reversing simple closed
geodesic γ : S1 → N .
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Proof. Let γ0 : S
1 → N be an orientation reversing closed geodesic. If γ0 has no self-
intersections, we are done. So assume that γ0 is not injective. Then we can split γ0
into two geodesic loops7 γ˜0, γˆ0 : [0, 1] → N both based at the same point where γ˜0 is
orientation reversing (hence non-trivial). Let c0 : S
1 → N be a smooth approximation
of γ˜0 homotopic to γ˜0 with
|L(γ˜0)− L(c0)| < ε
where ε > 0 is small and L denotes the length. Then there exists a closed orientation
reversing geodesic γ1 : S
1 → N in the homotopy class of c0 which also minimizes length
in its homotopy class, see e.g. [22, Lemma 1.5. (1) on p. 197]. If γ1 is injective, we are
done. If not, we repeat the above process with γ0 replaced by γ1.
We have to ensure that this process stops after finitely many steps. This follows from
the following two observations. Firstly, each γk has positive length, i.e., L(γk) > 0.
Secondly, in each step, the length drops a fixed amount. To see the latter, we recall the
following: if N is a closed Riemannian manifold and c is an arbitrary geodesic loop in
N (the base point is allowed to vary), then the length of c is bounded from below by
two times the injectivity radius of N ,
L(c) ≥ 2inj(N) =: C.
Returning to the beginning of the proof, we choose ε = 12C to deduce
L(γ0) = L(γ˜0) + L(γˆ0)
≥ L(γ˜0) + C
≥ L(c0) +
1
2
C
≥ L(γ1) +
1
2
C
and entirely analogous
L(γk+1) ≤ L(γk)−
1
2
C.
Hence in each step the length drops by at least 12C.
7A geodesic loop is a geodesic c : [0, 1]→ N with c(0) = c(1).
18
References
[1] B. Ammann. Spin-Strukturen und das Spektrum des Dirac-Operators. Albert-
Ludwigs-Universität Freiburg, 1998. PhD thesis.
[2] B. Ammann, M. Dahl, and E. Humbert. Surgery and harmonic spinors. Adv. Math.,
220(2):523–539, 2009.
[3] B. Ammann and N. Ginoux. Dirac-harmonic maps from index theory. Calc. Var.
Partial Differential Equations, 47(3-4):739–762, 2013.
[4] N. Anghel. Generic vanishing for harmonic spinors of twisted Dirac operators.
Proceedings of the American Mathematical Society, 124(11):3555–3561, 1996.
[5] C. Bär and M. Dahl. Surgery and the spectrum of the Dirac operator. J. Reine
Angew. Math., 552:53–76, 2002.
[6] J.-P. Bourguignon and P. Gauduchon. Spineurs, opérateurs de dirac et variations
de métriques. Comm. Math. Phys., 144(3):581–599, 1992.
[7] J.-P. Bourguignon, O. Hijazi, J.-L. Milhorat, A. Moroianu, and S. Moroianu. A
spinorial approach to Riemannian and conformal geometry. EMS Monographs in
Mathematics. European Mathematical Society (EMS), Zürich, 2015.
[8] J. Calcut and J. McCarthy. Topological pullback, covering spaces, and a triad of
Quillen. Preprint 2012, arXiv:1205.3122.
[9] Q. Chen, J. Jost, J. Li, and G. Wang. Regularity theorems and energy identities
for Dirac-harmonic maps. Math. Z., 251(1):61–84, 2005.
[10] Q. Chen, J. Jost, J. Li, and G. Wang. Dirac-harmonic maps. Math. Z., 254(2):409–
432, 2006.
[11] Q. Chen, J. Jost, L. Sun, and M. Zhu. Estimates for solutions of Dirac equations
and an application to a geometric elliptic-parabolic problem. MPI MIS Preprint:
79/2014.
[12] P. Deligne, P. Etingof, D. S. Freed, L. C. Jeffrey, D. Kazhdan, J. W. Morgan,
D. R. Morrison, and E. Witten, editors. Quantum fields and strings: a course for
mathematicians. Vol. 1. American Mathematical Society, Providence, RI; Institute
for Advanced Study (IAS), Princeton, NJ, 1999. Material from the Special Year on
Quantum Field Theory held at the Institute for Advanced Study, Princeton, NJ,
1996–1997.
[13] T. Friedrich. Dirac operators in Riemannian geometry. Graduate Studies in Math-
ematics. AMS, 2000.
[14] S. Gallot, D. Hulin, and J. Lafontaine. Riemannian geometry. Universitext.
Springer-Verlag, Berlin, third edition, 2004.
19
[15] A. Hatcher. Algebraic Topology. Cambridge University Press, 2002.
[16] O. Hijazi. Spectral properties of the Dirac operator and geometrical structures. Pro-
ceedings of the Summer School on Geometric Methods in Quantum Field Theory,
Villa de Leyva, Colombia, July 12-30, (1999), World Scientific 2001.
[17] N. Hitchin. Harmonic spinors. Advances in Math., 14:1–55, 1974.
[18] J. Jost. Riemannian geometry and geometric analysis. Universitext. Springer, Hei-
delberg, sixth edition, 2011.
[19] H. B. Lawson and M.-L. Michelsohn. Spin Geometry. Princeton University Press,
1989.
[20] S. Maier. Generic metrics and connections on Spin- and Spinc-manifolds. Comm.
Math. Phys., 188(2):407–437, 1997.
[21] J. Roe. Elliptic operators, topology and asymptotic methods. Longman, 1998.
[22] T. Sakai. Riemannian Geometry. American Mathematical Society, 1996.
[23] J. Wittmann. Short time existence of the heat flow for Dirac-harmonic maps
on closed manifolds. Calculus of Variations and Partial Differential Equations,
56(6):169, Nov 2017.
20
