Background: Population health planning aims to improve the health of the entire population and to reduce health inequities among population groups. Socioeconomic factors are increasingly being recognized as major determinants of many aspects of health and causes of health inequities. Knowledge of socioeconomic characteristics of neighbourhoods is necessary to identify their unique health needs and enhance identification of socioeconomically disadvantaged populations. Careful integration of this knowledge into health planning activities is necessary to ensure that health planning and service provision are tailored to unique neighbourhood population health needs. In this study, we identify unique neighbourhood socioeconomic characteristics and classify the neighbourhoods based on these characteristics. Principal components analysis (PCA) of 18 socioeconomic variables was used to identify the principal components explaining most of the variation in socioeconomic characteristics across the neighbourhoods. Cluster analysis was used to classify neighbourhoods based on their socioeconomic characteristics.
Background
Traditional health planning has typically focused on the practice and delivery of health care services. Population health planning, on the other hand, aims to improve the health of the entire population and to reduce health inequities among population groups [1] . The health of a population is influenced by several factors including but not limited to socioeconomic status [2] , social support networks [3] education [4] , ethnicity [5] , employment [6] , working conditions [7] [8] [9] [10] , physical environment [11] , personal health behaviours [12, 13] , health care services [14] and individual coping skills [15, 16] . Therefore, health planning, policy and interventions need to take into consideration not only the health care services, but also these broad determinants of health.
Since socioeconomic and demographic characteristics are important determinants of population health, adopting a population health approach to health planning at the neighbourhood level requires improved knowledge of the distribution of population socioeconomic and demographic characteristics at this level. Globally, there is an increasing interest in understanding the relationship between neighbourhood of residence and health of the population [17] [18] [19] . To this end, some researchers have suggested that improving the health of those living in the worst areas calls for systematically exploring area differences to inform social and health policy [20] . Currently, the lowest geographical level at which most health-planning data in Canada are analyzed is the municipal (city) level. Obviously, the use of such a large unit of analysis limits the ability to identify specific population characteristics as well as health variations and needs at the lower levels. The implication is that disparities in health outcomes and access to health care services across population sub-groups at these lower levels are unclear. Moreover, most large cities have diverse populations [21] [22] [23] [24] ; therefore the neighbourhoods within them have diverse socioeconomic and demographic characteristics that may influence neighbourhood population health outcomes and therefore health needs [25] [26] [27] . A number of studies have shown the extent and causes of neighbourhood socioeconomic inequalities [21] [22] [23] [28] [29] [30] [31] . In Canada, there is evidence that neighbourhood socioeconomic inequality has been rising since 1970 [32, 33] . Moreover, numerous studies have reported associations between neighbourhood socioeconomic characteristics and various health outcomes [34] [35] [36] [37] [38] [39] [40] [41] [42] . Therefore, taking into consideration the diverse socioeconomic and demographic characteristics of the different neighbourhoods during health planning would ensure that planning and health services are tailored to the unique needs of the local residents of each neighbourhood.
Studies of geographical distribution of determinants of health have mainly used one of three approaches. The first involves either production of a single map showing the spatial distribution of a single variable (determinant of health) or production of a series of maps each showing the distribution of a single determinant of health [43] [44] [45] . The limitations of this method are that only one determinant can be assessed at a time(if a single variable approach is used) and assumes each determinant is independent of other determinants (if a series of maps is used). Moreover, when a series of maps is used, interpretation may be difficult. In the second approach, a composite index is created from combining two or more variables [46] [47] [48] . Although this approach mitigates the limitations of approach 1 and is effective in highlighting areas considered to be "highrisk", its drawback is that specific population characteristics (e.g. education, ethnicity, income, etc) are rolled into an index so that one cannot identify distinct characteristics (with respect to these variables) attributable to specific geographical areas. A third analytical approach uses factor analysis (or principal components analysis) to investigate several determinants [49, 50] . This approach is a data reduction technique used to reduce the dimensionality of the data from several variables to a few factors (or principal components) that explain most of the variability in the original data. The current study uses principal components analysis and cluster analysis and Geographical Information Systems (GIS) to mitigate the limitations of the above approaches.
The objectives of this study were to use multivariate statistical techniques to identify the socioeconomic and demographic characteristics of neighbourhoods in the city of Hamilton, Ontario, Canada; and to classify the neighbourhoods based on similarities of these characteristics. Potential applications of the methodology in needs-based neighbourhood population health planning, service delivery, and policy development are proposed.
Methodology

Study area and geographical scale of analysis
The study was carried out in the city of Hamilton, Ontario, Canada. The city has a population of over 490,000 people and spans over 1,117 square kilometres [51] . A number of factors were considered in selecting the appropriate level of geography for the study. These included homogeneity of socioeconomic variables within the geographical unit; large enough population size to minimize the "small number problem"; data availability; acceptability by health planners and health service providers; and stability of the boundaries over time for maximum temporal data comparability for future analyses.
Based on the above criteria, census tracts were chosen as the most appropriate level of geography for the analysis. A census tract (CT) is a small, relatively stable geographic unit usually having a population of 2,500 to 8,000 persons with an average of approximately 4,000 [52] . There are 132 CTs in the City of Hamilton. Census tracts are used in this study to represent neighbourhoods because CTs have 'neighbourhood-like' characteristics due to their homogeneity with respect to socioeconomic and demographic characteristics [53] . Therefore, throughout this paper, CTs and neighbourhoods are used interchangeably. There were several advantages of adopting this as the level of geography for analysis and future health planning: (i) Most census data are reported at this level of geography; (ii) Administrative health data can easily be aggregated to this level, if the postal codes of the health care recipients are known (this is because, in Canada, the postal code areas are smaller than CTs are so postal code data can easily be aggregated to the CT level); (iii) Census tracts are homogeneous with respect to socioeconomic and demographic characteristics; (iv) Their population sizes are large enough to allow calculation of relatively stable rates of most health events; (v) The boundaries of the CTs follow permanent and easily recognizable physical features and changes to their boundaries are discouraged to maintain maximum data comparability over time [52] .
Data source and variable selection
Socioeconomic and demographic data for 833 dissemination areas (DA) in the city of Hamilton, Ontario, Canada, were extracted from the 2001 Canadian census data [52] . A DA is a small area composed of one or more neighbouring blocks and is the smallest standard geographic area for which all census data are disseminated in Canada [52] . The data were then aggregated to the CT level at which all analyses were performed. The variables used in the analyses were chosen based on their usefulness as determinants of health [54] , reliability, and availability at the DA level [55] . Care was taken to include as many socioeconomic and demographic variables as possible in order to enhance the highest statistical differentiation between the CTs [55] . A total of 18 variables measuring the following characteristics were included in the analyses: demographic structure, social status, economic status, ethnicity, aboriginal status, and housing (see Table for a complete list of variables).
Statistical analyses Variable standardization and correlation analysis
All statistical analyses were performed in STATA [56] . To overcome the impact of differing variances and different scales of measurements (e.g. dollars vs percentages), all variables used in the analyses were standardized to mean 0 and unit variances [57] . Had standardization not been performed, variables with high variances would unduly dominate the results of the analyses. A correlation matrix was constructed to explore relationships among the variables.
Principal components analysis
Principal component analysis (PCA) was used to reduce the dimensionality of data and to investigate the nature of the relationships among the CTs with the main objective of isolating the general features that best describe the variations in the data. Using this method, 18 inter-correlated socioeconomic and demographic factors were reduced to 5 principal components each of which represented different aspects of the original data. Kaiser criterion (eigenvalue one test) was used to guide the decision on the number of principal components to retain; all components with eigenvalues equal to or less than 1 were not retained since they explained variations equal to or less than any one of the original variables [58, 59] . To maximize the variance of factor loadings and therefore aid the separation of CTs (or neighbourhoods) into homogeneous groups, varimax rotation was used [60] .
Cluster analysis
Cluster analysis is a multivariate statistical technique used to organize observations into groups (or clusters) such that observations within a cluster have a high degree of similarity (or natural associations) among themselves while the clusters are relatively distinct from each other [57] . There are many different definitions of a cluster [57] . For the purpose of this study, we define a cluster as a set of entities that are alike.
There are two major classifications of cluster analysis techniques: hierarchical and non-hierarchical (or partition) techniques. This study adopted the partition cluster analysis, using k-means clustering methodology, to group CTs (or neighbourhoods) based on socioeconomic and demographic characteristics into clusters or neighbourhoods types. Using this methodology, the user specifies the number of clusters, say x, to create. These x clusters are formed through an iterative process. The algorithm begins with x seed values which act as the initial x group means. Observations are then assigned to the nearest group seed. After all observations have been assigned, cluster means are computed for each group. The initial cluster seeds are then replaced by their respective cluster means. The observations are then re-assigned to the nearest cluster mean. These steps continue until no observations change groups (clusters).
The optimum number of groups or clusters or "neighbourhood types" to be identified was decided upon using Calinski-Harabasz pseudo-F test [61] as well as the distribution of the CTs within the cluster. Five clusters (groups) were found to provide the most optimal separation of the CTs within the clusters. This would allow a rea-
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The similarity (or dissimilarity) measure (also known as distance measure) used for the classification of the CTs was Minkowski distance metrics with argument 2 (L2) [57] . This measure, commonly known as euclidean distance, was calculated as follows:
where: p (in this case 18) is the number of variables included in the cluster analysis; x ik and x jk are the values of variable k for CTs i and j respectively. The summations are over the p (or 18) variables involved in the cluster analysis. The 5 initial cluster centres were obtained randomly from among the CTs or neighbourhoods in the study area. For reproducibility a random number seed was applied before the 5 CTs were randomly chosen.
Since neighbourhoods belonging to the same group have certain socioeconomic and demographics characteristics 
in common, the resultant grouping provides useful insights into understanding the socioeconomic and demographic characteristics of each group (or neighbourhood type).
Cartographic manipulations
All cartographic manipulations were performed in ArcView GIS [62] . The principal components extracted during the PCA and the identified cluster resulting from the cluster analysis were exported to ArcView GIS. The geographical distribution of principal components 1-4 across the CTs was cartographically displayed in four different maps, one map per principal component. The spatial distribution of the five identified clusters were also displayed in one map. All CTs belonging to one cluster were represented with the same colour resulting in a map with five different colours each representing CTs belonging to the same cluster.
Results
Correlations
All the observed correlations were in the expected directions (Table 2 ). For instance, neighbourhoods with high proportions of low-income earners were more likely to have high percentages of non-official language population (r = 0.62), single-parent families (r = 0.8), population living alone (r = 0.6), and high population density (r = 0.6). Moreover, neighbourhoods with high percentage of visible minority population also tended to have high proportions of new immigrants (r = 0.69), low-income persons (r = 0.61), and low percentage of owner-occupied dwellings (r = -0.61). Additionally, neighbourhoods with high percentage of population with less than Grade 9 education, tended to have low median income (r = -0.65), and a high percentage of population receiving government transfer income (r = 0.7).
Principal components analysis
Only the first five principal components, that had eigenvalues greater than 1, were extracted ( Table 3 ). The first PC is associated with the largest eigenvalue. This PC is a linear combination of the variables that account for the highest variability (46.1%) in the data. The second PC explains the highest variability not accounted for by the first PC while the third PC explains the largest variability not accounted for by the first two PC and so on. The first five PCs together accounted for a total of 84.23% of the total variation in the data ( Table 3 ).
The first Principal Component is the most important since most (12) of the variables loaded heavily on it (Table 3) . The component loadings measure the relationships of the socioeconomic and demographic variables with each of the PCs. The values of the loadings range from -1 to 1. The uniqueness values of almost all the variables were relatively low with the highest being 0.437 and the lowest 0.071. Uniqueness is the percentage of variance for a variable that is not explained by the PCs. For instance, almost all the variations for low-income, population under 20, percent married and percent living alone are explained by the five PCs (Table 3) .
Principal component 1 is mainly an economic status component but also had a social component. Neighbourhoods (CTs) with high values of this PC had high proportions of aboriginal people, low median income, high percentage of low-income earners, relatively high percentage of individuals receiving government transfer income, high unemployment rates, low dwelling values, a high percentage of single-parent families, few owneroccupied dwellings, few married people, high percentage of persons living alone and high population density (Figure 1 and Table 3 ). These neighbourhoods could be described as high risk neighbourhoods because they had high values of most of the undesirable socioeconomic determinants of health.
Principal component 2 was generally a demographic component. Neighbourhoods with high values of PC 2 had high percentages of children less than 20 years of age, but low percentages of seniors ( Figure 2 and Table 3 ). Neighbourhoods with high values of PC 3 had high percentages of population with less than grade 9 education but low percentages of internal migrants (Table 3 and Figure 3) . Finally, neighbourhoods that had high values of the fourth PC, an immigration and aboriginal status component, had high percentage of new immigrants but low population of people of aboriginal origin ( Figure 4 and Table 3 ). The last PC (PC 5) did not load highly on any of the variables but was extracted because its eigenvalue was slightly higher than 1 (Table 3) . Figure 5 shows the geographical distribution of the identified neighbourhood types (clusters). The detailed descriptive statistics of the socioeconomic and demo- graphic factors for each of the neighbourhood types compared to the entire city of Hamilton is presented in Table  4 . Statistical significance tests were performed to compare the characteristics of each of the neighbourhood types with the Hamilton average. Measures that were significantly different from the Hamilton average are described as high or low otherwise they are described as medium.
Cluster analysis
Neighbourhood Type A is primarily located within an inner ring surrounding the downtown core. These neighbourhoods can be described as "mature" areas (i.e., many seniors) with some indications of transition (i.e., neighbourhood turnover with arrival of new immigrants 
N
Neighbourhood Type E constitutes the inner city core and a few areas scattered in the inner ring around the core, and is comprised of 24 census tracts. It has a high prevalence of low-income earners, new immigrants, visible minority groups, and persons with less than grade 9 education. It also has many single-parent families, those receiving government transfer income and high unemployment rate. Approximately 17.7% of Hamiltonians live in these neighbourhoods. Note that the sum of the population percentages of the groups is not 100% because one census tract was not included in the analysis because of missing data.
Discussion
This study has used multivariate techniques to characterize neighbourhoods based on differences and/or similarities of their socioeconomic and demographic characteristics. The positive correlation between singleparenthood and low-income is consistent with observations from other studies that single-parents generally tend to spend more time in low-income neighbourhoods compared to childless couples and unattached individuals [63] . Moreover, it has also been reported that single-parenthood is common among socially disadvantaged groups and compounds social disadvantage [64] . In low socioeconomic neighbourhoods, people experience barriers in creating and benefiting from social capital, leading to social exclusion. The societal costs of social exclusion N are lack of cohesion, higher crime rates, increased pressure on societal services and the stigma associated with particular neighbourhoods. Social exclusion is especially a problem in neighbourhoods with high unemployment rates, low-incomes, poor housing, etc., all of which combine to create a vicious cycle of poverty, low social capital and increased health risks [65] .
The negative correlation between housing ownership and visible minority has been reported in other studies [66] . In addition, the observed positive correlation between visible minority and low-income has also been reported in other Canadian studies which reported that visible minority Canadians (people of colour) experience persistent income gap, above average levels of living on lowincome and higher levels of unemployment [67] . The high negative correlation of low-income and housing ownership is not surprising and is in agreement with observations by Anderson and co-workers [68] who noted inadequate supply of affordable housing for low-income families and the increasing spatial segregation of some households by income, race, ethnicity, or social class into "unsafe neighbourhoods". Moreover, when affordable housing is not available to low-income households, family resources needed for food, medical or dental care, and other necessities are diverted to housing costs leading to the concept of "concentrated poverty" in certain neighbourhoods [68] . 
N
The low uniqueness values of the PCA imply that the five PCs appropriately represent the socioeconomic and demographic variables included in the analysis. Uniqueness values higher than 0.6 are considered high [69] . The advantage of using either PCA or cluster analysis in this kind of study is that they allow incorporation of many variables in the characterization of neighbourhoods. Therefore, from a population health planning perspective, they provide a better understanding of neighbourhood characteristics compared to representations based on only one variable. This is because the health of a population is determined by several socioeconomic, demographic and health care service factors and therefore analyses that incorporate only one variable would provide insufficient information for population health planning purposes.
Choice of the unit of analysis is critical in these kinds of analyses due to the modifiable areal unit problem (MAUP) since choice of a different and/or inappropriate unit could lead to quite different results [70, 71] . As has been pointed out by Ross and coworkers (2004) [72] , it is more meaningful to use 'naturally' defined neighbourhoods, rather than arbitrary geostatistical or political units since the distribution of population characteristics or health outcomes may not necessarily follow these arbitrary/political boundaries. Ross and co-workers compared N the performance of census tracts to more 'natural' neighbourhoods and found very similar results and concluded that census tracts, used as proxies of neighbourhoods in our study, are good proxies for natural neighbourhood boundaries [72] .
Neighbourhood types
In this study, the results of the PCA were generally similar to those of cluster analysis since the distribution of areas identified as high risk by PC1 tended to follow similar spatial patterns as the high risk areas identified by cluster analysis. Both methods are therefore useful in identifying neighbourhood socioeconomic characteristics that would enhance health planning. However, as has been pointed out by Luginaah and co-workers [49] , interpretation of the results of PCA is difficult due to its subjective nature and the fact that as many maps as number of principal components have to be produced. This makes cluster analysis methodology better for these purposes. Moreover, cluster analysis allows computation of statistics for each of the clusters (neighbourhood types) making the methodology much more objective than PCA.
Similar to the pattern seen in other industrial North American cities [28, [73] [74] [75] most of the high risk neighbourhoods in this study (i.e. with high percentage of lowincome earners, low educational attainment, etc), were located in the downtown core with the risk decreasing towards the suburban environments. The observed diverse neighbourhood socioeconomic characteristics may imply great variability in the health needs of the different population subgroups living in the different neighbourhoods since the conditions in which people live strongly influence their health. Health inequalities are produced by the clustering of several of these socioeconomic risk factors [76] . Therefore, populations living in different neighbourhood types differ in the type and number of socioeconomic risk factors to which they are exposed [77, 78] . Although it is obvious that neighbourhood type E has the lowest socioeconomic status and highest risk while neighbourhood type B has the highest status and lowest risk, the intent of this study was not merely to classify the neighbourhoods based on economic status. Rather, this study was intended to generate neighbourhood socioeconomic information on which needsbased health planning and service delivery can be based. There is benefit in targeting improvement strategies to materially and socially deprived groups [79] .
Future directions and potential applications
The current study is the first of a series of projects designed to investigate neighbourhood health inequalities and provide information to foster health planning with a view to reducing health inequities. The identified neighbourhood clusters will be used, in subsequent studies, as units of analyses in investigating equity in health status, access and utilization of health services. Additionally, the identified of neighbourhood characteristics are expected to provide useful information on which health planning decisions will be based in order to:
1) Identify population health needs at the neighbourhood level 2) Assess health service utilization patterns across neighbourhoods and compare these with neighbourhood population characteristics and needs 3) Create geographic boundaries for the integrated delivery of social and community health care services 4) Allow for the development of strategies tailored and responsive to the unique characteristics and needs of each neighbourhood.
5) Enhance the use of empirical data for local advocacy for marginalized and under-served neighbourhoods and other populations in need.
Incorporation of the differences in neighbourhood socioeconomic characteristics in population health planning decisions such as decisions on funding allocation to community health agencies will help ensure that health planning strategies are best tailored to address the unique needs of each population. This is because a "one-size-fitsall" planning approach is neither efficient nor practical due to the different socioeconomic and demographic characteristics of the different neighbourhoods. It is expected that inclusion of neighbourhood socioeconomic and demographic characteristics in population health planning will provide health planners with more evidence to guide needs-based decisions that would be more appropriate for the socioeconomically diverse neighbourhoods. Therefore, it is hoped that the results of these analyses will be useful in ensuring that planning is tailored to the unique needs of the different neighbourhood population groups. For instance, neighbourhood types A and D have very similar median incomes and therefore if income was the only variable used to characterize the neighbourhoods, they would be treated similarly. However, the rest of the characteristics of these neighbourhood types are different. For example, neighbourhood type D has a much lower percentage of new immigrants, visible minority population and single-parent families than neighbourhood type A. Moreover, there are significantly more owner occupied dwellings in neighbourhood type D than A. The implication is that these neighbourhoods have potentially different challenges and health needs. If only median income was used (as is most often done) to classify the neighbourhoods, the two NTs would inevitably erroneously be treated as similar. Planning strategies based on such single variable analysis may not be appropriate since the strategies would not be tailored to the unique characteristics and therefore needs of the NTs.
Conclusion
In this study, we have used multivariate techniques to identify unique neighbourhood characteristics and classify the neighbourhoods into groups with similar characteristics. Since the identified neighbourhood types are homogeneous with respect to the broad determinants of health, they offer potentially excellent opportunities for health planners and service providers to understand the characteristics and potential health needs of the different neighbourhoods and therefore better plan for them. Through continuous monitoring of health information across these neighbourhoods, health planners, service providers and policy makers could better make decisions based on knowledge of the local communities. 
