We consider the point process of signal strengths emitted from transmitters in a wireless network and observed at a fixed position. In our model, transmitters are placed deterministically or randomly according to a hard core or Poisson point process, and the signals are subjected to power law propagation loss and random propagation effects that may be correlated between transmitters. We provide bounds on the distance between the point process of signal strengths and a Poisson process with the same mean measure, assuming correlated log-normal shadowing. For "strong shadowing" and moderate correlations, we find that the signal strengths are close to a Poisson process, generalizing a recently shown analogous result for independent shadowing. His research interests include point process theory, spatial statistics, Stein's method for distributional approximation, and computational methods for spatial problems, including optimal transport.
I. INTRODUCTION
I N A WIRELESS network, transmitters are placed in some configuration and emit signals to users of the system (e.g., Wi-Fi or mobile phone). Understanding the spectrum of signal strengths received at a fixed location in such networks is crucial for analysis and design. A main approach to this problem is to study the behavior of the signal spectrum in realistic mathematical models of such networks. (We use the term signal spectrum to mean the point process of signal strengths; the exact nature of the signals, e.g., interference or propagation, is not important to our results.)
Due to the increasing prevalence of wireless signal technologies, there is a vast and increasing body of literature devoted to studying key performance metrics derived from the signal spectrum. A significant thread of this research stems from modeling the positions of transmitters, receivers, or users as points of a random (typically Poisson) point process, and then computing quantities of interest using the tools of stochastic geometry; some key references are [1] - [5] and see also the recent works [6] , [7] and their references and discussion.
The generally accepted "standard" model in this setting is that discussed in [8] (going back to [9] and [10] ) where transmitters are placed according to a homogeneous Poisson process in the plane R 2 with the receiver at the origin (justifiable by thinking of the "fixed" receiver location as being randomly chosen over the area of a large network), and the signal strength at the receiver from a transmitter at location x ∈ R 2 is given by (x)S x , where (x) is a non-increasing function representing the deterministic propagation loss of the signal over distance, and the S x are i.i.d. positive random variables representing random shadow-fading effects, e.g., from signals traveling through large obstacles (shadowing) and same signal interactions (multi-path fading). If the Poisson transmitter placements are denoted by ⊂ R 2 \{0}, then the signal spectrum is just the collection of points
In the standard model, the signal spectrum is easy to understand since basic theory says (x, S x ) x∈ is a Poisson point process on R 2 × R ≥0 and is a deterministic function of this point process, hence it is also a Poisson point process, now on R ≥0 , with mean measure read from the density of , the distribution of S x , and the function [11, (2.8) of Proposition 2.9] and c.f. [12, Lemma 1] . The importance of this result is that if you believe the standard model, then the distribution of the signal spectrum only depends on the mean measure, which can be estimated from the empirical signal spectrum in a number of ways, see [13] and references there.
B. Universality Results
The standard model can be generalized to allow for the transmitters to be placed deterministically, such as (historically and unrealistically) on a grid, or according to a (not necessarily Poisson) point process [14] . In these cases, the arguments of the previous paragraph do not apply and moreover analytic or numerical computations for quantities of interest are not always feasible. Much work has gone into understanding the signal spectrum for various choices of transmitter configurations, shadow-fading distributions, and propagation loss functions. In general, features of the signal spectrum may depend on model details, but we can ask: are there some (weak) hypotheses on the parameters of the model such that a few measurable quantities approximately determine the distribution of signal strengths? For the generalized standard model this question has been answered in the affirmative by [11] where it is shown that if the density of transmitters in the plane 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
is asymptotically regular and the shadow variables are large in mean but small in probability -typically referred to as a "strong" shadowing regime [15] -then the spectrum of signal strengths can be well-approximated by a Poisson process on R ≥0 with intensity read from the parameters of the model (this general result built on the work of [12] where the same thing is shown for a particular family of shadow-fading variables and propagation loss functions). The importance of this result is that under the hypotheses above, the signal spectrum behaves approximately as if the transmitters were placed according to a Poisson process and so again, the distribution of the signal spectrum is (approximately) determined by the mean measure which can be estimated from the empirical signal spectrum.
Having such universal results for the standard model is a positive development (though there is still work to be done in developing tests for determining when the results of [11] can be safely applied in practice), but there is one serious issue with this story that stems from the standard model itself: it is clearly unrealistic to assume that the shadow-fading variables associated to different transmitters are independent [16] , [17] . If two transmitters are close to one another, or close to the same path to the origin, then there should be correlation between the shadowing effects for those transmitters; see the very nice survey [18] and references there.
C. Dependent Shadowing
Similar to the standard model, there has been much work around studying the signal spectrum for different choices of transmitter configurations, propagation loss functions, and correlation schemes for different shadow-fading variables. However, as discussed in [18] , many of these schemes have fundamental consistency issues and moreover, even where tractable analysis is possible, the behaviour of the signal spectrum under different models can vary considerably.
Extrapolating just a bit beyond the summary judgement of [18] , we argue that the right models to consider in the current climate is that of the generalized standard model with the added feature that the variables (S x ) x∈ are values of a log-Gaussian field with correlation function ρ defined on R 2 ×R 2 . That is, S x = e a Z x +b where for any collection of points x 1 , . . . , x k of ⊂ R 2 , the vector (Z x 1 , . . . , Z x k ) is centered multivariate Gaussian with covariance matrix (ρ(x i , x j )) k i, j =1 and a, b are some parameters. (This construction is welldefined if ρ is a symmetric and positive semidefinite function.) Moreover, ρ(x, y) should have a reasonably fast rate of decay in the distance of x and y and ideally will have an angular component accounting for the difference of the angles between the lines from x and y to the origin. The qualities on ρ are direct recommendations from [19] and [18] , and as observed by [16] and [20] , modeling the shadowing effects by a log-Gaussian field is empirically justified.
D. Paper Contribution
We take a first step in generalizing the universality results of [11] to more realistic models, by extending the results of [12] to the case where the shadowing variables are correlated. In particular, we show that if in the standard model • the transmitters are placed according to either 1) a deterministic or random pattern with certain regularity conditions, or 2) a homogeneous Poisson process, • the propagation loss function decays like the norm to the power −β for β > 2, and • the shadow-fading variables satisfy S x := exp(σ Z x − σ 2 /β), where σ > 0 and the Z x are generated from a Gaussian field with correlation function with reasonable decay to zero and a technical condition given later (note that the conditions are satisfied by most statistically tractable correlation functions appearing in the literature, reviewed below), then the signal spectrum converges in distribution to a Poisson process with explicit mean measure. The result of [12] is precisely the case above with independent shadow variables. We actually prove much stronger results in Theorems 4 and 6 where we provide rates of convergence for this limit theorem in total variation distance and a specialized point process metric. The rate of convergence quantifies the quality of Poisson approximation and we also provide simulations for finite configurations to indicate parameter values where the approximation is good.
There are a number of studies of wireless signal strengths for correlated shadow variables, see references in [18] , but general results of the type presented here are virtually unprecedented. Perhaps closest to our limit results are those of [21] where a limit theorem is shown for the sum of the signal spectrum from a finite (but large) collection of transmitters assuming a specific transmitter layout and shadowing correlation function that is much less general than our setting.
E. Layout of the Paper
In the next section we define the model more precisely, state our convergence results in greater detail, and discuss their applicability, including a brief overview of relevant correlation functions (a more significant survey is in Appendix I).
In Section III we provide simulation results for a finite network where transmitters are placed according to a Poisson process and a hexagonal grid and then in Section IV we provide a discussion of results and future work. We precisely state and prove our approximation results in Section V. Finally in Appendix I we survey correlation functions relevant to our results, and Appendix II contains some technical results, including the proof of a new general Poisson point process approximation, Theorem 3.
II. MODEL DEFINITION AND CONVERGENCE RESULTS
We first discuss the generalization of the standard model we will use throughout the paper. As is typically done, we actually study N := {g(x)/S x )} x∈ := {1/( (x)S x )} x∈ , the spectrum of inverse signal strengths since there tend to be many weak signals which cause the approximating Poisson process to have a singularity at zero.
A. Correlated Lognormal Model
It is convenient to identify countable sets {y i : i ∈ I} of distinct points with the counting measures i∈I δ y i where δ y is the Dirac measure at y. Also we identify locally finite measures M on R • + = (0, ∞) with nondecreasing, right-continuous functions M :
Setup 1: Let ξ ⊂ R 2 /{0} be a deterministic locally finite collection of points in R 2 representing the transmitter locations, and g(
Let {Z x , x ∈ R 2 } be a Gaussian field with correlation function ρ, standardized so that EZ x = 0 and Var(Z x ) = 1. Suppose that ρ is radially dominated by a non-increasing function˜ : R + → [0, 1], i.e., ρ(x, y) ≤˜ ( x − y ) for all x, y ∈ R 2 , and that˜ (r ) < 1 for r > 0. Let σ > 0 and S x = exp(σ Z x − σ 2 /β), the shadow random variable associated to location x.
Set Y i = g(x i )/S i , where we write S i = S x i , and let N := N (ξ,σ ) be the signal spectrum generated by the collection
If the transmitter locations are random, we write := {X i : i ∈ I } in place of ξ and assume that is independent of the Gaussian field {Z x , x ∈ R 2 }. Note that (the cardinality of) the set I is also random, although for most situations it is enough to set I = N. We assume that has a mean measure λ, which means that λ(A) = E (A) < ∞ for every bounded Borel set A ⊂ R 2 . The signal spectrum N = N ( ,σ ) = i∈I δ Y i is constructed in the same way as above, but based on now instead of ξ . Note that
For deterministic or random transmitters we assume that ρ and the bounding function˜ have the following properties. P1. (Uniform positive definiteness, u.p.d.) For every ε > 0 there exists a δ = δ(ε) > 0 such that for all n ∈ N, for allx 1 , . . . ,x n ∈ R d with min i = j x i −x j ≥ ε, and for all v ∈ R n , we have
P2. There is an R > 0 such that the function r → r˜ 2 R + √ 3R(r − 1) is non-increasing for r ≥ 1. Except for Properties P1 and P2, the setup is easily understood from the discussion in the introduction. Property P2 is satisfied for any reasonable correlation function, and essentially requires that r˜ (r ) is non-increasing eventually, but is stated in a specific way to simplify the proof of our upcoming results. The u.p.d. Property P1 ensures that the spectral norm of the inverse of the covariance matrix induced by the Gaussian field observed at any finite subset of points is uniformly upper bounded (by 1/δ if the minimal distance is ε). Our method requires that we compare the distribution of Z x to that of Z x given the value of the field at a finite collection of points and this is where the inverse covariance matrix appears, see (22) in the proof of Theorem 4 and Lemma 1. In terms of practical applicability, P2 is satisfied for a wide choice of isotropic correlation functions, i.e., ρ of the form ρ(x, y) = ρ 0 ( x − y ), such as any exponential, Matérn or Gaussian correlation function, as well as certain finite range correlation functions. It is also satisfied for certain variations of such functions, e.g., ρ(x, y) = ρ 0 ( A(x − y) ) for A a regular matrix, or convolutions and convex combinations of such functions. In all of these cases δ can be computed explicitly (at varying cost); see Appendix I for further discussion.
Property P1 also resonates well with avoiding numerical problems when applying statistical methods based on wireless network data. Many procedures concerned with statements about the shadowing random field {S x , x ∈ R 2 }, such as maximum likelihood estimation of its parameters or Kriging prediction of its values at unobserved locations involve inverting the correlation matrix C = (ρ(x i , x j )) 1≤i, j ≤n of the data x 1 , . . . , x n . So for feasability of the procedure it is necessary that C is invertible (i.e., ρ is strictly positive definite). For numerical stability of the procedure, it is important that C is well-conditioned, which (since C is a correlation matrix) amounts essentially to saying that the smallest eigenvalue, i.e., the maximal δ in the definition of uniform positive definiteness, is not too close to zero.
Further, considering the list of correlation functions used previously in wireless network models given as Table 1 in [18] , after ruling out those functions that are not positive semidefinite (which do not produce feasible collections of shadowing variables), all of the isotropic correlation functions are u.p.d. with the possible exception of the powered exponential ρ(x, y) = exp( x − y ν ), 0 < ν ≤ 2, which is not well-studied in the literature since it is similar to but less natural than the Matérn model because the parameter ν does not interpolate nicely, e.g., there is fundamentally different behaviour for ν = 2 than for other ν. For correlation functions that incorporate both distance and angle, the question of u.p.d. is not so easily answered and therefore we postpone addressing it to later study.
B. Convergence Results
We study the limit as σ → ∞ of N (ξ,σ ) and N ( ,σ ) under Setup 1. For our convergence results, we additionally assume that deterministic transmitter placements ξ have the asymptotic homogeneity property: for some κ > 0,
and that random placements are homogeneous with intensity κ: for some κ > 0 and all A ⊂ R 2 ,
where |A| denotes the (Lebesgue) area of A. Under these assumptions, the following result about the mean measure established in [11] and [12] , remains obviously valid in our correlated setting.
Theorem 1: Let ξ , N := N (ξ,σ ) , and M := M (ξ,σ ) be defined as in Setup 1 with ξ satisfying (1) . Then for each t > 0, If we replace ξ by a random satisfying (2) , then for every σ > 0 and each t > 0,
Before stating a convergence implication of our main results, we need some terminology to define one of the classes of transmitter configurations we study. Call a point process a hard core process with (minimal) distance ε * > 0 if P(inf i, j ∈I ,i = j X i − X j ≥ ε * ) = 1. We call a homogeneous point process second-order stationary if for any bounded Borel sets A, B ⊂ R 2 the "second moments" E (A) (B) are finite and remain the same if we shift the whole point process by an arbitrary vector x ∈ R 2 . Our convergence result for the hard core setting also requires a mild "B + 2 -mixing" condition (existence of a reduced covariance measure with values in [−∞, ∞)) described in detail around (50) . Intuitively B + 2 -mixing says that the potential of a point of the process to excite further points at some distance ≥ r decreases to zero as r → ∞.
To explain these conditions: having a hard core distance is intuitive from an engineering point of view and the second order stationarity and mixing conditions are mild from a modeling perspective and are satisfied by almost all models currently used in the engineering literature. For example the Poisson process, many cluster point processes, and all determinantal point process are B + 2 -mixing, when used in their stationary variants. In any of these models we can introduce a hard core distance in a number of ways without destroying the mixing and stationarity properties; see the more detailed discussion after (50) .
To state a convergence implication of our main results, denote convergence in distribution of point processes by D −→ (technically this is weak convergence of point process distributions with respect to the vague topology on the space N of locally finite counting measures on R), and note that the convergences N D −→ ϒ below imply convergence in distribution of any continuous statistical function of the point processes as well as joint convergence in distribution of vectors N((s 1 , t 1 ]), . . . , N((s n , t n ]) for any n ∈ N and any s i , t i ∈ R • + with s i < t i for 1 ≤ i ≤ n. Theorem 2: Assume Setup 1 and let ϒ be a Poisson process on (0, ∞) with mean measure given by the function L(t) = κπt 2/β /K 2 .
(i) Suppose that the deterministic transmitter configuration ξ satisfies (1) and is such that min x∈ξ x > 0 and inf x,y∈ξ x − y > 0.
for some a > 0, then as σ → ∞,
(ii) Suppose that the random transmitter configuration is a second-order stationary hard core process on R 2 with intensity κ that satisfies the B + 2 -mixing condition. If˜ (r ) = O(r −(1+a) ) for some a > 0, then as σ → ∞,
(iii) Suppose that the random transmitter configuration is a homogeneous Poisson point process with intensity κ. If for some c > 0, we have that the constant δ of P1 satisfies δ = δ(ε) = (ε c ) as ε → 0, and for some a > 0 we have that˜ (r ) = O(e −ar ) as r → ∞, then as σ → ∞,
The theorem says that if σ is large, the correlation between shadow-fading variables is only moderate, the correlation function is u.p.d., and the transmitter placements have reasonable properties, then the spectrum of signal strengths will look Poisson. In fact our quantitative approximation results in Section V show that it is fine to approximate N by a Poisson process with mean measure given by M (or more realistically, an empirically observed measure) rather than the limiting L of Theorem 1 even in the deterministic case.
Our approximation theorems below imply that the rates of convergence in σ for the statements of Theorem 2 are polynomial, and in certain cases exponential. The latter occurs for example in the hard core process case if the decay of the correlation function is exponential. Numerically, our error bounds are quite conservative due to their generality, but they are important for the rates of convergence and because they indicate parameter relationships where the signal spectrum will be close to Poisson.
To comment on the three different situations of the theorem, it is not clear what is the most appropriate model for transmitter locations [22] - [24] . Placing transmitters according to a Poisson process is tractable and can be heuristically justified by thinking of the user positioned "randomly" in a large network, but in fact this heuristic is better captured by Item (ii) which seems like the most useful model for thinking about robust network architecture. However, we state all three versions to show that the result and our methods are robust.
C. Method of Proof
The convergence result follows from first deriving approximation bounds in a certain metricd 2 between point processes restricted to [0, t], see Theorems 4 and 6, and then use these to show convergence of the restricted point process ind 2 , Theorems 5 and 7, and hence also in distribution. This then implies convergence in distribution of the unrestricted point processes.
To show the approximation bounds, our main tool is Stein's method for distributional approximation; introductions to Stein's method from different perspectives are found in [25] - [28] . Our needs do not quite fit into existing results for Poisson process approximation, so we provide a new general approximation result using Stein's method, Theorem 3.
III. SIMULATION RESULTS FOR MARGINAL COUNTS
Our simulations were run in R [29] (using the packages listed in the acknowledgments below). We have strived to use parameters that are reasonably realistic in a mobile phone setting without fixating too much on a specific technology or scenario.
Our transmitters were placed in two configurations: at the center of the cells of a hexagonal grid and according to a homogeneous Poisson process (resampled for each run of the simulation), both on a disc with radius 30 km and having average density κ = 5 km −2 . In view of the data analyzed in [23] and [24] , noting that the former counted base stations regardless of network operator and technology used, this choice is near the upper limit. For the deterministic propagation loss function we chose β = 3.6 and K = 4000 km −1 , which is very similar to the parameters used in [12] , Subsection B5; for the choice of β see also [30, Sec. 2.6] . A crucial quantity for the quality of approximation is the logarithmic standard deviation of shadowing σ . In applications this quantity is customarily expressed as 10 sd(log 10 (S)) dB and referred to as σ dB , such that σ = σ dB ·log(10)/10. Typical values for σ dB from empirical studies range from 4 to 13 dB; see [30, Sec. 2.7] . In [12] , values from 8 to 12 dB are considered. We use 10 dB, which translates to σ = log(10) ≈ 2.30. We choose for ρ the exponential correlation function, i.e., ρ(x, y) = exp{− x − y /s}, which has been often used in the literature before. The scale parameter s is known as decorrelation distance in this context and often takes values between 50 and 250 m, corresponding to the order of magnitude of typical obstacles; see [18, Sec. VI.B] and the references given there. We chose s = 0.1, 0.2, 0.5 km, the last value to also include a setting where correlation is stronger than might be usual.
In the rest of the paper we implicitly normalize signal strengths to multiples of a constant transmitter power P, whereas the absolute received signal strengths from a transmitter at location x would be (S x /g(x))P. In view of the rather high transmitter density, we choose P = 40 mW, which is a realistic power for a small cell, but too low for a macrocell. However, with this choice we obtain realistic strongest signal strengths in the range of mostly −110 to −60 dBm (i.e., 10 −11 to 10 −6 mW) at the receiver. Note that other choices of P or K will just result in scaling the received powers, but not in any other way alter the outcomes.
For the simulation study we generate 10 4 realizations of the signal spectrum and compute the count statistics for the number of signals (reciprocals of the powers in mW) falling in the interval [0, t], where t = 10 6 , 10 7 , 10 8 . This corresponds to counting signals with power at least −60 dBm, −70 dBm, −80 dBm, respectively, at the receiver.
The outcome is summarized in Table I . The first row of the table records the theoretical numerically computed mean values M(t) for transmitters placed according to a Poisson process, while the second and third row are the empirical mean and variance of N(t) for this case. The fourth and fifth row of values are the empirical mean and variance for the hexagonal transmitter arrangement. Figures 1 and 2 show the empirical CDF of N(t) for Poisson process and hexagonal transmitter placement, respectively, plotted against the appropriate Poisson CDF for s = 0.1, 0.2, 0.5 (P-P plot).
In Figure 1 we notice, as expected, that with increasing scale s of the correlation the approximation becomes worse. Note that for s = 0 (no correlation) it would be clear by the Poisson process transformation theorem that the signal counts follow the exact Poisson distribution (and correspondingly also satisfy mean = variance with regard to Table I ); see [12, Lemma 1] . For s = 0.1 the approximation is still very close to exact. With increasing s it deviates towards a more and more overdispersed distribution, as can be seen from the "flipped S"-shape in the plots and from the high variances in Table I . Having an overdispersed distribution corresponds well to the intuition that under strongly positively correlated shadowing, we get clusters of signals in our interval [0, t] and thus higher probabilities for both very low and very high counts. In such situations the signal spectrum for the given σ may be better approximated by a Poisson cluster process or a more general Cox process; see [11] .
Turning now to Figure 2 , we notice that for smaller s the signal counts are underdispersed as seen from the "proper S"-shape in the plots. Only for s = 0.5 we are in the situation of overdispersed signal counts again. The same is reflected in the relations of means and variances in Table I . The underdispersion of signals at smaller s can be attributed to the regularity of the hexagonal grid and the fact that in view of the limit theorem the σ considered is too small. This is partly compensated by the correlated shadowing, and as s becomes larger, the shadowing effect takes over. What is remarkable is that for correlated shadowing, there is an intermediate range of parameter settings (that are more or less realistic for a mobile network context) in which the Poisson approximation for the signal spectrum in the hexagonal configuration is actually more accurate than in the case of transmitters distributed according to a Poisson process.
We see from the above considerations that the difference between the mean and the variance read from Table I is a useful proxy for the quality of Poisson approximation. Further analysis (not presented here) shows as expected that approximation gets better as σ increases, but worse as t increases beyond the values given in the table; see also [31] .
IV. DISCUSSION AND FUTURE WORK
We have shown that the spectrum of signal strengths in a wireless network with moderately correlated strong shadowing is well approximated by a Poisson point process, generalizing the same result for the uncorrelated case. This holds true under a wide choice of probability distributions for the transmitter point process, in particular for virtually any second-order stationary distribution that includes a hard core, i.e. holds the transmitters at a minimal distance from each other.
Note that cellular networks would usually be designed to hold transmitters serving overlapping areas a certain distance apart. Alternatively such transmitters would operate at different frequencies to keep interference at a tolerable level, with frequencies being reused many times at transmitters that are somewhat farther apart; see [30, Ch. 15] . This means that even in networks where transmitters are strongly clustered, our theorem should still be valid if applied to the strengths of signals received at a certain frequency.
We have provided a first simulation study for our result using appropriate model parameters for a mobile phone setting. This study indicates that the Poisson process limit can become relevant for realistic correlation settings if σ is reasonably high (σ dB = 10 dB or above). It is an important avenue for future research to determine the applicability of our result more closely using data available from given networks, and to investigate its robustness across different scenarios.
The importance of our result comes from the fact that in networks where it is applicable, we can essentially treat the signal spectrum as an inhomogeneous Poisson process, which is a point process that is well understood and relatively easy to handle. In particular, it is completely determined by its mean measure, which then can be estimated from the empirical spectrum in a number of ways. Also it has a number of important derived quantities that are mathematically tractable, such as coverage probabilities; see e.g. [32] and the references in its introduction.
Some important questions related to our work that we leave open for future study are 1) We expect our results to extend beyond the lognormal shadow-fading setting to shadow variables that are other functions of the value of a Gaussian field at the transmitter location in a similar way as [11] generalizes [12] in the independent case. 2) We have not taken into account fast-fading effects, which are frequently modelled by multiplying the shadow variable by another non-negative random variable, independent between transmitters. Apart from the fact that additional computations are necessary to adapt our proofs to the new distributions of shadowing and fading combined, we expect that the fast-fading effects would only help the Poisson convergence by adding a discontinuity in the correlation function at zero. 3) To confidently apply our results in practice, it would be good to develop simple statistical tests to determine when the hypotheses of strong shadowing under moderate correlation are satisfied; in particular to conclude when it is appropriate to assume the signal spectrum is approximately Poisson. Note that the analogous question assuming independent shadowing is not even welladdressed. 4) Many times we are interested in functions of the signal spectrum such as the signal-to-interference ratio. Understanding such statistics via our results would be useful. 5) Of the many empirical questions left untouched by our study, it would be good to better understand which correlation functions and transmitter placements, or which properties of such are most appropriate for modelling purposes.
V. APPROXIMATION RESULTS
In this section we bound distances between the distribution L(N| [0,t ] ) of our signal spectrum restricted to [0, t] and a suitable Poisson process distribution in all of the three transmitter settings considered in Theorem 2, i.e., deterministic, Poisson or hard core. Note that the results obtained here are much stronger than statements of convergence since they give concrete rates of convergence in terms of σ and the other model parameters. The results also provide computable upper bounds, which, due to the generality and the technicality of our setting, are typically too conservative to be of practical use.
The main metric we use for measuring distances between point process distributions is the Wasserstein metricd 2 with respect to the optimal subpattern assignment (OSPA) metric d 1 between point configurations. We denote by N the space of finite point configurations ψ = {s 1 , . . . , s n } = n i=1 δ s i (by the identification at the beginning of Subsection II-A) on [0, t] ⊂ R. (Note that all considerations aboutd 1 andd 2 below remain valid for a compact subset of R d for arbitrary d ∈ N.)
The OSPA distanced 1 (ψ, υ) between point configurations ψ, υ ∈ N can be roughly defined as the average Euclidean distance truncated at 1 between points in an optimal pairing, where unpaired points (in the larger point configuration) count as paired at distance 1. See [33] for a precise definition (Equation (3), where p = c = 1) and a great deal of additional information. Since its introduction the OSPA metric has been abundantly used in signal processing and sometimes other disciplines of engineering, and has together with certain modifications become a standard evaluation tool for multiobject filtering and tracking algorithms; see [34] .
We can define the Wasserstein metric between distributions of point processes and ϒ on [0, t] by coupling the two point processes in such a way that their expectedd 1 -distance is as small as possible, more preciselȳ
where the minimum is taken over all pairs of point processes , ϒ that have the same individual distributions as and ϒ, respectively. This metric was studied in detail in [35] . Proposition 2.3(iii) in that article shows thatd 2 describes the right topology for probability distributions of point processes in the sense that point processes , 1 
as n → ∞. Also in that article, Proposition 2.3(i) shows the equivalence of the following "dual" definition:
that is, the set of 1-Lipschitz-continuous functions with respect tod 1 .
From this dual form one can see that upper bounds on thē
for many useful point process statistics f , such as the average nearest neighbour distance between points and many U -statistics; see [35, Sec. 3] . However, f must be Lipschitz continuous and thus we do not directly get upper bounds for terms of the form
for general (measurable) sets A ⊂ N. Therefore we present below also results in the total variation metric d TV given by
where conveniently possible. The supremum above is taken over all measurable subsets of N (technically, with respect to the Borel σ -algebra N generated by the vague topology on N). See [25, Appendix A.1] for the second equality above and further results.
Since d TV can also be expressed as a supremum of the form (4) over the class F of all measurable [0, 1]-valued functions, which byd 1 ≤ 1 contains in particular the class F W , we obtain thatd 2 ≤ d TV . On the other hand, in general n D −→ does not imply d TV (L( n ), L( )) → 0, so d TV is a strictly stronger metric. Taking for n one deterministic point at 1/n and for one deterministic point at 0, we obtain d TV (L( n ), L( )) = 1 → 0 and see that the total variation metric is in some cases too strong to be useful.
We use the following general theorem about Poisson process approximation which uses the same ideas as results already proved in the literature (e.g., [ but is geared towards our application. A proof can be found in Appendix II. Denote by · TV the total variation norm on the space of finite signed measures and Pop( ) the law of a Poisson process with mean measure . For a measure λ on R, we use λ| t as short hand notation for λ| [0,t ] and continue to use λ(t) for λ([0, t]).
Theorem 3: Let I be a finite index set, and let λ i be a probability distribution on R + for each i ∈ I. Suppose that Y i ∼ λ i are real valued random variables and set = i∈I δ Y i and λ = i∈I λ i . For every i ∈ I, choose A i ⊂ I with i ∈ A i . Then, for any t > 0, setting
and
where F i is any σ -field containing σ (I j , Y j I j : j ∈ A i ), in particular any σ -field containing σ (Y j : j ∈ A i ).
A. Deterministic Transmitter Placements
Using Theorem 3, we first address the case of fixed transmitter placements. Denote byB(x, r ) andB(x, r ) the closed and open balls of radius r centered at x, respectively. where ξ (B(x, R) ) denotes the number of points in ξ ∩B(x, R).
Then, requiring σ 2 > −β log h(d * )/t (i.e., b * > 0), and also B C > 1 and B 2 C F ≤ 1,
. Before proving the theorem, we show how it implies that for σ large and moderate correlation, N| t is approximately Poisson.
Theorem 5: Let t > 0 and σ, ξ , and N := N (ξ,σ ) be defined as in the Setup 1. Let := (ξ,σ ) be a Poisson process on R + with the same mean measure M (ξ,σ ) as N. Assume ξ is such that min x∈ξ x > 0 and ε := inf = x,y∈ξ x − y > 0. 1) If˜ (r ) = O(r −(1+a) ) for some a > 0, then as σ → ∞,
We apply the bounds of Theorem 4. Set C = exp{σ 2 /β 2 + σ 1.1 }, let d * := min x∈ξ x > 0, ε C = ε := min = x,y∈ξ x − y > 0, and recall the notation of Theorem 4. For the first term appearing in both bounds, we claim
This is because
Since ξ(B(0, r ))/(κπr 2 ) → 1, we have that for any ι > 0, if C is large enough, then we can bound this last term
which, up to a constant factor (of 2κπ) and the terms with the factors of ι, can be rewritten as the left hand side of (8).
To take care of the ι terms, bound
using the moment generating function of a Gaussian random variable. Since we can take ι → 0 as C → ∞, and the right hand side of the inequality is independent of C, the left hand side goes to zero as σ → ∞. For the other ι term, we use the usual Gaussian Mills ratio bound. If r > 0, then
Combining the upper bound with
we find For the next term appearing in both bounds:
note that because ε > 0, T C (R) = O(R 2 ) not depending on C, and because d * > 0 that b * = σ/β + (σ −1 ), so we find
For the convergence ind 2 we set R = σ 2/a and for the convergence in d TV we set R = exp{2σ 2 /(aβ 2 ) + 2σ 1.1 /a} and in both cases (11) tends to zero (using the inequality b > 16/(1 −˜ (ε)) for d TV ).
The tail condition on˜ implies F = O(R −2a ), and so in both cases it is easy to see that the final remaining term in the bound of Theorem 4 tends to zero.
Proof of Theorem 4: We first truncate in order to be able to work with a finite sum. Let ξ C = ξ |B (0,C) ,
and define C to be the Poisson process on R • + having mean given by M C (t) = EN C (t). Writing d for eitherd 2 or d TV , we may split up the initial distance as
We can bound the first two summands by using direct couplings,
We apply Theorem 3 to get an upper bound for the
The first two terms appearing in (5) and (7) are the same up to prefactors. We bound them as follows.
Term 1 of Both: We find
and note that we are assuming σ is large enough so that b x > 0 for all x ∈ ξ (i.e., β log h(d * )/t > −σ 2 ). We use the Gaussian Mills ratio bounds (9) to find
where we have used that ρ(x, y) ≤ 1. Now note that since y ≥ x and g is non-decreasing in the norm of its argument, b x + b y ≥ 2b x , so that (18) is bounded above by
Note that the minimum appearing in (19) is of an increasing and decreasing function in b x and so is bounded by the maximum of the functions evaluated at a common point. Choosing b x = 5/ √ 2π − 1, we find that the minimum appearing in (19) is bounded by 5/2 (numerically the minimum can be found to be around 2.34). To bound the remaining terms in (19) , we use that b x ≥ b * and that for x ≤ C, y ≤ C,
Noting that
we obtain from (16) and (18)- (20) that
where
Write Z i = (Z x j ) j ∈ A c i , which is interpreted as a column vector of length n i := # A c i . Since Z x i , Z i are jointly (1 + n i )variate normally distributed with mean vector 0 ∈ R 1+n i and
we obtain by a standard result that
Note that is invertible because it is positive definite by Property P2. Also τ 2 i ∈ (0, 1], because −1 is also positive definite and τ 2 i is the conditional normal variance, which by ρ(x, y) < 1 for x = y may not be zero.
Thus, from (21), for a standard normally distributed random variable Z that is independent from Z i , we have
where P Z i denotes the conditional probability given Z i . Write
, and recall that σ is large enough so that b i > 0. We then have
We take the expectation of (24) against Z i , using that b i is normal with mean b i /τ i and variance s 2
The following Gaussian expectation formulas can be checked by straightforward calculation: if X is normal mean m and variance v 2 , then
We then find that the expectation of (24) against Z i is bounded above by
Now combining this bound with the fact that b * ≤ b i ≤ B C , the Mills ratio inequalities of (9) to find
and that from (30) of Lemma 1,
we find that (23) is bounded above by
by (30), since by the above conditions also F < 1.
Thus we obtain for (21) the total bound of
Term 4 ofd 2 : To bound the final term (6), we only have to integrate the bound (25) coming from the third term of (5).
Writing explicitly the dependence of B C and b * on t, replacing t by s and integrating, noting that F is independent of s and M(s) is non-decreasing in s, we obtain
and b * is non-increasing in s, we can upper bound (26) by
Term 3 of d TV : Turning to d = d TV now, it remains to estimate the term
in (7) . Note that for a finite signed measure μ and a bimeasurable bijection g : R → im(g) ⊂ R we have
where the last inequality follows from Lemma 2 below. Note that 1 − τ 2 i = s 2 i ≤ F and μ i ( Z ) ∼ N (0, s 2 i ), so that E|μ i ( Z )| = s i √ 2/π. We bound the number of points of ξ C inB(0, C) by coveringB(0, C) byB(0, R) and the annuli
By Lemma 3 below, B k contains no more than 4πk T C (R) points of ξ C . Therefore
Thus we can bound (28) by 2π 3
The following lemma and its use in the proof of Theorem 4 above clarifies the form of Property P2 of ρ in Setup 1. 
Proof: Note that the uniform positive definiteness of ρ yields δ > 0 as a lower bound on the smallest eigenvalue of the correlation matrix (cf. the proof of Theorem 8 in the appendix). Hence the spectral norm of −1/2 is bounded above by 1/ √ δ. Thus
To bound the norm of γ we subdivideB(x 0 , R) c into the
By Lemma 3 the annulus B k contains no more than 4πk T (R) points of x 1 , . . . , x n . Therefore
where the third inequality holds because of P2.
The following lemma is a technical result used in the proof of Theorem 4 which bounds the total variation distance between two normal distributions. (N (m, s 2 ), N (0, 1) ) ≤ 2|1 − s 2 | + π/2 |m|. Proof: According to [26, (2.12) N (0, 1) , then for any Borel set A, (31) where N (m, s 2 ) , then for any bounded f with bounded derivative we have
Subtracting this inside of the absolute value of (31), we have
where we used the bounds on f, f . Since this holds uniformly in A, the lemma follows.
The following elementary lemma used in the proofs of Theorem 4 and Lemma 1 allows to control the maximal number of points of ξ in a set by subdividing it into annuli.
Lemma 3: Let η ⊂ R 2 be a locally finite set and T (R) = max x∈R 2 η (B(x, R) ). Then for any x 0 ∈ R 2 , the annulus
Proof: We may clearly set x 0 = 0 without loss of generality. Note that the annulus B = {x ∈ R 2 :
2 R} can be completely covered by 2π ψ closed balls of radius R with centers placed at (r cos(mψ), (r sin(mψ)), 0 ≤ m ≤ 2π ψ − 1, wherer = (r 2 0 + (R/2) 2 ) 1/2 and ψ = 2 arctan(R/(2r 0 )). Therefore B k can be covered with 2π ψ closed R-balls, where r 0 = R + (k − 1 2 ) √ 3R. By the fact that arctan is concave on [0, ∞) with arctan(0) = 0, we obtain for any a, b > 0 that
for any k ≥ 1. Thus B k can be covered with 4πk closed R-balls, and therefore cannot contain more than 4πk T (R) points of η.
B. Random Transmitter Positions
Say now the transmitter positions form a point process = {X i : i ∈ I } = i∈I δ X i (by the identification at the beginning of Section II-A) as described in Setup 1. Suppose that in addition to the mean measure λ the second factorial moment measure λ [2] exists, meaning that for all bounded Borel sets A ⊂ R 2 and B ⊂ R 4 ,
For a Poisson process with mean measure λ it is easily checked that λ [2] = λ⊗λ; see Example 9.5(d) in [37, Sec. 9.5] . For a hard core process with minimal distance ε * , the maximal number of points that can lie in a fixed bounded set is bounded, so the second factorial moment measure always exists; it is readily checked that λ [2] ({(x, y) 
A direct consequence of the definition of these moment measures is that for general and non-negative measurable functions h 1 , h 2 ,
see for example [37, Sec. 9.5 ]. The first expression (33) is sometimes called Campbell's theorem. Denote now by N = N ( ,σ ) and the corresponding processes based on instead of the fixed ξ , where the signal strengths {S x , x ∈ R 2 } are assumed to be independent of . Note that N(t) = R 2 I[g(x)/S x ≤ t] (dx) and by independence and (33) ,
Theorem 1 implies that M(t) = L(t) = κπt 2/β /K 2 , which does not depend on σ . 
and assume that B C > 1, and B 2 C F ≤ 1.
(i) Let be a homogeneous Poisson process with intensity κ, assume that T * ≥ 16κ R 2 , choose further constants ε 0 , ε C > 0, and set F := F T * ,ε C . Then
(ii) Let be an intensity κ second order stationary hard core process with distance ε * > 0, fix T * := 4 R+ε * /2 ε * 2 , and set F := F T * ,ε * . Then,
We defer the discussion about convergence as σ → ∞ until after the proof; see Theorem 7 below.
Proof: For the initial estimates the nature of the process (Poisson or hard core) is not important.
Note that (4) impliesd 2 can be written as a supremum of absolute differences of expectations over a class of functions F , so that for any point processes A and B, L(B | ) ).
Denote by
the point process which conditionally on is a Poisson process with (conditional) mean measure M . Thus, is a so-called Cox process, a mixture of Poisson processes.
Split up the original distance as
We upper bound the second term by conditioning on and using Lemma 4 in Appendix II below, which bounds thed 2 distance between two Poisson point processes on [0, t]. Thus
Conditioning the first term also on yields
The term inside the mean corresponds precisely to the term bounded in Theorem 4, except that not every transmitter configuration satisfies all of the minimal distance and maximal point count requirements imposed for the deterministic configuration ξ in Theorem 4. Following the proof of that theorem we truncate the configurations toB(0, C), which did not use any conditions. Set C = |B (0,C) , N C = N ( C ,σ ) ,
in the same way as (35) , we obtain
We may now apply Theorem 3 to the term inside the mean on the good event that the transmitters are not too close to each other or the origin and then bound the probability that the good event does not occur. To this end, let
x , (B(x, R) ).
For the positive constants d, T * , and setting ε = ε C in the Poisson case and ε = ε * in the hard core case, define the events
We first bound
Note that ( (B(0, d) ( (B(0, d) )) = κπd 2 ;
the remaining two probabilities are bounded further below, because we have to distinguish whether is Poisson or hard core. For thed 2 term, conditional on and under the good event, we apply Theorem 3 with A i = { j ∈ I : X i − X j ≤ R} and bound the four terms in (5) and (6) in the analogous way as in Theorem 4 taking always the 1 in the minimum in the prefactor.
For the first and second terms of (5) we have to distinguish whether is Poisson or hard core, so we postpone this part to further below. For the third term of (5) and the term (6), we obtain immediately from (25) and (27) (noting that the M(t) = M (ξ,σ ) (t) in those formulae are integrals with respect to ξ )
and after taking expectations this yields the required bound. It remains to bound the first and second term of (5) and also P(E c ) and P(T c ).
(i) The Poisson process case.
For the first term in (5) , we obtain
After taking expectation, using (34) , this yields an upper bound of ≥ h(d) ). (41) For the second term in (5), we first note that the arguments in the proof of Theorem 4 from (18) to (20) imply that, for ≥ g(x) ), (42) where
Thus, similarly to the argument starting from (16),
After taking expectations using (34) , this yields as an upper bound of the second term
For the remaining terms, note that
In general, if T C (r ) ≥ M then at least one of the set of (2 C/(2r ) −1) 2 squares with side length 4r and centers at the points {(2ri, 2r j) : i, j = − C/(2r ) + 1, . . . , C/(2r ) − 1} must have at least M points in it. This is because for any disc D of radius r the set D ∩B(0, C) is completely contained in one of the squares in the set (since it intersects at most four of the 2r × 2r squares formed by overlap which must have a common corner). Thus if denotes the 4r × 4r square with center at the origin, then
For E c , we then have
For T c , let X μ denote a Poisson variable with mean μ. Then since T * ≥ 16κ R 2 ,
where we have used the Poisson Chernoff bound, for s ≥ μ,
Collecting (36) , (37) , (41) , (43) , the expectation of (40), as well as (39) , (44) , and (45) yields the required upper bound.
(ii) The hard core process case. Note first that the maximum number of points of contained in any ball of radius R can be bounded by the maximum number of non-overlapping balls of radius ε * /2 that can be placed into a ball of radius R + ε * /2. By comparing the areas of the balls we obtain
For the first term in (5), we argue similarly to the Poisson process case to find, after taking expectation, an upper bound of
For the second term in (5) , we obtain in the analogous way as for the Poisson process case
where we used (46) again for the last inequality. For the remaining terms, note that
Collecting (36) , (37) , (47) , (48) , the expectation of (40), as well as (39) yields the required upper bound.
In order to use Theorem 6 to show a convergence result for the hard core process, we assume a mild "B + 2 -mixing" condition which we now describe.
For a second-order stationary point process with intensity κ, [37, Proposition 12.6 .III] yields that there exists a "reduced" measureλ [2] on R 2 satisfying
h(x, y) λ [2] (dx × dy) [2] (dy) (49) for every measurable function h : R 2 × R 2 → R + (note that we normalize differently than [37] ). As can be seen from [37, Proposition 13.2 .VI] and the discussion following it, we may interpretλ [2] (B) as the expected number of other transmitters in the set x + B given there is a transmitter at x. We assume that there exists a (necessarily locally finite) signed measureγ [2] on R 2 , called the reduced covariance measure, which satisfies γ [2] (B) =λ [2] 
for any bounded Borel set B ⊂ R 2 . Furthermore we assume thatγ [2] is [−∞, ∞)-valued, which is the same as saying that the positive variationγ + [2] (the positive part in the Jordan decomposition ofγ [2] ) is finite. We refer to the existence of a reduced covariance measure of finite positive variation as B + 2mixing, with regard to the frequently used stronger concept of B 2 -mixing, which means thatγ [2] (or equivalently its variation |γ [2] |) is finite; see e.g. [38] .
Second order stationary hard core point processes with B 2 -(hence also B + 2 -) mixing form a rich family which covers most reasonable models of transmitter configurations with minimal distance. If we thin a B 2 -mixing process according to a stationary (and typically dependent) thinning procedure given by a random field {π x , x ∈ R 2 } of retention probabilites satisfying R 2 Cov(π 0 , π x ) dx < ∞, then the thinned process is still B 2 -mixing; see [38, Example 4, Sec. 6] . Likewise, if we start from a B 2 -mixing process of cluster centers and replace each center c by a random number of i.i.d. points distributed according to a fixed distribution that is shifted to c, then the result is B 2 -mixing again if the distribution of the cluster sizes has second moment; see [39, Example 4.1] . The possibility of using either or both of these operations on any of the known stationary B 2 -mixing processes, such as the homogeneous Poisson process, any stationary log-Gaussian Cox process with integrable covariance function of the underlying random field (seen from [40, Proposition 5.4] ), or any stationary determinantal point process [41] , gives us a wide choice of possible models. As long as the last thinning step leaves the model with a hard core, item (ii) of the theorem below is applicable. Arguably the easiest natural way to introduce a hard core is by the Matérn "type II" thinning procedure described in [42, Sec. 5.4] : The points are equipped with i.i.d. marks that can be interpreted as "virtual birth (or construction) times" of the points; the thinned process consists then of those points of the original process that are older than any other points within a pre-specified hard core distance ε * > 0.
To understand both B 2 -and B + 2 -mixing intuitively, note that for disjoint bounded Borel sets A, B ⊂ R 2 , we have by (49) and the translation invariance of Lebesgue measure
Cov( (A), (B))
= λ [2] [2] (dy).
Thus, for any bounded Borel set A ⊂ R 2 with diam(A) := sup x,y∈A x − y and any (not necessarily bounded) Borel sets B n ⊂B(0, n) c , n ∈ N, we have as n → ∞
≤ κ · |A| · |γ [2] |(B(0, n − diam(A)) c ) → 0 under B 2 -mixing since γ [2] TV = |γ [2] |(R 2 ) < ∞, and
We state our convergence result.
Theorem 7: Let t > 0 and σ, and N := N ,σ be defined as in Setup 1. Use to denote the Poisson process on R + that has the same mean measure M as N. Denote the conditional mean measure of N given by M . If either (i) is a homogeneous Poisson process with intensity κ > 0, and for some c > 0, we may take for the uniform positive definite constant of P1: δ = δ(ε) = (ε c ) as ε → 0, and for some a > 0, we have that˜ (r ) = O(e −ar ) as r → ∞, or (ii) is a B + 2 -mixing second order stationary hard core process with distance ε * > 0 and intensity κ > 0, and (r ) = O(r −(1+a) ) for some a > 0, then as σ → ∞,d 2 (L(N| t ), L( | t )) → 0. Proof: We apply Theorem 6. For both cases, set C = exp{σ 2 /β 2 + σ 1.1 } so that, following the proof of Theorem 5, the first term in the bound goes to zero. For σ large enough, we can set d = σ −2 and the condition that b = b(d) > 0 is satisfied. Note that b = b(d) = (σ ). Using that for any γ > 0,
we find that for any p > 0, if R = σ p , then
For the Poisson case (i ), set ε C = exp{−σ 2 /β 2 − 2σ 1.1 } so that Cε C → 0 and set T * = 16eκ R 2 . Then note that the conditions on˜ imply F = O(ε −c C R 2 e −2a R ) and set R = σ 3 so that B C √ F → 0 (since B C = O(σ )). We further set ε 0 := σ −1 + sup{ε ≥ 0 : 1 −˜ (ε) ≤ σ −1 } which is well-defined and tends to zero as σ → ∞ since˜ is non-increasing to zero with˜ (r ) = 1 if and only if r = 0.
For the hard core case (ii), the tail conditions on˜
With these choices of parameters, it is straightforward to see that for both cases, almost all of the terms from Theorem 6 tend to zero as σ → ∞; the exceptions are E M (t) − M(t) and
Note that by Cauchy-Schwarz E|M (s) − M(s)| ≤ Var(M (s)) for 0 ≤ s ≤ t. We show Var(M (s)) → 0 uniformly in s ∈ [0, t] (and note the calculations below justify the finiteness of the second moment of M (s)), which by applying Fubini shows that (52) tends to zero.
For both the Poisson and the hard core case, use (34) to find
In the Poisson case (i ), we have λ [2] = λ ⊗ λ, so that
where in the second last inequality we use (51) .
In the hard core case (ii), we note that the first term in (53) is the same as in the Poisson case and thus goes to zero uniformly in s ∈ [0, t]. By B + 2 -mixing the positive variation γ + [2] ofγ [2] is a finite measure. Assume σ > 2/ε * and note that [2] is zero. Write furthermore
Using (49) and the fact that λ(dx) = κ dx is translation invariant, we obtain as an upper bound of the remaining terms of (53), showing for the equality below first that it holds when integrating over D c σ ∩ R 2 ×B(0, n) for arbitrary n ∈ N, D c σ P(sS ≥ g(x))P(sS ≥ g(x + y)) λ(dx)λ [2] (dy) [2] (dy)
where the second last inequality uses again the translation invariance of λ.
Proof of Theorem 2: The convergence results Theorems 5 and 7 combined with Lemma 4 in Appendix II and the mean convergence result Theorem 1 show that for each item, N| t converges in distribution to a Poisson process with the appropriate mean measure. The process convergence follows from [11, Lemma 4.1], read from [43] .
APPENDIX I UNIFORMLY POSITIVE DEFINITE CORRELATION FUNCTIONS
We provide a number of tools for establishing uniform positive definiteness of correlation functions and give examples. For later reference, we consider correlation functions ρ on general d-dimensional space here. Assume first that ρ is continuous and stationary, i.e., ρ(x, y) = ρ(x − y) depends only on the difference of its arguments x, y ∈ R d . By Bochner's Theorem there is then a unique symmetric probability measure M on R d such that for z ∈ R d ,
Recall that the density f (if it exists) of M with respect to Lebesgue measure, is called the spectral density. If ρ is integrable, then f can be obtained by the inverse Fourier transform: for x ∈ R d ,
The following theorem gives sufficient conditions for uniform positive definiteness.
Theorem 8: Let ρ : R d → R be a correlation function (i.e., symmetric and positive semidefinite) that is continuous and integrable. Assume that ρ has a spectral density f that is bounded away from 0 on every ballB(0, H ), H > 0. Then ρ is uniformly positive definite. The parameter δ in the definition can be chosen as
for arbitrary
where λx is the smallest eigenvalue of the matrix (ρ(x i ,x j )) 1≤i, j ≤n . By [44, Th. 12.3] the δ given in (55) is a (uniform) lower bound on λx . To see this note that by (54) the Fourier transform in [44] is just (2π) d/2 f . Since δ is positive by the condition on f , the claim is shown.
As examples we give two very general classes of isotropic (i.e. rotationally invariant) correlation functions that can be shown to be u.p.d. by the above theorem. We refer to [45, Secs. 2.7 and 5.2] for more details on these and other examples.
Example 1 (The Matérn class of correlation functions and its boundaries): This is arguably the most popular class in spatial statistics nowadays. We have
where K ν is the modified Bessel function of the second kind, defined in [46, (9.6.1)]. Explicit formulae exist for ν ∈ {k − 1 2 : k ∈ N}. For example, for ν = 1 2 we obtain the popular exponential correlation function, ρ(z) = exp(− z /θ ). The parameter ν > 0 controls the regularity of the paths of a Gaussian random field with correlation function ρ, while θ > 0 controls the spatial scale on which there is substantial correlation. Various other parametrizations for the Matérn class exist. For general ν > 0 the spectral density is given by
So by Theorem 8 ρ is uniformly positive definite and the factor δ can be computed explicitly. In particular note that δ(ε) = (ε 2ν ) as ε → 0. Furthermore, according to [46, 9.7 Letting ν → 0, we obtain the so-called nugget correlation function ρ(z) = 1{z = 0}, which is trivially u.p.d. with constant δ = 1. In our setting, this corresponds to the case where the shadowing variables are independent which is already understood. From an applied point of view it is sometimes useful to replace θ by θ / √ 2ν, which stabilizes ρ as ν → ∞. Letting ν → ∞ in this parameterization, we obtain the squared exponential (or Gaussian) correlation function ρ(z) = exp(− z 2 /(2θ 2 )) and we can set˜ (r ) = exp(−r 2 /(2θ 2 )). The spectral density is given by
and thus ρ is u.p.d. again by Theorem 8 and δ can be taken to be (ε −d exp{−C θ /ε 2 }) for some positive constant C θ , which is not (ε c ) as ε → 0 for any c > 0. Example 2 (Compactly supported polynomials of minimal degree): [44] , Section 9.3-9.4, studies isotropic positive semidefinite functions ρ(z) = ρ 0 ( z ), z ∈ R d , where ρ 0 : R → R is continuous, a polynomial on [0, 1], constant zero on [1, ∞] , and symmetrically extended to R (for the question of differentiability at zero). In particular the author constructs functions φ d,k that satisfy the property that they have minimal degree among all ρ 0 of the above form that are in C 2k (R). See [44] , Section 9.4, for concrete formulae.
[44, Corollary 12.8] together with the considerations from the proof of Theorem 8 yield that for k ∈ N, d ∈ N and for k = 0, d ≥ 3 the correlation function ρ : R d → R, given by
is uniformly positive definite with δ = C d,k ε 2k+1 , where C d.k is a positive constant that can be computed in principle. Moreover, since the ρ is only supported on a compact set, Theorem 2 applies for these correlation functions. Note also there is an analogous discussion and conclusion where the interval [0, 1] is replaced by [0, θ] for θ > 0.
APPENDIX II TECHNICAL POISSON CONVERGENCE RESULTS

Proof of Theorem 3:
Set X = [0, t] and recall that we denote by N the set of finite point configurations on X equipped with the usual σ -algebra N . Let ϒ ∼ Pop(λ).
Note that both metrics considered are of the form
where F = F TV = {1 A : A ∈ N } is the set of measurable indicators if d = d TV and where F = F W is the set of all functionsf : N → R such that |f (ψ) −f (υ)| ≤d 1 (ψ, υ) for all ψ, υ ∈ N, that is, the set of 1-Lipschitz-continuous functions with respect to the OSPA metricd 1 if d =d 2 .
We use Stein's method for Poisson process approximation as presented in [47] (see e.g. the proof of Theorem 2.4 in that paper). For any function f ∈ F there is a function h = h f : N → R so that we can equate f (·) − E f (ϒ| t ) = (Ah f )(·), where A is the generator of a spatial immigrationdeath process on X with immigration measure λ| t and unit per-capita death rate. Write =: c(λ) if f ∈ F W . The finiteness of these bounds justifies the integrability in the various statements below.
Noting that | t = i∈I I i δ Y i , we obtain
where (i) | t = j ∈ A c i I i δ Y i . We bound the absolute values of the three terms on the right hand side. For the absolute value of (56), we obtain
where the inequality follows by adding the points of | t − (i) | t individually. In much the same way, the absolute value of (58) is bounded as
In order to estimate the absolute value of (57), write λ i (· | F i ) for the regular conditional distribution of Y i given F i . By disintegration (e.g. [48, Th. 6.4 in [48] ), since (i) | t is F i -measurable,
For any ξ ∈ N define g ξ : X → R by g ξ (s) = h(ξ + δ s ) − h(ξ ), s ∈ X . Note that |g ξ (s)| ≤ 1 h for all s ∈ X . If f ∈ F W (and in fact for a somewhat larger class of functions) it was shown in [36] in the argument that leads up to Inequality (2.3) that g ξ is Lipschitz continuous with constant 1, 1+log + (λ(t )) λ(t ) ≤ c(λ). In summary we obtain for the absolute value of (57) and general f ∈ F ,
If F = F TV , we simply have
where the long absolute value bars in the second line denote the variation of the signed measure.
If F = F W , we base the upper bound on a somewhat more general result. Let g : [0, t] → R be a Lipschitz continuous function with constant c 2 and g ∞ ≤ c 1 . For arbitrary probability measures λ 1 , λ 2 on R + with c.d.f.s F 1 , F 2 , we let (X, Y ) be a quantile coupling of λ 1 and λ 2 , i.e., let U ∼ U [0, 1] and set X = F −1 1 (U ), Y = F −1 2 (U ), where F −1 k (u) = inf{x ∈ R + : F k (x) ≥ u} is the generalized inverse. Assuming F 1 (t) ≤ F 2 (t) (otherwise switch F 1 and F 2 ), we have P(X ≤ t, Y > t) = 0 and thus t 0 g(s) λ 1 (ds) − t 0 g(s) λ 2 (ds)
where the last inequality holds because we see by comparing the areas between the quantile functions and the distribution functions and using F 1 (t) ≤ F 2 (t) that
Applying Inequality (60) to the right hand side of (59) yields the last two summands of the upper bound claimed. Proof: Following the first part of the proof of Theorem 3, we have that for an appropriate family H of functions h : N → R,
where we have used that ϒ 2 has the stationary distribution of a spatial immigration-death process with immigration measure 2 and unit per-capita death rate. As in the proof of Theorem 3, for each h ∈ H, we can write h(ϒ 2 + δ s ) − h(ϒ 2 ) = g ϒ 2 (s) =: g(s), where the g ϒ 2 is bounded by 1 with Lipschitz constant 1, uniform over ϒ 2 . Thus for h ∈ H, denoting generalized inverses by −1 i , assuming without loss that 2 (t) ≥ 1 (t), and using standard results about the Lebesgue-Stieltjes integral, we have E
