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Abstract
The vacuum expectation value (VEV) of the fermionic current density is investigated in
the geometry of two parallel branes in locally AdS spacetime with a part of spatial dimensions
compactified to a torus. Along the toral dimensions quasiperiodicity conditions are imposed
with general phases and the presence of a constant gauge field is assumed. The influence of
the latter on the VEV is of the Aharonov-Bohm type. Different types of boundary conditions
are discussed on the branes, including the bag boundary condition and the conditions arising
in Z2-symmetric braneworld models. Nonzero vacuum currents appear along the compact
dimensions only. In the region between the branes they are decomposed into the brane-
free and brane-induced contributions. Both these contributions are periodic functions of the
magnetic flux enclosed by compact dimensions with the period equal to the flux quantum.
Depending on the boundary conditions, the presence of the branes can either increase or
decrease the vacuum current density. For a part of boundary conditions, a memory effect
is present in the limit when one of the branes tends to the AdS boundary. Unlike to the
fermion condensate and the VEV of the energy-momentum tensor, the VEV of the current
density is finite on the branes. Applications are given to higher-dimensional generalizations
of the Randall-Sundrum models with two branes and with toroidally compact subspace. The
features of the fermionic current are discussed in odd-dimensional parity and time-reversal
symmetric models. The corresponding results for three-dimensional spacetime are applied to
finite length curved graphene tubes threaded by a magnetic flux. It is shown that a nonzero
current density can also appear in the absence of the magnetic flux if the fields corresponding
to two different points of the Brillouin zone obey different boundary conditions on the tube
edges.
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1 Introduction
In quantum field theory the vacuum is defined as a state of quantum fields with the zero number
of quanta. It depends on the choice of the complete set of mode functions in terms of which the
quantization of fields is done (see, for instance, [1]). The mode functions and, as a consequence
of that, the properties of the vacuum are sensitive to both the local and global characteristics
of the background geometry. In particular, the vacuum expectation values (VEVs) of physical
observables depend on the boundary conditions imposed on fields. This dependence is manifested
in the Casimir effect [2] and has been investigated for large number of bulk and boundary
geometries. The boundary conditions may have different physical origins. They can be induced
by the presence of boundaries (material boundaries in quantum electrodynamics, domain walls
separating different phases, horizons in gravitational physics, branes in braneworld scenarios)
or as a consequence of nontrivial spatial topology. In some models formulated in background
of manifolds with edges, the imposition of boundary conditions on those edges is required to
prevent the unitarity of the theory. In the present paper we consider a physical problem with
different sources for the polarization of vacuum. They include the background gravitational
field, gauge field, boundaries and nontrivial spatial topology.
The background geometry we are going to discuss is locally anti-de Sitter (AdS) one. Being
the maximally symmetric solution of the vacuum Einstein equations with a negative cosmological
constant, AdS spacetime is among the most popular geometries in quantum field theory on
curved backgrounds. First of all, because of high symmetry, a large number of physical problems
are exactly solvable on that background. These solutions may help to shed light on the influence
of gravitational field on quantum matter in less symmetric geometries. The lack of global
hyperbolicity and the presence of the modes regular and irregular on the AdS boundary give rise
to new principal questions in the quantization procedure of fields having no analogs in quantum
field theory on the Minkowski bulk. The importance of the corresponding investigations is also
related to the fact that the AdS spacetime naturally appears as a ground state in extended
supergravity and in string theories and also as the near horizon geometry of the extremal black
holes and domain walls.
The further increase of the interest to the AdS based field theories is motivated by a crucial
role of the corresponding geometry in two exciting developments of theoretical physics in the past
decade. The first one is the braneworld scenario with large extra dimensions which provides a
geometrical solution to the hierarchy problem between the gravitational and electroweak energy
scales [3]. The corresponding models are usually formulated on higher-dimensional AdS bulk
with branes parallel to the AdS boundary and the weak coupling of 4-dimensional gravity is
generated by the large physical volume of extra dimensions. Braneworlds naturally appear in
the string/M theory context and present a novel setting for the discussion of phenomenological
and cosmological issues related to extra dimensions. The second development is related to the
AdS/CFT correspondence (for reviews see [4]) that relates string theories or supergravity in the
AdS bulk with a conformal field theory living on its boundary. This duality between two different
theories has many interesting consequences and provides a powerful tool for the investigation
of gauge field theories. Among the recent developments of the AdS/CFT correspondence is the
application to strong-coupling problems in condensed matter physics (familiar examples include
holographic superconductors, quantum phase transitions and topological insulators) [5].
In the present paper the global properties of the background geometry will be different
from those for AdS spacetime. It will be assumed that a part of the Poincare´ coordinates
in the AdS line element are compactified on a torus. In addition, we assume the presence
of two branes parallel to the AdS boundary. As a consequence, two types of conditions are
imposed on the operators of quantum fields: periodicity conditions along compact dimensions
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and boundary conditions on the branes. In the Randall-Sundrum type branewrolds the latter
are dictated by the Z2-symmetry with respect to the branes. Both these conditions modify
the spectrum of vacuum fluctuations and give rise to the Casimir type contributions in the
physical characteristics of the vacuum state. In particular, motivated by the problem of radion
stabilization in braneworld scenario, the brane-induced quantum effects have been intensively
investigated for scalar [6], fermionic [7]-[10] and vector fields [11]. The models with de Sitter
branes have been considered in [12]. The Casimir effect in AdS spacetime with additional
compact subspaces is discussed in [13]. The expectation value of the surface energy-momentum
tensor for a scalar field, induced on branes, and related cosmological constant are studied in
[14].
The papers cited above consider mainly the vacuum energy or the VEV of the energy-
momentum tensor. For charged fields, an important local characteristics are the expectation
values of the charge and current densities. For scalar and fermionic fields in flat backgrounds
with a part of spatial dimensions compactified to a torus, these expectation values at zero and
finite temperatures were considered in Refs. [15, 16, 17]. The results for fermionic fields in
a special case of two spatial dimensions have been applied to cylindrical and toroidal carbon
nanotubes described in terms of the long-wavelength effective Dirac model. The boundary-
induced effects of the Casimir type on the vacuum charges and currents are discussed in [18, 19].
The fermionic current density induced by a magnetic flux in planar rings with concentric circular
boundaries has been investigated in [20]. The persistent currents in normal metal rings having
a similar physical origin have been experimentally observed in [21]. The effects of edges on the
fermion condensate and the currents in two-dimensional conical spaces are discussed in [22].
More complicated problems for the vacuum currents in locally de Sitter and AdS background
geometries with toroidally compactified spatial dimensions are considered in [23] and [24, 25].
Induced current in AdS spacetime in the presence of a cosmic string and compactified spatial
dimension is studied in [26]. The brane-induced effects on the the current density for a charged
scalar field with Robin boundary conditions in locally AdS bulk are investigated in [27, 28]. The
corresponding problem for a fermionic field in the geometry of a single brane with bag boundary
condition has been considered in [29]. Continuing in this line of investigations, here we consider
the fermionic vacuum currents for two-brane geometry in background of locally AdS spacetime
with compact dimensions and for different combinations of the boundary conditions on them.
The organization of the paper is as follows. In the next section we specify the bulk and
boundary geometries, the topology and the boundary conditions imposed on the field. In Section
3, a complete set of the positive and negative energy solutions to the Dirac equation is presented
in the region between two branes and the eigenvalues of the radial quantum number are specified.
The VEV of the current density for the bag boundary condition on the branes is investigated in
Section 4. Two alternative representations are provided and the asymptotic behavior is discussed
in various limiting regions of the parameters. In Section 5 we consider the VEV of the current
density for another type of boundary condition that differs from the bag boundary condition by
the sign of the term containing the normal to the boundary. In Section 6, the fermionic current
in Z2-symmetric braneworld models with two branes is investigated. Various combinations of the
boundary conditions, dictated by the Z2-symmetry with respect to the branes, are discussed.
The features of the fermionic current in odd-dimensional parity and time-reversal symmetric
models are considered in Section 7 and applications are given to the Dirac model describing
the long wavelength properties of curved graphene tubes. The main results are summarized in
Section 8. In Appendix A, by using the generalized Abel-Plana formula, a summation formula
is derived for series over the eigenmodes of the fermionic field in the region between the branes
for boundary conditions on the field operator discussed in the main text.
3
2 Problem setup
In this section we describe the bulk and boundary geometries, the field and the periodicity and
boundary conditions.
2.1 Background geometry
Consider a (D + 1)-dimensional spacetime with the line element
ds2 = e−2y/aηikdx
idxk − dy2 = (a/z)2ηµνdxµdxν , (2.1)
where a is a constant having the dimension of length, the Latin and Greek indices run over
0, 1, . . . ,D − 1 and 0, 1, . . . ,D, respectively, ηµν = diag(1,−1, . . . ,−1) is the metric tensor for
the Minkowski spacetime in the Cartesian coordinates. The conformal coordinate z = xD is
expressed in terms of the coordinate y, −∞ < y < +∞, by the relation z = aey/a with the range
0 6 z < ∞. The line element (2.1) coincides with the one for the (D + 1)-dimensional AdS
spacetime, described in Poincare´ coordinates. In the case of AdS spacetime, for the coordinates
xi, i = 1, . . . ,D, one has −∞ < xi < +∞. The global properties of the geometry we are going
to consider here will be different. Namely, we assume that the subspace with the coordinates
x(q) = (x
p+1, . . . , xD−1), q = D−p−1, is compactified to a q-dimensional torus T q = (S1)q with
the lengths of the compact dimensions Ll, 0 6 x
l 6 Ll, l = p + 1, . . . ,D − 1. In what follows
we will denote by Vq = Lp+1 · · ·LD−1 the volume of the compact subspace. For the coordinates
x(p) = (x
1, . . . , xp), as usual, one has −∞ < xi < +∞, i = 1, . . . , p, and, hence, the subspace
covered by the set of coordinates (x(p),x(q)) = (x
1, . . . , xD−1) has topology Rp × T q. Note that
the constant Ll is the coordinate length of the lth compact dimension. The physical (or proper)
length L(p)l of that dimension, measured by an observer having a fixed z coordinate, is given
by L(p)l = (a/z)Ll and it decreases with increasing z (see figure 5 below for the D = 2 spatial
geometry embedded in a three-dimensional Euclidean space).
The last relation in (2.1) shows that the geometry under consideration is conformally related
to the half (with 0 6 xD <∞) of the locally Minkowskian (D + 1)-dimensional spacetime with
spatial topology Rp+1 × T q. The Minkowskian counterpart contains a boundary xD = 0 the
boundary condition on which is determined by the boundary condition imposed on the AdS
boundary z = 0. The AdS horizon is presented by the hypersurface z = ∞. The toroidal
compactification under consideration does not change the local geometry and the Ricci tensor
Rνµ = −Dδνµ/a2 is the same as that for AdS spacetime.
As a boundary geometry we will assume the presence of two co-dimension one branes lo-
cated at y = y1 and y = y2, y1 < y2. For the corresponding values of the conformal coordinate
z one has zj = ae
yj/a, j = 1, 2. Note that the physical distance between the branes is given by
y2− y1 = a ln(z2/z1) and they have spatial topology Rp×T q. For the extrinsic curvature tensor
of the brane at z = zj one has K
(j)
ik = ±gik/a, where the upper and lower signs correspond
to the regions z 6 zj and z > zj . As a consequence of the nonzero extrinsic curvature, the
physical effects of the brane on the properties of the quantum vacuum are different in those
regions. In the generalized Randall-Sundrum type models with additional compact dimensions,
the hypersurfaces y = y1 and y = y2 correspond to the hidden and visible branes, respec-
tively. Higher dimensional generalizations of the braneworld models with compact dimensions
are, in particular, important from the viewpoint of underlying fundamental theories in higher
dimensions such as superstring/M theories. The consideration of more general spacetimes may
provide interesting extensions of the Randall-Sundrum mechanism for the geometric origin of
the hierarchy.
4
2.2 Field and boundary conditions
Having specified the bulk and boundary geometries, now we pass to the field content. We
consider a charged fermionic field ψ(x) with the mass parameter m in the presence of an external
classical abelian gauge field Aµ(x). Here and in what follows the shorthand notation x =
(x0 = t, x1, . . . , xD) is used for the spacetime coordinates. The coupling parameter between the
fermionic and gauge fields will be denoted by e. For a fermionic field realizing the irreducible
representation of the Clifford algebra the number of components of the spinor ψ(x) is equal
to N = 2[(D+1)/2], where the square brackets mean the integer part. Introducing the gauge
extended covariant derivative operator Dµ = ∂µ+Γµ+ ieAµ, with Γµ being the spin connection,
the field equation is written as
(iγµDµ −m)ψ(x) = 0. (2.2)
The curved spacetime N × N Dirac matrices are expressed in terms of the corresponding flat
spacetime matrices γ(b) by the relation γµ = eµ(b)γ
(b), where eµ(b) are the vierbein fields. In the
conformal coordinates xµ, with xD = z, the vierbein fields can be taken in the form eµ(b) =
(z/a)δµb . With this choice, for the components of the spin connection one gets ΓD = 0 and
Γk = ηklγ
(D)γ(l)/(2z) for k = 0, . . . ,D− 1. The field equation (2.2) is invariant under the gauge
transformation ψ(x) = ψ′(x)e−ieχ(x), Aµ(x) = A
′
µ(x) + ∂µχ(x).
The background geometry is not simply connected and, in addition to the field equation, the
periodicity conditions on the field operator should be specified along compact dimensions for
the theory to be defined. For the lth compact dimension we will impose the condition
ψ(t,x(p),x(q) + Lle(l), x
D) = eiαlψ(t,x(p),x(q), x
D), (2.3)
where e(l) is the unit vector along the dimension x
l with the components ei(l) = δ
i
l and αl,
l = p + 1, . . . ,D − 1, are constant phases. The special cases, most frequently considered in
the literature, correspond to untwisted (αl = 0) and twisted (αl = pi) fields. The periodicity
conditions with αl 6= 0 have been used in the literature to exclude the zero mode of the fermionic
field. For the gauge field the simplest configuration will be assumed with Aµ = const. Only the
components Al, l = p + 1, . . . ,D − 1, along compact dimensions are physically relevant. Their
effects on physical observables are of the Aharonov-Bohm type and they are induced by the
nontrivial topology of the background geometry. By the gauge transformation {ψ(x), Aµ} →
{ψ′(x), A′µ}, with the transformation function χ = bµxµ and constant bµ, one gets a new set of
fields {ψ′(x), A′µ} = {ψ(x)eiebµx
µ
, Aµ − bµ}. The periodicity conditions for the field ψ′(x) are of
the form (2.3) with new phases α′l = αl + eblLl. Hence, by the gauge transformation the set of
parameters {αl, Al} is transformed to a new set {α′l, A′l} = {αl+ eblLl, Al− bl}. In what follows,
it is convenient for us to work in the gauge with bµ = Aµ with the zero vector potential A
′
µ. The
corresponding phases in the periodicity conditions for the field operator ψ′(x) (in the following
we will omit the primes) will be denoted by α˜l:
α˜l = αl + eAlLl. (2.4)
This shows that the physics depends on the parameters αl and Al in the form of the combination
(2.4). The phase shift induced by the vector potential can be presented as eAlLl = −eAlLl =
−2piΦl/Φ0, where Φl is formally interpreted in terms of the magnetic flux enclosed by the lth
compact dimension and Φ0 = 2pi/e is the flux quantum.
In the presence of the branes at z = zj , j = 1, 2, for the theory to be defined one needs to
specify the boundary conditions on them. In this section we will assume that the field operator
obeys the bag boundary conditions
(1 + iγµn(j)µ )ψ(x) = 0, z = zj , (2.5)
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with n
(j)
µ being the inward pointing normal (with respect to the region under consideration) to
the brane at z = zj . Other types of boundary conditions on the branes will be discussed in
the following sections. The branes divide the background space into three regions: 0 6 z 6 z1,
z1 6 z 6 z2, and z > z2. The current densities in the regions 0 6 z 6 z1 and z > z2 are the same
as those for a single brane located at z = z1 and z = z2, respectively, and they are investigated
in [29]. Here we will be mainly concerned with the region between the branes, z1 6 z 6 z2. For
that region in (2.5) one has n
(j)
µ = (−1)jδDµ a/zj .
3 Fermionic modes in the region between the branes
In this section we consider a complete set of positive and negative energy modes {ψ(+)β , ψ(−)β }
for the fermionic field ψ(x). The collective set β of quantum numbers will be specified below.
In order to solve the field equation (2.2) we need to choose the representation of the Dirac
matrices. As it already has been discussed in [29], it is convenient to take the flat spacetime
gamma matrices in the representation
γ(b) =
(
0 χb
(−1)1−δ0b χ†b 0
)
, b = 0, 1, . . . ,D − 1, (3.1)
and γ(D) = sidiag(1,−1) with s = ±1. In odd-dimensional spacetimes there exist two inequiv-
alent irreducible representations of the Clifford algebra and the values s = +1 and s = −1
correspond to those representations. In even spacetime dimensions the irreducible representa-
tion of the Clifford algebra is unique, up to a similarity transformation, and we can put s = 1.
For D = 2 we can take χ0 = χ1 = 1 and the matrices γ
(b) are expressed in terms of the Pauli
matrices σPµ as γ
(0) = σP1, γ
(1) = iσP2, γ
(2) = siσP3. The commutation relations for the
N/2 ×N/2 matrices χb are obtained from those for the Dirac matrices γ(b). They are reduced
to χ†0χ0 = 1, χ0χ
†
b = χbχ
†
0, χ
†
0χb = χ
†
bχ0, and
χbχ
†
c + χcχ
†
b = 2δbc,
χ†bχc + χ
†
cχb = 2δbc, (3.2)
where b, c = 1, 2, . . . ,D − 1.
With the curved spacetime gamma matrices γµ = (z/a)δµb γ
(b), the complete set of solutions
of the field equation (2.2) (with Aµ = 0 in the gauge under consideration) can be found in a way
similar to that given in [29]. Introducing the one-column matrices w(σ), σ = 1, . . . , N/2, with
N/2 rows and with the elements w
(σ)
l = δlσ, for the positive and negative energy mode functions
one gets
ψ
(+)
β (x) = z
D+1
2 eikx−iωt

 kχχ†0+iλ−ωω Zma+s/2(λz)w(σ)
iχ†0
kχχ†0+iλ+ω
ω Zma−s/2(λz)w
(σ)

 ,
ψ
(−)
β (x) = z
D+1
2 eikx+iωt
(
iχ0
kχ†χ0−iλ+ω
ω Zma+s/2(λz)w
(σ)
kχ†χ0−iλ−ω
ω Zma−s/2(λz)w
(σ)
)
, (3.3)
where k = (k1, . . . , kD−1), ω =
√
λ2 + k2, k = |k|, kx = ∑D−1l=1 kixi, and kχ = ∑D−1l=1 klχl. In
(3.3), Zµ(λz), with µ = ma ± s/2, is a cylinder function. We present it in the form of a linear
combination of the Bessel and Neumann functions Jµ(λz) and Yµ(λz):
Zµ(λz) = c1Jµ(λz) + c2Yµ(λz), (3.4)
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where the coefficients are determined by the normalization and boundary conditions.
The momentum k in the mode functions (3.3) can be decomposed as k = (k(p),k(q)), where
k(p) = (k1, . . . , kp) and k(q) = (kp+1, . . . , kD−1) correspond to the uncompact and compact
subspaces. For the components in the uncompact subspace, as usual, one has −∞ < ki < +∞,
i = 1, . . . , p, whereas the components in the compact subspace are discretized by the periodicity
conditions (2.3) (with the replacement αl → α˜l in the gauge under consideration) with the
eigenvalues
kl =
2pinl + α˜l
Ll
, nl = 0,±1,±2, . . . , (3.5)
and l = p + 1, . . . ,D − 1. In (3.5), the integer part of the ratio α˜l/2pi can be absorbed by the
redefinition of nl and only the fractional part of that ratio is physically relevant.
Now let us consider the boundary conditions on the branes. From (2.5) it follows that
Zma+1/2(λz1) = 0 and Zma−1/2(λz2) = 0 in both the cases s = ±1. For the ratio of the
coefficients in (3.4) the first condition gives
c2
c1
= −Jma+1/2(λz1)
Yma+1/2(λz1)
. (3.6)
From the second condition we obtain that the allowed values of λ are roots of the equation
gma+1/2,ma−1/2(λz1, λz2) = 0, (3.7)
where we have introduced the function
gµ,ν(x, u) = Jµ(x)Yν(u)− Jν(u)Yµ(x). (3.8)
It can be seen that the equation (3.7) has no solutions corresponding to bound states with λ = iξ,
ξ > 0. We denote the positive roots of (3.7) with respect to λz1 by λn = λn(ma, z2/z1) = λz1,
n = 1, 2, . . ., assuming that they are numerated in the ascending order, λn+1 > λn. Note
that the roots λn depend on the locations of the branes in the form of the ratio z2/z1. For a
massless field the equation (3.7) is reduced to cos[λ (z2 − z1)] = 0 with the solutions λz1 = λn =
pi(n− 1/2)/ (z2/z1 − 1), n = 1, . . . ,∞. These eigenvalues coincide with those for parallel plates
in the locally Minkowski bulk located at z = z1 and z = z2. For large values of λz1 and for a
massive field, in (3.7) we can use the asymptotic expressions for the cylinder functions for large
arguments. To the leading order the left-hand side of (3.7) is reduced to cos[λ (z2 − z1)]. Hence,
for large n one has λn ≈ pi(n − 1/2)/ (z2/z1 − 1). The mode functions are specified by the set
β = (k(p),nq, n, σ) with nq = (np+1, . . . , nD−1).
The function Zν(λz) is expressed in terms of the function (3.8) in two equivalent ways:
Zµ(λz) = −
c1gma+1/2,µ(λz1, λz)
Yma+1/2(λz1)
= −c1gma−1/2,µ(λz2, λz)
Yma−1/2(λz2)
. (3.9)
By using the first of these relations, and introducing the notation
ν = ma+ 1/2 (3.10)
for the further convenience, the mode functions are presented in the form
ψ
(+)
β (x) = C
(+)
β z
D+1
2 eikx−iωt

 kχχ†0+iλ−ωω gν,ma+s/2(λz1, λz)w(σ)
iχ†0
kχχ†0+iλ+ω
ω gν,ma−s/2(λz1, λz)w
(σ)

 ,
ψ
(−)
β (x) = C
(−)
β z
D+1
2 eikx+iωt
(
iχ0
kχ†χ0−iλ+ω
ω gν,ma+s/2(λz1, λz)w
(σ)
kχ†χ0−iλ−ω
ω gν,ma−s/2(λz1, λz)w
(σ)
)
, (3.11)
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with λ = λn/z1 and new normalization coefficients C
(±)
β . The latter are found from the normal-
ization condition ∫
dDx (a/z)Dψ
(±)†
β ψ
(±)
β′ = δββ′ , (3.12)
where the z-integration goes over the range [z1, z2], δββ′ is understood as Kronecker delta for
the discrete components of the collective index β and as Dirac delta function for the continuous
ones. The normalization integral over z contains the squares of the functions gν,ma±1/2(λz1, λz).
By taking into account that these functions are cylinder functions with respect to both the
arguments, the integrals are evaluated by using the corresponding formula from [30]. Using the
fact that λ is a root of the equation (3.7), it can be shown that∫ z2
z1
dz zg2ν,ma±1/2(λz1, λz) =
2pi−2z1/λ
Tν(z2/z1, λz1)
, (3.13)
where we have defined
Tν(η, x) = x
[
J2ν (x)
J2ν−1(ηx)
− 1
]−1
, η = z2/z1. (3.14)
On the base (3.13) it can be seen that
∣∣∣C(±)β ∣∣∣2 ≡ |Cβ|2 = λTν(η, λz1)32(2pi)p−2VqaDz1 . (3.15)
As seen the normalization constants are the same (up to a phase) for the positive and negative
energy solutions and they do not depend on the parameter s.
4 Current density in the region between the branes
Having the complete set of normalized mode functions (3.11), we can evaluate the VEV of the
current density jµ = eψ¯γµψ, where ψ¯ = ψ†γ(0) is the Dirac conjugate (for a recent discussion of
the renormalised fermion expectation values on AdS spacetime in the absence of branes see, for
example, [31]). That is done by using the mode-sum formula
〈jµ(x)〉 = e
2
∑
β
[
ψ¯
(−)
β (x)γ
µψ
(−)
β (x)− ψ¯(+)β (x)γµψ(+)β (x)
]
, (4.1)
where 〈jµ(x)〉 = 〈0| jµ(x) |0〉 with |0〉 being the vacuum state, and
∑
β
=
∑
nq
∫
dk(p)
∞∑
n=1
N/2∑
σ=1
. (4.2)
We consider the charge density and the spatial components separately.
The component with µ = 0 in (4.1) corresponds to the VEV of the charge density. Inserting
the mode functions it is presented in the form
〈j0〉 = (2pi)
2−pezD+2
16aD+1Vqz1
∑
β
λ
ω
Tν(η, λz1)
∑
j=±1
jg2ν,ma+js/2(λz1, λz)w
(σ)†
kχ†χ0w
(σ). (4.3)
From the definition of the one-column matrices w(σ) it follows that
∑N/2
σ=1 w
(σ)†χ†χ0w
(σ) =
tr(χ†χ0). Now, by taking into account the commutation relations for the matrices χ0 and χb,
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we can show that tr(χ†bχ0) = 0 and consequently
∑N/2
σ=1 w
(σ)†χ†χ0w
(σ) = 0. Hence, we conclude
that the VEV of the charge density vanishes.
Next we consider the spatial components of the VEV (4.1). With the mode functions (3.11)
we get
〈jl〉 = −(2pi)
2−peNzD+2
32VqaD+1z1
∑
nq
∫
dk(p)kl
∞∑
n=1
λ
ω
Tν(η, λz1)
∑
j=±1
g2ν,ma+js/2(λz1, λz). (4.4)
For the components along uncompact dimensions, l = 1, . . . , p, in (4.4) one has −∞ < kl < +∞
and in the integral
∫ +∞
−∞ dkl the integrand is an odd function of the integration variable. From
here we conclude that the components of the current density along uncompact dimensions vanish:
〈jl〉 = 0 for l = 1, . . . , p. This result could also be directly obtained on the base of the problem
symmetry under the reflections xl → −xl of the uncompact directions. Hence, a nonzero vacuum
currents may appear along the compact dimensions only and we pass to the investigation of their
properties.
4.1 Integral representation for the currents in the compact subspace
First of all, from (4.4) it follows that the current density does not depend on the parameter s.
This means that in odd-dimensional spacetimes the current densities are the same for fermionic
fields realizing two inequivalent irreducible representations of the Clifford algebra. In the follow-
ing discussion we put s = 1. After integrating over the angular part of k(p), the current density
along the lth compact dimension is presented in the form
〈jl〉 = − pi
2−p/2eNzD+2
2p+2Γ(p/2)VqaD+1z1
∑
nq
kl
∫ ∞
0
dk(p) k
p−1
(p)
×
∞∑
n=1
λnTν(η, λn)√
λ2n + z
2
1k
2
∑
j=±1
g2ν,ma+j/2(λn, λnz/z1), (4.5)
where l = p+ 1, . . . ,D − 1, k2 = k2(p) + k2(q), k2(p) = |k(p)|2 and
k2(q) =
D−1∑
i=p+1
(2pini + α˜i)
2
L2i
. (4.6)
From (4.5) it follows that 〈jl〉 is an odd periodic function of α˜l with the period 2pi and an even
periodic function of α˜i, i 6= l, with the same period. In terms of the magnetic fluxes Φi this
means that the current density is a periodic function of the magnetic fluxes with the period
equal to the flux quantum. In particular, 〈jl〉 vanishes for integer values of α˜l/(2pi). The charge
flux density through the hypersurface xl = const is given by n
(l)
l 〈jl〉, where n(l)i = δlia/z is
the normal to that hypersurface. The product aDn
(l)
l 〈jl〉 depends on the variables having the
dimension of length in the form of the dimensionless combinations zj/z, Li/z, ma. This feature
is a consequence of the maximal symmetry of the AdS spacetime. In figures below we plot the
quantity aDn
(l)
l 〈jl〉.
In the representation (4.5) the eigenvalues λn are given implicitly, as roots of the equation
(3.7). Another disadvantage is that the terms with large n are highly oscillatory. A more
convenient representation is obtained applying a variant of the generalized Abel-Plana formula
(A.1), derived in Appendix A, with µ = ν−1 and δ = 1. Note that λ(1)ν−1,n = λn and T (1)ν−1(η, x) =
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Tν(η, x). For the series over n in (4.5) the function h(u) has the form
h(x) =
x√
x2 + z21k
2
∑
j=±1
g2ν,ma+j/2(x, xz/z1), (4.7)
and has branch points x = ±iz1k on the imaginary axis. By using the properties of the Bessel
functions it can be seen that h(ix) + h(−ix) = 0 for 0 6 x < z1k. With the help of (A.1) the
current density is presented as
〈jl〉 = 〈jl〉(1) − 4 (4pi)
−p/2−1 eNzD+2
Γ(p/2)VqaD+1z1
∑
nq
kl
∫ ∞
0
dk(p) k
p−1
(p)
×
∫ ∞
z1k
dxx
Kν−1(ηx)
Kν(x)
∑
j=±1 jG
2
ν,ma+j/2(x, xz/z1)√
x2 − z21k2Gν,ν−1(x, ηx)
, (4.8)
where we have defined
Gµ,ν(x, u) = Iµ(x)Kν(u)− (−1)µ−νKµ(x)Iν(u). (4.9)
with the modified Bessel functions Iµ(x) and Kµ(x). The first term in the right-hand side of
(4.8) is given by
〈jl〉(1) = − (4pi)
−p/2 eNzD+2
2Γ(p/2)VqaD+1z1
∑
nq
kl
∫ ∞
0
dk(p) k
p−1
(p)
×
∫ ∞
0
dx
x√
x2 + z21k
2
∑
j=±1 g
2
ν,ma+j/2(x, xz/z1)
J2ν (x) + Y
2
ν (x)
, (4.10)
and it corresponds to the current density in the region z1 6 z <∞ for the geometry of a single
brane located at z = z1.
The single brane part (4.10) has been investigated in [29]. It is decomposed as
〈jl〉(1) = 〈jl〉0 + 〈jl〉(1)b , (4.11)
where the term 〈jl〉0 is the current density in the absence of the branes and
〈jl〉(1)b =
NeApz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
Iν(z1u)
Kν(z1u)
∑
j=±1
jK2ma+j/2(zu), (4.12)
with
Ap =
(4pi)−(p+1)/2
Γ ((p+ 1)/2)
, (4.13)
is the part induced in the region z > z1 by a single brane at z = z1. The part 〈jl〉0 is investigated
in [25]. It is expressed in terms of the function
q(D+1)/2µ (u) =
√
pi
2
∫ ∞
0
dxxD/2e−uxIµ+1/2(x), (4.14)
and is presented in the form
〈jl〉0 = −eNa
−D−1Ll
(2pi)(D+1)/2
∞∑
nl=1
nl sin(α˜lnl)
∑
nq−1
cos(
D−1∑
i=1, 6=l
α˜ini)
∑
j=0,1
q
(D+1)/2
ma−j

1 + D−1∑
i=p+1
n2iL
2
i
2z2

 ,
(4.15)
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where nq−1 = (np+1, . . . , nl−1, nl+1, . . . nD−1). An alternative expression for the function (4.14)
in terms of the hypergeometric function is given in [25].
The last term in (4.8) is induced in the region z1 6 z 6 z2 if we add to the geometry
of a single brane at z = z1 the second brane at z = z2. It can be further transformed by
introducing a new integration variable w =
√
x2 − z21k2 and passing to polar coordinates (r, θ)
in the plane (z1k(p), w). After integrating over θ and introducing instead of r the integration
variable u =
√
r2/z21 + k
2
(q), we find
〈jl〉 = 〈jl〉0 + 〈jl〉(1)b −
NeApz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu
Kν−1(z2u)
Kν(z1u)
×
(u2 − k2(q))
p−1
2
Gν,ν−1(z1u, z2u)
∑
j=±1
jG2ν,ma+j/2(z1u, zu). (4.16)
By taking into account the representation (4.11) for a single brane part, the current density is
presented as
〈jl〉 = 〈jl〉0 + NeApz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
[
Kν(z1u)Iν−1(z2u)
Iν(z1u)Kν−1(z2u)
+ 1
]−1
×
∑
j=±1
j
[
Iν−1(z2u)
Kν−1(z2u)
K2ma+j/2(zu)−
Kν(z1u)
Iν(z1u)
I2ma+j/2(zu)
+2jKma+j/2(zu)Ima+j/2(zu)
]
. (4.17)
An alternative representation is given by the formula
〈jl〉 = 〈jl〉0 + 〈jl〉(2)b +
NeApz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu
Iν(z1u)
Iν−1(z2u)
×
(u2 − k2(q))
p−1
2
Gν,ν−1(z1u, z2u)
∑
j=±1
jG2ν−1,ma+j/2(z2u, zu), (4.18)
where
〈jl〉(2)b = −
NeApz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
Kν−1(uz2)
Iν−1(uz2)
∑
j=±1
jI2ma+j/2(uz), (4.19)
is the current density induced by a single brane at z = z2 in the region 0 6 z 6 z2 (see [29]). The
last term in (4.18) is induced by the brane at z = z1 if we add it to the problem with a single
brane at z = z2. As it will be seen in the next subsection, the VEV of the current density is
finite on the branes. However, in the representations (4.12) and (4.19) for single brane-induced
parts we cannot directly put in the integrands z = z1 and z = z2, respectively. This can be done
in the second brane-induced contributions (last terms in (4.16) and (4.18)).
In order to see the interference effects between the branes we can present the total current
density as
〈jl〉 = 〈jl〉0 + 〈jl〉(1)b + 〈jl〉(2)b + 〈jl〉int. (4.20)
By taking into account the expressions for the single brane parts, for the interference part we
11
can get the expression
〈jl〉int = NeApz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
[
Kν(z1u)Iν−1(z2u)
Iν(z1u)Kν−1(z2u)
+ 1
]−1
×
∑
j=±1
j
[
Kν−1(z2u)
Iν−1(z2u)
I2ma+j/2(zu)−
Iν(z1u)
Kν(z1u)
K2ma+j/2(zu)
+2jKma+j/2(zu)Ima+j/2(zu)
]
. (4.21)
Note that in the evaluation of the interference part on the branes we can directly put in the
integrand z = zj .
The current densities in the regions z 6 z1 and z > z2 coincide with those in the correspond-
ing geometries with single branes. In these regions the VEV is presented as 〈jl〉 = 〈jl〉0 + 〈jl〉b,
where the brane-induced contribution 〈jl〉b is given by (4.19) in the region z 6 z1, with the
replacement z2 → z1, and by (4.12) in the region z > z2, with the replacement z1 → z2.
4.2 Alternative representation and the currents on the branes
Here we provide another representation for the VEV of the current density that is more adapted
for the investigation of the near-brane asymptotics. It is obtained from the initial expression
(4.5) by using the summation formula [16]
2pi
Ll
∞∑
nl=−∞
g(kl)f(|kl|) =
∫ ∞
0
du[g(u) + g(−u)]f(u)
+i
∫ ∞
0
du [f(iu)− f(−iu)]
∑
j=±1
g(iju)
euLl+ijα˜l − 1 , (4.22)
where kl is given by (3.5). In the special case g(x) = 1, α˜l = 0 the standard Abel-Plana formula
is obtained from (4.22). For the series over nl in (4.5) we have g(u) = u and the first integral
in the right-hand side of (4.22) vanishes. Physically this corresponds to the fact that the part
in the current density with that integral presents the current in the model where the dimension
xl is decompactified and, hence, as it has been shown above, the corresponding current is zero.
With g(u) = u, by using the expansion 1/(ey − 1) = ∑∞r=1 e−ry, after evaluating the integrals
over u and k(p), one gets
〈jl〉 = −(2pi)
1−p/2 eNzD+2
8VqL
p
l a
D+1z21
∞∑
r=1
sin(rα˜l)
rp+1
∑
nq−1
∞∑
n=1
λnTν(η, λn)
×gp/2+1(rLl
√
λ2n/z
2
1 + k
2
(q−1))
∑
j=±1
g2ν,ma+j/2(λn, λnz/z1). (4.23)
where k2(q−1) =
∑D−1
i=p+1, 6=l (2pini + α˜i)
2 /L2i and we have defined the function
gµ(x) = x
µKµ(x). (4.24)
Unlike to the series over n in (4.5) the corresponding series in (4.23) is exponentially convergent.
The representation (4.23) is well adapted for the investigation of the currents on the branes.
They are obtained putting z = zj directly in the right-hand side of (4.23). By taking into
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account that gν,ν−1(λn, ηλn) = 0, and
gν,ν−1(λn, λn) =
2
piλn
,
gν,ν(λn, ηλn) = − 2
piηλn
Jν(λn)
Jν−1(ηλn)
, (4.25)
one gets
〈jl〉z=zj = −
2eNL−pl z
D
j
(2pi)p/2+1 VqaD+1
∞∑
r=1
sin(rα˜l)
rp+1
∞∑
n=1
[
Jν(λn)
Jν−1(ηλn)
]2(j−1)
×
∑
nq−1
gp/2+1(rLl
√
λ2n/z
2
1 + k
2
(q−1))
J2ν (λn)/J
2
ν−1(ηλn)− 1
. (4.26)
Finiteness of the vacuum current density on the branes is in clear contrast with the corresponding
behavior of the fermionic condensate and of the VEV of the energy-momentum tensor. The latter
VEVs diverge on the boundaries. This kind of surface divergences have been widely discussed
in the Casimir effect for fields with different spins and for different boundary geometries. The
absence of the surface divergences for the current density in the problem under consideration can
be understood from general arguments. In the problem with two branes and without compact
dimensions the VEV of the current density vanishes. The compactification scheme we cave
considered does not change the local bulk and boundary geometries. By taking into account
that the divergences are completely determined by those local geometries, we conclude that the
toral compactification will not induce additional divergences in the VEVs. In particular, the
VEV of the current density becomes finite everywhere.
We can also use the representation (4.23) for the evaluation of the total current, per unit
surface along the uncompact dimensions. By using the integrals (3.13) we get
Vq
∫ z2
z1
dz
√
|g|〈jl〉 = − 2Ne
(2pi)p/2+1Lpl
∞∑
r=1
sin(rα˜l)
rp+1
×
∑
nq−1
∞∑
n=1
gp/2+1(rLl
√
λ2n/z
2
1 + k
2
(q−1)), (4.27)
where g is the determinant of the metric tensor. In (4.27), the information on the curvature and
on the boundary geometry is encoded through the ratio λn/z1. For a given distance between the
branes the ratio z2/z1 is fixed and the roots λn do not depend on the location of the left brane
z1. In particular, from here it follows that, for fixed z2/z1, the quantity (4.27) goes to zero in
the limit z1 → 0. Comparing the integrated current (4.27) with the current densities (4.26) on
the branes, the following simple relation between them is obtained.∫ z2
z1
dz
√
|g|〈jl〉 =
[
aD+1
zD
〈jl〉
]z=z2
z=z1
. (4.28)
In the model with a single compact dimension xl with the length Ll (q = 1, p = D − 2,
l = D − 1) the formula (4.23) is specified to
〈jl〉 = −(2pi)
−D/2 eNzD+2
8LD−1l a
D+1z21
∞∑
r=1
sin(rα˜l)
rD−1
∞∑
n=1
λnTν(η, λn)
×gD/2(rLlλn/z1)
∑
j=±1
g2ν,ma+j/2(λn, λnz/z1). (4.29)
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An alternative expression in this special case is obtained from (4.17). In this and in the next
sections, for numerical investigations of the current density we consider the special case D = 4
with a single compact dimension of the length Ll = L and with the phase in the periodicity
condition α˜l = α˜. For this model the corresponding formulas are obtained from (4.17) and (4.29)
taking p = 2 and q = 1.
4.3 Asymptotics and numerical examples
In this subsection we consider the behavior of the current density in asymptotic regions of the
parameters. The Minkowskian limit corresponds to a→∞ for fixed y and yj. In this limit the
conformal coordinates z and zj are large, z ≈ a + y, z − zj ≈ y − yj, and, consequently, both
the order and the argument of the modified Bessel functions in (4.17) are large. By using the
corresponding uniform asymptotic expansions [32], for the brane-induced part, to the leading
order, we get 〈jl〉 − 〈jl〉0 ≈ 〈jl〉(M)b , where
〈jl〉(M)b =
2NeAp
Vq
∑
nq
kl
∫ ∞
m(q)
dx
(x2 −m2(q))
p−1
2
x+m
x−me
2x(y2−y1) + 1
×
{
1 +
mex(y2−y1)
x−m cosh [x (2y − y2 − y1)]
}
, (4.30)
with the notation m(q) =
√
m2 + k2(q). This expression coincides with the result from [18] for two
boundaries in a flat bulk with topology Rp+1× T q (with the sign difference related to definition
of the parameters α˜i).
For a massless fermionic field the modified Bessel functions in (4.16) are expressed in terms
of the elementary functions. By taking into account the expressions
G1/2,1/2(x, y) =
sinh(x− y)√
xy
,
G1/2,−1/2(x, y) =
cosh(x− y)√
xy
, (4.31)
we can see that
〈jl〉 = 〈jl〉0 + NeAp
Vq
(z/a)D+1
∑
nq
kl
∫ ∞
k(q)
du
(u2 − k2(q))
p−1
2
e2u(z2−z1) + 1
. (4.32)
The massless fermionic field is conformally invariant and, as we could expect, the brane-induced
contribution in (4.32) is conformally related to the corresponding expression for two parallel
boundaries in the Minkowski bulk. The latter is obtained from (4.30) taking m = 0.
Now let us consider the asymtotics for limiting cases of the brane locations. In the limit
z2 →∞, for fixed z1 and z, the right brane tends to the AdS horizon. In this limit, it is expected
that from the results given above the current density will be obtained in the region z1 6 z <∞
for the geometry of a single brane at z = z1. In order to show that we use the representation
(4.16). The part with 〈jl〉(1) does not depend on z2 and it is sufficient to consider the limiting
transition for the last term. The latter presents the contribution induced by the right brane.
The dominant contribution comes from the region of the integration near the lower limit and
from the mode in the summation over nq with the smallest value of k(q). Under the assumption
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|α˜i| < pi that mode corresponds to ni = 0 for i = p+ 1, . . . ,D − 1, and the corresponding value
for k(q) is given by
k
(0)2
(q) =
D−1∑
i=p+1
α˜2i /L
2
i . (4.33)
Hence, to the leading order, we get
〈jl〉 ≈ 〈jl〉(1) −
piNek
(0)(p+1)/2
(q) α˜lz
D+2e
−2z2k
(0)
(q)
2VqLlaD+1 (4piz2)
(p+1)/2
∑
j=±1
j
G2ν,νj(z1k
(0)
(q) , zk
(0)
(q))
K2ν (z1k
(0)
(q))
. (4.34)
This shows that when the right brane tends to the AdS horizon the corresponding contribution
in the VEV of the current density is suppressed by the factor e
−2z2k
(0)
(q)/z
(p+1)/2
2 .
In the limit z1 → 0, for fixed z2 and z, the left brane tends to the AdS boundary. We use the
representation (4.18), where the contribution of the left brane is given by the last term. To the
leading order, that contribution is obtained by using the asymptotic expressions of the modified
Bessel functions for small values of the arguments. In this way it can be seen that in the limit
when the left brane tends to the AdS boundary the corresponding contribution to the current
density vanishes as z2ma+11 .
Now let us consider the asymptotics with respect to the lengths of compact dimensions. First
let us discuss the case Ll ≪ Li, i 6= l. In this limit the contribution of the modes with large |ni|,
i 6= l, dominates in the VEV (4.17) and, to the leading order, the corresponding summations
over nq−1 can be replaced by the integration:
∑
nq−1
f(k(q−1))→
2 (4pi)(1−q)/2 Vq
Γ((q − 1)/2)Ll
∫
dxxq−2 f(x). (4.35)
Next, we introduce a new integration variable w =
√
u2 − x2 − k2l and then pass to polar
coordinates in the (x,w)-plane. After integrating over the angular part one can see that, in
the leading order, the current density is obtained in a (D + 1)-dimensional model with a single
compact dimension xl: 〈jl〉 ≈ 〈jl〉|q=1. If additionally one has Ll ≪ z1, we can replace the
modified Bessel functions by the corresponding asymptotic expressions for large arguments:
〈jl〉 ≈ 〈jl〉0 + 2(4pi)
(1−D)/2Ne(z/a)D+1
Γ((D − 1)/2)Ll
+∞∑
nl=−∞
kl
∫ ∞
|kl|
du
(
u2 − k2l
)D−3
2
e2(z2−z1)u + 1
. (4.36)
Comparing with (4.30), we see that the brane-induced contribution in (4.36) is conformally
related to the corresponding current density for a massless fermionic field in (D+1)-dimensional
Minkowski spacetime with a single compact dimension and with two planar boundaries having
the distance z2 − z1. In this limit the effects of the gravitational field are weak. Under the
additional constraint Ll ≪ (z2− z1), the exponent in (4.36) is large and we can further simplify
the corresponding expression. By taking into account that the dominant contribution comes
from kl with the minimal value |kl|, we get
〈jl〉 ≈ 〈jl〉0 + pi
(1−D)/2Ne(z/a)D+1α˜l|α˜l|
D−3
2
2D−1L
(D+1)/2
l (z2 − z1)(D−1)/2
e−2(z2−z1)|α˜l|/Ll , (4.37)
where it is assumed that |α˜l| < pi. As seen, the brane-induced contribution is exponentially
small. Note that in the same limit, Ll ≪ Li, i 6= l, and Ll ≪ z, for the brane-free contribution
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one has [25]
〈jl〉0 ≈ − eNLlΓ((D + 1)/2)
pi(D+1)/2 (aLl/z)
D+1
∞∑
nl=1
sin(α˜lnl)
nDl
. (4.38)
and it dominates in the total current density.
For large values of Ll ≫ Li, z1, i 6= l, it is more convenient to use the representation (4.23).
The current density is dominated by the lowest mode for λn and by the mode for which k
2
(q−1)
takes its minimal value. For |α˜i| < pi the latter corresponds to the mode with ni = 0, i 6= l,
with the minimal value k
(0)2
(q−1) =
∑D−1
i=p+1, 6=l α˜
2
i /L
2
i . By using the asymptotic expression of the
Macdonald function for large arguments, we can see that in the limit under consideration the
current density is suppressed by the factor exp[−Ll
√
λ21/z
2
1 + k
(0)2
(q−1)
].
If the one of the lengths Li, i 6= l, is large compared to the other length scales in the model,
the expression (4.17) for the current density is dominated by the terms with large values of |ni|.
To the leading order, we replace the corresponding summation by the integration and the VEV
〈jl〉 coincides with the current density in the same model with decompactified ith coordinate
xi. In the opposite limit of small Li, , i 6= l, assuming that |α˜i| < pi, the behavior of the lth
component of the current density crucially depends on that wether α˜i is zero or not. For α˜i = 0
there is a zero mode along the ith compact dimension with ni = 0 and it dominates in the current
density 〈jl〉. The leading term is obtained from (4.17) taking the contribution with ni = 0 and
we get 〈jl〉 ≈ Nz〈jl〉D/(NDaLi), where 〈jl〉D is the current density in the D-dimensional model
with the absence of the ith compact dimension, ND is the number of spinor components in that
model. For α˜i 6= 0, again, the dominant contribution comes from the mode with ni = 0. The
corresponding estimates can be done in a way similar to that for small values of Ll and we can
see that the brane-induced VEV is suppressed by the factor e−2(z2−z1)|α˜i|/Li .
In the numerical examples of this section we will consider the model D = 4 with a single
compact dimension xD. For the corresponding values of the parameters one has p = 2 and q = 1.
The length of the compact dimension will be denoted by L and the corresponding phase by α˜.
Four different types of boundary conditions on the branes will be discussed (corresponding to
roman numerals near the graphs). Graphs with I correspond to the bag boundary condition
(2.5) and the graphs with II correspond to the condition (5.1) below. As it has been discussed
in Section 6, depending on the parity of the field under the reflections with respect to the branes,
two other classes of boundary condition may arise in in Z2-symmetric braneworld models. They
correspond to the boundary conditions Zma+1/2(λzj) = 0 (the graphs will be designated by III)
and Zma−1/2(λzj) = 0 (the graphs designated by IV) on both the branes z = zj , j = 1, 2.
In figure 1 we have displayed the dependence of the current density on the phase α˜. The
current density is a periodic function of α˜ and graphs are plotted for one period. For the
parameters we have taken the values corresponding to ma = 1, z1/L = 0.5, z2/L = 1, z/L =
0.75. The dashed line corresponds to the current density in the geometry without branes. As
seen, depending on the boundary conditions imposed on the field, the presence of the branes
can either increase or decrease the vacuum current density. In particular, the bag boundary
condition reduces the current density.
The dependence of the current density on the field mass for different types of boundary
conditions is presented in figure 2. For the phase in the periodicity condition we have taken
α˜ = pi/2. The values of the remaining parameters are the same as those for figure 1. From the
data in figure 2 we see that in the range of the mass ma > 1 the brane-induced currents can be
essentially larger compared with the currents in the brane-free geometry. Of course, for ma≫ 1
both these contributions are suppressed. The coincidence of the current densities for a massless
field in the cases of boundary conditions I,II and III,IV will be explained below on the base of
the corresponding analytic expressions.
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III, IV
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Figure 1: Fermionic current along the compact dimension as a function of the phase in the
periodicity condition in the model D = 4, p = 2, q = 1. The roman numerals near the curves
correspond to different classes of boundary conditions on the branes. The graphs are plotted for
z1/L = 0.5, z2/L = 1, z/L = 0.75, and ma = 1.
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Figure 2: The current density as a function of the field mass for α˜ = pi/2. The other parameters
are the same as those for figure 1.
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The behavior of the current density versus the coordinate z is shown in figure 3 for α˜ = pi/2,
ma = 1 and for the locations of the branes we have taken z1/L = 0.5, z2/L = 1. As seen, the
current density is mainly located near the right brane.
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Figure 3: The current density in the region between the branes as a function of the coordinate z
in units of the length of the compact dimension. The dashed curve presents the current density
in the absence of the branes.
It is also of interest to consider the dependence of the current density on the length of
the compact dimension. As it has been shown by the asymptotic analysis that dependence is
essentially different for the brane-free and brane-induced contributions. For small values of L
the brane-free part behaves as 〈jl〉0 ∝ 1/ (aL/z)D+1 and the brane-induced part is suppressed by
the factor e−2(z2−z1)|α˜|/L (see (4.37)). This feature is seen in figure 4, where we have plotted the
brane-induced current density, 〈jl〉b = 〈jl〉 − 〈jl〉0, versus the ratio L/z1 for α˜ = pi/2, ma = 1,
z2/z1 = 2, z/z1 = 1.5.
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Figure 4: The brane-induced contribution in the current density as a function of the length of
the compact dimension. The graphs are plotted for α˜ = pi/2, ma = 1, z2/z1 = 2, z/z1 = 1.5.
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5 Second class of boundary conditions
For the normal n
(j)
µ to the brane at z = zj and for the Dirac matrices we have the relation
(iγµn
(j)
µ )2 = 1. This means that iγµn
(j)
µ has eigenvalues ±1. If we assume that on the brane
iγµn
(j)
µ ψ = ±ψ then for both the signs one gets n(j)µ jµ = 0 for z = zj and quantum numbers are
not lost through the brane. In the discussion above we have considered the boundary condition
with the lower sign. Equally well acceptable boundary condition is the one with the upper sign
(see also [33]):
(1− iγµn(j)µ )ψ = 0, z = zj , (5.1)
with j = 1, 2. The positive and negative energy mode functions for these conditions are still
presented in the form (3.3). The boundary conditions on the left and right branes are reduced
to the equations Zma−1/2(λz1) = 0 and Zma+1/2(λz2) = 0, respectively. Now the eigenvalues of
the quantum number λ are determined from the equation
gν−1,ν(λz1, λz2) = 0. (5.2)
The corresponding positive roots with respect to λz1 will be denoted by λ
(−)
n = λz1. For large
values of λ, by using the asymptotic expressions for the Bessel functions, to the leading order
the equation (5.2) is reduced to cos [λ (z2 − z1)] = 0. For a massless field this equation is exact.
Hence, for large values of n one has the asymptotic expression λ
(−)
n ≈ pi(n−1/2)/ (z2/z1 − 1). In
the Minkowski bulk two problems with boundary conditions (2.5) and (5.1) differ by rearrange-
ment of two planar boundaries and the VEVs in the region between the plates are the same.
For the AdS bulk the boundaries have nonzero extrinsic curvature and that is not the case.
In a way similar to that we have described for the boundary conditions (2.5), for the mode
functions one gets
ψ
(+)
β = B
(+)
β z
D+1
2 eikx−iωt

 kχχ†0+iλ−ωω gma−1/2,ma+s/2(λz1, λz)w(σ)
iχ†0
kχχ†0+iλ+ω
ω gma−1/2,ma−s/2(λz1, λz)w
(σ)

 ,
ψ
(−)
β = B
(−)
β z
D+1
2 eikx+iωt
(
iχ0
kχ†χ0−iλ+ω
ω gma−1/2,ma+s/2(λz1, λz)w
(σ)
kχ†χ0−iλ−ω
ω gma−1/2,ma−s/2(λz1, λz)w
(σ)
)
, (5.3)
with the normalization coefficients∣∣∣B(±)β ∣∣∣2 = (2pi)2−pλ32VqaDz1T (−)ma−1/2(η, λ(−)n ), (5.4)
where
T (−)ν (η, x) = x
[
J2ma−1/2(x)
J2ma+1/2(ηx)
− 1
]−1
. (5.5)
Likewise in the previous case the charge density and the components of the current density
along uncompact dimensions vanish. The components along compact dimensions do not depend
on the value of the parameter s and are given by
〈jl〉 = −pi
2 (4pi)−p/2 eNzD+2
4Γ(p/2)VqaD+1z1
∑
nq
kl
∫ ∞
0
dk(p) k
p−1
(p)
∞∑
n=1
λ
(−)
n T
(−)
ma−1/2(η, λ
(−)
n )√
λ
(−)2
n + z21k
2
×
∑
j=±1
g2ma−1/2,ma+j/2(λ
(−)
n , λ
(−)
n z/z1). (5.6)
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For a massless field the equation for the eigenvalues λ
(−)
n coincides with that for λn in the case
of the bag boundary condition and the current densities coincide as well. The summation over
the eigenmodes λ
(−)
n can be done by using the formula (A.1) with µ = ma + 1/2 and δ = −1.
The part with the first term in the right-hand side of (A.1) gives the contribution to the VEV
from the left brane when the right one is absent. It is given by the expression
〈jl〉(1) = 〈jl〉(0) − ApeNz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
Ima−1/2(z1u)
Kma−1/2(z1u)
∑
j=±1
jK2ma+j/2(zu).
(5.7)
The current density in the region between the branes is presented in the form
〈jl〉 = 〈jl〉(0) + ApeNz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
[
Kν−1(z1u)Iν(z2u)
Iν−1(z1u)Kν(z2u)
+ 1
]−1
×
∑
j=±1
j
[
Kν−1(z1u)
Iν−1(z1u)
I2ma+j/2(zu) −
Iν(z2u)
Kν(z2u)
K2ma+j/2(zu)
+2jIma+j/2(zu)Kma+j/2(zu)
]
. (5.8)
An equivalent representations, similar to (4.16), (4.18) and (4.23), can also be obtained for the
boundary condition (5.1). For the integrated current one gets the formula that is obtained from
(4.27) with the replacement λn → λ(−)n and the relation (4.28) remains the same.
Similar to (4.34), in the limit z2 → ∞ the contribution of the second brane in the VEV of
the current density is suppressed by the factor e
−2z2k
(0)
(q) . For the limit z1 → 0 two cases should
be considered separately. In the case ma > 1/2 one gets
〈jl〉 ≈ 〈jl〉(2) − 2ApeN(z1/2)
2ma−1zD+2
VqaD+1Γ (ν − 1) Γ (ν)
∑
nq
kl
×
∫ ∞
k(q)
duu2ma(u2 − k2(q))
p−1
2
∑
j=±1
j
G2ν,ma+j/2(z2u, zu)
I2ν (z2u)
, (5.9)
where
〈jl〉(2) = 〈jl〉(0) + ApeNz
D+2
VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
∑
j=±1
j
Kν(z2u)
Iν(z2u)
I2ma+j/2(zu). (5.10)
In this case the contribution induced by the first brane tends to zero as z2ma−11 . For ma = 1/2
the corresponding decay is logarithmic, as 1/ ln(z1/z2). For ma < 1/2, to the leading order one
gets
〈jl〉 ≈ 〈jl〉(2) − 2ApeNz
D+2
piVqaD+1
cos (mapi)
∑
nq
kl
×
∫ ∞
k(q)
duu
(u2 − k2(q))
p−1
2
Iν(z2u)I−ν(z2u)
∑
j=±1
jG2ν,ma+j/2(z2u, zu). (5.11)
This leading term is different from that in the first case (see (5.9)). Note that if we consider a
problem with the boundary condition (5.1) on the right brane but with the condition (2.5) on
the left one, the limiting transition z1 → 0 in the range of the field mass ma < 1/2 is completely
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different, the left brane induced contribution behaves as z2ma+11 . The last term in (5.11) for the
boundary condition (5.1), in some sense, can be considered as a memory from the left brane
when its location tends to the AdS boundary. This kind of memory is absent for the condition
(2.5).
In figures 1-4, the curves corresponding to the boundary condition (5.1) are designated by
II. As it has been mentioned above, in the case of a massless field the current densities for the
boundary conditions (2.5) and (5.1) coincide. That is seen from figure 2. For a massive field
the brane-induced contributions to the current density for the boundary condition (5.1) can be
essentially larger when compared with the brane-free part and the brane-induced part in the
case of the condition (2.5).
6 Currents in Z2-symmetric models with two branes
With the results given above we can investigate the current density in higher dimensional gen-
eralizations of Randall-Sundrum type braneworlds [34] with two branes and with a compact
subspace. In these models the coordinate y is compactified on an orbifold S1/Z2 of length b,
with −b 6 y 6 b. The branes are located at the points y = 0 and y = b and the line element is
given by (2.1) where the warp factor e−2y/a must be replaced by e−2|y|/a. The original Randall-
Sundrummodel has a single extra dimension, corresponding toD = 4, and only the gravitational
field propagates on the bulk. However, in braneworld models motivated from string theories we
expect the presence of extra compact dimensions and also extra bulk fields. Here we consider
more general setup with the locations of the branes at y = yj, j = 1, 2.
In braneworl models, the boundary conditions on the branes for bulk fields are obtained from
the Z2-symmetry. For a brane at y = yj and for a fermionic field ψ(x) one has ψ(x
i, yj − y) =
Mjψ(x
i, y−yj), whereMj is a N×N matrix. From the invariance of the fermionic action under
the Z2 identification it can be seen that (see [8, 29]) this matrix have the form
Mj = −ujs diag(1,−1), (6.1)
where uj = ±1 and we have extracted the factor s for convenience. With this transforma-
tion matrix, the boundary condition for the modes (3.3) on the brane y = yj is reduced to
Zma+uj/2(λzj) = 0 for both the positive and negative energy solutions. We also see that with
the choice (6.1) (opposite signs of the matrix M for s = 1 and s = −1), the boundary condition
is the same for s = ±1. As a result, in the geometry of two branes one has four different combi-
nations of the boundary conditions corresponding to different choices of uj in the set (u1, u2) (for
different combinations of boundary conditions imposed on fermionic fields in two-brane models
see also [35]).
For given (u1, u2), the mode functions obeying the boundary condition on the brane y = y1
are presented as
ψ
(+)
β (x) = D
(+)
β z
D+1
2 eikx−iωt

 kχχ†0+iλ−ωω gma+u1/2,ma+s/2(λz1, λz)w(σ)
iχ†0
kχχ†0+iλ+ω
ω gma+u1/2,ma−s/2(λz1, λz)w
(σ)

 ,
ψ
(−)
β (x) = D
(−)
β z
D+1
2 eikx+iωt
(
iχ0
kχ†χ0−iλ+ω
ω gma+u1/2,ma+s/2(λz1, λz)w
(σ)
kχ†χ0−iλ−ω
ω gma+u1/2,ma−s/2(λz1, λz)w
(σ)
)
. (6.2)
From the boundary condition on the brane y = y2 it follows that now the eigenvalues for λ are
roots of the equation
gma+u1/2,ma+u2/2(λz1, λz2) = 0. (6.3)
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For the normalization coefficients we get
∣∣∣D(±)β ∣∣∣2 = λT
(u1,u2)
ma+u1/2
(z2/z1, λz1)
32N0z1(2pi)p−2VqaD
. (6.4)
where
T
(u1,u2)
ma+u1/2
(η, x) = x
[
J2ma+u1/2(x)
J2ma+u2/2(ηx)
− 1
]−1
. (6.5)
Note that the equation (6.3) corresponds to the boundary conditions
(1− (−1)j iujγµn(j)µ )ψ(x) = 0, z = zj, (6.6)
on the branes.
In Z2-symmetric braneworld models the normalization integral goes over the two copies of the
region y1 6 y 6 y2 and in (6.4) N0 = 2. In the analog of the problem we have considered in the
previous sections with two branes y = yj and with the boundary conditions Zma+uj/2(λzj) = 0
on them, in the region y1 6 y 6 y2 one should take N0 = 1 in (6.4). Note that for u1 = u2 and for
large values of λ the equation (6.3) is reduced to sin [λ (z2 − z1)] = 0 and for the corresponding
modes one has asymptotic expression λz1 = λ
(0)
ma+u1/2,n
≈ pin/ (z2/z1 − 1) with large n. For
massless fields this expression is exact.
Now we see that the current densities in Z2-symmetric braneworlds with the combination of
the boundary conditions on the branes corresponding to (u1, u2) = (+1,−1) are obtained from
the results in Section 4 with an additional coefficient 1/2. For the set of boundary conditions with
(u1, u2) = (−1,+1) the corresponding current density is obtained from the formulas in Section
5 (again, with the factor 1/2). The current densities for the combinations of the boundary
conditions corresponding to (u1, u2) = (+1,+1) and (u1, u2) = (−1,−1) can be considered in a
similar way we have described in Section 4 for the case (u1, u2) = (+1,−1). The VEV of the
current density along the lth compact dimension is presented in the form similar to (4.5), where
now λ is the root of the equation (6.3) with u2 = u1. The summation formula for the series over
these roots is obtained from (A.1) with δ = 0 and µ = ma+u1/2 and the further transformation
for the VEV is similar to that in Section 4. The final expression for the current density in the
region between the branes takes the form
〈jl〉 = 〈jl〉(0) + u1ApeNz
D+2
N0VqaD+1
∑
nq
kl
∫ ∞
k(q)
duu(u2 − k2(q))
p−1
2
[
Kµ(z1u)Iµ(z2u)
Kµ(z2u)Iµ(z1u)
− 1
]−1
×
∑
j=±1
j
[
Iµ(z2u)
Kµ(z2u)
K2ma+j/2(zu) +
Kµ(z1u)
Iµ(z1u)
I2ma+j/2(zu)
−2ju1Ima+j/2(zu)Kma+j/2(zu)
]
, (6.7)
where µ = ma+u1/2 and u1 = ±1. The single brane contribution to the vacuum current density
for the brane at y = y1 is given by (4.12) for u1 = 1 and by the last term in (5.7) for u1 = −1
(with additional factors 1/N0 for Z2-symmetric braneworlds). We can also obtain an alternative
representation similar to (4.23).
In figures 1-4, the graphs for the current densities (6.7) (with N0 = 1) in the cases u1 = u2 =
+1 and u1 = u2 = −1 are designated by roman numerals III and IV, respectively. Note that
one has the relation g−µ,−µ(x, u) = gµ,µ(x, u) and the eigenmodes for λ in these cases coincide
for a massless field. From here it follows that the current densities corresponding to III and IV
are the same in the limit m→ 0. This is seen from figure 2.
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In the Randall-Sundrum scenario the standard model fields are localized on the brane z = z2
(visible or infrared brane). The current density on that brane is a source of magnetic fields
having components in the uncompact subspace as well. It is of interest to separate the parts in
the current density on the visible brane induced by the presence of the hidden (or ultraviolet)
brane with the location z = z1. By using the expressions given above, we can combine the hidden
brane-induced contributions for different combinations of the boundary conditions, specified by
the set (u1, u2), in a single expression
[
〈jl〉 − 〈jl〉(2)
]
z=z2
=
ApeNz
D
2
N0VqaD+1
∑
nq
kl
∫ ∞
k(q)
du
Ima+u1/2(z1u)
uIma+u2/2(z2u)
×
(u2 − k2(q))
p−1
2
Gma+u1/2,ma+u2/2(z1u, z2u)
. (6.8)
In braneworld models of the Randall-Sundrum type, in order to solve the hierarchy problem
between the Planck and electroweak energy scales, it is assumed that (y2− y1)≫ a. Under this
condition one has z2/z1 ≫ 1 and the asymptotic behavior of (6.8) depends on the lengths of
compact dimensions. For z1/Li & 1, in the integration range of (6.8) one has z2x/z1 ≫ 1. In a
way similar to that we have used for (4.34), it can be seen that to the leading order one has
[
〈jl〉 − 〈jl〉(2)
]
z=z2
≈ −
eNzq+22 α˜l
(
z2k
(0)
(q)
)(p−1)/2
2p+1pi(p−1)/2N0VqLlaD+1
Ima+u1/2(z1k
(0)
(q))
Kma+u1/2(z1k
(0)
(q))
e
−2z2k
(0)
(q) , (6.9)
where k
(0)
(q) is defined by (4.33). For z2/Li . 1 and z2/z1 ≫ 1 the asymptotic expression of (6.8)
is found in a way similar to that used above for the limit z1 → 0. For ma + u1/2 > 0 we can
see that the hidden brane contribution in the current density on the visible brane behaves like
(z1/z2)
2ma+u1 . In the case ma+ u1/2 < 0 (for nonnegative m this implies u1 = −1) one gets
[
〈jl〉 − 〈jl〉(2)
]
z=z2
≈ 2u2ApeNz
q+2
2
piN0VqaD+1
∑
nq
kl
∫ ∞
z2k(q)
dx
cos (pima) (x2 − z2k2(q))
p−1
2
xIma+u2/2(x)I−ma−u2/2(x)
, (6.10)
and the leading term does not depend on z1.
7 P- and T-reversal symmetric odd-dimensional models and ap-
plications to curved graphene tubes
In this section we consider features of fermionic models in odd-dimensional spacetimes. As it has
been already mentioned, for even D there are two inequivalent irreducible representations of the
Clifford algebra. For flat spacetime Dirac matrices γ(b) with b = 0, . . . ,D − 1, we introduce the
2D/2× 2D/2 matrix γ =∏D−1b=0 γ(b). Then we can take the matrix γ(D) in the form γ(D)(s) = sγ for
D = 4n and in the form γ
(D)
(s) = siγ for D = 4n−2, where n = 1, 2, . . .. Here, s = +1 and s = −1
correspond to two irreducible representations of the Clifford algebra. For the curved spacetime
matrix γD(s), corresponding to the geometry described by (2.1), one can take γ
D
(s) = (z/a)γ
(D)
(s) .
Let us denote by ψ(s) the fermioinc field realizing the representations with given s. The mass
term in the corresponding Lagrangian density L(s) = ψ¯(s)[iγµ(s)(∂µ + Γ
(s)
µ ) − m]ψ(s), with the
set of Dirac matrices γµ(s) = (γ
0, γ1, · · · γD−1, γD(s)) and the related spin connection Γ
(s)
µ , is not
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invariant under the charge conjugation (C) and parity transformation (P ) in spatial dimensions
D = 4n, and under the P -transformation and the time reversal (T ) in D = 4n+ 2.
We can construct fermionic models in odd-dimensional spacetimes, invariant under the C-, P -
and T -transformations, combining two fields ψ(s) with the Lagrangian density L =
∑
s=±1L(s).
By approproate transformations of the fields one can make this combined Lagrangian density
invariant under the C-, P - and T -transformations. Introducing 2N × 2N matrices γ(2N)µ =
diag(γµ(+1), γ
µ
(−1)), with N = 2
D/2, and the corresponding spin connection Γ
(2N)
µ , we can combine
two fields ψ(s) in a single 2N -component field Ψ = (ψ(+1), ψ(−1))
T with the Lagrangian density
L = Ψ¯[iγ(2N)µ(∂µ + Γ(2N)µ )−m]Ψ (7.1)
and the current density operator Jµ = eΨ¯γ(2N)µΨ. An alternative representation of the model
with two fields is obtained by making the field transformations ψ′(+1) = ψ(+1), ψ
′
(−1) = γψ(−1).
The combined Lagrangian density is presented as L =∑s=±1 ψ¯′(s)[iγµ (∂µ + Γµ)−sm]ψ′(s), where
Γµ is the spin connection for the set of Dirac matrices γ
µ = γµ(+1). In this representation the
Lagrangian densities for the fields with s = +1 and s = −1 differ by the sign of the mass term.
In the system of two fermionic fields ψ(s) the VEV of the current density is the sum of
the VEVs coming from the separate fields 〈Jµ〉 = ∑s=±1〈jµ(s)〉. As we have seen above, if
the boundary and periodicity conditions for the fields ψ(s) are the same, then the separate
contributions 〈jµ(s)〉 are the same as well and the total current density is obtained from the
expressions given above with an additional factor 2. However, both the boundary conditions
and the phases in the periodicity conditions can be different for s = +1 and s = −1. In
particular, we can combine various boundary conditions of the form (6.6) with different values
of the parameters uj for separate fields. The corresponding VEVs for the current density for
s = +1 and s = −1 are obtained from the formulas given above. An example of a condensed
matter realization of the problem with different phases in the periodicity conditions for the fields
ψ(+1) and ψ(−1) is provided by semiconducting carbon nanotubes (see below).
Among the most important applications of D = 2 fermionic models are the so called Dirac
materials. They include graphene, topological insulators and Weyl semimetals. For these ma-
terials the long-wavelength excitations of the electronic subsystem are well described by the
Dirac equation with the velocity of light replaced by the Fermi velocity vF . Here we spec-
ify the consideration for graphene. For a given quantum number S = ±1, corresponding to
spin degrees of freedom, the analog of the Lagrangian density (7.1) with N = 2 is written for
a 4-component spinor field ΨS = (ψ+,AS, ψ+,BS , ψ−,AS , ψ−,BS)
T . Here, the indices + and −
correspond to two inequivalent Fermi points at the corners of the Brillouin zone (points K+
and K−) and the indices A and B correspond to the triangular sublattices of the graphene
hexagonal lattice. The separate components of ΨS present the corresponding amplitude of the
electron wave function (see, for example, [36]). For the fields we have introduced before one has
ψ(±1) = (ψ±,AS, ψ±,BS)
T . The mass term in the Dirac equation is expressed in terms of the en-
ergy gap ∆ by the relation m = ∆/v2F . This gap can be generated by a number of mechanisms.
For the corresponding Compton wavelength one has aC = ~vF /∆.
The graphene is an interesting arena for investigation of various kinds of topological effects
in field theory (for topological effects in condensed matter physics see, for example, [37]). The
graphene made structures with nontrivial topology include fullerens, carbon nanotubes and
nanoloops, and graphitic cones. They all have been experimentally observed. The spatial
topology of the problem with D = 2, we have considered above, corresponds to that for carbon
nanotubes (topology S1 ×R1). In graphene nanotubes the phases in the periodicity conditions
(2.3) for the fields ψ(s) depend on the chirality of the tube. For metallic nanotubes one has
α1 ≡ α = 0 for both the fields s = +1 and s = −1. For semiconducting nanotubes the phases
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have opposite signs for spinors corresponding to the points K± and α = ±2pi/3.
For a cylindrical nanotube rolled-up from a planar graphene sheet the spacetime geometry
is flat. The corresponding VEV of the fermionic current density induced by the threading
magnetic flux has been discussed in [16] for infinite length tubes and in [18] for finite length
tubes. For the problem under consideration in the present paper, the spatial geometry, written
in terms of the angular coordinate ϕ = 2pix1/L, 0 6 ϕ 6 2pi, is given by the line element
dl2 = dy2 + (L/2pi)2e−2y/adϕ2 with y1 6 y 6 y2. This describes a finite length curved circular
tube with the radius r = Le−y/a/2pi depending on the coordinate along the tube axis (for the
curvature effects in graphene structures see also [38, 39]). The corresponding 2-dimensional
surface with two edges, embedded in 3-dimensional Euclidean space, is depicted in figure 5. In
the figure we have also shown the magnetic flux enclosed by the curved tube. The graphene
tubes with spatial geometry described by the line element dl2 have been discussed in [39]. The
geometry corresponds to Beltrami pseudosphere with Gaussian curvature−1/a2. The generation
of a pseudosphere configurations from a planar graphene sheet has been recently discussed in
[40] (see also the references therein). The corresponding curvature radius varies in the range
1.5 nm < a < 74 nm. Examples of wormhole geometries realized by curved graphene sheets
have been considered in [41]. An important difference in the geometry we consider is that
g00 = e
−2y/a 6= 1. A number of mechanisms have been discussed recently for generation of the
nontrivial g00-component of the metric tensor for the low-energy effective field theory describing
the dynamics of electrons in graphene. This can be done by various types of external fields, by
deformations of graphene lattice (strains), and by the local variations in the Fermi velocity (for
reviews see [42]).
Figure 5: The D = 2 spatial geometry with two edges embedded in R3.
In graphene tubes with the geometry under consideration the current density for a given spin
S is obtained by summing the contributions 〈jµ(s)〉 coming from the fields ψ(s) corresponding to
the points K±. In the expression for the corresponding operator for spatial components an
additional factor vF should be added, j
µ
(s) = evF ψ¯γ
µ
(s)ψ (with e = −|e| for electrons). The
expressions for 〈jµ(s)〉 are obtained from the formulas given above taking D = 2, p = 0, q = 1.
We can also express the product ma in terms of the Compton wavelength corresponding to the
energy gap as ma = a/aC . In the absence of the magnetic flux, the VEV of the current density
vanishes in both metallic and semiconducting graphene tubes. In metallic tubes the separate
contributions 〈jµ(s)〉 are zero, whereas in semiconducting tubes 〈jµ(−1)〉 = −〈jµ(+1)〉 (assuming that
the boundary conditions on the edges of the tube are the same for separate fields) because of
the opposite signs of the phases in the periodicity conditions. Nonzero net currents may appear
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in the presence of the magnetic flux enclosed by the tube. In the absence of the magnetic
flux, nonzero ground state currents in semiconducting tubes can be alternatively generated by
imposing different boundary conditions on the edges for separate fields ψ(+1) and ψ(−1).
In figure 6 we have plotted the edge contribution in the fermionic current density, 〈Jµ〉b =
〈Jµ〉 − 〈Jµ〉0, in semiconducting tubes as a function of the enclosed magnetic flux (in units
of flux quantum). The total current density (for a given S) is obtained summing the current
densities for the fields ψ(+1) and ψ(−1) with the phases in the periodicity condition 2pi/3 and
−2pi/3, respectively. The left and right panels correspond to the boundary conditions (2.5) and
(5.1), respectively. The graphs are plotted for L/z1 = 0.5, 0.75, 1 (the numbers near the curves)
and for fixed a/aC = 1, z2/z1 = 2, z/z1 = 1.5.
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Figure 6: The edge-induced current density as a function of the magnetic flux for semiconducting
nanotubes. The left and right panels correspond to the boundary conditions (2.5) and (5.1).
The graphs are plotted for a/aC = 1, z2/z1 = 2, z/z1 = 1.5 and the numbers near the curves
are the values of the ratio L/z1.
In figure 7 the edge-induced current density is displayed as a function of the tube coordinate
circumference for semiconducting nanotube. The curves I and II correspond to the boundary
conditions (2.5) and (5.1), respectively, for both the fields ψ(+1) and ψ(−1). The curve I+II and
the dashed curve correspond to the situation when the boundary condition (2.5) is imposed for
the field ψ(+1) and the boundary condition (5.1) for the field ψ(−1). The graphs I, II, I+II are
plotted for the magnetic flux Φ = 0.4Φ0 and the dashed graph corresponds to Φ = 0. For the
values of the remaining parameters we have taken a/aC = 1, z2/z1 = 2, z/z1 = 1.5. The dashed
curve in figure 7 presents an example where a nonzero current density is generated in the absence
of magnetic flux by imposing different boundary conditions on separate fields corresponding to
different Fermi points.
Note that we have considered a model where the only interaction of the fermionic field is with
background classical gravitational and electromagnetic fields. The effects of geometry, topology
and boundaries in models with four-fermion interactions have been discussed in [43]. The geo-
metrical and topological aspects of electronic interactions in graphene and related materials are
reviewed in [44].
8 Conclusion
Among the most important local characteristics of the vacuum state for charged fields is the
VEV of the current density. We have studied the effects of two parallel branes on the current
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Figure 7: The edge-induced current density as a function of the tube coordinate circumference for
curved semiconducting nanotubes. The graphs are plotted for different choices of the boundary
conditions on the tube edges. For the values of the related parameters see the text.
density in locally AdS spacetime with a part of spatial dimensions (in Poincare´ coordinates)
compactified to a torus. Along compact dimensions quasiperiodicity conditions were imposed
with general values of the phases and the presence of a constant gauge field is assumed. The
influence of the latter on the physical properties of the vacuum state is of Aharonov-Bohm
type and is related to the nontrivial topology of the background geometry. On the branes we
have considered several types of boundary conditions including the ones arising in Z2-symmetric
braneworld models. In the region between the branes, the eigenvalues of the radial quantum
number are zeros of the combinations of the Bessel and Neumann functions. The mode sum for
the VEV of the current density contains series over those eigenvalues. In order to find an integral
representation, convenient in numerical calculations, we have used a variant of the generalized
Abel-Plana formula that allowed to extract explicitly the brane-induced contributions. For all
the boundary conditions discussed, the VEVs of the charge density and of the components of
the current density along uncompact dimensions vanish.
In the investigation of the current density along compact dimensions, first we have considered
the case of the bag boundary condition that is the most frequently one used for confinement of
fermionic fields. In the region between the branes the lth component is presented as (4.17) where
the brane-induced contribution is explicitly extracted. The vacuum currents in the absence of
the branes were investigated in [25] and here we were mainly concerned about the brane-induced
effects. We have also provided representations, given by (4.8) and (4.18), with the separated
contribution of the second brane when one adds it to the configuration with a single brane.
The effects of the phases in the periodicity conditions and of the gauge field are encoded in
the parameters α˜i. All the contributions to the lth component of the current density are odd
periodic functions of α˜l and even periodic functions of α˜i, i 6= l, with the period 2pi. In terms of
the magnetic flux enclosed by the compact dimension, this correspond to the periodicity with
the period equal to the flux quantum. An alternative representation of the current density,
well adapted for the investigation of the near-brane asymptotic, is given by (4.23). Unlike to
the initial representation (4.5), the series over the eigenvalues of the radial quantum number
is exponentially convergent. The new representation also explicitly shows the finiteness of the
current density on the branes. The latter feature is in clear contrast to the on-brane behavior
of the fermion condensate and of the VEV of the energy-momentum tensor having surface
divergences. The current density, integrated over the region between the branes, is connected
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to the on-brane values of the current density by a simple relation (4.28).
The general expression for the current density is rather complicated and, in order to clarify
its behavior as a function of the parameters, we have considered various asymptotic limits. First
of all, in the limit of large curvature radius the result is obtained for the geometry of two parallel
plates in a locally Minkowski spacetime with a toroidal subspace, previously discussed in [18].
For a massless fermionic field, the problem under consideration is conformally related to the
corresponding problem in locally Minkowski bulk and the current density is given by a simple
expression (4.32). In the limit when the right brane tends to the AdS horizon, for fixed location
of the left brane and of the observation point, the corresponding contribution to the current
density is exponentially suppressed by the factor e
−2z2k
(0)
(q) , with k
(0)
(q) defined by (4.33). When
the location of the left brane tends to the AdS boundary, the corresponding contribution to the
vacuum current decays like z2ma+11 .
If the length of the lth compact dimension Ll is much smaller than the other length scales
in the problem, including the difference z2 − z1, the brane-induced contribution to the current
density along that direction is suppressed by the factor exp[−2(z2 − z1)|α˜l|/Ll] and the total
current is dominated by the brane-free part. For large values of Ll, the current density is
dominated by the mode with the lowest value λ = λ1/z1 of the radial quantum number and
the current density is suppressed by the factor exp[−Ll
√
λ21/z
2
1 + k
(0)2
(q−1)]. The behavior of the
lth component of the current density for small values of the length Li, i 6= l, crucially depends
whether the phase α˜i, |α˜i| < pi, is zero or not. For α˜i = 0 the dominant contribution comes
from the zero mode along the ith dimensions and, to the leading order, the current density
〈jl〉 is expressed in terms of the corresponding current density in D-dimensional spacetime
with excluded ith dimension. In the case α˜i 6= 0, the VEV 〈jl〉 is suppressed by the factor
e−2(z2−z1)|α˜i|/Li .
The investigation of the current density for the boundary condition (5.1) is done in a way
similar to that in the case of the bag boundary condition. The corresponding current density
in the region between the branes is decomposed as (5.8). For the mass range ma < 1/2, an
important difference when compared to the bag boundary conditions appears in the limit when
the left brane goes to the AdS boundary (z1 → 0). An additional contribution survives (last
term in (5.11)) that can be interpreted as some kind of memory from the boundary condition
we have imposed on the brane at z = z1. Yet another two classes of boundary conditions arise
in Z2-symmetric braneworld models. They correspond to the sets (u1, u2) with u1 = u2 in the
conditions (6.6). The corresponding current densities are given by (6.7) with µ = ma + u1/2.
The memory effect in the limit z1 → 0 is present for the boundary condition with u1 = −1.
Depending on the boundary conditions imposed, the presence of the branes can either increase or
decrease the current density. In braneworld models of the Randall-Sundrum type the observers
are localized on the right brane and it is of interest to investigate the effects of the hidden
brane on the current density on the visible brane. The part of the vacuum current induced
by the hidden brane is given by (6.8). For the solution of the hierarchy problem between the
electroweak and Planck energy scales it is required to have z2/z1 ≫ 1. In this limit the behavior
of the hidden brane-induced current essentially depends on the lengths of compact dimensions
and is different for z1/Li & 1 and z2/Li . 1.
In odd-dimensional spacetimes, the models with massive fermionic fields realizing irreducible
representations of the Clifford algebra are not parity and time-reversal invariant. Fermionic mod-
els with parity and time-reversal symmetry are constructed combining two fields corresponding
to inequivalent representations. If the periodicity conditions along compact dimensions and the
boundary conditions on the branes are the same for separate fields, when the current densities
for those fields are the same as well and the expressions for the total current density is obtained
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from those presented with an additional factor two. However, both the periodicity and bound-
ary conditions can be different for fields realizing inequivalent representations of the Clifford
algebra. An example of D = 2 fermionic system with that type of situation is provided by
semiconducting carbon nanotubes, with the electronic subsystem described by the Dirac model.
In the corresponding setup the phases for separate fields have opposite signs and, in the absence
of the magnetic flux, the corresponding current densities cancel each other if the boundary con-
ditions for the fields are the same. In the case of different boundary conditions on the tube
edges for separate fields, a nonzero current can be generated in the absence of magnetic flux.
Curved graphene structures provide an important laboratory for the investigation of curvature
and topological effects in quantum field theory. The special case D = 2 of our model presents
an exactly solvable problem of that kind.
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A Summation formula over the zeros of combinations of cylin-
der functions
In this appendix we derive a summation formula over the positive zeros x = λ
(δ)
µ,n, n = 1, 2, . . .,
of the function gµ+δ,µ(x, ηx), with δ = 0,±1 and η > 1, by using the more general result from
[45, 46]. Note that the equation gµ+δ,µ(x, ηx) = 0 includes the equations for the eigenvalues
of the radial quantum number λ for the boundary conditions on a fermionic field we have
discussed above. Namely, one should take µ = ma − 1/2, δ = 1 for the condition (2.5), µ =
ma + 1/2, δ = −1 for the condition (5.1), and µ = ma ± 1/2, δ = 0 for the remaining two
boundary conditions discussed in Section 6. In [45, 46], on the base of the generalized Abel-Plana
formula, a summation formula is derived for the series over zeros of the function J¯
(a)
µ (x)Y¯
(b)
µ (ηx)−
Y¯
(a)
µ (x)J¯
(b)
µ (ηx) with the notations f¯
(j)
µ (z) = Ajf(z) +Bjzf
′(z), where j = a, b, and Aj , Bj are
constants. We take in that formula special values Ab = 1, Bb = 0, Aa = µ
|δ|, Ba = −δ. By using
the recurrence relations for the modified Bessel functions the following formula is obtained
∞∑
n=1
h(λ(δ)µ,n)T
(δ)
µ (η, λ
(δ)
µ,n) =
2
pi2
∫ ∞
0
h(x)dx
J2µ+δ(x) + Y
2
µ+δ(x)
+
1
2pi
∫ ∞
0
dx
[
h(xepii/2) + h(xe−pii/2)
]
Kµ(ηx)/Kµ+δ(x)
Iµ+δ(x)Kµ(ηx)− (−1)δKµ+δ(x)Iµ(ηx) , (A.1)
where h(z) is an analytic function in the right half-plane of the complex variable z, Iµ(x), Kµ(x)
are the modified Bessel functions and
T (δ)µ (η, x) =
x
J2µ+δ(x)/J
2
µ(ηx)− 1
. (A.2)
Note that the function in the denominator of the second integral in (A.1) is equal to Gµ+δ,µ(x, ηx)
(see (4.9)).
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The function h(z) may have branch points on the imaginary axis that should be avoided by
small semicircles in the right half-plane. Depending on the behavior of the function h(z) near
the origin, a residue term at z = 0 may be present in the right-hand side of (A.1) (see [46]). The
corresponding contribution to the current density is cancelled by the contribution of the fermionic
zero mode (for the case of a scalar field see [28]). By using the relation between the functions
I±µ(x) and Kµ(x), it can bee seen that for δ = 0 one gets Gµ,µ(x, ηx) = G|µ|,|µ|(x, ηx) < 0. For
δ = ±1 and µ > 0 one has Gµ+δ,µ(x, ηx) > 0. In particular, from here it follows that for the
boundary conditions we have discussed above and for ma > 0 there are no fermionic modes with
purely imaginary λ.
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