Abstract. The joint distribution of all exit time functionals is studied in this paper for a fixed level x and integer-valued compound Poisson processes. An exact formula for the distributions of these functionals is obtained in the case of semicontinuous processes. Limit relations are obtained for the distributions of the exit time functionals for x = 0 or as x → ∞.
The distribution of exit time functionals is studied in [1] - [3] for homogeneous processes with independent increments and with jumps whose distribution function is continuous. The same problem is studied in [4, 5] for integer-valued processes ξ(t) defined on finite Markov chains. Moreover, limit distributions as x → ∞ (x is an integer) are given in [4, 5] under the condition that m 1 = E ξ(1) ≥ 0. We obtain an exact formula for the distribution of exit time functionals in the case of semicontinuous compound Poisson processes for both cases m 1 ≥ 0 and m 1 < 0. As a corollary of these relations we obtain an assertion on the distribution of extreme values of a semicontinuous integer-valued Poisson process. In particular, we obtain a discrete analogue of the Pollaczek-Khintchine formula for the distribution of the global maximum in the case of m 1 < 0.
Consider an integer-valued Poisson process ξ(t), t ≥ 0, such that ξ(0) = 0 and the moment generating function and cumulant are given by (1) p t (u) = E u ξ(t) = e tψ (u) , |u| = 1, and
respectively, where λ and p(u) = E u ξ k are the intensity and moment generating function of the distribution function of jumps ξ k of the process ξ(t). Denote by θ s an exponential random variable such that P{θ s > t} = e −st for s > 0 and t > 0. Assume that θ s is independent of ξ(t). Then (u) .
The lemma on the infinite divisibility holds for the moment generating function p(s, u) (see [5] for the case of n = 1, where n is the number of states of the chain where the Poisson process ξ(t) is defined). 
where
The distribution of the extrema of the process,
can be expressed in terms of the components of factorization (1) as follows:
and the global maximum
has a nondegenerate distribution with the moment generating function
Relation (3) is called the first factorization identity. In contrast to the case of processes with a continuous phase space, there are two different versions of exit time moments in the case of processes with a discrete phase space. Let
The random variables τ + (x) and τ + (x) are the first times when the process exits the sets (−∞, x] and (−∞, x), respectively, x = 0, 1, 2, . . . . Thus there are two different versions of the following functionals: the excess over a level at the exit time (γ + (x) and γ + (x)), the undershoot of x just before the exit time (γ + (x) and γ + (x)), and the height of the first jump over a level (γ + x and γ + x ), where
Let ε ν be a geometrical random variable such that
Assume that ε ν is independent of ξ(t) and θ s . Then the following equality, also known as the second factorization identity, holds for {τ + (x), γ + (x)} and {τ + (x), γ + (x)} (see [4] ).
Theorem 1. The joint distribution of {τ
The proof of Theorem 1 is based on the following stochastic relations:
Denote by ζ 1 and ξ 1 the time and height, respectively, of the first jump of the process ξ(t); the joint moment generating function of {τ
x } and its moment generating transforms are denoted by
respectively. It is clear that
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Using these equalities we derive the following equation for
whence by taking the moment generating transforms in x ≥ 0 we obtain the equation for
where [·] ± and [·]
0 ± are the projectors defined by
The following result follows from Lemma 1 and equality (14).
Theorem 2. The moment generating transform of the moment generating function of the joint distribution of exit time functionals is given by the equality
Proof. According to (3), equality (14) is equivalent to
Applying the projection operation [ · ]
0 − to the latter equality we get (15). Inverting (15) with respect to β we prove (16). (1) for its moment generating function is given in terms of the moment generating function of the jump as follows
An integer-valued compound Poisson process ξ(t) is called lower continuous if the cumulant k(u) in representation
Similarly, a process ξ(t) is called upper continuous if the moment generating function of its jumps is given by
Factorization (3) can be written in an explicit form for lower continuous processes (see [6] ).
Lemma 2. The components of decomposition (3) for a lower continuous process ξ(t) are given by
Moreover, the distribution of the global maximum is nondegenerate and is given by
Applying (17), we find by inverting that
This result makes the evaluation of G(s, x, u, v, µ) easier (see (16)). In particular,
Therefore, the moment generating functions with respect to x can be written as follows:
When evaluating the moment generating transforms we use the following notation and relations:
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use The function G(s, x, u, v, µ) and its moment generating function have a more complicated form, namely
Denote by ε β a geometrical random variable with parameter β, 0 < β < 1. Assume that ε β is independent of ξ(t) and θ s . It follows from P{τ
Similar relations hold for τ + (x):
It follows from (23) that
, and u 1 = u, u 2 = v, and u 3 = µ, respectively, for |u k | ≤ 1, k = 1, 2, 3. Then
Corollary 1. If a process ξ(t) is lower continuous, then the moment generating function of the joint distribution of {τ
.
The proof of Corollary 1 follows from (16) by applying relations (21)-(25) and taking the moment generating transforms with respect to x.
Corollary 2. Consider a lower continuous process. Then the distribution of ξ + (θ s ) is determined by its moment generating function:
(28)      p + (s, β) = 1 1 + 1−β sG 1 (s, β, 1) −1 , p + (s) = p + (s, 0) = 1 + λp−(s) sq−(s) Q(q − (s)) −1 > 0, G 1 (s, β, 1) = λp − (s) q − (s) − β (Q(q − (s)) − Q(β)).
The distribution of the global maximum ξ
The proof of (28) is based on the first relation in (27) for u k = 1. Passing to the limit as s → 0 we derive (29) from (28) if m 1 < 0. Relation (29) can be written in terms of the cumulant of a nondecreasing integer-valued process ξ * (t) as follows:
If P{θ 1 > t} = exp{−t}, then
Equality (30) implies a result of the Pollaczek-Spitzer type:
Comparing (5) or (19) with (28), it is obvious that relation (28) 
is given by
Proof. According to (16), the moment generating functions
We get that for x = 0
where It follows from (34) for r = 1 (alternatively, from (35) for v = 1) that
From the latter relation we find that
, we find in the same way that p ± (s) ≈ C ± √ s and
We use relations (25) and (27) for conditional moment generating functions to study the limit distributions of {τ + (x), γ k (x)} as x → ∞. These limit distributions can be found by passing to the limit as s → 0 and β → 1 for m 1 ≥ 0. In the case of m 1 < 0, the conditional limit distributions can be found by passing to the limit in relations (27) as s → 0 and β → 1.
is defined by (21)) and
Moreover if m 1 > 0, then
and thus the right-hand sides of (42) take the form 
The distributions of γ k (∞), k = 1, 2, 3, are of the following form if m 1 > 0:
Proof. Relation (41) follows from (39) by applying moment generating transforms with respect to x. Then we have that for m 1 ≥ 0,
E e −sτ
, k= 1, 2, 3. 
The moment generating functions of γ k (∞) are given by
The distributions of γ k (∞), k = 1, 2, 3, are of the form This allows us to obtain the last relation in (54). Indeed, inverting (54) we prove (55). When inverting the moment generating function of γ + ∞ we use the equality p n = Q n − Q n+1 .
After some transformations of a relation for γ 3 
1 − E ν γ + (0) .
Passing to the limit as ν → 1 we get (60).
It is worth mentioning that the pair {τ + (0), γ + (0)} has degenerate distribution, namely P τ + (0) = γ + (0) = 0 = 1.
