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Abstract 
The Arctic Oscillation (AO) and the North Atlantic Oscillation (NAO) are the most 
pronounced modes of extratropical atmospheric wintertime variability in the Northern 
Hemisphere. This thesis investigates different aspects of the AO and NAO on the in-
traseasonal and seasonal time scales. First, the question of how the differences between 
the AO and NAO are influenced by the choice of the definitions of the NAO and to 
what extent the AO and NAO differ from each other is investigated using the daily 
NCEP jNCAR reanalysis data spanning 51 boreal winters. One AO index and four 
different NAO indices are used in this study. It is found that the AO and NAO are 
quite similar to each other when both are defined using pattern-based indices, while 
sorne notable differences are observed between them when the NAO is defined using a 
stationjgridpoint-based index. Then the predictability of the AO and NAO is examined 
using a simple general circulation model (SGCM). Numerical experiments are performed 
to determine the sensitivity of the setup pro cesses of the AO and NAO to the details 
of the initial conditions. The predictive skills for the AO and NAO are compared to 
each other. Finally, the potential role of tropical Pacific forcing in driving the seasonal 
variability of the AO is explored using both observations and the SGCM. The results 
indicate that a negative thermal forcing over the western tropical Pacific and a positive 
forcing north of the equatorial mid-Pacific play important roles in producing an AO-like 
atmospheric response. 
Résumé 
Dans l'hémisphère Nord, l'Oscillation Arctique (OA) et l'Oscillation Nord-Atlantique 
(ONA) sont les modes dominants de la variabilité hivernale de l'atmosphère extratropi-
cale. Dans cette thèse, une recherche sur plusieurs aspects de l'OA et de l'ONA sur des 
échelles temporelles intra- et inter- saisonnières est présentée. Premièrement, les deux 
questions suivantes sont abordées. Comment les différences entre l'OA et l'ONA sont-
elles influencées par la définition choisie pour l'ONA? ,Jusqu'à quel point l'OA et l'ONA 
diffèrent-elles l'une de l'autre? Pour répondre à ces questions, les données journalières 
provenant des réanalyses de NCEP /NCAR et couvrant 51 hivers boréaux sont utilisées. 
Un indice OA et quatre indices ONA sont employés dans cette étude. Il est à noter que 
l'OA et l'ONA sont semblables lorsqu'elles sont toutes deux définies par des indices basés 
sur des modes spatiaux statistiques alors que des différences marquées sont observées 
lorsque l'ONA est définie par un indice basé sur des stations de mesure ou des points 
de maille. La prédictabilité de l'OA et de l'ONA est ensuite examinée en utilisant un 
modèle simplifié de la circulation générale (SGCM). Des simulations numériques sont 
effectuées pour déterminer la sensibilité du processus d'initiation de l'OA et de l'ONA 
aux détails des conditions initiales. Les capacités de prédiction de l'OA et de l'ONA sont 
comparées entre elles. Finalement, le rôle potentiel du forçage de l'océan Pacifique trop-
ical sur la variabilité saisonnière de l'OA est étudié à l'aide d'observations et du SGCM. 
Les résultats indiquent qu'un forçage thermique négatif à l'ouest de l'océan Pacifique 
tropical et un forçage thermique positif au milieu de l'océan Pacifique équatorial jouent 
un rôle important dans la création d'une réponse atmosphérique de type OA. 
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3) A simple general circulation model (SGCM) was used to investigate the forecast 
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4) The potential role of the tropical Pacific forcing in driving the seasonal variability 
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to a negative SST anomaly taking the form of a La Nina type pattern over the tropical 
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5) A large number of numerical experiments were performed to test the atmospheric 
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6) Idealized thermal forcings were constructed according to the regression of the 
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forcing centered over the western Pacific and a positive forcing north of the equatorial 
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mid-Pacifie are eritieal to get an AO-like atmospherie response. 
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Chapter 1 
Introduction 
1.1 The background of the AD and NAD 
The North Atlantic Oscillation (NAO), first identified by Sir Gilbert Walker (Walker, 
1924), is the most pronounced mode of atmospheric wintertime variability over the North 
Atlantic (van Loon and Rogers, 1978; Rogers, 1990; Hurrell, 1995, 1996). The NAO can 
be viewed simply as a seesaw of the atmospheric pressure between lceland and Portugal. 
Although there is no unique way to define the NAO, it has become customary to define 
its amplitude through an index defined as the difference between the normalized sea 
level pressure (SLP) at Lisbon, Portugal and Stykkisholmur, Iceland (Hurrell, 1995). 
The time series of the NAO from 1864-2001, shown in Fig. 1.1, illustrates that the 
NAO index changes from year to year without an obvious period. From the 1940s to the 
1970s, the NAO index exhibits a downward trend followed by a pronounced upward trend 
during the last 30 years, with the positive index dominating that period. The spatial 
structure of the N AO expressed by the SLP departure from the climate associated with 
one standard deviation of the NAO index is shown in Fig. 1.2. During the positive phase 
of the NAO, a cold low pressure anomaly is centered between Greenland and Iceland 
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North Atlantic Oscillation (NAO) index, 18(j4....2001 (Hurrell) 
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Figure 1.1: Winter (December-March) NAO index defined as the difference of normalized 
SLP between Lisbon, Portugal and Stykkisholmur, lceland from 1864-1994. The SLP 
are seasonal averaged from December to March. The SLP anomalies at each station 
are normalized using their respective temporal standard deviations. This time series is 
available on-line at: http : jisao.washington.edujdata_setsjnao. 
accompanied by a high pressure anomaly over the subpolar Atlantic. 
Thompson and Wallace (1998) suggested that, rather than the NAO, the Arctic 
Oscillation (AO) more adequately represents the dominant mode of extratropical trc-
pospheric atmospheric variability in the N orthern Hemisphere. They define the AO 
as the leading EOF of the winter time (November-April) monthly mean SLP anomaly 
over the Northern Hemisphere poleward of 200 N from 1958 to 1997. The AO index is 
the associated expansion coefficient (time series). The regression of seasonally (DJF; 
December, January, February) averaged SLP onto the AO index corresponding to one 
standard deviation of the index is shown in Fig. 1.3. Compared to the NAO, the AO 
has an additional, relatively weak, center of action in the North Pacific and the northern 
center of the AO spreads more widely over the polar cap. These characteristics make 
the AO look more zonally symmetric and hemispherie in scale. The AO is often inter-
preted as a display of the polar vortex on the surface or a fluctuation of the atmospheric 
mass between the Arctic basin and the subpolar region (Thompson and Wallace, 1998; 
Hartmann and Lo, 1998; Limpasuvan and Hartmann, 1999, 2000). It is also called the 
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Figure 1.2: SLP change associated with one standard deviation (positive) of the NAO 
index. From Hurrell (1995). 
Northern Annular Mode (NAM) by sorne authors as the Northern Hemisphere variation 
of a corresponding similar pattern of variability in the Southern Hemisphere, the South-
ern Annular Mode (SAM) (Hartmann and Lo, 1998; Thompson and Wallace, 2000). 
The AO and NAO have almost identical spatial structures, especially over the North 
Atlantic region, and their time series are highly correlated. Although there is sorne de-
bate regarding the differences between the AO and NAO in the literature, manyauthors 
regard them as the same phenomenon (Fyfe et al, 1999; Shindell et al., 1999; Lin et al, 
2002). 
The AO and NAO have strong impacts on the weather and climate over the North 
Atlantic and surrounding continents, as well as on the whole Northern Hemisphere. 
Their variabilities are associated with changes in the speed and direction of the North 
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Figure 1.3: Linear regression of the seasonal mean SLP onto the AO index. Amplitudes 
are pressure in hPa corresponding to one standard deviation of the AO index. The 
contour interval is 1 hPa. Dashed Hnes represent negative values. 
Atlantic westerlies. When the AO and NAO are in their high (positive) phases, the 
subpolar (400N-600N) westerlies are anomalously strong. These strong westerlies bring 
more warm moist air over the European continent and cold air over eastern Canada and 
Greenland. Warm conditions prevail not only over Europe but also over Siberia and the 
United States (Fig. 1.4). Naturally, the opposite temperature anomalies are associated 
with a negative AO or N AO index. 
With positive AO and NAO, the precipitation decreases over northwest Africa and the 
Mediterranean Sea but increases around Iceland, the United Kingdom and Scandinavia 
(Fig. 1.5). The variabilities of the AO and NAO also influence many other climatic 
and weather signaIs, e.g., changes in the location of the storm track over the North 
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Figure 1.4: Surface temperature change associated with one standard deviation (positive) 
of the NAO index. From Hurrell (1996). 
Atlantic region, the ice extent in Davis Strait and Baltic Sea, the river fiow regimes, 
the agricultural yield and hydroelectric power production, the North Atlantic fish stocks 
and the ecosystem. A comprehensive review of the NAO impacts on the climate and 
weather can be found in Hurrell et al. (2003). 
To see if the AO and NAO have well defined periodicities, spectral analysis studies 
have been performed on their time series (Wunsch, 1999; Feldstein, 2000; Hurrell et al., 
2003). Shown in Fig. 1.6 is the power density spectrum obtained from Hurrell's time 
series (Fig. 1.1) by Hurrell et al. (2003). The temporal evolution of the NAO has a 
nearly red-spectrum without any distinctive period. There is slightly enhanced power 
at 2-3 and 8-10 years but no statistically significant peaks. 
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Figure 1.5: Evaporation minus precipitation for high NAO minus low NAO index, com-
puted as the residual of the atmospheric moisture budget using ECMWF global analyses. 
From Hurrell (1995). 
1.2 Mechanisms of the AD and NAD 
Considering the pronounced influences of the AO and NAO on weather and climate, it 
is of great practical interest to understand the mechanisms that govern their variabili-
ties. Although many mechanisms have been proposedl, we still do not have a thorough 
understanding of the fundamental mechanisms determining their geneses and evolutions. 
1.2.1 Atmospheric processes 
It has been widely accepted that the AO and NAO are, to a significant degree, internal 
modes of the atmospheric circulation (Barnett, 1985; Fyfe et al., 1999; Limpasuvan and 
Hartmann, 1999, 2000). The spatial structures and amplitudes of the AO and NAO 
can be well simulated with atmospheric general circulation models (AG CM) forced with 
time independent external forcing. Limpasuvan and Hartmann (2000) analyzed the 
month-to-month variability with a long control run from the Geophysical Fluid Dynamics 
Laboratory (GFDL) GCM. The model used the SST fixed to the climatological annual 
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Figure 1.6: Power spectrum of the Hurrell's NAO index. Aiso shown is the corresponding 
red noise spectrum with the same lag one autocorrelation coefficient (0.24) and the 5 
and 95% confidence levels. 
cycle without any interannual variability. The leading mode of the control run, which 
is well separated from higher order EOF modes, has a large degree of zonal symmetry 
and describes a meridional see-saw in atmospheric mass between the high latitudes and 
the mid latitudes in both hemispheres (Fig. 1.7). The stationary waves were found to 
provide most of the eddy momentum flux for the NAM and high-frequency transients 
were seen to make an important contribution, while in the Southern Hemisphere, the 
high-frequency transients were found to contribute most to the eddy forcing. 
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Figure 1.7: Z1000 anomalies associated with the Southern Hemisphere annual mode 
(SAM) for the (left) GFDL model and (right) NCEP /NCAR reanalyses results. These 
patterns are shown as regression maps of the monthly ZlOOO anomalies onto the annual 
mode index. Negative (positive) anomalies are given by dashed (solid) contours. Zero 
line is omitted. The contour interval is 10 m per standard deviation of the index. (b) 
Same as (a) except for the Northern Hemisphere annual mode (NAM). 
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1.2.2 Ocean 
Although the AO and NAO are products of internaI atmospheric processes, the external 
forcing cannot be entirely ruled out as contributing to their dynamics (Hurrell and 
van Loon, 1997; Rodwell et al., 1999; Feldstein, 2002b; Czaja and Frankignoul, 1999, 
2002). As shown in Fig. 1.1, the NAO index has a pronounced upward trend toward 
a positive phase over the past 30 years. However, this trend was not reproduced by 
a numerical model with fixed climatological forcing (Osborn et al., 1999). The high 
value of the lag one auto-correlation coefficient of the NAO index over the second half of 
this century (0.42) could not satisfactorily be explained with only chaos theory (Hurrell 
and van Loon, 1997), implying that certain external forcings must be involved in its 
processes. Many studies suggest that the interaction between the atmosphere and the 
ocean is important for the generation of the AO and NAO (Bjerknes, 1964; Cayan, 1992; 
Rodwell et al., 1999). If this is the case, that would suggest sorne potential predictability 
for the AO and NAO. Compared to the atmosphere, the oceans have a larger thermal and 
mechanical inertia and can be used to extend the prediction of the atmosphere beyond 
the theoretical upper limit applicable to the atmosphere alone. In seeking to understand 
how the variability of the AO and NAO could be linked to the oceans, different authors 
have focused on different ocean basins. 
N umerous studies have been devoted to exploring the impact of the extratropical 
North Atlantic SST anomalies on the overlying atmosphere through in situ air-sea in-
teractions (Kushnir, 1994; Czaja and Frankignoul, 1999, 2002; Robertson et al, 2000). 
Different models yield disparate and sometimes confiicting results in regards to the 
strength, the sign and the structure of the atmospheric response to extratropical SST 
anomalies (see Robinson, 2000 for a review). Observational studies (Bjerknes, 1964) in-
dicate that on intraseasonal to interannual time scales, the atmosphere acts as the driver 
of the extratropical SST anomalies, while on longer time scales (decadal or longer) the 
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SST anomalies are a manifestation of the internaI oceanic variation. The leading mode 
of the interannual SST variability over the North Atlantic, which has the form of a 
tripole pattern, was found to be associated with the atmospheric circulation (Kushnir, 
1994). Cayan (1992) demonstrated that the variations in the surface turbulent sensible 
and latent heat flux forcings due to the changes in the wind speed appear to drive this 
leading mode. Recently, sorne studies showed that the winter time NAO is related to 
a North Atlantic SST anomaly during the preceding summer (Czaja and Frankignoul, 
1999, 2002). These authors examined the relationship between North Atlantic SST 
anomalies and the 500 hPa geopotential height using a singular value decomposition 
(SVD) analysis. Different lags over the entire year were examined for the domain 200 S-
700 N, 1000 W-20°E. A statistically significant covariance between the 500 hPa heights 
during winter and the extratropical SST up to six months earlier was found, indicating 
that the midlatitude SST anomalies can also be potentially used to improve the seasonal 
predictab ility. 
Rajajopolan et al. (1998) explored the relationship between the midlatitude atmo-
spheric circulation and the tropical Atlantic SST variability. Their observational study 
showed that the North Atlantic SST anomalies on both the north and south sides of the 
intertropical convergence zone (ITCZ) are separately correlated with the NAO variabil-
ity on the decadal and interdecadal time scales. This result is supported by the modeling 
study of Robertson et al. (2000). Using an atmospheric general circulation model to in-
vestigate the influence of SST anomalies in the North Atlantic basin on the atmospheric 
circulation over the North Atlantic sector, they demonstrated that the atmospheric re-
sponse at 500 hPa is a NAO-like pattern and the interannual variability of this pattern 
is significantly correlated with SST anomalies over the tropical and subtropical South 
Atlantic. They proposed that the SST anomalies over the tropical and subtropical South 
Atlantic change the convective activity of the southern portion of the South American 
convergence zone, which can influence the North Hemispheric extratropical atmosphere 
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via atmospheric teleconnections or changes in the Hadley cell circulation. 
There is also sorne evidence for a connection between the tropical Pacific and/or 
Indian Ocean and the NAO. Sorne studies suggest that a cold phase of the El Nina-
Southern Oscillation (ENSO) (La Nina) has a robust remote impact over the North 
Atlantic and the corresponding SLP anomaly resembles the positive phase of the N AO 
(Pozo-Vasquez et aL, 2001). Lin et al. (2005) constructed a convection index for the 
tropical Pacific by averaging the winter (DJF) NCEP precipitation rate anomaly. They 
found that the positive and the negative phases of the convection index are connected 
to the Pacific North-American (PNA) and the NAO, respectively. Ensemble seasonal 
forecasts were carried out by Derome et al. (2005). Comparisons to the observed data 
showed that the model has sorne predictive skill for the AO during years without appre-
ciable ENSO forcing. It was further revealed that the tropical regions are most likely to 
provide the predictive skill. 
1.2.3 Stratosphere 
The AO has an equivalent barotropic structure and the signal of this pattern extends 
from the ground to the lower stratosphere. Since the spatial patterns of the AO are 
similar at different levels while there is a nearly five-fold amplification of the geopotential 
height anomalies from the ground to the stratosphere, the result is that the energy 
density (the product of density and the squared height amplitudes) associated with 
the AO remains constant over the height range (Thompson and Wallace, 1998). Both 
analysis and model results have shown that there is a coupling between the troposphere 
and the stratosphere (Baldwin and Dunkerton, 1999; Baldwin et al., 2003; Norton, 
2003; Scaife et al., 2005). Baldwin and Dunkerton (1999) constructed multi-Ievel AO 
patterns between 1000 and 10 hPa. At each level, the AO was defined as the first 
EOF of the 90-day low-pass geopotential height at that level. A significant correlation 
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between the troposphere and the stratosphere was found with a tendency for signaIs to 
propagate downward from the stratosphere to the troposphere within several weeks. A 
'refraction theory has been proposed by Limpasuvan and Hartmann (2000) to account for 
the relationship between the stratospheric polar vortex and the tropospheric AO. During 
the positive phase of the AO, the westerlies are displaced poleward. The refractive index 
decreases in the high-Iatitude producing an anomalous equartorward propagation of the 
Rossby waves and anomalous poleward momentum flux. This poleward momentum flux 
in turn reinforce the high-Iatitude westerlies. As the planetary waves shift equatorward 
they are then less likely to propagate into the stratosphere and, thus, are less likely to 
disturb the stratospheric polar vortex, which allows the stratospheric polar vortex to 
strengthen. 
1.2.4 Trend 
The upward trends of the AO and NAO indices over the last 30 years are greater than 
would be expected from internal atmospheric variability (Feldstein 2002b). Thompson 
et al. (2000) concluded that 50% of the observed surface temperature increase over the 
Eurasian continent could be explained by the upward trend of the AO index. As the 
global warming of the earth has been the subject of intense concern, understanding the 
relationship between trends in the AO/NAO and more general climatic changes is of 
great interest. 
To explore the reason behind the upward trends of the AO and NAO, several mech-
anisms have been proposed. The change in the composition of the atmosphere, such as 
increasing greenhouse gas concentration, volcanic forcing, and/or changes in solar irradi-
ance are considered to be sorne of the mechanisms responsible for the trends. Although 
different models have different responses to the change in the atmospheric composition, 
most authors agree that the increases in anthropogenic greenhouse gas concentrations 
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are at least partly the cause of the AO and NAO trends (Fyfe et aL, 1999; Shindell et 
al., 1999, 2001; Selten et aL, 2004). Sorne studies proposed that the coupling between 
the ocean and the atmosphere is important for the AO and NAO trends. Sorne authors 
(Hoerling et al., 2001, 2004; Lu et aL, 2004) demonstrated that the progressive warming 
of the Pacific and Indian Oceans can be used to explain the long-term modulations of 
the dominant atmospheric modes. Hoerling (2004) carried out an ensemble experiment 
using an AG CM to test the winter atmospheric response to the linear trend of the SST 
forcing. The SST anomalies over different ocean basins were examined. He concluded 
that the upward trend of the NAO during the last 150 years is mainly caused by the 
progressive warming of the Indian Ocean. The transient response of the atmosphere to 
an idealized SST forcing over the Indian Ocean further revealed that the atmospheric 
response to the remote forcing could not be explained by linear wave theory and there-
fore that the response is primarily eddy driven. The teleconnection between the Indian 
Ocean and the NAO was also discussed by Lu et al. (2004). Using an atmospheric 
model they illustrated that the indirect response of the North Atlantic storm track to 
the Indo-Pacific Ocean forcing contributes to the NAO trend. In a large (n=62) en-
semble of 1940-2080 simulations, Selten et al. (2004) also illustrated that the observed 
strengthening of the westerlY winds over the North Atlantic during the past decades is 
caused by increased precipitation over the tropical Indian Ocean. 
1.3 The predictability of the AO and N AO 
As suggested earlier, because of the major impacts of the AO and NAO on the weather 
and climate over the Northern Hemisphere, there is a considerable interest in estimating 
their potential predictability. A number of studies have shown that the AO and NAO 
can be realistically simulated by an atmospheric general circulation model (AG CM) with 
fixed climatological external forcing, which indicates that the AO and N AO are funda-
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mentally generated by atmospheric internaI dynamics (Barnett, 1985; Limpasuvan and 
Hartmann, 1999, 2000; Thompson and Wallace, 2000; Thompson et al., 2000). If the 
AO and NAO are solely caused by internaI atmospheric processes, their predictability 
will be severely limited. Although the ocean is driven by the atmosphere on the interan-
nuaI time scale, on longer time scales, as suggested by Bjerknes (1964), changes in the 
ocean circulation, such as the ocean heat transport, can influence the variability of the 
atmosphere. Because of coupling with the ocean, c1imate variations have some potential 
predictability on time scales of months or even years. Rodwell et al. (1999) used an 
AGCM to explore the ocean's forcing on the North Atlantic c1imate. The AGCM was 
forced with observed SSTs and sea-ice extents and ensemble simulations were carried 
out. Results showed that the model simulated very weIl the low frequency variability of 
the NAO for the period of the last half century. However, we need to keep in mind that 
the relationship between the ocean forcing and the AO does not imply any predictabil-
ity of the AO unless we can predict the SST in the first place (Bretherton and Battisti, 
2000). Statistical techniques (Eshel, 2003) as weIl as numerical models (Davies et al., 
1997; Lin, 2001) have also been used to do seasonal forecasts of the AO and NAO. Using 
a perfect-model approach, Lin (2001) found that the predictive skill for mean-seasonal 
conditions is associated with a mode similar to the AO. Davies et al. (1997) conducted 
seasonal predictability using a model in which six integrations are forced by observed 
global sea ice and sea surface temperature. They found that the model reproduced most 
of the main modes over the North Atlantic-European region, inc1uding the NAO. The 
examination of the NAO time series showed that the maximum predictability was from 
late winter to spring. 
Sorne recent studies have shown that a certain predictive skill for the extended-range 
forecast of the tropospheric AO can be extracted from the stratosphere (Baldwin et al., 
2003; Charlton et al., 2003; Christiansen, 2005). The idea of using the stratospheric 
information as a predictor to predict the AO in the troposphere is inspired by the study 
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of Baldwin and Dunkerton (1999). In that study, a coupling between the tropospheric 
AO and conditions in the lower stratosphere was demonstrated. A signal was found 
propagating downward from the stratosphere to the troposphere within a couple of 
weeks. Baldwin et al. (2003) then applied an empirical statistical model to do forecasts 
for the surface monthly AO using the lower stratosphere as a predictor. Results showed 
that the stratosphere is a better predictor of the AO at the surface than the surface AO 
itself. Later studies supported this idea by showing that the stratosphere could be used 
as a predictor for the AO in the troposphere to extend the forecast of the troposphere 
beyond the timescale of 10 days (Charlton et al., 2003; Christiansen, 2005). Charlton 
et al. (2003) used a simple statistical model to quantitatively examine the relationship 
between the AO in the lower stratosphere and in the troposphere. A small but significant 
correlation between the amplitudes of the AO in the lower stratosphere and at the surface 
was found over extended range time scales (10-45 days). Using a simple forecast model 
based on linear regression, Christiansen (2005) forecast the near-surface variables for 
lead times up to 60 days. He showed that for lead times larger than 5 days, predictors 
in the lower stratosphere are better than those in the troposphere. Inclusion of the 
stratosphere increases the skill of the daily forecast on lead times larger than 5 days. 
Siegmund (2005) investigated the skill of the stratospheric and tropospheric geopotential 
height and the temperature in predicting the surface AO. He also concluded that for lead 
times larger than 5 days, the stratospheric geopotential height is a better predictor of 
the daily Z(1000) than Z(1000) itself. However not aIl AO cases in the stratosphere 
propagate downward into the troposphere. Certain robust stratospheric AO events do 
not have a corresponding succeeding tropospheric counterpart (Baldwin and Dunkerton, 
1999; Zhou et al., 2002). 
Many of the AO events have been caused solely by the dynamics in the troposphere. 
Kodera and Kuroda (2000) found that although the tropospheric features are similar, the 
vertical structures of the AO events are different from case ta case depending on whether 
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they are initiated by the downward propagation from the stratosphere or produced within 
the troposphere. Black and McDaniel (2004) proposed that the tropospheric AO could 
emerge from a stratospheric event depending on two preconditions: the stratospheric 
potential vorticity (PV) anomalies need to descend to sufficiently low altitudes within 
the stratosphere and the condition of a preexisting AO event in the troposphere. This 
stratosphere-troposphere connection, while of interest from the predictability point of 
view, is not seen as an essential component of the AO dynamics. 
1.4 Debate regarding the AD and NAD 
Since the definition of the AO was proposed by Thompson and Wallace (1998), there has 
been a debate in the literature as to whether the AO and NAO are distinct phenomena. 
The AO perspective suggests that the N AO is not only a regional phenomenon but a 
manifestation of the AO in the Atlantic sector. The bias of the AO toward the North 
Atlantic sector would then be likely the consequence of the land-sea thermal contrasts 
and mountains in the Northern Hemisphere (Thompson and Wallace, 1998). 
The preference by some authors (Perlwitz and Graf, 1995; Kodera et al., 1996; Nor-
ton, 2003; Scaife et al., 2005) for using the AO instead of the NAO is supported by the 
observation that the AO appears to be the tropospheric signature of the principal mode 
of variability of the wintertime stratospheric circulation. Baldwin and Dunkerton (1999) 
constructed multi-level AO patterns from the surface up to the lower stratosphere and 
found that the leading modes at different levels are remarkably similar to each other, 
with the AO at higher levels being more symmetric than that at lower attitudes. An-
other notable justification for this preference is that the zonally symmetric component 
of the AO has a very similar counterpart in the Southern Hemisphere (Hartmann and 
Lo, 1998; Thompson and Wallace, 1998, 2000; Limpasuvan and Hartmann, 1999). The 
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Antarctic Oscillation, calculated as the leading EOF of 8LP or 850 mb height from 20°8 
to the south pole is very similar to the AO and regarded as the dynamical twin of the 
AO. Furthermore, it was found that the climatic trend during the last half cent ury noted 
for the Northern Hemisphere could be better represented using the AO (Ostermeier and 
Wallace, 2003). 
However, the debate is not completely closed as to whether or not the AO is a physical 
mode, representative of the atmospheric variability in the Northern Hemisphere (Deser, 
2000; Wallace, 2000; Ambaum et al., 2001; Wallace and Thompson, 2002). The central 
issue associated with the debate is whether or not the Pacific center of the AO is robust. 
Deser (2000) showed that the correlation between the Pacific and Azores cent ers of the 
AO was not significant and the annularity of the AO was due to the dominance of the 
Arctic anomalies rather than to the teleconnection link between the North Atlantic and 
- North Pacific basins. Ambaum et al. (2001) also argued that the NAO can be extracted 
from the data in a physically consistent manner, which was not the case of the AO. 
Wallace and Thompson (2002) responded that the absence of significant correlations 
between the 8LP anomalies over the two ocean basins was caused by the PN A pattern, 
which is dominant over the North Pacific. Once the PN A is filtered from the data, a 
correlation is found between the Pacific and Azores centers of the AO. 
1.5 Motivation of the present study 
As the AO and NAO have very similar spatial structures and their time series are highly 
correlated with each other, sorne studies question whether or not the AO and NAO 
can be distinguished from each other. Feldstein and Franzke (2006) defined the AO 
as the leading empirical orthogonal function (EOF1) and the NAO as the first rotated 
EOF of the monthly mean sea level pressure (8LP) field of the Northern Hemisphere. 
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Composites of the SLP, 300 hPa and 40 hPa stream function fields were obtained during 
the life cycles of the AO and NAO. By testing a null hypothesis, they found that the 
AO and N AO are indistinguishable, as the null hypothesis could not be rejected even at 
the 80% significance level. Wallace (2000) suggested that the AO and the NAO could be 
distinct only if the NAO is defined in terms of station-based indices. The above studies 
indicate that the distinction, or lack thereof, between the AO and NAO is sensitive to 
the choice of definitions of the NAO. Regarding the debate in the literature between 
the AO and NAO, it would seem useful to clarify how the statistics of the intraseasonal 
AO and NAO are affected (or not) by the choice of NAO indices. In the present study, 
we extended the work of previous authors to further study the AO and NAO on the 
intra-seasonal time scale. Compared to previous studies, more comprehensive aspects 
between the AO and NAO are compared, including the composite of their time-averaged 
spatial structures, their time series, their frequency distributions, the time evolutions of 
their spatial structures, the mechanisms that drive them and a richer dataset has been 
used. We will see that caution should be exercised when interpreting the details of the 
life cycles of the AO and NAO. 
The butterfly effect is a term in chaos theory describing the sensitivity of a dynam-
ical system to the initial conditions. Small changes in the initial conditions produce 
large variations in the long term behavior of the system. The atmosphere is such a 
chaotic dynamical system. The growth of small errors in the initial state, which are 
unavoidable because of the measurement techniques, data resolution, analysis method 
etc., ultimately limits the predictive skill. The theoretical limit on daily atmospheric 
predictions is about two weeks. Another source of error growth in atmospheric predic-
tions is the deficiencies in the model. Even the most complex model cannot simulate 
the real atmosphere perfectly. The model deficiencies, such as systematic biases, which 
refers to the tendency of a model drift to its own climatology, are always present to 
sorne extent. The error growth associated with small scale, baroclinic disturbances in 
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the initial conditions is a major factor causing the failure in sorne model forecasts (Lin, 
2001). Currently, most studies on the extended-range predictability of the AO and NAO 
focus on the link to the stratosphere. However, as discussed earlier, the stratosphere-
troposphere connection is not seen as an essential component of the AO dynamics. In 
this thesis, we examine the predictability of the daily evolutions of the AO and NAO 
independently of the stratosphere. A numerical model is used to examine the sensitiv-
ities of the setup processes of the AO and NAO to the details in the initial conditions. 
A "perfect model" approach is used which means that the growth of forecast errors is 
only linked to the specification of the initial conditions. 
The total predictive skill of model forecasts cornes from two parts, one is associated 
with the initial conditions and the other with the slowly-changing lower boundary con-
ditions. These two sources of predictive skill take effect on different time scales of model 
forecasts. The initial condition plays the most important role for the first couple of 
weeks and then the boundary forcing plays a dominant role after that. In climate fore-
casts, there is no way to forecast the daily weather beyond two or three weeks. However, 
slowly-changing boundary conditions, such as SST, might provide helpful information on 
seasonal timescales or beyond. Then, although the AO and NAO are mainly products 
of the internaI dynamics of the atmosphere, it is still necessary to explore the atmo-
spheric response to external forcing in considering its predictability on the seasonal and 
intraseasonal time scales. Considering the pronounced influences of the AO and NAO on 
the weather and the climate over the Northern Hemisphere, even a small improvement 
in the predictive skill would be helpful. The potential role of tropical Pacifie forcing in 
driving the seasonal variability of the AO using both observations and numerical model 
is explored. 
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1.6 Thesis outline 
The thesis is organized as follows: The simple general circulation model (SGCM) used in 
this thesis is introduced in Chapter 2. An observational study is presented in Chapter 3 
to investigate the intraseasonallife cycles of the AO and NAO. The daily NCEP jNCAR 
reanalysis data spanning 51 boreal winters are used for the analysis. The AO index is 
obtained using an empirical orthogonal function (EOF) technique (pattern-based index), 
while the NAO indices are derived from both stationjgridpoint-based approaches and 
pattern-based methods. A series of objective criteria are set to identify events and 
composite analyses are used to obtain the temporal evolutions of the AO and NAO. 
Many aspects of the AO and NAO are compared to each other, including their time-
averaged spatial structures, their life-time distributions, the time evolutions of their 
spatial structures, the horizontal propagation of the associated wave activity and the 
mechanisms that drive them. The question of how the differences between the AO and 
NAO are influenced by the choices of the definitions of these events and to what extent 
the AO and NAO difIer from each other are discussed. 
In Chapter 4, the SGCM is used to investigate the predictability of the setup pro-
cesses of the AO and NAO. The sensitivity of the setup pro cesses of the AO and the 
N AO to the details of the initial conditions is examined and the predictive skill between 
them are compared. 
The potential role of tropical forcing in driving the seasonal variability of the AO 
is investigated in Chapter 5. First, the time relationship between the AO and the 
tropical Pacific SST anomaly is revealed by a lead-Iag regression technique. A SVD 
analysis shows that when the AO is in its positive phase, there is a pronounced negative 
SST anomaly band along the equatorial Pacific, surrounded by positive SST anomalies. 
Idealized thermal forcing based on the regression of seasonal averaged precipitation 
against the AO index is applied in the atmospheric model. The ensemble mean of the 
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model integrations shows that the atmospheric response to the constructed idealized 
thermal forcings projects to the AO. Finally, the conclusions are given in Chapter 6. 
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Chapter 2 
Model configuration 
The model employed in this thesis is described in Hall (2000). It is based on the dry 
spectral primitive equation model first developed by Hoskins and Simmons (1975) to 
simulate the life cycles of baroclinic waves. We will refer to it as the simple general 
circulation model (SGCM) in the following. It has a global domain and a horizontal 
resolution of T21 with 5 equally spaced sigma levels in the vertical direction. The model 
integrates the equations for the vorticity, divergence, temperature and pressure (ç, D, T 
and log(p*)) fields. A seale-seleetive diffusion is applied to ç, D and T throughout the 
atmosphere with a time seale of one day at the smallest scale. A level-dependent linear 
damping is also used for these fields. On the lowest sigma level, ç and D are damped 
with a time scale of one day and the T is damped with a time scale of two days. On 
other levels, only temperature is damped with a time seale of 12 days in the stratosphere 
and 11 days in the troposphere. 
Following Hall (2000), the time tendeney of the atmosphere can be written as: 
d</J 
dt N(</J) + f(t) 
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(2.1) 
where cjJ is the state vector of the observed atmospheric state, N is a nonlinear operator 
representing the dry dynamics and J represents the external forcing of the atmosphere. 
Sorne of the internaI interactions of the atmosphere, such as heating due to moisture 
condensation, is also included in f. It is usually a function of time. 
The corresponding equation for our model can be written as: 
d'lj; 
dt = N('Ij;) +F, (2.2) 
where 'Ij; is the state vector of the model atmospheric state with the constraint that F is 
time independent. The problem is therefore how to choose F so that Eq. (2.2) can give 
the most realistic simulation of Eq. (2.1). In our case, Fis set to be the time average 
of f. 
If we consider a statistically steady climate without long-term trend, the time aver-
aged budget equation of Eq. (2.1) yields: 
dcjJ - -
dt = N(cjJ) + J, (2.3) 
where the overbar represents a time average operator. As a statistical equilibrium state 
is assumed, the left-hand side of Eq. (2.3) has a small magnitude comparing to individu al 
terms on the right-hand side of Eq. (2.3) and can be approximated to be zero. Thus, 
F = 1 = -N(cjJ). (2.4) 
This is the forcing used for the full nonlinear model and is defined as the negative of 
the average of the action of the model operator N on the observed atmospheric states. 
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The effect of N on any initial condition 'ljJo can be obtained by running the model one 
time step without the forcing F, giving the instantaneous tendency 
(d'IjJ) = N(nl. ) = 'IjJ~nf - 'ljJo dt un! '1-'0 8t (2.5) 
where the subscript un! denotes the unforced integration of the model and the super-
script + represents the next time step after the initial state. The time step ofintegration 
is Jt. To derive the forcing from Eq. (2.4), we need to set 'ljJo = (h where subscript i 
denotes the ith realization among n observations. Thus F can be obtained by averaging 
an the one-time step integrations 
__ 1 n 
F = -N(c/» = -~t ~)'IjJ~nf - c/>i)' 
nu i=l 
(2.6) 
The model can also be linearized and the linearized version of this model can be 
used to examine the direct response of the model to a perturbation (Jin and Hoskins, 
1995). Specifying the model state as 'IjJ = (fi + 'IjJ', where 'IjJ' is a small deviation ta the 
observational climatology (fi, we have 
d'IjJ d(fi + 'IjJ') d'IjJ' 
= (2.7) dt dt dt 
and 
N('IjJ) N(fi) + L('IjJ') + E('IjJ') , (2.8) 
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where Land E are linear and nonlinear operators, respectively. If we set the model 
forcing in Eq. (2.2) as: 
F = -N(fi) + g', (2.9) 
substitute Eq. (2.7) - Eq. (2.9) to Eq. (2.2) we obtain, after neglecting the quadratic 
and higher order terms in the perturbation amplitude: 
d'IjJ' 
dt L('IjJ') + g'. (2.10) 
This is the associated time-dependent linear perturbation model about the observational 
climatology (fi. In practice, we can choose a sufficiently small perturbation forcing g' to 
ensure that 'IjJ' is not large over a limited time period and then the full nonlinear model 
is a good approximation to Eq. (2.10). 
The forcing used for the linearized model, -N(fi) in Eq. (2.9), can be obtained by 
setting 'ljJo = (fi in Eq. (2.5) 
-N((fi) = _ 'IjJ;;nf - (fi 
8t (2.11) 
The time averaged budget of Eq. (2.1) can also be formed if we split cp into the 
climatology part (fi and an instantaneous part cp'. Thus cp = (fi + cp' and 
N(cp) N((fi) + L(cp') + E(cp'). (2.12) 
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The long-time average of Eq. (2.12) can be written as 
-N((fJ) - E(<jJ'). (2.13) 
-N(<jJ), used for the full nonlinear model, is a time-independent "diabatic forcing". 
-N((fJ) , used for the linearized model, represents the maintenance of the time-mean 
flow against its own advection tendencies and against damping. In the atmosphere, the 
processes that maintain the time-mean flow against these tendencies are diabatic forcing 
and the transient-eddy flux convergence E(<jJ'). The E(<jJ') term, representing the forcing 
of the transient flux on the time-mean flow, is usually referred to as the "transient-eddy 
forcing" and can be derived by subtracting the "diabatic forcing" from -N(<jJ), Le., 
-N((fJ) - (-N(<jJ)). (2.14) 
If we set -N((fJ) as the forcing, this would be appropriate forcing for a model that has 
no explicit representation of transient-eddy fluxes. In the nonlinear model, the forcing 
is set to -N(<jJ) and the model freely develops its own transient-eddy activity. 
The data used to calculate the forcing are daily-mean NCEP /NCAR reanalyses span-
ning 51 winters (1948/49-1998/99) from December to February. One forcing is calculated 
for each winter, yielding a total of 51 model forcings. Variables invQlved include hor-
izontal velocity (u,v), temperature and geopotential height. It is important to note 
that the model forcing includes all pro cesses that cannot be expressed explicitly by the 
model dynamics, such as the influence of SST, sea ice, diabatic heating and boundary 
processes. As the model uses a flat bottom, the effect of the orographic forcing is also 
included in F. By taking advantage of using this time-independent model forcing, the 
model has a much lower computational cost compared to a full GCM, so a large number 
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of experiments can be performed. More details of the model parameters can be found 
in Hall (2000). 
The essential characteristics of the climatological mean state and transients of the 
observed atmosphere are weIl simulated by the model in the N orthern Hemisphere. It 
fails to deliver adequate transient behavior in the Southern Hemisphere (Hall, 2000). 
However, this weakness of the SGCM is unlikely to affect our results as in this thesis 
our concern is restricted to the Northern Hemisphere. 
Peterson et al. (2002) used the SGCM and the model forcing to hindcast the winter 
NAO. It was found that the NAO index in the observations are weIl reproduced by the 
ensemble mean integrations of the SGCM. It was also found that the eastward shift of 
the NAO in the sea level pressure (SLP) around the 1980s is weIl simulated. Lin et al. 
(2002) and Greatbatch et al. (2003) carried out ensemble mean integrations using the 
same forcing. They found that certain parts of the interannual variability of the AO, 
as weIl as the upward trend, can be linked to the forcing over the tropical regions. The 
model has also been used for seasonal predictions (Derome et aL, 2005), where it was 
found that the SGCM has statistically significant skiU in forecasting mean winter 500 
mb heights, comparable to the results from a much more complex GCM. 
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Chapter 3 
The life cycles of the AO and NAO: 
An observational study 
3.1 Introduction 
Following Thompson and Wallace (1998), the AO pattern canbe obtained by doing 
EOF analysis with the monthly mean SLP in winter time. The AO then appears as 
the leading EOF and the AO index is the associated expansion coefficient time series, 
obtained by projecting the monthly mean SLP field onto this AO pattern. There is 
no unique way, on the other hand, to define the NAO. The NAO index can be ob-
tained from both stationjgridpoint-based approaches and pattern-based methods. The 
stationjgridpoint-based NAO amplitude is an index usually defined as the difference 
between the normalized SLP at Lisbon, Portugal, and Stykkisholmur, lceland (Hur-
rell, 1995). The pattern-based NAO indices include the first EOF of the SLP over the 
North Atlantic (Hurrell, 2003) or Z500 (Robertson et al., 2000), or the rotated EOF of 
hemispheric SLP (Rogers, 1990, 2002), geopotential height (Feldstein, 2000) or stream 
function (Feldstein, 2003). In sorne studies, zonally averaged indices are used to define 
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the NAO (Namias, 1950; Lorenz, 1951). Considering the above discussion, it would 
appear helpful to clarify the extent to which different definitions of the NAO lead to 
similarities or differences with the AO. This chapter will examine this question. 
The present work extend previous studies of the AO and NAO on the intra-seasonal 
time scale. How the differences and similarities between the AO and NAO are influenced 
by the choice of definitions ofthese events is explored. More comprehensive aspects be-
tween the AO and N AO are compared, including their time-averaged spatial structures, 
the composites of their time series, the frequency distributions of their lifetimes, the 
time evolutions of their spatial structures, the associated horizontal propagation of the 
wave activity and the mechanisms that drive them. 
3.2 Data and diagnostic techniques 
The data used in this thesis is from National Centers for Environmental Prediction 
(NCEP) and the National Center for Atmospheric Research (NCAR) global reanalysis 
project (Kalnay, et al., 1996). The NCEP /NCAR Reanalysis project used a state-of-
the-art analysis/forecast system to perform data assimilation using past data from 1948 
to the present. In this chapter, the daily mean NCEP /NCAR reanalysis data spanning 
51 boreal extended winters (October lst to March 31st) from 1948/49 to 1998/99 have 
been used. The variables employed are SLP and the geopotential height at 1000, 925, 
850, 700, 600, 500, 400, 300, 200, 150 and 100 hPa. The data retained coyer the area 
from 200 N to the North Pole. The data are available on a 2.5° x 2.5° grid and that have 
been converted to a 5° x 5° grid. 
First, both the seasonal cycle (obtained as the calendar daily means over the 51 
boreal winters) and linear trends are removed from the SLP and the geopotential height 
fields. Then the Fourier filter used by Lin and Derome (1999) is applied to remove 
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the synoptic scale transients (periods shorter than 10 days). Low-frequency eddies are 
defined as those with periods longer than 10 days. The introduction of satellite data 
during the 1970s has introduced sorne inhomogeneity in the data but the influence of 
this on the life cycles of the AO and N AO is very small. To verify this, the data was 
divided into two periods, 1948-1977 and 1980-1999. Analyzing the two periods of data 
separately, it was found that the 'Conclusions were vaUd for both periods. 
To obtain the spatial structure of the AO, an empirical orthogonal function (EOF) 
analysis is conducted on mean monthly data. The EOF technique is a most widely used 
way to reduce the large number of variables of the original data to a few variables, but 
without compromising much of the explained variance. The EOF analysis has been used 
to extract important atmospheric patterns, such as the PNA and the AO. However, the 
physical meaning of the patterns is controversial considering the constraints required for 
the EOF, e.g., orthogonality in both space and time. When the EOF is applied, the grid 
data' are weighted by the square root of the cosine of the latitude to ensure that equal 
areas are afforded equal weight in the analysis. The EOF can be rotated (REOF) to 
get more regionalized, simpler patterns. The AO appears as the first EOF of the mean 
monthly SLP data poleward of 20oN, explaining 20% of the total variance (Fig. 3.1). 
Then the daily mean SLP is projected onto this EOF1 to get the corresponding daily 
AO time series. 
Four different NAO indices are used. One is a stationjgridpoint-based index and 
the other three are pattern-based indices. The stationjgridpoint-based NAO index is 
defined as the difference between the normalized SLP at the two grid points closest 
to Lisbon, Portugal, and Stykkisholmur, Iceland. Monthly averages of this time series 
correlate with Hurrell's (1995) NAO index at a level of 0.95 over the 51 winters common 
to both series. The second NAO index is calculated as the first EOF of the monthly 
mean SLP over the North Atlantic region (200N-80oN, 90oW-400E). The third and the 
fourth NAO indices are obtained by a rotated EOF of the monthly mean SLP and of 
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Figure 3.1: The first EOF of the monthly mean SLP over the Northern Hemisphere. 
Arbitrary units. 
the monthly mean 500 hPa geopotential height poleward of 20o N. The NAO appears 
as the second rotated EOF while the first rotated EOF is the Pacifie-North American 
(PNA) pattern in both rotated EOF analyses. These four NAO indices are named 
NA01, NA02, NA03 and NA04, respectively. The dlaily time series, for both the AO 
and NAO, are then normalized by their respective standard deviations. The correlation 
between the ,daily AO and NAO time series over the 51 boreal winters are given in Table 
3.1. Not surprisingly, it can be seen that NAO indices defined by pattern-based methods 
are more highly correlated with the AO index than is the stationjgridpoint based NAO 
index (NA01). The correlation between the AO and NA01 indices is only 0.64 while 
the correlation between the AO and NA02 indices is as high as 0.93. AlI correlations 
are significant at the 99% confidence level according to a Student's t-test. The following 
will focus on a comparison of the AO and NAO as defined by the NAOl index, but the 
other NAO definitions will also be discussed. 
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The spatial pattern associated with the four NAO indices are displayed in Fig.3.2. 
We see that the four NAO spatial structures are quite similar to each other despite 
sorne differences in details. For example, the northern center of the NA02 expands 
across more over the polar region than do the other three patterns. The strength of the 
southern center of the NAO is relative weaker for the NA03 and NA04 than the NA01 
and NA02. 
Table 3.1: Correlations between the NAO indices and the AO index. 
Il NA01 Il NA0211 NA0311 NA041 
AO 0.64 0.93 0.86 0.78 
NA01 - 0.72 0.66 0.75 
NA02 - - 0.92 0.85 
NA03 - - - 0.88 
To define AO and NAO events on the intraseasonal time scale, a method similar 
to that of Lin and Derome (1999) in their study of the Pacific North American (PNA) 
pattern is used. The AO and NAO events were selected using low-pass filtered SLP 
data. First, the amplitude of the daily time series (obtained by projecting the AO and 
NAO patterns onto daily data) is required to exceed (be less than) 0.4 (-0.4) standard 
deviation of the index. Second, in each case, the amplitude meeting the first criterion 
must persist for at least 10 days. Third, the beginning and the ending day of each 
event must be at least 10 days away from 1 October and 31 March. This last condition 
is included to ensure that the time evolution of the events selected is not cut off by 
the calendar date. Also, the time interval between two events must be more than 10 
days, to ensure that they are separate events. Based on these criteria, 87 positive AO 
and 92 negative AO events are selected. As for the NAO events selected according to 
the NA01 index, 80 positive and 86 negative events are selected. The first criterion is 
obviouslyarbitrary. However, while using other thresholds to select events, such as 0.6, 
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Figuré 3.2: Linear regression of the monthly mean SLP onto the NAO index for (a) 
NA01, (b) NA02, (c) NA03 and linear regression of the monthly mean 500 mb onto 
the NAO index for (d) NA04. Amplitudes are pressure in hPa for (a)-(c) and m for 
(d) corresponding to one standard deviation of the respective NAO index (see text for 
details). The contour interval is 1 hPa for (a)-(c) and 15 m for (d). Dashed lines 
represent negative values. 
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0.8 and 1 standard deviation, changes the number of selected events, the basic results 
to be discussed are unaltered. To see the extent to which the AO and NA01-based 
NAO events overlap in time, the days selected for the AO and NA01-based NAO events 
are identified. It is found that the selected days cornmon to positive AO and positive 
NA01-based NAO events occupy 41% of the the total selected days of the positive AO 
and 48% of that of the positive NA01-based NAO. For the negative polarities, 39% of 
the negative AO days and 49% of the negative NA01-based NAO days are common to 
them. Thus there is sorne overlap, but it is far from complete. 
The first day when the amplitude meets the first criterion is defined as the onset day 
(SO day) while the first day when the amplitude falls below the first criterion is termed 
the decay day (DO day). The days between the onset day and the decay day are termed 
the mature stage. The setup period will be concentrated on, Le., a few days before and 
after the onset day, although the decay period is also briefly discussed in section 5. The 
time evolution of the spatial structures of the AO and NAO are constructed by simply 
averaging all the events relative to the onset days and, separately, relative to the decay 
days. 
In order to explore the dynamics of the AO and NAO, a phase-independent flux of 
wave activity, defined for stationary Rossby waves on a zonally asymmetric climatological-
mean flow by Takaya and Nakamura (2001), was computed for the setup and mature 
stages of the AO and the NAO. The wave activity flux is parallel to the local group 
velo city in the Wentzel-Kramers-Brillouin (WKB) sense and is a useful diagnostic tool 
in identifying the sources or sinks of the wave activity. In this chapter, only the hor-
izontal component of this flux is used. Following Takaya and Nakamura (2001), for 
a small-amplitude quasigeostrophic disturbance superposed on a steady basic flow, an 
approximate conservation law is satisfied: 
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8M 
-+\7·W=DT 8t (3.1) 
where DT represents the nonconservative term. The wave-activity pseudomomentum M 
is defined as M = !(A + E), with 
qt2 
A = (21\7 HQI) 
and 
E= e 
lUI-Cp 
where e is the wave energy and can be written as: 
where Jo is the Coriolis parameter, N is the buoyancy frequency, Q and q' are the 
potential vorticity of the basic flow and that of the perturbation, Cp is the wave phase 
speed, lUI' is the speed of the basic state and 'l/J is the stream function, the primes 
represent departures from the climatological mean. 
The horizontal flux vector is given by 
(3.2) 
where U, V are the geostrophic zonal and meridional velo city components of the basic 
state, respectively. The subscripts denote partial derivatives. 
To further explore the physical mechanisms behind the time evolution of the AO 
and the NAO, different contributions to the geopotential height tendency are examined. 
Following Sheng and Derome (1993), we start with the barotropic vorticity equation 
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a( ~ 
&t = -v· [(( + J)V] + 1", (3.3) 
where ( is the relative vorticity, V is the horizontal velo city vector and F is the residual 
tenn and includes all the subgrid-scale dissipative effects. With the geostrophic approx-
imation, the geopotential height tendency equation for the low-frequency flow can be 
expressed as 
where 
a~ . 
at = ADV + DIV + Nhh + Nu + F L 
f 2[V -ADV = --V- V· V(l + Vi· \7(( + J)] 
9 
f -2 - V] DIV = -'--V [(f + ()V· Vi + (IV· V 
9 
Nhh = _lv-2v. ((hVh)1 
9 
Nll = _lv-2v . ((IVi)1 
9 
FL = lV-2Fz. 
9 
(3.4) 
The subscripts h and l represent the high frequency (periods 2-10 days) and low fre-
quency (periods 10-182 days) components of the flow. The overbar represents the time 
mean, obtained as the average over the 51 winters from 1948/49 to 1998/99. ADV 
represents the sum of the advection of low-frequency vorticity by the time-mean flow 
and the advection of the time-mean absolute vorticity by the low-frequency flow. DIV 
is the projection of the divergence term onto the low-frequencies. Nhh is the projection 
of the vorticity flux convergence by the high-frequency eddies onto the low frequencies. 
Nu stands for the interaction among the low-frequency eddies. The Nhl term, which 
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represents the interaction between the high-frequency and low-frequency flows, has been 
absorbed into the residual term F because it is small in magnitude. For aIl terms, the 
inverse Laplacian is taken and the result is multiplied by f / 9 to obtain results in units 
of a height tendency. 
Consistent with Cai and van den Dool (1994), it will be shown that the largest two 
terms are ADV and DIV; however the Nhh and the Nu terms are important contributors 
to the reinforcement of the low-frequency events. The AO and NAO events are defined 
and their time evolutions obtained using low-pass filtered data, Le., with data containing 
periods from 10 to 182 days. The Nhh term is thus obtained with data from a different 
frequency band (2-10 days) from the AO/NAO. This is not the case, however, for the 
Nu term, which is computed from the same frequency band as the AO/NAO and thus 
contains sorne self-interaction of the AO /NAO. The tendency terms are first calculated 
at each level and then vertically averaged. 
3.3 Time-averaged spatial structure 
The AO and N AO events have been selected on the basis of SLP data. However, con-
sidering the equivalent barotropic nature of the extropicallow-frequency variability, the 
spatial patterns to be discussed in this paper are vertically averaged using geopotential 
height data at 11 levels, from 1000 hPa to 150 hPa. Similarly, the vorticity budget of 
section 6 is vertically averaged. In the following, the positive polarity of the AO and 
NAO will be referred to as "+AO" and "+NAO" and to their negative polarities as 
"-AO" and "-NAO". When used without the "+" and "-", the terms AO and NAO 
will refer to both polarities. 
The time-averaged composites for the AO and NAO (selected according to NA01 
index) from day SO to day DO are shown in Fig. 3.3a-d. To examine the extent to which 
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Figure 3.3: Composites of the time-averaged (a) positive AO, (b) negative AO, (c) 
positive NAO and (d) negative NAO. The sum of the composites for (e) AO and (f) 
NAO. The contour interval is 15 m for (a)-(d) and 10 m for (e)-(f). The shaded areas 
represent significance level of 5% or better according to a Student's t-test. 
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the time average of the positive and negative polarities of the AO and NAO events 
can be viewed as the mirror images of each other, the sums of the two polarities of 
the AO and NAO are shown in Fig 3.3e and Fig 3.3f, respectively. Naturally, if they 
are mirror images, the sum of the positive and negative phases should be zero. As 
expected, the structures of the AO and NAO are strikingly similar to each other. The 
composites of the AO are quite similar to those of Thompson and Wallace (1998) and 
the composites of the NAO are quite similar to those of Hurrell (1995). The dipole over 
the North Atlantic, the well-known central feature of the AO and NAO, is evident, as is 
the relatively weak AO center over the North Pacific. The sum is seen to be very small 
for the AO in Fig 3.3e, indicating that the two polarities of the AO tend to have very 
similar structures and amplitudes but different signs. The same is not true, however, for 
the NAO. The amplitude of the -NAO over the North Atlantic is clearly larger than 
that of the positive polarity and the two cent ers of the -NAO are located somewhat 
further west than those of its positive counterpart. This phase difference is consistent 
with Cassou's (2001) study of climate regimes in the North Atlantic, whose results are 
included in Hurrell et al.'s (2003) review. By comparing Fig 3.3a, c and Fig 3.3b, d 
other differences between the AO and NAO can be seen. The southern center of the AO 
is located eastward of that of the NAO. Similar results have been reported in previous 
studies using winter (DJF) mean data (e.g., Kodera and Kuroda, 2003, 2004) rather 
than daily data. The northern center of the AO extends across more of the polar region 
than does that of the NAO. Aiso noticeable is that the northern center of the AO has 
a significant amplitude over north-western Russia, a feature not seen in the NAO. The 
spatial correlation over the Northern Hemisphere between the AO and NAO is 0.80 and 
0.87 for the positive and the negative polarities, respectively. If the spatial correlations 
between the AO and NAO over two separate areas, the North Atlantic (200 N -90oN, 
lOooW - 0° ) and western Eurasia (200 N - 90o N, 200 E - lOooE ) are examined, sorne 
differences stand out. The spatial correlation between the -AO and the -NAO is 0.96 
over the North Atlantic area while only 0.51 over western Eurasia. For the positive 
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polarities of the AO and the NAO, the correlation is 0.80 over the North Atlantic area 
and only 0.53 over western Eurasia. As will be shown soon, the difIerences in spatial 
structures between the AO and NAO, especiaIly the difIerences of their northern cent ers 
of action are reflected in their having difIerent lifetimes. 
When obtained from pattern-based indices, the two phases of the NAO (not shown) 
are more nearly anti-symmetric to each other than the results presented above. The 
northern center of the NAO extends more over the polar region than does the NAO 
obtained using the NAOl index. Whatever the index used, none of the time-averaged 
composites of the NAO has a significant area of variance over north-western Russia that 
is seen in the AO (Fig. 3.3 a,b). 
The fact that the time-averaged composites for the two phases of the NAO defined 
with the NAOl index are not as anti-symmetric as those of the AO, and those of the 
NAO with the NA02, NA03 and NA04 indices should not be surprising if we consider 
the way these events are defined. The EOF technique includes a built-in assumption 
of anti-symmetry between the two polarities of the patterns, whereas the two-point 
definition of the NAOl index has no such constraint. 
3.4 Composites of the time series and lifetime dis-
tribution 
3.4.1 The composites of the time seri.es 
To estimate the time scales of the AO and NAO, the composites of their time series are 
examined. This is done separately for the positive and negative AO as weIl as for the 
two polarities of the N AO, and separately for the growth and decay phases. We recaIl 
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that each event entering a composite has an amplitude of at least 0.4 standard deviation 
on day 80 for the growth phase and less than 0.4 standard deviation on DO for the decay 
phase. Thedecay phase is treated separately from the growth phase, because, as will 
be seen later, there is a considerable range in the lifetime of the different events, sorne 
lasting litt le more than 10 days (our minimum) while others last sever al times longer. 
Aligning aU events on day 80 and compositing them over, say, 30 days, would smear the 
decay phase over widely different events and lead to unrepresentative results. As done 
here, DO is the first day for which the amplitudes faUs below 0.4 standard deviation for 
aU events, regardless of their previous duration. 
The composites of the time series for the AO and NAO are shown in Fig. 3.4. It 
can be seen that the AO and NAO lead to very similar results, pointing to very similar 
growth and decay rates. In addition, the growth and decay rates are approximately the 
same for the positive andnegative polarities. First, the event develops from a weak 
opposite sign value one week before the onset day. The amplitude develops most rapidly 
within a few days of the onset day, reaches a maximum four or five days after day 80 and 
remains relatively stable or decays somewhat in the remaining period. In aH cases the 
amplitude st arts to decay about one week before DO and reverses sign at about D2 days. 
When the above composites were repeated with unfiltered data, the resulting curves 
were slightly noisy, as expected, but the results described above remained essentially 
unchanged. The composites of the time series obtained here are similar to those in 
Feldstein (2003) with the exception that in his results, the growth rate is faster than the 
decay rate. The difference is caused by our aligning the events to the DO day to obtain 
the decay phase separately. The feature where the composites of the time series start 
from negative (positive) values for the positive (negative) events has been seen to occur 
for other patterns, such as blocking events (Dole, 1989) and the PNA pattern (Lin and 
Derome, 1999; Feldstein, 2002a). 
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Figure 3.4: Composites of the time series for the AO for the setup stage (left curves) and 
for the decay stage (right curves). Solid lines are for the positive polarity and dashed 
lines are for the negative polarity. The verical bars represent the standard deviations of 
the amplitudes among the events at that time. 
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Figure 3.5: The frequency distributions as a function of the duration for the AO (top) 
and for the NAO (bottom). 
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3.4.2 The lifetime distributions 
Now the frequency of the AO and NAO events as a function oftheir duration is examined 
to see if distinguishing features can be identified between the AO and NAO (Fig. 3.5). 
As can be seen, the duration range for the AO (Fig. 3.5a) is wider than that of the NAO 
(Fig. 3.5b). The duration of the AO range from 10 (our minimum) to 55 days. The AO 
has similar distributions for both polarities, but this ils not the case for the NAO. One 
notable feature of Fig. 3.5b is that more than 50% of the -NAO events last less than 
two weeks, which results in a sharply decaying distribution of lifetimes compared to the 
+NAO. The averaged duration for both polarities of the AO and for the +NAO is 18 
days, white for the -NAO, it is 15 days. The Chi-Square Goodness-of-Fit Test has been 
used to test the frequency distribution of the AO and the NAO to estimate whether 
or not the distributions are significantly different. It is found that the difference in the 
frequency distributions does not pass the 5% significance level but marginally passes the 
10% significant level. This difference will be examined further. 
Blocking events are another important low-frequency atmospheric phenomenon. They 
can persist from several days up to a couple of weeks and are often accompanied by sig-
nificant temperature and precipitation anomalies. As blocking has a significant impact 
on weather, it is one of the most studied phenomena in medium-range forecasts. The 
North Atlantic area is weIl known to be a preferred region for blocking high episodes 
(Dole and Gordon 1983). The close relationship between blocking episodes and the NAO 
has been pointed out by Shabbar et al. (2001) and Luo (2005). They found that the 
phase of the NAO influences the lifetime and the frequency of blocking episodes with 
longer and more frequent blocking happening during the -NAO years. It is also note-
worthy that the distribution of blocking durations has an approximately exponential 
form as noted by Dole and Gordon (1983). The question thus arises as to whether the 
sharply decreasing frequency distribution of the -NAO, seen in Fig. 3.5b, is due, at 
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least to sorne extent, to the presence of blocking events in our sample. If the answer is 
affirmative, the question arises as to why the influence of the blocking episode does not 
manifest itself in the frequency distribution of the -AO. 
Many different definitions of blocking events exist in the literature. In this study, a 
definition adapted from Dole and Gordon (1983) is used based on 500 hPa geopotential 
heights. As in their study, the height field was first scaled by a factor that varies inversely 
with the sine of the latitudes to partiaUy compensate for the increase of the height field 
variance with latitude. Then criteria similar to those for choosing the AO and N AO 
were used to identify the blocking events. The resulting geographical distribution of the 
number of blocking events (not shown) is very similar to that of Dole and Gordon (1983) 
(their Fig. 3.5a) although the data used here are for a much longer time period. For 
each grid point in space, the days for which a blocking event was present were counted 
and summed over aU blocking events. Not surprisingly, the distributions of blocking 
days was found to be quite similar to the distribution of the number of blocking cases 
(not shown). The days for which both a blocking event and a -AO (or a -NAO) event 
occurred simultaneously were counted. The distribution of the number of blocking days 
during the -AO and -NAO events are shown in Fig. 3.6. 
The number of blocking days over the North Atlantic region that have also been 
selected as -NAO is somewhat greater than its counterpart of the -AO. It can also 
be noticed that, for the -AO, a second center appears over north-western Russia. The 
ab ove results suggest that blocking episodes over the high latitudes of the North Atlantic 
project onto the -NAO more than onto the -AO while the situation reverses for the 
blocking events over north-western Russia. This is consistent with Fig. 3.3b, d where it 
can be found that the northern center of action of the - AO has sorne significant region 
over north-western Russia, unlike the -NAO. 
To further investigate the relationship between blocking episodes and the AOjNAO, 
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Figure 3.6: The number of blocking days that have also been selected as (top) negative 
AO and (bottom) negative NAO events. The contour interval is 50. 
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Figure 3.7: The projection of the blocking patterns over the high latitudes of the North 
Atlantic (asterisks) and over the high latitudes of north-western Russia (circles) onto 
the negative NAO and onto the negative AO. 
the spatial structures of the blocking events over two areas are examined. Area land 
Area II are located over the high latitudes of the North Atlantic (500 N - 85°N, lOooW 
- 0° ) and north-western Russia (500 N - 85°N, 200 E- lOooE ), respectively. For each 
point over these two areas, blocking events are identified and the time-averaged spatial 
structures of the composites during the mature stages Le., from their day SO to day 
DO are calculated. Then the time-averaged spatial structure of the blocking events are 
projected onto the -AO and onto the -NAO for the two areas respectively (Fig. 3.7). 
For aIl the points over north-western Russia, the projections are found to be much 
higher for the -AO (circles in Fig. 3.7) than for the -NAO (asterisks in Fig. 3.7), while 
over the high latitudes of the North Atlantic, the projections are higher for the -NAO 
than for the -AO for most points. 
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Figure 3.8: The frequency distribution as a function of the duration for the blocking 
events over the high latitudes of the (a) North Atlantic and (b) north-western Russia. 
Then the frequency distribution of blockings over these two areas are examined (Fig. 
3.8). We can see that the blocking events over Area 1 have a sharply decreasing frequency 
distribution, similar to that of the -NAG, with more than 80,% of blocking events 
having durations shorter than two weeks. The frequency distribution of the blocking 
events over Area II, on the other hand, is much less steep compared to Area 1. It seems 
that the sharply decaying frequency distribution of the - N AG is the manifestation of 
blocking events over the high latitudes of the North Atlantic. Although the -AG is 
also influenced by blocking events in this area, the wider spatial structure of the AG 
compared to the NAG results in the AG being influenced by blocking events outside the 
NAG region, such as the high latitudes of north-western Russia. In other words, the 
different characteristics of the blocking events over different geographical locations lead 
to the observed differences in the lifetime spectra of the AG and NAG. 
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When the frequency distributions of the NAO are obtained using the pattern-based 
indices, they are more anti-symmetric for the two phases of the NAO, but still the 
spectra of the NAO frequencies are narrower than that of the AO. 
3.5 The temporal evolution of the spatial structures 
The composites of the vertically integrated geopotential height for the period day S-
7 through day S3 with a two day interval for the --AO are shown in Fig 3.9. The 
corresponding figures for both phases of the NAO appear in Figs 3.10 and 3.11. 
The time evolution of the + AO is not shown as it is essentially the mirror image 
of that of the -AO. The same conclusion was reached by McDaniel (2005) where he 
found that there was a remarkable degree of reverse symmetry between the positive 
and the negative NAM, although zonally averaged data was used in that study. The 
shading in the figures indicates that the composite is significantly different from zero at 
the 5% level, according to a Student's t-test. As expected, the AO and NAO share sorne 
similarities during their setup stages. The - AO will be taken as an example to describe 
sever al of the common characteristics. Then the differences between them during their 
respective growth phases will be examined later. 
From Fig. 3.9 it can be seen that one week before the -AO onset day, three anoma-
lies appear: a pronounced negative anomaly over the North Atlantic at about 70oN, a 
positive anomaly to the south at about 500 N and another, weaket, positive anomaly 
over Scandinavia. This pattern obviously projects negatively onto the -AO, as could 
be expected from Fig. 3.4 where it was found that the composite time series of the 
- AO starts from a positive value. Subsequently, the two positive anomalies develop 
with time and merge together just 2 days (not shown) before the onset day to form 
the northern center of the -AO. The negative anomaly first weakens then develops and 
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Figure 3.9: Composites of the vertically integrated geopotential height at Il levels for the 
negative AO from S-7 day to S3 day. The contour interval is 15. Solid contours are 
positive and dashed contours are negative. The shaded areas represent significance level 
of 5% or better according ta a Student's t-test. 
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Figure 3.10: As for Fig. 3.9, except for the positive NAO. 
~ .. 
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Figure 3.11: As for Fig. 3.9, except for the negative NAO. 
~ .. 
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moves southward, forming the southern center of the --AO over the North Atlantic. The 
-AO pattern becomes apparent after day 8-1 and is quite stable thereafter. Both the 
AO and NAO exhibit these characteristics during their setup processes. The negative 
anomaly of the -AO over eastern Asia appears at day 8-5. It first develops primarily 
locally and then extends eastward to the North Pacifie with time. 
80me differences also appear during the setup stages between the AO and NAO. 
The setup pro cess of the AO is quite anti-symmetric for the two polarities while for 
the NAO there are sorne noticeable differences between the two phases (Figs 3.10 and 
3.11). Inparticular, the +NAO evolution (Fig. 3.10) shows, starting at day 8-5, a wave 
train pattern over the Pacific-North American region. AlI three anomaly centers over 
that region exceed the 5% signicicant level starting at day 8-3. The wave train signal 
for the +NAO was also noted by Feldstein (2003) using 300 hPa data. After the onset 
day, the anomaly centers develop and intensify over time downstream toward the N AO 
region. FinalIy, for the -NAO (Fig. 3.11), starting at day 8-7, a pronounced anticyclone 
appears over northern Russia (about 600 E). It develops with time, moves westward and 
merges with another positive anomaly off the west coast of Europe. It then remains 
almost stationary over the east coast of Greenland from day 8-1 onwards. A similar 
(albeit initially weaker) evolution of the opposite sign in the case of the +NAO (Fig. 
3.10) is observed. In contrast to the +NAO, however, no wave train signal is found over 
the PNA region during the growth of the -NAO. Comparing Figs 3.10 and 3.11, it is 
also found that the polar NAO center migrates from the west or the east depending 
on the NAO phase, e.g., the northern center of the +NAO develops from a negative 
anomaly originating from the western North Atlantic while the northern center of the 
-NAO migrates from northern Russia. 
The temporal evolution of the NAO obtained using the other NAO indices have also 
been examined. It was found that the temporal evolution of the NAO obtained using 
NA02 is quite similar to that of the AO, as expected, considering the high correla-
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tion (0.93) between the AO and NA02 indices. These results are also consistent with 
Feldstein and Franzke's (2006), where they used 8LP data to examine whether or not 
the AO and NAO were distinguishable. As both the AO and NAO are defined using 
pattern-based approaches, they found that the temporal evolution of the AO and NAO 
are overall very similar. For the time evolution of the NAO obtained using NA03 and 
NA04 indices, the development of the spatial structures are also more anti-symmetric 
for the two phases but tend to be localized over the North Atlantic in comparison with 
the AO. 
3.6 The wave activity flux and the barotropic vor-
ticity equation 
In this section, composites of the wave activity flux as discussed in section 1 for· the 
AO and NA01-based NAO during their setup and mature stages, i.e., from day 8-5 to 
day 810, are presented. The wave activity flux is calculated based on the climatological-
mean and anomalous fields of 500 hPa geopotential height for the individual events, then 
averaged over aU the events. The flux for the -AO is shown in Fig. 3.12 and that for 
the positive and negative NA01-based NAO in Figs 3.13 and 3.14, respectively. The 
wave activity flux of the +AO is not shown as it is similar to that of the -AO. 
The wave activity flux from day 8-5 to day 8-1 with a one day intervaL For days 
80 to 810 the time-averaged wave activity flux is shown since, as noted before, the AO 
and the NA01-based NAO patterns are almost stationary after day 80. From day 8-4 
through day 8-1, the wave activity flux for the -AO (Fig. 3.12) is primarily in the zonal 
direction. At day 8-2, the flux is directed eastward from the Labrl1dor coast of Canada, 
indicating a source there, and penetrates deeply into the northern Eurasian continent. 
8imilarly to the AO, a wave activity flux for both phases of the NA01-based NAO (Figs 
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Figure 3.12: Composites of the wave-activity flux defined by Takaya and Nakamura (2001) 
for the negative AO from day 8-5 to day 8-1 with one day interval and the time average 
of the wave-activity flux from day 80 to day 810. The geopotential height anomaly 
patterns are overlaid (shaded). The contour interval is 15 m. 80lid contours are positive 
and dashed contours are negative. 
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Figure 3.13: As for Fig. 3.12, except for the positive NAO. 
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Figure 3. 14: As for Fig. 3.12, except for the negative NAO. 
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3.13 and 3.14) also originates from the Labrador coast of Canada. For the +NAO, an 
additional flux appears over the PNA region at day 8-3, suggesting a Pacific influence 
on the North Atlantic area. In contrast, for the -NAO (Fig. 3.14), no wave activity 
flux is observed over the PNA region during this period. During the mature stage (from 
day SO to day SlO), the wave activity flux for both phases of the NA01-based NAO is 
mostly concentrated over the North Atlantic. As can be seen from Figs 3.13 and 3.14, 
more equatorward propagation appears between 300 W and 0° for the N AO than for the 
AO (Fig. 3.12). Examination of the divergence of the wave activity flux (not shown) 
indicates that during the mature stage a flux divergence occurs over the high-latitudes of 
the North Atlantic region, as can also be inferred from the time-averaged wave activity 
flux from day SO to day SlO in Figs 3.13 and 3.14. This happens for both polarities of the 
AO and NA01-based NAO. It is not possible from the above to identify the mechanisms 
responsible for these sources of wave activity, but in the following the contribution of the 
transients to the vorticity budget will be examined to see if this can yield sorne insight. 
The barotropic vorticity equation is used to see the influence of the first four terms 
on the r.h.s. of Eq. (3.4) on the tendency of the geopotential height anomalies. First the 
spatial structures of the Nhh and Nu terms are examined, considering their importance 
as pointed out by Cai and van den Dool (1994). 
Having seen that the spatial structures of Nu and Nhh have little phase shift during 
the setup and the mature stages, their spatial structures before (from day S-6 to day 
S-l) and after (from day S3 to day S9) the onset day are averaged for the -AO (Fig. 
3.15) and the -NAO (Fig. 3.16). The main results also apply to the positive phases 
(not shown). Several characteristics are immediately apparent. First, the Nu term has a 
larger magnitude than the Nhh term. The centers of the Nhh term are concentrated over 
the North Atlantic and are in phase with the centers of the AOjNAO events while the 
Nu term has additional pronounced centers outside the North Atlantic. As the AOjNAO 
events are selected on the basis of data with periods 10-182 days, while the Nhh term is 
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Figure 3.15: Time-averaged composites of the Nu (see text) (left panels) for the negative 
AO before the onset day, (left, top) and after the onset day (left, bottom). Similarly for 
the Nhh (see text) on right panels. The contour interval is 2xlO-5m/s. 
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Figure 3.16: As for Fig. 3.15, except for the negative NAO. 
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computed with data with shorter periods (2-10 days), the Nhh term can then be viewed 
as a forcing by the high frequency on the low frequency AO/NAO events. It can be seen 
from Figs 3.15 and 3.9 that, during the -AO growth phase, the Nhh term is in phase 
with the observed height tendency, while during the mature phase, it is in phase with the 
- AO itself. The vorticity flux convergence/divergence by the high frequency transients 
is thus seen to contribute to the growth and maintaince of the -AO. The relationship 
of the Nu term to the growth and maintaince of the - AO is more complex. During 
the period day S-6 to day S-1 (Fig. 3.15), the Nu term contributes to the development 
of the -AO cent ers over and south of Greenland and over Europe (Fig. 3.9, day S-7 
to day S-l). During the mature stage, however (i.e., for the period day S3 to S9) the 
phase relationship between the Nu term and the - AO is not as clear. Calculations to be 
described shortly show that the Nu term projects negatively onto the -AO structure. 
A comparison of Figs 3.11 and 3.16 for the -NAO leads to similar conclusions as 
for the -AO, namely: (1) that the Nhh term clearly contributes to the development 
and maintaince of the -NAO whereas (2) the Nu term contribute to the growth of the 
-NAO but is out of phase with it during the mature period. 
An arguably more succinct way of looking at the roles of the terms on the r .h.s. 
of Eq. (3.4) is to project the spatial distribution of their composites onto that of the 
time-averaged composites for both phases of the AO and NAO (Fig. 3.3a-d). 
The projection illustrates the contribution of each term to the time tendency of the 
AO/NAO index (Feldstein, 2002b). When the composites of the vertically integrated 
geopotential height are quasi-stationary and resemble the time-averaged composites of 
the AO/NAO, the projection also illustrates the contribution of those terms to the 
instantaneous tendency of the AO/NAO patterns. The projection technique is applied 
for the AO/NAO during the setup stage (S-4 to S10) (Fig. 3.17, left side of panels) and 
during the decay stage (D-8 to D5) (Fig. 3.17, right side of panels) separately when 
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the patterns are quasi-stationary. As can be seen from Fig. 3.17, the projections for 
both phases of the AO and NA01-based NAO are similar, but not identical. During 
the setup stage, the projections of Nhh remain positive while the projections of Nu 
become negative just a few days after the onset day. This result is consistent with 
Figs 3.15 and 3.16 where it is found that the centers of the Nhh spatial structures in 
phase with the AO/NAO while the Nu spatial structures reverse sign after the events 
are established. These results are also consistent with previous studies (Feldstein, 2003; 
Franzke and Feldstein, 2005). The high-frequency eddies maintain the NAO through a 
positive feedback process (Branstator, 1992; Lau, 1998). The ADV term also plays an 
important role during the development of the events while the role of the DIV term 
is found to be just opposite to the Nu term, i.e., it delays the growth of the events 
before the onset day and a few days after the onset day, it helps to maintain them. Fig. 
3.17 shows that during the decay stages, the low-frequency transients and the vorticity 
advection are dominant while the DIV term helps to delay the decay of theevents. 
There are sorne differences between the projection results presented here and those 
presented by Feldstein (2003), especially for the DIV term. The differences are mainly 
caused by the fact we vertically integrated the terms whereas Feldstein did not. When 
300 hPa data only are used to examine the roles of above four terms (not shown), results 
consistent with his are obtained. 
The wave activity flux of the NAO obtained using NA02 index is quite similar to the 
flux of the AO, e.g., the wave activity flux propagates primarily in the zonal direction. 
When the wave activity fluxes are calculated using the NA03 and NA04 indices, they 
are localize over the North Atlantic, as obtained using the NA01 index. 
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3.7 Summary and discussion 
The purpose of this chapter was to examine the influence of definitions of the NAO 
index on the differences between the AO and NAO on the intraseasonal time scale. 
The NAOl index was based on the pressure difference between two points in space 
(stationjgridpoint-based index) and NA02 to NA04 indices were defined from an EOF 
analysis (Le. pattern-based index). The AO index was obtained through an EOF analy-
sis. The AO and the NAO were found to be similar to each other when both of them were 
defined using pattern-based indices while some notable differences were observed when 
the NAO was defined using a two-point pressure difference index (the NAOl index). 
It was seen that the time-averaged spatial structures and the frequency distributions 
for the two polarities of the AO are more anti-symmetric than those of the N AO based on 
the NAOl index. The time evolution of the spatial structures of the AO and NAO display 
some common characteristics during their setup processes. They develop starting from 
weak patterns of opposite sign one week before their onset day. The northern center of 
the events evolves from two anomaly cent ers with one anomaly center originating in high 
latitudes of the North Atlantic and the other one originating from northern Scandinavia. 
The southern center of the dipole pattern develops in situ. Some differences between the 
AO and NAO have also been noted. Most notable is the observation that the NAOl-
based +NAO shows a wave train signal over the PNA region during the days before the 
onset day while the NAOl-based -NAO is found to develop locally over the northern 
Europe-North Atlantic area. The setup pro cesses for the two polarities are more nearly 
the mirror images of each other for the AO than for the NAOl-based NAO. 
A wave-activity flux for stationary eddies has been computed for the AO and NAO 
during their setup stages and their mature stages. The wave activity flux for the AO 
is primarily in the zonal direction. This flux propagates from the Labrador coast of 
Canada and penetrates deeply into the Eurasian continent. For the NAO (except for 
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the NAO obtained using NA02 index), on the other hand, the wave activity flux is 
mostly concentrated over the North Atlantic. The flux also propagates starting from the 
Labrador coast of Canada but there is a pronounced equatorward component between 
300 Wand 0°. For the NAOl-based +NAO, a clear wave activity flux appears over the 
PN A region before the onset day. 
The vorticity budget analysis shows that the roles of the high-frequency, low-frequency 
transients, advection and divergence terms are qualitatively similar for the AO and the 
NAO. During the setup stage, the high-frequency transients contribute to the growth and 
maintenance processes. The low-frequency transients help setup the AO/NAO events 
before the onset day, but subsequently contribute to decay them. The vorticity advec-
tion also contributes to the time tendency of the AO /NAO index while the horizontal 
wind divergence delays the development of the events. During the decay stage, the 
low-frequency transients and the vorticity advection play the dominant roles while the 
horizontal wind divergence acts to delay the decay of the events. 
This study showed how the characteristics of the NAO differ from those of the AO 
and how they depend on its definition, more specifically, on whether it is defined through 
an EOF analysis (regional or hemispheric and rotated) or through a pressure difference 
between two points in space. It made it clear that the differences between the subseasonal 
AO and NAO are minimized when the latter is defined through an EOF analysis. Sorne 
notable differences are found, on the other hand, when the NAO is defined through a 
two-point pressure difference, as is commonly done. 
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Chapter 4 
Predictability of the AO and NAO 
4.1 Introduction 
The time evolutions of the AO and NAO have been examined using the NCEP /NCAR 
reanalysis data in the previous chapter. Given the pronounced influence of the AO and 
NAO on the weather and climate, it would be interesting to examine whether their daily 
evolutions can be forecast by a numerical model. As the life time of the AO and NAO 
events is typically longer than the limit of current weather forecast systems (about four 
or five days), it is conceivable that the occurrence of an AO or NAO event could lead to 
an extended range of skillful forecast. 
The effects of external forcings associated with the lower boundary are the main 
sources of any predictive skill for the atmosphere beyond about one month. When the 
length of the forecast is within a month, the initial states have more impact on the 
forecast skill than the external forcings. The predictive skill for a forecast at this shorter 
time scale can be derived from the memory within the atmosphere. For example, low-
frequency phenomena in the atmosphere, such as the Madden-Julian oscillation (MJO), 
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the dominant mode of intraseasonal variability in the tropics, can influence the extrat-
ropical atmosphere by displacing the storm tracks (Higgins and Mo, 1997). Recently, the 
stratosphere was used in many studies (Baldwin et al., 2003; Norton, 2003; Scaife et al., 
2005) to improve the extended-range forecast of the AO and NAO. The predictive skill 
for the tropospheric AO deriving from the lower stratosphere was found to be greatest 
during boreal winter, when the couping between the troposphere and stratosphere is 
strongest (Baldwin et al., 2003). However, as discussed in the introduction, not all AO 
and NAO cases have connections with the stratosphere, e.g., the AO and NAO can be 
generated solely by the tropospheric dynamics. 
In this chapter, the forecast of the daily evolutions of the AO and N AO is restricted to 
the troposphere and the influence of the external forcing is not considered. The SGCM 
is used to investigate the influence of the initial conditions on the setup processes of the 
AO and NAO. A "perfect model approach" is applied, which assumes that the system 
is fully represented by the model physics and thus the forecast errors derive only from 
the errors of the initial states. 
4.2 The control runs 
In this chapter, the SGCM introduced in Chapter 2 is used. The model forcing used 
here is the climatologie al forcing, Le., the average of the 51 winters (DJF) model forcing 
caleulated from the daily-mean NCEP /NCAR reanalyses. The forcing is fixed during 
the integration and thus all temporal variability of the model atmosphere is generated by 
the internal dynamics. To avoid problems associated with very low frequency oscillations 
present in long integrations, rather than a single long integration, one hundred 210-day 
integrations, using the same climatological forcing but different initial conditions, are 
performed. The initial conditions are chosen randomly from the 51 years of observed 
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NCEP jNCAR reanalyses. The first 30 days for each integration are discarded to avoid 
any spin-up problem and the analysis is done over the remaining 180 days. These 
one hundred 180-day integrations are used to represent 100 winters and are called the 
control runs of the SGCM, for the sake of convenience. They will serve as a proxy for 
atmospheric observations, against which aH forecast experiments will be compared. 
Since the SGCM will be used to predict the daily evolutions of the AO and NAO, 
it is important to have a measure of the performance of the SGCM on a daily time 
scale. The temporal standard deviation of the daily 500 mb height of the control is 
plotted in Fig. 4.1b for comparison with the corresponding observed result, shown in 
Fig. 4.1a, ca1eulated from the 51 years of daily NCEP jNCAR reanalyses. We see that 
the distribution of the temporal variability of the model atmosphere is quite similar 
to that of the NCEP jNCAR reanalyses. The two pronounced centers in Fig. 4.1b, 
appearing over the midlatitude oceans with one over the North Pacific (around 50oN, 
1500 W) and the other over the North Atlantic (around 60oN, 200 W), correspond rather 
well with those in the reanalyses, in location as well as in magnitude. The model 
has somewhat lower variability over the North Atlantic and the North Pacific and its 
maximum variability is somewhat to the east of the observed variability. The lower 
variability in the model is not surprising given that the external forcing iri the model 
is termed independent, whereas in the atmosphere, the time-dependent lower boundary 
forcing adds to the variability. 
4.3 The simulated AD and NAD in the control run 
As a perfect model approach will be used to do forecasts for the AO and NAO, which 
assume that the atmospheric dynamics are fully represented by the model physics, it is 
necessary that the model control be able to reproduce reasonably realistic characteristics 
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Figure 4.1: Standard deviations of the daily geopotential height at 500 mb for the (a) 
NCEP /NCAR reanalyses and (b) SGCM. The contour interval is 20 m. 
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of the daily evolutions of the AO and NAO. The approaches for obtaining the AO and 
NAO indices and the pro cesses for choosing the AO and NAO events, described in detail 
in Chapter 3, are applied to the control run. We note that the AO and pattern-based 
NAO time series were obtained by projecting the observed AO and NAO patterns onto 
the model output. The stationjgridpoint-based NAO in the model uses the same two 
points as in the observations to define the NAO index. The time-mean is first substracted 
from the control run and then the Fourier filter is applied to remove the synoptic scale 
transients. Only flows with periods longer than 10 days are kept. Similar critia were set 
to identify the AO and NAO events and the interest here is focused on their setup stages. 
In this chapter, the results of the NAO are obtained using the stationjgridpoint-based 
method while results obtained with the pattern-based methods will be briefly discussed. 
Ninety (77) positive AO (NAO) and 89 (84) negative AO (NAO) events were ,identified. 
The spatial patterns discussed below are vertically averaged from 900 to 100 hPa. 
The composites of the time-averaged AO and NAO during their mature stages are shown 
in Fig. 4.2. The shading in the figures indicates that the composite is statistically 
significant at the 5% level, according to a Student's t-test. We see that the time-averaged 
composites for the AO and NAO are quite similar to their counterparts in the reanalyses 
(Fig. 3.3), which confirms that they can be generated without the variability of the 
external forcing. The AO, for both phases, is found to be more zonally symmetric than 
the N AO and the northern center of the AO extends across more .of the polar region than 
does that of the NAO. The negative AO and NAO have larger magnitudes than those 
of the positive events. AlI these characteristics are consistent with the observational 
study results presented in Chapter 3. However, sorne differences between the model 
results and the reanalyses are also notable. For example, the northern center of the AO 
from the SGCM is close to the pole while in the reanalyses it sits around Greenland. 
This difference is a reflection of the fact that the model atmospheric largest variance 
center tends to be close to the polar region, while the counterpart in the reanalyses is 
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Figure 4.2: Time-averaged composites for the (a) positive AO, (b) negative AO, 
(c)positive NAO and (d) negative NAO. The contour interval is 15 m. Zero Hne is 
omitted. The shaded areas represent significance level of 5% or better according to a 
Student's t-test. 
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around southern Greenland. We note also that the magnitudes of the events are weaker 
than those of the reanalyses (compare Fig. 3.3 and 4.2). This is probably because, as 
mentioned before, the AO and NAO obtained in the control runs are generated solely by 
the internaI dynamics while those in the reanalyses are generated by both the internal 
and external processes. The lower model variability was also seen in Fig. 4.1. 
The frequency of the AO and N AO events in the tontral runs as a function of their 
duration is shown in Fig. 4.3. The spectrum of the frequency distribution of the NAO 
is clearly narrower than that of the AO. The averaged duration for the AO is 20 days 
while it is 15 days for the NAO. A Chi-Square Goodness-of-Fit Test was used to test 
the difIerences of their frequency distributions. It is found that the difIerences between 
these two frequency distributions are statistically significant at 5% and 10% levels for 
the positive and negative phases, respectively. From this perspective, the AO and NAO 
are seen to have notably difIerent spectra and the difIerence is more noticeable than that 
in the reanalyses (Fig. 3.5). This mayresult from model deficiencies or from the lack 
of time-dependent external forcing in the control runs. Given the relative simplicity of 
the SGCM and its low resolution, one cannot expect it to capture aIl the details of the 
AO and N AO in the reanalyses. The remarkable difIerence of the spectra between the 
AO and NAO in the control run suggests that the AO should have better predictive skill 
than the NAO, as the AO tends to persist longer than the NAO. This is a question that 
will be examined later. 
The composites of the vertically integrated geopotential height for the period day 
S-7 through day S7 with a three day interval for the --AO and the two phases of NAO 
are plotted in Fig. 4.4, 4.5 and 4.6, respectively. The time evolution of the +AO is 
not shown, as it is essentially the mirror image of the -AO. Taking the +NAO as an 
example, we see that one week before the onset day, the disturbance field has a positive 
center over the northwestern Atlantic Ocean and a weak negative center over the U.K., 
a structure that clearly would yield a negative NAO index. With time, the negative 
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Figure 4.3: The frequency distributions as a function of duration for the AO (top) and 
for the NAO (bottom) in the control runs. 
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Figure 4.4: Composites of the vertically integrated geopotential height for the negative 
AO from day S-7 to day S7. The contour interval is 15 m. Zero line is omitted. Solid 
contours are positive and dashed contours are negative. The shaded areas represent 
significance level of 5% or better according to a Student's t-test. 
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Figure 4.5: As for Fig. 4A, except for the positive NAO. 
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Figure 4.6: As for Fig. 4.4, except for the negative NAO. 
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anomaly over northern Greenland and central Canada intensifies and expands to form 
the northern center of the +NAO after day 8-1. The positive anomaly, originally over 
the western North Atlantic, moves southeastward, intensifies to form the southern center 
of the +NAO. Both the AO and NAO events are quasi-stationary after the onset day. 
The time evolutions of the AO and NAO in the control runs compare well with those 
in the reanalyses, except that the wave train signal over the Pacific-North American 
region, which appears during the setup phase of the +NAO in the reanalyses, is not 
clear in the control runs. For the -AO, the Pacific negative center originally st arts off 
the north-west coast of North America and extends to the central Pacific region with 
time, which makes the -AO look more zonally symmetric. The above results indicate 
that the 8GCM can capture the main characteristics of the setup processes of the AO 
and NAO seen in the reanalyses and is sufficiently realisitic to be used to perform forecast 
experiments. 
The other three pattern-based methods have also been used to obtain NAO indices 
and their composites in the control runs have also been examined. The conclusion 
obtained here is quite similar to that in the previous chapter, i.e., when the NAO is 
defined using the pattern-based indices, the AO and NAO are indistinguishable, while 
when the NAO is defined via the stationjgridpoint-based method, sorne differences are 
noticeable. In the following section, only the stationjgridpoint-based NAO will be used 
to do the forecast experiments and will be used to compare to the forecasts of the AO. 
4.4 Design of the forecast experiments 
One must keep in mind that the forecast experiments performed in this chapter are 
done with a perfect model approach, where model ruus are used to generate "synthetic 
observations". With this approach, the forecast errors only come from the uncertainties 
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time 
Figure 4.7: The schematic representation of the forecast experiments. "Reference" repre-
sents the control run, "El" is the BGM integration. "t1" and "t2" represent the day 8-7 
and the decay day of an event chosen from the control runs. "tO" denotes the beginning 
day of the BG M integration. 
in the initial conditions and should be smaller than those in operational forecasts. 
The initial perturbations are generated using a "breeding of growing modes" ap-
proach, or "BGM", introduced by Toth and Kalnay (1993). This method has been used 
to generate initial perturbations for ensemble predictions in operational forecasting. As 
discussed by Toth and Kalnay (1993), the BGM are obtained in an effort to represent 
realistic "fast-growing" errors, which are present in conventional analyses. In this study, 
the BGM are generated by integrating the non-linear model, the same model used to 
generate the control runs. 
The strategy of the experimental design is displayed schematically in Fig. 4.7. The 
control run of the model is shown as curve "Reference". "t 1" and "t2" represent the 
day 8-7 and the decay day of an AO or NAO event. The BGM integration is performed 
starting from tO, 20 days before tl. First, small random numbers are added to the 
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spectral coefficients of the control run at to. Then, the non-linear model is integrated 
for 20 days to t1 to obtain the state. At the end of the 20th day, the BGM integration, 
denoted as "El" in Fig. 4.7, departs from the control run and the perturbation is 
obtained by subtracting the control run from El at tl. As discussed by Houtekamer and 
Derome (1994), after 20 days integration, El can pick out the BGM, which will have 
already saturated. The perturbation is then scaled down to a size similar to typical errors 
in initial analyses. In this study, the scaled perturbation has a globaIly and verticaIly 
integrated rms equal to 10% of the climatological value of the control runs. The scaled 
perturbation is added to the control runs at t1 to get the perturbed initial condition 
for the forecast experiment. The model is then integrated using the perturbed initial 
condition and the same climatological forcing as used in the control runs, out to 20 days. 
The forecasts are carried out for aIl the AO and N AO events and the composites for the 
two polarities of the AO and N AO are calculated separately. 
4.5 Results of the forecast experiments 
The composites of the forecasts are displayed in Figs. 4.8 to 4.10 for the -AO and the 
two polarities of the NAO. The forecasts for the period day 8-1 through day 85 with a 
two day interval are plotted. The first 6 days have not been shown as they are quite 
similar to those in the control runs. 
By comparing Fig. 4.8 - 4.10 to Fig. 4.4 - 4.6, it can be seen that the main structures 
of the events are reasonably weIl predicted, but that their magnitudes are weaker com-
pared to those in the control runs. For the two phases of the NAO, the magnitudes of 
the northern center of the dipole decay significantly from day 84 to day 87. To illustrate 
differently the time evolution of the amplitudes of these events, the AO and NAO in-
dices in the forecasts are examined and coinpared to those in the control runs. The AO 
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Figure 4.8: The composites of the vertically integrated geopotential height for the forecast 
negative AO from day 8-1 day to day 87. The contour interval is 15 m. Zero line is 
omitted. Solid contours are positive and dashed contours are negative. The shaded areas 
represent significance level of 5% or better according to a 8tudent's t-test. 
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Figure 4.9: As for Fig. 4.8, except for the positive NAO. 
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Figure 4.10: As for Fig. 4.8, except for the negative NAO. 
82 
index in the forecast is obtained by projecting the SLP onto the observed AO base (Fig. 
3.1). The NAO index in the forecast is derived according to the station/gridpoint-based 
approach, i.e., the difference between the normalized SLP at the two grid points closest 
to Lisbon, Portugal, and Stykkisholmur, Iceland. Both the AO and NAO indices in the 
forecasts are normalized using the standard deviations of their indices in the control runs 
and are Fourier filtered to remove the synoptic scale transients with time scales shorter 
than 5 days. The AO and NAO indices in the control runs (represented by solid and 
dashed lines in Fig. 4.11) are found to be quite similar to those in the reanalyses (Fig. 
3.4). The events also develop from a weak opposite sign value at the beginning and then 
the amplitudes reach their peaks in about one week and remains relatively stable during 
the subsequent mature stage. The AO and NAO indices in the forecasts (represented by 
lines with circles in Fig. 4.11) are close to those in the control runs, except that after the 
onset day, the indices are weaker in the forecasts than in the control runs. It also can 
be noted that the differences of the indices between the control runs and the forecasts 
increase with time. This difference is especially noticeable for the NAO where, at the 
end of the second week of the forecast, the indices reach zero while in the control run it 
is still in its peak stage. 
The spatial correlations between the AO/NAO in the control runs and in the forecasts 
as a function of the forecast days are shown in Fig. 4.12 for the AO (dashed lines) and 
NAO (solid lines) respectively. It is clear that the spatial correlations for both phases 
of NAO decrease faster with time than those of the AO. This is especially true for the 
-NAO where its spatial correlation reaches to 0.1 at day S18 while for the AO, they are 
still higher than 0.8 for both polarities. 
The above results indicate that the AO is better predicted than the NAO according 
to their forecast amplitudes and the spatial structures. The better predictive skill for the 
AO than the NAO is as expected, if we think about their lifetime durations. As shown 
in Fig. 4.3, the AO was found to be more persistent than the NAO. The persistences of 
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Figure 4.11: Composites of the index for the AO (top) in the control runs for the positive 
(solid line) and the. negative (dashed line) phases, and in the forecast for the positive 
(solid line with circles) and negative (dashed lines with circles) phases. Similarly for the 
NAO (bottom). 
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Figure 4.12: Spatial correlation between the control runs and the forecast as a function of 
the forecast days for the positive AO (red dashed line), negative AO (blue dashed line), 
positive NAO (red solid line) and negative NAO (blue solid line) from day S9 to day 
S18. 
the AO and NAO are also explored by examining the autocorrelations of the AO and 
NAO indices (Fig. 4.13). It is found that the autocorrelation of the NAO index decays 
faster than that of the AO. The autocorrelation of the NAO index reaches to zero in a 
week then oscillates around the zero axes, while for the AO, it is beyond 0 at day lag 
20. This result indicates that the AO events change more slowly than the NAO events. 
4.6 The forecast errors associated with the AD and 
NAD events 
It is known that there is considerable variability of the predictive skill for the atmosphere 
in numerical forecasts. The predictive skill is strongly influenced by the presence of 
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Figure 4.13: The autocorrelations for the AO (solid line) and NAO (dashed line) indices. 
sorne persistent large-scale anomalies, which can influence the loc~tion, strength and 
the traveling path of the weather systems (Lin and Derome, 1996). In this section, the 
question of how the forecast of the model atmosphere is influenced by the presences of 
the AO and NAO events is examined. 
4.6.1 The forecast error variance 
The forecasts for the model atmosphere are first evaluated by the forecast error variance 
in a "mean square" sense. The forecast error variance is defined in a usual way as: 
(4.1) 
where the angle brackets, < ... >, indicate a regional and vertical average. Here the 
forecast error variance is computed over the Northern Hemisphere from 200 N to the 
North Pole and averaged over the 5 modellevels. Zf and Zo represent the geopotential 
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Figure 4.14: The forecast error variance, represented by the thick solid line, in units 
of m2 during the positive AO events as a function of forecast day. Two dotted lines 
indicate the standard deviation of the forecast error variance computed over all forecasts. 
The horizontal solid line is the climatological error variance in the control runs. t=O 
corresponds to day 8-7 in the forecasts. 
height of the forecast and control run, respectively. Note that here we are concerned 
with the forecast errors in the "total" height field, not only in the AO and N AO part of 
the flow. 
In order to have a general idea of how large the differences between the forecasts 
and the "observations" are and what the variability of the predictive skills is among 
these forecasts, the temporal evolution of the forecast error variance averaged over aH 
forecasts and its standard deviation (among forecasts) during the AO and NAO events 
is first examined. The forecast error variance during the AO events and its standard 
deviation, as a function of the forecast day is shown in Fig. 4.14, as an example, while 
the result is quite similar for the NAO. The forecast error variance is represented by the 
thick solid line in Fig. 4.14 where we can see that it reaches the climatological value, 
represented by the horizontal solid line, at about 12 days. The error growth speed is 
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Figure 4.15: The forecast error variance in units of m2 as a function of forecast day for 
the positive AO (red dashed line), negative AO (blue dashed line), positive NAO (red 
solid line) and negative NAO (blue solid line). The forecast error variance for non-events 
days is represented by the black solid line. The horizontalline is the climatological error 
variance. t=O corresponds to day S-7. 
comparable to other model studies (Barker, 1991; Lin and Derome, 1996). At the end of 
20 days (not shown), the forecast error variance reaches a value which is approximately 
two times the climatological value, consistent with the theoretical work of Leith (1974). 
The growing speed of the forecast error variance during the forecast period is much 
greater than that over the BGM integration period, indicating that the BGM method 
can pick out the fast-growing error modes from the atmosphere. The two dashed lines 
represent the standard deviation of the forecast error variance among these forecasts, 
which is found to increase with time. As the standard deviation is a measure of how 
spread out the forecast errors are, Fig. 4.14 indicates that the predictive skills exhibit 
considerable variability among these forecasts. 
Then the growth of the forecast error varianceduring the AO and NAO events are 
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compared to each other. Figure 4.15 illustrates the forecast error variance during the 
AO (dashed lines) and NAO (solid lines) events as a function of time. There are few 
differences in the forecast errors variances in the first week among them, but as of the 
second week, the forecast error variances during the negative AO and NAO events are 
seen to grow somewhat more quickly than those during the positive AO and NAO events, 
indicating that the predictive skill of the atmosphere is somewhat higher during positive 
AO and NAO events than that during the negative AO and NAO in an averaged rms 
sense. To see whether or not the results of the forecast error variance obtained above 
are robust, the forecasts for the AO and NAO were randomly divided into two groups 
with approximately equal numbers respectively. Similar results were obtained for the 
subgroups, indicating the significance of the results. The forecast error variance during 
normal days, Le. without AO or NAO events, is also examined. It can be seen that the 
forecast error variance during normal days is similar to that during positive AO/NAO 
events but smaller than that during negative AO /NAO events. 
4.6.2 The rms errors 
The forecast error variance shown above is a "mean square" sense, Le., the forecast 
errors are averaged over the whole Northern Hemisphere and over the 5 model vertical 
levels. We also want to know the geographical distribution of the forecast errors. The 
root mean square (rms) error at eachgrid point is calculated as follows. 
( 
1 N _ __ 2) 1/2 
N - 1 t1 (Z f - Zo) , (4.2) 
where N is the total number of the forecast experiments and Z f and Zo represent the 
geopotential height of the forecast and the "observations" at a specifie time, respectively. 
To see how the distribution of the forecast errors develops with time, the rms errors at 
the start and over the second week of the forecasts were examined. Figure 4.16 illustrates 
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the distributions of the initial rms errors in the 500 mb geopotential height during the 
-AO and the +NAO events, as examples. The conclusions obtained are also valid for 
the other events. It shows that the largest perturbations occur over the midlatitude 
North Pacific and North Atlantic Oceans, whereas the smallest values are in the tropics 
and over land masses. The patterns and amplitudes of the initial rms errors during the 
AO and NAO events were found to be quite similar to each other. These distributions 
of the initial perturbations agree well with those of Houtekamer and Derome (1993). In 
their study, they also used the BGM method to obtain initial perturbations for numerical 
forecast experiments, but with a tangent linear quasi-geostrophic model. They found 
that the maximum variance of the initial perturbations obtained by the BGM tends to 
concentrate over oceans. 
The distributions of the rms errors averaged over day 81 to day 86 during the +AO 
and -AO events are shown in Figure 4.17. The rms errors is seen to grow quickly during 
this period, especially over the midlatitude regions. The maximum of the rms errors 
occurs in the -AO where it reaches 160 m over northeastern Canada. The difference 
map, obtained by subtracting the rms errors of the -AO from those of the +AO, is 
presented in Fig. 4.17c. A positive region in Fig. 4.17c indicates that the predictive 
skill for the model atmosphere is better during the -AO events than that during +AO 
events while negative region indicates the reverse. We see from Fig 4.17 c that the 
predictive skill is better during the +AO over most parts of the Northern Hemisphere 
while it is better during the -AO events off the west coast of North America. 
The rms errors averaged over day 81 to day 86 for the two polarities of the NAO 
are displayed in Fig. 4.18a and 4.18b respectively, with the differences between them in 
Fig. 4.18c. We see that the biggest differences in the rms errors between the two phases 
of the NAO happen over the North Atlantic, at about 50oN, indicated by a pronounced 
positive center where the maximum of the rms error differences reaches about 60 m. 
The polar region is dominated by negative centers, as is the area off the west coast of 
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Figure 4.16: Initial rms errors at 500 mb for the (a) negative AO and (b) positive NAO. 
The contour interval is 5 m. 
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North America. A comparison of Fig. 4.17c and 4.18c indicates that the difference of 
the predictive skills during the two polarities of the AO and NAO events are similar 
oVer the polar area while notable differences happen over the high latitude of the North 
Atlantic and North Pacific. 
4.6.3 The transient activities during the AO and NAO events 
It is known that the predictive skill of numerical forecasts are closely related to the nat-
ural variability of the atmosphere. Forecast errors grow faster in regions with enhanced 
transient activities. In order to understand the growth of the forecast errors of the 
model atmosphere during the AO and NAO events, it is useful to examine the transient 
activities when these events appear. The control runs of the model are used to do the 
analysis. Figure 4.19 shows the difference maps obtained by subtracting the standard 
deviation of the transients at 300 mb geopotential height for the negative phase from 
the positive phase averaged over day 82 to day 86 for the AO (Fig. 4.19a) and NAO 
(Fig. 4.19b). We can see from Fig. 4.19a that after the AO has been established, the 
differences of the transient activities between its two phases are represented by a pattern 
having negative centers over the polar region and a major positive center located in a 
band from the eastern Pacific to the western North Atlantic. These patterns denote that 
the transient activities are reduced over the polar region and enhanced over the eastern 
Pacific to the western North Atlantic area. The differences of the transient activities for 
the two phases of the NAO are demonstrated in Fig. 4.19b. Negative centers also dom-
inate the polar region and positive cent ers are found over the North Atlantic at about 
55°N. Comparing Fig. 4.19 to 4.17c and 4.18c we can see that the transient activities are 
similar (but not identical) in spatial structure to the forecast errors growth, indicating 
a relationship between them. These patterns denote that the transient activities move 
southward during the positive AO and NAO events and cause the rms errors to intensif y 
over the midlatitudes, while over the polar area, it reverse. However, sorne disagreement 
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Figure 4.17: The distribution of the rms error averaged over day 82 to day 86 for the (a) 
positive AO, (b) negative AO and (c) difference maps obtained by subtracting the rms 
error of the negative AO from that of the positive AO (c). The contour interval is 20 m 
for (a) and (b) and 10 m for (c). Zero line is omitted. 
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Figure 4.18: As for Fig. 4.17, except for the NAO. 
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Figure 4.19: Difference maps obtained by subtracting the standard deviation of total 
transients at 300 mb of the negative phase from those of the positive phase, averaged 
over day S2 ta day S6 for (a) AO and (b) NAO. Red lines represent positive values and 
blue Hne represents negative values. The contour interval is 15 m. 
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between the transient activities and the forecast errors growth also exists, as can be 
seen from Fig. 4.19a and Fig. 4.17c over the western Atlantic, indicating that other 
mechanisms are also involve. 
4.7 Summary 
In this chapter, the predictability of the AO and NAO was examined using a simple 
atmospheric model. N umerical experiments were performed to determine the sensitivity 
of the setup processes of the AO and NAO to the details of the initial states. The 
predictability levels of the AO and NAO were compared to each other and the growths 
of the forecast errors of the model atmosphere associated with the AO and NAO were 
investigated. 
First, the AO and NAO in the model atmosphere were examined. The SGCM was 
forced by a time-independent climatological forcing to produce control runs. As the 
external forcing was fixed, the variability of the model atmosphere came only from 
the internaI dynamics. From these control runs AO and NAO events were chosen and 
emphasis was placed on their setup processes. It was found that the main characteristics 
of the AO and NAO in the NCEP /NCAR reanalyses are reasonably weIl captured by 
the SGCM. 
Forecast experiments were performed for aIl the AO and NAO events. For each 
event, a 20 day forecast was performed starting 7 days prior to the setup day of that 
event. Initial perturbations for the forecasts were generated using a BGM approach. 
Composites of the forecasts for aIl the events were analyzed and compared to those in 
the control runs. The results of forecast experiments showed that the polarities of the 
AO and N AO were weIl predicted by the SGCM although the forecast amplitudes were 
weaker than those in the control runs. The predictive skill for the AO was better than 
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that of the N AO according to the forecast amplitudes and spatial structures. 
The growths and the geographical distribution of the forecast errors of the model 
atmosphere during the AO and NAO events were examined. It was found that during the 
first week the differences of the forecast errors among these events are not distinguishable. 
Staring from the second week, the forecast error variance was found to grow somewhat 
faster during the negative AO/NAO events than the positive AO/NAO events. The 
examination of the spatial distribution of the· forecast errors indicates that the growth 
of the rms errors are very geographically dependent. To understand the mechanisms 
accounting for the forecast errors growth, the transient activities during the AO and 
NAO events in the control runs were examined. It was found that during the positive 
phase of the AO/NAO, the transient activities shift to the south causing intensified 
transient activities over the midlatitudes while reduced transient activities are seen over 
the polar region. The distributions of these transient activities are similar to those of 
the rms errors, indicating a close relationship between them. 
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Chapter 5 
The influence of tropical Pacific 
forcing on the AD 
5.1 Introduction 
In this chapter, the AO and the NAO will not be distinguished, except where noted, 
as the focus of this chapter is not on distinguishing the differences between them. The 
term AO will be used to refer to the phenomenon under study. In the previous chapter, 
the AO was generated in the model using a fixed climatological forcing and we saw 
that it could result from the atmospheric internaI dynamics alone. This is consistent 
with other studies which showed that nonlinear processes associated with interactions 
among eddies and between the eddy and mean flow of the atmosphere are important for 
the AO (Barnett, 1985; Limpasuvan and Hartmann, 1999, 2000). However, to examine 
the question of the predictive skill of the AO on the seasonal time scaIe, it is useful to 
consider the variability in the external forcing. 
The forcing coming from the slowIy-changing Iower boundary, such as the ocean, 
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soil moisture, snow and ice coyer and vegetation may perhaps be used to extend the 
predictability of the atmosphere beyond the theoretical upper limit of the atmosphere 
alone. Compared to the atmosphere, the oceans have larger thermal and mechanical 
inertia and hence change much more slowly than the atmosphere. The coupling between 
the atmosphere and the ocean is known to be the most promising foundation for seasonal 
climatic predictions. For example, a number of studies have shown that the PN A can 
be excited by SST anomalies of the El Nino/La Nino type over the tropical eastern and 
central Pacific. Linear Rossby wave dispersion theory provides a suit able framework 
to interpret the propagation of the El Nino-Southern Oscillation (ENSO) signal in the 
atmosphere from the tropics into the midlatitudes (Hoskins and Karoly, 1981). This 
mechanism for the PNA involving the tropical ocean is known to be the most pronounced 
source for seasonal forecasting skill (Derome et al., 2001). In contrast to the PN A, the 
AO cannot be explained by linear wave theory. The different mechanisms involved in 
the PNA and the AO likely explain why numerous models can predict the PNA on the 
seasonal time scale with sorne skill but perform poorly in predicting the AO (Derome et 
al., 2005). 
As discussed in the introduction, there is also evidence of a connection between the 
tropical Pacific Ocean and the AO (Lu et al., 2004; Lin et al., 2005; Li et al., 2006). 
In this chapter, the potential role of the tropical Pacific forcing in driving the seasonal 
variability of the AO is further explored. The purpose of this study is to shed sorne light 
on the tropical forcing that is related to the AO pattern and on how the atmosphere 
responds to this forcing. A practical motivation for this study is to seek sources of 
atmospheric predictability that may lead to improvements in seasonal prediction efforts. 
First a lead-Iag regression technique is applied to the global SST and the AO index 
using monthly averaged data to obtain their time relationship. Then numerical exp er-
iments are conducted to test the atmospheric response to the model forcing associated 
with the AO variability. Finally, idealized thermal forcings are designed according to 
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the regression of the seasonal mean precipitation onto the AO index. A negative ther-
mal forcing over the western tropical Pacific and a positive thermal forcing north of 
the equatorial mid-Pacific are found to be effective in driving an AO-like atmospheric 
response. 
5.2 Data and Method 
The data used in this chapter include SLP, SST and precipitation from October to 
March during 1948/49 to 1998/99 obtained from the NCEP /NCAR reanalyses. The Cli-
mate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) data, another 
set of monthly averaged precipitation data, are also used, obtained from the updated 
dataset of Xie and Arkin (1997) with a shorter record from 1979/80 to 1998/99. The 
CMAP precipitation dataset was obtained by mergillg several precipitation data sets 
with different characteristics including the gauge-based observations from the Global 
Precipitation Climatology Center as weIl as the extension discussed by Xie et al. (1996), 
the satellite estimates and precipitation distributions from the NCEP /NCAR reanal-
yses. The merged global monthly precipitation dataset has been constructed on a 2.5 
degree latitude-longitude grid and has improved quality compared to the individual data 
sources (Xie and Arkin, 1997). 
5.3 The lead-Iag relationship between the tropical 
Pacific SST and the atmosphere 
Much effort has gone into understanding the interaction between the tropical atmo-
sphere and the tropical ocean, especially during ENSO years. Many studies showed 
that the tropical atmosphere responds to the eastern equatorial Pacific SST anomalies 
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with a 1-3 months lag. Kumar and Hoerling (2003) proposed that the lagged response 
can be attributed to the lag in the precipitation responses to SST anomalies. When 
the SST anomalies over the eastern equatorial Pacific are added to the annual cycle of 
the climatological SST, the total SST reaches its peak latet than the SST anomalies by 
1-3 months. It is the total SST, rather than the SST anomalies, that can change the 
precipitation pattern by altering the convection. It is known that the latent heat release 
associated with precipitation is the immediate driver for the atmospheric circulation. 
It was also found that the atmosphere in the tropics can transport energy to the mid-
latitudes through wave propagation in about two or three weeks. Thus, by putting the 
ab ove findings together, we see that it is possible for the midlatitude atmosphere to sense 
the eastern equatorial Pacific SST anomalies with a lag of a few months. Such a lag 
relationship between the tropical Pacific Ocean and the atmospheric circulation in the 
midlatitudes is an important source of midlatitudes predictive skill on the seasonal time 
scale (Derome et al., 2001). Here, the observational data is first analyzed, to see if an 
SST anomaly pattern over the tropical ocean can be associated with the AO variability 
and if so, to examine their temporal relationship. 
To focus on the interannual variability, the long-term linear trend from the data 
at each grid-point is removed using a least-square method. The seasonal cycle is also 
removed by subtracting the climatological monthly means. The first mode of the monthly 
mean SLP in the Northern Hemisphere is an AO pattern (Fig. 3.1). The AO index in 
this section is defined as the principalcomponent ofthis EOF (PCl). To extract the SST 
anomaly pattern that occur in advance of, during and after the appearance of the AO, a 
lead-lag regression technique is applied.The SST anomaly is linearly regressed onto PCI 
with lags from -5 to +5 months. For example, the lag -4 regression map, which represents 
the SST pattern that precedes the appearance of the AO by four months, is obtained 
by regressing the mean October-November SST to the mean February-March AO index. 
The simultaneous regression is termed the lag 0 regression. The amplitudes displayed 
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on the regression maps represent the SST anomalies in degrees corresponding to one 
standard deviation of the AO index and thus can be eonsidered as typical amplitudes. 
The lead-Iag regression of the SST anomalies to the AO, from the SST·leading the 
AO by 4 months to the SST lagging the AO by 4 months, are shown in Fig. 5.1. The 
lag -4 regression shows that there is a pronounced negative SST anomaly taking the 
form of a La Nina type pattern over the tropical Pacific region four months before the 
maximum in the AO index. The tropical SST anomaly pattern reaehes its maximum 
at lag -3 and then decreases with time. On the lag 0 regression map, a band of weaker 
negative SST anomalies is found over the tropical Pacific Ocean, which is fianked by 
positive SST anomalies on both sides of the equator over the Pacific Ocean, with one 
pronouneed positive SST anomaly centered on 500 N and the other one, relatively weaker, 
around 35°S. The negative SST anomaly over the tropical Pacific associated with the 
AO was also reported by Lin and Derome (2005). At lag 0, a trip ole pattern is evident 
over the North Atlantic Ocean, indicating cold anomalies in the subpolar region, warm 
anomalies in the midlatitudes, and cold subtropical anomalies between the equator and 
300 N. A positive SST anomaly persists in the northern midlatitude Pacific throughout 
the regression period. This positive SST anomaly propagates eastward with time and 
its strength reaches a maximum one month after the appearance of the AO (lag 1). 
The above results indicate that, for atmospheric predictability purpose, the AO is 
best related to a tropical Pacific negative SST anomaly pattern three months earlier with 
the form of a La Nina shape. The three month lead relationship between the tropical 
Pacifie SST and the AO can potentially be used ta improve the seasonal forecasts. 
Hoerling et al. (2001, 2004) argued that the progressive warming of the lndian Ocean is 
important for the upward trend of the AO during the last 50 years. Here, when only the 
interannual AO variability is considered (Le., with the trend removed), no significant 
signal over the lndian Ocean is found. 
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Figure 5.1: Lag regression of the monthly mean SST onto the AG index. The contour 
interval is 0.03. Dashed lines represent negative values. Zero line is omitted. Dnits are 
oC. Areas with statistical significance passing the 0.05 level as estimated by a Student's 
t-test are shaded. 
103 
Log -1 
Figure 5.1: Continued.. 
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Figure 5.1: Continued. 
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5.4 SVD analysis and numerical experiment 
Given the lead-lag regression results, which found that the tropical Pacific SST anomaly 
leads the AO by three months, it would seem possible to use the information of the SST 
over the tropical Pacific for the prediction of the AO on the seasonal time scale. 
5.4.1 SVD analysis 
An SVD analysis is applied to the SST over the tropical Pacific region (400 N - 400 S, 
1200 E - 900 E) and to the SLP over the Northern Hemisphere (200 N - 800 N). The purpose 
of the SVD technique is to identify spatial patterns in two time-evolving fields that 
explain the maximum covariance between them. As the AO maximum is related to the 
SST anomaly three months earlier, in this section, the SST and the SLP data used for 
the SVD analysis are averaged from October to December and from J anuary to March 
respectively. The linear trends are removed from the SLP and SST fields before the SVD 
analysis is applied. The first pair of SVD modes are shown in Fig. 5.2, which reveal, 
as expected, a PNA pattern in the SLP field (Fig. 5.2, top) and a typical El Nino 
pattern in the SST field (Fig. 5.2, middle). This pair of patterns explains 66% of the 
total covariance between these two fields based on a squared covariance fraction (SCF). 
The corresponding expansion coefficients of these two patterns, denoted bya(t) (for the 
atmosphere) and s(t) (for the ocean) respectively, are highly correlated to each other 
with a correlation of 0.69, significant at the 99% confidence level (Fig. 5.2, bottom). The 
focus in this section is strictly on the second SVD modes (Fig. 5.3), which explains 20% 
of the total covariance and is weIl separated from the third SVD modes (not shown). The 
SLP pattern in the second pair of modes (Fig. 5.3, top) bears sorne similarity to the AO 
(Fig. 1.3), especiaIly over the North Atlantic region, but with notable differences in the 
North Pacific. The difference is caused by the removal of the trend in the data. When 
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the original data (with trend) are used to do the SVD analysis, the SLP pattern in the 
second SVD modes is more similar to the AO (not shown). A negative SST anomaly is 
found for the SST in the second SVD modes along the equatorial mid-Pacifie (Fig. 5.3, 
middle). This result is consistent with the lag -3 regression between the SST and the 
AO shown in Fig. 5.1. The correlation between the second pair of expansion coefficients 
is 0.46, which is once again, significant at the 99% confidence level (Fig. 5.3, bottom). 
5.4.2 Experimental design 
In what follows, the expansion coefficient of the SST in the second SVD modes (s(t) in 
Fig. 5.3, bottom) will be used to indicate the SST changes corresponding to the AO 
variability. Since the SGCM does not include the SST variable in the model equations, a 
linear fit of the model forcing anomalies associated to the SST anomalies is obtained by 
regressing the 51 years detrended model forcings against s(t). These 51 model forcings, 
as mentioned before, have been calculated using the NCEP /NCAR reanalyses for the 
period 1948/49-1998/99. The regression fields are then multiplied by s(t) to get 51 model 
forcing anomalies with different amplitudes. These model forcing anomaly fields are then 
superimposed on a climatological forcing field to construct 51 model forcings. Here and 
in the following, the climatological forcing is defined as the average of these 51 model 
forcings. For each of these 51 model forcings, 20 four-month integrations are carried 
out. These 20 integrations use the same model forcing but different initial conditions 
chosen randomly from the daily mean NCEP /NCAR reanalyses. The ensemble mean 
of these 20 integrations is calculated and the deviation of this ensemble mean from 
climatology represents the atmospheric response to the external forcing anomaly. As 51 
model forcing are used, totally, 1020 integrations and 51 ensemble means are obtained. 
The first month of these integrations is discarded and only the averages of the final three 
months are analyzed. 
107 
Expansion coefficients of the firs! SVD 
r-o.69 
-2 
-3 
1949 1959 1969 1979 1989 1999 
Figure 5.2: The first pair of SVD modes for the SLP over the Northern Hemisphere (200 N 
- 800 N) (top) and the SST over the Pacific region (400 N - 400 S, 1200 E - 900 E) (middle) 
and the expansion coefficients for the first SVD modes (boitom). Arbitrary units for 
top and middle figures. Red dotted line represents the SLP (a( t)) and black solid line 
represents the SST (s(t)) in the bottom figure. 
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Figure 5.3: As for Fig .5.2 but for the second pair of SVD modes. 
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Figure 5.4: The first EOF of the ensemble mean SLP. Arbitrary units. 
5.4.3 Results and discussion 
Figure 5.4 shows the first EOF of the .SLP of the 51 ensemble means, which is clearly an 
AO-like pattern. This pattern explains as much as 47% of the total variance of the forced 
response. The SLP of the 51 ensemble means are then projected to this EOF to get the 
corresponding time series. It is found that the correlation between this time series and 
a(t) (the expansion coefficient of the SLP in the second SVD modes) is 0.42 (significant 
at the 99% confidence level). The Z500 of the ensemble means are also examined and the 
first EOF is also found to be an AO-like response, indicating that the AO-like response 
to the forcing constructed above is a barotropic pattern. The above result indicates that 
the model forcing used in this experiment, which is associated with the SST variability 
in the second SVD mode, is quite effective in generating an AO-like response. 
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Figure 5.5: The linear fit of the diabatic heating associated with the s(t) (see text). The 
contour interval is 0.15. Dashed lines represent negative values. Zero line is omitted. 
Dnits are °C/day. 
To further understand the characteristics of the forcing in the experiment, the spatial 
structures of forcing anomalies in the four fields of the model predictive equations, 
Le., ~, D, T and log(p*) are examined. Shown in Fig. 5.5 is the linear fit of the 
vertically averaged diabatic heating associated with the s(t). The diabatic heating is 
the sum of the thermal forcing and a damping term and is thus the effective heating 
perturbation felt by the SGCM. It is seen that the heating anomalies concentrate over 
the tropical region. A negative anomaly is located along the equatorial Pacific and 
is sUITounded by a "D" shape of positive anomalies lying in the western subtropical 
Pacific. However, examination of the other forcing variables reveals that while the 
diabatic heating has pronounced centers in the tropics, the other three forcings (~, D and 
log(p*)) have pronounced amplitudes in the extratropics (not shown). The distributions 
of these forcings illustrate that, although the SST anomalies associated with the AO 
are concentrated over the tropical Pacific region, the linear fit of the model forcing 
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associated with the SST anomalies extends to the extratropics. The response obtained 
in this experiment can therefore not be considered strictly as the response to a localized 
tropical Pacific forcing. 
5.5 The idealized thermal forcing experiments 
5.5.1 The idealized thermal forcing design 
The forcing anomalies used in above experiments include aH the model variables in the 
model equations and were seen to be nonlocal. A better way to test the atmospheric 
response to a tropical forcing is to use only the temperature forcing, as the temperature 
forcing can be associated with the latent heat released from the precipitation, which is a 
direct driver for atmospheric circulation. In this section, the role of the tropical Pacific 
forcing on the AO is further explored by using only the thermal forcing. 
Figure 5.6 shows the patterns of the precipitation that are related at zero lag to the 
AO variability. Figure 5.6a is based on the NCEP /NCAR precipitation data while Fig. 
5.6b is based on CMAP precipitation data. The precipitation data and the AO index 
used in the regression are averaged from December through February. A comparison of 
Fig. 5.6a with Fig. 5.6b shows that these two regressions have similar patterns in the 
extratropics while sorne notable differences are observed in the tropics, particularly in 
the western tropical Pacific. Pronounced negative precipitation anomalies dominate the 
western tropical Pacific in the regression of the CMAP data, but not in the NCEP /NCAR 
data. However, positive precipitation anomalies located north and south of the middle 
equatorial Pacific are found in both regressions. As the CMAP precipitation is considered 
to be a more reliable data source compared to the NCEP precipitation data (Xie and 
Arkin, 1997), the idealized thermal forcings constructed in the foHowing are mainly 
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Figure 5.6: The simultaneous linear regression of the seasonal mean (DJF) precipitation 
onto the AO index for the (a) N CEP /N CAR precipitation data and (b) .CMAP pre-
cipitation data. The contour interval is 0.03 mm/day. Dashed Hnes represent negative 
values. Zero Hne is omitted. Areas with statistical significance passing the 0.05 level as 
estimated by a Student's t-test are shaded. 
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based on Fig. 5.6b. 
We take the idealized thermal forcing along the equator around 155°W as an example 
to describe the structure of the forcing used in the following experiments. The forcing is 
shown in Fig. 5.7a for the horizontal and Fig. 5.7b for the vertical profiles. The idealized 
thermal forcing has an elliptical shape with semi-major and semi-minor axes of 45° 
longitude and 12.5° latitude. The magnitude of the forcingis a function of the squared 
cosine of the distance from the center. The vertical structure of the thermal forcing is the 
same as used by Hall and Derome (2000), that is, proportional to (1 - o-)sin(1ro-). The 
forcing peaks at (7 = 0.35 and the vertical average at the center is 2°C/day, corresponding 
to a precipitation anomaly of 1 cm/ day. The idealized thermal forcing is added to the 
DJF climatological forcing to drive the model. The forcing is switched on at the first 
day and persists throughout the whole integration period. 
To examine the atmospheric response to the idealized thermal forcing, 50 four-month 
integrations are conducted starting from different initial conditions chosen randomly 
from the daily mean NCEP /NCAR reanalyses. The ensemble mean of the 50 inte-
grations, averaged over the last three months, is then analyzed. The deviation of the 
ensemble mean from the climatology represents the model atmospheric response to the 
thermal forcing. It needs to be emphasized that in these idealized experiments, only 
thermal forcing is used. No forcing anomaly is applied to the other three fields in the 
model equations, Le., ç, D and log(p*). This is different from the numerical experi-
ments in section 5.4, in which forcing anomalies are applied to all variables of the model 
equations. 
As it will be of interest to examine the extent to which the atmospheric responses 
project onto the AO and the PNA, the patterns of the AO and the PNA are first 
presented. They are defined as the first two EOFs of the DJF averaged SLP of the 51 
years NCEP /NCAR reanalyses respectively (Fig. 5.8). The linear trend was removed 
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Figure 5.7: (Top) The idealized thermal forcing for the horizontal profile. The contour 
interval is 0.4 °C/day. (Bottom) The idealized thermal forcing for the vertical profile. 
The contours are 0.0025 and the units are degrees per model time step. There are 32 
timesteps per day. Maximum vertical average heating is 2°C/day. 
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from the data before the the EOF analysis was done. The first two EOFs explain 28% 
and 16% of the total variance of the data respectively and are weIl separated from each 
other according to the criteria of North (1982). 
It is weIl known that the atmospheric model response to an external forcing is sen-
sitive to the model's internaI dynamics. Both the low-frequency internaI variability 
generated by the model and the atmospheric response forced by the external forcing 
are infiuenced by transient eddies. It is thus important to ensure that the model has 
realistic internaI dynamics. To examine this, 100 four-month integrations are conducted 
using the climatological forcing. These integrations start from different initial condi-
tions, again, chosen randomly from the daily mean NCEP /NCAR reanalyses. As the 
forcing is time independent, aIl variability of the model atmosphere is generated by the 
internaI dynamics. The average over the last three months for the 100 integrations are 
then analyzed. 
An EOF analysis is applied to the SLP field of the 100 integrations. Shown in Fig. 
5.9 are the first two EOFs which explains 39% and 14% of the total variance of the data 
respectively. A comparison to Fig. 5.8 indicates that the first two EOFs resembles the 
observed ones although the leading EOF in the SGCM accounts for more variance. It 
also can be noticed that the mid-latitude North Atlantic center of the leading EOF in 
the SGCM is weaker and is shifted about 10° to the east. Despite these differences, the 
comparison demonstrates that the SGCM's intrinsic low-frequency circulation variability 
is realistic. It is noted that Hall (2000) has shown that the high-frequency statistics also 
compare weIl with observations. 
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Figure 5.8: The first (a) and the second (b) EOF of the DJF averaged SLP of the 
NCEP /NCAR reanalyses over 51 years. Arbitrary units. 
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Figure 5.9: The first two EOFs of the SLP of the SGCM. Arbitrary units. 
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5.5.2 Atmospheric response to individual forcing 
Given the importance of the negative precipitation anomaly over the equatorial mid-
Pacific appearing in both the NCEP /NCAR and CMAP precipitation data (Fig. 5.6), 
a negative idealized thermal forcing along the equator is first considered. As it is of 
interest to test the dependence of atmospheric responses to the locations of this forc-
ing, negative thermal forcings are positioned at longitudes spanning the western to the 
eastern equatorial Pacific Ocean at intervals of 10°. 
First, the atmospheric response to the negative forcing along the equator around 
155°W, is shown in Fig. 5.10. The atmospheric response has a pronounced positive 
center over the northern midlatitude Pacific followed by a negative center over North 
America. It also has a relatively weak response over the eastern North Atlantic and the 
Eurasian continent. The spatial correlation between this response and the PNA pattern 
(Fig. 5.8b) is as high as -0.70 with the statistical significance passing the 99% level. 
A positive thermal forcing at the same location was also examined. The atmospheric 
response to the positive forcing is found to be a positive PNA pattern (not shown) but 
with weaker magnitudes. It was also found that the atmospheric responses to both signs 
of the forcing located at 155°W project positively onto the AO, with spatial correlations 
of 0.45 and 0.64 for the positive and negative thermal forcings respectively. 
This result is consistent with Hall and Derome (2000) and Hsieh et al. (2006). Hall 
and Derome (2000) used a higher resolution of the SGCM to investigate the remote 
response to a forcing fixed over the middle equatorial tropics. They found that the at-
mospheric response to the heating is not nierely the opposite of the atmospheric response 
to the cooling. As weIl, over the North Atlantic, both responses had an AO signature. 
Hsieh et al. (2006) used neural network models to explore the nonlinear atmospheric 
teleconnection patterns associated with the ENSO. They found that the positive phase 
AO is associated with both warm and cold episodes of the El Nino events, clearly a 
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Figure 5.10: Atmospheric response of SLP to the negative idealized thermal forcing at 
155°W along the equator. The contour interval is 1.0 hPa. Negative contours are dashed. 
Zero line is omitted. 
nonlinear relationship 
Figure 5.11 shows the SLP response to the negative forcing along the equator at 
135°E. The atmospheric response has negative cent ers over the Arctic and North At-
lantic oceans and is accompanied by a pronounced positive center over the western North 
Pacific. Two other relatively weak positive centers also appear with one over Mediter-
ranean and the other over northeastern North America. Comparing with Fig. 5.10, the 
positive Pacific center of the atmospheric response is located eastward and doser to the 
western coast of Asia. 
The atmospheric responses to a negative thermal forcing at various longitudes along 
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Figure 5.11: As for Fig. 5.10, except for the negative idealized thermal forcing at 135°E 
along the equator. 
Table 5.1: Spatial correlations of atmospheric responses to idealized forcings centered at different longi-
tudes to the PNA and the AO. AlI correlations are significant at the 99% confidence level. Coefficients 
greater than 0.5 are in bold type. 
1 Longitude (0) Il 135E Il 145E Il 155E Il 165E Il 175E Il 175W Il 
PNA -0.32 -0.30 -0.26 -0.40 -0.36 -0.64 
AO 0.55 0.63 0.70 0.55 0.62 0.40 
1 Longitude (0) Il 165W Il 155W Il 145W Il 135W Il 125W 1I115W Il 
PNA -0.69 -0.70 -0.70 -0.56 -0.58 -0.46 
AO 0.24 0.45 0.40 0.40 0.11 0.07 
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the equatorial Pacific were examined. The spatial correlations of the SLP responses 
with the PNA and the AO are shown in Table 5.1. The atmospheric responses are 
found to be negatively correlated with the PNA and positively correlated with the AO 
for aH the forcing locations examined. The correlations greater than 0.5 are marked in 
bold type. It can be seen that the atmospheric responses to aH the negative forcings 
located west of the dateline is highly (greater than 0.5) correlated to the AO while 
the atmospheric responses to the negative forcing east of the dateline are highly (less 
than -0.5) correlated to the negative PNA, indicating that the negative forcings over 
the western tropical Pacific are efficient in generating an AO-like response while forcings 
over the eastern tropical Pacific are more likely to generate a PNA-like response. 
Li et al. (2006) performed similar idealized experimeIits using an AGCM coupled to 
a slab mixed layer ocean model. Positive SST anomalies were set in the western (155°E) 
and eastern (145°W) equatorial Pacific Ocean. The 500 hPa height response to the west-
ern Pacific SST anomalies was found to be hemispheric and projected onto the negative 
AO while the response to the eastern Pacific 88T anomalies was regionally confined over 
the Pacific-North American sector and projected onto the positive PNA. In the current 
work, when negative forcings are set over the eastern and the western equatorial Pacific, 
no significant difference is found in the amplitudes of the North Atlantic responses but, 
due to the displacement of the response, the spatial correlation to the AO is higher for 
the response to the western Pacific forcing than to the eastern Pacific forcing. 
Idealized thermal forcings are constructed over different longitudes and latitudes (Fig. 
5.12). Negative thermal forcings, denoted by F1 to F5, are positioned over the western 
tropical Pacific at different latitudes (F1: 0°, 135°E; F2: 25°N, 135°E; F3: 25°8, 135°E) 
and along the equator (F4: 0°, 175°E; F5: 0°, 175°W). The atmospheric responses 
to forcings F1 and F5 have already been shown in Figs. 5.10 and 5.11, respectively. 
Positive thermal forcings, denoted by F6 and F7 (F6: 25°8, 165°W; F7: 25°N, 165°W), 
are designed to mimic the positive precipitation anomalies located on either side of the 
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Figure 5.12: The locations of the idealized thermal forcing. See text for the meaning of 
the numbers. 
equatorial mid-Pacific appearing on regressions of both the NCEP /NCAR and CMAP 
precipitation data. 
The atmospheric response to forcing F2 (Fig. 5.13) has a pronounced negative center 
over the polar area and a pronounced positive center over the western North Pacific. A 
weak positive center over northeastern Canada and a negative center off the west coast of 
North America also appear. A comparison to Fig. 5.11 indicates that these two responses 
have many common features. Both figures show a pronounced positive response over 
the northern Pacific and a negative response over the polar area. However, the negative 
response in Fig. 5.13 is concentrated over the polar region and is much stronger. The 
spatial correlations of Fig. 5.13 to the PNA and the AO are -0.13 and 0.70, respectively, 
again significant at the 99% confidence level. 
The atmospheric response to the forcing F7 is shown in Fig. 5.14. Negative anomalies 
appear over the North Pacific, North Atlantic and part of the polar region, while positive 
anomalies appear over the Eurasian continent, high latitude North America and west 
coast of Europe. It can be noticed that the response to forcing F7 also project positively . 
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Figure 5.13: As for Fig. 5.11, except for forcing F2. 
onto the AO over the North Atlantic region. The atmospheric responses to the forcings 
located south of the equator (F3 and F6) are quite weak (not shown) as the propagation 
of the energy to the N orthern Hemisphere is trapped by the trade winds (easterly) along 
the equator. 
5.5.3 Atmospheric response to multiple forcing 
The examination of the atmospheric responses to individual thermal forcing shown above 
indicates that the negative forcings over the western tropical Pacific and the positive forc-
ing F7 are important for generating an AO-like atmospheric response. In the following, 
combinations of these forcings are examined. 
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Figure 5.14: As for Fig. 5.11, except for forcing F7. 
The first combined idealized thermal forcing is shown in Fig. 5.15a. A larger negative 
thermal forcing is centered at 12.5°N, 135°E. This thermal forcing has an elliptical shape 
with semi-major and semi-minor axes of 45° longitude and 25° latitude. This negative 
forcing is designed to mimic the combination of forcing F1 and F2 over the western 
tropical Pacific. Forcing F7 is also used in this experiment. The atmospheric response 
to this combined forcing (Fig. 5.15b) positively projects onto the AO with a spatial 
pattern correlation of 0.57. The response over the North Atlantic is much enhanced 
compared to Fig. 5.11 - 5.14. Examination of the atmospheric response of 500 hPa (not 
shown) to this forcing indicates that the atmospheric response is barotropic. 
Another combined idealized thermal forcing is shown in Fig. 5.16a. This time, 
forcing F4 and forcing F7 are used together. The atmospheric response (Fig. 5.16b) has 
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(0) 
Figure 5.15: (a) Idealized thermal forcing patterns. Amplitudes are °C/day and the con-
tour interval is 0.4 °C/day. (b) Atmospheric response of SLP to the forcing in (a). The 
contour interval is 1.0 hPa. Negative contours are dashed. Zero line is omitted. 
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Figure 5.16: As for Fig. 5.15, except for the idealized thermal forcing shawn in (a). 
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many similar features to that in Fig. 5.15b except that sorne difference can be noticed 
over the North Pacific. The spatial pattern correlations between the response and the 
AO is 0.58. 
The results of the atmospheric responses to these two combined idealized thermal 
forcing indicate that although the atmospheric responses have sorne differences over 
the North Pacific, the response over the North Atlantic area is quite robust, i.e., not 
very sensitive to the precise structure of the forcing (compare Fig. 5.15b to 5.16b). It 
needs to be mentioned that these atmospheric responses come only from sorne simple 
idealized thermal forcings concentrated on the tropical Pacific region. It may not be 
reasonable to expect a perfect AO response, which is the product of both the external 
forcing over the whole globe and the complex dynamics of the atmosphere itself. More 
complicated tropical forcing patterns have been designed based on Fig. 5.6. For example, 
the magnitudes and shapes of the forcing were adjusted to make them look more like 
the regression of the precipitation over the tropical Pacific as shown in Fig. 5.6 and 
combinations of other thermal forcings was examined. In general, the results showed 
that atmospheric responses to these forcings project positively onto the AO. However, 
regardless of what additional forcings were added, the negative forcing over the western 
tropical Pacific and the positive forcing north of the middle equatorial Pacific were 
needed to obtain a response that projected well onto the AO. 
5.5.4 Linear results 
In order to elucidate the process to which the North Atlantic region can sense the remote 
forcing over the tropical Pacific, the linearized version of the SGCM was also used to 
examine the atmospheric response to the idealized tropical Pacific forcings (Fig. 5.15a). 
The model was initialized with the observed climatology. The forcing amplitude was 
scaled by 10-2 to ensure that the nonlinear terms remain small. The solutions were 
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Figure 5.17: The 5-day averaged atmospheric linear response of SLP to the forcing anoma-
lies shown in Fig. 5.15a at day 26-30. The contour interval is 1.5 hPa. Negative contours 
are dashed. Zero line is omitted. 
scaled back by 102 for presentation purposes. 
The consecutive 5-day averaged atmospheric direct response to the idealized thermal 
forcing were examined (not shown). It was seen that starting from days 1-5, a negative 
anomaly response first appears over the eastern North Pacific and intensifies with time. 
Energy dispersion is implied by the development of the wave-train across the Pacific-
North America region. It was also noticed that the energy propagates farther into the 
North Atlantic after days 16-20, as seen from a negative response off the east coast of 
North America and a following positive response downstream. The response was found 
to be stable after days 21-25 except that its amplitudes strengthened. Shown in Fig. 
5.17 is the atmospheric linear response averaged from day 26 to day 30. 
A comparison between the the equilibrium response of the nonlinear model (Fig. 
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5.15b) and the direct response ofthe linearized model (Fig. 5.17) indicates that the the 
linear model simulates very weIl the response to the nonlinear model over the midlatitude 
of the North Pacific, suggesting the important linear dynamics over there. However,over 
the North Atlantic, sorne differences appear. The negative center over the midlatitude 
North Atlantic in Fig. 5.15b shifts to east coast of North America in Fig. 5.17. This 
result is consistent with previous studies (Lin and Derome, 2004), which emphasize 
the nonlinear characteristics of the AO association to the tropical Pacific forcing. Lin 
and Derome (2004) obtained a tropical forcing anomaly associated with the El Nina-
Southern Oscillation by performing an EOF analysis on the DJF seasonal mean SST 
over the tropical Pacific. Using the same SGCM, they found that the second mode of 
the EOF of the nonlinear atmospheric response to this tropical forcing is an AO and the 
amplitude of the AO has a nearly parabolic relationship with that of the forcing. 
5.6 Summary 
Sorne observation al (Lin et al., 2005) and model studies (Lin et al., 2002; Greatbatch et 
al., 2003; Li et al., 2006) indicate that the seasonal variability of the AO is associated 
in part with sorne forcing over the tropics. In this chapter, the relationship between the 
tropical Pacific forcing and the AO was investigated using both observational data and 
the SGCM. 
First, to obtain the tropical SST anomaly pattern associated with the AO and the 
temporal relationship between them, a lead-lag regression technique was applied to 
monthly averaged data. The results showed that a pronounced negative SST anomaly 
taking the form of a La Nina-type pattern over the tropical Pacific was found three 
months before the appearance of the AO. Then an SVD analysis was applied to the the 
October to December averaged SST over the Pacific region and to the January to March 
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averaged SLP over the Northern Hemisphere. The AO and its associated SST anomalies 
appear in the second pair of SVD modes. A model foreing was constructed by regressing 
the 51 model forcings to the time series of the SST variability in the second SVD modes. 
The atmospheric model response to this forcing was found to strongly project onto the 
AO. 
A series of idealized forcing experiments was performed to further explore the role of 
the tropical Pacific forcing, in which only the thermal forcing was used. The shapes of 
these idealized thermal forcings were constructed based on the simultaneous regression of 
the seasonal averaged precipitation data onto the AO variability. The individual thermal 
forcing and combinations of these thermal forcings were examined. The experimental 
results showed that a negative thermal forcing over the western tropical Pacific and a 
positive thermal forcing north of the equatorial mid-Pacific are important in contributing 
to an atmospheric response that projects significantly onto the AO. 
The mechanisms responsible for the energy transport from the tropics to the North 
Atlantic are not weIl understood. Sorne studies propose that the tropical Atlantic SST 
could act as a link between the tropical Pacific SST anomalies and the atmospheric 
circulation over the North Atlantic. Evidence of the influence of the ENSO on the 
tropical Atlantic are provided by Saravan (2000). Using a GCM, Saravan (2000) found 
that the SST anomalies in the eastern tropical Pacific associated with ENSO have a 
significant remote influence on the tropical Atlantic variability. Latif and Grotzner 
(2000) also found an impact of the ENSO on the equatorial Atlantic SST anomaly with 
the equatorial Atlantic SST lagging by about 6 months. Both model and observational 
studies indicate that changes in tropical Atlantic heating could influence the Northern 
Atlantic circulation (Rajagopalan et al., 1998; Robertson et al., 2000). However, in 
this study, the link between the tropical 'Pacific forcing and tropical Atlantic forcing 
is not involved; instead the link is made between the tropical Pacific and the North 
Atlantic. N onlinear pro cesses are involved over the extratropical region as can be seen 
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from the linearized model results. Either the changes in the basic state flow caused 
by the· direct response ta the tropical forcing or the feedback from the transient eddies 
rnight be involved (Lin et al., 2005). 
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Chapter 6 
Summary and Conclusions 
The AO and NAO are the dominant modes of the atmospheric low-frequency variability 
in the Northern Hemisphere in winter time. The variability of the AO and NAO have a 
wide range of effects on the N orthern Hemispheric weather and climate. However, the 
fundamental mechanisms that drive the evolution of the AO and N AO are far from fully 
understood. In this thesis many aspects of the AO and NAO have been investigated on 
the intraseasonal and seasonal time scales. The intraseasonal characteristics of the AO 
and NAO have been explored, including their time-averaged and time evolving spatial 
structures, their durations and the mechanisms that drive them (Chapter 3). A numer-
ical model was used to investigate the predictability of their daily evolutions (Chapter 
4) and the contribution of the tropical Pacific forcing to their seasonal variabilities was 
explored (Chapter 5). 
While the AO and NAO are quite similar in spatial structures and their time series 
are highly correlated, there is sorne debate in the literature as to whether or not the AO 
and NAO are distinguishable. As there are different ways to define the NAO and the 
various definitions influence to sorne extent its characteristics, different authors obtained 
different conclusions. It is therefore of interest to examine how the differences between 
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the AO and NAO on the intraseasonal time scale are influenced by the choice of defini-
tion of the NAO. To address this question, the AO and NAO were placed in a common 
framework to allow for a systematical comparison. Compared to previous studies, the 
data used here are richer (51 extended winters from 1948/49 to 1998/99 at 11 verti-
callevels) and more comprehensive aspects between the AO and NAO were examined. 
Definitions of the NAO used in this study include one from a station/gridpoint-based 
(NAOl) approach and three from EOF (pattern-based) methods. The AO index was ob-
tained using an EOF technique. A series of objective eriteria was set to identify AO and 
N AO events on the intraseasonal time scale and their composites were analyzed. It was 
found that the characteristics of the AO and NAO are quite similar to each other when 
both of them were defined using pattern-based indices, while sorne notable differences 
were observed when the NAO was defined using the station/gridpoint-based index. Em-
phasis was placed on comparing the AO and NAOl-based NAO. The differences between 
the NAOl-based NAO and the AO include the following aspects: 
• the time-averaged spatial structures of the two phases of the NAOl-based NAO 
were found to be less nearly anti-symmetric than those of the AO. The time-averaged 
spatial structures for the AO exp and across more of the polar region while the NAOl-
based NAO structures are more concentrated over the polar North Atlantic and the 
amplitude of the -NAO is larger than that of the +NAO, 
• the frequency distributions of the durations of the two phases of the AO are more 
symmetric than those of the NAOl-based NAO. The AO were found to be more persis-
tent than the NAOl-based NAO. This difference was related to the fact that the negative 
AO and the negative NA01-based NAO are influenced by blocking events located over 
different geographical areas and that these blocking events have different lifetimes, 
• the positive NA01-based NAO shows a wave train signal over the Pacifie-North 
American region during its setup phase while the negative NA01-based NAO was found 
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to develop more locally over northern Europe-North Atlantic. The development of the 
two phases of the AO are more nearly anti-symmetrie than the NA01-based NAO and 
no clear wave-train over the Pacifie-North American region was found during their setup 
processes, 
• the wave activity flux calculations show that, for both phases of the AO, the wave 
activity flux is primarily in the zonal direction while for both phases of the NA01-
based NAO, the wave activity flux is mostly concentrated over the North Atlantic. A 
pronounced equatorward propagation of the flux appears between 300 W and 0° for the 
NA01-based NAO. 
The barotropic vorticity equation was also used to further examine the physical 
mechanisms that drive the establishment of the AO and NAO. Results of the vorticity 
budget analysis demonstrate that, during the setup stages, the high-frequency transients 
contribute to the growth and maintenance processes for both phases of the AO and NAO. 
The low-frequency transients help setup the AO and NAO, but at the mature stage, 
they contribute to the damping of these events. The vorticity advection contributes 
significantly to the time tendencies of the AO and NAO indices while the horizontal 
wind divergence reduces the growth rate of these events. The low-frequency transients 
and the vorticity advection play important roles during the decay of the AO and NAO 
and the horizontal wind divergence was found to reduce the decay rate of these events. 
Given the pronounced influence of the AO and NAO to the weather and climate 
over the Northern Hemisphere, a skillful prediction of their daily evolutions is of par-
ticular value to sub-seasonal predictions. Currently, rnost studies on the AO and NAO 
predictability on this time scale focus on the stratosphere and a certain predictive skill 
has been obtained using information from the stratosphere. However, as shown in many 
studies, many AO and NAO events have no clear connection to the stratosphere. The 
predictability of the daily evolution of the AO and NAO, restricted to the troposphere, 
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was investigated in this study using a simple general circulation model (SGCM). As 
the influence coming from the initial conditions is much more important than external 
forcing for this time scale, emphasis has been placed on examing the influence of errors 
in the initial conditions on the forecast of these events. A "perfect model" approach 
was applied in which a perpetuaI winter control run of the SGCM was used to serve 
as the atmospheric "observations". The forcing was time-independent in the control 
runs and hence the atmospheric variability derived only from the internaI dynamics of 
the model. It is against this control runs that aIl forecast experiments were compared. 
In this way, problems with the model deficiencies were avoided and the forecast error 
growth originated only in the uncertainties in the initial conditions. 
First, the AO and NAO in the control runs were examined to estimate the behavior 
of the SGCM. Similar criteria, as used in the observational study, were applied to the 
control runs to choose events. Examinations of the composites of the AO and NAO in the 
control runs showed that the SGCM could capture the essential characteristics of the AO 
and N AO displayed in the reanalyses, including their time-averaged spatial structures, 
their frequency distributions and their daily evolution, although some differences were 
seen. Then forecast experiments were performed to determine how sensitive the setup 
processes of the AO and NAO are to the details of the initial conditions. A breeding 
method was used to generate the initial perturbations for the forecast experiments. For 
each event, a forecast was perforined from 7 days prior to the onset day (in the control 
run) and the composites of the forecasts for aIl the èvents were analyzed. To explore the 
physical mechanisms accounting for the forecast errors, transient activities during the 
AO and NAO events were examined. The foIlowing conclusions were obtained: 
• the polarities of the AO and NAO are weIl predicted by the SGCM while the 
forecast magnitudes of these events are weaker than those in the control runs after the 
onset day, 
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• the predictive skill for the AO is relatively higher than that of the NAO in the 
sense of the forecast magnitudes and the spatial correlations. This is because the AO 
events have relatively longer time scales than the NAO events, 
• when considering the forecast error in the total height field and not only in the 
component associated with the AO and N AO, it was found that there is not much 
difference in the forecast error variance during the AO and NAO events in the first week. 
But in the second week, the predictive skill for the atmosphere during the positive AO 
and NAO events is relatively higher than that during the negative events, 
• the spatial distribution of the forecast rms errors revealed that these errors are 
very geographically dependent. The largest difference in forecast errors between the two 
phases of the AO happen over the high latitudes of the North Pacific while those of the 
NAO occur over the high latitudes of the North Atlantic, 
• the transient activity is found to be reduced over the polar area and intensified 
over the mid latitudes during positive AO and NAO events compared to negative AO 
and NAO events. This transient activity is closely associated with the forecast error 
growth. 
In forecast of the mean-seasonal AO and NAO, the slowly-changing boundary con-
ditions start to play a role. Among these external forcings, the SST anomaly forcing is 
one of the most promising candidates for seasonal prediction. In the last part of this 
thesis, the contribution of the tropical Pacific forcing to the seasonal variability of the 
AO was explored using both observational data and the SGCM. 
A lead-Iag regression technique was first applied to monthly averaged global SST and 
the AO index to get their temporal relationship and to get the SST anomaly pattern 
associated with the AO. An SVD analysis was then applied to the SST over the tropical 
Pacific and the SLP over the Northern Hemisphere. The AO and the associated SST 
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anomaly appear in the second pair of SVD modes with the SST pattern having a band 
of negative anomaly along the equatorial mid-Pacifie. As the atmospheric response to 
the tropical forcing is important for atmospheric seasonal predictions, the SGCM was 
used to perform the following numerical experiments. First the linear fit of the model 
forcing associated with the SST variability in the second SVD mode was examined using 
the SGCM. Then a series of idealized forcings were designed according to the regression 
of the precipitation onto the AG index. The atmospheric responses to these forcings 
have been examined. The following conclusions can be drawn: 
• the AG maximum was found to be related to a cold SST anomaly along the tropical 
Pacific three months earlier, 
• the atmospherie response to the linear fit of the model forcing anomalies associated 
with the SST variability in the second SVD strongly projeets onto the AG, 
• all the atmospherie responses to different negative forcings along the equatorial 
Pacifie are negatively eorrelated with the PNA and positively eorrelated with the AG. 
The negative forcings over the western tropical Pacifie are found to be most efficient in 
generating an AG-like response, while negative forcings over the eastern tropical Pacifie 
are more likely to generate a negative PNA-like response, 
• the negative forcing over the western tropical Paeifie and the positive forcing north 
of the equatorial mid-Pacifie play important roles in obtaining an AG-like atmospherie 
response. 
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