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Abstract
Feng and Wu introduced a new general coeﬃcient sequence into Montgomery and
Odlyzko’s method for exhibiting irregularity in the gaps between consecutive zeros of
ζ (s) assuming the Riemann hypothesis. They used a special case of their sequence to
improve upon earlier results on the gaps. In this paper we consider a general sequence
related to that of Feng and Wu, and introduce a somewhat less general sequence {an}
for which we write the Montgomery–Odlyzko expressions explicitly. As an application,
we give the following slight improvement of Feng and Wu’s result: inﬁnitely often
consecutive non-trivial zeros of the Riemann zeta-function diﬀer by at most 0.515396
times the average spacing and inﬁnitely often they diﬀer by at least 2.7328 times the
average spacing.
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1 Background
It is well known that the Riemann zeta-function ζ (s) has inﬁnitely many nontrivial zeros
s = ρ = β + iγ , and all of them are in the critical strip 0 < Re s = σ < 1, −∞ < Im s =
t < ∞.
If N (T ) denotes the number of zeros ρ = β + iγ (β and γ real), for which 0 < γ ≤ T ,
then



















S(T ) = O(log T ).
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This is the Riemann–von Mangoldt formula for N (T ). Hence, if we let 0 < γ ≤ γ ′
denote consecutive ordinates of non-trivial zeros of ζ (s), the average size of γ ′ − γ is
γ /N (γ ) ∼ 2π/ log γ . Let
λ = lim sup
γ>0
(γ ′ − γ ) log γ2π
and
μ = lim inf
γ>0
(γ ′ − γ ) log γ2π .
We note that μ ≤ 1 ≤ λ and it is expected that μ = 0 and λ = +∞. The problem of
studying λ andμ is important for a number of reasons.Montgomery andWeinberger [11]
discovered an eﬀect of the exceptional zero of an L-function on the spacing of zeros, which
ledMontgomery [9] to the Pair Correlation Conjecture (see also Conrey and Iwaniec [4]):




log T ≤γ ′−γ≤ 2πβlog T









The paper [9] also contains explicit boundμ ≤ 0.68 conditionally on theRiemannhypoth-
esis.




when 0 < t ≤ T , each zero counted
with multiplicity. The Riemann hypothesis is the conjecture that N0(T ) = N (T ).
In this note we prove the following theorem.




We brieﬂy describe the history of the problem, focusing mainly on μ.
• [12]: in 1946 Selberg remarked that μ < 1 < λ unconditionally.
Now suppose that T is a large real number and K = T (log T )−2. Let
















 is the von Mangoldt’s function.
In the following results, the truth of the Riemann hypothesis is assumed.
• [10]: in 1981 by an argument using the Guinand–Weil explicit formula, Montgomery
and Odlyzko showed that if h(c) < 1 for some choice of c and {an}, then λ ≥ c, and if
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where f is a continuous function of bounded variation, and λ(k) is the Liouville
function. With this choice of the coeﬃcients they obtained λ > 1.9799 and μ <
0.5179 by optimizing over the functions f .
• [3]: in 1984 Conrey et al. chose the coeﬃcients




where dr(k) is a multiplicative function deﬁned on integral powers of a prime p by
dr(pk ) = (k + r)
(r)k ! .
The choice r = 1.1 with the latter ak yields μ < 0.5172 and the choice r = 2.2 with
the former ak yields λ > 2.337.
• [7]: in 2005, by making use of Wirtinger’s inequality and the asymptotic formulae for
the fourth mixed moments of the zeta-function and its derivative, Hall proved that
λ > 2.6306.
• [2]: in 2010, Bui et al. considered the coeﬃcients of the form








for a polynomial f and obtained λ > 2.69 and μ < 0.5155.




















log p1 log p2 log p3
log3 K










for any integer I ≥ 2. Using I = 2 they obtained λ > 2.7327 and μ < 0.5154, or, to
higher precision, λ > 2.73272 and μ < 0.515398.































for which the calculations are simpler.
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but the former sequence is simpler, so we are able to write the Montgomery–Odlyzko
expressions for it explicitly.
As for the limitations of the employed method, in [3] it is shown that h(c) < 1 if c < 12
and h(c) > 1 if c ≥ 6.2 (the authors note that the latter bound can be improved to
h(c) > 1 if c ≥ 3.74) and the length K is ≤ T . So the value of μ = 12 is not attainable
with any sequence {ak} using this method. One may try to use the form of the coeﬃcients
{ak} of the present paper in the method of [6] obtaining λ > 3.072 on the Generalized
Riemann hypothesis, but this method is more technical and involved, and the numerical
calculations seem to require more computational resources. The best known bound for λ
just assuming the Riemann hypothesis is λ > 2.9 due to Bui [1]. It is possible that Feng
and Wu’s result λ > 3.072 can also be obtained just assuming the Riemann hypothesis.
For another application of Feng’s molliﬁer, see [8] and the references therein.
2 Lemmas






























































( logK/(p1p2 . . . pmk0)
logK
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( logK/(x1x2 · · · xmx)
logK
)
(log x)r2−1 dxx ,
where Ar is a constant that depends only on r.
For the proof of Lemmas 1 and 2, see [5].
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3 Proof of Theorem 1




















where r ≥ 1 and f1, f˜1, P are polynomials.














































= D˜1 + D˜2 + D˜3.



















= Arr2(log T )r2
∫ 1
0





where ε > 0 is arbitrarily small and the constant in the O-term depends on r, ε and f1. By
























where P1(y) = P(y)y . By the variable changes u = 1 − log x1logK , v = 1 − log x1xlogK , we have























































= D˜31 + D˜32.
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where P1(y) = P(y)y . We remark that by Lemma 1 we can reduce the number of the
repeated integrations in the above expression. By the change of variables u = 1 − log x1logK ,
v = 1 − log x2logK , w = 1 − log x1x2xlogK ,































where the constant in the O-term depends on r, ε and f˜1. Similarly,
D˜32 = Arr4(logK )r2
∫ 1
0 P2(1 − u)
∫ u
0 (u − v)r




= Arr4(log T )r2
∫ 1
0 P2(1 − u)
∫ u
0 (u − v)r






where P2(y) = P(y)
2
y and the constant in the O-term depends on r, ε and f˜1.
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so we can write
N (c) = N1 + N2 + N3 + N4 .
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Using the distribution of 
(n), we obtain














































































p = log y + O(1) (6)



























































































where the constant in the O-term depends on r, ε and f1.
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The inner sum
∑
































By (6) we obtain
























































where the constant in the O-term depends on r, ε and f1, f˜1.
As in N1 and N2, the terms with n = p for the primes p give the main contribution to
N3:




















































ing to decomposition (9), we can write
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where the constant in the O-term depends on r, ε and f1, f˜1, P.
Again, in the sum deﬁning N4 we can replace the integers n ≥ 2 with the primes p:









































































According to this decomposition, we write
N4 = N41 + N42 + N43.
As before, by Lemma 2 we ﬁnd
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where the constant in the O-term depends on r, ε and f˜1, P.
Next,
























































where the constant in the O-term depends on r,  and f˜1, P.
Finally,




























































where the constant in the O-term depends on r,  and f˜1, P.
Using Di, Ni given by (2)–(13) we can evaluate (note the sign change in comparison
with h(c) for μ in [5])
h(c) = c − N1 + N2 + N3 + N4D1 + D2 + D3 .
The results of our numerical calculations are summarized in Tables 1 and 2. To ﬁnd the
coeﬃcients of the numerically optimal polynomials, we perform one iteration of Newton’s
method for multidimensional optimization, using in the initial vector the coeﬃcients
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f 1 f˜ 1 P f 1 f˜ 1 P
3 1 2 0.515398 1.18 1.95 + 1.47x − 1.07x2
− 0.29x3
−0.7 − 1.92x x2
3 1 3 0.515397 1.18 1.655 + 1.25x
− 0.886x2 − 0.25x3
−0.57 − 1.6x x2 + 0.036x3
6 2 3 0.515396 1.18 1.78 + 1.017x + 0.2x2
− 1.56x3 + 0.45x4











f 1 f˜ 1 P f 1 f˜ 1 P
5 3 2 2.73272 2.6 1.02 + 10.96x + 9.29x2
− 22.3x3 − 26.18x4 + 34.45x5
−4.56 − 63.02x
− 42.72x2 − 34.45x3
x2
6 3 3 2.7328 2.6 1.08 + 11.79x + 8.61x2
− 21.95x3 − 24.58x4
+ 27.79x5 + 5.03x6
−4.89 − 69.11x − 36.7x2
− 51.28x3
x2 − 0.044x3
found by Feng and Wu [5]. To obtain the bound for λ in Theorem 1, we use the relaxed
Newton’s method with the step size multiplier equal to 0.01.
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