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Adrian E. Conway and Nicolas D. Georganas, Queueing Networks-Exact 
Computational Algorithms (A Unified Theory Based on Decomposition and 
Aggregation) (MIT Press, Cambridge, MA, 1989) 234 pages 
Chapter 1: Preliminaries. Introduction. Overview. Bibliography. Chapter 2: Theory and Applications of 
Queueing Networks. Equilibrium results for queueing networks (The Jackson queueing network. The 
Gordon-Newell queueing network. The BCMP queueing network. Generalizations of Kelly. Generalized 
population size constraints. Generalized state-dependent routing. The MSCCC queueing discipline). 
Reversible queueing networks. Applications of queueing network models (Queueing network models of 
computer systems. Queueing network model of a distributed computer system. Queueing network models 
of communication networks. Queueing model of a network of workstations. Queueing model of a 
circuit-switched network. Queueing models of satellite channels and packet switches. Queueing model 
of a multiprocessor system. System availability models. Queueing model for OS1 communication ar- 
chitectures). Chapter 3: Decomposition Methods in Queueing Network Analysis. Simon and Ando 
decomposition and aggregation. Decomposition by service center. Parametric analysis and Norton’s 
theorem. Decomposition by routing chain. Parametric analysis by chain. Decomposition and aggregation 
in reversible networks. Generalized parametric analysis. Chapter 4: A (inified Constructive Theory for 
Exact Computafional Algorithms. Generalized hierarchical decomposition of BCMP queueing networks. 
Equivalence classes and recursive structures in queueing networks. A unified methodology for the con- 
struction of exact computational algorithms. Constructive derivation of the convolution algorithm. Con- 
structive derivation of MVA. Constructive derivation of RECAL. Constructive derivation of MVAC. 
Constructive derivation of DAC. Hybrid decompositions and hybrid algorithms. In search of the optimal 
exact computational algorithm. Chapter 5: Exact Computational Algorithms for Queueing Networks. 
The convolution algorithm. MVA - Mean value analysis. RECAL - The recursion by chain algorithm. 
MVAC - Mean value analysis by chain (Sequential MVAC. Parallel MVAC). DAC - Distribution 
analysis by chain. Specialized exact algorithms. 
D.W. Hosmer Jr and S. Lemeshow, Applied Logistic Regression (Wiley, New York, 
1989) 307 pages 
Chapter 1: Introduction to the Logistic Regression Model. Introduction. Fitting the logistic regression 
model. Testing for the significance of the coefficients. Other methods of estimation. The ICU study. 
Chapter 2: The Multiple Logistic Regression Model. Introduction. The multiple logistic regression 
model. Fitting the multiple logistic regression model. Testing for the significance of the model. Other 
methods of estimation. Chapter 3: Interpretation of the Coefficients of the Logistic Regression Model. 
Introduction. Dichotomous independent variable. Polytomous independent variable. Continuous in- 
dependent variable. Multivariate case. Interaction and confounding. Estimation of odds ratios in the 
presence of interaction. A comparison of logistic regression and a stratified analysis for 2 x 2 tables. 
Chapter 4: Model-Building Strategies and Methods for Logistic Regression. Introduction. Variable selec- 
tion. Stepwise logistic regression. Best subsets logistic regression. Numerical problems. Chapter 5: 
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Assessing /heFit ofthe Mode/. Introduction. Summary measures of goodness-of-fit (Pearson Chi-square 
and deviance. The Hosmer-Lemeshow tests. Other summary statistics). Logistic regression diagnostics. 
Assessment of fit via external validation. Chapter 6: Application of Logistic Regression with Different 
Sampling Mode/s. Introduction. Cohort studies. Case-control studies. Other sampling models. Chapter 7: 
Logistic Regression for Matched Case-Control Studies. Introduction. Logistic regression analysis for the 
l-l matched study. An example of the use of the logistic regression model in a l-l matched study. 
Assessment of fit in a l-l matched study. An example of the use of the logistic regression model in a 
I-M matched study. Methods for assessment of fit in a 1-M matched study. An example of assessment 
of fit in a 1-M matched study. The benign breast disease study. Chapter 8: Special Topics. Polytomous 
logistic regression (Introduction to the model and estimation of the parameters. Interpreting and as- 
sessing the significance of the estimated coefficients. Model-building strategies for polytomous logistic 
regression. Assessment of fit and diagnostics for polytomous logistic regression model). Logistic regres- 
sion analysis of survival data. 
H.T. Lau, Algorithms on Graphs (TAB Professional and Reference Books, Blue 
Ridge Summit, PA, 1989) 230 pages 
Chapter 1: Connectivity. Maximum connectivity. Edge-connectivity. Fundamental set of cycles. Cut 
nodes and bridges. Strongly connected components. Minimal equivalent graph. Maximal independent 
sets. Chapter 2: Shortest Paths. One-pair shortest path. One-to-all shortest path lengths. One-to-all 
shortest path tree. All-pairs shortest paths. k shortest paths. k shortest paths without repeated nodes. 
Chapter 3: Traversability. Euler circuit. Hamiltonian cycle. Chapter 4: Node Coloring. Chromatic 
number. Chromatic polynomial. Chapter 5: Minimum Spanning Tree. Chapter 6: Maximum Cardinality 
Matching. Chapter 7: Planarity Testing. Appendix 1. Graph terminology. Appendix II. List of sub- 
routines. 
K.J. Hastings, Introduction to the Mathematics of Operations Research (Marcel 
Dekker, New York, 1989) 399 pages 
Chapter 1: Graph Theory and Network Analysis. Introduction. Definitions and examples (Connectivity). 
Spanning trees (Undirected spanning trees. Directed spanning trees). Minimal cost networks (Undirected 
graphs. Directed graphs). Critical path algorithm. Maximal flow problems (Problem description. Main 
results and algorithm. Examples). Maximum matching problems (Definitions and problem description. 
Matching algorithm. Examples). Chapter 2: Linear Programming. Introduction. Two-variable problems. 
Geometry of linear programming. Simplex algorithm for the standard maximum problem (Discussion 
of algorithm. Special behavior. Tableau method). Duality and the standard minimum problem (Duality 
theorems. Examples). Chapter 3: Further Topics in Linear Programming. Introduction. Nonstandard 
problems. Transportation problem. Sensitivity analysis (Discussion of the problem. Matrix-geometric 
view of the simplex method. Determining sensitivity of parameters). Chapter 4: Probability Review. In- 
troduction. Definitions and properties. Random variables and their distributions (Special discrete distri- 
butions. Special continuous distributions. Cumulative distribution functions. Multivariate distributions). 
Conditional probability and independence. Expectation. Convergence theorems. Chapter 5: Markov 
Chains. Introduction. Definitions and examples. Short-run distributions. First passage times. Classifica- 
tion of states. Limiting probabilities (Main results. Examples. Long-run discounted cost). Absorption 
probabilities. Chapter 6: Continuous Time Processes. Introduction. Poisson processes (Definitions and 
main results. Examples). Birth and death processes (Preliminaries. Kolmogorov equations. Examples). 
Renewal processes (Introduction. Short-run distributions. Long-run results. Renewal reward processes). 
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Queueing theory (Preliminaries. Simple poissonian queues. M/G/l queue. G/M/l queue). Chapter 7: 
Dynamic Programming. Introduction. The Markovian decision model (Notation. Examples). The finite 
horizon problem (Dynamic programming algorithm. Examples). The discounted reward problem (Method 
of successive approximations. Examples). Policy improvement (Main theorem and policy improvement 
algorithm. Examples). Optimal stopping of a Markov chain (Dynamic programming approach. Linear 
programming approach. Examples). Portfolio model (Statement of general problem. Finite horizon 
problem-Reduction of state space. Infinite horizon problem). 
M.S. Bazaraa, J.J. Jarvis and H.D. Sherali, Linear Programming and Network 
Flows (Wiley, New York, 2nd ed., 1990) 684 pages 
Chapter 1: Introduction. The linear programming problem. Linear programming modeling and ex- 
amples. Geometric solution. The requirement space. Notation. Chapter 2: Linear Algebra, Convex 
Analysis, and Polyhedra/ Sets. Vectors. Matrices. Simultaneous linear equations. Convex sets and con- 
vex functions. Polyhedral sets and polyhedral cones. Extreme points, faces, directions, and extreme 
directions of polyhedral sets: Geometric insights. Representation of polyhedral sets. Chapter 3: The 
Simplex Method. Extreme points and optimality. Basic feasible solutions. Key to the simplex method. 
Geometric motivation of the simplex method. Algebra of the simplex method. Termination: Optimality 
and unboundedness. The simplex method. The simplex method in tableau format. Block pivoting. 
Chapter 4: Starfing Solution and Convergence. The initial basic feasible solution. The two-phase method. 
The big-M method. Comparison of the two-phase and the big-M methods: How big should big-A4 be? 
The single artificial variable technique. Degeneracy, cycling, and stalling. Validation of the two cycling 
prevention rules. Chapter 5: Special Simplex Implementations and Optimality Conditions. The revised 
simplex method. The simplex method for bounded variables. Farkas’ lemma via the simplex method. The 
Karush-Kuhn-Tucker optimality conditions. Chapter 6: Duality and Sensitivity Analysis. Formulation 
of the dual problem. Primal-dual relationships. Economic interpretation of the dual. The dual simplex 
method. The primal-dual method. Finding an initial dual feasible solution: The artificial constraint 
technique. Sensitivity analysis. Parametric analysis. Chapter 7: The Decomposition Principle. The 
decomposition principle. Numerical example. Getting started. The case of unbounded region X. Block 
diagonal or angular structure. Duality and relationships with other decomposition procedures. Chapter 8: 
Complexity of the Simplex Algorithm and Polynomial Algorithms. Polynomial complexity issues. Com- 
putational complexity of the simplex algorithm. Khachian’s ellipsoid algorithm. Karmarkar’s projective 
algorithm. Analysis of Karmarkar’s algorithm: Convergence, complexity, sliding objective method, and 
basic optimal solutions. Chapter 9: Minimal Cost Network Flows. The minimal cost network flow prob- 
lem. Some basic definitions and terminology from graph theory. Properties of the A matrix. Representa- 
tion of a nonbasic vector in terms of the basic vectors. The simplex method for network flow problems. 
An example of the network simplex method. Finding an initial basic feasible solution. Network flows 
with lower and upper bounds. The simplex tableau associated with a network flow problem. List struc- 
tures for implementing the network simplex algorithm. Degeneracy, cycling, and stalling. Generalized 
network problems. Chapter 10: The Transportation and Assignment Problems. Definition of the trans- 
portation problem. Properties of the A matrix. Representation of a nonbasic vector in terms of the basic 
vectors. The simplex method for transportation problems. Illustrative examples and a note on degeneracy. 
The simplex tableau associated with a transportation tableau. The assignment problem: (Kuhn’s) Hun- 
garian algorithm. Alternating basis algorithm for assignment problems. A polynomial successive shortest 
path approach for assignment problems. The transshipment problem. Chapter 11: The Out-of-Kilter 
Algorithm. The out-of-kilter formulation of a minimal cost network flow problem. Strategy of the out- 
of-kilter algorithm. Summary of the out-of-kilter algorithm. An example of the out-of-kilter algorithm. 
A labeling procedure for the out-of-kilter algorithm. Insight into changes in primal and dual function 
values. Chapter 12: Maximal Flow, Shortest Path, Multicommodity Flow, and Network Synthesis Prob- 
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/ems. The maximal flow problem. The shortest path problem. Polynomial shortest path algorithms for 
networks with arbitrary costs. Multicommodity flows. Characterization of a basis for the multicommodity 
minimal cost flow problem. Synthesis of multiterminal flow networks. 
