Many protein-protein docking algorithms generate numerous possible complex structures with only a few of them resembling the native structure. The major challenge is choosing the near-native structures from the generated set. Recently it has been observed that the density of conserved residue positions is higher at the interface regions of interacting protein surfaces, except for antibody-antigen complexes, where a very low number of conserved positions is observed at the interface regions. In the present study we have used this observation to identify putative interacting regions on the surface of interacting partners. We studied 59 protein complexes, used previously as a benchmark data set for docking investigations. We computed conservation indices of residue positions on the surfaces of interacting proteins using available homologous sequences and used this information to filter out from 56% to 86% of generated docked models, retaining near-native structures for further evaluation. We used a reverse filter of conservation score to filter out the majority of nonnative antigen-antibody complex structures. For each docked model in the filtered subsets, we relaxed the conformation of the side chains by minimizing the energy with CHARMM, and then calculated the binding free energy using a generalized Born method and solvent-accessible surface area calculations. Using the free energy along with conservation information and other descriptors used in the literature for ranking docking solutions, such as shape complementarity and pair potentials, we developed a global ranking procedure that significantly improves the docking results by giving top ranks to near-native complex structures.
In principle, calculation of the free energy change upon binding of two proteins should allow determination of the native structure. Although the enthalpic part of the free energy can be calculated with some accuracy, the entropic contributions are not easy to calculate without resorting to semiempirical and less accurate calculations. Furthermore, the computational load can become too large, especially for unbound docking (starting with individual protein crystal structures), which can potentially involve large protein conformation changes. Heuristic criteria, such as shapecomplementarity and coarse-grained residue potentials, have been used with relative success (Camacho et al. 2000a) . Still, the main bottleneck is choosing the near-native structures from large sets of generated complexes based on a standard global ranking procedure that will bring the near-native structures at the top of the generated structures data set.
Additional information has been used to better select near-native structures: HADDOCK (Dominguez et al. 2003) and TreeDock (Fahmy and Wagner 2002) use information based on chemical shift perturbation data resulting from NMR titration experiments or mutagenesis, whereas ConsDock (Paul and Rognan 2002) uses consensus analysis for protein-ligand interactions. ProMate (Gottschalk et al. 2004 ) is based on a statistical analysis of several properties found to distinguish binding regions from nonbinding ones.
Recent studies of protein complexes have tested the importance of factors, such as interface propensity of residues, accessible surface area, planarity, protrusion, packing energies, and binding areas (Jones and Thornton 1996; Tsai et al. 1997; Larsen et al. 1998; Lo Conte et al. 1999) . A test using averages of these factors as an indicator of proteinbinding sites showed an ∼66% success rate for 59 predictions (Jones and Thornton 1997) .
There have also been several reports investigating the role of conservation of interfacial residues in naturally occurring protein complexes, using evolutionary tracing of conserved residues in homologous sequences and structures (Lichtarge and Sowa 2002; Ben-Zeev and Eisenstein 2003; Glaser et al. 2003; Lichtarge et al. 2003; Mihalek et al. 2004; Yan et al. 2004) . Our recent analysis of well-resolved protein complexes indicated that the density of highly conserved residues is higher in protein-protein interface positions compared to the other positions of the protein surfaces (B.V.B. Reddy and Y.N. Kaznessis, in prep.) . We actually find that highly conserved positions in surface regions of proteins involved in non-antibody-antigen complexes tend to be in interacting patches. On the other hand, for antibody-antigen complexes, a very low number of conserved positions is observed in the interface regions. This information can potentially assist in the selection of near-native structures. However, to our knowledge, no attempts have been made to use residue conservation information to filter and rank the docking solutions of protein complexes.
In this paper we describe our docking analysis and ranking of docked complex structures for 59 benchmark complexes (Chen et al. 2003b ). In the first stage, we use FTDock (Gabb et al. 1997; Moont et al. 1999 ) to generate 10,000 docked models for each of the complexes. Our study is focusing on the second stage to refine and rerank the docked structures. We use conserved residue position information as a filter to reduce the number of docked structures. Besides filtering, we use conservation information to rank the remaining docked structures. We evaluate these approaches and report on the results.
In this paper we also report on our efforts to develop a global ranking scheme. For each docked model, we relax the conformation of the side chains by minimizing the energy with CHARMM and then calculate the binding free energy using a generalized Born method and the solventaccessible surface area. We finally develop a global ranking procedure so that the near-native structures rank at the top, using all available information from docking, free energy calculations, and residue conservation information.
Results and Discussion
In order to test the usefulness of our filter and ranking methods, we applied our algorithms to a benchmark of 59 nonredundant protein complexes first used by Chen et al. (2003b) . This benchmark set includes 22 enzyme-inhibitor complexes, 19 antibody-antigen complexes, 11 other complexes, and seven difficult test cases. This benchmark has been used by other groups to test their docking methods (Gray et al. 2003; Li et al. 2003) . Gottschalk et al. (2004) also used 21 complexes of this benchmark to test their scoring function of tightness of fit. Since unbound-unbound docking (using single protein crystal structures as input) is more challenging than bound-bound docking (using the structures obtained from protein-complex crystals), we have carried out the unbound-unbound docking and unboundbound docking as given by the benchmark (Chen et al. 2003b) .
Analysis of FTDock performance
Using FTDock (http://www.bmm.icnet.uk/docking) (Gabb et al. 1997; Moont et al. 1999) , we obtained 10,000 docked models and their ranks according to the correlation function (equation 3) of shape complementarity and pair potential (see "Docking calculations" below). For these 10,000 models, we calculated the root mean square deviation (RMSD) of C ␣ atoms of each model structure from the native complex structure. We then defined "hits" as the number of models having RMSD <4.5 Å from the native structure (shown in Table 1 ). Also shown in Table 1 are the lowest RMSD (LRMSD) complex obtained with FTDock and its corresponding shape-complementarity rank and pair-poten- The rank based on shape complementarity predicts nearnative structures very poorly: the average rank of the LRMSD complexes is 4123, with only three of the 60 complexes registering ranks better than 100. It is thus clear that shape complementarity is not by itself an adequate means for choosing near-native structures.
The pair-potential rank did improve the ranks for 47 complexes out of the 60 cases. From Table 1 , it can be observed that there are only 12 complexes with pair-potential ranking worse than shape complementarity. Nonetheless, ranks based on pair potential do not have impressive predictive ability. For example, only five complexes (1BRC, 1BRS, 1PPE, 2MTA, 2SIC) have ranks <20 for the LRMSD model, and another three complexes (1CGI, 1CHO, 2BTF) have ranks of LRMSD complexes <100. The rest have very high rank values.
Filters performance
First, we try to reduce the number of possible docked models from the generated 10,000, without filtering out the lower RMSD models. As described in "Filters" below, we developed two filters based on residue conservation information. In the functionally interacting natural proteins, such as enzyme-inhibitor complexes, we gave higher ranks for the models with a higher number of conserved positions in the interface region. In the case of antigen-antibody interactions, the interacting regions are highly variable, and we gave higher ranks for the models with low numbers of conserved positions. After performing the first filter, we used filter II (see below) to reduce the number of complexes to ∼2000-4000 models. These results are also shown in Table  1 . It can be seen that combining with the conservation filter and filter II the number of complexes is reduced from 56% to 86%.
In Table 1 , there are 11 complexes (1A0O, 1AHW, 1BRS, 1DFJ, 1FQ1, 1IGC, 1UDI, 1UGH, 1WQ1, 2MTA, 4HTC) for which sufficient homolog sequences were not available from nonredundant databases to calculate the conserved residue position information. Therefore, only filter II is applied for these complexes (in this case, filter II only includes three normalized ranks without the conserved residue position information).
When we applied the filters to the model sets, some nearnative structures are also filtered out (false negatives), besides nonnative structures. Here we define the improvement factor (I_fact) as: The number of complexes with RMSD <4.5 Å (Hits), shape-complementarity ranks (SC_rank), pair potential ranks (PP_rank) and the lowest RMSD (LRMSD) model in the 10,000 possible docked models for each complex are shown. After applying the filters, the number of complexes remaining (NRC), the sorting global score calculated from equation 12 for the LRMSD (G_rank), the number of hits within the first 100 ranks (E_hits), the improvement over random (IOR), the improvement factor by combining filter I and filter II (I_fact), and the I_fact for performing filter I and II separately (I1, I2) are also given in the right portion. The numbers in italic are obtained by performing only filter II. The ranks obtained in other work are given in parentheses. "_" indicates that no hit was found. a ZDOCK (PSC+DE+ELEC) rank (Chen et al. 2003a ). b ZDOCK (PSC)+RDOCK rank (Li et al. 2003) . c Ranks of the first near-native complex (Gottschalk et al. 2004 ) are also shown for comparison with the G_rank.
I_fact ‫ס‬ (hits/models) f /(hits/models) i ,
where hits/models is the ratio of the number of structures with RMSD < 4.5 Å from the native structure over the number of complex models, before-(hits/models) i -and after-(hits/models) f -applying the filters. The results are shown in Table 1 and Figure 1 . It is observed that there are 48 out of 60 complexes with I_fact >1.0. Most of them (44) are >2.0, which means the improvement is >100%. For a few complexes, applying the filter resulted in >400% improvement.
There are five out of 60 complexes (1AVW, 1BQL, 1EFU, 1FIN, 1GOT) with I_fact ‫ס‬ 1.0. From Table 1 , it can be observed that for these five complexes (see "Analysis of FTDock performance" above), FTDock did not generate any near-native structure (with RMSD <4.5 Å), that is, no hits are found. When we examined these structures more carefully, we found that except for 1FIN, in which the LRMSD structure was filtered out, the LRMSD structures are still in the filtered subset of these proteins. Moreover, the filters have reduced the number of model structures for these five complexes by a factor of 2.5 to 4. This shows that the filters assist with even these five complexes.
Our filters failed for seven complexes: there are three complexes (1FSS, 1IGC, 1MAH) for which I_fact is <1.0 ( Fig. 1; Table 1 ). For these structures proportionately more near-native model structures are filtered out than unrelated ones. In Figure 1 , it can also be observed that four complexes (1EO8, 1L0Y, 1NCA, 1QFU) have I_fact ‫ס‬ 0. This means that we filtered out all of the near-native structures (two, one, seven, and five hits for the four complexes, respectively). When we examined the number of conserved residue positions at the interface for these four complexes, we found that there is a high number of conserved residue positions for antibody-antigen systems 1EO8 and 1QFU, and a low number of conserved residues for non-antibody 1L0Y and 1NCA, contrary to most of the complexes investigated.
The global rank (see next section) for these four failed complexes (1EO8, 1L0Y, 1NCA, 1QFU) and two of the complexes (1FSS, 1MAH) without improvements are also given in Table 1 without using filter I. It is observed that except for 1L0Y, the I_fact values of the rest of five complexes are >1.0, and the lower RMSD models are still in the subset. 1L0Y only has one hit (see Table 1 ) and is filtered out by filter II, but other lower RMSD models are still in the subset. Conserved residue position information cannot be calculated for 1IGC, since there are not enough homologous sequences in the database. The result of 1IGC listed in Table  1 is obtained by just using filter II. Its improvement (I_fact) is still <1.0 since lower RMSD models are filtered out.
By comparing the results before and after filtering (Table  1) , it becomes clear that only in a few cases (1AHW, 1CHO, 1FIN, 1FQ1, 1IGC, 1KKL, 1WQ1), the LRMSD model structure was filtered out, but even in these cases the second lowest RMSD complex is retained into the remaining subset. For all other complexes the structure closest to the native structure is always in the remaining subset. This demonstrates that our conserved residue information filters work well for the benchmark set.
In order to check the redundancy of filter I and filter II, we tested them separately on those complexes that have enough conserved residue position information. The I_fact values for performing these two filters separately are also listed in Table 1 (columns I1 and I2). Both of them do improve the efficiency with most of I_fact values (I1, I2) being >1.0. After combining them, we observed further significant improvement (I_fact in Table 1 ). The combined I_fact values are greater than the individual I_fact values (I1, I2). We conclude, thus, that it is necessary to include filters when conserved residue information is available, in 2) there are five complexes (1AVW, 1BQL, 1EFU, 1FIN, 1GOT) with I_fact ‫ס‬ 1 because FTDock did not generate hits to begin with; (3) there are three complexes for which our filters worsen the results (1FSS, 1IGC, 1MAH) with 1 > I_fact Ն 0 after filtering; (4) there are four complexes (1EO8, 1L0Y, 1NCA, 1QFU) for which our combined filter failed with I_fact ‫ס‬ 0.0 since all of the near-native structures (2, 1, 7, and 5, respectively) were filtered out. After applying only filter II for these seven complexes, I_facts were improved (I_fact > 1.0) ( Table 1). order to substantially decrease the number of model structures and improve the prediction.
The efficiency of global ranking
The free energy of binding would in principle suffice to determine the native structure from a large set of complexes. Unfortunately, the free energy we calculated does not rank near-native structures at the top of the list. This could be the result of inaccuracies in the potential force fields used for calculating enthalpic terms or in the empirical entropic terms. Conformational changes upon binding, whether local or global, can also result in significant changes in the free energy of binding (Camacho et al. 2000a) . As a result we have to resort to empirical descriptors, and since none can individually predict near-native structures with great accuracy, we decided to combine multiple descriptors in a global ranking scheme.
Empirical rankings based on more than one descriptor have been attempted before: In ZDOCK (Chen et al. 2003a) shape complementarity, electrostatics and desolvation energies were combined to get a final target function, and AutoDock (Morris et al. 1998 ) involved more energy terms into the score function. A major bottleneck for composite, global scoring functions is that the weights for different quantities are difficult to determine.
As described in "Global normalized ranking" below, we derived a global ranking function by renormalizing the rank of each descriptor used (equation 11), and used weights 1, 1, 2, 4, and 5 for shape complementarity, binding free energy, conservation index, desolvation energy, and pair-potential energy, respectively, in a new global ranking function (equation 12). Using this function we obtained a new global rank for each model complex. Some examples (18 out of 60 complexes) of the global rank versus the RMSD are shown in Figure 2 .
The rank of the LRMSD structure for each complex is also listed in Table 1 (G_rank). From Figure 2 and the value of the G_rank, we can see that in most of the model complexes the near-native complexes have lower ranks. Comparing our G_rank with PP_rank in Table 1 , there are only four cases (1CGI, 1EO8, 1JHL, 1L0Y) for which our G_rank is higher than the pair-potential rank. For another 56 complexes, our global ranking fairs better than the pairpotential rank. Comparing our results with the results obtained by rigid-body displacement (Gray et al. 2003) , ProMate (Gottschalk et al. 2004) , ZDOCK (Chen et al. 2003a) , and RDOCK (Li et al. 2003 ) (ranks are also listed in Table  1 for comparison), our ranking scheme produces a similar fraction of accurate predictions, although each method may not produce accurate predictions for the same complexes. Overall, our ranking results compare well with ZDOCK and ProMate results. RDOCK results are better than ours in most cases.
Since the methods for generating the decoy complexes, for evaluating and ranking them are dissimilar in all these studies, the information obtained and reported herein can be considered as complementary to other methods.
In Table 1 , we also give the number of hits (E_hits) within the first 100 ranks. For 22 complexes, application of the global rank resulted in no hits in the top 100 ranked structures. We should note that for five of them there were no hits to begin with, because FTDock did not generate any. For the rest of 38 complexes, application of the global ranking improves substantially the predictive ability. Specifically, we calculate the improvement over random (IOR) for these 38 complexes (IOR ‫ס‬ (E_hits/100)/(Hits/NRC), where NRC is the number of complexes after filtering, and we find significant IOR values (see Table 1 ). The average calculated IOR for these 38 complexes is 11.18. Even when the 17 complexes with IOR ‫ס‬ 0 are included in the average calculation, the average IOR for the 55 complexes for which FTDock generated hits is 7.72. Figure 3 shows model structures of the best predictions superimposed on the native structures for some of the selected targets with rank <10. The complexes 4HTC, 2MTA, 1SPB, 1STF, 1KXQ, and bound-bound 1FIN (1FIN_BB) have given excellent prediction with rank of 1 or 2 for the lowest RMSD structure.
Comparing 1FIN with 1FIN_BB, we can see for boundbound docking (1FIN_BB) we get better results over the unbound-unbound docking (Fig. 3d) . This should be expected since unbound-unbound docking involves a large conformational change. Since we only performed our algorithms on unbound-unbound cases (except for 1FIN, where we did both, and the unbound-bound complexes in the benchmark), it is expected that our docking procedure will give better results for bound-bound docking systems. Moreover, if the initial docking procedure (FTDock) gave more hits, then our ranking procedure could potentially determine the near-native structures.
Concluding remarks
In this work we have demonstrated the usefulness of conserved residue position information in identifying possible near-native complex model structures from docking solutions. We have used this information to develop two filters, reducing the number of docked model structures by 56% to 86% depending on the complex, while keeping near-native complexes in the remaining subset. We applied our method to a benchmark set of 59 complexes. There are 11 complexes for which we didn't find enough homolog sequence information. Thus, we could not apply our filter at present. Only for four of the remaining complexes did our filter fail to retain the near-native structures, and for another three out of 60 complexes (the 59 benchmark and the FIN boundbound calculation), our filter did poorly compared to FTDock results.
After filtering, we minimized the side-chain structure of the remaining model structures, and we calculated the binding free energy and desolvation energy. We developed a ranking scheme by renormalizing and weighting a combination of the ranks based on conservation position information, shape complementarity, desolvation energy, pair potential, and binding free energy. Excluding the five complexes for which FTDock did not generate any hits (with RMSD < 4.5 Å), the average improvement over random for the top 100 ranked structures is 7.72. For 17 complexes IOR ‫ס‬ 0, but for the majority (38 complexes) we observed significant improvements in predictive ability, in terms of predicting near-native structures in the highest-ranked 100 structures. Generally, our approach can be easily adapted to any other docking algorithms to refine their ranking results.
Materials and methods
In Figure 4 , we present a diagram with the steps that constitute our method. Briefly, for any two protein molecules A and B, we generate 10,000 structures using FTDock (Gabb et al. 1997; Moont et al. 1999) . FTDock also calculates a shape-complementarity value and a pair-potential value for these 10,000 model structures. We then calculate conservation indices for the surface positions of the proteins and also calculate the desolvation energy upon binding. Using these two properties, along with the shape complementarity and the pair potential, we develop two filters to reduce the number of model structures to a number considerably lower than 10,000.
We then use CHARMM to minimize the energy of the filtered structures, and we calculate the free energy of binding. Finally, we use the ranks of the model structures for all the properties to generate a global ranking scheme, which improves our ability to pick near-native structures from the set of putative native structures. The methods are detailed as follows.
Docking calculations
To generate model docked structures, we used the FTDock software package (Gabb et al. 1997; Moont et al. 1999 ; http://www. bmm.icnet.uk/docking), which uses an efficient geometric recognition algorithm to identify molecular surface complementarity (Katchalski-Katzir et al. 1992 ). This method is based on a purely geometric approach and takes advantage of techniques applied in the field of pattern recognition. The geometric recognition algo- rithms include a digital representation of the proteins by 3D discrete functions for the surface and the interior, a correlation function calculation using Fourier transformation that assesses the degree of molecular surface overlap and penetration upon relative shifts of the molecules in 3D, and a scan of the relative orientations of the molecules in 3D. Here we just give a brief summary of the docking procedure we followed.
The calculation of shape complementarity between any two proteins A and B initially projects the two molecules onto a 3D grid of N 3 points, represented by discrete functions: C(a, b, r) . Using a discrete fastFourier transform (FFT), the computation is on the order of N 3 ln(N 3 ) instead of the order of N 6 of the direct calculation using equation 3. Using this scoring function, we ranked all of the possible generated complex structures (in our case we initially keep 10,000). Moont et al. (1999) generated empirical residue-residue pair potentials to further screen possible protein-protein docking complexes by FTDock. We also used their 20 × 20 matrix of pairwise interaction potentials. For each docked complex, we calculate the distance between residues of the two proteins. If this distance is <4.5 Å, we obtain the interaction value from the matrix, then sum up all the values and get the final interaction energy for each complex. Using this interaction information, a new rank (pairpotential rank) is generated.
Conservation of residue positions
To evaluate the extent of conservation of interacting positions on the surface of proteins, we calculate conservation indices as follows:
Homologous sequences
The two protein sequences of each investigated complex were used to obtain their homologous sequences from SWALL, an annotated nonredundant protein sequence database (nonredundant SWISS-PROT + TrEMBL + TrEMBLnew), using the FASTA3 (http://www.ebi.ac.uk/fasta33/) sequence similarity search tool at the European Bioinformatics Institute. Homologous sequences with <30% gaps in the sequence and >35% sequence identity to the parent sequence were used for analysis. If the evolutionary distance (described below) between any two sequences is <5%, then we randomly removed one of the sequences from the homolog set. The remaining sequences were used for calculating the residue conservation index (described below).
Evolutionary distance
Evolutionary distance among the sequences is calculated using the structure-based amino acid substitution matrix M(a, b) (Gonnet et al. 1992) . A similarity score S ii for sequence i is calculated by summing the identical substitution [diagonal values from M(a, b) ]. Similarly, score S jj is calculated for sequence j. A similarity score S ij between the sequences i and j is calculated using substitution matrix values of corresponding aligned residues between the two sequences. An evolutionary distance (ED ij ) between the two sequences is calculated using 
Conservation index of residue position
Evolutionary distances between the reference sequence and its homologs were used to calculate residue conservation index (CI l ) for each position l using the amino acid substitution matrix, similar to the amino acid variability or conservation used by Valdar and Thornton (2001) . Conservation Index (CI l ) is a weighted sum of all pairwise similarities between all residues present at the position. The CI l value is calculated using equation 5 in a given alignment and takes a value in the range [0, 1].
where N is the number of homologous sequences in the alignment; s i (l) and s j (l) are the amino acids at the alignment position l of sequences s i and s j , respectively; ED(s i ) and ED(s j ) are the average evolutionary distance of s(i) and s(j) from the remaining homologs. Mut (a, b) measures the similarity between the amino acids a and b as derived from the amino acid substitution matrix M(a, b) defined as: Using PSA (Richmond and Richards 1978; Sali and Blundell 1990) , the solvent-accessible surface area (SASA) of amino acids is calculated and used to identify surface residues and buried residues. We have then identified the top 8% and 17% of highly conserved residues, which have solvent accessibility >25% of their total surface area. As an example, in Table 2 we list the highly conserved surface residues of complex 1TAB's E and I chains.
For each complex, we add all conservation indices for each conserved position and use them to rank the complexes after filtering. In this case, two conservation ranks are obtained for groups 1 and 2, respectively. We have observed (B.V.B. Reddy and Y.N.
Kaznessis, in prep.) that in the functionally interacting natural proteins, such as enzyme-inhibitor complexes, the surface density of conserved positions is significantly higher in the interface region than in the rest of the protein surface. In Table 3 we demonstrate that this observation is valid for the benchmark set of protein-protein complexes investigated herein with sufficient homolog sequences.
Based Table 3 , the distribution is shown of amino acid positions in each group with different conservation indices. We have used a 10% solvent accessibility cutoff to differentiate surface residues and buried residues and only looked at surface residues. We also present the ratio between the fraction of noninterfacial (noninteracting) and interfacial (on the protein-protein interface) surface residues at all the conservation intervals.
It can be seen from Table 3 that for non-antigen-antibody complexes the ratio increases progressively from 0.85 to 1.53 at higher CI intervals. This is a clear indication that the number of highly conserved positions in the interfacial region is significantly more compared to noninterfacial regions.
This finding is not in agreement with the study of Caffrey et al. (2004) , who reported only a slight increase in conservation of interfacial regions. A calculation of average conservation indices for the interacting patches of the benchmark protein-protein complexes explains the discrepancy and verifies the results of our previous study (B.V.B. Reddy and Y.N. Kaznessis, in prep.) . This calculation shows that the average conservation indices for all the residues in the interaction sites are indeed only slightly higher as shown by other researchers (Caffrey et al. 2004; B.V.B. Reddy and Y.N. Kaznessis, in prep.) . Nonetheless, although the average CI of interacting patches is not a useful measure for the prediction of interacting sites on protein surfaces, the actual number of highly conserved residues in the interfacial region can help in accurately identifying putative interaction sites on given protein structures. Therefore, we have used the number of highly conserved positions per interaction site as our filter to identify the interaction sites. We assigned high ranks to complexes that had a large number of conserved positions at the interacting interface for non-antigenantibody complexes.
From Table 3 it can be also seen that for antigen-antibody complexes the ratio decreases progressively from 2.98 to 0.36 at higher CI intervals (unlike the non-antigen-antibody complexes).
Table 2. The top 17% highly conserved positions for 1TAB
This is a clear indication that the number density of highly conserved positions in the interfacial region is significantly smaller compared to noninterfacial regions. From Table 3 it can be seen that the ratio decreases at higher CI intervals for both antigen and antibody regions. Therefore, we gave higher ranks to the models with low numbers of conserved positions.
That the antigen interface is not conserved in the manner of non-antibody-antigen complexes is perhaps an unexpected finding. At present we do not have any clear explanation for this finding, and to our knowledge there is no study on conservation signals for antigens. Nonetheless, based on the strength of the signal, we have used a reverse conservation filter for both antibodies and antigens.
In principle, it is more difficult to predict the binding site of an antigen, since for antibodies this region is known. Our computations provide a means for identifying the antigen-binding site.
Filters

Conservation position filter
Using homologous sequences we calculated conservation indices for each docked model using equation 5. We have identified the top 8% (defined as group 1) and top 17% (defined as group 2) of highly conserved and well-exposed surface residues, in each polypeptide chain of the interacting complex.
We counted the total number of group 1 and group 2 positions in each modeled complex interface region. Using the group 1 and group 2 conservation positions as a filter, the total number of docked models is reduced. We selected only the models that have at least four of group 1 positions or six of group 2 positions in the interface region of the enzyme-inhibitor model complexes. In the case of antigen-antibody complexes (e.g., 1JHL, 1KXQ), we have reversed the selection, limiting to two or less group 1 positions and four or less group 2 positions. We chose these cutoffs because we maximized the number of filtered docking solutions out of the 10,000 generated structures with the minimum number of nearnative structures, as discussed in "Results" above.
Filter II
A second filter was developed to lower the number of model structures further, using the average conservation rank along with other three ranks (shape complementarity, pair potential, and desolvation energy; described in the next section). If the rank of a complex is worse than 1200 in any of the four rankings, then the corresponding model is filtered out of the set of putative nearnative structures. Filter II is performed with only three ranks if conservation information is not available as described in "Results" above.
Side-chain relaxation and binding free energy calculation
Since the generated docked complexes have very strong side-chain overlap effects (atoms are very close to each other), we cannot calculate the binding energy correctly. Therefore, for each possible complex we perform energy minimization to reduce the side-chain overlap effects. We used the CHARMM (Brooks et al. 1983 ) molecular mechanics simulation package for energy minimization. With CHARMM, we built in the missed atoms and all hydrogen atoms, fixed all backbone atoms, and let the side-chain atoms relax to the minimum internal energy. Minimization was stopped if the energy did not change by more than 0.1% of the total energy of the complex. We should note here that this step is particularly computationally intensive. We thus worked on only the filtered structures after using the calculated conservation indices.
Using the relaxed structures, we calculated the binding free energy. With some approximation, the free energy change can be divided into several terms (Camacho et al. 2000b; Dennis et al. 2002) :
These terms can be calculated separately: ⌬G coulomb and ⌬G pol can be calculated with the Generalized Born model with the DebyeHuckel approximation (Jayaram et al. 1998 (Jayaram et al. , 1999 :
where
, D ‫ס‬ r ij 2 /(2␣ ij ) 2 , and ␣ i is the effective Born radius of the atom, which can be obtained by pairwise dielectric descreening procedure (Hawkins et al. 1996) . The desolvation energy term ∑ k SASA k can be calculated using the Solvent-Accessible Surface Area for each residue (SASA k ). The weights ( k ) for each residue are taken from the work of Wang et al. (1995) . For the binding interaction, we use van der Waals interaction of the form:
The summation is for all the atom pairs from the two proteins. The potential parameters A ij and B ij for each atom pair are taken from the CHARMM force field (Brooks et al. 1983 ) and AutoDock (Morris et al. 1998) . From the value of free energy ⌬G, we calculated a new rank for all filtered possible complexes. We also generated a rank based on only the desolvation term of the free energy, which is the only part of the free energy that can be calculated without relaxing the docked structures with minimization.
Global normalized ranking
Our goal is to determine an optimal ranking procedure for identifying near-native structures. We could use a weighted sum of all the calculated descriptors (shape complementarity, pair-potential, CHARMM energy, binding free energy, desolvation energy, conservation indices) to produce a global rank for the filtered subset of docked models, but values of these properties are not in the same units, and the weights are not universal and hard to optimize. In our algorithm, instead of using the real value of each descriptor, we used the rank of each property since they have the same meaning and can be summed together.
For each individual descriptor, a normalized ranking method is applied. The rank was obtained by finding the maximum (V max ) and minimum (V min ) of their values and using the following equation:
where V i is the property value of complex i, and N is the total number of complexes after filtering. There may be some gaps if the difference between complexes is large, and several complexes can have the same rank number if their values are very close to one another. Nonetheless, this normalized method clearly reveals the difference among the complexes. Specifically for the binding free energy descriptor, we set the V max equal to zero. If for a complex the binding free energy is greater than zero, we assign the highest rank (in our case is 10,000) to that complex. The global score is simply obtained by a weighted average of all normalized ranks:
where M is the number of rank methods (descriptors), and i is the weights for descriptor i. Factor 100 is a scale factor that reduces the maximum of global_score to 100. To determine which properties should be included in our global ranking and what their weights should be ( i in equation 12), we calculated Pearson's correlation coefficients (Devore and Peck 2001) between each of the descriptor ranks and the RMSD of the models from the native structure. From our calculated correlation coefficients, we found the CHARMM energy has a particularly low value of correlation coefficients (<0.10). Therefore we have excluded the CHARMM energy from our ranking procedure and only use M ‫ס‬ 5 descriptors (shape complementarity, pair potential, conserved residue, binding free energy, desolvation energy) into our final global rank.
Ideally, for the best possible prediction, the correlation coefficient would be equal to 1 (best ranked having lowest RMSD, second best ranked having second lowest RMSD, etc.). These coefficients provide a measure of the predictive ability of a single descriptor. They also provide a means of comparing the different descriptors.
There is no descriptor that does well, in terms of correlation coefficient values, for all 59 complexes. Specifically, we found that the pair-potential descriptor has a significant correlation coefficient value (>0.10) for 22 complexes, desolvation energy has significant positive correlation in 13 complexes, conserved residue descriptor has significant correlation in 10 complexes, shapecomplementarity values correlate well with RMSD in three complexes, and that the binding free energy has significant correlation coefficient values in three complexes. For some complexes more than one descriptor gives significant correlation coefficient values.
We determined the weights for equation 12 using the relative number of complexes for which each descriptor does well, in terms of predictive ability and correlation coefficient values. Taking also into account the fact that for some complexes more than one descriptor does well, we used weights of 1, 1, 2, 4, and 5 for shape complementarity, binding free energy, conservation index, pairpotential energy, and desolvation energy, respectively. Hence, we use these relative coefficients as the weights for each descriptor in equation 12.
