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a b s t r a c t 
As we strive towards the elimination of many burdensome diseases, the question of when intervention 
effort s may cease is increasingly important. It can be very diﬃcult to know when prevalences are low 
enough that the disease will die out without further intervention, particularly for diseases that lack ac- 
curate tests. The consequences of stopping an intervention prematurely can put back elimination efforts 
by decades. 
Critical slowing down theory predicts that as a dynamical system moves through a critical transition, 
deviations from the steady state return increasingly slowly. We study two potential indicators of disease 
elimination predicted by this theory, and investigate their response using a simple stochastic model. We 
compare our dynamical predictions to simulations of the ﬂuctuation variance and coeﬃcient of varia- 
tion as the system moves through the transition to elimination. These comparisons demonstrate that the 
primary challenge facing the analysis of early warning signs in timeseries data is that of accurately ‘de- 
trending’ the signal, in order to preserve the statistical properties of the ﬂuctuations. We show here that 
detrending using the mean of even just four realisations of the process can give a signiﬁcant improve- 
ment when compared to using a moving window average. 
Taking this idea further, we consider a ‘metapopulation’ model of an endemic disease, in which infection 
spreads in various separated areas with some movement between the subpopulations. We successfully 
predict the behaviour of both variance and the coeﬃcient of variation in a metapopulation by using 
information from the other subpopulations to detrend the system. 
© 2019 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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0. Introduction 
The battle against infectious diseases includes some notable
uccess stories, including the global eradication of smallpox
 Fenner, 1982 ) and wild poliovirus type 2 ( Adams and Salis-
ury, 2015 ), while the global mortality rate for malaria fell by 60%
etween 20 0 0 and 2015 ( The World Health Organisation, 2015 ).
he 2012 London Declaration on neglected tropical diseases (NTDs)
uilt on these successes by establishing goals for elimination and
radication of 10 NTDs by 2020. The intention of this declaration
s to achieve elimination through various active interventions, from
ector control to mass drug administration. The interventions aim
o reduce the prevalence of the disease to such low levels that it is∗ Corresponding author at: Mathematics Institute, University of Warwick, Coven- 
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indicators of disease elimination, Journal of Theoretical Biology, https:/o longer sustainable, and dies out. However, each elimination pro-
ram shares one fundamental challenge: how do we know when
e can relax control? In this paper, we propose the use of statisti-
al indicators derived using the theory of critical slowing down to
ssess how close the system is to eradication. 
The theory of critical slowing down observes that in a dy-
amical system close to a critical transition, the rate of recov-
ry from perturbations reduces. This is because as a steady state
hanges stability the real part of the dominant eigenvalue must
ass through zero. Since real world systems are subject to noise,
his phenomenon can be detected indirectly from an increasing
memory” in stochastic ﬂuctuations, resulting in changes in statis-
ical indicators (or early warning signs, EWS) such as variance and
utocorrelation ( Scheffer et al., 2009 ). 
Indicators of critical transitions have been investigated in many
reas, including the collapse of ecological systems ( Carpenter et al.,
011; Chen et al., 2014; Dakos and Bascompte, 2014; Drake and
riffen, 2010 ), the prediction of epidemic outbreaks ( O’Regan andnder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
sley et al., The problem of detrending when analysing potential 
/doi.org/10.1016/j.jtbi.2019.04.011 
2 A. Gama Dessavre, E. Southall and M.J. Tildesley et al. / Journal of Theoretical Biology xxx (xxxx) xxx 
ARTICLE IN PRESS 
JID: YJTBI [m5G; April 23, 2019;18:21 ] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1 
Transition probabilities for the SIS model. 
Event Change in state Transition rates 
Infection 
Into I I − 1 → I β(t) N−(I−1)(I−1) 
N 
Out of I I → I + 1 β(t)(N−I) I 
N 
Removal 
Into I I + 1 → I γ (I + 1) 
Out of I I → I − 1 γ I 
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(  Drake, 2013 ) and changes in cellular populations ( Dai et al., 2015;
2012 ). While these indicators have successfully predicted transi-
tions in data ( Dai et al., 2015; Dakos et al., 2008 ) and model
simulations ( Dakos et al., 2012; Held and Kleinen, 2004 ), po-
tential indicators typically perform well for some models and
poorly for others ( Scheffer et al., 2012 ). A previous study deriv-
ing indicators of disease emergence and elimination was under-
taken by O’Regan and Drake (2013) , followed by the same authors
investigating indicators of elimination in a vector-borne model
( O’Regan et al., 2015 ). These two studies represent some of the ﬁrst
attempts to analytically derive the behaviour of potential indica-
tors of critical transitions, rather than simply simulating a model
(or looking at data) and observing the results. 
Following these initial analytical papers, O’Regan and Bur-
ton investigated how the type of stochasticity included inﬂu-
ences the behaviour of potential indicators of critical transitions
( O’Regan and Burton, 2018 ). The authors showed that for their
models the variance around the deterministic endemic steady state
increases when additive stochasticity is included, but may decrease
when including intrinsic noise. This indicates that the dominant
noise type may affect the qualitative behaviour of indicators of
critical transitions. In contrast, Sharma et al. (2016) found that the
variance predicted well with both additive and multiplicative noise
(and indeed with correlated noise), while autocorrelation predicted
less well for multiplicative noise, noting that the autocorrelation,
which would be predicted to rise, may instead be seen to decrease
due to measurement noise. 
Further work has been undertaken on disease emergence,
addressing the diﬃculty of detrending seasonal infections
( Miller et al., 2017 ) and comparing predictions with “imper-
fect” aggregated synthetic data, to investigate how EWS might
behave with aggregated case reports at a weekly, bi-weekly and
four-weekly rate ( Brett et al., 2018 ). Seasonal forcing was found
to decrease the predictive power of wavelet reddening, while
the mean, variance, autocovariance and wavelet ﬁltering did not
signiﬁcantly reduce in predictive power ( Miller et al., 2017 ). In
addition, removing the periodic trend was not found to improve
prediction uniformly among statistics, and the authors conclude
that seasonal detrending is often disadvantageous when using
early warning signals. Reassuringly, Brett et al. (2018) found that
most indicators can still predict disease emergence, even when the
data are aggregated and subject to reporting errors, provided that
the reporting error is not highly overdispersed. These results are
mostly in accordance with ( Frossard et al., 2015 ) who previously
concluded that standard deviation and autocorrelation were robust
to data aggregation, although skewness and kurtosis were found
to perform poorly. 
A number of experimental studies for ecological systems have
shown that the changing characteristics in the spatial structure
of the ecosystem can provide additional information when an-
ticipating the approach to a critical transition ( Dai et al., 2013;
Dakos et al., 2011; 2010; Guttal and Jayaprakash, 2009; Kéﬁ et al.,
2007; van Belzen et al., 2017 ). Following these studies ( Kéﬁ et al.,
2014 ) developed a statistical toolbox for implementing indicators
of EWS, taking into account spatial heterogeneity. This toolbox
provides a method pathway to determine the appropriate spa-
tial indicator for a given dataset. Recent theoretical exploration by
Chen et al. (2019) presents a novel spatial indicator that does not
depend on the spatial mean and so bypasses the diﬃculty of de-
trending data. They suggest monitoring the dominant eigenvalue
of the covariance matrix which was observed for ecological sys-
tems to rapidly increase on the approach to a transition and has
the additional beneﬁt that it could be used to identify spatial re-
gions which are most vulnerable to a critical transition. This would
be particularly informative for implementing control policies which
target the highest risk areas. Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tild
indicators of disease elimination, Journal of Theoretical Biology, https:/The main aim of the work presented here is to derive indicators
f elimination that may be of practical use in determining when
n intervention may cease. This work highlights the importance
nd diﬃculty when calculating indicators for a single time-series
f infectious case data, rather than over multiple realisations. There
re two potential problems: since the theory considers ﬂuctuations
way from the mean, it is usually necessary to attempt to remove
he mean to obtain the ﬂuctuations. This is known as ‘detrending’
he data, and can be diﬃcult to achieve in a single time-series. In
ddition, for a single time-series we cannot calculate ‘true’ statis-
ics for the system but must instead use a moving window to ap-
roximate these. We show that detrending can give results that
iffer from those predicted, while the use of a moving window
oes not seem to present a problem. However, detrending using
he mean of even a small number of simulations gives much im-
roved results, suggesting a use for metapopulation models, where
ifferent geographical areas can be modelled as distinct subpopula-
ions. We present a method for detrending such spatially collected
ata in order to calculate statistical indicators for a single outbreak
sing a metapopulation framework and analytically derive the co-
ariance matrix for the spatial model to verify this. We show that
hese analytical predictions are similar to those found for a single
imulation of the system, and can be used to determine whether a
ystem is approaching extinction or not. 
We note that not all diseases approaching elimination will
ecessarily go through a critical transition of the kind assumed
ere. Systems going through purely noise-induced transitions may
resent different indicators, and a rapid and nonlinear approach
owards the transition may hinder the detection of a gradual trend
 Boettiger and Hastings, 2012 ). 
. Analysis of a single population model 
To investigate how EWS may be found in models of
isease eradication, we begin by considering a very simple
odel: the classical SIS (Susceptible-Infected-Susceptible) model
 Anderson and May, 1991 ). We study the slowly forced version
f the model proposed by ( O’Regan and Drake, 2013 ) where the
ransmission rate β(t) = (1 − pt) β0 is gradually reducing through
ime, until the disease is unsustainable. We consider the model
n a stochastic formulation, with transition probabilities given in
able 1 . This model is not intended here to represent any speciﬁc
isease, but instead to allow us to develop our techniques on an
nalytically tractable system. 
We may analyse this model using the following master equation
or P ( I, t ) (see ( Gardiner, 2015 ), for example), where the probability
f having I infectives at time t is given by 
dP (I, t) 
dt 
= −
(
β(t)(N − I) I 
N 
P (I, t) − γ IP (I, t) 
)
+ β(t) N − (I − 1)(I − 1) 
N 
P (I − 1 , t) + γ (I + 1) P (I + 1 , t) . 
(1)
or this model the basic reproductive ratio at time t is R 0 = β(t) /γ
 Anderson and May, 1991 ). For R > 1 the equivalent deterministic0 
esley et al., The problem of detrending when analysing potential 
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Table 2 
Simulation parameter values. 
Parameter Value 
Initial transmission rate β0 1 year 
−1 
Recovery rate γ 0.2 year −1 
Change in transmission p 1/500 year −1 
Population size N 20,0 0 0 
Initial number of infections I 0 0.8 N 
2
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p  odel admits a stable endemic equilibrium at I/N = 1 − 1 /R 0 while
or R 0 < 1 the infection dies out. As time increases, β( t ) reduces in
ur model until R 0 < 1 and the disease is unsustainable and dies
ut. 
.1. Analysis of ﬂuctuations 
Since the theory of critical slowing down relates to the ﬂuctu-
tions of the model about a steady state, we will use the linear
oise approximation ( Van Kampen, 1992 ), which assumes that 
I 
N 
= φ(t) + 1 √ 
N 
ζ . (2) 
his results in a deterministic equation describing the mean sys-
em behaviour 
dφ
dt 
= β(t) φ(t)(1 − φ(t)) − γφ(t) , (3)
long with a linear Fokker–Planck equation (see supplementary in-
ormation Section 1 for derivation), describing normally distributed
uctuations around this mean: 
∂
∂t 
= − ∂ 
∂ζ
[
(β(t)(1 − 2 φ(t)) − γ ) ζ(ζ , t) 
]
+ 1 
2 
∂ 2 
∂ζ 2 
[
(β(t) φ(t)(1 − φ(t)) + γφ(t))(ζ , t) 
]
. (4) 
here is little work in the literature undertaking a mathematical
nalysis of a particular model with the aim of predicting how in-
icators behave as a threshold is reached. Research that does make
hese predictions usually makes a steady state assumption at this
oint, allowing the straightforward calculation of potential indica-
ors such as variance, lag-1 correlation and the coeﬃcient of vari-
tion ( O’Regan and Drake, 2013; O’Regan et al., 2015; Brett et al.,
017 ), and often plots these predictions against simulations taken
t steady state. However this masks an important diﬃculty in the
nalysis of transition indicators, namely that systems undergoing
ransition are clearly not at steady state. 
From Eq. (4) we may derive the variance of ζ ( t ), which satisﬁes
∂〈 ζ 2 〉 t 
∂t 
= 2(β − γ − 2 βφ) 〈 ζ 2 〉 t + β(1 − φ) φ + γφ. (5)
sing the linear noise approximation, it follows that the vari-
nce V ( t ) of the ﬂuctuations around the mean system behaviour
s V (t) = 1 N 〈 ζ 2 〉 t and, at steady state, we obtain 
 = 1 
N 
γ
β¯
= 1 
N 
1 
R 0 
, 
here β¯ is the value of β being used. However, we may also calcu-
ate from Eqs. (3) and (5) , the time-varying solutions φ( t ) and V ( t ).
imilarly we may derive the coeﬃcient of variation as CV = 
√ 
V /φ
s either a time-varying or steady state solution. 
We compare numerical solutions of the variance and coeﬃcient
f variation using Eqs. (3) and (5) to simulated statistics (using
he Gillespie algorithm ( Gillespie, 1977 )) of the underlying model
 Fig. 2 ). In each ﬁgure we simulate three different stochastic sys-
ems. The ﬁrst we denote Ext (extinct): the SIS system described by
he transitions in Table 1 , with β(t) = β0 (1 − pt) decreasing over
ime to zero at the end of the simulation. The second simulation
s NExt (not extinct): as in Ext, but β( t ) stops decreasing when it
eaches 1.3 γ so that R 0 = 1 . 3 for the rest of the simulation. Thirdly,
e simulate FBeta (ﬁxed beta): where β(t) = β0 for all t . Parame-
er values used for the simulations are given in Table 2 , and simu-
ated data were given at timepoints 0.1 years apart. Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tilde
indicators of disease elimination, Journal of Theoretical Biology, https:/.2. Detrending simulations 
In order to interpret any potential indicators of elimination,
imulations need to be carefully detrended. Detrending is required
o remove long-term trends in the data in order to observe criti-
al slowing down in the ﬂuctuations. Typically, simulations are de-
rended over multiple realisations of the same process (simulation
etrending, see Fig. 1 (a)), however this is not applicable with real-
orld data. To calculate statistics from real data, in the EWS lit-
rature windowed detrending is usually used, where the moving
indow average is removed from the timeseries (windowed de-
rending, see Fig. 1 (a)). 
Having detrended the data we may calculate each statistic in
wo ways: either using multiple simulations and ﬁnding the vari-
nce, say, between the realisations; or taking moving windowed
tatistics, assuming that the system is changing slowly enough
o be approximately ergodic, so that the time-averaged statistic
pproximates the desired value. When considering real data we
ould take a moving windowed approach for both detrending
nd calculating the statistic. Thus there are essentially three ap-
roximations that are being made to the system: the linear noise
pproximation assumes gaussian noise and approximates integer
umbers of infections by a continuous variable; the detrending of
he signal; and the calculation of the moving window statistics. 
.3. Results for the single population model 
.3.1. Variance 
Our prediction for the variance (from Eq. (5) ) is similar to the
teady state values at early times, but increasingly diverges as
e approach the transition ( Fig. 2 (a)). This is to be expected, as
he theory of critical slowing down predicts that deviations
rom the steady state values return increasingly slowly as we
pproach the transition. Thus closer to the transition, the system
oes not react quickly enough to the changing parameter value to
e able to reach the steady state. We can see from this that making
redictions from the steady state theory is inherently problematic
n a system that is undergoing even gradual parameter changes. 
When we simulate the system multiple times and plot the vari-
nce between these simulations at each timepoint, we ﬁnd that
ur predicted variance compares well with the Ext simulations
 Fig. 2 (a)). In comparison the variance of FBeta remains constant
ver time at the initial value, while NExt rises similarly to Ext
o start with, before remaining at the higher level after β is held
onstant. This demonstrates that our analysis has successfully pre-
icted the time-varying variance for this system. 
In Fig. 2 (b) we implement the windowed detrending for each
ealisation of our simulations and plot the resulting mean and con-
dence intervals. It is clear from this that the windowed approach
an signiﬁcantly change even the qualitative form of the obtained
urves. In particular we observe no increase in variance in Ext or
Ext, and instead see a gradual decline, levelling off for NExt, and
ontinuing to zero in Ext. Unfortunately, this approach requires a
udgement as to the appropriate size of the window: too big, and
he ergodic assumption will break down; too small, and there sim-
ly isn’t enough data in the window to give a reliable estimate ofsley et al., The problem of detrending when analysing potential 
/doi.org/10.1016/j.jtbi.2019.04.011 
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Fig. 1. (a) Methods for detrending implemented for the SIS model. Left: detrending by calculating the mean over a window for one realisation (Windowed Detrending, 
as seen in Fig. 2 (b)). Right: detrending calculated over a subset of multiple realisations (simulation detrending, as seen in Fig. 2 (c) and (d)). (b) Methods for detrending 
and calculating the variance over M 2 subpopulations, each with population size of N M = N/M 2 . This was implemented in Fig. 3 . Each method was calculated over multiple 
realisations to assess the mean behaviour. 
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t  the statistic. This can be clearly seen in the FBeta curve in Fig. 2 (b),
which does satisfy the ergodicity condition, but is signiﬁcantly
lower than predicted. Taking a larger window rectiﬁes this prob-
lem (see supplementary ﬁgure S1(a)), but increasing the window
can lead to spurious responses in Ext and NExt (result not shown).
In fact these undesirable results come about because of the de-
trending required prior to determining the windowed variance. If
we detrend using the mean of many simulations, (or using pre-
dicted mean derived in Eq. (3) ) then we obtain very similar re-Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tild
indicators of disease elimination, Journal of Theoretical Biology, https:/ults for a wide variety of window sizes, and these are very close
o the predicted variance (see supplementary ﬁgure S1(b)). This
hows that of the three previously mentioned approximations, it
s the detrending that is causing problems and not the linear noise
pproximation or the windowed calculation of the statistics. The
ethod of detrending is thus very important and, unfortunately, it
s also very diﬃcult to do well. The diﬃculty lies in assessing the
xtent of smoothing that is required. If the data is ‘overﬁtted’ then
he detrended variance is signiﬁcantly reduced, but if the trend isesley et al., The problem of detrending when analysing potential 
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Fig. 2. Single population : comparing predictions to simulations for variance: (a) over 50 realisations; (b) over a moving window of size 50 timepoints; and (c) over a 
moving window of size 50 timepoints, ﬁrst detrending using the mean of 4 simulations and (d) of the CV calculated over a moving window of size 50 timepoints, ﬁrst 
detrending using the mean of 4 simulations. ROC curves are calculated over 50 realisations at various timepoints by thresholding in (e) variance; and (f) CV using windowed 
detrending. For each ROC curve the legend gives the area under the curve (AUC), suggesting how predictive that indicator is (AUC closer to 1 are more predictive). Each ﬁgure 
shows: steady state predictions (green line); dynamic predictions (purple line); simulations of the model going extinct (Ext, blue line); simulations of the model not going 
extinct (NExt, red line); and simulations of the model with ﬁxed β (FBeta, yellow line). For repeated simulations each line is the mean value obtained over 50 simulations 
and the shaded area represents one standard deviation about the mean. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web 
version of this article.) 
Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tildesley et al., The problem of detrending when analysing potential 
indicators of disease elimination, Journal of Theoretical Biology, https://doi.org/10.1016/j.jtbi.2019.04.011 
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Fig. 3. Metapopulation: comparing predictions to simulations for variance: (a) for M = 2 , over 50 realisations; (b) for M = 2 , over a moving window after detrending using 
the mean of the subpopulations; (c) for M = 3 , over a moving window after detrending using the mean of the subpopulations, (d) for CV, M = 2 , over a moving window 
after detrending using the mean of the subpopulations; (e) ROC curve calculated over 50 realisations at various timepoints by thresholding in variance, detrending using the 
mean the subpopulations; and (f) ROC curve calculated over 50 realisations at various timepoints by thresholding in variance, detrending using the mean of 50 realisations. 
Timeseries ﬁgures show: simulation of NExt (red line); simulation of Ext (blue line); dynamic predictions (purple line); steady state predictions (green line). For repeated 
simulations each line is the mean value obtained over the simulations and the shaded area represents one standard deviation about the mean. Note that for ROC curves 
no simulation had reached eradication at t = 450, although all Ext simulations had achieved eradication by the end of the simulation. (For interpretation of the references to 
colour in this ﬁgure legend, the reader is referred to the web version of this article.) 
Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tildesley et al., The problem of detrending when analysing potential 
indicators of disease elimination, Journal of Theoretical Biology, https://doi.org/10.1016/j.jtbi.2019.04.011 
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 oo smooth then this generates local spikes in the statistics that
re not in response to thresholds. If we detrend using the mean of
ven a small number of repeated simulations, this can work very
ell ( Fig. 2 (c)), giving hope for the use of data from multiple simi-
ar areas, either for use in detrending, or for use in spatial statistics
 Kéﬁ et al., 2014; Dai et al., 2013 ). 
.3.2. Coeﬃcient of variation 
It has been noted before that the coeﬃcient of variation (CV,
he standard deviation divided by the mean) gives a more ro-
ust indicator of system transition, and this has been successfully
pplied before in the context of disease elimination ( Drake and
ay, 2017 ). The coeﬃcient of variation is easily calculated using
ur predictions of the mean and the variance, and represents the
nderstanding that context of the data is important: a variation
rom the mean is only big or small compared to that mean. 
As before we can see that the prediction made using the steady
tate values ( Fig. 2 (d) green line) ( O’Regan and Drake, 2013 ) is
omewhat different to that using the dynamically changing sys-
em ( 2 (d) purple line, Eqs. (1) and (5) ). The ‘real’ CV (using the
tatistics over multiple simulations) for the system going extinct
Ext) follows our prediction very closely (see supplementary ﬁg-
re S1(c)), and this is very different from the CV of the system
hat doesn’t reach elimination (NExt), and from the system with
xed β (FBeta). In particular, the CV does not asymptote exactly at
he threshold, but instead a little while after. However, one can
learly see in the CV NExt the point at which progress stalled.
s before, detrending using the mean of many simulations pro-
uces very good results, as does using the mean of only a few
imulations ( Fig. 2 (d)). However, the CV is more robust to less ac-
urate detrending, and can still produce reasonable results using
indowed detrending (see supplementary ﬁgure S1(d),(e)). The re-
ponse is somewhat delayed compared to our predictions, but rises
harply after the threshold while NExt remains ﬂat. 
.3.3. Receiver operating characteristic curves 
To determine how predictive our indicators are, we calculate re-
eiver operating characteristic (ROC) curves for our various scenar-
os. In the literature these are often calculated by comparing indi-
ators for simulations in which R 0 is reduced below 1 with those
hen R 0 is constant. Since we are considering a scenario in which
radication effort s are underway, but may or may not be success-
ul, we instead will compare with simulations where R 0 is initially
ecreasing, but does not reduce past 1. For each potential indica-
or we consider multiple timepoints starting at the time at which
 0 = 1 and at each timepoint we calculate a ROC curve in the fol-
owing way. We take 50 simulations of Ext and 50 simulations of
Ext and calculate the indicator for each simulation at the given
imepoint. Then we determine whether the indicator is higher (for
he CV) or lower (for the variance) than some threshold value at
hat timepoint and determine whether each simulation is classiﬁed
orrectly by that threshold. This gives a proportion of true positives
nd false positives, which we can plot as a point on the ROC dia-
ram. So, for example a true positive would be when the CV (vari-
nce) of a Ext simulation has exceeded (is lower than) the thresh-
ld, whereas a false positive would be when the CV (variance) of
 NExt simulation has exceeded (is lower than) the threshold. By
hanging the threshold value we can move from no positive classi-
cations to all positive. We aim to have the maximum number of
rue positives and the minimum number of false positives, so the
est indicators should lie as close as is possible to the top right
orner of the diagram, where we correctly identify all Ext simula-
ions. Note that the intention here is to certify when we believe
e have passed the critical transition (and so may cease effort s),
ather than to predict when that will happen, and so the earliest
imepoint considered is at R = 1 . For each ROC curve we give the0 
Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tilde
indicators of disease elimination, Journal of Theoretical Biology, https:/rea under the curve (AUC) as an indication of how generally pre-
ictive the indicator is. 
We ﬁnd that the variance ( Fig. 2 (e)) generally performs less
ell than the CV ( Fig. 2 (f)), as expected from the previous sec-
ions. However, when taking a simple threshold as described, the
indowed detrending (see Fig. 2 (e) and (f), compared to supple-
entary ﬁgures S2(a)–(d)) method results in the most promising
OC curves, even though the curves are furthest from those pre-
icted ( Fig. 2 (b)). This is because, although the mean value is pre-
icted accurately, the curves are very noisy when detrending using
ultiple populations, since the windowed detrending smooths the
ignal. Thus even though the red and blue curves are closer to-
ether in Fig. 2 (b), the shaded areas are more separated. It should
e noted that in practice there may be better ways to classify the
ata other than a simple threshold. For example, one might look at
he long term trends to see where changes may occur, or to com-
are these indicators to those in similar places where elimination
as been achieved. Another approach that has been suggested in
he literature is to use Kendall’s tau to quantify whether an up-
ards or downwards trend is seen in the indicator and consider
hether this value has exceeded a given threshold. Since the CV is
ontinuously increasing in Ext simulations for all detrending meth-
ds, and ﬂattens for NExt, this is extremely successful, giving a ROC
urve that is almost indistinguishable from the left and top axes. In
ontrast for the variance, the ROC curves are very close to the x = y
ine (see supplementary material S2(e), (f)), representing very little
redictive power of Kendall’s tau in this case. 
.3.4. Other detrending methods 
Other detrending methods can also be considered before cal-
ulating potential indicators of elimination for a single popula-
ion. For all detrending methods that were considered, the result-
ng CV remained more similar than the variance, supporting our
esult that the CV is more robust to detrending methods than the
ariance. Other methods considered (Figures not shown here) are
iven below 
• Gaussian detrending: the timeseries is smoothed by windowed
average with gaussian weighting, so that data close to the time-
point considered are weighted more highly than those further
away. For smaller windows this is very similar to the windowed
mean detrending whereas for larger windows spurious oscil-
lations became apparent, particularly close to disease extinc-
tion. This method has been used successfully to detrend his-
torical climate records to indicate abrupt climate change shifts
( Dakos et al., 2008 ) and further work has been carried out
analysing the sensitivity of the bandwidth used for ﬁltering
( Lenton et al., 2012 ). 
• Windowed linear regression: linear regression is undertaken
on each moving window. This gives similar results to Gaussian
detrending, with undesirable excursions away from the predic-
tion, even for moderately sized windows ( Lenton et al., 2012 ). 
• Windowed quadratic regression: quadratic regression is un-
dertaken on each moving window. This has not been consid-
ered in the critical slowing literature, and gives good results
at smaller window sizes, getting progressively closer to the
predictions for larger windows, however, spurious results still
dominate for larger windows before reaching the predicted lev-
els. 
• Wavelets: wavelets are used to ﬁt the timeseries before dis-
carding higher order wavelets to smooth the signal. This is
a large class of methods, corresponding to different wavelets
with different levels of smoothing and, in principle, may rep-
resent an as-yet under-explored class of techniques for critical
slowing down ( Dakos et al., 2012 ). In particular it may be pos-
sible to design speciﬁc wavelets with this application in mind.sley et al., The problem of detrending when analysing potential 
/doi.org/10.1016/j.jtbi.2019.04.011 
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Table 3 
Transition probabilities for the metapopulation model, where d i is the degree of population i , and N M = N M 2 is the 
size of each metapopulation. 
Event Change in state Transition rates 
Infection in population i (I i ) → (I i + 1) β (N M −I i ) I iN M 
Recovery in population i (I i ) → (I i − 1) γ I i 
Movement between individuals I i and S j in adjacent populations (I i , I j ) → (I i − 1 , I j + 1) ρ I i (N M −I j ) N M 
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E  However, using more classical wavelets, such as the Daubechies
extremal-phase wavelets or symlets, it is very diﬃcult to get
robust results close to the predictions, and instead we obtain
very noisy signals with a lot of spurious oscillations. 
In addition to the potentially under-explored promise of
wavelets as a detrending method, they are also often used to di-
rectly estimate the (total) variance in a signal ( Nason and Von
Sachs, 1999 ). One possible route to estimating time-varying statis-
tics, therefore, would be to attempt to adapt this method to a non-
stationary signal. 
3. Metapopulations 
The successful detrending using the mean of even a small num-
ber of simulations suggests that detrending using the mean of a
number of weakly coupled populations may prove fruitful. In epi-
demiology this is referred to as a metapopulation model, and we
begin by considering the simplest possible version of this model,
in which M 2 subpopulations are connected together in a grid. Sub-
populations that are next to each other may swap individuals as
shown in Table 3 . The following methods we used to calculate sta-
tistical indicators are widely used in the literature and have pre-
viously been used to derive a metapopulation model with con-
stant transmission rates to capture the frequency and amplitude
for infection dynamics with stochastic oscillations ( Rozhnova et al.,
2012; 2011 ). 
We calculate statistical indicators similarly to Section 2.1 (see
Supplementary Information Section 3 ), using the linear noise ap-
proximation: 
I i 
N M 
= φi (t) + 
1 √ 
N M 
ζi , 
obtaining 
dφi 
dt 
= βφi (1 − φi ) − γφi 
and the multivariate Fokker–Planck equation for the stochastic
variable, ζ : 
∂(ζ , t) 
∂t 
= −
∑ 
i, j 
A i j 
∂ 
∂ζi 
(ζ j ) + 
1 
2 
∑ 
i, j 
B i j 
∂ 2 
∂ ζi ∂ ζ j 
, 
where 
A ii = −(β(2 φ − 1) + γ + d i ρ) , (6)
A i j = ρ, if i and j are adjacent, (7)
B ii = (β + 2 ρd i ) φ(1 − φ) + γφ, (8)
B i j = −2 ρφ(1 − φ) , if i and j are adjacent, (9)
and d i is the degree of population i . Here we use that the mean
ﬁeld solution is the same for all i (for identical initial conditions).
The solution to the linear FPE is Gaussian and is fully describedPlease cite this article as: A. Gama Dessavre, E. Southall and M.J. Tild
indicators of disease elimination, Journal of Theoretical Biology, https:/y the ﬁrst and second moments. The covariance matrix 	, where
ach element equals, 	i j = 〈〈 ζi ζ j 〉〉 = 〈 ζi ζ j 〉 − 〈 ζi 〉〈 ζ j 〉 is given by:
 t 	 = A 	 + 	A T + B. (10)
This equation may be solved numerically over time, or analyti-
ally at steady state. Solving at steady state before substituting in
 time-varying value for β allows for an analytical solution at the
ost of assuming that the system is at steady state for each value
f β . This becomes progressively less accurate as we approach the
ritical transition, as the time to reach the steady state increases.
or four populations the steady state solution gives: 
 (t) = 
γ
(
2 ρ2 (4 β − 3 γ ) + 2 ρ(γ − 3 β)(γ − β) + β(β − γ ) 2 
)
β2 (β − γ + 2 ρ)(β − γ + 4 ρ) . 
(11)
nd for 9 populations this depends on the degree of the node (i.e.
ow many other populations that population is connected to). Tak-
ng a weighted sum across these populations we obtain: 
 (t) = γ
2 (β(t) − γ ) 
β(t) 2 
(
2 
β(t) − γ + ρ + 
1 
β(t) − γ + 2 ρ
+ 2 
β(t) − γ + 3 ρ + 
2 
β(t) − γ + 4 ρ + 
1 
β(t) − γ + 6 ρ
)
+ 9 γ
β(t) 
− 8 γ
2 
β(t) 2 
. (12)
.1. Spatially detrending simulations 
From the success of simulation detrending using only four re-
lisations of exactly the same system, we investigated detrending
imulations spatially by subtracting the mean infectious behaviour
ver multiple connected subpopulations (over 4 and 9 subpopu-
ations, given in Fig. 3 ). We propose this detrending method with
he aim that it is applicable with real-world epidemiological data
hat has been collected spatially, where one might observe dis-
ase elimination in neighbouring subpopulations. Fig. 1 (b) presents
 graphical ﬁgure demonstrating how we calculated the indica-
ors with spatial detrending. This calculation is comparable with
he “spatial variance” statistic that has been explored previously
or ecological systems ( Kéﬁ et al., 2014; Guttal and Jayaprakash,
009 ). However, it should be noted that spatial detrending uses the
etapopulation framework to remove the mean behaviour such
hat many other potential indicators could be implemented on the
etrended timeseries, not just the variance. 
.2. Results for the metapopulation model 
We wish to compare our two analytical predictions (varying
nd at steady state) with simulated data. From these data we may
alculate three different statistics (summarised in Fig. 1 (b)), and
iscussed in more detail below. In the following we use the same
otal population size as before ( N = 20 , 0 0 0 ) and divide this to-
al population into M 2 subpopulations. In each ﬁgure, the purple
ine is the analytical prediction obtained by numerically solving
q. (10) ; the green line is the steady state variance obtained byesley et al., The problem of detrending when analysing potential 
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t  olving Eqs. (11) and (12) ; the red line is the simulation when in-
ection begins to increase rather than go extinct at R 0 = 1 (NExt);
he blue line is the simulation when infection goes to elimination
Ext). 
.2.1. Variance 
Firstly, the variance at each timepoint calculated over multiple
tochastic simulations of the model was calculated for NExt and
xt simulations ( Fig. 3 (a)). This corresponds to the quantity we
erive analytically in Eq. (10) but, as before, is not calculable
ith real data since it requires multiple realisations of the same
rocess. Secondly, we ﬁnd the variance between the different
ubpopulations. This may approximate the true variance if the
ubpopulations are not strongly coupled ( i.e. if ρ is not too large).
owever for a single realisation with only a few subpopulations,
his is very noisy. The third quantity therefore is the moving
indow time average of the variance between the different sub-
opulations ( Fig. 3 (b) and (c)), which provides a less noisy signal
or small numbers of subpopulations. 
Our analytical prediction compares well for both four and
ine subpopulations when calculating the variance over multiple
ealisations ( Fig. 3 (a) and Supplementary Figure S3(a)). This
emonstrates that the linear noise approximation has worked well
n this system. For four subpopulations we already ﬁnd signif-
cantly better results by detrending using the mean of the four
ubpopulations ( Fig. 3 (b)) than when using windowed detrending
or a single population ( Fig. 2 (b)). Fig. 3 (b) also demonstrates that
aking the moving-window average of the variance successfully
educes the noise while maintaining a good correspondence to
he analytical prediction. However there is still an appreciable
ifference between the prediction and simulated statistics. 
By moving to nine subpopulations ( Fig. 3 (c)) we see a substan-
ial increase in both the predicted signal ( i.e. the variance increases
ore as we approach the threshold) and the correspondence be-
ween the simulated statistics and the data. This is apparent even
hen only one simulation is used, when the signal is smoothed
sing a windowed average (supplementary information Figure
3(b),(c)). Increasing the number of subpopulations further to M =
 ( i.e. 25 subpopulations), leads to even more accurate predictions
result not shown). We expect that increasing ρ leads to stronger
oupling between the subpopulations and hence taking the average
f the populations may be a less effective detrending method. Sen-
itivity analysis (supplementary information Figure S4) with vary-
ng values of ρ and the initial value of R 0 (so that the change in β
ver time is quicker) shows that in general larger values of ρ does
ead to larger errors, while the sensitivity to R 0 is more subtle. 
.2.2. Coeﬃcient of variation 
As before, we wish to also compare the analytical predictions
or coeﬃcient of variation with simulated data. In Fig. 3 (d) we
alculate potential indicator CV by detrending the simulated data
sing the mean of 4 subpopulations and then we calculate the
oeﬃcient of variation on a moving average of 50 timepoints. This
gure was calculated using only a single set of time series data
e.g. collected data from M 2 neighbouring subpopulations) with
he mean (solid line) taken over all the subpopulations and one
tandard deviation about that mean (shaded region). With only
 single realisation, we can produce very good results which are
omparable to the behaviour of the analytical solution, even when
nly using 4 subpopulations. Detrending and calculating the statis-
ic over more subpopulations, i.e. when M 2 = 9 , smooths the signal
nd improves the correspondence between the simulated statistics
nd analytical solution (see supplementary Figure S5(e)). We
ave included (supplementary information Figure S5) results from
alculating the CV over 50 realisations by detrending: between re-Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tilde
indicators of disease elimination, Journal of Theoretical Biology, https:/lisations and between subpopulation. These results are compara-
le to those shown here and closely follow the analytical solutions.
.2.3. ROC Curves 
We evaluated receiver operating characteristic curves for 4 and
 metapopulations, following a similar analysis of early warning
ignals (coeﬃcient of variation and variance) of the SIS model in
ection 2.3.3 . A linear threshold of the EWS was used to ﬁnd mul-
iple ROC curves at various time points ( t = 400 to t = 450 ). We
lassify the simulations NExt and Ext at the threshold to get the
rue positive and false positive rates. Similarly to the single pop-
lation model, variance generally performs less well than the CV.
owever, it is surprising that detrending by using the mean in-
ectives over all subpopulations (i.e. a method that is achievable
ith only one realisation, Fig. 3 (e)) performs better (AUC measure
s closer to 1) than detrending over 50 realisations ( Fig. 3 (f)). As for
 single population, using the Kendall-tau coeﬃcient is less pre-
ictive than a simple threshold, and detrending by subpopulation
erforms slightly better than detrending over 50 realisations (sup-
lementary Figure S6 (variance) and S7 (CV)). 
. Discussion 
Our results show that detrending is the main cause of lack
f correspondence between analytical predictions and simulated
tatistics, and not the adoption of moving window statistics nor
he approximation of the discrete system by a continuous variable.
ritical slowing down theory uses the fact that a dynamical system
ndergoing a bifurcation in which the stability of the steady state
hanges must therefore have eigenvalues passing through zero and
hus the relaxation time to the steady state must increase. The
rinciple of using critical slowing down theory to determine indi-
ators of system transition in the absence of a speciﬁc model relies
pon the calculated indicators consistently representing that in-
rease in relaxation time. Thus it is necessary to determine how to
rocess data in a way that preserves the relationship to the ‘true’
tatistics of the stochastic system. 
We demonstrate here that detrending in metapopulation mod-
ls using the mean of all subpopulations shows promise as a
eans of analysing spatially distributed systems. Even when using
nly four or nine subpopulations, the simulated results ﬁt the pre-
ictions much better than when using windowed detrending in a
ingle population. In spite of this, we ﬁnd that windowed detrend-
ng can result in a more predictive indicator of elimination both
n a single population and in a metapopulation. This is not a con-
radiction, since our analytical predictions show that the indicators
tudied increase close to the transition, but not always quickly or
xactly at the transition. Although the relaxation time to the steady
tate demonstrates a sharp transition at the bifurcation point, this
s primarily seen in the statistics directly about that steady state,
nd is not seen as clearly in a slowly temporally varying system.
his is to be expected, as by the theory itself we expect the sys-
em to stay further from the true steady state for longer as we
pproach the transition. 
It is interesting to compare detrending using the mean of mul-
iple subpopulations with a seasonal system, in which one might
etrend using historic data. The question of seasonal infection
ata has been studied by Miller et al. (2017) , who found that
emoving seasonal trends did not improve early warning indica-
ors uniformly. In contrast to our results, Miller et al. concluded
hat seasonal detrending is often not advantageous. However, the
uthors did not make analytical predictions of their indicators and
id not show whether their simulated statistics would correspond
o the ‘true’ statistics when calculated over many realisations. It
s possible that although seasonal detrending did not improve
he predictiveness of their indicators, it may still have resulted insley et al., The problem of detrending when analysing potential 
/doi.org/10.1016/j.jtbi.2019.04.011 
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 statistics that are closer to those of the stochastic system and thus
are more easily understood and studied. In addition, while Miller
et al. studied outbreak dynamics, we are interested in indicators
of eradication, in which historical dynamics may be more useful
to determine the general trend. 
The problem of good detrending is not a new one, and has been
discussed in the past, particularly with regards to early warning
signs in climate change. Drake et al. remark that good detrending
is essential, since residual trends in the data will produce spurious
signals, particularly in the autocorrelation ( Dakos et al., 2008 ). The
effects of various detrending methods and moving window sizes is
also studied by Lenton et al., who consider linear detrending and
Gaussian ﬁltering, as well as detrended ﬂuctuation analysis (DFA)
( Lenton et al., 2012 ). Both linear detrending and Gaussian ﬁltering
ﬁt a function to the dataset: either a linear function on multiple
smaller windows; or a Gaussian kernel smoothing function across
the whole timeseries. The authors determine how successful each
method is by applying it to real data in which a transition occurs
at a known point and looking for indicators at this point and not
before. While linear detrending is sometimes found to be insuﬃ-
cient, Gaussian ﬁltering or DFA often give the desired results. The
use of real data in this case is both encouraging and challenging.
It is important to be able to show that the theory can work on
real data and will give consistent indicators of known transitions.
However it is also diﬃcult to know what result we are expecting
to see, since there is no ‘true’ statistic to compare to. We therefore
favour a dual approach: understanding and analysing our indica-
tors on model systems ﬁrst, ensuring that our predictions are ro-
bust to the detrending method used, before applying them to real
world data in the future. 
5. Conclusions 
As we strive to reach the 2020 goals for the elimination of
NTDs, the question of how to ensure a disease has reached the
threshold for elimination is a timely and important one. We
present here a statistical tool that can give evidence for whether
we have reached that goal. It is important to be able to move re-
sources elsewhere once the threshold has been reached. However,
if elimination effort s cease too quickly we risk disease resurgence,
negating all the hard work to bring prevalences down. It is there-
fore imperative to be risk-averse in this decision, and err on the
side of fewer ‘false positives’ when classifying if the threshold has
been reached. 
It is clear from our analysis that it is the detrending of the sig-
nal that is the single biggest barrier to our analysis of potential in-
dicators of threshold changes. While badly detrended data can still
be highly predictive for some indicators (e.g. CV), the difference
from our predictions makes it hard to understand when this will
be the case. In addition, the underlying theory of critical slowing
down only really applies when considering a properly detrended
signal, as can be seen by our lack of success with badly detrended
simulations. If a more reliable method can be found this may be
more generally applicable without the need to understand each in-
dividuals system in detail. More work is therefore needed to un-
derstand how the detrending method interacts with the predicted
behaviour of the indicators and to develop better detrending meth-
ods that do not distort the statistical properties of the noise. 
For epidemiological applications we have demonstrated that us-
ing multiple subpopulations in a metapopulation model allows for
much better detrending and correspondingly better statistical indi-
cators of a critical transition. This is particularly useful for models
of endemic diseases, and also gives hope for the use of spatial data.
More work is required, however, to extend these analyses to more
realistic models of current diseases. Firstly, our assumption that all
the metapopulations have identical parameters is clearly unrealis-Please cite this article as: A. Gama Dessavre, E. Southall and M.J. Tild
indicators of disease elimination, Journal of Theoretical Biology, https:/ic, and work needs to be done to relax that assumption. While the
IR model and models of vector-borne diseases have been stud-
ed in the single population framework ( O’Regan and Drake, 2013;
’Regan et al., 2015 ), we would like to extend these analyses to our
etapopulation model. In addition, future work will focus on ex-
ending our analysis to more realistic models of speciﬁc diseases.
inally, current disease eradication campaigns, particularly in NTD
ommunities, often focus on mass drug administration, in which
he community is repeatedly treated at regular intervals to reduce
revalence, which has not been studied under the critical slowing
own framework. 
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