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Abstract
There are two types of the discontinuity of the original Voronoi-based interpolants: one appears on the data sites
and the other on the Delaunay spheres. Some techniques are known for reducing the first type of the discontinuity,
but not for the second type. This is mainly because the second type of the discontinuity comes from the coordinate
systems used for the interpolants. This paper proposes a sequence of new coordinate systems, called the kth-
order standard coordinates, for all nonnegative integers k, and shows that the interpolant generated by the kth-
order standard coordinates have Ck continuity on the Delaunay spheres. The previously known Voronoi-based
interpolants coincide with the cases k = 0 and k = 1. Hence, the standard coordinate systems constructed in this
paper can reduce the second type of the discontinuity as much as we want. In addition, this paper derives a formula
for the gradient of the standard coordinates.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Interpolation is an extremely important technique in the field of engineering: it is applicable to various
problems such as differential equations and geometric modeling. The finite element method is one of
the most practical approaches to the interpolation problem, and is well established today [19]. In this
method, the space is partitioned into a mesh of elements, e.g., simplices, in advance. To compute the
interpolated value at the target point, the barycentric coordinates of the target point with respect to the
simplex containing the target point is used. Thus the barycentric coordinate system plays an important
role in the finite element interpolation.
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One might think that the use of a mesh is quite artificial. From this point of view, an approach to
use coordinate systems based on Voronoi diagrams, instead of the barycentric coordinates over simplex
meshes, has been studied. In this paper, we call this approach the Voronoi-based approach. While the
finite element interpolation uses only a constant number of data, the Voronoi-based interpolation uses all
the data at the neighbors, taking the Voronoi diagram for the data sites and the target point into account.
Consequently, the Voronoi-based interpolation has a lot of virtues that the finite element interpolation
does not have [17].
About twenty years ago, Sibson found a system of coordinates, which we call the Sibson coordinates,
based on Voronoi diagrams [16], and constructed C0 and C1 interpolants based on the Sibson
coordinates [17]. Farin [8] also proposed a C1 interpolant based on the Sibson coordinates. Some
properties of the Sibson coordinates including the continuity and the gradient were researched by
Piper [14]. Several applications of the Sibson coordinates have been researched [2,3,5]. There is another
similar system of coordinates, called the Laplace coordinates [11,18].
Brown proposed a framework for constructing similar coordinate systems [6]. In his framework, a
coordinate system is obtained as blending of the barycentric coordinates, whose weight functions are
defined over the Delaunay discs. In addition, he showed that the Sibson coordinates can be constructed
by his framework.
Our main issue is to improve the continuity of the interpolant. There are two types of the discontinuity
of the original Voronoi-based interpolants: one appears on the data sites and the other on the Delaunay
spheres. Although there have been some works to reduce the former type of discontinuity [8,17], they
cannot reduce the latter one. Since the latter type of discontinuity comes from the coordinate systems
themselves, we need to construct coordinate systems with higher continuity.
In our previous paper [12], we proposed another framework for constructing Voronoi-based
coordinates, and observed that a class of systems of coordinates, called standard coordinates, seem to
have higher continuity through some computational experiments. In this paper, we give a theoretical
proof to this observation. In addition, we derive a formula for the gradient of the standard coordinates.
Section 2 prepares the following sections. Section 3 reviews the standard coordinates. Section 4 shows
that the standard coordinates have Ck continuity except at the data sites, and derives a formula of their
gradient. Section 5 concludes our research.
2. Background
2.1. Voronoi diagrams
Let P = {pi , . . . ,pn}, pi ∈Rd , be a set of generators. The Voronoi diagram [4,7,9,13,15] for P is the
cell complex whose open d-dimensional cells are the Voronoi regions
VP (pi)=
{
p ∈Rd : d(p,pi ) < d(p,pj ), j = i
}
.
The subscript P appears explicitly, since the set of generators will vary. As usual, 0-faces are called
vertices, 1-faces edges, and (d − 1)-faces facets.
The dual cell complex of the Voronoi diagram is called the Delaunay triangulation. Each cell of the
Delaunay complex is called a Delaunay simplex, and the circumsphere of a Delaunay simplex is called a
Delaunay sphere.
H. Hiyoshi, K. Sugihara / Computational Geometry 22 (2002) 167–183 169
2.2. Sibson coordinates
Let P = {p1, . . . ,pn}, pi ∈Rd . Let p ∈Rd be in the interior of the convex hull of P , and P ′ = P ∪{p}.
If p is distinct from p1, . . . ,pn, define
σi = |Ωi |, Ωi = VP (pi)∩ VP ′(p), (1)
where | · | denotes the Lebesgue measure. We refer to the vector σ = (σ1, . . . , σn) as the Sibson
coordinates of p. We call pi a neighbor of p if σi > 0.
Sibson [16] proved that
n∑
i=1
σip=
n∑
i=1
σipi; (2)
an alternate proof will be given in Section 3.1.
2.3. Laplace coordinates
Let P = {p1, . . . ,pn}, p in the interior of the convex hull of P , and P ′ = P ∪ {p}, as before.
Let πi be the perpendicular bisector of the line segment ppi , and define
λI = mi
d(p,pi)
, mi = |ωi|, ωi = VP (pi)∩ πi. (3)
Note that the set ωi is the Voronoi facet between p and pi of the Voronoi diagram for P ′. We refer to the
vector λ= (λ1, . . . , λn) as the Laplace coordinates of p.
A relation similar to (2) holds for λ:
n∑
i=1
λip =
n∑
i=1
λipi . (4)
From Minkowski’s theorem [10], we have
n∑
i=1
mini = 0,
where ni is the unit normal vector of ωi oriented from p to pi . Eq. (4) follows using ni = −→ppi /d(p,pi).
2.4. Normalized coordinates
The definitions of the coordinates (1) and (3) are inconvenient when we consider the limit at some data
site pi since σi is not continuous and λi goes to the infinity at pi . Hence we normalize the coordinates in
the following way:
σˆi = σi
/ n∑
j=1
σj , λˆi = λi
/ n∑
j=1
λj .
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Note that the vectors σ (resp. λ) and σˆ = (σˆ1, . . . , σˆn) (resp. λˆ= (λˆi, . . . , λˆn)) represent the same point
in the (n− 1)-dimensional projective space. With the normalized coordinates, we can denote the target
point as follows:
p =
n∑
i=1
σˆipi =
n∑
i=1
λˆipi .
From easy calculations, we obtain limp→pj σˆi = limp→pj λˆi = δij , where δij denotes Kronecker’s delta
symbol. Hence we define that σˆi(pj )= λˆi(pj )= δij , so that σˆi and λˆi are continuous at the data sites.
2.5. Voronoi-based interpolation
Let (p1, z1), . . . , (pn, zn) ∈ Rd × R be the given data. For a while, let sˆ = (sˆ1, . . . , sˆn) denote either
the Sibson coordinates or the Laplace coordinates, and let us call it Voronoi-based coordinates. Later we
will also introduce other Voronoi-based coordinates. We define an interpolant in terms of Voronoi-based
coordinates:
f (sˆ)=
n∑
i=1
zi sˆi .
The function f (σˆ ) (resp. f (λˆ)) is the interpolant associated with the Sibson coordinates (resp. Laplace
coordinates).
Both the interpolants f (sˆ) and f (λˆ) behave smoothly as long as p is located at a general position.
To see this fact, note that the vertices of the polytopes Ωi and ωi are Voronoi vertices formed by p
and p’s neighbors. A Voronoi vertex is the circumcenter of d + 1 of the generators. If the set of the
generators forming a Voronoi vertex does not change when p moves, then that Voronoi vertex moves
smoothly.
However, the smoothness is violated when p crosses a Delaunay sphere, at which the set of p’s
neighbors changes. The next theorem summarizes the results on the continuity [11,14]:
Theorem 1. Let (p1, z1), . . . , (pn, zn) ∈ Rd ×R be the given data. Then,
• both f (σˆ ) and f (λˆ) are C0 but not C1 if p coincides with some data site,
• f (σˆ ) (resp. f (λˆ)) is C1 (resp. C0) but not C2 (resp. C1) if p lies on the Delaunay spheres of the data
sites, and
• both f (σˆ ) and f (λˆ) are C∞ otherwise.
The above theorem tells that there are two types of points at which f (σˆ ) and f (λˆ) cannot be
continuously differentiated. Sibson [17] and Farin [8] proposed globally C1 interpolants by modifying
f (σˆ ) so as to gain the C1 continuity at the data sites. Their modifications, however, do not improve
the continuity on the Delaunay spheres of the data sites. Our issue is to improve the continuity on the
Delaunay spheres.
3. Standard coordinates
In this section, we review the framework for constructing the standard coordinates.
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3.1. Proof of Sibson’s identity
First we prove Sibson’s identity (2) for the purpose of describing the basic idea of our framework.
Take an arbitrary i such that σi > 0. Let πi be the perpendicular bisector of the line segment ppi ,
let q i be the vertex furthest from πi , among all the vertices of the polytope Ωi , and let Ti be the distance
of πi from q i . We denote by πi(t) the hyperplane parallel to πi and containing the point qi + tni , where
ni = −→ppi /d(p,pi). We have πi(Ti)= πi from the definition. Define
mi(t)= |ωi(t)|, ωi(t)= VP (pi)∩ πi(t).
Then we have the following formula:
σi =
Ti∫
0
mi(t)dt.
Let p1 be the data site nearest to p without loss of generality. Clearly σ1 > 0. Consider the polytope
P(τ ) such that
• each facet of P(τ ) is contained by some VP (pi ),
• each VP (pi ) contains at most one facet of P(τ ),
• the facet VP (pi )∩ ∂P(τ ) is perpendicular to −→ppi , and
• the facet VP (pi )∩ ∂P(τ ) coincides with VP (p1)∩ π1(τT1),
where ∂P(τ ) denotes the boundary of P(τ ). For an arbitrary 0 < τ  1, there exists P(τ ). In fact, P(τ )
can be constructed in terms of power diagrams. Refer to, e.g., Aurenhammer [1] for power diagrams. The
polytope P(1) coincides with VP (p). As τ decreases from 1 to 0, the polytope P(τ ) shrinks, and finally
vanishes at the point q1.
Fix an arbitrary i such that σi > 0. Let ai denote the infimum of τ such that VP (pi) ∩ P(τ ) = ∅.
Clearly a1 = 0. For ai < τ  1, there exists some t such that
VP (pi)∩ ∂P(τ )= ωi(t). (5)
Let ti(τ ) denote t satisfying (5). Since ti (τ ) is a linear function of τ , we can write
ti (τ )= Ti1− ai (τ − ai).
From this formula, it follows that
VP (pi)∩ ∂P(τ )= ωi
(
ti(τ )
)
for all 0 < τ  1.
We define the Laplace coordinate λi(τ ) with parameter τ,0 < τ  1, as follows:
• For i such that σi > 0,
λi(τ )= mi(ti(τ ))
d(p,pi)
.
• For i such that σi = 0, λi(τ )≡ 0.
Applying Minkowski’s theorem to P(τ ), we obtain the following formula:
n∑
i=1
λi(τ )p =
n∑
i=1
λi(τ )pi . (6)
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In particular, λ(τ)= (λ1(τ ), . . . , λn(τ)) coincides with the Laplace coordinates when τ = 1.
We require a relation among ti (τ )’s:
Lemma 2. Assume that ai < τ, τ + dτ  1. Let dt1 = t1(τ + dτ)− t1(τ ) and dti = ti (τ + dτ)− t1(τ ).
Then,
d(p,p1)dt1 = d(p,pi )dti .
Proof. Let B denote the perpendicular bisector of the line segment p1pi . Let ϕ denote the angle
generated by the hyperplane B and the line pp1 and let ψ denote the angle generated by the hyperplane
B and the line ppi . Fig. 1 shows the intersection of Rd by the two-dimensional flat containing p,p1 and
pi , and explains the above notations. It follows from the definition that
dt1
cosϕ
= dti
cosψ
.
Since B⊥p1pi , the following equations hold:
 pp1pi = 90◦ − ϕ,  ppip1 = 90◦ −ψ.
On the other hand, applying the sine formula to the triangle pp1pi , we obtain
d(p,p1)
sin  ppip1
= d(p,pi)
sin  pp1pi
.
From the above equations, we obtain d(p,p1)dt1 = d(p,pi )dti . ✷
Now we can prove Sibson’s identity. Operating T1d(p,p1)
∫ 1
0 dτ to (6), we obtain
n∑
i=1
T1d(p,p1)
1∫
0
λi dτp =
n∑
i=1
T1d(p,p1)
1∫
0
λi(τ )dτpi .
Fig. 1. Facets of concentric polytopes P(τ ) and P(τ + dτ ).
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Then
T1d(p,p1)
1∫
0
λi(τ )dτ = T1 d(p,p1)
d(p,pi )
1∫
0
mi
(
ti(τ )
)
dτ = d(p,p1)
d(p,pi)
T1∫
0
mi
(
ti
(
t−11 (τ )
))
dτ
=
Ti∫
0
mi(t)dt,
which completes the proof. ✷
3.2. Standard coordinates
In the last subsection, we found the following relation:
σi = T1d(p,p1)
1∫
0
λi(τ )dτ.
In other words, the Sibson coordinates are obtained by applying an integral operator to the Laplace
coordinates with parameter. Note that the factor T1d(p,p1) can be omitted for interpolation purposes
because coordinates are normalized finally.
The idea of our framework is to repeat this integral operator multiple times. For 0 < τ  1, define that
ski (τ )=
{
λi(τ ) if k = 0,
T1d(p,p1)
∫ τ
0 s
k−1
i (τ
′)dτ ′ otherwise. (7)
Minkowski’s theorem guarantees that
n∑
i=1
ski (τ )p=
n∑
i=1
ski (τ )pi (8)
for all k  0 and 0 < τ  1. As a special case, define that
ski = ski (1). (9)
We call sk = (sk1 , . . . , skn) the kth-order standard coordinates. From the definition, the Sibson coordinates
are the first-order standard coordinates, and the Laplace coordinates are the zeroth-order.
Fig. 2 shows a geometric interpretation of the integration in (7) with k = 2 in a three-dimensional
view. In this figure, the Voronoi diagrams for P and P ′ are drawn by dotted lines. The integration is the
volume of the polyhedron drawn by thick solid lines. The intersection of the polyhedron with a vertical
plane parallel to πi , which is represented by the polygon drawn by thin solid lines in the figure, has
the same shape as that of Ωi ∩ A, where A is one of the halfspaces determined by that vertical plane.
The volume of the polyhedron is the integration of the area of the polygon when the plane sweeps the
polyhedron.
The normalization can be done in the same way as Section 2.4:
sˆki = ski
/ n∑
j=1
skj .
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Fig. 2. Geometric interpretation of the second-order standard coordinates.
It follows that
p =
n∑
i=1
sˆki pi ,
n∑
i=1
sˆki = 1, 0 sˆki  1.
When p coincides with pj , we define sˆki = δij . This definition is validated by the following lemma.
Lemma 3.
lim
p→pj
sˆki = δij .
Proof. Let j = 1 for adapting the notation to that in Section 3.1, and let r = d(p,p1). From Lemma 2,
we obtain
d(p,pi)dti = r dt1. (10)
Since the polytope P(1) coincides with VP ′(P ), we have ti(1) = Ti for every i. Remember that ai
is a constant such that ti (ai) = 0. Note that ai  0 for general i, while a1 = 0. Integrating (10) over
ai < τ < 1, we obtain
d(p,pi)Ti = r
(
T1 − t1(ai)) rT1.
Hence Ti = O(r) for i > 1, whereas T1 stays finite. From the definition, we have sk1 = O(rk−1) and
ski = O(rk) for i > 1, which completes the proof. ✷
The interpolant associated with sˆk = (sˆk1 , . . . , sˆkn) is written as follows:
f (sˆk)=
n∑
i=1
zi sˆ
k
i . (11)
The definition sˆki at the data sites guarantees the exactness of the interpolants f (sˆk): for any integer k  0,
f (sˆk)= zi for i = 1, . . . , n.
Also, the interpolant f (sˆk) has linear precision, that is, f (sˆk) interpolates an arbitrary linear function
correctly.
Fig. 3 shows an example of a surface obtained from the interpolant derived from the fifth-order standard
coordinates.
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Fig. 3. An example of a surface obtained from the fifth-order standard coordinates.
3.3. Computation
The definition of the standard coordinates was given in terms of τ . The definition was useful for the
purpose of proving (8), but was not useful for the purpose of computing individual ski ’s. Using Lemma 2,
we can rewrite the definition in order not to use τ :
ski =
(
d(p,pi )
)k−1 Ti∫
0
· · ·
v∫
0
u∫
0
mi(t)dt du · · ·dw. (12)
In general, exchanging the order of integration yields the next formula:
a∫
0
t∫
0
f (s, t)ds dt =
a∫
0
a∫
s
f (s, t)dt ds.
The repeated application of this formula to (12) yields
ski =
(d(p,pi))
k−1
(k− 1)!
Ti∫
0
(Ti − t)k−1mi(t)dt. (13)
Since the integrand (Ti − t)k−1mi(t) is a piecewise polynomial of t , the integration can be done
analytically. Thus we can avoid numerical integration.
4. Continuity of the generalized interpolants
4.1. Another formula
In this section, we consider the continuity of the generalized interpolants (11). Before going ahead, we
derive another formula for the standard coordinates, which is useful for theoretical discussions.
The hyperplane πi(t) is the set of the points whose distance from πi is Ti − t . Let mi be the midpoint
of p and pi . Then it follows that
−→
pip · −→mix = d(p,pi)(Ti − t)
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Fig. 4. Another geometric interpretation of the second-order standard coordinates.
for any point x ∈ πi(t). Rewriting (13) by using the above formula, we obtain
ski =
1
(k− 1)!
Ti∫
0
( −→
pip · −→mix
)k−1
mi(t)dt. (14)
Since mi is expressed as mi(t)= ∫x∈ωi(t) |dx|, (14) is rewritten as follows:
ski =
1
(k− 1)!
Ti∫
0
∫
x∈ωi(t)
( −→
pip · −→mix
)k−1|dx|dt = 1
(k− 1)!
∫
x∈Ωi
( −→
pip · −→mix
)k−1|dx|. (15)
In other words, ski represents the mass of a body whose dense function is expressed as (
−→
pip · −→mix)k−1/
(k − 1)!. Note that the dense function is expressed as a polynomial of the cartesian coordinates of the
data sites, the target point, and the point x.
Fig. 4 shows the meaning of (15) with k = 2 in a three-dimensional view. The integration equals the
volume of the polyhedron drawn by solid lines multiplied by d(p,pi ). The length of the intersection of
the polyhedron with the vertical line containing x ∈Ωi represents the distance of x from πi . The volume
is the integration of the length when x moves through the whole region of Ωi . The derivation shows that
the polyhedra shown in Figs. 2 and 4 have the same volume. Note that the height at x converges to zero
as x moves to a point in ωi .
4.2. Integral operators
In order to examine the continuity of the standard coordinates, we consider the following integral
operator for any function g(p,x):
I 0i [g] =
1
d(p,pi)
∫
x∈ωi
g(p,x)|dx|,
I ki [g] =
1
(k− 1)!
∫
x∈Ωi
( −→
pip · −→mix
)k−1
g(p,x)|dx| for k  1.
(16)
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If g is defined over Rd , the obtained function I ki [g] is defined inside the convex hull of the data sites
except at the data sites. Clearly ski = I ki [1]. These operators are important because not only the standard
coordinates themselves but also their derivatives are written in terms of I ki , as will be shown later.
The following lemma states that I ki [g] is continuous.
Lemma 4. If the function g is C0, then I ki [g], k  0, is continuous
Proof. Since the vertices of Ωi move continuously when p moves, I ki [g] is continuous. ✷
The following two lemmata state that I ki [g], k  1, is continuously differentiable. In the following, ∇g
means the gradient with respect to p only.
Lemma 5. Assume that the function g is C1. If k  2, then I ki [g] is continuously differentiable at the
point p, and
∇I ki [g] = I k−1i
[
g(p,x)
−→
px+
−→
pip · −→mix
k − 1 ∇g(p,x)
]
. (17)
Proof. Fix an arbitrary (p such that |(p| = ε for sufficiently small ε > 0. Define Γ+ =Ωi(p+(p)−
Ωi(p) and Γ− =Ωi(p)−Ωi(p+(p), as shown in Fig. 5. Let p′ denote p+(p, and let m′i denote the
midpoint of p+(p and pi . If there is no confusion, we simply write Ωi for Ωi(p) and ωi for ωi(p′).
Then we have
I ki [g](p′)− I ki [g](p)=
1
(k− 1)!(δ1 + δ2),
where
δ1 =
∫
x∈Γ+
( −→
pip
′ ·
−→
m′ix
)k−1
g(p′,x)|dx| −
∫
x∈Γ−
( −→
pip
′ ·
−→
m′ix
)k−1
g(p′,x)|dx|,
Fig. 5. The polytope Ωi(p) is represented as a shaded region. When p moves to p′, Ωi(p) gains Γ+ and loses Γ−.
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δ2 =
∫
x∈Ωi
[( −→
pip
′ ·
−→
m′ix
)k−1
g(p′,x)− ( −→pip · −→mix)k−1g(p,x)]|dx|.
Let M+ and M− denote the maxima of
−→
pip
′ · −→m′ix over Γ+ and Γ−, respectively, and let L denote the
maximum of |g(p′,x)| over Γ+ ∪Γ−. Since both M+ and M− are O(ε), and also both |Γ+| and |Γ−| are
O(ε), while L= O(1), we have
|δ1| LMk−1+
∫
x∈Γ+
|dx| +LMk−1−
∫
x∈Γ−
|dx| = O(εk).
Thus we have |δ1|/ε =O(εk−1)→ 0 as ε→ 0.
On the other hand, if we denote by u the unit vector whose orientation is that of
−→
pp′,
lim
ε→0
δ2
ε
=
∫
x∈Ωi
lim
ε→0
(
−→
pip
′ · −→m′ix)k−1g(p′,x)− ( −→pip · −→mix)k−1g(p,x)
ε
|dx|
=
∫
x∈Ωi
∇[( −→pip · −→mix)k−1g(p,x)] · u|dx|,
and hence
∇ski =
1
(k − 1)!
∫
x∈Ωi
∇[( −→pip · −→mix)k−1g(p,x)]|dx|
= 1
(k − 1)!
∫
x∈Ωi
( −→
pip · −→mix
)k−2[
(k− 1)g(p,x) −→px+( −→pip · −→mix)∇g(p,x)]|dx|
= I k−1i
[
g(p,x)
−→
px+
−→
pip · −→mix
k − 1 ∇g(p,x)
]
.
From Lemma 4, we can prove that I ki [g] is continuously differentiable at the point p. ✷
Lemma 6. Assume that the function g is C1. Then I 1i [g](p) is continuously differentiable at the point p,
and
∇I 1i [g] = I 0i
[
g(p,x)
−→
px
]+ I 1i [∇g(p,x)]. (18)
Proof. Similar to the proof of Lemma 5, we separate I 1i [g](p′)− I 1i (g)(p) into two parts:
I 1i [g](p′)− I 1i [g](p)= δ1 + δ2,
where
δ1 =
∫
x∈Γ+
g(p′,x)|dx| −
∫
x∈Γ−
g(p′,x)|dx|,
δ2 =
∫
x∈Ωi
[
g(p′,x)− g(p,x)]|dx|.
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In addition, we have
lim
ε→0
δ2
ε
=
∫
x∈Ωi
lim
ε→0
g(p′,x)− g(p,x)
ε
|dx| =
∫
x∈Ωi
∇g(p,x) · u|dx|. (19)
We have to also compute the limit of δ1/ε because δ1/ε= O(1) in this case.
Applying Taylor’s theorem around p, we obtain that
g(p′,x)= g(p,p)+O(ε).
Hence
δ1 =
∫
x∈Γ+
[
g(p,x)+O(ε)]|dx| −
∫
x∈Γ−
[
g(p,x)+O(ε)]|dx|.
With any y ∈ ωi , we associate the line hy that is the line containing y and is perpendicular to ωi , as
shown in Fig. 6. Then we have
δ1 =
∫
y∈ωi
[ ∫
x∈Γ+∩hy
{
g(p,x)+O(ε)}|dx| −
∫
x∈Γ−∩hy
{
g(p,x)+O(ε)}|dx|
]
|dy|.
Applying Taylor’s theorem around y, we obtain that
g(p,x)= g(p,y)+O(ε).
Hence we obtain
δ1 =
∫
y∈ωi
[ ∫
x∈Γ+∩hy
|dx| −
∫
x∈Γ−∩hy
|dx|
][
g(p,y)+O(ε)]|dy|.
Let y ′ denote the point ωi(p′)∩ hy , and let µi(p′,y) denote the signed length of the vector
−→
yy ′ such that
the positive orientation is that of −→ppi . Since ε is sufficiently small, we obtain
δ1 ≈
∫
y∈ωi
µi(p
′,y)
[
g(p,y)+O(ε)]|dy|.
Fig. 6. Proof of the C1 continuity of I 1i [g].
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Since µi(p,y)≡ 0, we obtain
lim
ε→0
δ1
ε
=
∫
y∈ωi
g(p,y) lim
ε→0
µi(p
′,y)−µi(p,y)
ε
|dy| =
∫
y∈ωi
g(p,y)∇µi(p,y) · u|dy|. (20)
From (19) and (20), we obtain
∇I 1i [g] =
∫
y∈ωi
g(p,y)∇µi(p,y)|dy| +
∫
x∈Ωi
∇g(p,x)|dx|. (21)
Now let us prove
∇µi(p,y)= 1
d(p,pi)
−→
py . (22)
In the following, note that both d(y,y ′} and d(p,p′) are O(ε). Since the triangles yppi and y ′p′pi are
isosceles, it follows that
−→
py · −→ppi = −→piy · −→pip
−→
p′y ′ ·
−→
p′pi =
−→
piy
′ ·
−→
pip
′ .
In addition, it follows that
−→
p′y ′ ·
−→
p′pi =
( −→
p′p+−→py+
−→
yy ′
) · ( −→p′p+ −→ppi)
= −→py · −→ppi+ −→ppi ·
−→
p′p+−→py ·
−→
p′p+ −→ppi · −→yy +O
(
ε2
)
= −→py · −→ppi− −→ppi ·
−→
pp′ − −→py ·
−→
pp′ +d(p,pi)µi +O
(
ε2
)
,
and that
−→
piy
′ ·
−→
pip
′ = ( −→piy+
−→
yy ′
) · ( −→pip+
−→
pp′
)
= −→piy · −→pip+ −→piy ·
−→
pp′ + −→pip ·
−→
yy ′ +O(ε2)
= −→piy · −→pip−d(p,pi)µi + −→piy ·
−→
pp′ +O(ε2).
From the above equations, we obtain
2µid(p,pi)= −→py ·
−→
pp′ + −→ppi ·
−→
pp′ + −→piy ·
−→
pp′ +O(ε2)= 2 −→py · −→pp′ +O(ε2),
and hence
∇µi(p,y) · u= lim
ε→0
µi
ε
= 1
d(p,pi)
lim
ε→0
−→
py ′ · −→pp′
ε
= 1
d(p,pi)
−→
py ·u. ✷
Lemmata 5 and 6 show that I ki [g] is C1 for k  1 under adequate conditions. However, I 0i [g] is not C1
since even λi = I 0i [1] is not C1.
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4.3. Continuity of the generalized interpolants
Using the results in the last subsection, we know the continuity of the generalized interpolants, which
is an extension of Theorem 1.
Theorem 7. Let k be an integer such that k  0. Then,
• f (sˆk) is C0 but not C1 if p coincides with some data site,
• f (sˆk) is Ck but not Ck+1 if p lies on the Delaunay spheres of the data sites, and
• f (sˆk) is C∞ otherwise.
Proof. From Lemmata 5 and 6, we can prove inductively that ski is Ck except at the data sites. Since
sˆki = ski
/ n∑
j=1
skj ,
and the denominator never becomes zero, f (sˆk) is a Ck function except at the data sites. ✷
4.4. Gradient of the standard coordinate
From (17) and (18), we can compute the gradients of the standard coordinates. Letting g(p,x)≡ 1 in
(17), we obtain
∇ski = I k−1i
[ −→
px
]= 1
(k− 2)!
∫
x∈Ωi
( −→
pip · −→mix
)k−2 −→
px |dx| = sk−1i
−−−→
pck−1i (23)
for k  2. Here, cki represents the centroid of a weighted polytope:
cki =
∫
x∈Ωi
( −→
pip · −→mix
)k−1
x|dx|
/ ∫
x∈Ωi
( −→
pip · −→mix
)k−1|dx|.
In addition, letting g(p,x)≡ 1 in (18), we obtain
∇s1i = I 0i
[ −→
px
]= 1
d(p,pi)
∫
x∈ωi
−→
px |dx| = s0i −→pci (24)
where ci is the centroid of the ωi :
ci =
∫
x∈ωi
x|dx|
/ ∫
x∈ωi
|dx|.
The formulae (23) and (24) can be interpreted to give a differential relation among the standard
coordinates, while the definition (7) can be interpreted to give an integral one.
Similarly, we can compute higher-order derivatives of the standard coordinates from (17) and (18).
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5. Concluding remarks
This paper reviewed the construction of the standard coordinates, proved the Ck continuity except at
the data sites, and derived a formula for the gradient of the standard coordinates. In the discussion, we
introduced, an integral operator I ki in (16). In terms of I ki , the standard coordinates are expressed as
ski = I ki [1],
and their gradients are expressed as
ski = I ki
[ −→
px
]
.
Thus the operator I ki is convenient for theoretical discussions of the standard coordinates.
There are two types of the discontinuity of the original Voronoi-based interpolants: one appears on
the data sites and the other on the Delaunay spheres. The standard coordinates derived in this paper
can remove the latter type of the discontinuity. Combining the standard coordinates with, e.g., Farin’s
technique [8] might lead us to globally Ck Voronoi-based interpolants.
The future works include the following:
• To construct globally Ck interpolants.
• To develop the applications of the Voronoi-based interpolation. Spatial surface construction and
approximate solution of partial differential equations are among potential applications.
• To study a relation between our framework and Brown’s [6].
Acknowledgements
The authors thank the anonymous referees and Dr. Steven Fortune for a lot of constructive suggestions.
This work is supported by the Torey Science Foundation and the Gunma University Foundation for
Science and Technology.
References
[1] F. Aurenhammer, Power diagrams: Properties, algorithms and applications, SIAM J. Comput. 16 (1987) 78–
96.
[2] F. Aurenhammer, Linear combinations from power domains, Geometriae Dedicate 28 (1988) 45–52.
[3] F. Aurenhammer, A relationship between Gale transforms and Voronoi diagrams, Discrete Appl. Math. 28
(1990) 83–91.
[4] F. Aurenhammer, Voronoi diagrams—A survey of a fundamental geometric data structure, ACM Comput.
Surveys 23 (1991) 345–405.
[5] J.D. Boissonnat, F. Cazals, Smooth shape reconstruction via natural neighbor interpolation of distance
functions, in: Proceedings of 16th Annual Symposium on Computational Geometry, Hong Kong, 2000,
pp. 223–232.
[6] J.L. Brown, Systems of coordinates associated with points scattered in the plane, Computer Aided Geometric
Design 14 (1997) 547–559.
[7] H. Edelsbrunner, Algorithms in Combinatorial Geometry, Springer-Verlag, Berlin, 1987.
[8] G. Farin, Surfaces over Dirichlet tessellations, Computer Aided Geometric Design 7 (1990) 281–292.
H. Hiyoshi, K. Sugihara / Computational Geometry 22 (2002) 167–183 183
[9] S. Fortune, Voronoi diagrams and Delaunay triangulations, in: D.-Z. Du, F. Hwang (Eds.), Computing in
Euclidean Geometry, 2nd. edn., World Scientific, Singapore, 1995, pp. 225–265.
[10] B. Grünbaum, Convex Polytopes, Interscience, New York, 1967.
[11] H. Hiyoshi, Study on interpolation based on Voronoi diagrams, Ph.D. Thesis, Department of Mathematical
Engineering and Information Physics, University of Tokyo, 2000.
[12] H. Hiyoshi, K. Sugihara, A sequence of generalized coordinate systems based on Voronoi diagrams and its
application to interpolation, in: Proceedings of Geometric Modeling and Processing 2000, Hong Kong, 2000,
pp. 129–137.
[13] A. Okabe, B. Boots, K. Sugihara, Spatial Tessellations: Concepts and Applications of Voronoi Diagrams,
Wiley, Chichester, 1992.
[14] B. Piper, Properties of local coordinates based on Dirichlet tessellations, in: G. Farin, H. Hagen, H. Noltemeier
(Eds.), Geometric Modelling, Springer-Verlag, Wien, 1993, pp. 227–239.
[15] F.P. Preparata, M.I. Shamos, Computational Geometry, Springer-Verlag, New York, 1985.
[16] R. Sibson, A vector identity for the Dirichlet tessellation, Math. Proc. Cambridge Philos. Soc. 87 (1980)
151–155.
[17] R. Sibson, A brief description of natural neighbour interpolation, in: V. Barnett (Ed.), Interpreting Multivariate
Data, Wiley, Chichester, 1981, pp. 21–36.
[18] K. Sugihara, Surface interpolation based on new local coordinates, Computer-Aided Design 31 (1999) 51–58.
[19] O.C. Zienkiewicz, K. Morgan, Finite Elements and Approximation, Wiley, New York, 1983.
