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ABSTRACT We present a method for reconstructing a 3D structure from a pair distribution function by ﬂexibly ﬁtting known
x-ray structures toward a conformation that agrees with the low-resolution data. This method uses a linear combination of low-
frequency normal modes from elastic-network description of the molecule in an iterative manner to deform the structure
optimally to conform to the target pair distribution function. A simple function, pair distance distribution function between atoms,
is chosen as a test model to establish computational algorithms—optimization algorithm and scoring function—that can utilize
low-resolution 1D data. To select a correct structural model based on less information, we developed a scoring function that
takes into account a characteristic of pair distribution functions. In addition, we employ a new optimization algorithm, the trusted
region method, that relies on both ﬁrst and second derivatives of the scoring function. Illustrative results of our studies on
simulated 1D data from ﬁve different proteins, for which large conformational changes are known to occur, are presented.
INTRODUCTION
Conformational changes of biological molecules play an
important role in their function. Although x-ray crystallog-
raphy has played a dominant role in the study of biological
molecules, since it provides high-resolution structures, it is
often challenging to observe conformational changes, because
it is difficult to trap the molecule in a certain conformational
state. In addition, when dealing with very large biological
molecules, such as ribosomes, polymerases, and myosin,
x-ray crystallography remains a daunting task, as it is dif-
ficult to obtain crystals. Therefore, alternative techniques are
often used to identify conformational changes of biological
molecules.
One of these alternative approaches is cryoelectron micro-
scopy (cryo-EM), which has recently emerged as the method
of choice to study the dynamics of very large biological
molecules and identify several conformational changes in
macromolecules such as the ribosome, RNA polymerase,
GroEL, and myosin, among others (1). Other approaches to
structural characterization of conformational changes of
biological molecules include small-angle x-ray scattering
(SAXS) experiments, which provide the overall shape of the
molecule in solution, and fluorescence resonance energy
transfer (FRET) experiments, which provide information
about the distance between specific sites on the molecule of
interest. Such methods have shed light on the conformational
changes in several biological systems (2–9), and results from
the studies in which they are described indicate that these
alternative techniques are of primary importance in obtaining
information about the dynamics of biological systems.
However, SAXS and FRET can provide only low-
resolution data, and atomic details of the structure cannot
be provided directly. The resolution of cryo-EM data can be
as high as;7 A˚ for nonsymmetric systems, and information
from SAXS and FRET is not 3D. Thus, it is tempting to
interpret such low-resolution data with available x-ray
structures (10–18). In particular, to infer atomic detail for
conformational changes, it is useful if one can construct an
atomic model that is consistent with the low-resolution data.
The fitting of an x-ray structure into low-resolution data
when a conformational change is involved is often done by
domain segmentation followed by fitting each domain of the
system as an independent rigid-body block. These pro-
cedures have proven to be useful for the understanding, at
a near-atomic level of detail, of several conformational
changes in major biological systems (4,6,19–21). Similar
approaches have been taken to interpret conformational
changes derived from SAXS and FRET experiments (4,6).
However, such procedures are subjective, because although
each domain may move as a rigid unit, large conformational
changes often involve tightly coupled motions between
domains of the biological system. For example, a hinge
bending motion is defined as a relative dislocation of one
domain to another. These properties are not reproduced
when each domain is independently fitted as a rigid block.
Thus, despite the success of previous studies, there are
limitations to the current approaches for flexible refinement
of atomic models to fit low-resolution data, and the need to
develop more advanced quantitative techniques that can fit
connected domains with data reproducibility is apparent.
Recently, we proposed an alternative method for the
flexible fitting of high-resolution structure into low-resolution
structural data (electron density map), such as that obtained
using cryo-EM (23). This method relies on the use of normal-
mode analysis (NMA). NMA is commonly used to study the
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motions of biological systems that occur on timescales not
accessible via standard molecular dynamics simulation (24,25).
In many cases, functional rearrangements of macromolecules
can be described by a small number of low-frequency normal
modes (26–33). Such functional modes are among the most
robust, i.e., they are insensitive to details of the structure
(34). In some cases, one mode can represent up to 75% of the
overall conformational change (33). Moreover, recent
advances in methodology, which represent the biological
system as an elastic material (35) and use a reduced
representation (33,36–39), permit the efficient study of very
large macromolecular assemblies such as viruses, ribosomes,
or muscle proteins, with minimal expenditure of computa-
tional time (40–43). This technique has also shown to be
useful to the electron microscopy community by providing a
way of directly studying dynamical properties of biological
systems using cryo-EM data (44–47).
Such an ability of NMA to predict the thermal fluctuations
of atoms has been utilized to analyze experimental data. One
of the first applications was the refinement of crystallo-
graphic data (48–50). Utilizing the prediction of atomic
thermal fluctuation by NMA allows us to construct a model
with a better R-factor than that produced by the conven-
tional method. In addition, this methodology allowed us
to distinguish internal fluctuations from intrinsic disorder,
which is a problem in the interpretation of B-factors.
Using NMA, conformational changes of biological sys-
tems beyond the thermal fluctuations can be predicted. In
recent studies, this concept was used to construct a structural
model for cryo-EM data (23,51–54). Cryo-EM data can
capture a conformational state that is different from the one
known from x-ray crystallography data. To simulate the
conformational transition from the state in the x-ray data to
the one observed in cyro-EM data, highly collective low-
frequency distortions from NMA were used as search
directions in a refinement protocol to fit x-ray structure
into cryo-EM data. The fitting is performed by deforming the
structure along a set of low-frequency normal modes that
increases the correlation coefficient, which is a measure of
the similarity between the targeted data and the fitted
structure. To maximize the correlation coefficient, this meth-
odology uses the gradient of the correlation coefficient, as in
standard optimization problems. Deformations of the mol-
ecule along the low-frequency normal modes follow a low-
energy path, which avoids the introduction of energetically
unrealistic deformations of the molecule.
In this study, we extended this normal mode flexible fit-
ting methodology, in the way that it also can be applied to
experimental data with even lower resolution than cryo-EM
data. We aim to develop this method to interpret data gen-
erated by SAXS and FRET, among others. Compared to
cryo-EM, which produces 3D structural information, al-
though its resolution is low, SAXS and FRET experiments
yield significantly less information, and modeling based on
these methodologies is therefore more challenging. To select
a correct structural model based on less information, the
optimization algorithm needs to be improved.
In this article, we aim to demonstrate our methodology to
construct a structural model from 1D low-resolution data.
Before dealing with experimental data, we need to establish a
new computational protocol—optimization algorithm and
scoring function—that can handle 1D resolution data. A
simple function, distance distribution function between
atoms, is chosen as a test model to establish computational
algorithms. When looking at the pair distribution function
(PDF) between two conformations of the same protein, we
observe a large difference between the two profiles; such a
difference should be sufficient to identify, through NMA, a
structure deformation pattern that closes the gap between the
two profiles. This data was also chosen because of its
relevance for SAXS data. It has been previously used to
define a scoring function for shape determination from
SAXS data (55) and the PDF is used, through the Debye
formula, to generate simulated SAXS data (56). We present
illustrative results of our studies on five different proteins for
which large conformational changes occur.
METHODS
Pair distribution function
The goal of this study was to develop an algorithm that would deform a
known protein structure in a way that would be consistent with the PDF
corresponding to another conformation. To evaluate the fitness of the
structure and the target PDF, we calculated the PDF from the model structure
and compared it to the target PDF. The PDF for the structure being deformed
could be constructed simply by calculating the number of atom pairs with a
certain distance between them. To do so, we defined a series of distance
ranges and counted the number of atom pairs whose distance was within
each range, or bin. We defined bin k between distance rk1 and rk. However,
since the profile is discrete with such a definition, we can not calculate the
derivative of the scoring function as a function of atomic coordinates, which
is disadvantageous for optimization processes.
To make the PDF—strictly speaking, the density in each bin—a
continuous function of atomic coordinates, a Gaussian kernel was used to
define the pair distribution profile. The definition of the PDF as a standard
histogram was written as
gk ¼ +Ni, j
Z rk
rk-1
dðr  rijÞdr;
where rij is the distance between atoms i and j, and k is the bin number. We
replaced the delta function by a Gaussian:
dðr  rijÞ/ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps
2
p e
ðrrijÞ2
2s
2 ;
where s is the parameter for the kernel width. The PDF was rewritten as
gk ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps
2
p +N
i, j
Z rk
rk-1
e
ðrrijÞ
2
2s
2 dr; (1)
and this is analytically differentiable as a function of atom coordinates; thus,
the above scoring function was now a continuous function, which is
advantageous for calculating its derivatives. The parameter s was calibrated
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to minimize the error between the exact distance distribution function and
that obtained using Eq. 1 while maintaining a smooth profile of the distance
distribution function. A value of 2 A˚ was used in our study.
Scoring function
A simple measure of the agreement between the modeled structure and the
PDF profile would be the deviation between the two profiles:
f ¼ +
k
ðgmodelk  gtark Þ2;
where k is the index number of a bin in the profile, and gtark is the target data
and gmodelk is the PDF calculated from a modeled structure. We will refer to
this function as the mean-squared deviation (MSD).
In testing the performance of the fitting algorithm with the above scoring
function, we observed that the protein is overly deformed to minimize the
scoring function. In the above scoring function, the deviation of the current
model from the target, gmodelk  gtark , penalizes the score equality at any
region of PDF. However, the value of pair distribution, gtark , varies
significantly over pair distances; it is typically very large at medium distance
range and very small at the tail. Accordingly, the region with large
distribution shows the largest differences between the modeled and target
PDFs and thus dominates the optimization. It is often observed that at the
final stage of optimization, the algorithm repeatedly deforms the structure to
minimize small deviations between two large distributions.
To make the scoring function less sensitive to those deviations at the
large-distribution regions, we implemented a modified scoring function. The
previous scoring function is modified, with an additional factor, as
f ¼ +
k
wkðgmodelk  gtark Þ2 ¼ +
k
e
 ng
tar
k
g
model
k gtark
 2
ðgmodelk  gtark Þ2;
where n is an additional constant parameter. Fig. 1 shows a few graphs
of this scoring function with typical parameters. With this function, the
penalty function is flattened at the bottom of the harmonic function, and the
width of the bottom well is proportional to the target distribution, i.e.,
jgmodelk  gtark j  ngtark . After testing a large range of values for n, we have
observed that n should be adjusted for each system to normalize the effect of
flattening as
n ¼ Æjg
intial  gtarjæ
Ægtaræ
;
where ginitial is the PDF of the original structure and gtar indicates the average
value of the PDFs, i.e., the total sum of the bin values divided by the total
number of bins. With this parameter, the width of the bottom well is adjusted
depending on the system size, gtar, and the initial deviation of the PDFs. We
will refer to this function as the weighted MSD (WMSD).
Elastic-network NMA
In our approach of flexible fitting, normal-mode vectors are used to deform
the x-ray structure to ensure that the model structure is an energetically
feasible conformation. The normal-mode method is based on the harmonic
dynamics of the potential energy function around a minimum energy
conformation (57) (see (58,59) for reviews). NMA first requires the Hessian
matrix, L, which contains the second derivatives of the potential energy, V,
at r ¼ r0, where r0 is a minimum on the energy surface,
Lij ¼ @
2
V
@ri@rj

r¼r0
:
The dynamics of the system can be deduced by solving the eigenvalue
problem to find vectors fang that satisfy the equation
M1=2LM1=2an ¼ v2nan
aTnam ¼ dn;m;
where the matrix M contains atomic masses on its diagonal and dn,m is
Kronecker’s delta. The solution is a set of orthogonal eigenvectors, or
normal modes, an ¼ (a1n, a2n, . . ., a3Nn)T, and their associated frequencies,
vn. The eigenvector gives the direction and relative amplitude of each
atomic displacement. Using the normal modes, the dynamics of the system is
described as a linear combination of independent harmonic oscillators (60).
We use a simplified representation of the potential energy function,
which was first introduced by Tirion (35). This elastic network potential has
been shown to be successful in reproducing large and collective motions of
macromolecules. The potential energy of molecule is defined by:
V ¼ +
i;j;d0ij ,Rc
C
2
ðdij  d0ijÞ;
where dij is the distance between atoms i and j; d
0
ij is the distance in the given
structure, and Rc is a cut-off parameter delimiting the distance beyond which
elastic bonds are not included between atoms. Rc was set to 8 A˚ (33,36). As an
additional coarse-graining, only Ca carbon atoms were considered. Several
studies have shown that Ca carbons are sufficient to reproduce mechanical
properties of the molecules (33,36–38). With the elastic network model, the
developed methodology applies equally to Ca or the all-atoms model.
Each normal-mode vector represents a collective motion of the molecule.
The modes with the lower frequencies represent preferential global motions
(33). Thus, in the approach described here, we use the normal-mode
coordinates associated with low-frequency normal mode as the optimization
variables in place of Cartesian atomic coordinates. By limiting the
deformation of the molecule along the low-frequency normal modes, we
ensure that generated structural models are energetically accessible. In
addition, by limiting the number of variables, i.e., normal-mode coordinates,
to be optimized, we minimize the possibility of over-fitting. For applications
of normal-mode refinement to 1D data, because the information embedded
in the data is reduced compared to cryo-EM data, a smaller number of
modes, 10, will be used in the refinement procedure. As it has been shown
FIGURE 1 Examples of scoring functions with different parameters for
values found in the PDF of the LAO binding protein (239 residues). (Solid
line) simple-MSD scoring function; (dashed line) WMSD scoring function
with the parameter ngtar ¼ 150; (dotted line) WMSD scoring function with
ngtar ¼ 300. For a target PDF, gtar, with a large value, the scoring function is
flattened at the bottom, and thus less sensitive in the optimization process.
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that typically one of the 10 lowest modes can represent functional motions
(33), we should be able to characterize most of the conformational change
using such an approach.
Iterative NMA
In NMA, the dynamics of the system is described as a combination of
vibrational motions. Modes with low frequency can describe the large-scale
conformational changes. When a structure is deformed along a mode l toward
another structure, the amplitude of the deformation, ql, that minimizes the root
MSD (RMSD) between the target and deformed structures can be obtained by
ql ¼ alDr, where Dr represents the conformational difference between the
two conformations and al is the mode vector of mode l. However, with such
deformations, the quality of the generated model is not always optimal, as
covalent bonds could have unphysical length. It occurs because conforma-
tional changes of biomolecules are anharmonic and nonlinear by nature,
whereas normal modes only represent harmonic and linear motions.
To accurately describe conformational changes, one can take an iterative
approach, i.e., a set of normal modes is used to generate only small
deformations, and normal modes are recalculated for the slightly deformed
structure (61–63). We define the initial conformation as CI ¼ (C0) and the
final state as CF. NMA is performed on Ct, with t initially taken as t ¼ I. The
structure, Ct, is displaced along a linear combination of normal modes, atl,
toward the final state, leading to the structure Ct11. The deformation of the
system is given by
x
t11
n ðqÞ ¼ +
M
l¼1
a
t
nlq
t
l1 x
t
n; (2)
where xt11n ðqÞ and xtn are the values of the coordinates of atom n after and
before deformation, respectively; and M is the number of modes used to
describe the transition. When the target is a 3D structure, the best magnitude
of displacement along the mode l is given as
q
t
l ¼ atl  DrtQ; (3)
where Drt is the vector difference between the current and target structures
and Q modulates the magnitude of displacement so that the deformation at
each iteration is small enough to accurately reproduce the nonlinear
deformation. As demonstrated in the Results section, this iterative procedure
can deform protein conformation from one to another using a small number
of normal modes.
The best magnitude of displacement can be obtained from Eq. 3 only if
both of the initial and target structures are provided. In the actual application
of our algorithms the target is a PDF function. Thus, the amplitudes, fqlg,
need to be chosen in a way that the fitness of the deformed structure and the
target PDF increases. In other words, we perform an optimization of scoring
function with fqlg as variables.
Optimization algorithm
When the fitting is performed using the iterative procedure, ideally the
convergence should be achieved in a minimal number of iteration steps, since
at each step the structure is deformed and distortions may accumulate in the
structure. We need to identify a few normal modes that could deform the
structure in such a way that it becomes more consistent with the experimental
data. The efficiency of the algorithm depends on how well we identify the
modes that produce deformations that are consistent with experimental data.
Steepest-descent and Newton Raphson methods
One of the standard approaches for optimization is to use gradient-following
techniques such as steepest descent (SD), which was successfully
implemented in the fitting with cryo-EM data (23). In this approach, the
derivative of the scoring function with respect to normal-mode coordinates is
computed and the displacement is made according to the value of the
derivative. A large value means that the corresponding normal mode
produces the steepest increase in the scoring function. Toward the end of the
refinement, gradient-following techniques can fail, as curvature has more
influence. Therefore, in the implementation with cryo-EM data, the final
stage of the refinement optimization was performed according to an algorithm
based on second derivatives, such as Newton Raphson, since it considers the
curvature of the function surface (Hessian) and is more efficient when close to
the maximum. This implementation was shown to be successful in refining
high-resolution structure with low-resolution 3D data from cryo-EM.
Such a simple combination turns out to be not sufficient to identify
normal modes that are relevant to conformational changes in the case of 1D
data, since less information is contained within these data. Therefore, a more
efficient optimization algorithm needs to be implemented, in which the
second-derivative-based method is used in the earlier stages of the refine-
ment to find the minimum in a smaller number of steps. However, a simple
Newton Raphson method cannot be used from the beginning, since it gives
the correct answer only when the original point is close to the minimum. In
addition, we use an iterative normal-mode approach to reflect the nonlinear
nature of the conformational change, and thus the calculated Hessian is
considered to be accurate only within the structural deformation step size,
which contradicts the approximation of the Newton-Raphson method.
Trusted region method
Therefore, to enhance the fitting efficiency, a new refinement procedure has
been developed by incorporating a trusted region method (TRM) (64) with
the Newton Raphson algorithm. This method was originally proposed to find
the transition state for a chemical reaction and rely on the use of the Newton
Raphson approach within a trusted region. Here, we propose to use this
method for fitting the high-resolution structure of a biological molecule to
low-resolution data.
In the TRM, one defines a radius within which the quadratic model
equation is ‘‘trusted’’ to be a reasonable representation of the function (the
simple Newton Raphson method trusts it for the entire space). Then, TRM
tries to find the constrained minimum within the trusted region (D) using
analytical formulas.
max f ¼ 1
2
qTHq1 qTg such thatkqk,D
 
; (4)
where H ¼ f@2f =@ql@qmg is the Hessian and g ¼ f@f =@qlg the gradient.
The amplitudes q ¼ fqlg that maximize f within the trusted region, D, are
obtained using the Lagrange multiplier method. If the original point is
sufficiently close to a minimum, then often the minimum lies within the
circle of the trusted region and convergence is quite rapid, whereas near
the start of a search, the constrained minimum will most likely lie on the
boundary. Once the constrained minimum is found, we deform the structure
using Eq. 2, with the amplitude q ¼ fqlg obtained by solving Eq. 4, and a
new iteration begins. The process continues until convergence of f is
observed. This method is conceptually well suited to the iterative normal
mode, as in both we allow only limited movement.
To implement TRM into a refinement protocol, several sizes of the
trusted region need to be tested to determine the optimal size. Indeed, too
large a step size might lead to unrealistic deformations of the molecule and
the quadratic approximation could fail. On the other hand, too small a step
size would limit the efficiency of the program, as many steps would be
needed to accomplish the transition.
Algorithm
The inputs of the refinement protocol are a PDF of a protein target structure
and another high-resolution structure (x-ray or NMR) that the user wants
to flexibly fit to the PDF data. NMA is first performed on the initial
high-resolution structure using Ca atoms. Only the 10 lowest frequency
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normal modes are considered for the fitting. By limiting the number of
modes included, one deforms the high-resolution structure without localized
(bond/angle) distortion, which would be induced if higher-frequency modes
were employed. In addition, limiting the dimensionality of the search
decreases the time per iteration. Most importantly, the majority of the con-
formational change is generally captured using only the lowest-frequency
normal modes (33).
After NMA on a high-resolution structure, sn (n being the step number), is
performed, the suitable normal-mode amplitudes for deformation are
calculated by the SD method or by TRM. Theoretically, TRM should
always be better than the SD method, and our results also confirm that.
However, TRM requires the calculation of Hessian, which is time-
consuming. Thus, at each step, we first estimate the best amplitudes for
deformation by the SD method and deform the structure, obtaining sn11. If
the score, f, between sn11 and the target PDF and the score expected from
gradient analysis are in agreement within 5%, we accept the results from the
SD method and keep sn11. If the actual score differs from the expected value
by .5%, which indicates that the curvature of the function surface is not
negligible, we reject the deformed structure, determine better amplitudes
using TRM, and deform the structure accordingly, obtaining a new sn11.
Modes are ranked according to the absolute value of the amplitude, and two
or three of the vectors with the largest amplitudes are used for the
deformation at each step. To avoid distortions of the structure, we limit the
amount of deformation, i.e., the amplitude of normal mode, up to a 0.5-A˚
RMSD. Using such criteria ensures that the secondary structural motifs are
conserved even after deformation.
We have tested two definitions for the scoring function, MSD and
WMSD, in the above algorithm. In addition, two protocols of optimization
termination have been tested. In the first protocol, the optimization is
stopped when the score does not increase by iteration. In another protocol,
the process is stopped when the increase of the score relative to its value has
converged. The results show that the latter produces better fitting.
Algorithm testing procedure
To develop algorithms and evaluate their performance, we consider five
proteins for which two distinctly different conformations are known from x-
ray crystallography. For each protein, the PDF of one of two conformations
is first generated. Then, starting from the other conformation, we apply our
flexible fitting algorithms using the simulated PDF as the target. In this way,
we are able to evaluate how the initial structure was deformed toward the
target structure. As the fitting process progresses, the fitness (scoring
function) of the deformed structure and the simulated target PDF improves.
At the same time, we calculate the RMSDs of the deformed structure and the
structure of the target. Ideally, when the scoring function reaches the
maximum, the RMSD should reach a minimum. When RMSD decreases
sufficiently as the fitting process proceeds, the algorithm can be considered
to be working effectively.
We have tested five proteins: lysine/arginine/ornithine (LAO) binding
protein (2lao and 1lst), adenylate kinase (4ake and 1ake), maltodextrin
binding protein (1omp and 1anf), lactoferrin (1lfg and 1lfh), and elongation
factor 2 (1n0u and 1n0v). These proteins differ from each other in size,
shape, and magnitude of conformational transition, and are useful for
observing the applicability of our new algorithm to a variety of proteins.
In this article, we present only results using coarse-grained—Ca
atoms—elastic-network NMA but we should note that the same results are
obtained using the all-atoms elastic-network NMA (data not shown).
RESULTS
Evaluating the best performance of the iterative
normal-mode approach
Before we perform the flexible fitting procedure from an
x-ray structure to the PDF, we first test a fitting from an x-ray
structure to another x-ray structure using the optimization
algorithms described above. The original structure is
deformed toward the target structure by iterative NMA
using Eq. 2, with the displacement amplitude given by Eq. 3.
This analysis will exhibit how the flexible fitting could
potentially work in the best-case scenario, i.e., where a high-
resolution structure is known for the two end points. These
data illustrate the upper limit, in terms of RMSD, that we
could obtain for the newly proposed method. Fig. 2
illustrates the use of the iterative normal mode for structure
deformation toward a known x-ray structure displaying a
different conformation. The RMSD as a function of the
iteration step, t, between Ct and CF is shown for four
proteins. In these examples, only the 10 lowest-frequency
normal modes were computed at each step, and three modes
were used for deformation. The RMSD between Ct and CF
can be reduced to,2 A˚ for each protein and to as low as 1 A˚
for the LAO binding protein. Such data show that it is not
necessary to have a large number of modes to represent most
of the large collective conformational changes of a biological
molecule. Rather, only a few modes, e.g., three, can be used
to obtain a final RMSD that is within the limit of the
resolution of the low-resolution experimental data. Obvi-
ously, when the fitting is performed with lower-resolution
data, higher RMSD values are expected. Such an approach
was successfully implemented with cryo-EM data, which
contains low-resolution 3D data. These final RMSDs
represent the best values that can be obtained in such
specific conditions. These values depend primarily on how
well the normal modes can describe the conformational
change between the two known structures. Fitting with low-
resolution data will only result in higher RMSDs, as the
definition of the target structure contains less information.
LAO binding protein
In the above analysis, the conformational change of the LAO
binding protein was most successfully simulated by iterative
FIGURE 2 Performance of iterative NMA from 3D structure to 3D
structure for four proteins. For each protein, the algorithm successfully
deforms the structure very close to the target structure.
Normal-Mode Fitting Using 1D Data 1593
Biophysical Journal 94(5) 1589–1599
NMA. Thus, we choose the LAO binding protein as the first
test case of the fitting from x-ray structure to PDF. The
difference between the two conformations of the LAO
binding protein has an ;5-A˚ RMSD. From one of the
conformations, a PDF was generated and used as the target to
test our algorithms.
We ran four different optimization procedures using either
a simple SD approach or an approach using a combination of
SD and TRM, and for each run two different scoring
functions were used, MSD or WMSD.
Although we can observe a decrease in the RMSD in all
cases (Fig. 3), it is difficult to determine at what point the
value of the score has converged. Indeed, the scoring
function continuously increases, even though the RMSD
might reincrease as well, i.e., nonnecessary protein defor-
mation might occur. We observed these phenomena using
both scoring functions. In some cases, the additional RMSD
increase reverts back to 5 A˚ after reaching a minimum of
2.4 A˚.
Therefore, we decided to investigate another criterion to
define convergence of the optimization process. Rather than
looking directly at the value of the scoring function, we
calculated the relative change of the score, f, from step i and
step i 1 1. Fig. 4 shows the trajectory of the relative change
FIGURE 3 Progress of the fitting process for the
LAO binding protein measured by fitness scoring
function and RMSD. Combinations of two scoring
functions, simple MSD and WMSD, and two
optimization methods, SD and TRM, are tested.
The progress of the RMSD is shown as solid lines
and the scoring functions as broken lines. The best
model, which is closest to the target structure, is
obtained by the combination of WMSD and TRM.
FIGURE 4 Progress of RMSD and relative
change in the scoring function over the fitting
process for the LAO binding protein. As in Fig. 3, a
combination of the two scoring functions, simple
MSD and WMSD, and two optimization methods,
SD and TRM, are tested. The progress of the
RMSD is shown by solid lines and the relative
change of scoring functions by dashed lines. The
relative change reaches zero when the RMSD is
close to the minimum.
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over the fitting process. For the fitting process with TRM/
MSD, the relative change in the score is not close to zero
even after the best fitting has been obtained. When it reaches
zero, the structure is already deformed repeatedly from the
best structure, which results in increases of the RMSD. Using
the relative change in the score value in conjunction with the
WMSD scoring function, we can clearly see that the relative
change reaches zero when the structure is deformed
optimally in terms of the RMSD. Therefore, we use such a
variable as a criterion to stop the optimization.
The model obtained from our algorithm using WMSD in
conjunction with TRM is shown in Fig. 5, along with the
starting structure and the answer, i.e., the source of the target
PDF. In addition, the PDFs of three conformations are shown
for comparison. The result shows that the conformational
change of the LAO binding protein, i.e., closing of the two
domains to isolate the active site, has been successfully
reproduced by the fitting to the PDF data.
Tests for other proteins
Using the relative change in the score value as the
convergence parameter, additional fitting processes were
performed on several proteins. We tested the algorithm using
either the MSD or WMSD scoring function and both
optimization algorithms. For each protein, different numbers
of modes (two or three) were also used for displacement of
the structure. In addition, several radii for the TRM and SD
displacements were tested. The results for all proteins tested
are shown in Table 1.
Overall, the RMSD is decreased for all proteins when the
WMSD is used. With the MSD scoring function, decrease of
the RMSD is also observed for some proteins. However, in
the case of elongation factor 2, which displays the largest
conformational change, the refinement fails almost consis-
tently. Therefore, it is preferable to use the WMSD, which
can reduce the RMSD for all proteins tested.
We note that using two modes with the WMSD scoring
function with a radius of 0.1 A˚ for the displacement produces
the best fitting overall. Increasing the size of amplitude of
displacement leads to less accurate results. TRM gives better
results in general compared to the simple SD algorithm.
Thus, incorporating information about the second derivative
provides a better result.
DISCUSSION
Choice of optimization algorithm: SD/TRM
A clear indication of how TRM works can be seen from Fig.
4. The relative change of the score as a function of step is
relatively smooth toward the end of the algorithm compared
to when SD is used. Indeed, a major difference between SD
and TRM is that even though we assign a certain radius for
protein deformation, TRM can find a conformation with the
maximum score within the radius; therefore, the overall
displacement of the protein may be less than the maximum
radius. The results also reveal that at a certain point during
the refinement (especially pronounced in the case of the
MSD), the gradient method starts to fail, whereas with TRM
FIGURE 5 (a) The PDFs of initial (dotted line), predicted (dashed line),
and target (solid line) structures are shown. (b–d). The initial structure of the
LAO binding protein (b), the modeled structure predicted from the fitting
algorithm (c), and the structure from which the target PDF is created (d). The
PDF of the predicted structure is in close agreement with the target PDF and
the structures are also very similar.
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the RMSD continues to decrease. At the beginning of the
refinement, the gradient is a good way to optimize the
scoring function. However, as we come closer to the target,
the contribution from the second derivative becomes more
important, and the gradient is not sufficient at that point.
Choice of radius for trusted region method
We ran simulations with several trusted-region radii. In each
case, it appears that a smallest value gives better results. We
should note that the structure is of good quality as a result of
the iterative normal-mode approach. Indeed, by setting a
maximum deviation of 0.1 A˚ overall for the protein, most of
the distortions are avoided during the refinement. Using
larger radii decreases the accuracy of the fitting, and in such
cases, e.g., with a radius of 0.5 A˚, in some proteins we
observed unusual Ca-Ca distances, which are due to too-
large deformations at a single step (data not shown). We
should note that using a smaller radius increases the number
of iteration steps, and therefore although it is more accurate,
the refinement procedure takes longer time.
Limitation to ﬁtting 1D data
The results indicate that for most proteins we can predict the
conformation within an RMSD of ;2–3 A˚, which in terms
of accuracy is close to what can be observed for structures
obtained from homology modeling. The obtained model for
the elongation factor agrees least with the target (final RMSD
;5 A˚). However, it is a significant improvement over the
original conformational difference, which was very large
(;15 A˚). In addition, most of the conformational change is
described correctly thanks to the fitting process. For two
proteins, the maltodextrin binding protein and lactoferrin, the
accuracy is less than ideal in comparison to the original
RMSD. In fact, we note that the difference in the PDF
profiles between the two conformations is rather small,
which may indicate some limitation to fitting low-resolution
data. Fig. 6 shows the initial, target, and modeled structures
of maltodextrin binding protein, as well as their correspond-
ing PDFs. The difference between the PDFs of the initial and
target structures is relatively small compared to that of the
LAO binding protein (Fig. 5), which would explain the poor
performance in the fitting of maltodextrin binding protein.
To identify the normal modes that reproduce the conforma-
tional change, the difference between the PDFs needs to be
large enough.
Nevertheless, we should note that even though the
structure is not very accurate, the final conformation displays
some of the characteristics of the conformational change.
Indeed, in the case of the maltodextrin binding protein,
comparison of the initial, final, and predicted conformations
shows that the predicted structure lies between the other two
conformations (Fig. 6). The displacement obtained from the
fitting points in the good direction; however, there is not
sufficient information from the low-resolution data to fully
reproduce the full conformational change. It indicates that
even though our approach may fail to construct a model
close to the final structure, insights on the directionality of
conformational changes can be reliably obtained.
TABLE 1 Results of tests using different scoring functions and optimization algorithms
Proteins
Displacement
Number of
modes
Adenylate
kinase
Elongation
factor 2
LAO binding
protein Lactoferrin
Maltodextrin binding
protein
Initial RMSD 7.2 14.6 4.8 6.6 4.0
MSD
RMSD r ¼ 0.1 2 3.6 fails 3.6 5.7 fails
2.5 14.3 2.5 6.9 2.6
3 3.6 fails 3.1 5.7 3.4
3.8 fails 2.5 6.7 2.6
r ¼ 0.3 2 2.9 14.41 4.0 5.7 3.9
2.6 fails 3.4 6.1 2.5
3 3.8 fails 3.6 5.6 3.5
3.7 fails 2.8 3.1 2.7
WMSD
RMSD r ¼ 0.1 2 3.8 9.1 2.5 5.6 3.3
2.8 5.7 2.4 4.2 3.4
3 4.3 10.9 3.1 5.6 3.3
4.4 6.3 2.3 4.0 3.2
r ¼ 0.3 2 3.8 9.6 3.6 6.2 4.0
3.0 5.7 3.0 5.6 4.0
3 3.9 12.1 3.9 5.8 3.4
4.3 6.0 2.9 4.5 3.3
Data displayed in regular weight are from the SD optimization, and data in bold are from the TRM optimization. r, radius of the trusted region method used in
the refinement; (fails) the optimization process failed to decrease the RMSD.
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CONCLUSION
We have presented a new algorithm to reconstruct an atomic
level structure from an atomic pair distribution function. This
new algorithm takes advantage of an already known x-ray
structure to predict a different conformation embedded in the
pair distribution function. Normal-mode theory is used to
construct a model by deforming the original x-ray structure
to ensure that the new conformation is energetically
accessible. Using simulated 1D data, we have demonstrated
that our approach makes it possible to predict directions of
conformational changes and to construct structures within 3
A˚ of the target data. Such an approach should prove useful in
interpreting low-resolution 1D data.
We choose the pair distribution function as an example of
very low dimensional data. PDF data is 1D and thus provides
far less information than 3D structural data obtained from
techniques such as cryo-EM. The theories behind the
method, as well as an example for a small protein, have
been introduced in this article, and we have shown that our
protocol is successful in predicting structure from 1D data.
We intend to extend this methodology for fitting experi-
mental data derived from SAXS data, which is also 1D. In
the case of SAXS, the influence of the solvent needs to be
considered, and experimental error also needs to be included.
Results of that work will be presented in a separate article.
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