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O congestionamento urbano tem crescido notoriamente e os impactos negativos causa-
dos sa˜o os mais diversos, transitando do aumento de tempo de jornada a questo˜es de
sau´de e ambientais. Uma alternativa no combate a esse efeito se da´ atrave´s do aumento
da eficieˆncia das malhas via´rias urbanas. Diversas estrate´gias de controle em tempo-real
existem com esse intuito, sendo a Traffic-responsive Urban Control , ou TUC, de especial
interesse por apresentar bons resultados pra´ticos e estar consolidando-se em grandes
centros. Essa, pore´m, efetua o controle de frac¸o˜es de verde de forma heur´ıstica, atrave´s
de um regulador quadra´tico-linear de dois esta´gios. Propo˜e-se um novo mo´dulo de
controle para este fim utilizando a teoria de controle preditivo, o qual considera as res-
tric¸o˜es intr´ınsecas do modelo de redes via´rias explicitamente, garantindo a otimalidade
do sinal de controle calculado para o horizonte de tempo observado. Posteriormente
modifica-se o mo´dulo de controle para que opere de forma distribu´ıda, estabelecendo
condic¸o˜es de convergeˆncia a` soluc¸a˜o o´tima. Resultados nume´ricos e de simulac¸a˜o da
aplicac¸a˜o do me´todo a duas malhas via´rias modelos sa˜o apresentados e demonstram
um desempenho ora equivalente, ora superior ao regulador original da estrate´gia TUC.
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Urban congestion has grown notoriously and the negative impacts range from increased
journey times to health and environmental issues. A way to cope with this effect is to
increase urban network efficiency. For this purpose several real-time control strategies
have been developed, one being the Traffic-responsive Urban Control, or simply TUC.
This approach has consolidated itself among the representative real-time control strate-
gies and is of particular interest for its good performance in practical implementations.
Nevertheless, TUC uses a heuristic two-stage linear-quadratic regulator to perform split
control. A new split control module is proposed to replace the original sub-optimal
one. Based on model predictive control, this new strategy can handle the intrinsic
constraints of the urban network model explicitly, therefore ensuring optimality of the
solution found for the given prediction horizon. A distributed version of the proposed
control is developed, along with conditions for its convergence to the centralized opti-
mal solution. Numerical results and simulations from the application of the methods
to two urban networks show that the predictive control strategies usually produce a
performance better than or at least comparable to the baseline TUC regulator.
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Cap´ıtulo 1
Introduc¸a˜o
The car has become an article of dress without which we feel uncertain, unclad,
and incomplete.
Marshall McLuhan
Nos u´ltimos anos a motorizac¸a˜o tem apresentado uma tendeˆncia mundial de crescimento
a taxas constantemente maiores. Na I´ndia, por exemplo, o nu´mero de ve´ıculos registrados
dobrou em um per´ıodo de apenas sete anos, de 33 milho˜es em 1996 para aproximadamente 67
milho˜es em 2003. O pa´ıs vizinho, a China, e´ o mercado de ve´ıculos que mais cresce atualmente.
No primeiro semestre a do ano de 2006 a venda de ve´ıculos apresentou a assustadora taxa de
50% de crescimento em relac¸a˜o ao mesmo semestre no ano anterior, alcanc¸ando a marca de
1,8 milho˜es de novas unidades vendidas [37].
No Brasil, com o controle da inflac¸a˜o e reduc¸a˜o na taxa de juros, o mercado auto-
mobil´ıstico tambe´m apresenta crescimento considera´vel. Em nosso pa´ıs a frota de ve´ıculos
passou de 17,6 milho˜es em 1997 a 24 milho˜es no ano de 2006, contabilizando um aumento de
aproximadamente 36% em menos de uma de´cada. Essa taxa ficou bastante pro´xima a`quela
contabilizada globalmente que, no mesmo per´ıodo, teve crescimento de 37%, passando de
uma frota de 696 milho˜es a 954 milho˜es [11].
As consequ¨eˆncias desse aumento na frota de ve´ıculos sa˜o as mais diversas, tendo impacto
em va´rias a´reas da sociedade. No aˆmbito social pode-se citar, por exemplo, o vinculo existente
entre a motorizac¸a˜o da populac¸a˜o e o aumento do nu´mero de obesos [2], no aˆmbito ecolo´gico
tem-se o aumento da emissa˜o de gases de efeito estufa [31], ale´m disso o aumento no fluxo de
ve´ıculos aumenta o nu´mero de acidentes, bem como a ocorreˆncia de congestionamentos.
As malhas via´rias tambe´m seguem a tendeˆncia de expansa˜o, no entanto essas teˆm
elevado custo de construc¸a˜o e manutenc¸a˜o. Como exposto em [23], a renda per capita e´
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fator determinante do tamanho da frota veicular e ambas crescem a taxas muito similares.
Surpreendentemente a malha via´ria pavimentada a n´ıvel nacional, as auto-estradas, cresce
tambe´m a` mesma taxa. No entanto ao considerar-se toda a malha via´ria o crescimento e´
a taxas muito inferiores a da renda per capita. Isso indica que, enquanto a n´ıvel nacional
infra-estrutura e nu´mero de ve´ıculos crescem concomitantemente, nas a´reas urbanas existe
uma larga disparidade entre o crescimento da frota veicular e da rede via´ria. Em suma,
o congestionamento urbano cresce com o aumento de capital ao longo do tempo. Impulsi-
onado ainda pela urbanizac¸a˜o e crescimento populacional o congestionamento urbano ja´ e´
um fenoˆmeno globalizado. Dentre os diversos problemas causados por este fenoˆmeno pode-
mos citar: a diminuic¸a˜o da eficieˆncia da infra-estrutura de transporte; prolongac¸a˜o tempo de
jornada; aumento da poluic¸a˜o do ar; e maior consumo de combust´ıvel.
A soluc¸a˜o para esse fenoˆmeno parte do reconhecimento de que o mesmo na˜o adve´m
exclusivamente de uma infra-estrutura deficita´ria, e sim de um problema maior, de cunho
social. Como tal, o mesmo so´ sera´ contornado atrave´s de uma radical mudanc¸a de valores
e a incorporac¸a˜o de transportes pu´blicos eficientes. Contudo, existem formas de dirimir a
crescente influeˆncia do congestionamento urbano, como por exemplo aumentando a eficieˆncia
das malhas via´ria existentes. Com esse intuito existem hoje diversos sistemas inteligentes de
transporte, abreviados ITS.
Idealmente na˜o existiriam sema´foros nas malhas via´rias, pois na˜o haveriam cruzamen-
tos. Todos seriam substitu´ıdos por elevados, viadutos, tu´neis, etc. Os mesmos so´ existem para
permitir que pontos de conflito, os cruzamentos, sejam superados com seguranc¸a. Todavia,
em meados do se´culo XX percebeu-se que os sema´foros influenciavam na eficieˆncia das redes
de traˆnsito. Fundamentados nessa descoberta os sistemas ITS atuais, ou seja, sistemas que
utilizam tecnologia de informac¸a˜o e comunicac¸a˜o, visam na˜o so´ incrementar a seguranc¸a, mas
tambe´m a coordenac¸a˜o eficieˆncia dos diversos componentes de uma infra-estrutura rodovia´ria,
dentre eles os ve´ıculos e pedestres.
1.1 Histo´rico do Controle de Tra´fego
O controle de tra´fego urbano em seus moldes atuais tem ra´ızes recentes, sendo concebido
no final do se´culo XX. Antes de 1920, e consequ¨ente popularizac¸a˜o do automo´vel, a demanda
das rodovias na˜o justificava a aplicac¸a˜o de me´todos de controle sofisticados, de sorte que a
primeira forma de controle de tra´fego, e ainda hoje utilizada, tratava-se da sinalizac¸a˜o manual,
conduzida por guardas de traˆnsito. A partir desta data, com o advento do Fordismo, pa´ıses
industrializados como os Estados Unidos experimentaram uma grande onda de motorizac¸a˜o e
urbanizac¸a˜o, levando a uma migrac¸a˜o da populac¸a˜o de a´reas rurais parcamente habitadas aos
centros urbanos de alta densidade demogra´fica, surge enta˜o a necessidade de novos me´todos
de controle de traˆnsito [39].
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A essa e´poca atribu´ı-se o surgimento dos primeiros sema´foros automa´ticos, apesar do
primeiro sema´foro, inventado por J. P. Knight, datar do ano de 1868 quando foi instalado na
intersec¸a˜o entre as ruas George e Bridge em Londres. Em 1910 surge o primeiro relato de
um sema´foro automa´tico, criado por Earnest Sirrine, em Chicago, que utilizava as palavras
stop e proceed , sem distinc¸a˜o de cor. No ano de 1920 surge o primeiro sema´foro baseado em
treˆs cores, criado por William Potts, em Detroit. Nessa e´poca surgem as primeiras tentativas
de descric¸a˜o do tra´fego atrave´s de expresso˜es matema´ticas, coletando dados e realizando
aproximac¸o˜es a curvas lineares ou de outros tipos [20]. Essas estimac¸o˜es eram utilizadas na
determinac¸a˜o da capacidade das rodovias e ainda na determinac¸a˜o dos melhores paraˆmetros
de sequ¨enciamento de fases, determinac¸a˜o de ciclos e tempos de verde, bem como sincronismo
entre fases consecutivas. Apenas em 1950 surgem as primeiras tentativas de modelar-se
teoricamente o tra´fego urbano e modelos de seguimento de ve´ıculos e com estes a possibilidade
de buscarem-se melhorias nos sistemas de controle existentes na e´poca. Inicia-se enta˜o a
era de controladores automa´ticos baseados em medic¸o˜es e predic¸o˜es, necessitando, para tal,
computadores especiais destinados unicamente a esse fim [20]. Apesar da inserc¸a˜o de diversas
novas tecnologias de aferic¸a˜o e controle, o arcabouc¸o dos sistemas ITS modernos ainda segue
esta mesma estrutura, ilustrada na Fig. 1.1. Pode-se observar que o comportamento da rede
de tra´fego depende de dois fatores distintos:
Entradas de Controle: Diretamente relacionadas aos atuadores do sistema, como por exem-
plo sema´foros e mensagens VMS. Essas entradas podem ser restritas a uma regia˜o de
operac¸a˜o deseja´vel.
Perturbac¸o˜es: Varia´veis sem possibilidade de manipulac¸a˜o, podem, no entanto, ser medi-
das, detectadas ou estimadas ao longo de um horizonte de tempo.
A avaliac¸a˜o de uma dada estrate´gia de controle e feita enta˜o atrave´s de indicadores,
tais como tempo total despendido por todos os ve´ıculos da rede ao longo de um horizonte
de tempo [36]. O aˆmago do sistema e´ a estrate´gia de controle, responsa´vel por interpretar
as informac¸o˜es captadas atrave´s dos sensores e predic¸o˜es e converteˆ-las em ac¸o˜es de controle
que visem otimizar um determinado objetivo, usualmente um ou mais indicadores. Caso essa
func¸a˜o seja desempenhada por um operador humano, configura-se um sistema de controle
manual. Caso contra´rio trata-se de um sistema de controle automa´tico.
As primeiras estrate´gias de controle de tra´fego urbano traffic-responsive, aquelas que
respondem as variac¸o˜es do tra´fego em tempo real, foram apresentadas nos anos 80, com as
primeiras implementac¸o˜es em campo do sistema de controle ingleˆs SCOOT [22] e australiano
SCATS [29]. SCOOT e SCATS visam um controle coordenado abrangendo toda a malha
via´ria, sendo que a estrate´gia SCATS adota uma pol´ıtica com dois n´ıveis hiera´rquicos onde
o n´ıvel superior seleciona um plano de controle pre´-especificado enquanto o n´ıvel inferior, de
forma descentralizada, modifica os tempos de verde dentro de limites especificados. Apesar
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Figura 1.1: Esquema t´ıpico de controle de sistemas ITS [36].
de aplica´veis a grandes redes, SCOOT e SCATS foram julgados ineficazes para variac¸o˜es
ra´pidas nas condic¸o˜es de tra´fego, como aquelas ocorridas em hora´rios de pico e em caso de
acidentes [16].
Diversas outras estrate´gias de controle baseado em modelo surgiram no decorrer dos
anos, tais como OPAC [18], RHODES [33], PRODYN [17], CRONOS [4] e UTOPIA [32].
Essas na˜o consideram de maneira expl´ıcita os valores de tempo de verde, defasagens e ciclos,
formulando o controle de tra´fego como um problema combinato´rio de otimizac¸a˜o, e, excluindo
CRONOS, utilizam algoritmos de complexidade exponencial na busca do mı´nimo global. Por
essa raza˜o, apesar de conceitualmente aplica´veis, essas estrate´gias na˜o sa˜o capazes de controlar
malhas via´rias nem ao menos de pequeno porte. Para tal essas utilizam enta˜o heur´ısticas de
controle em n´ıveis hiera´rquicos superiores no intuito de realizar a coordenac¸a˜o entre os no´s
da rede via´ria. Por outro lado, CRONOS utiliza uma heur´ıstica global de otimizac¸a˜o com
complexidade polinomial, permitindo a considerac¸a˜o simultaˆnea de diversas intersec¸o˜es ao
custo de encontrar um mı´nimo apenas local. Outra importante deficieˆncia das estrate´gias
supracitadas e´ a inabilidade apresentada na resposta a condic¸o˜es saturadas de tra´fego [15].
Por esses motivos ha´ ainda uma deficieˆncia em controles genuinamente coordenados e
eficientes, operando em tempo-real e aplica´veis a grandes redes veiculares. Uma alternativa
promissora foi apresentada em [14]. A estrate´gia apresentada, denominada IN-TUC, utiliza
o modelo store-and-forward [21] descrevendo o fluxo de ve´ıculos sem a inclusa˜o de varia´veis
bina´rias, o que por sua vez permite o uso de algoritmos de otimizac¸a˜o altamente eficientes
e me´todos de controle com complexidade polinomial para o controle coordenado de grandes
malhas via´rias.
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1.2 Definic¸a˜o do Problema Abordado
A estrate´gia IN-TUC e´ composta por diversos mo´dulos integrados, cada um responsa´vel
por parte do problema de controle global. Dentre os mo´dulos existentes pode-se citar: o TUC,
responsa´vel pelo controle de tempos de verde de sema´foros urbanos; o ALINEA, para controle
de entrada a`s rodovias; e um mo´dulo para controle de rota via mensagens VMS [13].
O mo´dulo de controle urbano, TUC, utiliza um regulador quadra´tico linear na obtenc¸a˜o
de sinais de controle que visam a` homogeneizac¸a˜o da capacidade da rede urbana. Apesar de
eficiente essa lei de controle considera restric¸o˜es de ciclo e amplitude do sinal de controle
de forma impl´ıcita, fazendo uso de uma etapa posterior de otimizac¸a˜o no ca´lculo do tempo
de verde restrito de cada fase, dessa maneira comprometendo a otimalidade do controle
calculado.
O objetivo dessa dissertac¸a˜o e´ a formulac¸a˜o de um novo mo´dulo de controle, baseado
na formulac¸a˜o TUC existente, pore´m utilizando a teoria de controle baseado em modelo a fim
de computar-se de forma distribu´ıda um sinal de controle cujas restric¸o˜es sejam consideradas
de forma expl´ıcita, garantindo a otimalidade global do sinal de controle calculado dentro
do horizonte de predic¸a˜o abordado. Uma soluc¸a˜o distribu´ıda circunda uma das principais
dificuldades da estrate´gia IN-TUC, a centralizac¸a˜o. Em sua forma original a inserc¸a˜o de um
novo ponto de controle, ou ate´ mesmo a modificac¸a˜o de paraˆmetros de um no´ ja´ controlado,
incorre na reformulac¸a˜o de todo o problema de controle e uma grande monta de trabalho
manual. Quando computado de forma distribu´ıda, o controle de um no´ impacta apenas sua
vizinhanc¸a, facilitando a inserc¸a˜o de novos no´s a` rede e a atualizac¸a˜o de seus paraˆmetros.
O foco do trabalho esta´ centrado na soluc¸a˜o distribu´ıda do controle de tempos de verde
e em sua comparac¸a˜o ao controle LQR centralizado. Dessa forma, para que a comparac¸a˜o
seja feita de forma justa, diversos aspectos do controle MPC sera˜o negligenciados. Dentre os
desconsiderados o de maior importaˆncia e´ o modelo de perturbac¸o˜es. Apesar de fundamentais
em uma aplicac¸a˜o pra´tica de controle preditivo as pertubac¸o˜es na˜o sera˜o tomadas em conta no
controle proposto, basicamente por na˜o serem essas consideradas no controle TUC original.
O documento esta´ organizado da seguinte forma:
Cap´ıtulo 2: Fundamentam-se os conceitos do controle de tra´fego urbano e do modelo de
fluxo de ve´ıculos utilizado apresentando-se a modelagem de uma malha via´ria urbana
segundo a abordagem TUC.
Cap´ıtulo 3: Descreve-se o problema de controle de frac¸o˜es de verde realizado de forma
centralizada. Nesse cap´ıtulo apresenta-se de maneira criteriosa a estrate´gia de controle
original do mo´dulo TUC, fundamentada em um controlador LQR e formula-se o controle
de porcentagens de verde baseado nas premissas do controle MPC.
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Cap´ıtulo 4: Apresenta-se a formulac¸a˜o do controle distribu´ıdo baseado em modelo para o
problema de controle de frac¸o˜es de verde. A teoria e´ constru´ıda a partir de premissas
ba´sicas do controle MPC centralizado e estendida ao caso de agentes distribu´ıdos de
controle. Ainda nesse cap´ıtulo prova-se a convergeˆncia ao valor o´timo da abordagem
proposta.
Cap´ıtulo 5: Nesse cap´ıtulo apresentam-se os resultados de simulac¸a˜o obtidos. Duas malhas
via´rias urbanas sa˜o utilizadas nos experimentos, uma contendo duas intersec¸o˜es e outra
incorporando seis cruzamentos. Os experimentos foram divididos em duas etapas, uma
abordagem nume´rica preliminar e simulac¸a˜o em software especializado em modelagem
de malhas via´rias.
Cap´ıtulo 6: A dissertac¸a˜o e´ apresentada de maneira sucinta e suas principais contribuic¸o˜es
apontadas. Concluso˜es gerais sobre o trabalho sa˜o formuladas e os resultados experi-
mentais sa˜o discutidos. Finalmente algumas propostas de trabalho futuro sa˜o apresen-
tadas.
Cap´ıtulo 2
Malhas Via´rias Urbanas
Neste cap´ıtulo abordam-se os conceitos ba´sicos da modelagem de redes de tra´fego vei-
cular. Primeiramente trata-se dos conceitos fundamentais atrelados a elas. Em seguida o
processo de modelagem de uma malha via´ria urbana de acordo com a abordagem store-and-
forward e´ descrito em detalhes. Inicialmente proposta por Gazis e Potts esta tem sido usada
em diversos trabalhos [27, 28, 35, 40, 42, 43, 44], principalmente na a´rea de controle de
tra´fego. Sua principal caracter´ıstica e´ a capacidade de descrever o fluxo de ve´ıculos sem a
inclusa˜o de varia´veis inteiras, usualmente utilizadas para indicar quando esses possuem di-
reito de passagem. Isto possibilita o uso de estrate´gias de controle em tempo-real de larga
escala, uma vez que a complexidade do problema de ca´lculo de frac¸o˜es de verde reduz-se a
polinomial e algoritmos eficientes de otimizac¸a˜o podem ser utilizados.
2.1 Conceitos Ba´sicos
Denomina-se umaMVU aquela que agrupa diversas intersec¸o˜es de ummesmo per´ımetro
urbano, as quais sa˜o conectadas atrave´s de vias. Cada intersec¸a˜o, por sua vez, e´ formada por
um conjunto de aproximac¸o˜es e uma a´rea de cruzamento comum a elas. Uma aproximac¸a˜o
consiste em parte de uma via, contendo uma ou mais pistas da mesma, a qual possibilita que
os ve´ıculos nela presentes atravessem concomitantemente a intersec¸a˜o cuja ela se encerra. E´
portanto poss´ıvel que uma u´nica via possua duas ou mais aproximac¸o˜es, uma vez que as pistas
de uma rua podem ter direito de passagem em momentos diferentes. Ale´m disso, o tra´fego de
uma intersec¸a˜o e´ dividido em fluxos, os quais sa˜o compostos por todos os ve´ıculos que a cruzam
partindo de uma mesma aproximac¸a˜o. Dois fluxos sa˜o ditos compat´ıveis quando podem
atravessar simultaneamente uma intersec¸a˜o, caso contra´rio estes sa˜o ditos incompat´ıveis ou
conflitantes.
Estes conceitos sa˜o mais bem compreendidos ao considerarmos a Fig. 2.1. Esta re-
presenta uma intersec¸a˜o entre duas ruas, cada uma contendo quatro pistas. Elegendo como
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Figura 2.1: Conceitos ba´sicos de uma intersec¸a˜o urbana.
refereˆncia a via horizontal no sentido oeste-leste, verifica-se a existeˆncia de duas aproximac¸o˜es,
uma agrupando os ve´ıculos que desejam continuar na via horizontal, e outra referente aos
ve´ıculos que desejam realizar a conversa˜o a` via vertical. Ainda na figura o conceito de fluxo
e´ ilustrado, sendo representado por cada uma das setas na mesma.
Essas definic¸o˜es formam a base para a representac¸a˜o tanto de pequenas redes de traˆnsito
quanto de grandes centros urbanos, no entanto alguns conceitos adicionais sa˜o necessa´rios
para formalizar um modelo apropriado de controle. Define-se a capacidade de uma intersec¸a˜o
como o nu´mero ma´ximo de ve´ıculos capaz de cruza-la´ durante um intervalo de tempo, usual-
mente em ve´ıculos por hora. Por fluxo de saturac¸a˜o entenderemos o fluxo cruzando a faixa de
parada de uma intersec¸a˜o quando este tem o direito de passagem (r.o.w.), a fila a montante
e´ suficientemente grande e a via a jusante na˜o esta´ obstru´ıda. Assim como a capacidade de
uma intersec¸a˜o, as medidas de fluxo sa˜o usualmente expressas em ve´ıculos por hora. Um ci-
clo compreende a repetic¸a˜o da sequ¨eˆncia de indicac¸o˜es semafo´ricas de uma intersec¸a˜o, sendo
o intervalo de repetic¸a˜o conhecido como tempo de ciclo, usualmente medido em segundos.
Entende-se por esta´gio, ou fase, o per´ıodo em que um conjunto de indicac¸o˜es semafo´ricas de
uma intersec¸a˜o permanece constante. Intervalos constantes de alguns segundos, denominados
tempo perdido, sa˜o inseridos entre os diversos esta´gios para evitar interfereˆncia entre fluxos
conflitantes. Ainda na Figura 2.1 sa˜o ilustrados alguns destes conceitos
O princ´ıpio store-and-forward e´ ilustrado na Fig. 2.2. A linha cheia representa o fluxo
de ve´ıculos atrave´s de varia´veis inteiras, onde esse assume o valor do fluxo de saturac¸a˜o no
per´ıodo em que tem direito de passagem, e cai a` zero no restante do ciclo. Enquanto isso,
em tracejado esta´ representado o mesmo fluxo de ve´ıculos, pore´m como modelado por Gazis
e Potts. O modelo store-and-forward e´ portanto o fluxo me´dio ao longo do ciclo de uma
intersec¸a˜o, e dessa forma, para que seja va´lido, o intervalo de controle utilizado deve ser
maior que qualquer ciclo da MVU em questa˜o.
Os principais atuadores em redes urbanas sa˜o os sema´foros. Inicialmente projetados
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Figura 2.2: Em tracejado o modelo de fluxo store-and-forward e em linha cheia o modelo com
varia´veis bina´rias.
para possibilitar o cruzamento seguro de pedestres e fluxos incompat´ıveis de ve´ıculos, os
sema´foros tiveram sua importaˆncia salientada pelo aumento constante no fluxo urbano. Com
o aumento em demanda surgem os congestionamentos, o que induz a estimac¸a˜o de um novo
paraˆmetro em redes de traˆnsito, a eficieˆncia da rede, expressa em termos do tempo total
despendido por todos os ve´ıculos nela presentes. Nesse momento percebe-se enta˜o que esque-
mas de controle igualmente seguros propiciavam diferentes valores de eficieˆncia, indicando a
existeˆncia de um esquema o´timo de controle que induz a melhor eficieˆncia da MVU.
Segundo [34], a influeˆncia exercida por sema´foros a`s condic¸o˜es de tra´fego e´ determinada
por quatro propriedades:
Especificac¸a˜o dos Esta´gios: Apesar da possibilidade de calcula´-los oﬄine, a especificac¸a˜o
o´tima dos esta´gios para intersec¸o˜es complexas, com diversos fluxos conflitantes, e´ na˜o
trivial e pode causar grande impacto na capacidade e eficieˆncia de uma intersec¸a˜o.
Porcentagem de Verde (Split): E´ a porcentagem do tempo efetivo de verde destinada a
cada esta´gio, deve ser otimizada de acordo com a demanda dos fluxos envolvidos.
Offset : E´ a diferenc¸a temporal entre ciclos de intersec¸o˜es consecutivas, que uma vez bem
coordenado pode ocasionar uma onda verde na arterial.
Tempo de Ciclo: Tempos maiores de ciclo tendem a aumentar a capacidade das intersec¸o˜es,
uma vez que o tempo perdido torna-se proporcionalmente menor, pore´m acarreta atra-
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sos maiores em intersec¸o˜es na˜o saturadas, devido ao tempo de espera durante a fase
vermelha.
Ale´m disso, pode-se classificar as diversas estrate´gias de controle segundo as seguintes
caracter´ısticas [13, 34]:
• isoladas quando aplica´veis a apenas uma intersec¸a˜o ou coordenadas, quando compreen-
dem diversas intersec¸o˜es;
• certas estrate´gias caracterizam-se por serem va´lidas apenas para tra´fego na˜o saturado,
outras sa˜o tambe´m va´lidas para tra´fego saturado, com filas crescentes e que podem
bloquear vias a montante; e
• de tempo-fixo, quando especificam, oﬄine, um plano de controle baseado em dados
histo´ricos, ou traffic-responsive, quando utilizam medidas em tempo-real a fim de es-
pecificar, tambe´m em tempo-real, o plano de controle.
O caso de tra´fego saturado e´ de extrema importaˆncia e pode provocar intensa de-
gradac¸a˜o no desempenho da rede. Uma fila crescente pode, ocasionalmente, atingir uma
intersec¸a˜o anterior. Neste caso todos os ve´ıculos que desejam utilizar a via congestionada
permaneceriam parados, mesmo quando tiverem direito de passagem, acrescendo a`s filas em
sua correspondente via. Isto, por sua vez, podera´ bloquear novas intersec¸o˜es a montante
desta acarretando em um efeito avalanche e levando o sistema a um estado de gridlock, cujo
efeito e´ desastroso a` eficieˆncia da rede.
2.2 Modelagem
Uma MVU modelada de acordo com a estrate´gia TUC [15] baseia-se em um conceito
totalmente oposto ao das estrate´gias mais comuns de controle. Ao inve´s de preocupar-se
com as dinaˆmicas ra´pidas do sistema, como a acelerac¸a˜o dos ve´ıculos e tempo de reac¸a˜o dos
motoristas, a estrate´gia e´ atuar no sistema baseado em informac¸o˜es de dinaˆmica mais lenta,
como o fluxo me´dio de ve´ıculos em cada via. Isso se reflete na diferenc¸a entre os ciclos de
controle de estrate´gias comuns como a Transyt, com ciclos de 4 s, e o ciclos da estrate´gia
TUC, usualmente maiores que 60 s.
Para tanto representa-se a MVU como um grafo direcionado com vias z ∈ Z e intersec¸o˜es
j ∈ J. Conjuntos Ij e Oj denotam, respectivamente, as vias de chegada e sa´ıda da intersec¸a˜o
j. Os paraˆmetros tempo de ciclo Cj, tempo total perdido Lj e fluxos de saturac¸a˜o Sz, z ∈ Ij
sa˜o modelados como constantes e conhecidos.
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Outro paraˆmetro conhecido e constante e´ a taxa de conversa˜o entre todas as vias.
Essas—representadas tz,w, z ∈ Ij, w ∈ Oj—indicam a taxa de ve´ıculos que, ao sa´ırem da via
z, se dirigem a via w. Outra abordagem para a definic¸a˜o de rotas e´ a utilizac¸a˜o de matrizes
dinaˆmicas de origem e destino, conhecidas como O/D. Essa abordagem adaptativa, no en-
tanto, incrementaria a complexidade de ca´lculo do controle e necessita de ana´lise criteriosa
antes de sua utilizac¸a˜o, a qual na˜o foi contemplada nesse trabalho.
Pode-se ainda assumir valores constantes de offset caso na˜o haja coordenac¸a˜o se-
mafo´rica. Finalmente, assume-se que o controle da intersec¸a˜o j possui um nu´mero fixo de
esta´gios, pertencentes ao conjunto Fj , cujo subconjunto Vj,z ⊆ Fj representa aqueles em que
a via z possui direito de passagem. A varia´vel uj,i denota o tempo de verde alocado ao esta´gio
i da intersec¸a˜o j.
Como visto anteriormente, a definic¸a˜o dos ciclos de uma malha via´ria exerce importante
influencia em sua eficieˆncia, bem como na sincronizac¸a˜o entre intersec¸o˜es. Desta maneira
torna-se interessante que o controle de porcentagens de verde na˜o altere os ciclos nominais
da rede em que atua. Por este motivo define-se que em uma MVU todas as intersec¸o˜es esta˜o
sujeitas a duas restric¸o˜es, a seguir enumeradas:
Restric¸a˜o 1:
∑
i∈Fj
uj,i + Lj = Cj , ou seja a soma do tempo de verde das fases e do tempo
perdido entre elas deve ser igual ao ciclo da intersec¸a˜o a qual pertencem; e
Restric¸a˜o 2: uj,i ∈ [u
min
j,i , u
max
j,i ], sendo u
min
j,i e u
max
j,i os respectivos tempos ma´ximo e mı´nimo
de verde de cada esta´gio.
Considere uma via z ligando duas intersec¸o˜es J1 e J2 tal que z ∈ OJ1 e z ∈ IJ2 como
ilustrado na Figura 2.3. Podemos expressar a dinaˆmica em tempo discreto da via z pela
seguinte equac¸a˜o:
xz(k + 1) = xz(k) + T [qz(k) + dz(k)− pz(k)− sz(k)], (2.1)
onde xz representa o nu´mero de ve´ıculos na via z; qz e pz sa˜o respectivamente os fluxos de
entrada e sa´ıda da via z durante o per´ıodo [kT, (k + 1)T ], sendo k = 1, 2, . . . um ı´ndice de
tempo discreto e T o intervalo de controle; dz a demanda de entrada; e sz a demanda de
sa´ıda.
Uma vez conhecidas as taxas de sa´ıda da via—ou seja, assumindo que uma proporc¸a˜o,
constante, dos ve´ıculos que adentram uma via abandonam a rede durante o intervalo de um
ciclo de controle, estacionando, por exemplo— pode-se substituir a demanda de sa´ıda pela
seguinte igualdade sz(k) = tz,0qz(k). Ale´m disso, pode-se formular o fluxo de entrada da via
z como qz(k) =
∑
w∈IJ1
tw,zpw(k), onde tw,z, sa˜o as taxas de conversa˜o a` via z partindo das
vias w pertencentes a IJ1.
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J1 J2
Via z
qz pz
sz dz
Figura 2.3: Uma via urbana.
A seguir elimina-se as dinaˆmicas ra´pidas do fluxo de ve´ıculos, assumindo que os fluxos
de sa´ıda das vias sa˜o iguais ao seu fluxo de saturac¸a˜o ponderados pela raza˜o entre o tempo
de ciclo e o tempo de verde no qual estas possuem direito de passagem, i.e.
pz(k) = Sz
∑
i∈Vj ,z
uj,i(k)
Cj
,
para toda a intersec¸a˜o j para qual z pertenc¸a a Ij. Substituindo essas aproximac¸o˜es em
(2.1) e assumindo, por simplicidade, que C = Cj para todas as intersec¸o˜es j ∈ J, obte´m-se a
seguinte equac¸a˜o de estado,
xz(k + 1) = xz(k) + T
[
dz(k)−
Sz
C
∑
i∈VJ2,z
uJ2,i(k)
+ (1− tz,0)
∑
w∈IJ1
tw,zSw
C
∑
i∈VJ1,w
uJ1,i(k)
]
, (2.2)
onde xz(k) representa o nu´mero de ve´ıculos na via z no instante k; e os termos uJ2,i(k)
e uJ1,i(k) representam respectivamente os tempos de verde em que ve´ıculos tem direito de
passagem saindo e entrando na via, i.e. os sinais de controle no instante k.
Caso tempos de verde nominais uNj,i estejam dispon´ıveis, pode-se calcular uma demanda
de entrada dNz que leva a um regime permanente de filas, com efeito,
(1 − tz,0)q
N
z + d
N
z − p
N
z = 0, (2.3)
onde qNz , p
N
z sa˜o os fluxos nominais de regime permanente. Assim, pode-se equacionar a
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seguinte equac¸a˜o de estado:
xz(k + 1) = xz(k) + T
[
∆dz(k)−
Sz
(∑
i∈VJ2,z
∆uJ2,i(k)
)
C
+ (1− tz,0)
∑
w∈IJ1
tw,zSw
(∑
i∈VJ1,w
∆uJ1,i(k)
)
C
]
, (2.4)
onde ∆uj,i = uj,i − u
N
j,i e´ a variac¸a˜o do sinal de controle e ∆dz = dz − d
N
z e´ a variac¸a˜o de
demanda, sendo esta caracterizada como uma perturbac¸a˜o ao sistema.
Generalizando a equac¸a˜o (2.2) a todas as vias z ∈ Z da rede chega-se a seguinte equac¸a˜o
em notac¸a˜o matricial:
x(k + 1) = Ax(k) +Bu(k) +Td(k), (2.5)
onde x(k) e´ o vetor de estados; u(k) e´ o vetor de controle contendo os sinais uj,i, para todo
j ∈ J, para todo i ∈ Fj ; d(k) e´ o vetor contendo as demandas de entrada dz, para todo
z ∈ Z; e A = I, B e T sa˜o respectivamente as matrizes de estado, entrada e perturbac¸a˜o do
sistema. Ou ainda quando derivada de (2.4), em sua formulac¸a˜o incremental, a equac¸a˜o pode
ser escrita como
x(k + 1) = Ax(k) +Bu(k) +Td(k). (2.6)
Note que independentemente da formulac¸a˜o utilizada, i.e. absoluta ou incremental, as
matrizes do sistema permanecem iguais, uma vez que as matrizesB eT dependem unicamente
da topologia da rede, especificac¸a˜o dos esta´gios, tempos de ciclo, fluxos de saturac¸a˜o e taxas
de conversa˜o. Ademais, uma vez que os estados na formulac¸a˜o acima representam o nu´mero
de ve´ıculos em uma via, em contraste a outras aplicac¸o˜es do modelo store-and-forward onde
estes representavam o comprimento da fila [19], evita a necessidade de inserir-se atrasos
temporais ao modelo.
2.3 Suma´rio
Nesse cap´ıtulo descreveram-se os conceitos ba´sicos envolvidos na modelagem de uma
malha via´ria urbana e apresentou-se o conceito store-and-forward de modelagem do fluxo de
ve´ıculos de ve´ıculos. Esses to´picos forneceram a base necessa´ria para que o a modelagem
de malhas via´rias segundo a estrate´gia TUC fosse abordada. Pontos importantes sobre o
controle de tra´fego foram abordados, como a influeˆncia dos sema´foros na progressa˜o veicular
e classificac¸o˜es das estrate´gias de controle. Finalmente chegamos a duas equac¸o˜es de estados
representando o modelo TUC de controle de frac¸o˜es de verde de forma absoluta e incremental.
14 2. Malhas Via´rias Urbanas
Cap´ıtulo 3
Controle Centralizado de Frac¸o˜es
de Verde
All stable processes we shall predict. All unstable processes we shall control.
John von Neumann
No cap´ıtulo anterior apresentou-se a metodologia necessa´ria para modelar-se malhas
via´rias urbanas. Partindo dessa representac¸a˜o matema´tica da rede veicular torna-se poss´ıvel
formular o problema de controle de frac¸o˜es de verde visando otimizar algum crite´rio desejado.
Neste cap´ıtulo detalham-se duas estrate´gias de controle de frac¸o˜es de verde de atuac¸a˜o cen-
tralizada, ou seja aquelas em que o ca´lculo dos sinais de controle da MVU sa˜o feitos por uma
u´nica unidade de processamento, com acesso a todas as medidas da rede. A primeira destas
faz uso de um modelo irrestrito de MVU a fim de calcular uma matriz eficiente de reali-
mentac¸a˜o de estados atrave´s da teoria do regulador linear quadra´tico, aplicando as restric¸o˜es
de forma ad-hoc, posteriormente. A segunda, por sua vez, formula o controle de porcentagens
de verde como um problema de controle preditivo baseado em modelo, no qual as restric¸o˜es
da rede sa˜o consideradas explicitamente, pore´m a` custa de maior esforc¸o computacional.
3.1 Regulador Linear Quadra´tico
Desde sua concepc¸a˜o, no inicio dos anos 60, o problema de controle por regulador
linear quadra´tico, comumente conhecido como LQR, tem sido alvo de va´rios estudos. Uma
poderosa ferramenta de desenvolvimento, a abordagem LQR e´ ainda a predecessora de va´rias
estrate´gias modernas de controle, como controle H2 e H∞ [26, Cap. 39].
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Em sua esseˆncia o problema LQR e´ a soluc¸a˜o de um problema de otimizac¸a˜o de mı´nimos
quadrados convexo com algumas propriedades especiais: garante a estabilidade em malha fe-
chada do sistema, proveˆ n´ıveis de robustez—na auseˆncia de incerteza—e e´ de fa´cil coˆmputo.
A definic¸a˜o do problema, sua soluc¸a˜o e as hipo´teses necessa´rias para sua obtenc¸a˜o sa˜o apre-
sentados a seguir.
Teorema 3.1 (LQR em Regime Permanente). Dada a dinaˆmica discreta do sistema
x˙(k + 1) = Ax(k) +Bu; x(0) = x0, (3.1)
onde x(k) ∈ Rn e u(k) ∈ Rm, juntamente com o ı´ndice de desempenho a ser minimizado
y(k) = Cx(k),
sendo y(k) ∈ Rp. Define-se uma func¸a˜o custo quadra´tica
J =
∞∑
k=0
[y(k)′y(k) + u(k)′Ru(k)] (3.2)
onde, sem perda de generalidade, apenas o esforc¸o de controle e´ ponderado atrave´s da matriz
R. Assume-se que:
Hipo´tese 3.1. Todos os estados do sistema esta˜o dispon´ıveis.
Hipo´tese 3.2. O par [A,B] e´ controla´vel e o par [A,C] detecta´vel (Apeˆndice A).
Hipo´tese 3.3. R e´ positiva definida.
Enta˜o o controle linear quadra´tico e´ u´nico e o´timo, sendo a lei de controle que minimiza
J dada por:
u(k) = −Kx(k) = −R−1B′S (3.3)
onde S e´ a soluc¸a˜o u´nica, sime´trica e positiva definida da equac¸a˜o de Ricatti
SA+A′S+C′C− SBR−1B′S = 0. (3.4)
3.2 Controle LQR de Frac¸o˜es de Verde
A teoria do regulador LQR pode ser aplicada ao controle de frac¸o˜es de verde, de fato
essa e´ a estrate´gia de controle originalmente proposta pela abordagem TUC de controle de
tra´fego urbano [15]. O conceito ba´sico da estrate´gia e´ obter de uma matriz de realimentac¸a˜o
de estados eficiente. Entretanto, como visto na sec¸a˜o 3.1, as perturbac¸o˜es do sistema, re-
presentadas nesse caso como variac¸o˜es de demanda, na˜o sa˜o consideradas, ou seja assume-se
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∆d(k) = 0. Uma vez que o intuito do procedimento resume-se a obter uma matriz de ga-
nhos adequada ante otimizar um crite´rio f´ısico, a suposic¸a˜o de perturbac¸o˜es nulas e´ va´lida.
Ale´m disso, como tal metodologia na˜o admite a considerac¸a˜o de restric¸o˜es, calcula-se o sinal
de controle restrito atrave´s de um processo de otimizac¸a˜o ad-hoc. Dessa forma chega-se a
seguinte representac¸a˜o do sistema para o ca´lculo do controle LQR:
x(k + 1) = Ax(k) +B∆u(k). (3.5)
Visando minimizar o risco de saturac¸a˜o das vias, ocasionando bloqueios nas intersec¸o˜es,
tenta-se minimizar e balancear a ocupac¸a˜o proporcional das vias, i.e. xz/x
max
z , onde x
max
z e´
a capacidade de ve´ıculos que a via z ∈ Z pode suportar. Um crite´rio quadra´tico para este
fim pode ser representado por
JLQR =
1
2
∞∑
k=0
(‖x(k)‖2Q + ‖∆u(k)‖
2
R), (3.6)
onde Q e´ uma matriz positiva semidefinida de ponderac¸a˜o dos estados e R uma matriz
positiva definida de ponderac¸a˜o dos sinais de controle.
Segundo a teoria de controle o´timo, utiliza-se um horizonte de tempo infinito em (3.6) a
fim de obter-se uma lei de controle invariante no tempo. Uma vez que a matriz Q determina
o peso dado aos estados, i.e. nu´mero de ve´ıculos nas vias, o intuito de minimizar a ocupac¸a˜o
e´ obtido definindo os elementos de sua diagonal principal como 1/(xmaxz )
2, para cada z ∈ Z.
A matriz R reflete a penalidade imposta a`s variac¸o˜es de controle, usualmente definida como
R = rI, sendo r definido de forma experimental. A minimizac¸a˜o do crite´rio (3.6) leva a` lei
de controle
u(k) = uN − Lx(k), (3.7)
onde u(k) e´ o vetor de tempos de verde uj,i, para todo j ∈ J, para todo i ∈ Fj, e L e´ a matriz
de ganhos resultante, dependente de B, Q e R, apesar de pouco suscet´ıvel a variac¸o˜es das
mesmas [15]. Alternativamente, pode-se utilizar uma lei de controle incremental, que na˜o
necessita valores nominais
u(k) = u(k − 1)− L[x(k)− x(k − 1)], (3.8)
onde u(k−1) deve ser um valor fact´ıvel de controle. Mesmo para grandes redes esta estrate´gia
na˜o seria proibitiva, pois apesar do significativo aumento no custo computacional do ca´lculo
da matriz L, ela precisa ser calculada apenas uma u´nica vez, oﬄine.
Como as restric¸o˜es de controle na˜o sa˜o consideradas no problema quadra´tico linear,
estas sa˜o impostas apo´s a aplicac¸a˜o de (3.7), atrave´s da soluc¸a˜o do problema de otimizac¸a˜o
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a seguir, a cada ciclo e para cada intersec¸a˜o j ∈ J:
PLQR : min
Uj,i
∑
i∈Fj
(uj,i − Uj,i)
2 (3.9a)
sujeito a: ∑
i∈Fj
Uj,i + Lj = C (3.9b)
Uj,i ∈ [u
min
j,i , u
max
j,i ], para todo i ∈ Fj (3.9c)
onde Uj,i e´ o tempo de verde fact´ıvel com a menor distaˆncia Euclidiana do sinal de controle
irrestrito uj,i calculado pela realimentac¸a˜o de estados.
Este problema e´ resolvido em tempo real para cada intersec¸a˜o j, pore´m possui algorit-
mos eficientes [13] com convergeˆncia garantida em um nu´mero de passos menor ou igual ao
nu´mero de esta´gios |Fj | de cada intersec¸a˜o.
O regulador multivaria´vel apresentado necessita da realimentac¸a˜o de todos os estados do
sistema e, uma vez que na˜o faz uso de predic¸o˜es, comporta-se de maneira puramente reativa,
respondendo de forma indireta a`s perturbac¸o˜es desconhecidas. Ale´m disso, a estrutura da
matriz de controle L faz com que o regulador possua um efeito de gating , i.e. evite que as
vias a montante fiquem demasiadamente saturadas, prevenindo gridlocks.
3.3 Controle Preditivo Baseado em Modelo
Desenvolvido no in´ıcio dos anos 70, o MPC e´ uma tecnologia ainda em desenvolvimento.
Desde o princ´ıpio obteve grande aceitac¸a˜o no meio industrial devido ao bom desempenho
pra´tico, mesmo que sem garantias de robustez e estabilidade. Nos u´ltimos anos a distaˆncia
entre as vertentes de cunho pra´tico e teo´rico veˆem se estreitando, uma vez que a aceitac¸a˜o
por parte da indu´stria impulsionou a pesquisa acadeˆmica na busca de provas de estabilidade
e robustez, bem como em novas propostas de modelagem e utilizac¸a˜o de observadores de
estados, por exemplo. Ademais, a aumento no poder de processamento dos computadores e
o desenvolvimento de eficientes algoritmos de otimizac¸a˜o hoje possibilitam que o MPC seja
aplicado em sistemas de dimenso˜es elevadas ou de dinaˆmica ra´pida.
A principal vantagem dessa estrate´gia de controle consiste em possibilitar que restric¸o˜es,
tanto nos estados do sistema quanto nos sinais de controle, sejam explicitamente consideradas
na minimizac¸a˜o de um crite´rio especificado. O ca´lculo da sequ¨eˆncia de controle que minimiza
este crite´rio ao longo de um horizonte finito de predic¸a˜o e´ realizado online, a cada instante de
amostragem, atrave´s da resoluc¸a˜o de um problema de otimizac¸a˜o, usando o estado corrente
da planta como condic¸a˜o inicial. Ou seja diferentemente do controle LQR apresentado, na˜o
ha´ soluc¸a˜o anal´ıtica geral para o problema de controle MPC. Dessa forma obte´m-se uma
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sequ¨eˆncia o´tima de controle no intervalo de predic¸a˜o utilizado, sendo apenas o primeiro
elemento desta sequ¨eˆncia aplicado no processo. O horizonte de predic¸a˜o e´ enta˜o transladado
e uma nova sequ¨eˆncia de controle calculada, processo este conhecido como horizonte deslizante
(receding horizon), caracterizando uma lei de controle de malha fechada.
Uma analogia ao MPC pode ser feita com dirigir-se um automo´vel [5]. Baseado no
estado da estrada o motorista conhece o caminho que quer seguir, ou seja a trajeto´ria de
refereˆncia desejada para um horizonte finito: seu campo de visa˜o. As ac¸o˜es tomadas pelo
motorista sa˜o decididas de acordo com as caracter´ısticas do ve´ıculo que este dirige, ou melhor
do modelo mental que ele possui do automo´vel, e de poss´ıveis obsta´culos, como buracos,
cruzamentos e outros carros. Com estas informac¸o˜es o condutor decide alterar ou manter
sua velocidade e trajeto´ria no intervalo de tempo subsequ¨ente, apo´s o qual suas deciso˜es sa˜o
reavaliadas de acordo com seu campo de visa˜o atualizado.
Diversas formulac¸o˜es de MPC sa˜o encontradas na literatura, no entanto todas possuem
elementos ba´sicos comuns, escolhidos conforme as necessidades e aplicac¸a˜o do controle [5]:
Modelo de Predic¸a˜o: O modelo do processo e´ a pedra fundamental do MPC. Este e´ usado
na predic¸a˜o dos estados do sistema, necessa´rias para o coˆmputo do sinal o´timo de con-
trole. Diferentes estrate´gias de controle preditivo podem utilizar diferentes tipos de
modelos para representar a relac¸a˜o entre as entradas de controle e as sa´ıdas do sistema,
como modelos por resposta ao impulso, resposta ao degrau, func¸a˜o de transfereˆncia e
espac¸o de estados. Em situac¸o˜es realistas geralmente existem diferenc¸as entre o pro-
cesso e seu modelo, fazendo-se assim necessa´ria tambe´m a criac¸a˜o de um modelo para
incertezas e perturbac¸o˜es.
Func¸a˜o Custo: Especifica o crite´rio de desempenho com relac¸a˜o ao qual sera´ feita a oti-
mizac¸a˜o da lei de controle. As va´rias formulac¸o˜es de MPC utilizam diferentes tipos
de func¸a˜o de custo. A ide´ia predominante e´ que esta func¸a˜o custo seja composta por
uma soma ponderada dos estados ou sa´ıdas do sistema e esforc¸o de controle ao longo
do horizonte de predic¸a˜o. Um valor de refereˆncia para as varia´veis de estado e controle
pode ser fornecido, de forma que a minimizac¸a˜o da func¸a˜o resulte na minimizac¸a˜o do
erro destas. Ale´m disso a func¸a˜o custo pode incluir outros termos, como penalizac¸o˜es
na variac¸a˜o do esforc¸o de controle e custo terminal dos estados.
Obtenc¸a˜o da Lei de Controle: Para obter-se uma sequ¨eˆncia de valores o´timos para as
varia´veis de decisa˜o dentro do horizonte de predic¸a˜o realiza-se a minimizac¸a˜o da func¸a˜o
custo, usando para tanto o modelo de predic¸a˜o no ca´lculo dos valores futuros dos esta-
dos. No caso geral na˜o existe uma soluc¸a˜o anal´ıtica para esta minimizac¸a˜o sendo ela
calculada atrave´s de um problema de otimizac¸a˜o sujeito a`s restric¸o˜es do sistema. Usual-
mente as varia´veis de decisa˜o do problema de minimizac¸a˜o sa˜o as entradas de controle e
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os estados do sistema, sendo a lei de controle dada implicitamente pelo primeiro termo
da sequ¨eˆncia calculada.
Horizonte Deslizante: Ate´ a obtenc¸a˜o da lei de controle, o MPC funciona essencialmente
como um me´todo de controle em malha aberta: calcula-se uma lei de controle para o
estado atual da planta atrave´s da minimizac¸a˜o da func¸a˜o custo. Entretanto, em sua
totalidade, trata-se de um controle em malha fechada. Isto ocorre pois a aplicac¸a˜o
do controle calculado a cada instante de amostragem altera as varia´veis de estado do
sistema e dessa forma um novo processo de otimizac¸a˜o deve ser realizado, agora com
o instante de amostragem deslocado em uma unidade para o futuro, caracterizando o
horizonte deslizante.
Alguns pontos fortes bastante evidentes do MPC com relac¸a˜o a outras te´cnicas de
controle podem ser citadas [5]:
• os conceitos sa˜o intuitivos;
• restric¸o˜es e limites do sistema podem ser levados em considerac¸a˜o durante o ca´lculo da
lei de controle de forma direta;
• aplica´vel a uma ampla gama de processos, como por exemplo, sistemas multivaria´veis,
sistemas de fase na˜o-mı´nima, com longos atrasos de tempo, com refereˆncia futura co-
nhecida ou insta´veis em malha aberta; e
• va´rios tipos de modelos podem ser utilizados, como: espac¸o de estados, func¸a˜o de
transfereˆncia, resposta ao impulso.
Entretanto existem tambe´m alguns pontos fracos, a saber:
• necessidade de um modelo preciso do sistema para a predic¸a˜o dos valores futuros dos
estados;
• alto custo computacional; e
• dificuldade em lidar com problemas na˜o lineares, onde o problema de otimizac¸a˜o e´ na˜o
convexo.
3.3.1 Formulac¸a˜o MPC Linear
Caso o modelo do sistema a ser controlado seja linear e com restric¸o˜es lineares pode-se
formular o problema MPC de forma linear. Assim, considerando as entradas de controle
como as varia´veis de decisa˜o e tendo-se uma func¸a˜o custo quadra´tica, pode-se transformar
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o problema de minimizac¸a˜o em um problema de programac¸a˜o quadra´tica, para o qual algo-
ritmos nume´ricos robustos e eficientes existem [25]. Problemas de otimizac¸a˜o deste tipo teˆm
a vantagem de serem convexos, de forma que todo o mı´nimo local seja tambe´m um mı´nimo
global.
Toma-se como ponto de partida a (2.5), referente ao modelo dinaˆmico do sistema,
pore´m desconsiderando-se a influeˆncia de perturbac¸o˜es:
x(k + 1) = Ax(k) +Bu(k) (3.10)
Pode-se prever o estado do sistema para um instante de amostragem no futuro atrave´s da
aplicac¸a˜o recursiva da expressa˜o (3.10):
x(k + 1 | k) = Ax(k | k) +Bu(k | k)
x(k + 2 | k) = A2x(k | k) +ABu(k | k) +Bu(k + 1 | k)
x(k + 3 | k) = A3x(k | k) +A2Bu(k | k) +ABu(k + 1 | k) +Bu(k + 2 | k)
...
x(k + n | k) = Anx(k | k) +
n−1∑
i=0
An−1−iBu(k + i | k).
Como func¸a˜o custo utiliza-se:
JLMPC =
N2∑
n=N1
‖x(k + n | k)‖2Q +
Nu∑
n=1
‖u(k + n− 1 | k)‖2R, (3.11)
onde N2 e N1 representam o horizonte de predic¸a˜o e Nu o horizonte de controle; e Q ≥ 0 e
R > 0, assim como em (3.6), sa˜o matrizes de ponderac¸a˜o penalizando o erro dos estados e
esforc¸o de controle, respectivamente.
Sem perda de generalidade e a fim de simplificar a formulac¸a˜o matema´tica, escolhe-se,
na expressa˜o (3.11), N1 = 1, N2 = N e Nu = N , chegando-se a seguinte func¸a˜o custo:
JLMPC =
N∑
n=1
[
x′(k + j | k)Qx(k + j | k) + u′(k + j − 1 | k)Ru(k + j − 1 | k)
]
, (3.12)
Uma vez definidos os vetores de estado e controle
x¯(k + 1 | k) =


x(k + 1 | k)
x(k + 2 | k)
...
x(k +N | k)

 e u¯(k | k) =


u(k | k)
u(k + 1 | k)
...
u(k +N − 1 | k)


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juntamente com as matrizes de ponderac¸a˜o Q¯ = IN×N ⊗Q
1 e R¯ = IN×N ⊗R e matrizes de
transfereˆncia
A¯ =


A
A2
...
AN−1
AN


e B¯ =


B 0 0 . . . 0
AB B 0 . . . 0
...
...
...
. . .
...
AN−2B AN−3B AN−4B . . . 0
AN−1B AN−2B AN−3B . . . B


e´ poss´ıvel reescrever-se a func¸a˜o custo (3.12) de forma compacta
JLMPC =
1
2
[
x¯′(k + 1 | k)Q¯x¯(k + 1|k) + u¯T (k|k)R¯u¯(k|k)
]
. (3.13)
Apesar de compacta, a equac¸a˜o acima pode ainda ser melhor desenvolvida. Note que as
varia´veis de estado na˜o sa˜o controla´veis, e como tal na˜o e´ interessante tratar-las explicitamente
no problema de otimizac¸a˜o. Como x¯(k + 1 | k) = A¯x(k | k) + B¯u(k | k), a equac¸a˜o (3.13)
pode ser reescrita na forma
JLMPC =
1
2
[(x(k | k)′A¯′ + u(k | k)′B¯′)Q¯(A¯x(k | k) + B¯u(k | k))
+ u′(k | k)R¯u(k | k)]
=
1
2
x′0A¯
′Q¯A¯x0 +
1
2
x′0A¯
′Q¯B¯u(k | k) +
1
2
u(k | k)′B¯Q¯A¯x0
+
1
2
u(k | k)′B¯′Q¯B¯u(k | k) +
1
2
u′(k | k)R¯u(k | k)],
onde x0 = x(k | k). Simplificando os termos quadra´ticos e lineares da equac¸a˜o anterior temos
JLMPC =
1
2
u¯′(k | k)H¯u¯(k | k) + f ′u¯(k | k) + g
sendo:
f = B¯′Q¯A¯x¯0 (3.14a)
g = x¯′0A¯
′Q¯A¯x¯0 (3.14b)
H¯ = B¯′Q¯B¯+ R¯ (3.14c)
Como o termo g e´ independente da varia´vel de decisa˜o do problema de otimizac¸a˜o,
1Produto de Kronecker: seja A uma matriz m×n e B uma matriz p× q, enta˜o o produto resulta na matriz
em bloco mp× nq 

a11B . . . a1nB
...
. . .
...
am1B . . . amnB

 .
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u¯(k | k), o mesmo na˜o influi na minimizac¸a˜o de JLMPC , sendo desconsiderado. Finalmente,
chega-se a func¸a˜o custo na forma quadra´tica padra˜o
JLMPC =
1
2
u¯′(k | k)H¯u¯(k | k) + f ′u¯(k | k), (3.15)
e utilizando a (3.15) podemos enunciar o problema de controle LMPC como:
PLMPC : min JLMPC (3.16a)
sujeito a:
Cu(k + n | k) ≥ c, n = 0, . . . , N − 1 (3.16b)
Du(k + n | k) = d, n ≥ 0, . . . , N − 1 (3.16c)
onde C, D, c e d sa˜o matrizes e vetores de dimenso˜es apropriados.
3.4 Controle MPC de Frac¸o˜es de Verde
O controle LQR de frac¸o˜es de verde, apesar de eficiente, na˜o garante a otimalidade
da resposta calculada. Considere a Figura 3.1. Nela as curvas de n´ıvel representam o valor
de uma func¸a˜o custo hipote´tica, a qual possui custo maior quanto mais afastada a curva
se encontra do ponto de mı´nimo u∗. Os eixos representam os tempos de verde das fases
uj,1 e uj,2 de uma intersec¸a˜o bifa´sica j em um instante qualquer. Sabemos de (3.9b) que a
soma dos tempos de verde com o tempo perdido total deve ser igual ao tempo de ciclo. Por
simplicidade, vamos adotar a restric¸a˜o Uj,i ∈ [u
min
j,i , u
max
j,i ], para todo i ∈ Fj como Uj,i > 0,
para todo i ∈ Fj , sendo seu limite ma´ximo o pro´prio ciclo da intersec¸a˜o. Dessa forma, os
pontos contidos na reta unindo os dois eixos na Figura 3.1 formam o conjunto de sinais de
controle fact´ıveis. Note enta˜o, que o valor o´timo para o sinal de controle no instante atual e´
o ponto (U∗j,1, U
∗
j,2), que na˜o coincide com o ponto (Uj,1, Uj,2), soluc¸a˜o de PLQR.
Trabalhos recentes [1, 12, 38] apontam atrave´s de experimentos nume´ricos o controle
preditivo baseado em modelo como uma alternativa capaz de contornar essas adversidades,
pois esse permite considerar-se explicitamente as restric¸o˜es do sistema, garantindo a otimali-
dade da soluc¸a˜o encontrada para a iterac¸a˜o atual. Na aplicac¸a˜o a`s redes veiculares podemos
utilizar a formulac¸a˜o MPC linear, apresentada na sec¸a˜o 3.3.1. Para tal usamos a equac¸a˜o
de estados (2.5) como modelo de predic¸a˜o e, assumindo a na˜o existeˆncia de informac¸o˜es, a
variac¸a˜o da demanda futura constante a cada ca´lculo do sinal de controle e´ desconsiderada.
O sinal de controle e´ enta˜o computado pela soluc¸a˜o, a cada tempo de ciclo, do seguinte
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uj,1(s)u
max
j,1Uj,1U
∗
j,1
uj,2(s)
umaxj,2
Uj,2
U∗j,2
u∗
Figura 3.1: Soluc¸a˜o o´tima de uma intersec¸a˜o de duas fases.
problema de otimizac¸a˜o:
PMPC : min
u
N∑
n=1
[
x′(k + n | k)Qx(k + n | k) + u′(k + n− 1 | k)Ru(k + n− 1 | k)
]
(3.17a)
sujeito a:∑
i∈Fj
uj,i(n) + Lj = Cj , n = 1, . . . , N (3.17b)
uj,i(n) ∈ [u
min
j,i , u
max
j,i ], para todo i ∈ Fj e n = 1, . . . , N (3.17c)
x(k | k) = x0 (3.17d)
x(k + n | k) = Ax(k + n− 1 | k) +Bu(k + n− 1 | k), n = 1, . . . , N (3.17e)
onde por simplicidade e sem perda de generalidade adotamos N2 = Nu = N e N1 = 1.
Note que as Equac¸o˜es (3.17b) e (3.17c) referem-se a`s restric¸o˜es do modelo TUC, enquanto as
Equac¸o˜es (3.17d) e (3.17e) garantem que a dinaˆmica do sistema seja respeitada.
3.5 Suma´rio
Nesse cap´ıtulo abordou-se o controle centralizado de porcentagens de verde e suas vari-
antes. Inicialmente rememoramos a teoria do regulador linear quadra´tico, para, em seguida,
ilustramos o funcionamento do mo´dulo de controle de tra´fego urbano da estrate´gia IN-TUC,
o qual se baseia nesse tipo de controle. Pudemos entender o motivo pelo qual o sinal de
controle obtido por esse controlador pode ser melhorado e vislumbramos uma alternativa
para fazeˆ-lo. A alternativa apresentada foi o controle MPC de frac¸o˜es de verde. Depois de
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recapitulados os fundamentos do controle preditivo uma transformac¸a˜o para problemas line-
ares com restric¸o˜es quadra´ticas foi apresentada. Nela o problema de otimizac¸a˜o do controle
MPC e´ convertido em um problema de programac¸a˜o quadra´tica, facilmente trata´vel. Enta˜o,
com a aplicac¸a˜o dessa transformac¸a˜o, formulou-se uma estrate´gia MPC considerando expli-
citamente as restric¸o˜es intr´ınsecas do modelo TUC para o coˆmputo dos percentuais de verde
em malhas via´rias urbanas.
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Cap´ıtulo 4
Controle Distribu´ıdo de Frac¸o˜es de
Verde
Life is too short for traffic.
Dan Bellack
Inicialmente, apresenta-se neste cap´ıtulo uma formulac¸a˜o MPC para a soluc¸a˜o de redes
modeladas por um grafo direto onde os no´s representam subsistemas e os arcos acoplamentos
dinaˆmicos entre os mesmos. O estado local de um subsistema evolui de acordo com uma
dinaˆmica linear discreta que depende do pro´prio estado local, sinais de controle locais e
sinais de controle de subsistemas de entrada. O controle de frac¸o˜es de verde de uma MVU
insere-se diretamente nesse contexto ao observarmos que uma malha via´ria pode ser tratada
como diversos subsistemas conectados, sendo cada um composto por uma intersec¸a˜o. A
soluc¸a˜o do problema MPC quadra´tico, P , e´ enta˜o decomposta em uma se´rie de subproblemas
menores resolvidos iterativamente por uma rede de agentes. Propo˜e-se ainda um algoritmo
baseado no me´todo de direc¸o˜es fact´ıveis para o coˆmputo das iterac¸o˜es entre os agentes.
Finalmente, comprova-se o relativo baixo esforc¸o requerido pelas iterac¸o˜es locais e, apesar da
alta comunicac¸a˜o entre os subsistemas e menor velocidade, sua convergeˆncia a` soluc¸a˜o de P .
4.1 Formulac¸a˜o do Problema
O problema consiste em um sistema de M subsistemas interligados, ao qual chamamos
de rede, onde cada subsistema m possui um vetor de estados local xm ∈ R
nm e um vetor
de controle local um ∈ R
pm. Os acoplamentos entre os subsistemas sa˜o modelados atrave´s
de um grafo direcionado G = (V,E) onde o conjunto de ve´rtices V = {1, . . . ,M} representa
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os subsistemas e o conjunto de arcos E ⊆ V × V representa os acoplamentos: um arco
(i, j) ∈ E indica que os sinais de controle do subsistema i influenciam o estado do subsistema
j diretamente. O modelo em tempo discreto para o subsistema m e´ descrito por:
xm(k + 1) = Amxm(k) +
∑
i∈I(m)
Bmiui(k) (4.1)
onde I(m) = {m} ∪ {i : (i,m) ∈ E} e´ o conjunto dos vizinhos de entrada do subsistema m,
incluindo o pro´prio, ou seja, os subsistemas que afetam o estado de m.
Para o caso de redes urbanas o vetor de estados xm representa o nu´mero de ve´ıculos
nas aproximac¸o˜es da intersec¸a˜o j = m enquanto o vetor de controle um engloba os tempos
de verde da mesma. Como exemplo considere a MVU representada na Fig. 4.1, composta
por 13 vias de ma˜o u´nica e 6 intersec¸o˜es. O vetor de estados do subsistema 3 e´ x3 = (x6, x7)
e estima o nu´mero de ve´ıculos nas vias 6 e 7, ja´ o vetor de sinais de controle, u3 = (u6, u7),
indica como o tempo de verde da intersec¸a˜o 3 e´ dividido entre cada via.
O grafo de acoplamento G e´ apresentado na Fig. 4.2. Percebe-se enta˜o que o con-
junto de vizinhos de entrada do subsistema 3 e´ I(3) = {1, 3, 4}. Dessa forma, segundo o
modelo apresentado em (4.1), esse subsistema seria composto por treˆs matrizes de controle,
relacionando a influeˆncia das intersec¸o˜es vizinhas e da pro´pria. A matriz B33 expressa a
dinaˆmica de descarga dos ve´ıculos representados por x3 em func¸a˜o dos tempos de verde u3,
enquanto as matrizes B31 e B34 indicam como esses ve´ıculos incrementam os estados x1 e x4
respectivamente. Mais especificamente,
B33 = T
[
−S6
C
0
0 −S7
C
]
,B31 = T
[
0 0
t8,7
S8
C
t9,7
S9
C
]
,B34 = T
[
t1,6
S1
C
t2,6
S2
C
t3,6
S3
C
0 0 0
]
onde T e´ o intervalo de discretizac¸a˜o em segundos, Sz e´ o fluxo de saturac¸a˜o da via z em
ve´ıculos por segundo, C e´ o tempo de ciclo tambe´m em segundos e tz,w indica a taxa de
ve´ıculos provenientes de z em direc¸a˜o a w.
As matrizes de controle agregam informac¸o˜es relevantes. Atrave´s delas podemos con-
cluir que apenas os tempos de verde u6 e u7 influenciam a descarga de ve´ıculos relativos ao
subsistema 3, o qual abrange as vias 6 e 7. Outra importante constatac¸a˜o se da´ ao perce-
bermos que ve´ıculos deixando a intersec¸a˜o 1 acrescem o estado 6, mas na˜o 7, assim como
ve´ıculos partindo da intersec¸a˜o 4 podem apenas influenciar o tra´fego na via 7 e na˜o em 6.
O problema MPC global minimiza uma func¸a˜o custo quadra´tica sujeita as restric¸o˜es e
4.1. Formulac¸a˜o do Problema 29
x1
x2
x3 x4
x5
x6
x7
x8
x9
x10
x11
x12
x13
1 2
3
456
Figura 4.1: Malha via´ria urbana exemplo composta por M = 6 subsistemas (intersec¸o˜es).
x1, x2, x3 x4, x5
x6, x7
x8, x9x10, x11x12, x13
1 2
3
456
Figura 4.2: Grafo de acoplamento para a rede exemplo.
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dinaˆmica do sistema. Dado o estado atual da rede, x0, esse problema e´ escrito como:
P : min
M∑
m=1
Jm(k) =
M∑
m=1
N∑
n=1
1
2
[xm(k + n | k)
′Qmxm(k + n | k)
+ um(k + n− 1 | k)
′Rmum(k + n− 1 | k)] (4.2a)
sujeito a:
x(k | k) = x0 (4.2b)
xm(k + n | k) = Amxm(k + n− 1 | k) +
∑
i∈I(m)
Bmiui(k + n− 1 | k) (4.2c)
Cmum(k + n | k) ≥ cm, m ∈M, n ∈ N (4.2d)
Dmum(k + n | k) = dm, m ∈ M, n ∈ N (4.2e)
onde: xm(k+ n | k) e´ o estado previsto no instante k do subsistema m para o instante k+ n
e um(k+n | k) sua entrada de controle prevista para o mesmo instante; Qm e´ positiva semi-
definida e Rm positiva definida; Cm e cm definem as restric¸o˜es de desigualdade
1, utilizadas
nas restric¸o˜es de tempo de verde mı´nimo; Dm e dm definem as restric¸o˜es de igualdade, as
quais permitem a imposic¸a˜o de tempo de ciclo fixo; N = {1, . . . , N} define os horizontes de
predic¸a˜o e controle, iguais por simplicidade; e M = {1, . . . ,M} e´ o conjunto contendo os
ı´ndices dos subsistemas.
Assim como no controle MPC centralizado de tempos de verde o problema de otimizac¸a˜o
P pode ser simplificado atrave´s da eliminac¸a˜o das varia´veis de estado. Podemos perceber que
o estado do subsistema m no instante k e´ func¸a˜o do estado inicial e dos sinais de controle
anteriores a esse instante, isto e´,
xm(k) = A
k
mxm(0) +
k∑
l=1
∑
i∈I(m)
Al−1m Bmiui(k − l),
e utilizando esta relac¸a˜o podemos agrupar as previso˜es futuras dos estados no vetor x¯m e os
valores futuros do sinal de controle no vetor u¯, como segue:
x¯m =


xm(k + 1 | k)
xm(k + 2 | k)
...
xm(k +N | k)

 e u¯m =


um(k | k)
um(k + 1 | k)
...
um(k +N − 1 | k)


1A restric¸a˜o de tempo de verde ma´ximo e´ desconsiderada nesse modelo. Basta percebermos que ao im-
pormos um ciclo fixo e limites mı´nimos ao tempo de verde de cada uma das fases o tempo de verde ma´ximo
permiss´ıvel das mesmas fica automaticamente estipulado.
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e definindo as matrizes:
A¯m =


Am
A2m
...
AN−1m
ANm


e B¯mi =


Bmi 0 0 . . . 0
AmBmi Bmi 0 . . . 0
...
...
...
. . . 0
AN−2m Bmi A
N−3
m Bmi A
N−4
m Bmi . . . 0
AN−1m Bmi A
N−2
m Bmi A
N−3
m Bmi . . . Bmi


pode-se enta˜o verificar que os valores futuros estimados dos estados podem ser obtidos atrave´s
da relac¸a˜o
x¯m = A¯mxm(k | k) +
∑
i∈I(m)
B¯miu¯i (4.3)
e sendo as matrizes Q¯m = IN×N ⊗Qm e R¯m = IN×N ⊗Rm a func¸a˜o objetivo Jm e´ expressa
como:
Jm(k) =
1
2
x¯′mQ¯mx¯m +
1
2
u¯′mR¯mu¯m
=
1
2
[
A¯mxm0 +
∑
i∈I(m)
B¯miu¯i
]′
Q¯m
[
A¯mxm0 +
∑
i∈I(m)
B¯miu¯i
]
+
1
2
u¯′mR¯mu¯m
=
1
2
x′m0A¯
′
mQ¯mA¯mxm0 +
∑
i∈I(m)
x′m0A¯
′
mQ¯mB¯miu¯i
+
1
2
∑
i∈I(m)
∑
j∈I(m)
u¯′iB¯
′
miQ¯mB¯mju¯j +
1
2
u¯′mR¯mu¯m (4.4)
de forma que os termos de Jm dependem exclusivamente das varia´veis de controle e da
condic¸a˜o inicial xm0 = x(k | k). Podemos ainda perceber que o primeiro termo de (4.4) e´
constante e pode ser desconsiderado no processo de otimizac¸a˜o.
O problema P pode enta˜o ser escrito em termos de u¯m ao representarmos Jm pela
equac¸a˜o (4.4), utilizarmos a relac¸a˜o (4.3) e realizar as seguintes substituic¸o˜es:
gmi = B¯
′
miQ¯mA¯mxm0 para i ∈ I(m) (4.5a)
Hmij = B¯
′
miQ¯mB¯mj para i, j ∈ I(m), sendo i 6= m ou j 6= m (4.5b)
Hmmm = B¯
′
mmQ¯mB¯mm + R¯m (4.5c)
Chegamos enta˜o a seguinte formulac¸a˜o, equivalente ao problema P , pore´m mais prop´ıcia
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para a soluc¸a˜o nume´rica:
Pˆ : min f(u¯) =
1
2
∑
m∈M
∑
i∈I(m)
∑
j∈I(m)
u¯′iHmiju¯j +
∑
m∈M
∑
i∈I(m)
g′miu¯i (4.6a)
sujeito a:
C¯mu¯m ≥ c¯m, m ∈ M (4.6b)
D¯mu¯m = d¯m, m ∈ M (4.6c)
onde u¯ = (u¯1, . . . , u¯M ) agrupa as varia´veis de controle dos subsistemas ao longo do horizonte;
e ainda:
C¯m =


Cm 0 . . . 0
0 Cm . . . 0
...
...
. . . 0
0 0 0 Cm

 , D¯m =


Dm 0 . . . 0
0 Dm . . . 0
...
...
. . . 0
0 0 0 Dm

 , c¯m =


cm
cm
...
cm

 , d¯m =


dm
dm
...
dm


de forma que a matriz C¯m e o vetor c¯m definem as restric¸o˜es de desigualdade ao longo de
todo o horizonte de controle—ou os limites mı´nimos de tempos de verde para cada fase, onde
Cm e cm sa˜o definidos de maneira ana´loga ao caso de controle MPC centralizado—e a matriz
D¯m e o vetor d¯m definem as restric¸o˜es de igualdade durante o mesmo intervalo—ou seja, a
imposic¸a˜o de tempo de ciclo fixo, sendo tambe´m Dm e dm definidos de maneira equivalente
ao caso anterior.
4.2 Controle DMPC de Frac¸o˜es de Verde
Nesta sec¸a˜o discorre-se sobre a soluc¸a˜o do problema Pˆ por uma rede de agentes dis-
tribu´ıdos onde cada agente m se responsabiliza pelo sinal de controle u¯m de controle do
subsistema m em contrapartida a um controle centralizado [7]. Para tanto precisamos pri-
meiro decompor o problema Pˆ em uma rede de subproblemas acoplados {Pˆm}. Uma vez
estabelecida a decomposic¸a˜o o algoritmo iterativo distribu´ıdo para a soluc¸a˜o do problema e´
enta˜o ilustrado.
4.2.1 Decomposic¸a˜o do Problema Centralizado
Para uma decomposic¸a˜o perfeita do problema Pˆ , o problema de otimizac¸a˜o local resol-
vido pelo agente m deve abranger todos os termos de f e restric¸o˜es que dependam de u¯m.
Antes disso, considere as definic¸o˜es a seguir:
• o conjunto O(m) = {i : m ∈ I(i), i 6= m} define os vizinhos de sa´ıda do subsistema m;
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• C(m) = {(i, j) ∈ I(m)× I(m) : sendo i = m ou j = m} agrupa os pares de subsistemas
cujos termos quadra´ticos em Jm envolvem o controle u¯m;
• C(m,k) = {(i, j) ∈ I(k)×I(k) : sendo i = m ou j = m} agrupa os pares de subsistemas
cujos termos quadra´ticos em Jk, sendo que k ∈ Om envolvem o controle u¯m.
Para ilustra´-las vamos tomar como exemplo a rede de tra´fego ilustrada na Fig. 4.1. Temos que
I(1) = {1}, O(1) = {2, 3, 5, 6}, C(1) = {(1, 1)} e C(1, 3) = {(1, 3), (1, 4), (1, 1), (3, 1), (4, 1)}.
E´ importante ainda percebermos que u¯m aparece nos subsistemas i que compo˜em o conjunto
Im ∪ Om, mas tambe´m pode estar acoplado a outros subsistemas que na˜o estejam listados
nesse conjunto—por exemplo, o subsistema 1 e´ acoplado ao subsistema 4 atrave´s do sistema
3, sendo que o subsistema 4 na˜o pertence ao conjunto I1 ∪ O1. Essa interdependeˆncia entre
os subsistemas sera´ mais bem estabelecida pela noc¸a˜o de vizinhanc¸a. De acordo essa noc¸a˜o
as varia´veis de controle sa˜o dividas em grupos relativos a` perspectiva do agente m:
Varia´veis Locais: Todas as varia´veis do vetor u¯m;
Varia´veis Vizinhas: Sa˜o as varia´veis do vetor y¯m = (u¯i : i ∈ N(m)), onde N(m) = I(m) ∪
{i : (i, j) ∈ C(m,k), k ∈ O(m)} − {m} e´ a vizinhanc¸a do agente m, note que O(m) ⊆
N(m), ou seja N(m) abrange vizinhos de entrada e sa´ıda.
Varia´veis Exo´genas: As outras varia´veis, que compo˜em o vetor z¯m = (u¯i : i 6∈ N(m)∪{m}).
Para uma decomposic¸a˜o perfeita o problema Pˆm(y¯m) deve ser obtido a partir de Pˆ
i) descartando da func¸a˜o objetivo f os termos que na˜o envolvem u¯m e ii) desconsiderando as
restric¸o˜es na˜o associadas ao agente m. Formalmente o problema local do agente m e´:
Pˆm(y¯m) : min fm(u¯m, y¯m) =
1
2
∑
(i,j)∈C(m)
u¯′iHmiju¯j + g
′
mmu¯m
+
1
2
∑
k∈O(m)
∑
(i,j)∈C(m,k)
u¯′iHkiju¯j +
∑
i∈O(m)
g′imu¯m (4.7a)
sujeito a:
C¯mu¯m ≥ c¯m (4.7b)
D¯mu¯m = d¯m (4.7c)
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Definindo as expresso˜es
gm =
1
2
∑
(i,m)∈C(m):i6=m
(H′mim +Hmmi)u¯i + gmm
+
1
2
∑
k∈O(m)
∑
(i,m)∈C(m):i6=m
(H′kim +Hkmi)u¯i +
∑
k∈O(m)
gkm (4.8a)
Hm = Hmmm +
∑
k∈O(m)
Hkmm (4.8b)
e substituindo (4.8a) e (4.8b) em Pˆm(y¯m) chegamos a` seguinte formulac¸a˜o, mais simplificada,
Pˆm(y¯m) : min fm(u¯m, y¯m) =
1
2
u¯′iHmu¯j + g
′
mu¯m (4.9a)
sujeito a:
C¯mu¯m ≥ c¯m (4.9b)
D¯mu¯m = d¯m (4.9c)
Em esseˆncia, a decomposic¸a˜o perfeita implica que para qualquer agente m existe uma
func¸a˜o f¯m(y¯m, z¯m), tal que:
f(u¯) = fm(u¯m, y¯m) + f¯m(y¯m, z¯m)
Vejamos agora alguns resultados, encontrados em [6], relacionando Pˆ ao conjunto
{Pm(y¯m)}, ou seja os subproblemas m pertencentes a M.
Proposic¸a˜o 4.1. A soluc¸a˜o u¯ satisfaz as condic¸o˜es de otimalidade de primeira ordem Karush-
Kuhn-Tucker para Pˆ se, e somente se, (u¯m, y¯m) satisfaz as condic¸o˜es KKT para Pˆm(y¯m) para
todo m ∈ M.
Demonstrac¸a˜o. Suponha que u¯ satisfac¸a as condic¸o˜es KKT para Pˆ , enta˜o existem vetores de
multiplicadores Lagrangeanos λ=m e λ
≥
m para todo m ∈ M, tal que as seguintes equac¸o˜es sa˜o
satisfeitas:
∇u¯mf(u¯) = D¯
′
mλ
=
m − C¯
′
mλ
≥
m (4.10)
C¯′mu¯m − c¯m ≥ 0 (4.11)
D¯′mu¯m − d¯m = 0 (4.12)
λ≥m ≥ 0 (4.13)
(C¯′mu¯m)
′λ≥m = 0 (4.14)
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e ainda que ∇u¯mf(u¯) = ∇u¯m(fm(u¯m, y¯m) + f¯m(y¯m, z¯m)) = ∇u¯mfm(u¯m, y¯m), portanto:
∇u¯mfm(u¯m, y¯m) = D¯
′
mλ
=
m − C¯
′
mλ
≥
m (4.15)
A equac¸a˜o (4.15), juntamente com as equac¸o˜es (4.11) e (4.14) sa˜o precisamente as
condic¸o˜es KKT para Pˆm(y¯m). A outra direc¸a˜o pode ser argu¨ida da mesma maneira.
Definic¸a˜o 4.1 (Espac¸os Fact´ıveis). Os conjuntos a seguir definem os espac¸os fact´ıveis:
• Um = {u¯m : C¯mu¯m ≥ c¯m, D¯mu¯m = d¯m} e´ o espac¸o fact´ıvel de Pˆm(y¯m);
• U = U1 × · · · ×UM e´ o espac¸o fact´ıvel de P ; e
• Ym = ×i∈N(m)Ui e´ o espac¸o fact´ıvel para as varia´veis vizinhas do agente m.
Hipo´tese 4.1 (Compacidade). O espac¸o fact´ıvel U e´ um conjunto compacto.
Hipo´tese 4.2 (Factibilidade Estrita). Existe u¯ ∈ U tal que C¯mu¯m > c¯m e D¯mu¯m = d¯m
para todo m ∈ M.
A hipo´tese de compacidade e´ plaus´ıvel, uma vez que sinais de controle sa˜o, invariavel-
mente, limitados. Da mesma forma a hipo´tese de factibilidade estrita: se o interior de U e´
vazio, enta˜o algumas inequac¸o˜es sa˜o na verdade igualdades e devem ser consideras como tal.
Proposic¸a˜o 4.2. O problema Pˆ e´ convexo.
Demonstrac¸a˜o. O problema Pˆ possui um espac¸o fact´ıvel convexo, dado pelo poliedro induzido
pelas constantes (4.6b) e (4.6c). Seja fP a func¸a˜o objetivo de P podemos representa´-la
como fP =
1
2 x¯
′Q¯x¯ + 12 u¯
′R¯u¯ para matrizes apropriadas Q¯ e R¯, onde x¯ = (x¯1, . . . , x¯M ) e
u¯ = (u¯1, . . . , u¯M ). A relac¸a˜o (4.3) e´ representada por x¯ = Z¯u¯+ z¯ para uma matriz apropriada
Z¯ e um vetor z¯. Claramente, fP =
1
2 (Z¯u¯+ z¯)
′Q¯(Z¯u¯+ z¯)+ 12 u¯
′R¯u¯ = 12 u¯
′(Z¯′Q¯Z¯+R¯)u¯+g¯′u¯+c
para algum g¯ e c. Sabemos que a func¸a˜o fP e´ estritamente convexa pois a matriz Q¯ e´
semidefinida positiva, bem como a matriz R¯ definida positiva. Dessa forma, Pˆ e´ convexa,
pois sua func¸a˜o objetivo f equivale a fP − c.
Corola´rio 4.1. O subproblema Pˆm(y¯m) e´ convexo.
Proposic¸a˜o 4.3 (Condic¸o˜es de Otimalidade). Como f e´ uma func¸a˜o convexa e U um con-
junto convexo, u¯∗ e´ um mı´nimo local para f em U se, e somente se [3]:
∇f(u¯∗)′(u¯− u¯∗) ≥ 0, ∀u¯ ∈ U (4.16)
Um ponto u¯∗ que satisfac¸a a condic¸a˜o (4.16) e´ chamado ponto estaciona´rio.
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Corola´rio 4.2 (Condic¸o˜es de Otimalidade Local). u¯∗ e´ um mı´nimo local para Pˆ se, e somente
se, (u¯∗m, y¯
∗
m) e´ um mı´nimo local para Pm(y¯
∗
m) para todo m ∈ M.
Demonstrac¸a˜o. Suponha que u¯∗ e´ um mı´nimo local para Pˆ tal que (u¯∗m, y¯
∗
m) na˜o seja um
mı´nimo local de Pˆm(y¯
∗
m). Enta˜o ∇u¯mfm(u¯
∗
m, y¯
∗
m)
′(uˆm − u¯
∗
m) < 0 para algum uˆm ∈ Um.
Sabemos que uˆ = (u¯∗1, . . . , u¯
∗
m−1, uˆm, u¯
∗
m+1, . . . , u¯
∗
M ) ∈ U. E ainda que ∇f(u¯
∗)′(uˆ − u¯∗) =∑
i∈M∇u¯if(u¯
∗)′(uˆi− u¯
∗
i ) =
∑
i∈M∇u¯ifi(u¯
∗
i , y¯
∗
i )
′(uˆi− u¯
∗
i ) = ∇u¯mfm(u¯
∗
m, y¯
∗
m)
′(uˆm− u¯
∗
m) < 0.
Enta˜o u¯∗ na˜o e´ um mı´nimo local de Pˆ , contradizendo a hipo´tese. A prova no sentido oposto
e´ imediata.
4.2.2 Algoritmo Distribu´ıdo de Otimizac¸a˜o
A decomposic¸a˜o do problema Pˆ nos permite resolver o conjunto de subproblemas {Pm}
atrave´s de uma rede de agentes distribu´ıdos, onde cada agente e´ responsa´vel por um subpro-
blema m, em detrimento a soluc¸a˜o centralizada de Pˆ . No decorrer dessa sec¸a˜o apresenta-se
um algoritmo distribu´ıdo para a convergeˆncia dessa rede de agentes a uma soluc¸a˜o esta-
ciona´ria. Os agentes utilizam um protocolo iterativo de soluc¸a˜o onde u¯(r) = (u¯
(r)
1 , . . . , u¯
(r)
M )
denota a soluc¸a˜o na iterac¸a˜o r. Partindo de um vetor de controle fact´ıvel u¯(0), os agentes tro-
cam informac¸o˜es localmente, sincronizam seus ca´lculos a fim de evitar que agentes acoplados
atuem simultaneamente e iteram ate´ a convergeˆncia a` soluc¸a˜o o´tima.
Hipo´tese 4.3 (Trabalho S´ıncrono). Se um agente m atualiza a sua decisa˜o na iterac¸a˜o r,
enta˜o:
(i) o agente m usa y¯
(r)
m = (u¯
(r)
i : i ∈ N(m)) para obter uma soluc¸a˜o aproximada para
Pˆm(y¯
(r)
m ), que se torna u¯
(r+1)
m ;
(ii) todos os agentes na vizinhanc¸a do agente m manteˆm suas deciso˜es durante a iterac¸a˜o
r, isto e´, u¯
(r+1)
i = u¯
(r)
i para todo i ∈ N(m).
Hipo´tese 4.4 (Trabalho Cont´ınuo). Se u¯(r) na˜o e´ um ponto estaciona´rio para todos os
subproblemas em {Pˆm}, enta˜o ao menos um agente m atualiza suas deciso˜es de u¯
(r)
m para
u¯
(r+1)
m atrave´s da soluc¸a˜o aproximada do problema Pˆm(y¯
(r)
m ) tal que u¯
(r)
m na˜o e´ um ponto
estaciona´rio de Pˆm.
A condic¸a˜o (ii) da Hipo´tese 4.3 e a Hipo´tese 4.4 sa˜o garantidas se os agentes iteram em
uma sequ¨eˆncia apropriada 〈S1, . . . ,Sl〉 onde Si ⊆ M, ∪
l
i=1Si = M, e todos os pares distintos
m,n ∈ Si sa˜o na˜o vizinhos para todo i. Um exemplo de tal sequ¨eˆncia para a malha via´ria
exemplo e´ 〈S1,S2,S3〉, sendo S1 = {2, 4, 6}, S2 = {3, 5} e S3 = {1}. Sequ¨eˆncias variantes no
tempo e protocolos de sincronizac¸a˜o sa˜o uma alternativa, pore´m essas na˜o sera˜o abordadas.
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Um ponto fundamental na soluc¸a˜o distribu´ıda e´ como um agente m calcula uma soluc¸a˜o
aproximada de Pˆm, proposta na condic¸a˜o (i) da Hipo´tese 4.3, de forma que u¯
(r) convirja para
um ponto estaciona´rio de {Pˆm}. Com esta finalidade focaremos nossa atenc¸a˜o durante o
restante dessa sec¸a˜o em um algoritmo baseado no me´todo de direc¸a˜o fact´ıvel, desenvolvido
em [6]. Trabalhos relacionados e algoritmos para outras configurac¸o˜es aparecem em outros
trabalhos de Camponogara et al., como [8, 9].
Me´todo de Direc¸o˜es Fact´ıveis
Na iterac¸a˜o atual u¯(r), o me´todo computa uma direc¸a˜o de descenso fact´ıvel d¯(r) =
uˆ(r) − u¯(r) resolvendo o problema de programac¸a˜o linear que minimiza a func¸a˜o objetivo
∇f(u¯(r))′uˆ(r), sujeito a`s suas restric¸o˜es originais. O novo iterando u¯(r+1) = u¯(r) + α(r)d¯(r)
e´ encontrado a partir do passo α(r) que satisfaz a Regra de Armijo. O me´todo de direc¸o˜es
fact´ıveis distribu´ıdo e´ detalhado a seguir.
Definic¸a˜o 4.2 (Direc¸a˜o Fact´ıvel de Descenso). Seja u¯(r) ∈ U o valor atual do vetor de
controle, d¯(r) 6= 0, e´ uma direc¸a˜o fact´ıvel em u¯(r) se u¯(r) + αd¯(r) ∈ U para todo α > 0
suficientemente pequeno. Uma direc¸a˜o fact´ıvel d¯(r) em um ponto na˜o estaciona´rio u¯(r) e´
uma direc¸a˜o de descenso se ∇f(u¯(r))′d¯(r) < 0.
Definic¸a˜o 4.3 (Direc¸a˜o Fact´ıvel de Descenso Local). Dado que (u¯
(r)
m , y¯
(r)
m ) ∈ Um × Ym,
d¯
(r)
m 6= 0, e´ uma direc¸a˜o fact´ıvel local em (u¯
(r)
m , y¯
(r)
m ) se u¯
(r)
m + αmd¯
(r)
m ∈ Um para todo
αm > 0 arbitrariamente pequeno. Uma direc¸a˜o fact´ıvel local d¯
(r)
m em um ponto na˜o esta-
ciona´rio (u¯
(r)
m , y¯
(r)
m ) e´ uma direc¸a˜o de descenso local se ∇u¯mfm(u¯
(r)
m , y¯
(r)
m )′d¯
(r)
m < 0.
A partir deste ponto, direc¸o˜es de descenso, locais ou na˜o, denotara˜o direc¸o˜es de descenso
fact´ıveis.
Proposic¸a˜o 4.4. Dado que u¯(r) = (u¯
(r)
m , y¯
(r)
m , z¯
(r)
m ) ∈ U, uma direc¸a˜o de descenso local d¯
(r)
m
para o par (u¯
(r)
m , y¯
(r)
m ) induz uma direc¸a˜o de descenso d¯(r) = (d¯
(r)
m ,0,0) em u¯(r).
Demonstrac¸a˜o. Como d¯
(r)
m e´ localmente fact´ıvel, u¯
(r)
m + αmd¯
(r)
m ∈ Um para todo αm > 0
suficientemente pequeno, enta˜o u¯(r) + α(d¯
(r)
m ,0,0) ∈ Um × Ym × Zm para todo α > 0 sufi-
cientemente pequeno, logo d¯(r) e´ uma direc¸a˜o fact´ıvel em u¯(r). Como d¯
(r)
m e´ uma direc¸a˜o de
descenso local, ∇u¯mfm(u¯
(r)
m , y¯
(r)
m )′d¯
(r)
m < 0 implica
(∇u¯mfm(u¯
(r)
m , y¯
(r)
m ),∇y¯mf(u¯
(r)),∇z¯m f¯m(y¯
(r)
m , z¯
(r)
m ))
′(d¯(r)m ,0,0) < 0,
que por sua vez implica em ∇f(u¯k)′d¯(r) < 0, logo d¯(r) e´ uma direc¸a˜o de descenso em u¯(r).
Ou seja, a proposic¸a˜o 4.4 garante que uma direc¸a˜o de descenso local e´ necessariamente
uma direc¸a˜o de descenso global. Existe uma maneira equivalente de definic¸a˜o de direc¸o˜es de
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descenso fact´ıveis para problemas convexos que simplifica o desenvolvimento do algoritmo.
Os detalhes expostos considerara˜o direc¸o˜es para o problema global, pore´m sa˜o facilmente
deduzidos para direc¸o˜es locais. As direc¸o˜es fact´ıveis d¯(r) em u¯(r) sa˜o vetores da forma:
d¯(r) = γ(uˆ(r) − u¯(r)), γ > 0
onde uˆ(r) ∈ U e´ um ponto fact´ıvel diferente de u¯(r). O seguinte processo e´ usado na gerac¸a˜o
dos iterandos:
u¯(r+1) = u¯(r) + α(r)(uˆ(r) − u¯(r)) (4.17)
onde α(r) ∈ (0, 1), uˆ(r) ∈ U, e se u¯(r) e´ na˜o estaciona´rio:
∇f(u¯(r))′(uˆ(r) − u¯(r)) < 0
O pro´ximo iterando u¯(r) + α(r)(uˆ(r) − u¯(r)) ∈ U para todo α(r) ∈ (0, 1) uma vez que U
e´ convexo e uˆ(r), u¯(r) ∈ U. Dessa forma, todos os iterandos da sequ¨eˆncia {u¯(r)} sa˜o fact´ıveis.
Se u¯(r) e´ na˜o estaciona´rio, existe uˆ(r) ∈ U que induz uma direc¸a˜o de descenso, ou enta˜o
∇f(u¯(r))′(u¯− u¯(r)) ≥ 0, ∀u¯ ∈ U.
Ale´m do coˆmputo das direc¸o˜es de descenso, as quais sa˜o normalmente dependentes
da configurac¸a˜o do problema e sera˜o discutidas a fundo mais tarde, a selec¸a˜o do tamanho
do passo e´ cr´ıtica para a convergeˆncia a um ponto estaciona´rio. Dentre as poss´ıveis regras
existentes para a selec¸a˜o do tamanho do passo a elegida foi a Regra de Armijo devido a sua
simplicidade. Essa regra fixa paraˆmetros escalares β, σ ∈ (0, 1) e define o tamanho do passo
como α(r) = βsk onde sk e´ o menor inteiro na˜o negativo s para o qual:
f(u¯(r) + βs(uˆ(r) − u¯(r))) ≤ f(u¯(r)) + σβs∇f(u¯(r))′(uˆ(r) − u¯(r)) (4.18)
A regra afirma que a reduc¸a˜o em f deve ser proporcional tanto ao tamanho do passo βs,
quanto a` derivada ∇f(u¯(k))′d¯(k) da direc¸a˜o de descenso d¯(r) = uˆ(r) − u¯(r). O procedimento
de rastreamento—backtracking—se inicia com um passo suficientemente grande, β0 = 1,
possibilitando o descarte de uma segunda condic¸a˜o sobre a curvatura de f , a qual impediria
pequenos passos de satisfazerem a condic¸a˜o de Armijo.
Um ponto de fundamental importaˆncia e´ sabermos se cada ponto limite da sequ¨eˆncia
{u¯(r)} gerada pelo me´todo de direc¸o˜es fact´ıveis e´ um ponto estaciona´rio. Realizando a ex-
pansa˜o de Taylor de primeira ordem temos que f(u¯(r+1)) = f(u¯(r)) +α(r)∇f(u¯(r))′d¯(r). Se a
inclinac¸a˜o de f em u¯(r) na direc¸a˜o d¯(r), que e´ dada por ∇f(u¯(r))′d¯(r), tem magnitude subs-
tancial, a taxa de convergeˆncia do me´todo tambe´m o e´. No entanto, caso as direc¸o˜es d¯(r) se
tornem assintoticamente ortogonais a` direc¸a˜o do gradiente a` medida que u¯(r) se aproxima de
um ponto na˜o-estaciona´rio, enta˜o a inclinac¸a˜o ∇f(u¯(r))′d¯(r) tendera´ a zero e o me´todo pode
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permanecer preso pro´ximo a`quele ponto.
Portanto certas condic¸o˜es devem ser impostas a`s direc¸o˜es d¯(r) a fim de evitar tal com-
portamento indeseja´vel. Essas condic¸o˜es assumem que d¯(r) e´ func¸a˜o do seu iterando corres-
pondente u¯(r) e, tipicamente, sa˜o satisfeitas ou facilmente impostas pelos algoritmos. Uma
dessas condic¸o˜es e´ o conceito de sequ¨eˆncia relacionada pelo gradiente2 [3] definido a seguir.
Definic¸a˜o 4.4 (Sequ¨eˆncia Relacionada pelo Gradiente). Seja {d¯(r)} a sequ¨eˆncia de direc¸o˜es e
{u¯(r)} a sequ¨eˆncia de soluc¸o˜es geradas pelo me´todo de direc¸o˜es fact´ıveis (4.17). A sequ¨eˆncia
{d¯(r)} e´ relacionada pelo gradiente a {u¯(r)} se para qualquer subsequ¨eˆncia {u¯(r)}r∈R que
convirja a um ponto na˜o-estaciona´rio, a correspondente subsequ¨eˆncia {d¯(r)}r∈R e´ limitada e
satisfaz:
lim sup
r→∞,r∈R
∇f(u¯(r))′d¯(r) < 0
Para uma sequ¨eˆncia relacionada pelo gradiente {d¯(r)} qualquer e dada uma subsequ¨eˆncia
{∇f(u¯(r))}r∈R que tende a um vetor na˜o nulo, temos que a direc¸a˜o {d¯
(r)}r∈R e´ limitada e
na˜o tende a ortogonalidade com ∇f(u¯(r)). Uma sequ¨eˆncia relacionada pelo gradiente e´ ob-
tida pela imposic¸a˜o de certas condic¸o˜es no coˆmputo da direc¸a˜o. Considere inicialmente a
proposic¸a˜o a seguir apresentada por Bertsekas em [3, Sec. 2.2.1].
Proposic¸a˜o 4.5 (Estacionariedade dos Pontos Limites). Seja {u¯(r)} a sequ¨eˆncia obtida pelo
me´todo de direc¸a˜o fact´ıvel (4.17). Suponha que {d¯(r)} e´ relacionada pelo gradiente a {u¯(r)}
e que α(r) e´ obtido atrave´s da regra de Armijo. Enta˜o todo o ponto limite de {u¯(r)} e´ um
ponto estaciona´rio para Pˆ .
Corola´rio 4.3 (Estacionariedade dos Pontos Limites para o Me´todo Distribu´ıdo). Suponha
que:
(i) a sequ¨eˆncia {u¯(r)} tenha sido gerada por agentes distribu´ıdos segundo as Hipo´teses 4.3
e 4.4;
(ii) a soluc¸a˜o aproximada u¯
(r+1)
m de Pˆm(y¯
(r)
m ) tenha sido calculada pelo agente m atrave´s do
me´todo de direc¸o˜es fact´ıveis:
u¯(r+1)m = u¯
(r)
m + α
(r)
m (uˆ
(r)
m − u¯
(r)
m ) (4.19a)
onde a direc¸a˜o de descenso local e´ d¯
(r)
m = uˆ
(r)
m − u¯
(r)
m , para o ponto uˆ
(r)
m ∈ Um, e o
tamanho do passo α
(r)
m ∈ (0, 1) satisfaz a regra de Armijo, isto e´, α
(r)
m = βsmkm para
2Traduc¸a˜o livre do termo em ingleˆs gradient-related sequence
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algum βm, σm ∈ (0, 1) onde smk e´ o menor inteiro na˜o negativo sm para o qual:
fm(u¯
(r)
m + β
sm
m d¯
(r)
m , y¯
(r)
m ) ≤ fm(u¯
(r)
m , y¯
(r)
m ) + σmβ
sm
m ∇fm(u¯
(r)
m , y¯
(r)
m )
′d¯(r)m (4.19b)
(iii) a sequ¨eˆncia {d¯(r)} e´ relacionada pelo gradiente a {u¯(r)}.
Enta˜o todo o ponto limite de {u¯(r)} e´ um ponto estaciona´rio de Pˆ .
Demonstrac¸a˜o. Dada uma decomposic¸a˜o perfeita, segundo as equac¸o˜es (4.9a)–(4.9c), e res-
peitada a Hipo´tese 4.3, garante-se que apenas um dos agentes atualiza sua decisa˜o na iterac¸a˜o
r, digamos o agente m. Supondo ainda o cumprimento da Hipo´tese 4.4, garantindo o ca´lculo
de um novo iterando u¯
(r+1)
m no ponto na˜o estaciona´rio (u¯
(r)
m , y¯
(r)
m ), soluc¸a˜o de Pˆm.
De acordo com a Hipo´tese 4.4, a direc¸a˜o de descenso local d¯
(r)
m para Pˆm(y¯
(r)
m ) em
(u¯
(r)
m , y¯
(r)
m ) e´ tambe´m uma direc¸a˜o de descenso para Pˆ em u¯(r). E uma vez que o agente m
satisfaz a regra de Armijo (4.19b):
fm(u¯
(r)
m + βsmkm d¯
(r)
m , y¯
(r)
m ) ≤ fm(u¯
(r)
m , y¯
(r)
m ) + σmβ
smk
m ∇u¯mfm(u¯
(r)
m , y¯
(r)
m )′d¯
(r)
m
⇒
fm(u¯
(r)
m + βsmkm d¯
(r)
m , y¯
(r)
m ) + f¯m(y¯
(r)
m , z¯
(r)
m ) ≤ fm(u¯
(r)
m , y¯
(r)
m ) + f¯m(y¯
(r)
m , z¯
(r)
m )
+σmβ
smk
m (∇u¯mfm(u¯
(r)
m , y¯
(r)
m ),∇y¯mf(u¯
(r)),∇z¯m f¯m(y¯
(r)
m , z¯km))
′(d¯
(r)
m ,0,0)
⇒
f(u¯(r) + βsmkm d¯
(r)) ≤ f(u¯(r)) + σmβ
smk
m ∇f(u¯
(r))′d¯(r)
onde d¯(r) = (d¯
(r)
m ,0,0), implicando no cumprimento da regra de Armijo (4.18). De acordo
com a condic¸a˜o (iii) desse corola´rio, a sequ¨eˆncia de direc¸o˜es de descenso {d¯(r)} = {(d¯
(r)
m ,0,0)}
e´ relacionada pelo gradiente a sequ¨eˆncia {u¯(r)} = {(u¯
(r)
m , y¯km, z¯
(r)
m )} de soluc¸o˜es computadas
pelos agentes distribu´ıdos. Enta˜o, a Proposic¸a˜o 4.5 garante que todo o ponto limite de {u¯(r)}
e´ um ponto estaciona´rio de Pˆ .
A condic¸a˜o (iii) do Corola´rio 4.3 e´ garantida pelo ca´lculo apropriado da direc¸a˜o fact´ıvel
de descenso, a qual e´ o to´pico do remanescente dessa sec¸a˜o.
Ca´lculo da Direc¸a˜o de Descenso
O ca´lculo da direc¸a˜o de descenso relacionada pelo gradiente d¯
(r)
m para o problema
Pˆm(y¯
(r)
m ) em (u¯
(r)
m , y¯
(r)
m ) e´ aqui discutida. Com efeito, a direc¸a˜o d¯
(r)
m = uˆ
(r)
m − u¯
(r)
m e´ induzida
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pela soluc¸a˜o o´tima uˆ
(r)
m do seguinte problema de minimizac¸a˜o:
Dˆm(u¯
(r)
m , y¯
(r)
m ) : min ∇u¯mfm(u¯
(r)
m , y¯
(r)
m )
′(u˜(r)m − u¯
(r)
m ) (4.20a)
sujeito a:
C¯mu˜
(r)
m ≥ c¯m (4.20b)
D¯mu˜
(r)
m = d¯m (4.20c)
que possui o vetor u˜
(r)
m como varia´vel de decisa˜o. Note que Dˆm e´ um problema linear e
portanto pass´ıvel de soluc¸a˜o via algoritmos de programac¸a˜o linear padro˜es. Caso a soluc¸a˜o
o´tima de Dˆm possua um objetivo na˜o negativo, enta˜o (u¯
(r)
m , y¯
(r)
m ) e´ um o´timo local para Pˆm:
∇u¯mfm(u¯
(r)
m , y¯
(r)
m )′(u˜
(r)
m − u¯
(r)
m ) ≥ 0 para todo u˜
(r)
m ∈ Um. Caso contra´rio, d¯
(r)
m = uˆ
(r)
m − u¯
(r)
m e´
uma direc¸a˜o de descenso.
Resta provar que o conjunto de direc¸o˜es {d¯(r)} = {(d¯
(r)
m ,0,0)} obtido atrave´s da soluc¸a˜o
de Dˆm e´ relacionada pelo gradiente ao conjunto {u¯
(r)}. Suponha que {u¯(r)} converge para
um ponto na˜o estaciona´rio u˜ para a subsequ¨eˆncia R. Precisa-se enta˜o mostrar que:
lim sup
r→∞,r∈R
‖d¯(r)‖ = lim sup
r→∞,r∈R
‖uˆ(r) − u¯(r)‖ <∞ (4.21a)
lim sup
r→∞,r∈R
∇f(u¯(r))′d¯(r) = lim sup
r→∞,r∈R
∇f(u¯(r))′(uˆ(r) − u¯(r)) < 0 (4.21b)
Sem perda de generalidade assuma que na iterac¸a˜o r apenas um agente atualize suas deciso˜es,
digamos o agente m(r), enta˜o ‖uˆ(r)− u¯(r)‖ = ‖uˆ
(r)
m(r)− u¯
(r)
m(r)‖. A condic¸a˜o (4.21a) e´ satisfeita,
pois uˆ
(r)
m(r), u¯
(r)
m(r) ∈ Um(r) e Um(r) e´ compacto (Hipo´tese 4.1). Segue da otimalidade de uˆ
(r)
m(r)
com respeito a` Dˆm que:
∇f(u¯(r))′(uˆ(r) − u¯(r)) = ∇u¯m(r)fm(r)(u¯
(r))′(uˆ
(r)
m(r) − u¯
(r)
m(r))
≤ ∇u¯m(r)fm(r)(u¯
(r))′(u¯m(r) − u¯
(r)
m(r)), para todo u¯m(r) ∈ Um(r)
E aplicando o limite superior chega-se a:
lim sup
r→∞,r∈R
∇f(u¯(r))′(uˆ(r) − u¯(r)) ≤ min
u¯m∈Um
∇fm(u˜)
′(u¯m − u˜m), para algum m < 0
o que prova a condic¸a˜o (4.21b), sendo a u´ltima inequac¸a˜o advinda do Corola´rio 4.2—se u˜ e´
na˜o estaciona´rio para Pˆ , enta˜o (u˜m, y˜m) e´ na˜o estaciona´rio para Pˆm(y˜m) e algum m—e da
Hipo´tese 4.4—referente ao trabalho cont´ınuo dos agentes, obrigando ao menos um deles a
iterar.
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4.2.3 Aplicac¸a˜o do Me´todo ao Controle de Tra´fego Urbano
O foco dessa sec¸a˜o esta´ centrado em um tipo particular do problema Pˆ no qual Cm
e´ uma matriz identidade, cm = 0, Dm = 1
′ um vetor linha unita´rio e dm = dm um escalar
para todo o m ∈ M. Essa configurac¸a˜o representa o problema de controle de tempos de verde
no tra´fego urbano, onde—supondo que para cada intersec¸a˜o j e fase i o tempo ma´ximo de
verde umaxj,i e´ dado por Cj −Lj−
∑
i∈Fj
uminj,i —as restric¸o˜es (4.2d) e (4.2e) podem ser escritas
como:
um(k) ≥ 0, ∀m ∈ M, k ∈ T (4.22a)
1′um(k) = dm, ∀m ∈ M, k ∈ T (4.22b)
Nessa situac¸a˜o as varia´veis um(k) representam o tempo de verde extra direcionado a`s
fases ale´m do mı´nimo no instante de tempo k. Essa estrutura de restric¸o˜es simplifica o ca´lculo
da direc¸a˜o de descenso d¯
(r)
m para Pˆm(y¯
(r)
m ) em (u¯
(r)
m , y¯
(r)
m ).
Seja u¯m = (u¯m(k), . . . , u¯m(k+N−1)) e u¯m(k) = (um1(k), . . . , ump(m)(k)) onde p(m) e´ a
dimensa˜o de u¯m(k). Uma base para o problema LP Dˆm possui enta˜o apenas uma varia´vel na˜o
nula uˆ
(r)
mi(k+n) para cada n ∈ N. Logo, a soluc¸a˜o o´tima de Pˆm(y¯
(r)
m ) e´ obtida analiticamente
por:
i∗(k + n) = argmin
1≤i≤l(m)
∂
∂umi(t)
fm(u¯
(r)
m , y¯
(r)
m ) (4.23a)
d
(r)
mi(k + n) =

0, i 6= i
∗(k + n)
dm, i = i
∗(k + n)
(4.23b)
onde d¯
(r)
m (k) = (d
(r)
m1(k), . . . , d
(r)
ml(m)(k)) e d¯
(r)
m = (d¯
(r)
m (k), . . . , d¯
(r)
m (k +N − 1)).
Apesar de sua relativa simplicidade de implementac¸a˜o, os agentes na˜o sa˜o restritos
a utilizac¸a˜o do me´todo de direc¸a˜o fact´ıvel delineado anteriormente. Esses podem utilizar
qualquer algoritmo de programac¸a˜o quadra´tica que satisfac¸a a regra de Armijo ou encontre
a resposta o´tima do respectivo subproblema. Me´todos de conjuntos ativos e de projec¸a˜o de
gradiente [3]—por exemplo—sa˜o candidatos na substituic¸a˜o do algoritmo de direc¸a˜o fact´ıvel.
4.3 Suma´rio
Inicialmente vimos como o problema centralizado de controle de tra´fego urbano pode
ser representado por um grafo direto de subsistemas conectados, problema denominado P .
Em uma segunda etapa P foi convertido em um problema de programac¸a˜o quadra´tica Pˆ ,
mais trata´vel numericamente. Posteriormente um procedimento para a decomposic¸a˜o de
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Pˆ em uma se´rie de subproblemas {Pˆm} foi apresentada. Abordou-se enta˜o a soluc¸a˜o do
problema Pˆ por uma rede de M agentes operando de maneira distribu´ıda, onde cada um
e´ responsa´vel pela soluc¸a˜o de um subproblema Pˆm. Provas de que a soluc¸a˜o o´tima para os
subproblemas induzem uma soluc¸a˜o o´tima para o problema global foram apresentadas, bem
como da convexidade desses problemas. Finalmente apresentou-se um algoritmo baseado no
me´todo de direc¸o˜es de descenso para a soluc¸a˜o dos problemas Pˆm e sua aplicac¸a˜o a sistemas
de controle de tra´fego urbano, bem como as condic¸o˜es para que os agentes iterassem de forma
a atingir a soluc¸a˜o o´tima de P .
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Cap´ıtulo 5
Resultados Experimentais
Die scho¨nste Erfahrung, die wir machen ko¨nnen, ist die Erfahrung des
Unbegreiflichen.
(A mais bela experieˆncia que podemos ter e´ a do miste´rio.)
Albert Einstein
Nos cap´ıtulos precedentes foi poss´ıvel verificar como o controle preditivo—em suas
variantes—pode ser aplicado ao controle de porcentagens de verde em redes veiculares. Este
cap´ıtulo tem como objetivo comprovar a eficieˆncia dessa abordagem atrave´s de experimentos
nume´ricos e simulac¸o˜es. Para tanto dois modelos de malhas via´rias urbanas foram criados.
O primeiro, mais simples, conte´m duas intersec¸o˜es e quatro fluxos controlados—varia´veis de
estado—ja´ o segundo envolve seis cruzamentos e treze varia´veis de estado. Os resultados
apresentados foram classificados de acordo com sua MVU modelo.
Em um primeiro momento, a qualidade dos controladores LQR e MPC de frac¸o˜es de
verde atuando de maneira centralizada e´ comparada, sob me´tricas espec´ıficas, por simulac¸o˜es
nume´ricas baseadas nos modelos ideais das redes. Ainda sob essa o´tica, pore´m sem perda de
generalidade, ilustra-se a convergeˆncia da soluc¸a˜o baseada em controle preditivo distribu´ıdo
a`quela obtida pela soluc¸a˜o centralizada. Na etapa seguinte uma nova comparac¸a˜o entre os
controladores e´ conduzida, pore´m atrave´s de simulac¸o˜es realizadas em ferramenta profissional
de modelagem de redes urbanas.
O cap´ıtulo e´ particionado em duas sec¸o˜es, a primeira referente a MVU de menores pro-
porc¸o˜es abrangendo 2 cruzamentos controlados, e a segunda tratando da MVU mais complexa
englobando 6 intersec¸o˜es. No princ´ıpio de cada sec¸a˜o caracteriza-se a rede urbana utilizada
na obtenc¸a˜o dos resultados experimentais, apresentando-se todos os paraˆmetros necessa´rios
para a reproduc¸a˜o dos mesmos. Note no entanto que certas varia´veis variam ao longo dos
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x1
x2
x3
x4
1 2
Figura 5.1: Malha via´ria urbana exemplo de duas intersec¸o˜es.
experimentos. Neste caso os valores apresentados referem-se ao seu estado nominal sendo sua
dinaˆmica indicada no decorrer do texto.
A ferramenta utilizada para o ca´lculo dos valores nominais de ciclo e porcentagens de
verde foi o procedimento de Webster [10]. As equac¸o˜es ba´sicas bem como um exemplo de
aplicac¸a˜o deste me´todo sa˜o apresentados no Anexo B.
5.1 Malha Via´ria Urbana de Duas Intersec¸o˜es
Inicialmente optou-se pela utilizac¸a˜o de uma rede experimental de pequena escala,
apresentada na Fig. 5.1, com intuito de validar a pol´ıtica MPC de controle de tempos de
verde e sua efetividade. Como indicado na ilustrac¸a˜o essa rede possui duas intersec¸o˜es, {1, 2},
e quatro varia´veis de estado, {x1, x2, x3, x4}. Note que a rede proposta e´ composta apenas
por vias de ma˜o u´nica. Essa escolha e´ justificada pelo fato de termos interesse unicamente no
controle de frac¸o˜es de verde da malha via´ria. Redes exclusivamente de ma˜o u´nica simplificam
a implementac¸a˜o, determinac¸a˜o da quantidade e do sequ¨enciamento de fases. Assim, os efeitos
proveniente desse fator de controle sa˜o minimizados, reduzindo um poss´ıvel vie´s nos resultados
experimentais. Ale´m disso, essa medida na˜o tem influeˆncia significante no problema espec´ıfico
de percentuais de verde.
Algumas varia´veis adicionais necessitam ser definidas para a completa caracterizac¸a˜o
da malha via´ria em questa˜o. Especificamente os fluxos de saturac¸a˜o e de entrada, ciclos e
tempos de verde nominais, apresentados na Tabela 5.1, e as taxas de conversa˜o e de sa´ıda,
apresentadas na Tabela 5.2. Em aplicac¸o˜es pra´ticas e´ comum dispormos de valores nominais
de ciclo e tempo de verde para todas as intersec¸o˜es e fases da rede. No caso atual no entanto,
por se tratar de uma rede fict´ıcia, esses paraˆmetros foram obtidos atrave´s do procedimento
de Webster. Um fator positivo apresentado especificamente por essa rede e´ o fato de ambas
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Via (z) Controle uj,z
Saturac¸a˜o
Sz (ve´ı/h)
Entrada Nominal
qz (ve´ı/h)
Tempo de Verde
Nominal uNj,z (s)
Ciclo (s)
x1 u1,1 1800 700 42 60
x2 u1,2 1800 400 17
x3 u2,1 1800 — 43 60
x4 u2,2 1800 150 6
Tabela 5.1: Paraˆmetros nominais da MVU de duas intersec¸o˜es.
t linha, coluna x1 x2 x3 x4 x0
x1 — — 0.8 — 0.05
x2 — — 0.4 — 0.05
x3 — — — — 0.05
x4 — — — — 0.05
Tabela 5.2: Taxas de conversa˜o nominais para a MVU de duas intersec¸o˜es.
intersec¸o˜es apresentarem resultados iguais no ca´lculo dos ciclos. Quando iguais ou mu´ltiplos,
os tempos de ciclo promovem na MVU um comportamento harmoˆnico, favorecendo o sincro-
nismo entre seus no´s. Durante os experimentos subsequ¨entes nenhum controle de sincronismo
entre os sema´foros e´ adotado, assumindo defasagem nula e constante entre esses.
As taxas de conversa˜o estipuladas para essa rede sa˜o apresentadas na Tabela 5.2. A
primeira coluna dessa determina a via de origem da conversa˜o, sendo a via de destino definida
pelas colunas restantes. O conteu´do da ce´lula indica o valor absoluto da taxa de conversa˜o
em questa˜o. Note que a via x0 e´ fict´ıcia, indicando na realidade a taxa de sa´ıda associada a
cada varia´vel de estado. Outro ponto digno de nota e´ a constatac¸a˜o de que a soma das linhas
nessa tabela nem sempre tera´ como resultado a unidade. Isso se deve ao fato de as converso˜es
realizadas para vias na˜o controladas na˜o serem computadas. Definidos estes paraˆmetros, as
matrizes A, B e T da rede podem ser calculadas segundo os passos da sec¸a˜o 2.2.
5.1.1 Experimentos Nume´ricos
A primeira validac¸a˜o da pol´ıtica de controle MPC deu-se atrave´s de experimentos
nume´ricos utilizando uma equac¸a˜o a diferenc¸as como modelo do sistema. Fazendo uso de
programas de computac¸a˜o cient´ıfica, como Scilab ou Matlab c©, ou ate´ mesmo linguagens
computacionais, e.g. Python ou C, implementa-se um lac¸o iterativo no qual o estado da rede
a cada intervalo discreto e´ calculado com base na condic¸a˜o inicial do sistema e seus estados
anteriores. A seguinte equac¸a˜o em tempo discreto foi utilizada como modelo de simulac¸a˜o:
x(k + 1) = Ax(k) +Bu(k) + f(k) (5.1)
onde o vetor f(k) indica o fluxo de entrada de ve´ıculos na rede.
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Figura 5.2: Fluxograma do processo de simulac¸a˜o nume´rica.
Note que o experimento representa de maneira apenas aproximada o comportamento
do sistema real de traˆnsito. Fato vis´ıvel ao observarmos, por exemplo, na˜o ha´ possibilidade
de um ve´ıculo atravessar duas intersec¸o˜es em um u´nico intervalo de tempo. Isso ocorre
pois, segundo o modelo, as filas de cada via sa˜o compostas necessariamente pelos ve´ıculos
que deixaram as aproximac¸o˜es anteriores. De fato um ve´ıculo pode atravessar mais de um
cruzamento, mas apenas de forma indireta, ou seja, quando os fluxos pz(k) e sz(k) sa˜o maiores
que o estado inicial, a fila, da via z no instante k. Dessa forma, no computo geral, parte do
fluxo de entrada qz(k), advindo de uma via a montante, tambe´m sera´ transmitido as vias a
jusante.
Outro ponto fraco do modelo atual fica evidente quando um estado, digamos xz, com
valor muito baixo, ou ate´ mesmo nulo, alimenta um outro estado xw, sendo w ∈ Oz. Isso
ocorre pois a todo o instante de tempo o modelo assume que o valor dos estados em todas as
vias e´ tal que a quantidade de ve´ıculos por ele representada e´ suficiente para aproximarmos
o fluxo de sa´ıda dessas vias por seu fluxo de saturac¸a˜o. Dessa forma o fluxo de sa´ıda e´
considerado constante e igual ao de saturac¸a˜o durante todo o per´ıodo em que as vias teˆm
direito de passagem. Um fluxograma do processo iterativo e´ apresentado na Fig. 5.2.
No restante dessa sec¸a˜o os resultados da aplicac¸a˜o desse experimento a` rede de duas
intersec¸o˜es sera˜o apresentados. Treˆs estrate´gias de controle distintas foram avaliadas: plano
a tempos fixos, controle LQR e controle MPC de porcentagens de verde. O cena´rio escolhido
possui uma hora de durac¸a˜o, com intervalo de controle T = 60s, e utiliza os paraˆmetros
nominais apresentados na Tabela 5.1. Definiu-se ainda os fluxos de entrada como func¸o˜es
Gaussianas, com valor inicial igual ao valor do fluxo nominal da via, pico igual a duas vezes
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Tipo de Controle Custo Acumulado
Tempos Fixos 8, 67 · 104
TUC-LQR 4, 53 · 104
TUC-MPC 4, 09 · 104
Tabela 5.3: Valor acumulado da func¸a˜o custo em 60 passos de simulac¸a˜o.
este e centradas em metade do tempo de simulac¸a˜o, como visto na Figura 5.3. Espera-se
desta forma simular o comportamento do traˆnsito em hora´rio de pico, ou seja com grande
fluxo de ve´ıculos em hora´rio e intervalo espec´ıficos de tempo, situac¸a˜o na qual o controle
semafo´rico tem papel fundamental na prevenc¸a˜o do surgimento de filas extensivas.
Nas Figuras 5.4 e 5.5 a progressa˜o dos estados e dos sinais de controle para a meto-
dologia LQR e MPC centralizadas sa˜o respectivamente apresentadas. Podemos perceber que
os estados partem de uma condic¸a˜o inicial aleatoriamente estipulada e, posteriormente, atin-
gem valores negativos. De fato, apesar de fisicamente imposs´ıvel, o modelo utilizado, bem
como o lac¸o de simulac¸a˜o, permitem a representac¸a˜o de uma quantidade negativa de ve´ıculos
aguardando passagem. Como na˜o ha´ distinc¸a˜o entre a simulac¸a˜o do processo, equac¸a˜o 5.1,
e o modelo 2.5 esse problema na˜o se evidencia nesse experimento. Sua influeˆncia e´ notada,
no entanto, quando utilizada uma representac¸a˜o mais fiel do processo, fato discutido mais
adiante.
Na˜o sendo esta a ferramenta ideal para a representac¸a˜o do tra´fego de ve´ıculos, optou-
se por utilizar como me´trica comparativa o custo ao longo do tempo e valor acumulado da
func¸a˜o objetivo, apresentada na sequ¨eˆncia.
Jexp = x
′(k)Qx(k) + ∆u′(k)R∆u(k) (5.2)
onde os sinais de controle se apresentam na forma ∆u(k) = uN (k)−u(k), Q = I eR = 0.003I.
O valor adotado como ponderac¸a˜o dos sinais de controle e´ usual na metodologia TUC ale´m
de logicamente razoa´vel. Basta considerarmos que na equac¸a˜o (5.2) na˜o existe um custo
efetivo de controle—i.e. maior dispeˆndio de energia ou incremento no esforc¸o dos atuadores
do sistema—e sim uma racionalizac¸a˜o de tempo. Ao aumentarmos a penalidade imposta ao
sinal de controle estamos na verdade restringindo o qua˜o distante o controle calculado pode
estar do nominal. Embora esse comportamento possa ser extremamente deseja´vel—uma
vez que mante´m o sincronismo entre sema´foros consecutivos e, principalmente, a sinergia
entre o controle semafo´rico e os motoristas a ele habituados—no caso em questa˜o ele torna-
se irrelevante, pois por caracter´ısticas pro´prias o modelo desconsidera o sincronismo entre
intersec¸o˜es, obrigando cada ve´ıculo a ao menos uma parada em cada cruzamento. Outro
importante paraˆmetro estipulado para o controle MPC de frac¸o˜es de verde foi o horizonte de
controle e predic¸a˜o de dois passos, constatando-se que qualquer ampliac¸a˜o desses na˜o incorre
em reduc¸a˜o de custo para o caso em questa˜o.
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Figura 5.3: Fluxo de entrada me´dio especificado para a MVU de 2 intersec¸o˜es.
A Fig. 5.6 ilustra a evoluc¸a˜o do custo associado a func¸a˜o objetivo a cada instante de
simulac¸a˜o. E´ vis´ıvel a superioridade das estrate´gias de controle atuadas ante o controle a
tempos fixos. Algumas observac¸o˜es sa˜o no entanto dignas de nota. Podemos perceber duas
mudanc¸as de tendeˆncia na curva em questa˜o. A primeira ocorre devido ao perfil Gaussiano
dos fluxos de entrada, os quais apresentam um valor de pico no intervalo me´dio da simulac¸a˜o.
O segundo no entanto e´ provocado pela deficieˆncia do modelo em permitir valores negativos
aos estados. Dessa forma, como eles apresentam valores progressivamente menores, tornam-
se a partir de certo ponto negativos e acabam acrescendo o custo da func¸a˜o objetivo, ja´ que
possuem contribuic¸a˜o quadra´tica a` mesma. Enta˜o, a vantagem obtida com o uso do controle
preditivo—que ja´ e´ clara, pois o custo apresentado e´ menor durante toda a simulac¸a˜o—seria
ainda mais acentuada na˜o fosse a contribuic¸a˜o negativa dos estados ao custo. As diferenc¸as
ficam mais acentuadas ao considerarmos o custo acumulado ao longo da simulac¸a˜o para cada
estrate´gia de controle, apresentado na Tabela 5.3, e corrobora a efica´cia da estrate´gia MPC
para o controle de tempos de verde.
5.1.2 Simulac¸o˜es
Como visto o experimento nume´rico realizado, apesar de importante para uma ana´lise
preliminar, baseia-se em um modelo aproximado e na˜o representa fielmente o comportamento
do traˆnsito. Com o propo´sito de avaliar com maior precisa˜o esse comportamento sob o controle
MPC em sistemas reais realizou-se enta˜o um conjunto de simulac¸o˜es nume´ricas em software
profissional, sendo o Aimsun c© 6 o programa escolhido. Esse software oferece um poderoso
micro-simulador para aplicac¸o˜es de traˆnsito e permite que redes complexas sejam modeladas
com exatida˜o, desde per´ıodos transito´rios e tempos de reac¸a˜o a VMS e definic¸a˜o de rotas. A
ferramenta disponibiliza ainda um mo´dulo API extremamente u´til, provendo a capacidade
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Figura 5.4: Evoluc¸a˜o dos estados – x1 em linha trac¸o ponto, x2 em linha pontilhada, x3 em linha
tracejada, x4 em linha so´lida – e sinais de controle LQR – u1,1 em linha trac¸o ponto, u1,2 em linha
pontilhada, u2,1 em linha tracejada, u2,2 em linha so´lida – ao longo da simulac¸a˜o.
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Figura 5.5: Evoluc¸a˜o dos estados – x1 em linha trac¸o ponto, x2 em linha pontilhada, x3 em linha
tracejada, x4 em linha so´lida – e sinais de controle MPC – u1,1 em linha trac¸o ponto, u1,2 em linha
pontilhada, u2,1 em linha tracejada, u2,2 em linha so´lida – ao longo da simulac¸a˜o.
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Figura 5.6: Custo do esforc¸o de controle ao longo do tempo – plano a tempos fixos em linha
pontilhada, controle LQR em linha tracejada e controle MPC em linha so´lida.
de interac¸a˜o, atrave´s de rotinas escritas em Python ou C++, com praticamente qualquer
programa que necessite acesso aos dados internos do simulador durante a simulac¸a˜o.
Novamente utiliza-se a equac¸a˜o (5.2) como func¸a˜o custo, tanto para o controle LQR,
onde a func¸a˜o custo e´ utilizada na determinac¸a˜o da matriz L, quanto no controle MPC,
onde a mesma e´ utilizada diretamente. Nesse caso no entanto tanto a matriz Q quanto a
matriz R sa˜o iguais a` unita´ria. Rememorando a discussa˜o anterior sobre a ponderac¸a˜o de
controle, essa escolha indica que estamos priorizando o valor nominal de controle da MVU,
sendo deseja´vel que na˜o haja muita variac¸a˜o no controle calculado. Esse escolha e´ interessante
neste caso por minimizar a influeˆncia do sincronismo nos resultados obtidos, afinal procuramos
manteˆ-lo inalterado independentemente de sua qualidade. Para a soluc¸a˜o dos problemas de
otimizac¸a˜o, requeridos tanto pela soluc¸a˜o LQR usual como pela estrate´gia MPC, as seguintes
ferramentas foram utilizadas: a linguagem de programac¸a˜o Python 2.5, com licenc¸a PSFL; o
pacote nume´rico Open Source para Python, NumPy; o pacote de otimizac¸a˜o CVXOPT, de
licenc¸a GPL, para a mesma linguagem; e o solver comercial MOSEK c©. A linguagem Python
acrescida do pacote nume´rico NumPy permite o tratamento simplificado de vetores e matrizes,
facilitando a modelagem do problema de otimizac¸a˜o. No entanto essa na˜o possui algoritmos
eficientes para solucionar tais problemas. O papel desempenhado pelo pacote CVXOPT e´
realizar a interface entre a formulac¸a˜o em Python e o solver MOSEK c©, utilizado na soluc¸a˜o
dos problemas de programac¸a˜o quadra´tica.
Novas me´tricas para a avaliac¸a˜o sa˜o fornecidas pelo simulador, sendo algumas utilizadas
na comparac¸a˜o entre as estrate´gias de controle, sa˜o estas: tempo de jornada, em segundos
por quiloˆmetro; e densidade, dada em ve´ıculos por quiloˆmetro. Optou-se por esses fatores por
considera´-los os mais representativos entre os outros paraˆmetros poss´ıveis, tais como tempo
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de atraso, velocidade harmoˆnica me´dia, velocidade me´dia, fluxo me´dio, nu´mero de paradas
e distaˆncia percorrida. A importaˆncia dos paraˆmetros escolhidos se comprova no fato que
muitos dos u´ltimos paraˆmetros podem ser deles derivados. Em contraste ao experimento
nume´rico realizado, no processo de simulac¸a˜o apenas duas estrate´gias de controle sera˜o ava-
liadas: o controle LQR e MPC de porcentagens de verde. Ale´m disso os fluxos de entrada
utilizados sa˜o agora constantes, seguindo os valores apresentados na Tabela 5.1. Note que
apesar da utilizac¸a˜o de fluxos constantes em me´dia, o padra˜o de inserc¸a˜o de ve´ıculos segue um
modelo exponencial provido pelo simulador. Novamente definiu-se um cena´rio com uma hora
de durac¸a˜o e intervalo de controle T = 60s, sendo agora o horizonte de controle e predic¸a˜o
de um passo para o controle MPC. As taxas de conversa˜o ainda seguem as apresentadas na
Tabela 5.2, pore´m nesse caso as taxas de sa´ıda foram consideradas nulas.
Diferentemente dos experimentos anteriores, onde o modelo e rotinas experimentais
sa˜o implementados no mesmo software, na simulac¸a˜o atual os estados na˜o esta˜o prontamente
dispon´ıveis, sendo necessa´rio medi-los indiretamente atrave´s de sensores. Para cada um dos
fluxos de ve´ıculos controlados alocam-se dois sensores, o primeiro deles inserido na parte
inicial da via—ponto de entrada dos ve´ıculos do fluxo que deseja-se medir—e o segundo na
porc¸a˜o final da aproximac¸a˜o—local de sa´ıda dos ve´ıculos do fluxo. Dessa forma o valor dos
estados e´ estimado a cada ciclo de simulac¸a˜o pela contagem do nu´mero de ve´ıculos que entram
em determinada via e sa˜o detectados pelo sensor de entrada subtra´ıda do nu´mero de ve´ıculos
que a deixam, estes computados pelo sensor de sa´ıda. Em aplicac¸o˜es reais implementac¸o˜es
mais eficientes quanto ao nu´mero de sensores sa˜o poss´ıveis, pore´m aumentam sensivelmente
a complexidade de implementac¸a˜o do modelo de simulac¸a˜o e, por isso, na˜o sera˜o utilizadas.
O modelo de simulac¸a˜o da rede e´ apresentado na Figura 5.7. Um conjunto de 10 re-
plicac¸o˜es com seeds aleato´rios e distintos foi gerado e utilizada na simulac¸a˜o de cada estrate´gia
de controle. Os resultados obtidos foram enta˜o ponderados e sa˜o apresentados na Tabela 5.4.
Podemos perceber que o controle MPC apresentou uma performance consideravelmente me-
lhor que o controle LQR nessa situac¸a˜o. O ganho percentual em tempo me´dio de jornada
por exemplo e´ da ordem de 15%, sendo que este ganho e´ potencializado com o decorrer do
tempo, pois previne a formac¸a˜o de filas e o efeito wind up—i.e. o efeito cumulativo onde
uma fila crescente aumenta o tempo de me´dio de jornada, ocasionando filas ainda maiores.
Outra constatac¸a˜o e´ que no mesmo crite´rio o controle MPC demonstrou-se muito mais ro-
busto, apresentando menor variabilidade para as diversas condic¸o˜es iniciais utilizadas. Vale,
no entanto, salientar que esses resultados foram obtidos com um horizonte de controle de
um u´nico passo. Esse fato a princ´ıpio poderia caracterizar uma vantagem, indicando que um
aumento no horizonte de predic¸a˜o poderia ocasionar resultados ainda melhores. No entanto,
constatou-se que esse incremento no horizonte degrada a qualidade do controle calculado,
ale´m de aumentar o esforc¸o computacional. Supo˜e-se que isso ocorra devido a` imprecisa˜o do
modelo de predic¸a˜o utilizado, suscet´ıvel ainda a`s mesmas vulnerabilidades citadas na sec¸a˜o
anterior, como por exemplo possibilitar a existeˆncia de estados negativos.
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Figura 5.7: Modelo de simulac¸a˜o da malha via´ria urbana de duas intersec¸o˜es.
Tipo de Controle
Tempo de Jornada (s/km) Densidade (ve´ı/km)
Me´dia Desvio Me´dia Desvio
TUC-LQR 174, 20 6, 06 22, 66 0, 93
TUC-MPC 147, 55 1, 12 20, 10 0, 60
Tabela 5.4: Resultados de simulac¸a˜o da malha via´ria urbana de duas intersec¸o˜es.
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Figura 5.8: Malha via´ria urbana exemplo de seis intersec¸o˜es.
5.2 Malha Via´ria Urbana de Seis Intersec¸o˜es
Apesar de va´lidos, os experimentos realizados com a rede de duas intersec¸o˜es definida
anteriormente na˜o sa˜o apropriados para explorarmos as complexidades das relac¸o˜es entre
subsistemas no caso de uma abordagem distribu´ıda de controle. Por essa raza˜o uma malha
via´ria de maiores proporc¸o˜es se faz necessa´ria. Formulou-se enta˜o a malha via´ria ja´ apre-
sentada no Cap´ıtulo 4 e ilustrada novamente na Fig. 5.8. Essa rede e´ composta por treze
varia´veis de estado, {x1, . . . , x13}, interligadas por seis intersec¸o˜es controladas. Trata-se de
uma rede fortemente conexa, com objetivo de representar um per´ımetro urbano cortado por
avenidas de alto fluxo de ve´ıculos, cena´rio conveniente para avaliac¸a˜o do efeito das frac¸o˜es
de verde, bem como do comportamento da estrate´gia distribu´ıda de controle. No entanto,
a maior complexidade dessa rede potencializa tambe´m o efeito de outras varia´veis capazes
de promover um vie´s nos resultados experimentais, como por exemplo a definic¸a˜o de fases, o
sincronismo e offset entre os sema´foros.
Com intuito de simplificar a especificac¸a˜o das fases a rede e´ composta unicamente
por vias de ma˜o simples. Nas experieˆncias realizadas na˜o ha´ controle de sincronismo entre
intersec¸o˜es e o offset adotado entre as mesmas e´ nulo. Ale´m disso, uma estrate´gia para
harmonizar o fluxo interno da rede e´ estipular ciclos de igual durac¸a˜o ou mu´ltiplos entre si,
criando uma progressa˜o pulsante dos ve´ıculos. Para tanto dividiu-se os experimentos nesta
rede em treˆs cena´rios:
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Via (z) Controle uj,z
Saturac¸a˜o
Sz (ve´ı/h)
Entrada Nominal
qz (ve´ı/h)
Tempo de Verde
Nominal uNj,z (s)
Ciclo (s)
x1 u1,1 3600 1000 58.0
192.0x2 u1,2 3600 1100 63.8
x3 u1,3 3600 900 52.2
x4 u2,1 3600 — 46.7 132.6
x5 u2,2 3600 — 73.9
x6 u3,1 1800 — 26.3 81.9
x7 u3,2 3600 — 43.6
x8 u4,1 3600 1800 89.2 165.6
x9 u4,2 3600 1300 64.4
x10 u5,1 3600 — 50.9 91.7
x11 u5,2 1800 — 28.8
x12 u6,1 3600 — 75.6 131.3
x13 u6,2 3600 — 43.7
Tabela 5.5: Paraˆmetros nominais do cena´rio com ciclos distintos.
Ciclos Distintos (C 6=): Nesse cena´rio os ciclos e porcentagens de verde foram calculados
atrave´s do procedimento Webster, pass´ıvel de aplicac¸a˜o a` rede em questa˜o, uma vez
que seu grafo de acoplamentos e´ ac´ıclico (Anexo B). Para tanto e´ necessa´rio seguir uma
sequ¨eˆncia topolo´gica no ca´lculo desses valores. Considere, por exemplo, a intersec¸a˜o
2. Uma vez que o fluxo nominal da via 4, q4, na˜o e´ conhecido a` priori, na˜o e´ poss´ıvel
calcular-se o tempo de ciclo dessa intersec¸a˜o sem primeiramente calcular-se o ciclo
da intersec¸a˜o 1. A partir da´ı pode-se enta˜o determinar o fluxo nominal da via 4, e
consequ¨entemente o ciclo do segundo cruzamento. Observada esta sequ¨eˆncia, podemos
determinar todos os ciclos e frac¸o˜es de verde da malha via´ria, sendo esses mostrados na
Tabela 5.5.
Vale salientar que os valores obtidos por este me´todo sa˜o o´timos para as intersec¸o˜es
operando de forma isolada, pois na˜o considera o efeito do sincronismo entre elas. Dessa
forma os ciclos utilizados nesse cena´rio possuem valores distintos, causando uma pro-
gressa˜o veicular um tanto erra´tica. O cena´rio possui ainda fluxos de entrada elevados,
concentrados nas avenidas principais, x2 e x8, tambe´m dificultando a progressa˜o veicu-
lar.
Ciclos Iguais (C =): Nesse cena´rio o tempo de ciclo foi arbitrariamente estipulado em 120
segundos. Dessa forma obte´m-se o efeito pulsante do fluxo de ve´ıculos, harmonizando
a progressa˜o dos mesmos e minimizando o efeito do sincronismo entre as intersec¸o˜es.
Outra medida para dirimir esse efeito foi a utilizac¸a˜o de fluxos de entradas mais ba-
lanceados, evitando grandes oscilac¸o˜es na vaza˜o de ve´ıculos. Com os ciclos definidos,
calculou-se os percentuais de verde segundo o procedimento de Webster. Estes valores
sa˜o apresentados na Tabela 5.6.
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Via (z) Controle uj,z
Saturac¸a˜o
Sz (ve´ı/h)
Entrada Nominal
qz (ve´ı/h)
Tempo de Verde
Nominal uNj,z (s)
Ciclo (s)
x1 u1,1 3600 800 28,8
120x2 u1,2 3600 1300 46,8
x3 u1,3 3600 900 32,4
x4 u2,1 3600 — 72,5 120
x5 u2,2 3600 — 39,5
x6 u3,1 1800 — 54,9 120
x7 u3,2 3600 — 57,1
x8 u4,1 3600 900 63,0 120
x9 u4,2 3600 700 49,0
x10 u5,1 3600 — 59,8 120
x11 u5,2 1800 — 52,2
x12 u6,1 3600 — 54,7 120
x13 u6,2 3600 — 57,3
Tabela 5.6: Paraˆmetros nominais do cena´rio com ciclos iguais.
Ciclos Iguais e Simulac¸a˜o de Acidente (C = / acidente): Esse cena´rio tem as mes-
mas caracter´ısticas do segundo cena´rio, pore´m com a inclusa˜o de um acidente na via x3
durante o experimento. Essa ocorreˆncia acontece aos 15 minutos de simulac¸a˜o, quando
a via permanece completamente bloqueada por um intervalo de 15 minutos. Consegue-
se esse efeito durante a simulac¸a˜o reduzindo o fluxo de entrada da via x3 a zero. Apo´s
esse intervalo, portanto aos 30 minutos de simulac¸a˜o, ocorre o desbloqueio da via e,
por conta do incidente e do suposto acumulo de ve´ıculos provocado, supomos um incre-
mento no fluxo me´dio de entrada de ve´ıculos advindos dessa via a um valor maior que
o nominal pelos 30 minutos restantes de simulac¸a˜o. A Tabela 5.7 apresenta os valores
referentes a esse cena´rio.
As taxas de conversa˜o estipuladas sa˜o iguais para todos os cena´rios e sa˜o apresentadas
na Tabela 5.8. Assim como no caso da rede de duas intersec¸o˜es, a primeira coluna dessa
tabela indica a via de origem da conversa˜o, sendo a via de destino determinada pelas colunas
restantes e o conteu´do das ce´lulas os valores absolutos de taxa de conversa˜o. Nessa tabela,
no entanto, fica omitida a coluna referente a`s taxas de sa´ıda, tz,0, uma vez que estas foram
consideradas nulas para todas as vias da rede. Uma vez definidos estes paraˆmetros as matrizes
A, B e T da rede podem ser calculadas segundo os passos da sec¸a˜o 2.2.
5.2.1 Experimentos Nume´ricos
Nessa sec¸a˜o os resultados obtidos atrave´s de experimentos nume´ricos realizados com a
malha via´ria em questa˜o sa˜o apresentados. O cena´rio utilizado e´ o referente ao caso de ciclos
distintos, sendo o modelo de simulac¸a˜o (5.1) novamente aplicado, ou seja na˜o ha´ diferenc¸as
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Via (z) Controle uj,z
Saturac¸a˜o
Sz (ve´ı/h)
Entrada Nominal
qz (ve´ı/h)
Tempo de Verde
Nominal uNj,z (s)
Ciclo (s)
x1 u1,1 3600 800 28,8
120x2 u1,2 3600 1300 46,8
x3 u1,3 3600 900/0/1500 32,4
x4 u2,1 3600 — 72,5 120
x5 u2,2 3600 — 39,5
x6 u3,1 1800 — 54,9 120
x7 u3,2 3600 — 57,1
x8 u4,1 3600 900 63,0 120
x9 u4,2 3600 700 49,0
x10 u5,1 3600 — 59,8 120
x11 u5,2 1800 — 52,2
x12 u6,1 3600 — 54,7 120
x13 u6,2 3600 — 57,3
Tabela 5.7: Paraˆmetros nominais do cena´rio com ciclos iguais e simulac¸a˜o de acidente.
tl,c x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13
x1 — — — 0.20 — 0.05 — — — — 0.05 — 0.70
x2 — — — 0.25 — 0.30 — — — — 0.30 — 0.15
x3 — — — 0.65 — 0.05 — — — — 0.05 — 0.15
x4 — — — — — — — — — — — — —
x5 — — — — — — — — — — — — —
x6 — — — — 0.50 — — — — — — — —
x7 — — — — 0.80 — — — — — — — —
x8 — — — — — — 0.40 — — 0.60 — — —
x9 — — — — — — 0.60 — — 0.40 — — —
x10 — — — — — — — — — — — 0.80 —
x11 — — — — — — — — — — — 0.50 —
x12 — — — — — — — — — — — — —
x13 — — — — — — — — — — — — —
Tabela 5.8: Taxas de conversa˜o nominais para a MVU de seis intersec¸o˜es.
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CI 1 2 3 4 5 6 7 8 9 10
x1 475,06 99,36 336,07 151,38 330,11 347,28 5,88 216,45 29,59 106,98
x2 115,57 301,90 419,06 270,84 170,98 310,66 446,95 112,97 301,43 321,75
x3 303,42 136,09 9,82 75,44 144,86 397,41 99,57 289,90 25,13 160,02
x4 242,99 99,41 340,64 348,95 170,60 478,42 149,36 380,18 207,69 480,05
x5 445,65 7,64 189,74 189,19 267,04 261,30 330,72 264,91 152,50 363,32
x6 381,05 373,39 415,90 430,01 363,56 440,07 142,20 320,26 437,18 205,98
x7 228,23 222,55 251,41 426,83 154,64 86,48 234,61 104,53 7,50 372,28
x8 9,25 465,91 354,74 296,78 419,25 489,87 32,39 189,91 383,98 133,97
x9 410,70 233,00 214,45 248,28 284,04 135,72 494,17 391,66 485,42 219,96
x10 222,35 209,33 152,31 449,88 185,21 126,16 291,40 340,42 495,04 466,69
x11 307,72 423,11 94,83 410,81 351,37 437,87 211,75 230,55 394,43 341,67
x12 395,97 262,58 96,72 322,46 273,28 368,65 257,76 283,91 219,33 106,28
x13 460,91 101,32 341,11 408,99 222,44 68,26 166,98 397,10 249,16 419,62
Tabela 5.9: Conjunto aleatoriamente gerado de condic¸o˜es iniciais para os experimentos.
entre modelo e processo. Seguindo a mesma direc¸a˜o do experimento nume´rico anterior os
fluxos de entrada no contexto atual tambe´m possuem forma exponencial de caracter´ısticas—
centradas em metade do tempo de simulac¸a˜o, com valor inicial igual ao fluxo nominal e com
pico equivalente ao dobro desses valores. Como esclarecido na subsec¸a˜o anterior, esse modelo
nume´rico apresenta algumas dificuldades, dentre elas o fato de lidar apenas com a me´dia
dos fluxos de ve´ıculos, dessa forma ignorando o sincronismo entre as intersec¸o˜es. Logo a
realizac¸a˜o dos experimentos para os outros cena´rios propostos torna-se irrelevante.
A maior complexidade da MVU em questa˜o permite o uso de quatro estrate´gias de
controle distintas: plano a tempos fixos, controle LQR, controle MPC e controle DMPC de
porcentagens de verde. Para a realizac¸a˜o dos experimentos precisa-se suplementar o cena´rio
escolhido com alguns paraˆmetros. Definiu-se uma durac¸a˜o aproximada de duas horas, especi-
ficamente 40 passos de simulac¸a˜o com intervalo de controle T = 200s. O impacto de diversos
horizontes de controle e predic¸a˜o no controle MPC e DMPC de frac¸o˜es de verde foi analisado,
especificamente de 1 a 5 passos. Ademais, um conjunto de 10 condic¸o˜es iniciais aleato´rias foi
gerado visando aumentar a confiabilidade dos resultados. Os estados dessas condic¸o˜es iniciais
possuem amplitude entre 0 e 500 ve´ıculos e o conjunto resultante e´ apresentado na Tabela
5.9. Sendo o modelo de simulac¸a˜o o mesmo previamente utilizado, os problemas citados no
experimento anterior continuam presentes e portanto podemos novamente usar a equac¸a˜o
(5.2) como me´trica comparativa, adotando Q = I e R = 0.003I.
Um fator de suma importaˆncia no me´todo de controle distribu´ıdo de porcentagens de
verde e´ o tempo de convergeˆncia desse a uma toleraˆncia especificada da soluc¸a˜o o´tima, vali-
dando ou impossibilitando sua implementac¸a˜o pra´tica. Com o objetivo de avaliar tal propri-
edade solucionou-se o primeiro passo do problema de simulac¸a˜o com cada uma das condic¸o˜es
iniciais ja´ apresentadas e utilizando dois algoritmos: o me´todo de direc¸a˜o fact´ıvel apresentado
na Sec¸a˜o 4.2.2 e um algoritmo de programac¸a˜o quadra´tica padra˜o1. Como crite´rio de pa-
1Para o caso do me´todo de direc¸a˜o fact´ıvel, experimentos demonstraram que os paraˆmetros σ = 0.3 e
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Programac¸a˜o Quadra´tica Direc¸a˜o Fact´ıvel
Processamento (ms) Iterac¸o˜es Processamento (s) Iterac¸o˜es
Me´dio Ma´x Me´dio Ma´x Me´dio Ma´x Me´dio Ma´x
Agente 1 21,9 93,8 1,6 3 0,35 0,78 13,4 30
Agente 2 9,4 31,2 1,1 2 0,24 0,45 10,2 20
Agente 3 1,6 15,6 1,7 4 0,24 0,53 9,5 20
Agente 4 7,8 46,9 1,6 3 0,22 0,28 14,4 24
Agente 5 3,1 15,6 1,5 3 0,26 0,55 10,0 20
Agente 6 3,1 15,6 0,8 2 0,20 0,48 8,3 20
Distribu´ıdo 46,9 125,0 8,3 14 1,55 3,08 63,7 130
Centralizado 26,6 46,9 3,9 7 0,40 1,94 12,0 58
Tabela 5.10: Resultados computacionais para o conjunto de 10 condic¸o˜es iniciais distintas e margem
de toleraˆncia de 1%.
Programac¸a˜o Quadra´tica Direc¸a˜o Fact´ıvel
Processamento (ms) Iterac¸o˜es Processamento (s) Iterac¸o˜es
Me´dio Ma´x Me´dio Ma´x Me´dio Ma´x Me´dio Ma´x
Agente 1 21,9 46,9 3,3 7 2,16 8,12 76 290
Agente 2 15,6 46,9 2,1 4 1,98 8,20 72 290
Agente 3 10,9 46,9 2,8 8 1,85 7,59 69 280
Agente 4 14,1 31,2 3,0 6 1,85 7,50 76 294
Agente 5 1,6 15,6 2,4 5 1,83 7,70 69 280
Agente 6 6,3 46,9 1,2 2 1,81 7,67 67 280
Distribu´ıdo 75,0 156,2 14,8 25 11,58 47,16 425 1710
Centralizado 26,6 46,9 3,9 7 13,59 48,09 370,9 1299
Tabela 5.11: Resultados computacionais para o conjunto de 10 condic¸o˜es iniciais distintas e margem
de toleraˆncia de 0.1%.
rada dos algoritmos de direc¸a˜o fact´ıvel, bem como no algoritmo QP para o caso distribu´ıdo,
utiliza-se a diferenc¸a percentual a` soluc¸a˜o o´tima, J∗exp. Para fins pra´ticos J
∗
exp e´ calculada
pelo algoritmo QP aplicado ao controle MPC centralizado. O teste e´ feito a cada iterac¸a˜o,
atualizando o valor da func¸a˜o objetivo e comparando-a ao valor o´timo. Sendo o nu´mero
de iterac¸o˜es ate´ a convergeˆncia demasiadamente importante para fins pra´ticos, as restric¸o˜es
quanto a qualidade da soluc¸a˜o sa˜o muitas vezes relaxadas em busca de um compromisso entre
velocidade e qualidade. Por este motivo realizou-se o experimento utilizando duas margens
de erro em relac¸a˜o a` soluc¸a˜o o´tima. Os resultados apresentados na Tabela 5.10 garantem
uma soluc¸a˜o a uma margem de 1% de erro em relac¸a˜o ao o´timo, enquanto na Tabela 5.11 os
resultados apresentados esta˜o a uma margem de 0.1% do o´timo. Para crite´rio de comparac¸a˜o
a soluc¸a˜o centralizada foi tambe´m computada e e´ apresentada nos resultados.
Em uma implementac¸a˜o pra´tica, no entanto, na˜o haveria sentido em calcularmos uma
β = 0.3 induzem a melhor taxa de convergeˆncia para o cena´rio proposto. Note que a soluc¸a˜o via algoritmo
QP tambe´m satisfaz as regras de Armijo locais.
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soluc¸a˜o centralizada para que sirva de refereˆncia a um crite´rio de parada para o algoritmo
de direc¸o˜es fact´ıveis ou QP distribu´ıdo. Dessa forma um segundo experimento nume´rico foi
realizado, no qual uma lo´gica relativa foi usada como crite´rio de parada. Essa lo´gica utiliza
paraˆmetros fixos de toleraˆncia relativa para determinar o ponto a partir do qual o decre´scimo
na func¸a˜o objetivo deixa de ser significativo. Ou seja, o crite´rio calcula o valor absoluto
‖J
(r+1)
exp − J
(r)
exp‖/‖J
(r+1)
exp ‖ e o compara ao paraˆmetro de toleraˆncia estipulado, iterando ate´
que o primeiro seja menor que o segundo. Utilizando esse algoritmo modificado realizou-
se agora a simulac¸a˜o para os 40 passos de controle do cena´rio proposto. Ao contra´rio do
experimento nume´rico com a MVU de duas intersec¸o˜es um gra´fico apresentando todos os
estados do experimento atual tornaria-se ileg´ıvel, agregando pouca informac¸a˜o. Por esse mo-
tivo apresenta-se, na Figura 5.9, apenas o custo acumulado ao longo da simulac¸a˜o para cada
estrate´gia de controle e horizonte de predic¸a˜o. Nessa ilustrac¸a˜o fica novamente comprovada
a eficieˆncia nume´rica da estrate´gia de controle MPC de tempos de verde, com um ganho
de aproximadamente 10% em relac¸a˜o a`s outras estrate´gias quando utilizado um horizonte
de predic¸a˜o de 5 passos. No entanto, para horizontes menores, podemos perceber uma alta
discrepaˆncia entre o controle distribu´ıdo e centralizado baseado em modelo, principalmente
quando a margem de erro tolerada e´ mais alta. Esse desvio adve´m da fragilidade do crite´rio
de parada implementado, a qual e´ contornada com a utilizac¸a˜o de horizontes de predic¸a˜o e
controle mais significativos, a ponto de torna´-la desprez´ıvel. Isso porque horizontes maiores
tornam as mudanc¸as no sinal de controle mais suaves, fazendo com que o valor da func¸a˜o
objetivo diminua de maneira gradual. Para controles mais bruscos intersec¸o˜es com grande
influeˆncia na rede, como por exemplo a intersec¸a˜o 1 na MVU adotada, provocam grande
reduc¸a˜o no custo ao atualizarem suas deciso˜es. Ao calcular enta˜o a reduc¸a˜o proveniente da
atualizac¸a˜o de deciso˜es de uma intersec¸a˜o menos influente o crite´rio de parada interpreta que
o ganho por iterac¸a˜o ja´ na˜o e´ mais significativo, assumindo como soluc¸a˜o um controle muito
distante do o´timo.
5.2.2 Simulac¸o˜es
Assim como ocorrido com a rede de duas intersec¸o˜es o experimento nume´rico realizado,
apesar de comprovar a corretude e convergeˆncia da estrate´gia DMPC de controle de tempos
de verde, na˜o apresenta resultados conclusivos por basear-se em um modelo aproximado
para o fluxo de ve´ıculos. Dessa forma uma simulac¸a˜o mais criteriosa se faz necessa´ria para
uma ana´lise apropriada das estrate´gias de controle. Com esse propo´sito realizou-se enta˜o
um conjunto de simulac¸o˜es nume´ricas com o software Aimsun c© 6 ja´ descrito anteriormente,
sendo o mesmo conjunto de ferramentas de apoio das simulac¸o˜es da malha via´ria de duas
intersec¸o˜es utilizadas.
Avaliaremos novamente duas estrate´gias de controle: LQR e MPC. A equac¸a˜o (5.2) e´
novamente adotada como func¸a˜o custo, tanto na determinac¸a˜o da matriz L do controle LQR
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Figura 5.9: Custo acumulado me´dio ao longo de 40 passos de simulac¸a˜o para o conjunto de 10
condic¸o˜es iniciais distintas classificado de acordo com o horizonte de predic¸a˜o.
quanto no controle MPC onde e´ utilizada diretamente. Quanto a`s ponderac¸o˜es de controle
e estado, optou-se por uma matriz Q igual a` identidade e pela avaliac¸a˜o de duas matrizes
R, R1 = 0.003I e R2 = I. Todos os cena´rios avaliados possuem uma hora de durac¸a˜o, com
intervalo de controle comum de T = 200s.
Ale´m disso, para o caso do controle MPC, horizontes de predic¸a˜o e controle iguais foram
utilizados e, visando avaliar a influeˆncia desses, dois valores abordados—um e treˆs passos de
simulac¸a˜o. Em um primeiro momento esses valores podem parecer pequenos, afinal e´ usual a
utilizac¸a˜o de horizontes de maior amplitude, pore´m vale ressaltar que a escolha desses deve
respeito principalmente a dinaˆmica do processo. Dessa forma, ao avaliarmos a magnitude do
passo de controle, onde cada passo possui mais que treˆs minutos de durac¸a˜o, um horizonte
abrangendo um a treˆs passos tornam-se razoa´veis, uma vez que a dinaˆmica de interesse e´
bastante lenta. Ale´m disso horizontes maiores imputariam uma dificuldade computacional
ainda maior, talvez proibitiva, ao processo de simulac¸a˜o.
Assim como na simulac¸a˜o para a malha via´ria anterior os estados na˜o esta˜o prontamente
dispon´ıveis, sendo necessa´rio medi-los indiretamente atrave´s de sensores alocados na parte
inicial da via—ponto de entrada dos ve´ıculos do fluxo que deseja-se medir—e na porc¸a˜o
final da aproximac¸a˜o—local de sa´ıda dos ve´ıculos do fluxo. Dessa forma o valor do estado
de uma via e´ estimado a cada ciclo de simulac¸a˜o pela contagem l´ıquida de ve´ıculos que a
adentraram ou deixaram. Como a MVU possui treze varia´veis de estado independentes,
vinte e seis sensores sa˜o necessa´rios para esta aferic¸a˜o. Implementac¸o˜es mais eficientes em
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Figura 5.10: Modelo de simulac¸a˜o da malha via´ria urbana de seis intersec¸o˜es.
relac¸a˜o ao nu´mero de sensores sa˜o poss´ıveis, pore´m aumentam sensivelmente a complexidade
do software de controle, sendo justificadas apenas em implementac¸o˜es reais.
A implementac¸a˜o do modelo de simulac¸a˜o da malha via´ria e´ apresentado na Figura 5.10.
O primeiro cena´rio simulado foi o de ciclos distintos, utilizando um conjunto de dez replicac¸o˜es
com seeds distintos e aleato´rios. Esse mesmo conjunto de replicac¸o˜es, ou seja, replicac¸o˜es
com as mesmas sementes, foi posteriormente utilizado na simulac¸a˜o dos cena´rios com ciclos
iguais—tanto sem o incidente, quanto com este. Os resultados obtidos sa˜o apresentados nas
Tabelas 5.12 e 5.13, respectivamente para as matrizes de ponderac¸a˜o de controle R1 e R2.
Ao analisarmos os resultados apresentados na Tabela 5.12, referentes a matriz de
controle R1, podemos perceber que a estrate´gia de controle LQR e MPC com horizonte
unita´rio tiveram desempenho bastante similar, equiparando-se em relac¸a˜o a densidade me´dia
de ve´ıculos nas vias e sendo o controle MPC ligeiramente superior em termos de tempo me´dio
de jornada. Nota-se ainda que na ocorreˆncia do acidente o desempenho do controle MPC
demonstra nova melhoria em relac¸a˜o ao LQR, sendo esse padra˜o tambe´m e´ verificado na
Tabela 5.13.
E´ evidente, no entanto, a baixa performance do controle MPC com um horizonte de
3 passos, sendo ainda constatado que os resultados tornam-se ainda piores com horizontes
maiores. Esse fato abre espac¸o para especulac¸o˜es quanto a` representatividade do modelo
usado como predic¸a˜o de valores futuros de estado e controle, indicando que predic¸o˜es muito
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Cena´rio
Tempo de Jornada (s/km) Densidade (ve´ı/km)
Me´dia Desvio Me´dia Desvio
LQR
C 6= 241,23 3,15 29,51 0,67
C = 189,89 0,75 18,57 0,23
C = (acidente) 193,06 2,72 19,14 2,74
MPC N = 1
C 6= 240,42 6,43 29,59 0,97
C = 189,85 0,96 18,57 0,09
C = (acidente) 192,09 1,80 19,06 2,44
MPC N = 3
C 6= 465,66 55,38 53,57 4,74
C = 208,21 2,68 20,30 0,27
C = (acidente) 205,77 18,83 20,55 3,86
Tabela 5.12: Resultados de simulac¸a˜o da malha via´ria urbana de seis intersec¸o˜es para a matriz de
ponderac¸a˜o R1 = 0.003I.
Cena´rio
Tempo de Jornada (s/km) Densidade (ve´ı/km)
Me´dia Desvio Me´dia Desvio
LQR
C 6= 240,87 2,73 29,63 0,56
C = 189,03 0,59 18,46 0,24
C = / acidente 192,38 2,70 18,97 2,64
MPC N = 1
C 6= 237,82 3,03 29.35 0,37
C = 188,74 0,80 18,47 0,06
C = / acidente 191,60 2,47 19,05 2,53
MPC N = 3
C 6= 311,64 31,32 37,56 3,24
C = 199,04 2,36 19,40 0,21
C = / acidente 202,22 6,45 20,07 0,29
Tabela 5.13: Resultados de simulac¸a˜o da malha via´ria urbana de seis intersec¸o˜es para a matriz de
ponderac¸a˜o R2 = I.
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imprecisas estejam degradando a performance do controle. Essa argumentac¸a˜o pode ser
fundamentada nos resultados apresentados pelos experimentos nume´ricos, onde o acre´scimo
no horizonte de predic¸a˜o, apesar de na˜o provocar significativa melhora na performance do
controle, na˜o acarretou degradac¸a˜o aos resultados.
Apesar disso, uma situac¸a˜o favora´vel ao controle MPC ocorre nos resultados referentes
ao cena´rio de ciclos distintos adotando a matriz de controle R2, onde houve uma diferenc¸a
maior que 3 segundos por quiloˆmetro de tempo me´dio de jornada entre as estrate´gias. Es-
tudando com mais atenc¸a˜o essa tabela percebemos que de maneira geral a diferenc¸a entre
as estrate´gias foi ligeiramente maior que nos primeiros resultados. Ainda assim, a diferenc¸a
de performance na˜o pode ser considerada significativa, mesmo quando considerado que esse
ganho e´ potencializado com o decorrer do tempo ao prevenir o efeito wind up—i.e. o efeito
cumulativo onde uma fila crescente aumenta o tempo de me´dio de jornada, ocasionando filas
ainda maiores.
5.3 Suma´rio
Nesse cap´ıtulo verificamos a aplicac¸a˜o do controle MPC e DMPC a malhas via´rias ur-
banas atrave´s de experimentos nume´ricos e simulac¸o˜es. Primeiramente formulou-se uma rede
composta por duas intersec¸o˜es e quatro varia´veis de estado. Sob essa rede uma bateria de
experimentos nume´ricos, baseados no modelo idealizado do tra´fego, foram realizados compa-
rando a performance das estrate´gias de controle a tempos fixos, LQR e MPC. Apo´s discutidos
os resultados nume´ricos, partiu-se para a simulac¸a˜o da mesma rede em um programa especi-
alizado, chamado Aimsum. Sob a o´tica desse software profissional apenas as estrate´gias de
controle LQR e MPC foram comparadas e seus resultados discutidos.
Com intento de avaliar desempenho da versa˜o distribu´ıda do controle preditivo apresentou-
se, em uma segunda etapa, uma nova malha via´ria, composta por seis intersec¸o˜es e treze
varia´veis de estado. Novos experimentos nume´ricos baseados no modelo idealizado do fluxo
de ve´ıculos foram realizados, avaliando na˜o apenas a performance de controle das estrate´gias
LQR, MPC e DMPC para diversos horizontes de controle e predic¸a˜o, como tambe´m suas
taxas de convergeˆncia para a soluc¸a˜o de um u´nico passo do problema de controle. Da mesma
maneira a rede foi enta˜o implementada no programa de simulac¸a˜o profissional Aimsun, onde
novamente apenas a estrate´gia original da abordagem TUC e a proposta baseada em controle
preditivo foram aplicadas. Para essa rede no entanto dois horizontes distintos foram conside-
rados durante as simulac¸o˜es, um e treˆs passos de controle. Finalmente os resultados obtidos
durante essa simulac¸a˜o foram apresentados e sua performance discutida.
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Cap´ıtulo 6
Conclusa˜o
O controle de frac¸o˜es de verde tem se revelado um problema de grande interesse por
parte de diversas frentes de pesquisa, entidades governamentais e empresas especializadas
ao redor do mundo. Ale´m de tratar-se de um interessante tema de pesquisa, com aplicac¸o˜es
pra´ticas diretas, esse interesse e´ tambe´m motivado pela oportunidade comercial que esse tema
propicia, uma vez que o constante aumento da frota mundial de ve´ıculos e a incapacidade da
infra-estrutura via´ria existente demandam uma operac¸a˜o de forma cada vez mais eficiente.
Como exposto no Cap´ıtulo 1 as malhas via´rias apresentarem uma tendeˆncia mundial
de expansa˜o, pore´m dependem de elevado investimento para sua construc¸a˜o. Apesar desse
elevado custo a frota de ve´ıculos e a extensa˜o das auto-estradas a n´ıvel mundial cresce de
maneira concomitante, indexadas pelo crescimento da renda per capita mundial. No entanto
existe uma grande defasagem entre o crescimento do nu´mero de ve´ıculos e a expansa˜o da
malha via´ria total, indicando que apesar do crescimento concomitante desses ı´ndices a n´ıvel
nacional, nas a´reas urbanas existe uma larga disparidade entre eles. Essa constatac¸a˜o aliada
ainda aos efeitos da urbanizac¸a˜o e aumento da populac¸a˜o tornam o congestionamento urbano
um fenoˆmeno de proporc¸a˜o mundial. O controle de frac¸o˜es de verde se insere nesse cena´rio
como uma alternativa economicamente via´vel para o aumento da capacidade das redes e
diminuic¸a˜o dos congestionamentos.
Essa dissertac¸a˜o tem como um de seus propo´sitos contribuir para o desenvolvimento
acerca desse tema, inserindo-se em um recente contexto de pesquisas sobre a mobilidade
urbana no Brasil, onde podemos citar como exemplo o Projeto SINCMobil—Sistema de
Informac¸a˜o e Controle para Mobilidade Urbana—da Universidade Federal de Santa Catarina.
Partindo de estudos sobre o estado da arte e outros trabalhos acerca da mobilidade urbana,
delimitou-se o tema abordado e o objetivo dessa dissertac¸a˜o: propor um mo´dulo alternativo,
capaz de tratar explicitamente as restric¸o˜es referentes a`s malhas via´rias urbanas, para o
controle de frac¸o˜es de verde da estrate´gia IN-TUC de controle integrado de tra´fego.
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Tendo como ponto de partida a teoria fundamental da modelagem de malhas via´rias
urbanas e do conceito store-and-forward de representac¸a˜o do fluxo de ve´ıculos, ilustrados no
Cap´ıtulo 2, apresentou-se no cap´ıtulo subsequ¨ente o funcionamento do mo´dulo de controle
urbano TUC, baseado em um controle LQR de dois esta´gios, e uma estrate´gia de controle
preditivo capaz de substituir esse regulador. No Cap´ıtulo 4 o problema de controle foi re-
formulado e convertido em uma rede de subproblemas, cada qual atrelado a um agente.
Comprovou-se enta˜o que atrave´s da soluc¸a˜o desses subproblemas, consideravelmente mais
simples, pode-se encontrar a soluc¸a˜o para o problema de controle global. Um algoritmo sim-
ples para o coˆmputo da soluc¸a˜o dos problemas locais foi desenvolvido e apresentado. Como
contrapartida dessa configurac¸a˜o temos a necessidade de um maior intercaˆmbio de mensagens
e uma menor taxa de convergeˆncia.
A proposta de controle foi enta˜o validada atrave´s de experimento nume´ricos e si-
mulac¸o˜es no decorrer do Cap´ıtulo 5. Seu desempenho foi avaliado em comparac¸a˜o ao mo´dulo
LQR padra˜o para duas malhas via´rias bastantes distintas. De maneira geral os resultados
dos experimentos nume´ricos foram bastantes promissores trazendo benef´ıcios substanciais e
apresentando taxas de convergeˆncia pass´ıveis de aplicac¸a˜o pra´tica, tanto para o caso cen-
tralizado, quanto distribu´ıdo. Os resultados de simulac¸a˜o para a rede de duas intersec¸o˜es
tambe´m tiveram resultados positivos, com reduc¸a˜o me´dia do tempo de jornada na ordem de
15%. No entanto, as simulac¸o˜es realizadas utilizando a malha via´ria de seis intersec¸o˜es na˜o
apresentaram ganhos significativos de performance. Algumas hipo´teses podem ser levantadas
sobre esse ponto:
(i) e´ sabido que o controle de frac¸o˜es de verde esta´ inserido em um contexto mais abrangente
de controle, envolvendo fatores como sincronismo e ca´lculo de defasagem. Esses fatores
esta˜o invariavelmente presentes e influenciam os ı´ndices medidos. Por tratar-se de uma
rede mais complexa, acredita-se que para o caso da malha via´ria de seis intersec¸o˜es a
influeˆncia exercida por estes agentes externos ao controle de porcentagens de verde se
fac¸am mais presentes;
(ii) discusso˜es recentes encontradas no fo´rum do simulador Aimsun indicam que o passo de
simulac¸a˜o deve ser tratado com um paraˆmetro integrante do experimento e, portanto,
devidamente calibrado. Relatos indicam reduc¸o˜es considera´veis com a calibrac¸a˜o do
passo, chegando a atrasos ate´ 50% menores. Por tratar-se de um to´pico muito atual,
essa informac¸a˜o era desconhecida no per´ıodo no qual as simulac¸o˜es foram realizadas,
de tal sorte que a influeˆncia do passo de simulac¸a˜o na˜o foi avaliada;
(iii) outro ponto importante, e que tambe´m pode ser estendido a` rede de duas intersec¸o˜es,
e´ a influeˆncia do modelo de predic¸a˜o. Como citado na sec¸a˜o referente ao controle pre-
ditivo baseado em modelo um dos pontos fracos dessa abordagem e´ a necessidade de
um modelo de predic¸a˜o preciso. Essa na˜o e´ a realidade do modelo usado no controle
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MPC de split , onde o tra´fego e´ representado de maneira simplificada, com fluxos inter-
nos aproximados pelo fluxo de saturac¸a˜o, progressa˜o intermitente de ve´ıculos—i.e. na˜o
existe a possibilidade expl´ıcita de um ve´ıculo atravessar duas ou mais intersec¸o˜es em um
ciclo de controle, apenas indiretamente—e principalmente a possibilidade oferecida pelo
modelo da existeˆncia de estados negativos, os quais na˜o apresentam sentido pra´tico.
Apesar de na˜o apresentar tempos de jornada significantemente menores em alguns casos
de simulac¸a˜o o controle MPC de frac¸o˜es de verde foi consistentemente melhor que aquele
baseado em regulador LQR. Ale´m disso a abordagem distribu´ıda oferece diversos benef´ıcios
os quais podem ser melhor explorados. Dentre eles podemos citar o uso de hardwares mais
simples devido a` simplificac¸a˜o do ca´lculo dos controles locais e a facilidade de expansa˜o da
rede, onde a inserc¸a˜o de novos no´s afetaria apenas a vizinhanc¸a dos mesmos.
Com o propo´sito de continuidade das pesquisas sobre o tema algumas sugesto˜es para
trabalhos futuros sa˜o propostas:
(i) remetendo as imperfeic¸o˜es do modelo utilizado na representac¸a˜o do tra´fego de ve´ıculos,
mais especificamente ao discutido anteriormente no to´pico (iii), um dos principais pro-
blemas enfrentados e´ a possibilidade de estados com valores negativos influenciarem
as deciso˜es de controle. Uma maneira de contornar essa situac¸a˜o seria a inclusa˜o de
restric¸o˜es nos estados, fazendo com que estes fossem obrigatoriamente positivos;
(ii) seguindo a mesma linha de racioc´ınio, outro estudo importante seria a inclusa˜o de
limites ma´ximos de ve´ıculos nas vias. Essa medida evitaria o bloqueio de intersec¸o˜es,
prevenindo a ocorreˆncia do efeito wind-up. Como descrito em [15], a estrate´gia TUC
apresenta esse comportamento intrinsecamente, pore´m na˜o existem estudos relativos a
esse aspecto quando utilizada a estrate´gia de controle preditivo de frac¸o˜es de verde;
(iii) outro ponto interessante de pesquisa consistiria na avaliac¸a˜o conjunta do controle
DMPC de frac¸o˜es de verde aliado com um mo´dulo de controle de sincronismo e defa-
sagem. Do ponto de vista teo´rico esse agrupamento apresenta possibilitaria resultados
significantemente melhores. Uma alternativa simples seria particionar o controle em
dois esta´gios, onde o primeiro seria responsa´vel pelo ca´lculo das frac¸o˜es de verde e o
segundo definiria o offset entre os no´s. Alternativamente poder-se-ia avaliar a inclusa˜o
do controle de defasagem no problema do ca´lculo split atrave´s da inclusa˜o de restric¸o˜es
e varia´veis adicionais.
A implementac¸a˜o e estudo da influeˆncia desses to´picos no comportamento do sistema de mobi-
lidade urbana, ale´m de trabalhos inovadores, renderiam importantes concluso˜es e agregariam
considera´vel conhecimento a esse tema de pesquisa.
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Apeˆndice A
Propriedades estruturais de
sistemas de controle lineares
Dentre as propriedades de um sistema linear de malha aberta, duas delas merecem
destaque: controlabilidade e observabilidade. A primeira esta´ associada ao nu´mero e loca-
lizac¸a˜o dos atuadores do sistema enquanto a segunda ao nu´mero e localizac¸a˜o dos sensores.
Quando a estrutura do sistema apresenta essas propriedades temos garantia de poder pro-
jetar um controlador de tal forma que os po´los da malha fechada possam ser escolhidos de
forma arbitra´ria pelo projetista. Os conceitos de controlabilidade e observabilidade foram
introduzidos por Kalman em 1960 [24].
A.1 Controlabilidade
Um sistema e´ controla´vel num instante t0 se for poss´ıvel, por meio de um vetor de
controle sem restric¸o˜es em seus elementos, transferir-lo de qualquer estado inicial x(t0) para
qualquer outro estado em um intervalo finito de tempo. A controlabilidade do sistema

x˙ = Ax+Buy = Cx+Du (A.1)
pode ser testada verificando se o posto da matriz de controlabilidade
Mc = [BAB . . . A
n−1B]
e´ igual a` dimensa˜o do vetor de estado do sistema [24]. Quando a matriz de controlabilidade
possui posto r, inferior ao nu´mero de varia´veis de estado, enta˜o existe uma transformac¸a˜o de
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similaridade T tal que
A˜ = TAT−1 =
[
A˜11 A˜12
0 A˜22
]
, B˜ =
[
B˜1
0
]
, C˜ = CT−1, D˜ = D
onde A˜11 ∈ R
r×r e o par (A˜11, B˜1) e´ controla´vel [30].
A.2 Estabilizabilidade
O sistema e´ dito estabiliza´vel quando os autovalores na˜o controla´veis sa˜o esta´veis, isto
e´ os autovalores de A˜22 possuem parte real negativa.
A.3 Observabilidade
O sistema A.1 e´ observa´vel se todo estado inicial x(t0) puder ser determinado a par-
tir do conhecimento de y(t), u(t) durante um intervalo de tempo finito, t0 ≤ t ≤ t1. A
observabilidade pode ser testada verificando se o posto da matriz de controlabilidade
Mo =


C
CA
...
CAn−1


e´ igual a` dimensa˜o do vetor de estado do sistema [24]. Quando a matriz de observabilidade
possui posto r, inferior ao nu´mero de varia´veis de estado, enta˜o existe uma transformac¸a˜o de
similaridade T tal que
A˜ = TAT−1 =
[
A˜11 A˜12
0 A˜22
]
, B˜ =
[
B˜1
0
]
, C˜ = CT−1, D˜ = D
onde A˜11 ∈ R
r×r e o par (A˜11, B˜1) e´ observa´vel [30].
A.4 Detectabilidade
O sistema e´ dito detecta´vel quando os autovalores na˜o observa´veis sa˜o esta´veis, isto e´
os autovalores de A˜22 possuem parte real negativa.
Apeˆndice B
Me´todo de Webster para
Temporizac¸a˜o Semafo´rica
O me´todo de Webster permite determinar a temporizac¸a˜o o´tima de um plano a tempo
fixo para uma intersec¸a˜o isolada do ponto de vista de minimizac¸a˜o do atraso veicular. Uma
fo´rmula para o ca´lculo aproximado do atraso veicular foi desenvolvida utilizando-se de fer-
ramentas teo´ricas e de resultados emp´ıricos. Detalhes do desenvolvimento do me´todo na˜o
sera˜o abordados aqui, podendo ser encontrados em [41]. Delineia-se nesse apeˆndice apenas
um procedimento ilustrando a aplicac¸a˜o do me´todo a` malha via´ria urbana de duas intersec¸o˜es
apresentada no Cap´ıtulo 5.
B.1 Ca´lculo do Tempo de Ciclo
SegundoWebster, o tempo de ciclo o´timo para o controle a tempo fixo de uma intersec¸a˜o
sob demanda nominal pode ser calculado como:
Cj =
1.5Lj + 5
1−
∑
i∈Ij
qNi /Si
(B.1)
onde, reiterando o Cap´ıtulo 2, Cj e´ o tempo de ciclo da intersec¸a˜o j; Lj representa o tempo
perdido com a indicac¸a˜o amarela durante todo o ciclo da mesma intersec¸a˜o; qNi e´ o fluxo
nominal de entrada da via i, em ve´ıculos por hora; Si e´ o fluxo de saturac¸a˜o da mesma via;
e IJ e´ o conjunto de vias de entrada da intersec¸a˜o de controle j.
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B.2 Ca´lculo dos Tempos de Verde
O problema do ca´lculo o´timo dos tempos de verde para o controle a tempos fixos de
verde sobre demanda nominal e dado por:
uj,i =
(qNi /Si) (Cj − Lj)∑
i∈Ij
qNi /Si
, para todo i ∈ Fj (B.2)
onde ale´m dos paraˆmetros anteriores temos o tempo de verde alocado para a fase i da in-
tersec¸a˜o j, uj,i e o conjunto Fj de esta´gios, ou fases, da intersec¸a˜o j.
B.3 Exemplo de Aplicac¸a˜o do Me´todo
A rede de duas intersec¸o˜es apresentada no cap´ıtulo 5 sera´ utilizada como exemplo para
a ilustrac¸a˜o da aplicac¸a˜o do procedimento de Webster. Os valores nominais aqui utilizados
podem ser encontrados nas Tabelas 5.1 e 5.2. O primeiro passo e´ a determinac¸a˜o do tempo
de ciclo das intersec¸o˜es poss´ıveis, para o caso do cruzamento nu´mero 1, temos:
C1 =
1.5L1 + 5
1−
∑
i∈I1
qNi /Si
C1 =
1.5(6 + 6) + 5
1− 700/1800 − 400/1800
= 59, 14s ≈ 60s
pode-se perceber que nesse momento na˜o e´ poss´ıvel calcularmos o tempo de ciclo da intersec¸a˜o
2, uma vez que o fluxo nominal qN3 na˜o esta´ dispon´ıvel. Para determina´-lo precisamos definir
as frac¸o˜es de verde de todas as intersec¸o˜es pertencentes a I3, no caso apenas a intersec¸a˜o 1.
u1,1 =
(qN1 /S1) (C1 − L1)∑
i∈I1
qNi /Si
, para todo i ∈ F1
u1,1 =
(700/1800) (60 − 12)
700/1800 + 400/1800
= 30, 54s ≈ 31s
o valor de u1,2 pode ser encontrado da mesma maneira, ou alternativamente pela seguinte
igualdade
C1 = L1 + u1,1 + u1,2
u1,2 = C1 − L1 + u1,1 = 17s
Com esses valores podemos determinar o valor do fluxo nominal da via 3 utilizando a
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relac¸a˜o a seguir:
qN3 =
∑
j∈I3
∑
i∈Fj
ti,3 uj,i q
N
i
Cj
qN3 =
t1,3 S1 u1,1 + t2,3 S2 u1,2
C1 − L1
=
0, 8 · 1800 · 31 + 0, 4 · 1800 · 17
60
qN3 = 948 ve´ı/h
e dessa forma podemos calcular o tempo de ciclo da intersec¸a˜o 2 de maneira similar a`quele
computado para a primeira intersec¸a˜o, ou seja,
C2 =
1.5L2 + 5
1−
∑
i∈I2
qNi /Si
C2 =
1.5(6 + 6) + 5
1− 948/1800 − 150/1800
= 58, 97s ≈ 60s
Somos agora capazes de calcular os valores das frac¸o˜es de verde da segunda intersec¸a˜o
usando a mesma relac¸a˜o ja´ apresentada.
u2,1 =
(qN3 /S3) (C2 − L2)∑
i∈I2
qNi /Si
, para todo i ∈ F2
u2,1 =
(948/1800) (60 − 12)
948/1800 + 150/1800
= 41, 44s ≈ 41s
⇒ u2,2 = C2 − L2 − u2,1 = 7s
Atrave´s desse exemplo fica evidente a necessidade de uma sequ¨eˆncia lo´gica na deter-
minac¸a˜o dos ciclos e frac¸o˜es de verde pelo procedimento Webster. Mais especificamente,
deve-se seguir uma ordem topolo´gica em um grafo ac´ıclico, o que torna o me´todo altamente
dependente da topologia da rede. Caso o grafo apresente ciclos, pode-se utilizar programas
como Transyt c© na definic¸a˜o na˜o apenas dos percentuais de verde e tempo de ciclo, mas
tambe´m de defasagens.
Certos estruturas podem levar a situac¸o˜es de indefinic¸a˜o onde na˜o ha´ garantia de
soluc¸a˜o. Apesar disso tal procedimento e´ muito popular devido a sua qualidade e simpli-
cidade.
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