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ABSTRACT 
Two important types of two dimensional matrix-vector and second order scalar 
recursions are studied. Both types possess two kinds of solutions (to be called forward 
and backward dominant solutions). For the directions of these solutions sharp 
estimates are derived, from which the solutions themselves can be estimated. 
1. INTRODUCTION 
In this paper we investigate the real solutions of the m4ztrkvector 
recursion (MVR for short): 
(::)=A*( s), where&=( 1 z). i>O; (1.1) 
bi, ci, di and e, are real numbers. 
We shall pay some special attention to the important special case of the 
three term scalar recursion (SR for short): 
~~+~~e~x~+,+d,x,, i > 0. (1.2) 
The SR (1.2) can in fact be understood as an MVR: 
Note that xi = x: and xi+ i = x,?. 
As is well known, the solutions of MVR’s can quite often be divided into 
two classes: the dominant and dominated solutions [5,6]. Our purpose is to 
give a theory which facilitates the derivation of quite accurate estimates of 
those solutions. This will be done by estimating the “directions” x,s/x/ of 
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solutions of MVR’s to some accuracy, and then it will be easy to estimate the 
“growth factors” X:+,/X,! and x,?+,/x,“. I n order to see how the “directions” 
may be estimated, we recall that in the case of constant coefficients the 
iterated vector will approach the dominant eigenvector. In the case of 
non-constant coefficients we shall then expect the iterated vector to follow 
the “local” dominant eigenvector rather closely. Special attention will there- 
fore be paid to cases where these coefficients are slowly varying. 
In Sec. 2 we give definitions and some properties, which will be used in 
what follows. In Sec. 3 we indicate the solutions to be estimated; the 
estimating will be done in Sec. 4 (rough) and Sec. 5 (sharp). Section 6 deals 
with SR’s. A useful means of practical application can be the so-called 
co-diagram (Sec. 7). Finally, examples can be found in Sec. 8. 
There is quite a close connection between the present work and the work 
reported in [6]. The main differences between the two approaches are that 
we do not need the T -‘T transformations used in [6], and that we look more 
accurately at the non-linear recursion for the direction. On the other hand, 
our results may lead to more accurate applications of [3]. 
2. DEFINITIONS, CONVENTIONS AND AUXILIARY PROPERTIES 
2.1. The Growth Factor 
We shall call a sequence 
a solution of the MVR (1.1) if x’ 
(( 11 xi” 
obeys the recursion (1.1). 
i>O 
Similarly a sequence {x0, Xi,. . . } ; x is a solution of the SR (1.2) if {3ci}i>o 
obeys the relation (1.2). 
The growth factors (g.f.) of a solution / I ” of an MVR are defined as 
\XZJ 
By pi ( j = 1,2) we shall mean 
sequences p1 and p2 will also be 
i=O,l;** and j=1,2. (2.1) 
the sequence (~4, p{, . . . } ( j = 1,2). The 
called growth factors of (x1,x2)’ for short. 
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Once the g.f.‘s have been estimated, we can get estimates for solutions as 
follows: 
i-l 
xi’=x(j JJ pJ!, j= 1,2. (2.2) 
k=O 
Similarly to (2.1), we define the growth factors of a solution x of an SR as 
pi+, i=O,l ).... 
I 
p will indicate the sequence { po, pl,. . . }. 
2.2. The Direction 
The direction of the vector (x:, x-f)’ is defined as 
s,=“;2, 
x; (2.4) 
We shall call 8 6 { 6,, a,, . . . } the direction of the solution 
REMARK 2.1. For a solution x of an SR the direction will virtually 
coincide with the g.f. Indeed, if 
‘i+l 
si= - 
*i 
(see (1.3) and (2.4)), then pi = Si. 
REMARK 2.2. Due to division by 0 the quantities S,, p,! and p,s may 
become undefined. Translation to (1.1) shows, however, that this has no 
special meaning for our problem. We shall therefore allow these quantities to 
be ?co. 
From (1.1) we obtain the following important non-linear recursion: 
‘i+l= 
di + eiSi 
b,+c&. 
(2.5) 
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Once 6 is known, we can obtain p1 and p2 from 
p,!=bi+c.6. t I) 
di 
pf= si + e,. 
(2.6) 
(2.7) 
2.3. Eigenvalues and Characteristic Directions of Ai 
We denote the eigenvalues of Ai by Xi and pi, and assume that ]hi] > 1 piI. 
From (2.5) we see that the directions of the eigenvectors of Ai (also called 
the characteristic directions of Ai) are the fixed points of the functions Di, 
defined as follows: 
di + e,x 
%(4 = b. ’ i = 0, 1, . . . . 
t I 
(2.8) 
Hence they are the roots of 
cix2+(bi-e,)x-di=O. (2.9) 
Denote a real root of (2.9), for which I(d/dx)Qj(x)l < 1 [I(d/dx)Qi(x)l > l] 
by q [pi] (N. B. this definition always makes sense, since the graph of Qi is a 
hyperbola with asymptotes parallel to the axes-see Sec. S-which is to be 
intersected by the line y = x.) 
PROPERTY 2.1. cq and pi are the directions of the eigenvectors belonging 
to hi and pi, respectively, and the following relations hold: 
(a) Xi = cioli + bi, 
(b) /-+ = ciPi + bi, 
(c) hi = e, - c,&, 
(d) p+ = e, - ciq. 
Proof. Note that the directions of the eigenvectors have to be the roots 
of (2.9). Let y be the direction of the eigenvector belonging to Ai; then (see 
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(1.1)) c,y=X,- bi. Since 
we obtain 
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-&q(x)= detAi 2 ) 
(bi+cix) 
hence y = oi. This proves (a). Similarly pi corresponds to 
relations follow from the observation that (Y~ + pi = ( ei - bi)/ q. 
We shall distinguish two types of Qi: 
33 
pi. The other 
n 
DEFINITION 2.1. ai is of type I [II] if (d/dx)Qi(x)>O [(d/dx)Qi(r)<O] 
except for x= - bi/ci. 
PROPERTY 2.2. Qi is of type I [II] i. and only if the eigenvalues of A, 
have the same [opposite] sign. 
This follows from the observation that (d/dx)iP, (x) = (det A,)/( bi + cix)‘. 
n 
2.4. The Two Types of MVR’s; Basic Assumptions 
In the remainder of this paper it will be useful to suppose that Viai and 
/3, are finite, which is equivalent to Vici # 0. 
REMARK 2.3. If V,c, =O, we have in fact a scalar first order (inhomo- 
geneous) recursion, which can be solved explicitly. 
REMARK 2.4. If some of the ci are zero our theory may be applied 
piecewise, i.e., to sequences of values of i for which c,#O. 
REMARK 2.5. A more convenient way to overcome problems if some of 
the ci are zero is to find a transformation T such that none of the (1,2) 
elements of T A,T-’ will be zero for i < co. 
By a simple transformation of the recursion we can see that the re- 
quirement Vie, # 0 is no more restrictive than V,c, = 1. 
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For the matrices Ai we shall assume the following: 
vici = 1, (2.10) 
(bi - ei)2> -4di, (2.11a) 
sign(detA,) is independent of i, (2.11b) 
sign( bi + ei) = + 1 for all i. (2.11c) 
REMARK 2.6. These conditions imply: 
(i) the eigenvalues of Ai are real and distinct; 
(ii) for a given MVR ipi is either of type I or of type II for all i (cf. 
(2.11b)); 
(iii) V,h, > 0 and sign( pi) is independent of i (cf. (2.IIb) and (2.11~)); 
(iv) t/,cq > pi (cf. (iii) and Property 2.1). 
REMARK 2.7. Actually the condition (2.11~) is no more restrictive than 
the condition sign(b, + ei) = constant, since a simple transformation trans- 
forms a recursion with sign(b, + ei) = - 1 for all i into one with sign(b, + e,) 
= 1 for all i. 
DXFINITION 2.2. An MVR is of type I [II] if the assumptions (2.11) hold 
with sign(detA,) = + 1 [sign(detA,) = - l] for all i. 
REMARK 2.8. We shall restrict our investigation to MVR’s of type I and 
type II. In all other cases the reader should consult the paper of van der Sluis 
[6]. Type I and type II do form an important class of MVR’s, and in 
particular most of the familiar SR’s are either of type I or of type II. 
2.5. Segments 
To facilitate the notation in the next sections we define for a set of 
numbers pi, . . . , pk: 
DEFINITION 2.3. [ p,; . , . ;pJ is the smallest segment containing p,, . . . , pk. 
DEFINITION 2.4. Let S, and S, be two segments of the real line. Then 
S,< Ss ++ KE&S, x< Y. 
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DEFINITION 2.5. Let S be a segment and c some real number. Then 
cS={cx~xES}. 
3. FORWARD AND BACKWARD DOMINANT SOLUTIONS 
Before indicating the kinds of solutions which will be considered in what 
follows, we have a closer look at the possible graphs of ipj. 
We shall always draw the line y = x in connection with those graphs in 
order to be able to use the graphical method of successive substitution for 
the successive 6,. (N.B. The points of intersection of this line with Q’i 
correspond to q and /3,.) In Figs. 1 and 2 we have drawn type I and type II, 
respectively, and several choices of pairs ‘Si, 6, + r’. It can be seen there that 
cx, “attracts” the direction by recurring forward (i.e., ai+, is obtained from 
a,), while pi “attracts” the direction by recurring backward (i.e., Si is 
obtained from Si+ i) in accordance with the power method theory (cf. the 
Introduction). 
FIG. 1. Type I. 
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FIG. 2. Type II. 
For type I the approach to the characteristic direction is monotonic, 
while for type II it is cobweblike. This difference in behavior is the reason 
for our distinction into two types. 
REMARK 3.1. It should be noted that by the assumption (2.11c), every 
graph of a @‘i belonging to an MVR of type I [II] is a hyperbola of the type 
shown in Fig. 1 (Fig. 2). 
Since we expect that in the case of slowly varying coefficients the 
direction will follow the successive characteristic directions rather closely, 
we shall study the solutions indicated below: 
DEFINITION 3.1. 
Solutions with direction 4 “close” to the successive q. They will be 
called forward dominant. A special kind of this type of solutions are solutions 
with direction 4” determined by I+!J~ = (Y,. 
Solutions with direction + “close” to the successive pi. They will be 
called backward dominant-in particular, solutions with direction +” de- 
termined by c#$+ i = &,. 
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If limn+m +” exists (elementwise), then this limit is again a direction. We 
shall indicate it by o and call the corresponding solution the dominated 
solution. Any other solution with direction Ic/, &,#~a, will then be called 
dominant. 
REMARK 3.2. Sufficient conditions for the existence of a dominated 
solution will be given in Sets. 4.2 and 5.4. (See also [4, 5, 61.) 
4. ROUGH ESTIMATES OF THE DIRECTIONS 
4.1. An Estimation Theory 
In this section we shall derive fairly general, though rough, estimates. In 
Sec. 5 we shall see, however, that the estimates will become much sharper 
with some additional conditions. 
Let n, N denote integers, 0 Q n < N. 
THEOREM 4.1. Let the MVR be of type I. Zf p and q are such that for 
i=n ,..., N,[cu,;...; ai;p]>&andai>[&;.. . ; &; q], then for the directions 
7) defined by 77,-p and { defined by {N+l= q the following estimates hold: 
and 
7& E [ a,;. . . ; CI_~;P] (n+l<i<N+l) 
Proof. (Induction.) If pi < vi < q, then ni < ni+i < ai; if ai < Vi, then 
q < nj + i < ni (see Fig. 1). The reasoning for 5 is similar. n 
COROLLARY 4.1. Zf the MVR is of type I and if 
F(n,i)=[a,;...;q]>pi (n<i<N) 
and 
B(i,N)=[ &;...;,&,I <c+ (n < i < N), 
then we have 
and 
&“EF(n,i-1) for i=n+l,...,N+l 
+yEB(i,N) fori=n,...,N. 
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For MVR’s of type II, rough estimates similar to those of 4.1 cannot be 
given. Indeed, in contrast with the situation for type I, where for a direction 
6 we always had either 8, < Si+ i < q or q < Si+ i < Si, we now have either 
Si < q < ai+i or S,+i < cyi < Si in a neighborhood of (Y~. Similarly with pi 
instead of q. This fact prevents us from using the characteristic directions as 
bounds. Under some conditions, however, one can apply Theorem 4.1 to 
type II in a slightly transformed version. Since det(A, + ,AJ > 0, we know that 
at least a++ iQi is of type I. Now suppose hi + i + e, > 0 for a certain MVR of 
type II. Let T, be the matrix 
and define 
T,=diag(l,bi+i+ei), (4.1) 
One can then easily establish that the MVR’s 
(4.3) 
for i even and for i odd, respectively, are of type I. Combination of the 
estimates for the solutions of (4.3) with even and odd index, respectively, 
then yields estimates for the corresponding solutions of the original MVR, 
using 
( s)=Ti( s)? 
and supposing, of course, that the other assumptions 
fulfilled for (4.3). 
(4.4 
of Theorem 4.1 are 
REMARK 4.1. The condition bi+ 1 + e, > 0 indicates a kind of slow varia- 
tion (cf. (2.11~) where ei + bi > 0). 
4.2. Existence of Dominated Solutions 
We now give some sufficient conditions for which w =limn+m+n exists. In 
this case estimates for w can be derived from estimates for (P” using a limit 
argument. 
THEOREM 4.2. Let the MVR be of type I. Zf infiaJi > - cc and 
S”Pj>rPi G (Y~ for all i then there exists a dominated solution. 
ACCURATE ESTIMATES OF SECOND ORDER RECURSIONS 39 
Proof, Application of Corollary 4.2 shows that ‘d,,, ]+J;] is bounded; 
hence {+~},a0 contains a convergent subsequence (~2). A limit argument 
yields the existence of w (cf. Sec. 9 of [S]). n 
THEOREM 4.3. Let the MVR be of type II. ZfVi>O b,+,+e,>O, inf,>a 
a,:‘( - bi,,) > - cc and supi>()- bi < co, then there exists a dominated 
solution. 
Proof, If bi<6,+i< -bi+, (hence Si+,<ei), then @,T’(-bi+i)Gai 
< pi. If Qi-‘( - bi+,) < I?,+~ ( pi, then pi < Si < - bi. Induction and applica- 
tion of this property for 9” shows that v,,>e I$$] is bounded, etc. H 
5. SHARPER ESTIMATES OF THE DIRECTIONS 
5.1. Estimates Presupposing Monotonicity of { ai} and/or {pi} 
We summarize our main results in two theorems of a fairly general 
nature. The proofs will be given afterwards. Theorems 5.3 and 5.4 will 
demonstrate some applications of them. 
J, M and N will always denote integers. 
THEOREM 5.1. Suppose the MVR is of type I. 
(a) Let M > 2. Zf {q} is monotonically k creasing and 
then for i> M, ~*~E[cui_z;(Yi--l]. 
(b) Let N > 0 and J > N. Zf { pi} is monotonically Fe creasing and 
‘i(Pi+l) 2 Pi+2 forJ-1>i>Nand+JJ[&;,8,+i], (5.2) 
thenforJ>i>N, &E[Pi;Pi+J* 
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THEOREM 5.2. Suppose the MVR is of type II. 
(a) Let M > 1. If {q} is monotonically g creasing and 
ffi z @‘itai-l) z %+l for i > M and &,, E [ aM_ 1; a~], (5.3) 
then for i> M, I)~E[cx,_,;cx~]. 
(b) Let N > 2, J > N. If { &} is monotonically pe creasing and 
then for I> i> N, +i~[Pi_l;Pj]. 
We now come to the proofs of these theorems; they will be indicated only 
briefly. 
Proof of Theorem 5.1. For (a), Suppose, e.g., {q} increasing. Let 
CX_~< I/+ < (Y~_~. From Fig. 3 we see that, because of (5.1), ql < I/++~ < cxi. 
So it holds for all i > M. 
FIG. 3. 
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Suppose { pi} increasing. Let i < J; if Pi + 1 < +i+ 1 G Pj+z, we see with aid 
of Fig. 4 and (5.2) that pi < & G pi + 1. 
Suppose { CX~} increasing. We then have a situation like in Fig. 5, from 
which the induction step is easily seen. 
FIG. 4. 
FIG. 5. 
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The proof of part (b) is quite similar to the proof of part (a), except for the 
index, which is now decreasing in the induction step. n 
REMARK 5.1. If lim +” = w exists (see Sec. 5.4), then estimates for w can 
be derived from the preceding theorems, by replacing +” with w in the 
corresponding places. The proof follows immediately from a limit argument. 
REMARK 5.2. If the monotonicity conditions are satisfied, then the 
theorems apply to #M- ’ and C#I~ (M and N obeying the conditions of the 
theorems), since $&‘I~ = #$“- i = CY~_ 1 and (p{+ i = c#$’ = P,. 
The usefulness of Theorems 5.1 and 5.2 will now be demonstrated in the 
following theorems, showing under which (weak) conditions requirements 
like (5.1) are fulfilled. 
THEOREM 5.3. Suppose the MVR is of type I. 
(a) Let M > 2, and let there exist a positive sequence { ui} such that for 
i>M 
and 
O( Pi 
Ai+a,_,-a, < 
*t - 
1+ ui (5.5) 
Then a, z @, ( ai_J $ c+ _ 1 fur i > M if { ai} is monotonically re masing. 
\ 
(b) Let N > 0, and let there exist a positive sequence {T*} such that for 
i>N 
4 > 
1+7i 
Pi++i+l-Pi ‘i (5.7) 
and 
l Pi+1- Pil “il Pi+2_Pi+II* w 
Then cbi(/$+,) 2 /3,+2 for i 2 N, if { /3,} is monotonically pecreasing. 
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THEOREM 5.4. Suppose the MVR is of type II. 
(a) Let M > 1, and let there exist a positive sequence {oi} such that for 
i>M 
O> 
Pi 
xi+“i_l-“i > -ui 
and 
Iai+l-(Yil > uilai-ai_J. (5.10) 
Then ai f Qj(ayil) 2 ai + 1 for i > M, if { cxi} is monotonically Fe creasing. 
(b) Let N > 2, and let there exist a positive sequence {TV} such that for 
i>N 
-xi 
Pi+Pi-l-PI 
> ri (5.11) 
and 
(5.12) 
Then a,( p,_ 1) 2 &+I for i > N, if { pi} is monotonically 2 creasing. 
Proof of Theorem 5.3(a). Using Property 2.1 we can write 
G- %) 
@i(x)=%+ h+x_ai * (5.13) 
Suppose {q} is increasing. From (5.10) we obtain (a, - ai_ J > ui (ai_ 1 - 
a,_J.Hence 
1+ ui 
(ai-_8- pi) > - (I, Cai--l- %I’ t 
Substitution of this inequality and of (5.5) in (5.13) for x= ai yields Qp,(a,_,) 
>“*+“i_l-“r=“*_l. Since ~,((Y,_~-(Y,)/(~~+(Y~_~-(Y~)>~, we obtain 
@,(%A ( “i* n 
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Proof of Theorem 5.4(u). Suppose { (ui} is increasing. From (5.10) we 
obtain (oi_i - oj) > (l/ui)(ai - oi+i). Substitution again in (5.13) (now for 
x=(~~_i) yields @i(~i_J<~i-~i+~i+l=~i+l. Since ~~((Y~._~--cY~)/(X~+ 
ai-l - q) > 0, we have Qi (q _ 1) > ai. n 
Proof of Theorem 5.3(b). Using Property 2.1 we can also write 
(5.14) 
With (5.14) we can prove parts (b) of Theorems 5.3 and 5.4 in a similar way. 
n 
REMARK 5.3. From Theorems 5.3 and 5.4 one can easily see that if 
] FJA,] is fairly small and/or { ](Y~ - oi+i]} [{I Pi - Pi+ II}] is strongly increas- 
ing [decreasing], Theorems 5.1 and 5.2 are always applicable. 
REMARK 5.4. In a sense the conditions for type II, as formulated in 
Theorem 5.4, are less rigid than for type I in Theorem 5.3. Supposing, e.g., 
CT, ~7~s 1 for some slowly varying MVR, one has to require ( p/XlSi for 
type I and only ) p/X]51 for type II, the latter condition being almost trivial. 
REMARK 5.5. For MVR’s of type I, for which ](d/dx)iP,(x)(=l for x= (Y~ 
and/or x = pi, Theorem 5.1 may not be applicable. In these cases one can 
indicate conditions (analogues of Theorem 5.3) for which one can prove 
$+E[(Y~_~_~;(Y~_~_~] and&E[flj_+ &+i_,] withp fixed for acertain MVR; 
this is intuitively clear from a diagram. We shall not enter, however, into 
further details. 
5.2 Refinements of the Estimates of Sec. 5.1 
The estimates of Sec. 5.1 can even be sharpened if one has information 
about the “bulge” of the graph of Qi-More concretely, if ](d/dx)Qi(x)] is 
known to be fairly small [large] in the neighborhood of ai [pi] (see below). 
THEOREM 5.5. Suppose the MVR is of type I and satisfies the require- 
ments of Theorem 5.1. 
(a) If LE[~_*;llJ (d/dx)Qi(x)G p, then I~i+l-‘Yil<pl(ui_2-(Yil. 
(b) If ~m%,+21 (d/dx)‘i(x) > q, then lGi-Bil<(1/q)l Pi+2_Pil* 
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THEOREM 5.6. Suppose the MVR is of type II and satisfies the re- 
quirements of Theorem 5.2. 
(4 Zf YE[%-,:I+] j(d/dx)Qi(x)l G p, then I~J~+~-cY~I <pIai-,-aiI. 
(b) Zf L[L3,+,;LG1 I(d/dx)@i(r)I > 9, then I+i-Pil <(l/q)1 Pi+I-PiI. 
Proof of Theorem 5.5(a). I&+ 1 -ail=l@i(#i)-@j(“i)l’ Pl+i-ail< 
plc~_~- ai1 (cf. Fig. 3). n 
REMARK 5.6. If p is rather small and q rather large, we expect that 
Theorem 5.5 will give an overestimation by about a factor I ai_- - ai\/ 
((Y~_~-c+~ for (a) and I/3,+a-/3,I/I&+,-&I for (b), since I/+=:“~-~ and 
c#+ z pi, respectively-i.e., by about a factor 2 if (Y~ and fii move slowly to 
lim C+ and lim pi, respectively. 
5.3. More General Estimates 
The theorems of this subsection can be regarded as a kind of generaliza- 
tion of Theorems 5.1 and 5.2. Their most important feature is that they no 
longer require monotonicity. 
Define: 
ki=I’Yi-~i-~l, Ki= [ CI-~-- ki,‘yi-l+ ki], (5.15) 
zi=IPi-Pi-ll, _Li= [ pi-zi,pi+zi]. (5.16) 
THEOREM 5.7. Let M > 1. Zf there exists a sequence of positive numbers 
{ ui} such that for i > M, 
and hi&, (5.17) 
then t,Li E Ki for i > M. 
THEOREM 5.8. Let N > 2, J > N. Zf there exists a sequence of positive 
numbers {TV} such that for J - 1 > i > N, 
4 > ‘ili+l? and +, E L,, (5.18) 
then &ELi forJ>i>N. 
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FIG. 6. 
Proof of Theorem 5.7. In Fig. 6, A and B are the possible positions of oi 
with respect to (Y~_ i. Suppose the MVR is of type I and oi= A, and 
Qi(K,)=[A,C]. Since ]C-A]<aiki<ki+i, we obtain [A,C]C&+~. If 
(Y~ = B, we obtain ai = [D,B] c Ki+ 1, For type II we have, similarly, 
cp,(K,)=[E,A]~K~+~and~~(K~)=[B,F]~K,+,,respectively. n 
The proof of Theorem 5.8 is essentially the same. 
REMARK 5.7. Since the theorems of Sets. 5.1, 5.2 and 5.3 are much 
simpler in the case of an SR (see Sec. 6), we shall only give examples of SR’s 
to demonstrate them (see Sec. 8). 
5.4. Existence of Daminated Solutions 
As in Section 4.1, we can derive sufficient conditions for the MVR to 
possess a dominated solution with direction w. They are that all requirements 
either of Theorem 5.1(b) or of Theorem 5.2(b) or of Theorem 5.8 have to be 
fulfilled for arbitrary J and fixed N. We are able then to prove that 1~2;: 1 n>N 
is bounded, which is sufficient for the existence of a dominated solution (see 
Sec. 4.2). 
6. THE SCALAR RECURSION (SR) 
The theory developed in the previous sections simplifies somewhat when 
applied to SR’s. In this case V i>0 bi = 0, i.e. Viaa A, is a companion matrix. 
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We obtain (see Sec. 2.2 and (1.3)) 
a. 
pi+l=pf+l=6i+l= 2 +ei= t +e,. 
Pi’ ’ 
The estimates for S therefore apply to p. 
Another simplifying fact is that Xi = q and pi = pi for an SR. Since 
di = - cxi& and e, = q + /3+ (see (2.9)), we can easily verify the following 
properties. (N. B. The assumptions of (2.11) still hold.) 
PROPERTY 6.1. An SR is of type I if and only if Viho e, >0 and Vi>0 
di>O. 
PROPERTY 6.2. An SR is of type II if and only if V,>, e, >0 and Vibo 
d,>O. 
REMARK 6.1. The condition bi + 1 + e, > 0 for type II in Sec. 4 is always 
satisfied for SR’s of type II, since bi + 1 = 0 and e, > 0. 
The conditions of Theorems 5.3 and 5.4 can be rewritten in simpler 
forms: 
PROPERTY 6.3. In case of an SR the conditions of Theorenu 5.3 and 5.4 
coalesce as follows: 
(5.5)A(5.6)+ ai_;; @, <,a: --;$ , t I 1 
(5.7JAC5.G .8,;;+, ( [ r;;$?‘, , 
2+1 
(5.9)A(5.10)+ - 
-Pi g Iai+l-ail 
%-1 Iaiwai-l( ’ 
(~~wN~*w+ 
-Pi-l I Pi-Pi-11 
-y- G ) p,+1_ p,, * 
t I 
We note that in the case of slowly varying { LY~} and { &} the first two 
requirements are only slightly stronger than pi < &cui, whereas the last two 
requirements are only slightly stronger than 1 piI < g. Hence these require- 
ments will often be satisfied. 
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7. THE CO-DIAGRAM 
In the preceding sections we sometimes assumed a priori knowledge 
about the monotonicity of {q} and { pi}. This is not always easy to establish. 
The diagram described below could be a helpful means to investigate this 
and also to obtain a rough idea of the magnitudes of the successive oi and pi. 
Define the abscissa as p-axis and the ordinate as q-axis. Consider the 
parabola 
P= { rp,9’19s+4p=o}. (7-I) 
From every rp*,9*‘= ‘d,,e, - bi’, which is outside the parabola, one can 
draw two tangents to P (cf. Fig. 7). 
/ 
/ 
Pi 
FIG. 7. 
PROPERTY 7.1. These tangents intersect the q-axis at the roots q and pi 
of the equation x2 - (e, - bJx - di = 0. 
It may now be easy to establish the monotonicity of {q} and { pi} on 
sight. 
REMARK 7.1. Note that if Qi is of type I, [di,ei - bJ will be in the left 
half plane, and if Qi is of type II, [dj,ej - bi] will be in the right half plane. 
The diagram described in this section will be referred to as a co-diagram. 
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8. NUMERICAL EXAMPLES 
We shall restrict ourselves to two examples of SR’s, derived from [2, pp. 
46 and 72 respectively]. The first one is the well known SR of the Bessel 
functions of integer order. The second one has the property that the 
characteristic directions oi and pi are asymptotically equal, a case in which 
the theorems of Perron et al. [2, p. 341 cannot be applied, but where 
nevertheless a dominant and dominated solution can be indicated. 
EXAMPLE 8.1. The Bessel functions Yi(x) and Ji (x) obey the SR 
“,+2(X)=~(i+l)y+I(r)-y(r), u=Y,J. 
Suppose x E (0, 11; then oi, fli exist for all i > 0. We find 
2P+1) 1 x +. 
q(x) = ~ - - - 
x3 
___ 
x 2 i+l ( 1 (i + 1)3 
(8.1) 
(84 
From the co-diagram (see Fig. B), we see that (8.1) is of type I and that for 
fixed x, ai is increasing, while pi(x) decreases (&co). We put 
Ji+l(‘) 
z =qi(r) and m = oi(x)* 
I 
(84 
(a) x= 0.4. A short examination (e.g., with the aid of a diagram) shows 
that both &(0.4) and ~~(0.4) are smaller than (r,(O.4), while aa(O.4) < &,(0.4) 
< (ri(O.4). It can easily be verified that Theorem 5.3 can be applied with 
M = 2, N = 0, a, = ri = 1; hence we obtain from Theorem 5.3 
c$_a(O.4) < &(0.4) < “+,(0.4), i>2 
and 
&+,(0.4) < Wi(0.4) < pi (0.4), i > 0. 
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I 
P=-i 
/ 
FIG. 8. r= 1. 
The result is shown in Table 1 (q(O.4) and ~(0.4) are compiled from [l]). 
TABLE 1 
i #(0.4) a(O.4) w(O.4) P(0.4) 
0 2.939 4.791 0.20411 0.20871 
1 4.660 9.899 0.10067 0.10102 
2 9.785 14.934 0.06689 0.06696 
3 14.897 19.950 0.05010 0.05013 
4 19.934 24.960 0.04005 0.04006 
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(b) x = 1. We now have &( 1) < 0 < cx,,( 1). In a diagram like Fig. 1 we find 
a,(l)<2<&(1) < a,(l); hence a,(l) < q,(l) < cxl(l). We obtain 
“i-z(l) < $i(l) ( cyi-l(l), i 22. 
(See Table 2.) 
TABLE 2 
i G(1) 4) 
0 - 8.852 1.000 
1 +2.113 3.732 
2 3.527 5.828 
3 5.716 7.873 
4 7.825 9.899 
(c) Using Theorem 5.5 we can give even sharper estimates. We obtain 
while 
Hence 
1 
0~a,_,(+rc/i(x)<~+0 - . 
i2 ( 1 i3 
Similarly, 
while 
IPi+2-Pilm (i+s;(i+l) ’ 
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o< /3(x)-(c;(x)& l 
4 (i+1)3(i+3) 
+o 1 
( 1 i5 ’ 
These results (which are very sharp indeed) agree nicely with Tables 1 and 2. 
(d) for n large we find 
F”(X) only differs by a factor 2 from Y,(x) asymptotically, while the 
expression for &(x) is asymptotically equal to J,,(x) (cf. [2, p. 461). 
EXAMPLE 8.2. Repeated integrals of the error function: 
r,(x)=Jrnli_l(t)dt, Z =erf(x). 
CC 
4+2(x) =- -1. (x)+ ;J2 1+1 &4 Cx). 
Suppose 0 < x < 2. Substitute ui(x) = ( - l)i I,(x). We then obtain 
(84 
(8.5) 
,This SR is of type II. The co-diagram (see Fig. 9 for x = 1) shows that both 
q(x) and &(x)+0 (i-cc), while 
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For ,8,(x) we obtain 
FIG. 9. .x= 1. 
Define 
'i+llx) 
-q(x)= ___ 
‘i(‘) ’ 
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(8.6) 
(8.7) 
(a) x= 1. Investigation reveals that Theorem 5.4 can be applied with 
N= 2, 7i E 1; hence we obtain from Theorem 5.2 
pi_l(l)<Cdi(l)’ Pi(l) (i > 1). 
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(See Table 3; wi is compiled from [l].) 
TABLE 3 
i -o(I) P(I) 
R. M. M. MAI-IXEIJ 
0 - 0.319 - 0.309 
1 - 0.263 - 0.274 
2 - 0.257 - 0.250 
3 - 0.237 - 0.232 
4 - 0.222 - 0.217 
(b) For n large we find the asymptotic result 
Z,(x) asymptotically differs from Z,,(r) by a factor &/2)71 e-i” (cf. [2, p. 
731). This result is less sharp than in Example 8.1, due to the fact that the 
p,(x) there approximated the growth factors far better. 
The author is greatly indebted to Professor A. van der Sluis, who 
suggested the research and helped him with many valuable comments; he 
also thanks his colleague M. van Veldhuizen for useful discussions on the 
subject. 
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