We study time evolution of complex scalar field in the symmetry broken phase in presence of oscillating spacetime metric background. In our (2+1)-dimensional simulations, we show that the spacetime oscillations excite the initial 'small' fluctuations of the field configuration. This field excitations occur for a wide range of frequencies of spacetime metric. For smaller frequencies mostly the transverse excitations(Goldstone modes) dominate, while for larger frequencies longitudinal excitations(radial modes) of the field also get generated. For a given system size, there is a lower cut-off of the frequency of spacetime oscillations below which we do not see large enhancement in the fluctuations of the field. At a particular stage of field evolution, spacetime oscillation generates a periodic variation of phase of field in the physical space. This periodic spatial variation of phase of field oscillates in some time duration about its initial configuration with the frequency of spacetime oscillation, which shows that these excitations arise due to the phenomena of parametric resonance. We find that these field excitations at later stage lead to the formation of vortex-antivortex pairs. At sufficient large time of field evolution, field configuration achieves a disorder state. For some parameters of the theory, we see the formation of vortex-antivortex lattice structure in the system. This study suggests that spacetime oscillations may play an important role in the time evolution of the superfluid phase inside neutron stars during the binary neutron star (BNS) merger.
I. INTRODUCTION
Topological defects arise in systems ranging from condensed matter to the early Universe [1, 2] . They exist in systems which have topologically non-trivial order parameter space (or vacuum manifold). There are many condensed matter systems, such as superfluid, superconductor, nematic liquid crystal etc., which have topologically non-trivial order parameter space in their respective symmetry broken phases, therefore allow the existence of topological defects. For example, the superfluid state of 4 He is characterized by spontaneous symmetry breaking (SSB) of U (1) global symmetry. The corresponding order parameter space of the system is a circle (S 1 ). This order parameter space allows non-trivial loops (which can not be shrinkable to a point), which form the nontrivial fundamental group, i.e. π 1 (S 1 ) = Z [3] . These non-shrinkable loops in the order parameter space correspond to the non-trivial field configurations in the physical space, which are point defects in 2-dimensions and line defects (string defects) in 3-dimensions.
There are various ways by which topological defects can be formed in a physical system. Topological defects can form during a SSB phase transition, the production of which is described by the Kibble mechanism [4] . There are other methods by which topological defects can be nucleated in the systems. For example, in superfluid 4 He, the rotation of vessel with angular velocity Ω in the range Ω c1 < Ω < Ω c2 leads to the generation of vortex lattice, where Ω c1 is the lower critical angular velocity below which there is no formation of any vortex and Ω c2 is the upper critical angular velocity above which superfluidity gets destroyed [5, 6] . Similarly, in the case of type-II superconductor, an external magnetic field H in the range H c1 < H < H c1 leads to the generation of flux-tube lattice, where H c1 is the lower critical magnetic field below which there is no formation of any flux-tube and H c2 is the upper critical magnetic field above which superconductivity gets destroyed [5, 6] .
In refs. [7, 8] , the formation of vortex-antivortex pairs in field theoretical systems with periodically time varying temperature T (t) < T c has been studied via the phenomena of parametric resonance, where T c is the symmetry breaking transition temperature. In such systems, the presence of T 2 Φ 2 term in the Lagrangian density leads to the oscillation of minima of the effective potential, which leads to the generation of excitations in field (mainly longitudinal excitations) in a range of oscillation frequencies of T (t) lies about the mass of field. These excitations ultimately leads to the formation of vortex-antivortex pairs in U(1) theory [7] and kink-antikink pairs in Z 2 theory [8] .
In Bose-Einstein condensate (BEC) of trapped ultracold atoms, a new method of producing superfluid vortices has been explored theoretically as well as experimentally in refs. [9, 10] . In these studies, vortexantivortex pairs have been generated by periodically varying confining potential of BEC. This generates excitations in condensate, which ultimately leads to the formation of tangled vortices in the system. We mention that the formation of vortices in a tangled way generates turbulence in a superfluid (quantum turbulence). In ref. [10] , a detailed experimental and numerical study of various evolution stages of BEC condensate under such external perturbation has been carried out. Note that the dynamics of superfluid is described by the time-dependent Gross-Pitaevskii equation (GPE), solution of which gives the coherent wavefunction of BEC condensate [11] . This study suggests that under the perturbation, time dependent excitations arise in the condensate with modifying coherent wavefunction. After the subsequent evolution, system reaches a vortex state, where a pair of vortex-antivortex forms. This happens at a time when the injected energy into the system reaches twice the energy of a vortex configuration. After this stage, system enters into a state of vortex turbulence, where a tangled network of vortices form. This stage arises when the density of vortices becomes so high that the mean separation between vortices becomes close to twice the vortex core size. Finally, BEC condensate reaches a disordered state, where the condensate is completely destroyed. This happens at a time when injected energy to the system reaches a critical value E c = k B T c , where T c is the Bose-Einstein condensation temperature of system. In the study, the oscillation frequency of trapping potential is taken to be 200 Hz, and the time scale for the whole process is few tens of millisecond. Note that this time scale depends upon the amplitude and frequency of oscillation of trapping potential (i.e. rate of injected energy to the system) and energy of the vortex configuration in the system. The BEC condensate is described by a complex wavefunction Ψ = Ψ 0 e iθ , where modulus square of Ψ, i.e. Ψ 2 0 , gives the condensate density at a given temperature, and gradient of phase θ gives the flow to the superfluid, i.e. superfluid velocity v s ∝ ∇θ [5, 6] . Note that at a given temperature Ψ 2 0 is a conserved quantity, and the minimum energy configuration (equilibrium state) corresponds to the state of spatially uniform phase θ. The low energy excitations of phase θ generate gradient energy in the system. These are massless excitations (Goldstone mode) in the Ginzburg-Landau approach. In presence of such low energy excitations, the spatial profile of Ψ 2 0 can be unchanged. These excitations have a continuous energy spectrum. When the excitation energy (continuously) reaches, locally in some region, the value twice of energy of vortex configuration, then a vortex-antivortex pair may form in the system. In such case, the spatial profile of Ψ 2 0 modifies near the location of vortices. In the presence of spatial oscillatory perturbation in confining potential, the massless modes can be excited, i.e. under the perturbation, phase θ achieves timedependent spatial variations. These excitations keep on growing with time and ultimately give rise to the formation of vortex-antivortex pairs in the system as has been seen in refs. [9, 10] . These excitations can be understood as the generation of non-stationary quantum states, which evolve with time and achieve the minimum energy configuration, when the external driving force is removed.
This description of formation of vortices is quite general and can be true for any superfluid system, even for neutron star superfluidity. However, the energy scale of vortex configuration varies from system to system. Therefore depending upon the rate of injected energy to the system and energy of vortex configuration in the system, the time scale of the generation of vortex-antivortex pair can be different.
The dynamical(periodic glitches) and thermal evolution(cooling rate) of a neutron star strongly support the existence of neutron superfluidity inside neutron star [12, 13] . The theoretical studies suggest that in the inner crust region, neutron star can have 1 S 0 neutron superfluidity, while in the outer core region, it can have 3 P 2 neutron superfluidity and 1 S 0 proton superconductivity [13] . In the inner core region there is also possibility of existence of color superconducting phases of quantum chromodynamics (QCD). From the studies in refs. [9, 10] , it is then obvious to ask, what will happen to the interior superfluidity if the body of neutron star oscillates with a significantly large amplitude. Such kind of situation naturally arise in the binary neutron star (BNS) merger, where two neutron stars, while orbiting, exert a time dependent tidal force on each other [14] . The frequency and amplitude of this tidal force keeps on increasing with time and reaches the maximum at the time of merger. Under such tidal force, depending upon the tidal deformability, the neutron star undergoes time dependent deformations, which may lead to the similar kind of turbulent dynamics (formation of tangled superfluid vortices) in the interior superfluid as discussed in refs. [9, 10] . We mention here that a similar kind scenario has been proposed by C. N. Colacino in some of the conferences, where the possibility of superfluid turbulence, superfluid to normal phase transition, and glitch or anti-glitch phenomena during the BNS merger has been discussed [15] .
We mention that the amplitude and frequency of deformation of neutron star under the spacetime oscillation must depend upon the response of neutron star under the external deforming force (tidal deformability), which ultimately depends upon the equation of state of the neutron star [14] . One should also note that the spin of neutron star can also affect its amplitude and frequency of deformation. Note that due to tidal force during the BNS merger, energy pumped into the body becomes so high that the temperature and density of neutron star can increase up to 100 MeV and few time higher than the nuclear saturation density respectively [16] . In such situation neutron superfluidity can be destroyed even before the merger as the transition temperature for such superfluidity is about few MeV.
In order to study the time evolution of condensate inside neutron star under such time dependent tidal deformation, one should solve relativistic Gross-Pitaevskii equation -also known as Gross-Pitaevskii-Anandan equation [17] (form of differential equation is same as of nonlinear Klein-Gordon equation) -in the presence of background star metric with the time dependent oscillation appropriate for the BNS merger system. This oscillations of the metric may generate excitations in the condensate similar to the case of BEC of ultracold atoms discussed in refs. [9, 10] , and lead to the formation of vortex-antivortex pairs in the interior superfluid of neutron star.
This study can also be done by solving non-linear Klein-Gordon equation for complex scalar field with appropriate spacetime metric of one of the neutron star during the BNS merger. This can be done since superfluidity can also be described in the field theoretical framework, where BEC is generally characterized by breaking of U(1) global symmetry [18, 19] . In this description, magnitude of complex scalar field Φ = Φ 0 e iη is related to the condensate density as ρ s = Φ 2 0 /ξ s , where ξ s is the correlation length [19] , and spatial variation of phase η gives the flow of the superfluid.
In this work, we study the effect of spacetime oscillation on the time evolution of complex scalar field. This may shade some light on the time dynamics of interior superfluidity of neutron star during the merger. Since, our goal in this work is to show the effect of background spacetime oscillation on the complex scalar field, therefore, in this study we have considered a simplified situation. Here, instead of considering a star metric, we have taken a flat spacetime metric (Minkowski metric) on the top of which we add a time-independent periodic perturbation. This simplification helps to give a clear understanding of the effect of background metric oscillation on the evolution of complex scalar field and production of topological line defects. In this background metric, we solve the non-linear Klein-Gordon equation for the complex scalar field in (2+1)-dimensional simulation with the initial configuration of complex scalar field given by, Φ(x, y) = Φ 0 + δΦ(x, y), where Φ 0 is the vacuum expectation value (VEV) of U(1)-broken effective potential and δΦ(x, y) is small fluctuations of field (transverse and longitudinal) about the VEV. The fluctuations are considered as the spacetime oscillations do not couple with the complex scalar field otherwise.
In our (2+1)-dimensional simulation, depending upon the system size, we observe that the oscillating metric in a wide range of frequencies can excite the initial field configuration. We see that in relatively low frequency regime (frequency smaller than the mass of field) mainly transverse excitations(Goldstone modes), while in the high frequency regime, both, transverse as well as longitudinal excitations of field arise in the field-space. We point out that these field excitations are generated due to the phenomena of parametric resonance, where different modes of the field oscillate, in a time domain, with the same frequency as that of the spacetime metric. This continues till the field fluctuations become very large. At later time, various frequency modes of field also get excited. These field excitations ultimately lead to the formation of vortex-antivortex pairs in the system.
We mention that our present study is fundamentally different from the previous studies in refs. [7, 8] , even though the basic cause of generation of topological defects is common in all cases, i.e. the phenomena of parametric resonance. In our case the spacetime oscillations couple directly to the initial fluctuations(gradient of Φ) present in the system unlike in the previous studies where the external driving force is coupled to the effective potential. Also, in previous studies it is impossible to achieve excitations of field in a very low frequency regime (frequency much smaller than the mass of field), while in our case transverse excitations, in principle, always can arise since these excitations are massless excitations. Therefore in our case even with a low frequency there is formation of vortex-antivortex pairs. This paper is organized in the following way. In section-II, we discuss the equation of motion for complex scalar field in presence of oscillating spacetime metric. Then in section-III, we discuss about the numerical details of simulation. Then we show our numerical simulation results in section-IV and finally conclude the work in section-V.
II. EQUATION OF MOTION
In order to study the effect of spacetime oscillations on the complex scalar field, we consider the spacetime metric as a periodic perturbation on the top of Minkowski metric. We consider the inverse spacetime metric as,
where ε (< 1) and ω are the amplitude and frequency of spacetime oscillations, respectively. The action of the complex scalar field for the above spacetime metric is given by [19, 20] ,
where
. We consider the following form of the effective potential,
where, Φ = φ 1 + iφ 2 , Φ * = φ 1 − iφ 2 , λ is the selfinteraction coupling parameter of field, and VEV of the field is denoted as Φ 0 . For Φ 0 > 0, U(1) symmetry is spontaneously broken. For the given effective potential, mass of the radial mode of field is Φ 0 √ λ. The equation of motion for both fields are [19, 20] ,
where, i = 1, 2 and
In the expanded form, the field equations are given by,
Using these field equations, we evolve an initial field configuration in our (2+1)-dimensional simulations, where we have assumed that there is no variation of the field Φ along the z-direction (for simplicity). With this simplification, the above equations reduce to,
It is very clear from above equations, that the effect of spacetime oscillations is contained in the coefficients of the spacetime derivatives. Note that the frequency appearing in the coefficient of the 1st order time derivative is a mixture with twice of spacetime oscillations frequency. Under the spacetime oscillation, gradient of the field oscillate and through the above equation induce oscillations in the the field via the parametric resonance (with the oscillation frequency ω and possibly 2ω). The steep rise of the effective potential in the radial direction will modulate these oscillations. The parametric resonance eventually leads to the formation of vortexantivortex pairs in the system. Our simulation results clearly validate these expectations. In the following sections we describe simulation details and present the results.
III. SIMULATION DETAILS
For the study of time evolution of an initial configuration of the complex scalar field (via Eq. (6)), we discretize the xy-plane into a lattice of N ×N points, with N = 200 and lattice spacing ∆x = ∆y = 0.01 Λ (here, Λ is a unit of length and time, and ∆x, ∆y < (Φ 0 √ λ) −1 ). Therefore total lattice size in each direction is L = N ∆x = 2.0 Λ. (Note that here we are not specifying any unit of the system as in this work we are not giving phenomenological prediction for BNS merger or other systems). The time is discretized in the time step of ∆t = 0.005 Λ. Note that in the equation of motion Eq.(6), the discretization only work if the condition ∆t < 1/ω satisfies. We have considered various values of Φ 0 and λ for the simulations, though most of the results presented here correspond to Φ 0 = 10 Λ −1 and λ = 40. In Eq.(6), field evolution is coupled with spacetime oscillation through second order spatial derivative and first order time derivative of field. Therefore initial field configuration can respond to the spacetime oscillation if and only if fluctuations of field(spacetime gradient) be present in the system (i.e. field configuration does not lie in the minimum energy configuration), which naturally can arise due to presence of thermal or quantum fluctuations. For simplicity, we have considered fluctuations in the field configurations only initially, i.e. we have taken Φ(x, y) = Φ 0 + δΦ(x, y) at lattice points at time t = 0 as an initial field configuration, and evolve it with Eq.(6).
For the initial configuration, we have considered small variations of φ 1 and φ 2 fields such that the magnitude of the field is Φ 0 , i.e the field is taken at the minima of the effective potential (Eq. (3)) and only transverse fluctuations has been taken into account for the simulations. However variations of the magnitude of the field at initial time does not lead to any qualitative change in the simulation results. More specifically, we have taken
and φ 2 (x, y) = Φ 0 α xy , where α xy is a random number which varies in between ±β at each lattice point; here 0 < β 1. For the simulation, we have taken β = 0.2. We have also seen that by changing the value of β, there is not much qualitative change in the results. For this initial field configuration both φ 1 and φ 2 have non-zero spatial gradient. We evolve the initial field configuration with Eq.(6) by using the periodic boundary condition.
In our simulations we study the effect of spacetime oscillations, in particular, role of the parameters ε and ω on the field fluctuations. For most of the cases we consider ε = 0.4 and vary ω. One would expect that for smaller value of ε, the time taken by the field to respond to the background oscillations will be larger. In the following section we present our simulation results.
IV. SIMULATION RESULTS

A. Parametric resonance under spacetime oscillation
We now present our simulation results. We see that due to spacetime oscillation, initial fluctuations of the field grow in time, which ultimately leads to the formation of vortex-antivortex pairs in the system. For Fig.1 , we have taken ε = 0.4 and ω = 100 Λ −1 . The parameters of effective potential are taken to be Φ 0 = 10 Λ −1 and λ = 40. In Fig.1 , we show the vector field plot of the field configuration in the physical space (xy-plane). The x-and y-components of the vector field corresponds to φ 1 and φ 2 fields respectively. The four panels in Fig.1 correspond to the field configuration at different times.
Note that the whole lattice size is 2.0×2.0, however, here we have shown only one portion of the whole lattice. Fig.1(a) corresponds to the initial field configuration at time t = 0. We have taken a random fluctuation in the initial field configuration, therefore field has phase which varies randomly from one lattice point to other within ±0.2 rad. Fig.1(b) shows the field configuration at t = 1.3 Λ. The figure clearly shows regions in which there is large deviations mostly in the phase of the field, from the initial configuration ( Fig.1(a) ). The time dependence of the phase in any given region does show resonant oscillations (mainly transverse excitations). We have observed that the spatial wavelength of this resonant oscillation is ω dependent, i.e. by decreasing ω, the wavelength of the resonant oscillation increases. Due to such oscillations, the field acquires a significant gradient (energy) in some parts of the physical space which causes it to leave the vacuum manifold, generating the longitudinal excitations (oscillations). The amplitude of the longitudinal oscillations increases with time enabling the field to climb the central barrier of the effective potential and fall into the opposite side of the vacuum manifold. This leads to the formation of vortex-antivortex pairs in the system. This process is shown in the Fig.1(c) and Fig.1(d) , which are at time t = 1.7 and 1.8 Λ, respectively. With time some vortices annihilate and more pairs form. The number of defects keeps on increasing with time. Roughly at the time t = 2.5 Λ, fluctuations become so strong, that the field configuration no longer remains in the ordered state and achieves disordered state.
In Fig.2 , we have plotted distribution of the field in φ 1 φ 2 -plane (field-space) at four different time steps. In this figure, the field at each point in physical space (from the lattice) has been mapped into the field-space. The density of points is indicated by colors in the figure. Fig.2(a) shows the field distribution at time t = 0.05 Λ, which is highly localized around φ 1 ≈ Φ 0 = 10 Λ −1 and φ 2 ≈ 0 due to our initial choice of fields φ 1 and φ 2 . The field evolves with time such that the field distribution keeps on spreading around the initial distribution in the field-space. In Fig.2(a) , the maximum height of the distribution is 2672. Note that in each plot, we have normalized the distribution such that each density plot can have variation in between 0 to 1. Fig.2(b) shows the field distribution at time t = 1.05 Λ with maximum distribution height of 316. One can clearly see that at this time, mostly the transverse excitations are generated in the system, such that the distribution remains centered around φ 1 = Φ 0 and φ 2 = 0. Fig.2(c) is the state of system at time t = 1.35 with distribution height of 88. Note that Fig.2(b) and Fig.2(c) correspond to the resonant oscillation time stages of field as shown in Fig.1(b) . However, it is clear from Fig.2(c) that at time t = 1.35 both kind of excitations, transverse as well as longitudinal, have appeared in the system. It is very clear from verse excitations arise, causes a significantly high gradient energy, which leads to the generation of longitudinal excitations as well. These excitations ultimately leads to the generation of vortex-antivortex pairs in the system. Fig.2(d) shows this situation which is plotted at time t = 1.8 Λ with maximum distribution height of 26. After few time steps, field distribution spreads over the field space symmetrically about φ 1 = 0, φ 2 = 0, which subsequently leads to the disordered state of the field configuration. To see how fluctuations in fields φ 1 and φ 2 grow with time, we calculate field's fluctuations δφ i (t) = φ 2 i ( x, t) − φ i ( x, t) 2 , where i = 1, 2, and bracket ... represents the volume average of the field. figure, we have plotted population density of field in the field-space (φ1φ2 -plane) at four time steps of evolution. Note that we have normalized the distribution such that each density plot have variation in between 0 to 1. Plot(a) is at time t = 0.05 Λ, where field distribution is highly localized about the initial minimum location of the effective potential. Plot(b) is at time t = 1.05 Λ, which shows that at this time mostly transverse excitations are generated, and field distribution becomes more spread about the initial distribution in the field space. Plot(c) is at time t = 1.35 Λ. Note that plots(b) and (c) correspond to the resonant oscillation time stage of field as shown in Fig.1(b) . However, one can notice in plot(c) that both kind of excitations, transverse as well as longitudinal, have appeared in the system. With subsequent time evolution, field flips towards opposite side of the effective potential, which is shown in plot(d) at time t = 1.8 Λ. At this time, vortex-antivortex pairs already have formed in the system. After few time steps, field distribution spreads over the whole field-space which subsequently leads to the disordered state of the system. of initial field configuration, evolution of which strongly modulated by the shape of effective potential as clearly distinguishable from figure for two sets of parameter of the effective potential. After some time, both the field fluctuations become degenerate. Note that there is oscillation in plot(a) and plot(b) during the time period of 0.5 to 1.5 Λ, which corresponds to the resonant oscillation stage as shown in Figs.1(b),2(b),2(c) .
We point out that although the depth of effective potential modifies the dynamics of field configuration, but there is not much qualitative difference in the field evolution by changing the parameters of the effective potential, which is very clear from Fig.3(see also Fig.4) . However, we mention that the mass scale of the effective potential and length scale(time scale) of the field evolution are related. Therefore, by changing the parameters of effective potential, we are basically changing the mass scale of the system, and therefore the length scale(time scale) of field also should be changed, and properly redefined accordingly. Note that for Φ 0 = 0.1 Λ −1 and λ = 4, the mass of the field Φ 0 √ λ = 0.2 Λ −1 , which is three orders of magnitude smaller than the used frequency of spacetime oscillation. While for Φ 0 = 10 Λ −1 and λ = 40, mass of the field Φ 0 √ λ 63 Λ −1 is in the same order with ω. In order to further explore the behavior of field configuration at various time stages, we calculate the time evolution of field zero-mode (zero-momentum mode of field). The Fourier transform of the field configuration to the momentum space at each time step is given by,
where A is the total area of the system, and b.c. stands for boundary condition. Fig.4 shows the time evolution of real part of zero-modes (k x = 0, k y = 0) of fields φ 1 and φ 2 for two sets of parameters of the effective potential. Note that imaginary part of zero-modes for both fields are zero. In the figure, zero-mode of φ 1 field is normalized with the respective Φ 0 value. Solid(blue) and dash-dotted(gray) plots are the time evolution of zeromode of fields φ 1 and φ 2 , respectively, for Φ 0 = 10 Λ −1 , λ = 40. In this case, the time behavior of zero-mode of φ 1 field, clearly distinguishes three stages of the field evolution qualitatively, which are: (a) no oscillation stage (in time duration of 0 to 0.5 Λ); in this stage, there is small amplitude oscillation of field which is not associated In Fig.4 , zero-mode of field φ 2 (dash-dotted(gray) plot) also has small amplitude oscillation in time duration of 0.5 to 1.5 Λ. We have checked that the oscillation frequency of zero-mode of φ 2 is half of the oscillation frequency of φ 1 zero-mode. However, it should be noted that φ 2 varies in between negative and positive values on lattice in this time duration, therefore even though the absolute value of φ 2 reaches a non-zero value in some region, its zero-mode comes out to be zero because of the cancellation of positive and negative values. So the time evolution of φ 2 zero-mode doesn't give the correct information about the oscillation frequency of φ 2 field. We mention that the time evolution of modulus of highermomentum modes of φ 2 field gives a correct information about the oscillation frequency. We have checked that it has the same oscillation frequency as of φ 1 zeromode during the resonant oscillation time stage; see below more detailed discussion on this.
To show the dependence on the parameters of effective potential on zero-modes of field, in Fig.4 we have also presented the time evolution of zero-modes of fields φ 1 and φ 2 for Φ 0 = 0.1 Λ −1 and λ = 4.0 with dashed(black) and dotted(red) plots, respectively. In this case, depth of the effective potential is very small, therefore the field can easily overcome the rise of the effective potential towards Φ = 0. Note that in this case, there is very small amplitude oscillation for φ 1 zero-mode. The oscillation in φ 2 zero-mode also doesn't appear because of the reason mentioned earlier.
In order to determine the oscillation frequency of fields φ 1 and φ 2 in the resonant oscillation time stage, say in time duration of t i to t f , we perform Fourier transform of field zero-mode to the frequency f -space,
We calculate the modulus of Π 1 ( k, f ) and Π 2 ( k, f ) fields, which provides the frequency spectrum of zero-mode of φ 1 and φ 2 fields. Fig.5 shows the frequency spectrum of zero-mode of field φ 1 during the time stage of resonant oscillation for different spacetime oscillation frequencies ω. In the figure, the resonant oscillation time duration, t i and t f , for the respective frequencies ω, has been mentioned in the brackets. In order to obtain this frequency spectrum, we have subtracted Φ 0 from the zero-mode of φ 1 so that background frequency modes, arises due to constant Φ 0 value in zero-mode of φ 1 , gets eliminated and the peak structure become apparent. (However, this subtraction doesn't remove background frequency mode completely, that is the reason a peak at zero-frequency is still present in each plot). In the figure, violet(dotted), green(solid thin), and black(solid thick) lines corresponds to the frequency spectrum for 20, 50, and 100 Λ −1 frequencies of spacetime metric, respectively. It is very clear from the figure that in each case, frequency spectrum has peak at their respective frequency ω of spacetime oscillation. This shows that zero-mode in the given time duration oscillates with the frequency of spacetime oscillating metric. This is a very good indication of the phenomena of parametric resonance, where the oscillator oscillates with the same frequency of the parameter of the evolution equation. Note that, for the frequency 50 Λ −1 , there are two peaks at 50 Λ −1 (dominant peak) and at 100 Λ −1 (sub-dominant peak) frequencies. The second peak is arising may be due to the coefficient of sin(2ωt) in the first time derivative term in Eq. (6) .
For Φ 0 = 0.1 Λ −1 and λ = 4.0, amplitude of oscillation of φ 1 zero-mode is very small as shown in Fig.4 . Therefore in this case, it is very difficult to determine the , and 100 Λ −1 frequencies of spacetime metric, respectively. It is very clear from the figure that in each case, frequency spectrum has peak at the frequency ω of spacetime oscillation, which is an obvious consequence of the parametric resonance. Note that for the frequency 50 Λ −1 , there are two peaks at 50 Λ −1 (dominant peak) and at 100 Λ −1 (sub-dominant peak) frequencies, which may arise due to the coefficient sin(2ωt) in Eq.6. similar kind of peak structure, as shown in Fig.5 , even by eliminating background frequency spectrum. That is the reason, we have not shown the plot for it here. But we have checked the oscillation frequency of volume average of magnitude and phase(0 to 2π) of field Φ during the resonant oscillation time stage. All these quantities have a common oscillation frequency, which is same as the frequency ω of spacetime metric. In fact, in all cases we see that volume average of amplitude and phase(0 to 2π) of field Φ oscillate with the frequency ω. This clearly justifies for having the phenomena of parametric resonance. Fig.6 shows frequency spectrum of zero-mode of field φ 2 in the time duration of resonant oscillation for different spacetime oscillation frequencies ω. Unlike Fig.5 , in this case, there is no background frequency spectrum. In figure, violet(dotted), green(solid thin), and black(solid thick) lines corresponds to the frequency spectrum for the spacetime oscillation frequencies 20, 50, and 100 Λ −1 , respectively. In this case, surprisingly zero-mode of φ 2 oscillates with the half of the frequency ω. With ω = 20 unit frequency, there is no stronge peak at 10 Λ shape of effective potential for both the cases are different.
Earlier, we have mentioned that zero-mode of φ 2 can not give the correct information about the oscillation frequency of this field during the resonant oscillation stage. In fact, for this field, higher momentum modes are more relevant for the determination of actual information about the oscillation frequency. We have checked that modulus of higher momentum mode of φ 2 oscillates with the frequency of spacetime metric as in the case of φ 1 (although, individually real and imaginary components of higher momentum modes oscillate in out-of phase having half of the frequency of spacetime metric).
B. Frequency dependence of generation of field excitations
Note that the fundamental frequency of the longitudinal excitations is set by the mass Φ 0 √ λ of field. Therefore to generate these field excitations, the frequency of oscillation should be ω ≈ Φ 0 √ λ, as suggested in refs. [7, 8] . In contrary to this, for transverse degree of freedom of field, the lowest mass of field excitations is zero. Therefore, these excitations, in principle, can be generated by any frequency ω of spacetime oscillation. Also, in the equation of motion of field (Eq.6), spacetime oscillation is only coupled with the spacetime gra- dient of the field. Therefore in the low frequency regime, ω < Φ 0 √ λ, mainly transverse excitations can arise in the system. Even in frequency ω Φ 0 √ λ, in our case, initially transverse excitations dominantly arise in the system as shown in Fig.2(b) . However, due to small spatial wavelength of excitations in this frequency regime as shown in Fig.1(b) , strong gradient of field leads to the generation of longitudinal excitations too, which can clearly be seen from Figs.2(b),(c) . This shows that there is a qualitative difference in the evolution of field configuration in the frequency ω Φ 0 √ λ and frequency ω < Φ 0 √ λ. We have studied in detail the response of field for different oscillation frequencies of spacetime metric. We noticed, that the time stage of resonant oscillation reaches at later time with decreasing frequency of spacetime oscillation. In our simulations, we have studied the formation of vortex-antivortex pairs in a wide range of frequencies. At lower frequencies, vortex-antivortex pairs form with relatively smaller vortex densities and remain well separated. In this regime, unlike the case of high frequency, field remains near the VEV of the effective potential for a significantly large time. This has been depicted in Fig.7 , where left panel shows the vector plot of field configuration and right panel shows field distribution in the field space, both plots are at time t = 18.5 Λ. For this simulation, the spacetime oscillation frequency is taken to be ω = 20 Λ −1 , and ε = 0.4, Φ 0 = 10 Λ −1 , λ = 40 are same as used previously. Left plot clearly shows the formation of well separated vortex-antivortex pair in the system. Right plot shows that in almost all lattice points field is sitting close to VEV of the effective potential. It shows that mainly transverse excitations have been generated in the system (starting from almost no excitation state), and longitudinal excitations are sub-dominant in this frequency regime; also compare it with Fig.2(d) .
In our simulation, system size in the low frequency regime affects the generation of excitations. By lowering the frequency of spacetime oscillation, the generated excitations, as shown in Fig.1(b) , get larger and larger spatial wavelength. Therefore beyond a lowest frequency, system finite size restricts the generation of any excitations, simply because a significantly large wavelength excitations can not be accommodated in the lattice whose size is in the same order with the wavelength. However, when we increase lattice size, excitations arise at the frequency which forbids to generate excitations in the smaller lattice. This suggests that in principle any low frequency can excite the field if suitable system size is chosen, and evolved the system for a significantly large time. These excitations may lead to the formation of vortex-antivortex pairs in the system.
C. The time dependence of formation of vortices on frequency and amplitude of spacetime oscillation
In this section, we present our study on how formation of vortices depends on the parameters of the spacetime oscillations, namely the amplitude and frequency. For this, we note down the time t vortex at which the first vortex-antivortex pair forms in the system; we call this time as the vortex formation time. To locate the vortices, we compute the variation of phase of Φ around each elementary square of lattice. The variation of phase between any two adjacent points on the square is determined by the geodesic rule [4] . By continuity, the phase of a complex scalar field along a loop is always 2πn, where n is an integer. Throughout the simulation, we only observe n = 0, ±1 for the variation of phase around elementary squares. We identify the vortex with n = 1 and n = −1 by an antivortex. We have checked that t vortex does not much depend on the initial state fluctuations in the field configuration.
In Fig.8 , we have plotted t vortex ω/2π versus ω for ε = 0.4. The parameters of the effective potential are Φ 0 = 10 Λ −1 and λ = 40. Note that t vortex ω/2π is a dimensionless number which is equal to the number of cycle of spacetime oscillation up to the time t vortex . Fig.8 clearly shows that in the frequency range of 50 to 130 Λ −1 , number of cycle require to form vortices is almost independent from frequency. However, below 50 Λ −1 frequency, this number starts increasing by lowering the frequency of spacetime oscillation. We have not seen the formation of any vortex below ω = 16 Λ −1 up to a significantly large time on the used lattice.
We mention that in the low frequency regime effect of finite size of the system plays an important role in the formation of vortices. In our simulations, we observe that up to a significantly large time, their is no formation of vortices at frequency ω = 15 Λ −1 on the lattice 200×200, however with the same parameters of simulation, vortices form on the lattice 800×800. This shows that for small lattice sizes, the spacetime oscillations finds difficulties to induce resonant oscillations in the field. This seems to arises from the fact that the spacetime oscillations dominantly couple to k-modes of field, where k is directly related with ω (whose functional relationship is under investigation). However for finite lattices with periodic boundary condition the lowest non-zero k-mode which can be present in the system is k L = 2π/L, where L is the lattice size. Any frequency below cut-off k L can not be able to generate resonant oscillations. Even with frequencies larger than this cut-off, field finds difficulties to get excited, and takes longer time due to finite size effects. With all this, it may be possible that the constant value of number of cycle in Fig.8 in the frequency range 50 to 130 Λ −1 be a universal number for the formation of vortices and may remain true even in low frequency regime, and due to system finite size it shows a strong deviation from the universal number in this regime. However, more detailed investigations are needed, which we will try to pursue in the future work.
To investigate the dependence of t vortex on system size, we note down t vortex for various system sizes by keeping frequency ω fix (here we have not shown plot for this). We find that t vortex is an overall monotonically decreasing function of system size. However, there are system sizes where this monotonicity gets violated. This shows that there are much more complexity involved in understanding of this process. We will try to explore this investigation in more detail in our future work. Despite of all these, our present investigation suggest that even with a small frequency ω, field may get excited (transverse excitations) if one performs simulation for a significantly large time and on a significantly large lattice.
We have also studied the effect of using specific boundary condition in performing the simulation. In all the results, which we have shown in this paper, we have used periodic boundary condition. We have seen that in the fixed boundary condition (where the field at the boundary is fixed), it becomes relatively easier to excite the field configuration in comparison to the case with periodic boundary condition. For example with fix boundary condition, we have seen the formation of vortices in reasonably short time at ω = 20 on lattice 150 × 150, which we have never seen by using periodic boundary condition on the same lattice and with the same ω. Note that the fix boundary condition, with a suitable profile of condensate, is appropriate boundary condition for the evolution of condensate field inside a neutron star. So this observation may be useful for the study of formation of vortices in neutron stars during the BNS merger.
In Fig.9 , we have presented the effect of amplitude ε on t vortex . For this plot, we have taken ω = 100 Λ −1 , Φ 0 = 10 Λ −1 , and λ = 40. Fig.9 clearly shows that decreasing ε causes more time to form vortex-antivortex pair in the system. We see that there is not much change in the qualitative aspect of evolution of field by changing the amplitude of spacetime oscillation. However the system takes longer time to achieve the resonant oscillation stage for smaller ε. Also the resonant oscillations persist for longer time. In the regime of very small ε, the field oscillations do not grow large enough for creation of vortices. Also, in this regime we have not seen the disordered state of field configuration. This behavior of field response by decreasing ε is an obvious consequence of parametric resonance, where resonance strongly suppresses by decreasing amplitude of time dependent parameters of oscillator [21] .
D. Formation of vortex-antivortex lattice under spacetime oscillation
In refs. [22] [23] [24] , the formation of vortex-antivortex lattices has been studied in superconducting films with magnetic pinning arrays, ultra-cold fermionic gases in two-dimensions, and superconducting twisted-bilayer graphene. The melting of vortex-antivortex lattice in two-dimensional Fermi gases has been studied in ref. [25] . For a certain parameter values of the system we see similar formation of vortex-antivortex lattice in our simulation. In Fig.10 are ω = 17 Λ −1 , ε = 0.4, Φ 0 = 0.1 Λ −1 , and λ = 4.0. Fig.10(1a) and Fig.10(1b) show the phase and magnitude of field Φ at time 28.65 Λ, while Fig.10(2a) and Fig.10(2b) show the same at time 29.4 Λ. On the plots, circles and triangles indicate the location of vortices and antivortices respectively. Correspondingly, in the phase plots, there is a variation of ±2π in the phase of Φ at the location of these points. The ±2π phase variations correspond to the vortex and antivortex configurations respectively. In the magnitude plots, these points correspond to the places where magnitude of Φ is zero, which can also be seen in the plots. One can clearly notice that there is a vortex-antivortex lattice network in, both, upper and lower panel, but with different lattice structure. We have seen, that the lattice structure of the vortices keeps on changing with time. We have checked that formation of lattice has nothing to do with the nature of initial condition, i.e. value of β. It may be possible that such lattice structure is arising because of using periodic boundary condition in the simulation.
V. CONCLUSION AND DISCUSSION
In this work, we have performed (2+1)-dimensional simulations for the time evolution of complex scalar field in the presence of oscillating spacetime metric background. We have considered spacetime with periodic perturbation on the top of Minkowski metric. Our purpose here is to study the response of complex scalar field under the background of oscillating spacetime metric. We see that depending upon the amplitude and frequency of the metric, field gets excited, which ultimately leads to the formation of vortex-antivortex pairs in the system. We see that in each case at the initial stage of field evolution, mainly transverse excitations arise in the system. In the high frequency regime due to strong gradient energy of field, these excitations lead to the generation of longitudinal excitations also. On the other hand, in the low frequency regime mainly transverse excitations are generated in the system, and well separated vortex-antivortex pairs form in the system. We observe that the oscillation frequency of excitations at the resonant oscillation stage exactly matches with the frequency of spacetime oscillation, which gives a very good indication of parametric resonance of field.
In our simulation, system size affects the generation of excitations in the low frequency regime. In this regime, finite size of the system restricts the generation of field excitations. Despite of this, our study suggests that in principle any low frequency can excite the field if suitable system size is chosen (system size should be significantly larger than the inverse of spacetime oscillation frequency), and field is evolved for a significantly large time step. In low frequency regime, due to system finite effect, number of cycle of spacetime oscillation require to form a vortex-antivortex pair gets strong deviation from (seems to be) a universal value. Formation of vortices also depends on the amplitude of the spacetime oscillations; vortices take longer time to form for smaller values of amplitude. For certain values of the parameters of the system, we have also seen the formation of vortexantivortex lattice structure.
Our results suggest that during the binary neutron star merger, due to time dependent tidal force, condensate field of interior superfluid of any one of the neutron stars may get excited and vortex-antivortex pairs will form. However, a neutron star has some tidal deformability under the action of external gravitational force, which depends upon the equation of state of the neutron star [14] . Therefore to study this phenomena in this context, a full (3+1)-dimensional simulation is required with appropriate time dependent deformation of neutron star to determine whether the energy pumped during the merger is sufficient to excite the condensate field and leads to the generation of vortex-antivortex pairs in the interior superfluid. We plan to pursue the phenomenological application of our present results for the BNS merger in the follow-up work.
We have also repeated same study in the presence of an explicit symmetry breaking term in the effective potential. In this case also we find transverse excitations for sufficiently small symmetry breaking term. As an application of this case of explicit breaking, we are currently studying the axion-like field coupled to the spacetime oscillations. We expect that sustained spacetime oscillations will give rise to resonant oscillations of field over length scales corresponding to the inverse of spacetime oscillation frequency.
