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In this paper we extend results obtained by Leighton and one of these 
authors in a recent paper [2]. We study oscillatory behavior of solutions of the 
equation 
yv + I+> y = f(.$ (1) 
under the assumptions that f( x and p(x) are of class C’ and positive for ) 
x 3 a. In addition we assume that f’(x) < 0 and P’(X) > 0, unless otherwise 
stated. Actually, the assumption that p( x is eventually positive would be ) 
sufficient for our purposes, since we want the associated homogeneous 
equation, 
to be oscillatory. 
3’” + p(x) y = 0, (2) 
The results of [2] are primarily concerned with the family of solutions of (I) 
defined by 
where 
and yi(~) and ys(x) are those solutions of (2) defined by the conditions 
Yl(4 = 0, y&4 = 1, 
YI’(U) = 1, y,‘(a) = 0. 
Here yO(x) is the solution of (1) which satisfies y&a) = ys’(u) = 0 and the 
family (3) is characterized by the properties y(a, a) = 0 and y’(u, a) = 01, for 
01 an arbitrary constant. 
* This will acknowledge the partial support of this author by the National Science 
Foundation under Grant No. GY 9496. 
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We prove that all members of the family (3) oscillate and present two 
separation theorems related to this family. We also investigate the behavior 
of the family of solutions of (1) defined by 
Yh Y) = YOW + ru3M 
where y is a constant and ya(x) is any solution of (2) for which y,(a) = 1. 
Clearly, n(x) and ya(x) are linearly independent. Finally, we prove a compari- 
son theorem. 
The following extension of a lemma of Keener’s [l] is useful. His proof 
remains valid. 
LEMMA 1. If f(x) 3 0, f’(X) < 0, and p’(x) 3 0 for x > a, and iff(x) 
and p(x) are not constant on a common subinterval, then a solution y(x) of (1) 
s&z that y(b) = y’(6) = 0 at u point b > a is positive on the interval [a, b). 
We remark that the hypothesis f(x) > 0 implies that a solution with a 
double zero at x = b is positive near that point. 
Let x = ci , i = 1, 2,... be the consecutive zeros of yl(x) following x = a. 
We have the following result. 
THEOREM 1. Iff(x) and p(x) are positive for x 3 a and not constant on a 
common subinterwal, withf’(x) < 0 and p’(x) > 0, then yo(ci) > 0 for i odd and 
yo(ci) < 0 for i even, i = 1, 2,... 
It was established in [2] that y,,(cr) > 0 and ys(ca) < 0. To show that 
yo(ca) > 0, let w(x) be that solution of (1) for which w(ca) = w’(ca) = 0. 
Then W(X) > 0 on [a, ca) by Lemma 1. But w(x) = y,,(x) + myI + fly,(x); 
accordingly, 0 < w(u) = /3. Since 
44 = Y&J + 15Yd4 = 0 and Y&3) -=c 0, 
it follows that Y,,(Q) > 0. The proof that yo(c4) < 0 is analogous, and the 
process may be continued to complete the proof of the theorem. 
It is easily seen that the members of the family (3) intersect at the points 
[ci , y,,(q)] and (a, 0) and only there. Thus we state the following theorem, 
the proof of which is immediate. 
THEOREM 2. Under the hypotheses of Theorem 1, all members of the family 
(3) oscillute. 
We remark that, except for the zero x = a of ys(x), all other zeros of 
members of the family (3) are simple; otherwise the conclusion of Lemma 1 
would hold and this is contradictory. 
We further remark that the conclusion of Theorem 2 holds when f  (x) and 
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p(x) are positive constants, for, as shown in [2], ya(x) has double zeros at 
x = c.2 , c, ) C6 , . . . . Further, any solution y(x, a) for (11 # 0 has simple zeros at 
these points since any solution with one double zero has all double zeros. 
We continue with the following important result. 
THEOREM 3. If  f  (x) and p(x) are positive for x r;: a with f’(x) < 0 and 
p’(x) > 0, then any solutio?l y(x) of (1) zu zc vanishes once is oscillatory. h’ h 
To see this, suppose y(b) = 0, b > a. Since we have just proved that all 
members of the family (3) are oscillatory, construct a similar family at /I of 
which y(x) is a member and hence oscillatory. 
Keener proved that Jmp(x) d.x := co imp1 ies that any nonoscillatory solu- 
tion of (1) is eventually positive. Combining this with Theorem 3 we have the 
following corollary. 
COROLL.%RY. Any solution of (I ) is either oscillatory OY positive. 
\Ve now prove a separation theorem. 
THEOREM 4. Under the hypotheses of Theorem 1, each member y(x) = y(x, a) 
of the family (3) has one and only one zero between ci and citl , i == 1, 2,.. . 
\Ve know from Theorem 1 that y(x) has a zero N = b on the interval 
(Cl > 2 c ). I f  it has a second zero on the interval it must have a third since 
y(ca) < 0 and all zeros are simple when x > a. Let these zeros be 6, and b2 , 
b < 6, < 6, < c2 . Then it is easv to establish that 
b(4 YI’(~ - ~‘(4 ~d.41~ = - 1’:’ f(x) yl(r) dxx, 
1 
which becomes 
-y’(b,) yd4 + y’(h) ydb,) = -- h’ f (x) y+) dx. 
1 
(4) 
(5) 
Since y’(bJ < 0, yl(b,) < 0, y’(b,) > 0 and y,(b,) < 0, the left side of (5) 
is negative, while the right side is positive because f  (x) yl(x) < 0 on [b, , 6.J. 
To show that y(x) has only one zero x = d on (c2 , c,), suppose there is a 
second x = d, , d < dl . Using (4) with integration limits d and dl gives the 
desired contradiction. The argument may be continued to complete the 
proof. 
Thus, beginning at x = c1 , the zeros of each solution y(x, a) separate those 
of yr(x). We continue with another separation theorem. 
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THEOREM 5. Let the hypotheses of Theorem 1 hold. Let y(x, a) and y(x, p) 
be two solutions of the family (3). Then if OL > /?, the zero of y(x, a) precedes that 
of y(x, p) on each interaal (cl , Q+~), i = 1,2 ,.... 
To prove the theorem consider the solutions 
and 
44 = Yb .N = Y&4 + PYIW. 
Then w’(c~) - Z’(Q) = (CY, - /3) Y,‘(Q). I f  i is even, yr’(ci) > 0. Thus 
w’(ci) > Z’(Q) and W(Q) = X(Ci) = ys(ci) < 0. Since W(X) and x(x) cannot 
intersect on (ci , Q+~), it follows that w(x) vanishes before z(x) on (ci , ci+J. 
The proof for i odd is analogous and is omitted. Thus, the zeros of any two 
members of the family (3) separate each other. 
We now turn our attention to the family 
Y(% r> = Yo(4 + YY&)P (6) 
mentioned earlier, where ys(x) is a solution of (2) satisfying y,(a) = 1 and y  
is a constant. 
Under the hypotheses of Theorem 1, not all solutions of the form (6) 
are oscillatory, as is illustrated by the differential equation 
ye + y  = 1 + e+, (7) 
and the family of solutions 
y(x, Y) = (1 + 4 e-5 + 4 sin x - Q cos x) + y  cos x. (8) 
For a = 0, ya(x) is the function in parentheses on the right-hand side of (8), 
y,(x) = sin x and y3(x) = cos x. Letting y  = 4 in (8), for instance, gives a 
nonoscillatory solution. 
Let di , i = 1, 2 ,..., be the consecutive zeros following x = a of the solution 
ya(x) described above. For the given example, di = (2i - 1) 7r/2, i = 1,2,..., 
and from (8) we have 
yo(di) = y(di , 0) = 1 + 4 e-a’ f  Q > 0. 
In general, then, y,,(x) does not necessarily change sign at the consecutive 
zeros of ya(x) as it does at the zeros of y,(x). 
We have the following theorems. 
THEOREM 6. Under the hypotheses of Theorem 1, all members of the family 
(6) with y < 0 are oscillatory and the zeros are simple. 
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To show this, consider a solution y(x, y) where y(u, y) = y  < 0. The solu- 
tions (6) intersect at the points [di , yO(di)] and only at these points; thus 
y(d, , y) = y,(d,) > 0. By continuity y(x, y) must vanish on (a, 4). The 
conclusion then follows from Theorem 3 and Lemma 1. 
It is easily seen that if f(x) and p( x are positive constants, the conclusion ) 
of Theorem 6 holds. 
THEOREM 7. Let f(x) and p(x) be positiwe for x > a with f’(x) < 0, and 
p’(x) > 0. Let lim,,, f(x) = 0 and define yl(x) undy3(x) as before. If  
I mra(t)f (t) dt # 0, a 
then all members of the family (6) are oscillutorz,. 
We may write 
Therefore, 
and 
y,(4) = Wi) /” ys(t) f  (t) dt 
a 
(9) 
yddi+d = yddi+d 
[ 
b’ M) f  (t) dt + j-d;i+’ Y&I f(t) dt] . (10) 
The second integral in (10) approaches zero as i becomes large whereas the 
first is bounded away from zero by the assumption that 
Cmys(t)f(t) dt f  0. 
Now y,(dJ # 0 since yr(x) and X(X) are linearly independent. We have 
lim Y~‘o(di) __ = lim Y,(dj+l) 
i-tm y,(4) i+aTZGi= a s 
m y&) f  (t) dt + 0. (11) 
Hence, y&4)/yd4) and yd4+d/y,(4+d eventually have the same sign. Since 
Y,(di+,) and Y&4) h ave opposite signs so must y&d,+,) and y,(dJ for i large 
enough, which implies that yO(x) and all members of the family (6) vanish on 
(di , di+,). The proof is complete by Theorem 3. 
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EXAMPLE. Consider the differential equation 
y” + y  = e-5. 
Taking a = 0 we have 
ye(x) = +(ec5 + sin x - cos x). 
If we let y&c) = cos x - sin x, the family (6) is 
y(x, y) = ye(x) + y(cos x - sin x) and y(x, +) = &e--“, 
a nonoscillatory solution. We note that 
J-am Y&)fW dt = Ioa .S+(COS t - sin t) dt = 0. 
However, with ya(x) = cos x, 
s 
m  
e-t cos t dt = +j 
0 
and the family 
Y(X, Y) = YOM + Y cos x 
is oscillatory since, in this instance, the solution y,(x) is alternately positive 
and negative at the positive zeros of cos x. 
We now state a comparison theorem whose proof depends on the following 
modified result of Keener’s. 
LEMMA 2. If  f(x) > 0, f’(x) > 0 and p’(x) < 0 for a < x < b, and if 
f(x) and p(x) are not constant on a common subinterval, then a solution y(x) 
of (1) such that y(a) = y’(a) = 0 is positive on the interval (a, b]. 
We compare solutions of the equations 
Y” + P(x) Y = fdx> 
and 
zn + P(x) z = f&)9 
where fi(x), f2(x) and p(x) are of class C’ on [a, b]. 
(12) 
(13) 
THEOREM 8. Letfi(x) > f*(x), fi’(x) > f;(x) andp’(x) < Ofor a < x < b. 
Let f3(x) = fi(x) - f2(x) and p(x) not be constant on a common subinterval. I f  
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y(x) and z(x) are solutions of (12) and (13), respectivelv, and satisj~~ the condi- 
tions y(a) = z(a), y’(a) = z’(a), then y(x) > a(x) for a < s cl 6. 
Subtracting (13) from (12) yields 
WV + P(X) w = f&d, 
where w(x) = y(x) - z(x). Since f3(s) > 0, fn’(x) -2 0 and since W(X) has a 
double zero at .Y = a, Lemma 2 applies and ZL~(.L’(S) > 0 for a < s < 6. 
We remark that if f3(x) and p(* ) 1~ are constants, the conclusion of Theorem 3 
ESA~IPLE. Consider the equations 
yv + y = 1 + eex 
and 
zs + z = ee5 
(14) 
with a = 0, fi(x) = 1 + e-‘, f*(x) = e-0,f3(x) = 1, p(x) = 1. The solutions 
of (14) and 
y(x) = 1 + *e-x + 4 sin x - 6 cos x 
z(x) = +(e-jc + sin x - cos x) 
of (15) satisfy the conditions y(0) = y’(0) = z(0) = z’(0) = 0. We have 
y(x) - Z(X) = 1 - cos x > 0. 
An analog of Theorem 8 can be proved using Lemma 1. 
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