Here, the quantitative theory of translation is shown to be of great utility in describing scientific networks. In fact, we deduce a new Zipf's Law for the descriptors of a set of documents, based on the concepts of centres of interest and of irreversible parallel translations. This new law can be generalized to other phenomena, such as the distribution of the sizes of cocitation clusters 9 Finally, we have established the model, for descriptor presence in a network, which closely fits the values recorded 9
Introduction
Scientometrics owes its existence primarily to the classic bibliometric studies based on indicators of scientific activity. The principal laws which give this bibliometrics meaning are on the one hand those referring to the size of science (Price's growth law and Brookes' obsolescence law), and on the other those referring to overall distributions of the actors: the laws of Lotka, Bradford and Zipf (these three laws being materially equivalent). Afterwards, with the advent of the first-and second-generation relational indicators (co-citation and co-word analyses), scientometrics finally makes its appearance as we know it today. In scientometrics, science is conceived as a network of actors who can be represented in the form of maps, either using relationships through bibliographical references or by using word association, normally descriptors of scientific articles or patents. 14 The theory of translation, proposed by Latour, provides
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All rights reserved a qualitative study of the dynamics of science as a continual interrelating of interests held by the actors. 5, 6 In Part I of the present work, we attempted to lay the mathematical and quantitative foundations of translation. That is, we presented a tool that we consider capable of accounting for both the classic laws of bibliometrics as well as the structure and dynamics of scientific networks expressed in the form of co-citations and co-words. We began with the precept that for a group of actors to undergo a translation process, that group must be capable of overcoming what we term the translation "barrier," a process governed by the Maxwell-Boltzmann distribution. We offer a conception of translation as the derivative of the quality function with respect to the spatial co-ordinates of the translation, where quality is comprised of those properties which differentiate one actor from another, and space being the setting in which the quality under consideration develops. We demonstrated with these premises the well-known principle of "success breeds success." Translations were divided into elemental and complex. The former are irreversible and in equilibrium, while the latter are combinations either in series or parallel to the former. With these complexes, it should be possible to demonstrate any bibliometric phenomenon.
Objective
In Part II of the present work, we seek to validate our model experimentally by performing the following:
1. Zipf's Law will be demonstrated for the descriptors of a set of scientific articles that cover an extensive scientific area.
2. The size data will be retaken for the co-citation clusters offered by Van Raan 7, 8 covering science as a whole, and these will be analysed according to our criteria. Both Van Raan and Small 9 considered it feasible, from the distribution of these clusters, to view science as a fractal structure.
3. Finally, the concepts of irreversible translation and translation in equilibrium will be applied to the structure of a scientific network shown by the co-word analysis.
With these applications, we seek to generalize and validate our model for all sciencimetric spheres, from the standpoint both of classic bibliometrics and of relational co-citations and co-words.
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Methods
The scientific field chosen was archaeology from 1980 to 1993, using Francis as the database, since this is the most complete in this field. The articles were indexed by expert professionals, and therefore the descriptors present in the documents are of high relevance and present no reason for their goodness to be distrusted. Nevertheless, despite the uniformity of criteria evident in the indexing, occasional disparities appear in gender, number, writing or simply typographical errors. Therefore, for the sake of precision, we proceeded to purify the descriptors, attempting not to detract from the original indexing. In addition, these were translated from French into Spanish.
The articles were divided into 12 periods, as shown in Table 1 . The period listed as 1980 contains the articles from before 1980 as well as through 1983. The periods from 1983 to 1992 each include works published in the year considered plus the preceding and succeeding year. The period 1993 includes only 1992 and 1993. 1980 <1980,1980,1981,1982,1983 2.759 1983 1982,1983,1984 4.213 1984 1983,1984,1985 5.357 1985 1984,1985,1986 6.376 1986 1985, 1986, 1987 7.036 1987 1986,1987,1988 8.109 1988 1987, 1988, 1989 9.322 1989 1988, 1989, 1990 8.706 1990 1989, 1990, 1991 7.724 1991 1990,1991,1992 6.122 1992 1991,1992,1993 4.980 1993 1992, 1993 2.886 The archaeology network was reconstructed for each period using the co-words analysis (Leximappe program), using a minimum size cluster or theme of 4 descriptors and a maximum of 10. The occurrence and co-occurrence which was required of the descriptors presented different values for each period according to the number of the articles present, with an attempt to hold the vocabulary to roughly 700 words. A more detailed explanation of this procedure can be found in Ruiz-Ba~os. 10
Results
In the Appendix, a sample of the first words of the all used by Leximappe in the making of the maps have been related, that is, all those words which in each period present an occurrence equal to or greater than that required. These are the words which enter to form part of the network. In the list, the occurrence rank (Ro) is specified as well as the frequency of appearance or relative occurrence expressed on a per-thousand basis with respect to the total occurrences (Oc) the number of periods in which the word appears as principal (Sp) thematic (ST) or non-thematic (SE) as well as the overall number of appearances (So). A principal word is one found within a cluster or theme in a central position; thematic means that the word forms part of the cluster, directly connected to a principal word; and an extra-thematic word is one used by Leximappe but does not appear in any theme.
Discussion
From the results, we can follow two approaches: 1. We can analyse the distribution of the overall vocabulary in a classical way in terms of occurrence-rank of the words, according to the Zipf-type distribution, and verify whether or not this vocabulary behaves in the same way as does the vocabulary of a sufficiently large natural language either written or spoken.
2. Given that the descriptors which form the network are not uniformly organized, but rather seek characteristic positions within the network, wich we call principal, thematic and extra-thematic, it would be useful to determine the probability which a descriptor or key word has of situating itself in any of these positions according to its occurrence rank. Finally, with this, we attempt to characterize the structure of the network in probabilistic terms.
Firstly, we shall study the vocabulary, following the first approach, bibliometric in character, to follow later the relational scientometric aspect of the second approach.
Inapplicability of Zipf s law for scientific networks
When we arrange the words of a text in descending order of their frequency of appearance or occurrence, Oc, and denote the rank as Ro, usually the distribution fits any of the following equations: This latter equation adjusts somewhat better to extremely low occurrence-rank values (below 150), and badly to all others. The Brookes equation was not even depicted, since, on being less flexible than that of Mandelbrot, it would not give a satisfactory result.
Thus, we concluded that the distribution of the terms which make up the network do not fit any of the equations proposed to date for texts: Condon-Zipf, Booth and Federowicz, Brookes, and Mandelbrot. Consequently, it was necessary to search for an original expression which would satisfy the fit.
Deduction of a new Zipf s law. Centres of interest,
Let there be a scientific network formed by a set of scientific articles, N. Let W be the vocabulary of all the key words used to index these articles. Let us arrange the key words in descending order of occurrence, noting as the occurrence rank (Ro) the position which each descriptor has in this list. The space being considered is onedimensional, Ro being the geometric co-ordinate comprising this space.
Let us consider the quality "to be indexed by rank Ro" of the key words, which we shall quantify either as the occurrence of this key word (Oc) or, the equivalent, as the number of scientific articles which are indexed by the key word. The occurrence (Oc) of a key word is the result of the sum of three types of interests.
a) Interest as a fundamental centre (F). b) Interest as a structural centre(S). c) Interest as complementary centre (C).
That is:
The interest as a fundamental centre strongly diminishes as the rank (Ro) increases, according to a pseudo-irreversible translation:
Analogously, the interests as structural centre and as a complementary centre diminish as the rank of the following form increases. An extremely low-rank key word, that is, with a very high occurrence, presents the three interests, the fundamental, the structural and the complementary. For somewhat higher occurrence ranks, the fundamental interest disappears and the structural and complementary remain. In extremely high ranks, with low frequencies, only complementary interest remains. This distribution of interests is because kl>k2>k3 .
The differential model is:
When we integrate the Eq. (8) from the rank Ro=l to Ro=Ro, we get:
(11)
After the following:
F 0 = F 1 e-kl (14) we get: (15) and analogously, from Eqs (9) and (10):
where F0, So and C o are the values ofF, S and C in the imaginary rank Ro=O.
In agreement with Eq. (7), the occurrence of a key word with Ro is: 
Validation of the new Zipf s law
In the deduction of the new Zipfs Law, Eq. (18), we assumed that kl>k2>k3 . This means that when the rank is high, the first and second negative exponential terms are practically nil. Under these circumstances, the occurrence is expressed by the following equation:
for which the complementary interest is dominant. When we take logarithms, the preceding equation is linearized:
In fact, when we represent ln(Oc) against Ro, a straight line should result. In Fig. 2 , the observed occurrence values from the Appendix are represented using a semilogarithmic diagram. We confirmed that for ranks greater than 200, the points aligned perfectly, indicating the only predominance of the exponential term of complementary interest. Beyond the rank 1100, the values fall somewhat, due to a cut-off effect. This distribution was obtained from the 12 partial distributions corresponding to each of the periods in which the interval under study was subdivided. The cut-off was set as a rank of roughly 700. In periods with few articles, this corresponds to very low occurrences, but in periods with many articles, it corresponds to somewhat higher occurrences. In these latter cases, key words of lesser occurrence are no longer considered and their values are not added to the overall distribution. Again, we refer to Ruiz-BaBos 1~ for a more extensive explanation of these procedures.
By linear regression of the values with ranks from 200 to 1100, and using Eq. When we consider ranks somewhat lower than 200, the negative exponential term representative of the structure interest gains importance. Under these conditions, the occurrence is given by the expression:
where Oc represents the values observed, and the second term the values calculated using Eq. (19), OCcalc , the parameters of which we already know. Next:
(24) Figure 3 shows the logarithm of differencesl against Ro, and we confirm that we have a straight line between the ranks 20 and 200, which we consider to be the zone of the predominant influence on the structural interest without interference from the fundamental one (this latter appears between approximately ranks 1 and 20). By linear regression, we obtain the following results for the parameters of structural interest: In(differences2) = lnF 0 -klRo (25) where "differences2" now represent the difference between the observed and calculated values in Eq. (21). In Fig. 4 , the diagram represents the logarithm of differences2 against Ro. As the cloud of points in this case is more scattered than in previous cases, the linear regression was weighted, using as the weight of the dependent variable its value squared. In this way, we adjusted preferentially for the high occurrences. The results are as follows:
Scientometrics 44 (1999) With all the values obtained from the parameters, the occurrence can be calculated for any rank by: Oc = 31.487 e -0-1321R~ + 7.812 e -0.02268R~ + 1.770 e -000361R~ (26) Figure 5 presents the extraordinary agreement between the values observed and the line drawn in Eq. (26). In addition, as further confirmation, Fig. 6 shows the values of the occurrence logarithm calculated against the observed logarithm. The alignment over the diagonal is perfect, substantiating the validity of Eq. (18), and of the model which we have proposed for the distribution of the descriptors in the network, based on one complex translation comprised of 3 parallel irreversible translations representative of the fundamental, structural and complementary interests. 
Expansion of the new law of co-citation clusters
The new Zipfs Law which we have formulated satisfactorily reproduces the observed values of descriptor occurrence in scientific articles. It can also be generalized and may be applicable to other types of distributions, taking into account that, finally, these key words represent centres of interest. In fact, if a co-citation cluster has a large size, that is, it is representative of a great number of articles, then we can be sure that this represents a zone of the network which is of substantial scientific interest.
Similarly, if a cluster represents a small number of works, its interest is weak. However, regardless of the size of the aggregate, this will always represent a centre of interest.
Therefore, if we begin with this premise, the model proposed for the occurrence of descriptors may be valid for the size of the co-citation clusters. If we use the values of co-citation clusters C2 and C3, 7,8 we find excellent agreement with our model. A reverse power regression is possible up to the rank of roughly 400 (only 30% of the total distribution) at C2 and up to about the rank 100 (some 56% of the total distribution) at C3. On the other hand, with the new Zipfs Law which we have formulated, it is possible to adjust with fine precision 100% of the C2 and C3 distributions. Now, on considering the C3 distribution, we find that the parallel translation model responds to only two types of interest, that of the disciplines and that of the fields (Fig. 8) . The interest of the subfields disappears due to the effect of re-aggregating on going from C2 to C3. The model is then:
The size of the cluster in C3 is calculated now by the equation:
g(r) = 3.59 104 e -01904r + 4.4 103 e -0.0223r
(29) Figure 8 shows the fit by means of Eq. (29) (the solid line), and the fit by means of the reverse power equation (the broken line). Again, we find that the reverse power law diverges notably from the observed values in the medium and high ranks, thus rejecting the hypothesis of the overall fractality of science. In the zone of discipline-type interest, we find that the exponential law proposed can calculate cluster sizes somewhat larger than those observed, while the reverse power law correctly determines some and underestimates othersl This mixed situation appears to indicate that the large clusters do present a certain fractal behaviour. This phenomenon could be explained considering that the high k 1 value responds to a very strong translational capacity in the centres of
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Scientometrics 44 (1999.) discipline-type interest. Any actor approaching these centres would be immediately translated according to the discipline-type interests, without any possibility of the actor appreciably modifying the discipline. Let us consider the hypothetical publication of an article on the chemistry of the non-ionic tensioactives based on ethylene oxide. This article alone could scarcely change the foundations of the discipline chemistry, and clusters on the periphery of the discipline. The process would in this case be controlled by the diffusion of the actors or their drawing near to the interest centres (the tensioactives, the chemistry); we would be in a situation, quite common in natural processes, known as DLA (diffusion-limited aggregation). 16 On the other hand, the hypothetical article would indeed be capable of translating the interests of the tensioactive scientific subfield and of course those of non-ionic tensioactives based on ethylene oxide. 
Presence of the descriptors in a network
Let there be a scientific network generated by an extensive group of scientific articles and defined by the association of the descriptors of these articles according to the co-words analysis. Let us divide the network into a set of sub-networks or topics with a star-like structure. These star structures contain a central descriptor which we shall call the principal descriptor, and a group of descriptors, all directly joined to the Scientometrics 44 (1999) principal one, called a thematic descriptor. Any descriptor, associated or not to others, which does not join directly to the principal one is called an extra-thematic descriptor. Figure 9 shows a small network formed by two themes and defined by the principal words P1 and P2-Around PI the descriptors T 11 to T15 join and around the work P2, the descriptors T21 to T23. There are also 9 extra-thematic descriptors. Let us consider that the network evolves and is modified over n equal periods of time (for example, n years). With the passage of time, the descriptors change, both by disappearance and by the appearance of new ones. In addition, their position within the network can change, becoming sometimes principal, sometimes thematic and sometimes extra-thematic. On this set of premises, we shall define the following magnitudes: a) Presence, S. Fraction of times that a given descriptor appears in a network over the n period of time.
S : Na/n (30)
where Na is the number of periods in which the descriptor appears.
The presence can be of three types: principal (Sp), thematic (ST) and extra4hematic (SE), and in these cases N a refers to appearances in the principal, thematic or extrathematic, respectively. In addition, we shall consider a fourth type of presence, called overall (SQ), which is the sum of all the foregoing types of presence of a given descriptor. Figure 10 shows the presence of the descriptors in the archaeology network. We see that, despite fluctuations, regularity prevails. Thus, for example, the overall
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Scientometrics 44 (1999) presence (SG) drawn with a thick solid line is very high in the low occurrence rank, descending gently at first, and later diminishing more abruptly to stabilize in the high ranks. However, according to the figure, the presence (S) as such, being subject to unpredictable fluctuations, gives a blurry view and thus effaces the background of the positioning phenomenon of the descriptors in the network. Occurrence rank, Ro Fig. 10 . Presence, S, of the descriptors in the archaeological network as a function of the occurrence rank b) Probable presence. This is the presence that a descriptor is expected to have. It can also be overall (G), principal (P), thematic (7) or extra-thematic (E). This is determined experimentally as the mean value of the observed presence values, given that we are dealing with probability. Egghe and Rousseau 17 present a softening algorithm by weighted means, previously described by Winston, which consists of an iterative process of relaxation when each point is softened by adding to it the weighted mean of its left and right points. We have modified this technique, introducing more than one point to the left and more than one point to the right. Using four points to each side considered, all with identical weight and equal to 0.01, and after 33 steps in the iteration, we arrive at the probable presence values of Fig. 11 . The overall presence (G) represented by the thick solid line descends to approximately the rank of 400, at first lineally and afterwards non-lineally. The probable thematic presence (7) passes through a maximum approximately in the 50-70 rank and afterwards progressively descends.
The extra-thematic presence (E) follows a similar profile, but in this case the maximum is situated towards the higher ranks, around 400. On the other hand, the principal presence (P) descends uniformly until becoming nullified at the rank of 200. We confirmed that the fundamental and structural interests of our new Zipfs Law reach precisely to this rank. Occurrence Rank, Ro (33) Figure 12 shows the probable relative presence, except for the overall one, which naturally is constant with a value of unity. The analysis of the figure immediately leads us to the following assumptions:
a) The principal relative presence (p) decreases until nullifying itself. This induces us to conclude that we are dealing with an irreversible translation. b) After a transition period, the thematic relative presence (t) stabilizes at ranks of over 400. The extra-thematic relative presence (e) similarly stabilizes at these ranks. Undoubtedly, this is a translation in equilibrium. c) In short, it appears that we are confronted with a complex translation formed by the association in series of an irreversible translation and a translation in equilibrium. In the following sections, we shall mathematically develop this hypothesis. 
Differential model of descriptor presence
The overall relative presence (g), which is equal to unity, is the sum of the relative probable presences of the principal (p), thematic (t) and extra-thematic (e) descriptors:
If we derive the foregoing expression with respect to the occurrence rank, the sum of the derivatives is null: dp/dRo + dt/dRo + de/dRo = 0 (35)
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We accept that our model is such that as we move towards the higher occurrence ranks, the tendency is to lower the relative probability that a descriptor should be principal in favour of its being thematic. Finally, an equilibrium is established between the probability of being thematic and extra-thematic. Schematically, the model takes the following form:
where kl, k 2 and k 3 are translation constants of the elemental translations. From here, we deduce that the relative presence of the principal descriptors decreases proportionally to p; that is: dp/dRo = -kip
The presence of the thematic descriptors decreases proportionally to t, and increase proportionally to p and e:
Finally, the relative presence of the extra-thematic descriptors increases proportionally to t and decreases proportionally to e:
We can corroborate that the sum of these three equations equals zero, as predicted in Eq. (35). To validate this model, it would be necessary to integrate it in order to compare the observed values against those calculated with the integrated equations.
Integral model of descriptor presence
The system formed by Eqs (36), (37) and (38) can be integrated analytically without difficulty. Here, in the interest of brevity, we will not dwell step-by-step detail in examining the integration process. Rather, we shall simply show the integrated equations of the relative presences and comment briefly on their significance.
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where Pl is the relative presence of the word with an occurrence range equal to 1, that is, the relative presence of the most abundant word of the network. According to eq. (39), the principal relative presence declines according to a negative exponential function. b) Thematic probable relative presence."
The thematic probable relative presence is a combination of two negative exponentials, one dependent on the in equilibrium translation constants, and the other on the irreversible translation constant. The constant C 3 presents the following complex expression:
If Ro tends to infinity (it would suffice to be adequately large), the exponentials of Eq. (40) are nullified and then:
The constant C1 is the limit value reached by the relative probable presence of the thematic descriptors when Ro is infinitely high. In practice, it is the value reached in the equilibrium zone.
If the occurrence rank is equal to unity, replacing in the Eq. (40) and solving it, we find that:
where t 1 is the thematic probable presence for the rank one. c) Extra-thematic probable relative presence." As the sum of the relative probable presences is equal to unity, as indicated by Eq. (34), the calculation of e is immediate:
When the rank is high and p is eliminated, the extra-thematic relative presence reaches equilibrium and its constant value is equal to 1-t.
d) Overall probable presence: Once the equations are found for the relative probable presences p, t and e, we can determine the probable presences P, T and E with the help of Eqs (31), (32) and (33) if we know the integrated equation of G.
Scientometrics 44 (1999) In the model that we are developing, we accept that two clearly differentiated zones exist: the pre-equilibrium zone or pre-critical, and the equilibrium zone or post-critical. The transition between the two is smooth with respect to principal, thematic and extrathematic probable presence, but not with respect to overall presence (G). In fact, we perceive a nucleus of descriptors of high frequency with a behaviour markedly different from the rest of the descriptors and which is sharply separated with regard to what we call the critical point.
In the pre-equilibrium zone, the descriptors present such translation capacity that the decrease in overall presence is constant and independent of G. In fact, if Go is the maximum value attainable by the quality of overall presence, and Gi is the value capable of overcoming the translation barrier, the variation of G with respect to Ro will be proportional to Gi:
We admit that below the rank of the critical point (Roe), practically all the actors have sufficient capacity to surmount the translation barrier, and therefore in this case Gi=G 0 and the previous equation takes on the following aspect:
and as a and Go are constant:
The integration of this equation leads us to a straight line with ordinate at the origin equal to 1 and with slope q:
where Ro e is the rank of the critical point.
On the other hand, in the equilibrium zone, the decrease in the overall presence will govern as an irreversible translation; afterwards:
which, after integration becomes, as expected, a negative exponential function:
where K G is the translation constant of the process, and GO is a hypothetical overalI presence in a rank equal to zero. For the equations of the pre-equilibrium and
256
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where Gc is the presence at the critical point. It is evident that the equations which we have deduced for the presence of the descriptors are valid, and therefore our model is correct, only when they fit well with the observed values. Table 2 shows the values calculated from the equation constants. In Fig. 13 , the observed values for probable relative presence are compared with those calculated with Eqs. (39), (40) and (44). We verified that, although the form of the curves is complex, particularly that of the thematic relative presence (which passes through the maximum), the agreement is excellent. Figure 14 provides comparisons of the calculated values for P, T, E and G solving the Eqs. (31), (32), (33), (48) and (50), with the observed values. The fit is very good, both in the pre-equilibrium and the equilibrium zones. All these graphic representations corroborate the goodness of our model for the presence of descriptors in the network, and strongly supports our quantitative theory of translation. Observed values 
Conclusions
We have used our quantitative translation model in the three fundamental spheres of scientometrics: classic bibliometrics, co-citation analysis and co-word analysis. In all cases, we have been able to account satisfactorily for the phenomena observed, using the concepts of irreversible translation, equilibrium translation and centres of interest.
In addition, we have confirmed that the equations proposed to represent the frequency of appearance of words in a text, such as that of Condon-Zipf, BoothFederowicz, Brookes and Mandelbrot, are inadequate to represent the occurrence of descriptors from a group of scientific articles. This demonstrates that the phenomenon of constructing a speech, written or spoken, differs in nature from the constructing of scientific facts. In fact, Zipfs classic reverse power distribution laws reveal a fractal construction, as proposed by Mandelbrot, whereas, as we demonstrate here, the descriptors present a different behaviour, explicable by a complex translation consisting of three parallel irreversible translations. Depending on the rank, the descriptors present one, two or three of these translations simultaneously, depending on the representation at the complementary, structural or fundamental interest centres within the network. Consequently, the mathematical expression of the new Zipfs Law deduced bears three addends, each formed by a negative exponential function.
This idea of. simultaneous action of three types of interests can be generalized to the structure dL~cientific networks. Taking the size values of the co-citation clusters C2 arid C3, pub!'ished by Van Raan, and analysing them in the same way, we arrive at the conclusiOrs that scientific networks are constructed around interest centres of the sub-'field, fieid'and discipline type, as Van Raan also proposed, but according to a process of translation and not as a basically fractal construction. Fractality clearly appears only in extremely large clusters of the discipline type in the C3 distribution, and this can be explained as a consequence of a highly intense translation of the disciplines on works and authors approaching them. Under these circumstances, though the phenomenon of translation exists, the construction of the facts is controlled by a diffusion-limited aggregation process (DLA) of fractal nature.
Finally, we have established the concept of presence of a descriptor in a network to achieve more than a simple count of key words in a Zipf-type distribution or a count of the number of articles in a co-citation aggregate. Persistence over a given time period of a descriptor in a network and its relative position within the clusters or themes, indicated by a Co-word analysis, inform us much more clearly about the structure of the network and of the dynamics of the construction of scientific facts. We have verified that if we arrange the descriptors in descending order of their frequency within Scientometrics 44 (1999) a time period, the probability that they will form part of the network decreases lineally until reaching a rank, called the critical point, in which it will decrease according to a negative exponential function. This critical point divides the network into two environments. In the first, the pre-critical or pre-equilibrium, formed fundamentally by key words of principal and thematic positions, the capacity of translation is so strong that all of these are capable of overcoming, without any appreciable difficulty, the translation barrier. In this case, the gradient of the overall presence is constant and does not govern by the principle "success breeds success." From the critical point onwards, within the post-critical or equilibrium zone, not all the descriptors have sufficient capacity to jump the translation barrier, and their probability of appearing in the network decreases exponentially. When we analyse the relative probable presences, we corroborate that the passage from a principal position to a thematic one is made by an irreversible translation. By contrast, when the rank is sufficiently high, an equilibrium translation is established between the thematic and extra-thematic positions.
In short, this work suggests that general bibliometric laws can be viewed as a consequence not of independent natural laws of human knowledge, but of interaction processes in which both the natural laws and the cultural ones interact. Our quantitative translation model is not only a purely mathematical model, but is an innovative way to conceive of scientometric laws. It is the first time that scientometric laws have been successfully explained by an interactive process that combines the natural and the cultural, that is, nature and society.
