The direct method of vertical datum unification requires estimates of the ocean's mean dynamic topography (MDT) at tide gauges, which can be sourced from either geodetic or oceanographic approaches. To assess the suitability of different types of MDT for this purpose, we evaluate 13 physics-based numerical ocean models and six MDTs computed from observed geodetic and/or ocean data at 32 tide gauges around the Australian coast. We focus on the viability of numerical ocean models for vertical datum unification, classifying the 13 ocean models used as either independent (do not contain assimilated geodetic data) or non-independent (do contain assimilated geodetic data). We find that the independent and non-independent ocean models deliver similar results. Maximum differences among ocean models and geodetic MDTs reach >150 mm at several Australian tide gauges and are considered anomalous at the 99% confidence level. These differences appear to be of geodetic origin, but without additional independent information, or formal error estimates for each model, some of these errors remain inseparable. Our results imply that some ocean models have standard deviations of differences with other MDTs (using geodetic and/or ocean observations) at Australian tide gauges, and with levelling between some Australian tide gauges, of ∼± 50 mm. This indicates that they should be considered as an alternative to geodetic MDTs for the direct unification of vertical datums. They can also be used as diagnostics for errors in geodetic MDT in coastal zones, but the inseparability problem remains, where the error cannot be discriminated between the geoid model or altimeter-derived mean sea surface.
sets out three methods for LVD unification: (1) geodetic levelling among LVDs within one landmass, (2) oceanographic levelling (steric, dynamic or altimetric) connecting tide gauges, and (3) the geodetic boundary value approach. Methods (1) and (2) are classified as direct methods, with (3) indirect. Progress using the indirect method (3) has been made due to improved global gravitational models (GGMs) (e.g. Arabelos and Tscherning 2001; Ardalan and Safari 2005; Amos and Featherstone 2009; Zhang et al. 2009; Gruber et al. 2012; Gerlach and Rummel 2013; Amjadiparvar et al. 2016; Sánchez et al. 2016; Grombein et al. 2017 , and many others), facilitated most recently by data from the Gravity Recovery and Climate Experiment (GRACE, Tapley et al. 2004 ) and the Gravity field and steady-state Ocean Circulation Explorer (GOCE; Drinkwater et al. 2003) . A limitation with method (3) is that gravimetric geoid models are problematic in coastal regions, primarily due to insufficient gravity data along the coastal boundary (e.g. Hipkin 2000; Amjadiparvar et al. 2016 ) and omission errors due to the limited spatial resolution of the geoid model (e.g. Losch et al. 2002; Vossepoel 2007; Bingham et al. 2008; Gruber et al. 2012; Mazloff et al. 2014) . This is exacerbated by satellite altimeter-derived gravity anomalies used in geoid models containing larger uncertainties in the coastal zone than in the deep ocean, because of land contamination of altimeter and radiometer footprints and greater uncertainties in tidal, atmospheric and other corrections (e.g. Andersen 1999; Deng et al. 2002; Volkov et al. 2007; Andersen et al. 2010; Vignudelli et al. 2011; Claessens 2012; Slobbe and Klees 2014) .
Direct method (1) is not possible for LVDs separated by ocean, which leads our interest to method (2), though using the single vertical datum over the continent of Australia permits us to compare methods (1) and (2) in Sect. 5. An accurate estimate of MDT at the respective LVD's tide gauges can directly determine the LVD offsets at their datum origin. The MDT can be sourced from geodetic methods (referred to as altimetric by Rummel 2001) , oceanographic methods, or their combination (see Sect. 2.1 for their classification). The possibility that physics-based oceanographic models may provide a superior data source to method (3) for vertical datum unification (cf. Woodworth et al. 2012; Bolkas et al. 2012) , is the main focus of this study.
We discuss the construction and classification of a number of MDT models derived using different sets of data (tide gauge MSL, satellite altimetry, ocean models and geoid models), in order to test which may be the most suitable for vertical datum unification (VDU) using method (2). The lack of formal errors for all MDTs impedes a definitive identification of the suitability of each one for unifying LVDs. This led us to make inferences from a combination of independent or quasi-independent MDTs to provide insight into the possible errors associated with coastal MDT estimates. The reason for using a large range of MDTs is to provide sufficient independence and redundancy to allow robust inference from these comparisons.
The Australian continent is used as a test platform for comparison of different MDTs because of its long (∼60,000 km) coastline that includes a range of different conditions, including broad continental shelves, a western boundary current adjacent to a narrow, steep continental shelf, embayments that are almost isolated from the open ocean, tropical to mid-latitude conditions, and exposure to both subtropical and subpolar oceans. It also provides 32 tide gauges with co-located GNSS observations, all of which are used so as to provide redundancy and testing in the different conditions, and avoid subjectively selecting sites in advance that may produce more favourable results, i.e. the study includes robust ocean model comparisons that are conducted in challenging areas. We acknowledge that the results of the study are unique to Australia, but suggest that using 32 tide gauges over a large area of the Southern Hemisphere (latitude 10 • S to 43 • S; longitude 115 • E to 154 • E) provides a range of conditions (described above) that may be encountered elsewhere around the world.
Data and methods
The following subsections introduce the MDT data and methods used. Table 1 summarises this MDT information, grouped according to the classifications (a) through (e) in Sect. 2.1. A discussion on possible errors is in Sect. 2.6. We compare datasets averaged over the 5-year period [2003] [2004] [2005] [2006] [2007] inclusive. This choice is based on a compromise between desirability of a long-as-possible comparison period, availability of ocean models, and temporal coverage by multiple satellite altimeter missions. "Appendix 1" contains a sensitivity analysis of the epochs used to compute MSL at Australian tide gauges, showing the 2003-2007 epoch to be representative of the longer term mean.
MDT estimation approaches
Determination of the MDT can be through the 'geodetic' or 'ocean' approaches . The geodetic approach uses either:
(a) a MSS model obtained from satellite altimetry (e.g. Bingham et al. 2008 Bingham et al. , 2014 Andersen and Knudsen 2009; Knudsen et al. 2011; Schaeffer et al. 2012; Huang 2017) , or (b) mean sea level (MSL) observations at tide gauges expressed as ellipsoidal heights from co-located GNSS observations (e.g. Woodworth et al. 2015; Hughes et al. 2015; Lin et al. 2015) .
In both of these geodetic approaches, a geoid model is subtracted from the MSS/MSL to derive the MDT. For (a), this may be done using a pointwise method (Jayne 2006; Bingham et al. 2008) , where values of the geoid are subtracted from the MSS. Alternatively, a spectral method can be used (Bingham et al. 2008) , where spherical harmonic coefficients of the geoid are subtracted from spherical harmonic coefficients of the MSS to the same degree, although filtering is required to reduce the effects of Gibbs fringing. Bingham et al. (2008) found that the spectral method provided better results than the pointwise method. For (b), MDT is realised only at discrete locations. Tide gauges provide direct observations of MSL, but the method is dependent on reliable ties to a nearby benchmark with GNSS observations, as well as the quality of the gravimetric geoid model at the tide gauge location. The lack of tide gauge and related infrastructure is often a limitation for LVD unification from tide gauges (e.g. Woodworth et al. 2015) , which requires large numbers of evenly spaced tide gauges to provide redundancy. The ocean approach uses either:
(c) in situ observations of surface currents, temperature and salinity to infer the MDT from hydrodynamics (e.g. Cartwright and Crease 1963; Amin 1988; Ridgway et al. 2002; Dunn and Ridgway 2002) , or (d) a global numerical ocean model using physics-based dynamical constraints to compute the MDT (e.g. Marshall et al. 1997a, b; Menemenlis and Wunsch 1997; Menemenlis et al. 2005) .
Global ocean models used in (d) are designed primarily for use in deep oceans, rather than at the coast and in shallow continental shelves. Woodworth et al. (2012) discuss the deficiencies of ocean models for coastal MDT, but postulated that an ocean model may provide realistic coastal MDT estimates if forcing factors are well modelled, and the model is of high spatial and temporal resolution. Some ocean models assimilate other data, including geodetic data, in order to constrain them to be closer to reality than the approximate model physics alone would allow. We distinguish between ocean models (class d) by the sub-classifications: (d1) models that do not assimilate geodetic information and are therefore considered independent ocean models (IOM), and (d2) those that do assimilate geodetic information and thus are non-independent ocean models (NIOM). Note that we are referring to the independence of the ocean models to geodetically derived MDT, not independence among the ocean modelling component of the IOM and NIOM. A final classification (e) of MDT models refers to a combined method incorporating ocean information to supplement the altimetry MSS and geoid (geodetic) information. These combined MDTs usually take the difference between an altimetry-derived MSS and a geoid model as a first approximation, then adjust it by including observed oceanographic information. Details of the methods are in, e.g. Rio and Hernandez (2004) , Maximenko et al. (2009) and Rio et al. (2011 Rio et al. ( , 2014 .
Altimetry MSS minus gravimetric geoid (a)
Only one geodetic MDT of class (a) is used here because our focus is on testing multiple ocean models (Sect. 2.4). It is determined from the TUM13 gravimetric geoid (Fecher et al. 2015) subtracted from the altimeter-derived DTU10MSS (Andersen and Knudsen 2009; Knudsen et al. 2011) , and referred to herein as DTU10MSS minus TUM13. TUM13 is provided to spherical harmonic degree 720, and uses data from GOCE in the low-to-medium-wavelength component, with a contribution from GRACE. The higher-frequency components of the geoid are provided by terrestrial and altimeter-derived gravity anomalies.
The DTU10MSS is an average over the period 1993-2009, but is mapped to the 2003-2007 average by using the difference in AVISO (Archiving, Validation, and Interpretation of Satellite Oceanographic data) absolute dynamic topography (ADT) averages over the two periods. In this case, DTU10MSS was used rather than DTU13MSS because DTU10MSS is consistent with the TUM13 geoid (the gravity anomaly dataset is derived from DTU10MSS, so the difference does not add artificial small scale errors into the dynamic topography), and also, as stated in Woodworth et al. (2015) , there are known problems with some coastal values in the DTU13MSS.
Note that, with the exception of the time-variable GRACE models, geoid models are not normally accompanied by a stated epoch. Instead, satellite-only gravity data are averaged over the missions' durations, altimeter-derived gravity data are stacked from multiple missions over the past ∼20 years, and land gravity data depend on the date of the surveys. The latter have been available since the 1950s when the portable gravimeter was developed.
Special care was taken with the spectral matching (cf. Bingham et al. 2008) of the DTU10MSS and the TUM13 geoid. The latter was based on a combination of satellite data and (over the ocean) 1/4 degree block averages of gravity anomalies determined from the DTU10MSS, with the 1/4 degree scale chosen to match the expansion to degree 720 used in the geoid product. Here, we use matched 1/4 degree block averages of the geoid expanded to degree 720 and of the DTU10MSS. This produces, before any filtering, a much cleaner MDT than is typically found when combining truncated geoid data and a MSS (cf. Bingham et al. 2008) . We then identify typical MDT noise characteristics by assuming noise to be the cause of all the variability, using a region of the tropical Pacific Ocean that is known to have a smooth MDT. This is used, together with a signal variance estimated from Table 8 of "Appendix 2" for details of each gauge. Bathymetric data are in metres and obtained from http://topex.ucsd.edu/cgi-bin/get_data.cgi (Smith and Sandwell 1997) the NEMO12a model MDT (Table 1) , to derive a Wiener filter that further reduces noise. Tests using model-independent sea surface temperature data to construct the expected signal variance produced very similar results, typically within 10 mm. The process used to extrapolate DTU10MSS minus TUM13 MDT to the tide gauge locations (Fig. 1 ) is similar to that described in Hughes et al. (2015) , but better adapted to the individual model grids. Any model values that were more than one grid-cell distant from the coast were removed. The remaining model coastal values were mapped to the nearest point identified as coastal on the 0.5 arc-min gridded GEBCO (General Bathymetric Chart of the Ocean; http:// www.gebco.net/) bathymetry. These coastal points were then checked to ensure that they were in the same order as the model points around the coast. Where that was not the case, or where multiple model coastal points were mapped to the same fine-resolution coastal point, they were re-ordered and spread to equal alongshore distances between the surrounding, correctly mapped points. MDT at the tide gauge location was then calculated by linearly interpolating along the line of GEBCO coastal grid points to the point closest to the tide gauge's latitude and longitude.
Tide gauge MSL geodetic MDT (b)
This estimate of coastal MDT is determined through a discrete observation of MSL at a tide gauge, with a geoid height subtracted from the MSL at the tide gauge location (e.g. Woodworth et al. 2012 Woodworth et al. , 2015 Hughes et al. 2015; Filmer 2014) . We use available geoid or quasigeoid models: Australian gravimetric quasigeoid 2009 (AGQG2009; Featherstone et al. 2011 ) and Earth Gravitational Model 2008 Pavlis et al. 2012 Pavlis et al. , 2013 . In addition, we use the TUM13 + EGM2008 geoid, which is distinct from TUM13 used in the altimetric MSS [(a) in Sect. 2.2]. In this case, the TUM13 geoid is extended beyond degree 720 by using spherical harmonic coefficients from EGM2008, and the resulting extended geoid calculated to its full resolution (degree 2190) in order to obtain the point values necessary for tide gauge MDT determination. In this case, there is no filtering.
The ellipsoidal height of MSL is determined from GNSS observations at benchmarks near the tide gauge (described below). Sea level data and tide gauge locations (given to the nearest arc-minute of latitude and longitude) are from the Permanent Service for Mean Sea Level (PSMSL; Holgate et al. 2013) . MSL was corrected for atmospheric pressure to obtain sea level on an isobaric surface using a standard air pressure of 1011.4 mbar (e.g. Wunsch and Stammer 1997) utilising data from the National Centers for Environmental Prediction-National Center for Atmospheric Research reanalyses (Kistler et al. 2001) . The nodal tide has not been removed, but the effect is less than ∼10 mm (Woodworth 2012) , so is not considered here. Only MSL data classified by the PSMSL as revised local reference (RLR) information was used. RLR MSL data have been referenced to local benchmarks, so have consistent vertical datum stability through time (Holgate et al. 2013) .
Ellipsoidal heights come from GNSS observations at benchmarks at or near the tide gauges ( Fig. 1 and "Appendix 2"). Episodic GNSS observations for 29 of the tide gauges were provided by Geoscience Australia (Brown, pers. comm. 2009 ). These data were processed by Hu (2009) (Altamimi et al. 2011) . The transformation amounted to no more than 3 mm in ellipsoidal height. All 32 ITRF2008 ellipsoidal heights were then aligned to epoch 2005.5 as the midpoint of the 2003-2007 (2003.0-2008.0 ) period used for the MSL ("Appendix 1"). This was done using site velocities from the nearest APREF GNSS station (AsiaPacific Reference Frame; http://www.ga.gov.au/scientifictopics/positioning-navigation/geodesy/asia-pacific-referen ce-frame) as a proxy for an assumed linear velocity of each ellipsoidal height. The maximum change in the ellipsoidal heights from the observation/processing epoch and reference frame transformation was 10 mm, but most were <5mm.
AVISO and DTU10MSS minus TUM13 MDTs (Table 1 ) are in the mean tide system. AGQG2009 and EGM2008 are in the tide-free system (N TF ), as are the GNSS ellipsoidal heights (h TF ) (Hu pers. comm. 2012) , so these were converted to mean tide (N MT and h MT respectively) so that all MDTs were in the same permanent tide system (cf. Ekman 1989) . The geoid models were converted N MT = N TF + A 0 (1 + k 2 ), and the GNSS ellipsoidal heights h MT = h TF + A 0 h 2 , where A 0 = D 1 3 − sin 2 φ , with φ the tide gauge latitude, D = 29.767 cm, k 2 = 0.3019, and h 2 = 0.6078 (Petit and Luzum 2010) .
The ellipsoidal height of MSL (h MSL ) at the tide gauge is determined using the following method (cf. Woodworth et al. 2012; Filmer 2014) . The levelled height difference ( H ) between the GNSS site and the tide gauge is usually the only available connection. The ellipsoidal height between the GNSS and tide gauge ( h) is derived as h = H + N , where N is the difference between the geoid at the tide gauge and the GNSS site. Thus, h MSL = (h GNSS − ( H + N )) − H RLR + MSL RLR , where h GNSS is the measured ellipsoidal height at the GNSS site, H RLR is the vertical distance from the tide gauge to RLR and MSL RLR is the height of MSL above RLR for the specified epoch. We then use MDT = h MSL − N TG (geoid height at the tide gauge) to obtain geodetic MDT at the tide gauge.
Distances from GNSS benchmarks to the tide gauges are shown in "Appendix 2" ( Filmer et al. (2014b) found Class LC levelling in the Australian National Levelling Network (ANLN) to have a standard deviation of ∼5 √ d mm from variance component estimation, so if this is propagated over 5 km, we estimate that the maximum error from the levelling connection will be ∼11 mm, but ∼5 mm on average (see Sect. 2.6 for an error estimate of geodetic MDT at tide gauges).
Ocean approaches (c and d)
The CARS2009 (Commonwealth Scientific and Industrial Research Organisation (CSIRO) Atlas of Regional Seas; Dunn and Ridgway 2002; Ridgway et al. 2002) (Fig. 1) . To determine the MDT value at the tide gauges, CARS2009 data were re-gridded using the Generic Mapping Tools (GMT; Wessel et al. 2013 ) surface routine of Smith and Wessel (1990) , so that the CARS2009 MDT could be extrapolated to the coast. Bicubic interpolation from this extended grid was used to give CARS2009 MDT at each tide gauge's latitude and longitude. The epoch of CARS cannot be clearly defined, as it was computed from ocean observations over the past 50 years, although weighted towards the larger amount of observations from the past two decades.
Each of the 13 numerical ocean models (class d; TUM13 (Fecher et al. 2015) supplemented to degree 2190 using EGM2008, as per Hughes et al. (2015) and Woodworth et al. (2012 Woodworth et al. ( , 2015 (c) Observations of currents, temperature and salinity The spatial resolution given in (b) refers to that of the corresponding geoid model lations and data sources, there do remain some elements of commonality. None of the models include tides or waves, and there may be common errors in the meteorological forcing fields (though these come from a variety of different sources). The ocean model MDTs were computed at the tide gauge location using the method described for the DTU10MSS minus TUM13 MDT (Sect. 2.2). We include a large number of ocean models in the study so that each can be tested and evaluated in the variable conditions encountered at the different tide gauge locations around Australia. This avoids the risk of discarding some models prior to testing, that may otherwise perform well in these differing locations, and illustrates the range of behaviours found among different kinds of model.
Combined geodetic-ocean MDT model (e)
Combined geodetic-ocean MDT models take a first estimate of MDT by subtracting a geoid model from an altimetric MSS. This first estimate is then adjusted by the introduction of ocean observations (e.g. Rio and Hernandez 2004; Rio et al. 2011; Maximenko et al. 2009 ). The combined geodetic-ocean MDT model referred to herein as AVISO is a 2014 reprocessing of the CNES-CLS13 MDT of Rio et al. (2014) . It combines the CNES_CS11 global MSS (Schaeffer et al. 2012 ) from altimetry, the EGM-DIR R4 geoid model (Bruinsma et al. 2013) , and in situ ocean observations to determine the short-wavelength MDT (Rio et al. 2014 
MDT errors at Australian tide gauges
The uncertainty associated with the determination of the model MDTs at tide gauges must be considered. Firstly, the tide gauge location is only given to the nearest 1 arc-min (implying an uncertainty of ± 30 arc s, or ∼0.8 km at 25 • S, which is approximately the mean latitude for Australia). This means that the location of the geoid heights, ocean models and altimetric geodetic MDT can only be estimated within the tide gauge location uncertainty. Thus, any large changes in the MDT value within this region may propagate into the MDT comparison at the tide gauge location. Featherstone and Filmer (2012) tested the variation of the interpolated CARS2009 MDT within a ∼1 km radius of the same tide gauges used here, finding the maximum error to be no more than a few cm. The MDT models in Table 1 are of various spatial resolutions, ranging from 1 arc-degree (∼100 km at 25 • S) to 1/12 of an arc-degree (∼8 km at 25 • S), so that each grid value represents a larger spatial scale than sea level recorded at the tide gauge location. The result of this is that the MDT model value computed at the tide gauge may only be representative of the open ocean at some distance away from the tide gauge.
It is difficult to quantify this error as none of the MDT models are accompanied by formally propagated error estimates. However, the comparisons conducted in Sect. 3 do go some way to providing upper and lower bounds. Previous studies around Australia Filmer 2014 ) and in other regions Hughes et al. 2015; Lin et al. 2015; Ophaug et al. 2015; Higginson et al. 2015; Mazloff et al. 2014; Idžanović et al. 2017) found standard deviation (SD) of differences among MDT models ranging from ∼± 30 mm to ∼± 80 mm. The resolution-induced (omission) errors discussed above are subsumed within these SDs, but will vary depending on the spatial resolution of the different models (Table 1) . Additional guidance can be taken from Vinogradov and Ponte (2011) , who found an RMS difference in MSS of ∼±20 mm to 40 mm among 15 Australian tide gauges and adjacent altimetry estimates (∼80 km from the tide gauge) in a global study on interannual MSL variability.
A further indication of MDT error comes from Filmer et al. (2014b) , where a combined least-squares adjustment of heterogeneous height information (levelling, ellipsoidal h and geoid N , MSL and MDT at tide gauges) for Australia was conducted. Using variance component estimation (VCE), the SD of the combined MSL and MDT constraint was ±82 mm, with the VCE uncertainty ±13 mm, based on the equations of Teunissen and Amiri-Simkooei (2008) . The MSL values used were those observed at tide gauges during 1966-1968 (for the definition of the Australian Height Datum; AHD; Roelse et al. 1971) , while CARS2009 provided the MDT component. Using average MSL variability over 5 years ("Appendix 1") as a guide, the MSL error contribution for the 3-year average MSL may be ∼± 20 mm to 40 mm, suggesting the CARS2009 component of this combined error to be ∼± 50 mm.
The CARS2009 climatology is more susceptible to coastocean decoupling than some other ocean MDTs because it consists of steric sea level information referenced to 2000 m depth in the open ocean (cf. Bingham and Hughes 2012) . Thus, CARS2009 requires extrapolation from some way offshore across the broad continental shelf of northern Australia to the coast (see Fig. 5a in Featherstone and Filmer 2012) , and does not account for shallow water and barotropic processes in regions such as the Gulf of Carpentaria (Fig. 1) .
We conclude this section with an approximate error estimate for geodetic MDT at tide gauges. The levelling error for the average distance from the GNSS site to the tide gauge (1.1 km; from Sect. 2.3) is ∼ ± 5 mm. The average of the SD from the 32 processed GNSS heights is ±16 mm [from Table 8 ; SD from the processing scaled by 10 (Rothacher 2002) ], which we use as a proxy for the estimated uncertainty. The error from the geoid models is estimated as ∼±70 mm (see Fig. 7 in Sect. 4 of this paper; Pavlis et al. 2012 ) at the tide gauges, and the relative geoid difference error from GNSS site to the tide gauge (maximum 5 km, but mostly <1 km) may be ∼±20 mm. If we consider the MSL error to be ∼ ± 20 mm (including residual nodal tide), we can use linear error propagation (assuming independence) to cautiously estimate an uncertainty for the geodetic tide gauge MDT of ∼ ± 92 mm. The empirical estimates from other studies described in this subsection suggest the ocean model MDT error to be ∼±50 mm. This is qualified by variability among the different contributing error sources at different locations.
Results
A comparison is made at 32 Australian tide gauges (Fig. 1) among (a) DTU10MSS minus TUM13 geoid, (b) three tide gauge MSL minus gravimetric geoid models, (c) CARS2009, (d) 13 numerical ocean model MDTs, comprising seven IOM (d1) and six NIOM (d2), and (e) the AVISO combined geodetic-ocean MDT (Table 1) . Firstly, we present results comparing all MDTs, describing the general behaviour of the coastal MDT around Australia.
Australian coastal MDT
To evaluate relative differences among the coastal MDT profiles for visual comparison in Figs. 2, 3, 4 and 5, the mean value (for all 32 tide gauges) for all of the 13 ocean models was computed (as a proxy for a regional mean), to which all MDTs were referenced. This also highlights the MDT variability at different tide gauges with respect to a mean value, which would be needed for VDU of the Australian continent. As a guide to possible outliers, the mean and SD of all MDTs for each tide gauge were computed. To avoid biased SDs at tide gauges with large differences among MDTs (e.g. tide gauges #18 and #20 in Fig. 2 ), the mean of the SDs for all tide gauges was computed (±46 mm) as a proxy for the unknown error. Assuming a normal distribution, this mean SD was then scaled to the 99% confidence level (factor of 2.58) for all tide gauges (±118 mm). This is used as a proxy to identify "outliers" or anomalies relative to the mean value for MDT at each tide gauge. Figures 2, 3, 4 and 5 show the 99% confidence bounds as black dotted lines so that MDT values on, or outside, these bounds can be interrogated further. Note that MDT differences between tide gauge pairs are used for statistical analysis in Tables 2, 3 and 4.
There is broad agreement among all MDTs (Fig. 2) , but with differences reaching ∼200 mm at some tide gauges. There is a general increase in MDT from tide gauge #1 (BURN; Fig. 1 ) on the island of Tasmania, increasing ∼100 mm along the south coast of Australia to tide gauge #8 (THEV), and a further ∼100 mm to tide gauge #10 (ALBA), near the south west corner of Australia. This increase between THEV and ALBA may be due to the Leeuwin Current moving closer to shore around the south western coast, so that the signal is observed at the tide gauges, before moving further offshore as it crosses the Great Australian Bight (cf. Ridgway and Condie 2004; Ridgway and Godfrey 2015) .
MDT increases steeply along the west coast from #10 (ALBA) to #15 (EXMO), before increasing more slowly to Tide gauges
#21 (DARW). The steep, large-scale slope, of about 2×10 −7 , is significantly larger than that observed along other oceanic eastern boundaries, where (excepting the Strait of Gibraltar, which is not a true boundary) slopes are at most about 1 × 10 −7 . Between EXMO and DARW, significant features are two 'spikes' of up to ∼200 mm for the tide gauge geodetic MDT (using AGQG2009, EGM2008, and TUM13 + EGM2008 geoids) that appear at #18 (PHED) and #20 (WYND). Neither indicates any correlation with the ocean models, although the DTU10MSS minus TUM13 MDT does replicate this feature at WYND. All are on or outside the 99% confidence bound in Fig. 2 . This is discussed further in Sects. 3.3 and 4. Tide gauges #22 (KARU) and #23 (WEIP) are situated in the Gulf of Carpentaria, and show a drop of ∼100 mm from DARW. MDT climbs (∼200 mm inferred by most ocean models) from #23 (WEIP) to #24 (CAIR), which is on the eastern side of the Torres Strait (Fig. 1) . Wolanski et al. (2013) suggest that net east-west flow through the Torres Strait (connecting the Gulf of Carpentaria and the Coral Sea) is negligible, but that a wind-driven increase in MSL on the Coral Sea side is countered by an opposing wind-driven effect causing lower sea level on the Gulf of Carpentaria side of the Torres Strait. This provides some explanation for the apparently large gradient between WEIP and CAIR shown in Fig. 2 . The very shallow Torres Strait (<20 m; Wolanski et al. 2013 ) provides a significant barrier to the flow of water, allowing a difference in MDT to be maintained.
MDT decreases along the east coast of Australia (cf. Hamon and Greig 1972; Mitchell 1975 ) to #30 (NEWC), after which a jump appears from #30 to #31 (PKEM). The East Australian Current (EAC) runs along the east coast of Australia, but the jump (varying magnitude) for all MDTs at PKEM suggests that the EAC reaches the coast at this point (cf. Ridgway and Dunn 2003) . Ridgway (2007) suggests that there have been long-term variations in the EAC, in addition to seasonal variations, which may contribute to the variable results among the MDTs. South of PKEM, MDT decreases sharply to #32 (SBAY) on the east coast of Tasmania. These steep slopes along the oceanic western boundary are consistent with those seen along the Atlantic western boundary .
To compare MDTs statistically, we use the ocean model MDT (d) inferred sea slope differences MDT OM TG between all combinations of tide gauge pairs (496 differences for 32 tide gauges). These are then subtracted from the difference of the corresponding tide gauge pair for (1) the mean of all other non-numerical ocean model MDT (classes a, b, c, e)
MDT MNOM TG , which is assumed representative of a group of semi-independent MDTs; (2) CARS2009 (c) MDT CARS TG shown by Featherstone and Filmer (2012) to be the most effective MDT to account for the tilt in the AHD; and (3) AVISO (e) MDT A TG which is based on a recent combined ocean-geodetic MDT. The statistics in Tables 2 and  3 among all combinations of tide gauge pairs. The sea slope differences between tide gauges are used in this instance because they provide more robust statistics than using an arbitrary mean (used for plotting in Figs. 2, 3, 4, 5) . However, using all MDT differences between tide gauges may tend to overestimate the SD if there are large errors in one or more of the MDTs compared. Table 2 contains comparisons for the IOMs (d1) and Table 3 the NIOMs (d2), demonstrating which ocean model shows best agreement with the MDT used here as 'control data' in (1), (2) and (3). For comparisons with (1), all values for tide gauges PHED, WYND and PLIN are removed to avoid the spikes in the geodetic MDT (a) and (b) introducing a bias into these SDs, while all 32 tide gauges are used in the comparisons with CARS2009 and AVISO, as these do not have obvious spikes in Fig. 2 .
The statistical comparison (Tables 2 and 3) to the mean of all non-numerical ocean model MDTs (a, b c, e) indicates the closest agreement with SODA (SD ±44 mm), NEMO12a (SD ±52 mm), ECCO2 (SD ±53 mm), and NEMO-UoR (SD ±53 mm). SODA also had the smallest range (224 mm). When compared to CARS2009, NEMO12a has the lowest SD (±62 mm), followed by SODA (SD ±66 mm) and ECCO2 (SD ±68 mm). LIVS, LIVC (IOM) and ECCO-G (NIOM) show largest SD and ranges for both comparisons and are indicated as 'outliers' in Figs. 3 and 4. The overall larger differences with CARS2009 appear to be exacerbated by large slope differences across the Gulf of Carpentaria (discussed in Sect. 3.2).
SODA has the lowest SD (±47 mm) and range in the comparison with AVISO, while ECCO-G has the largest SD and maximum differences, which seems to be consistent across all comparisons. The SD of differences between the mean of seven IOM and six NIOM (Fig. 2) at all 32 tide gauges was ±22 mm (maximum difference 56 mm, minimum −65 mm), indicating general agreement between these two classes. The mean IOM (d1) and mean NIOM (d2) had a SD of differences from the mean of all non-numerical ocean model MDT (a, b, c, e) of ±57 mm (maximum 183 mm, minimum −154 mm) and ±53 mm (maximum 163 mm, minimum −145 mm), respectively. 
Comparison among ocean models (d), CARS2009 (c) and AVISO (e)
All IOM (d1) and NIOM (d2) are plotted separately in Figs. 3 and 4. CARS2009 (c) and the combined geodetic-ocean MDT AVISO (e) are included for comparison. LIVS shows a jump at #6 (PSVC), which is situated in a narrow gulf region ( Fig. 1 ; see Fig. 8 later) , and which may be explained by the coarser spatial resolution of LIVS (Table 1) . There is relatively large divergence among all ocean models for the north Australian tide gauges, most noticeably at #22 (KARU) and #23 (WEIP) in the Gulf of Carpentaria. This region hosts large spatial and temporal variations in sea level, which are largely weather-driven. For example, Forbes and Church (1983) found a 0.75 m annual range of MSL at the Karumba tide gauge (south east corner of the Gulf of Carpentaria; Fig. 1; #22 KARU ). An annual periodic sea level amplitude of ∼0.4 m in the Gulf of Carpentaria was reported by Tregoning et al. (2008) from tide gauge observations and GRACE mass variations. Monsoon winds are the primary cause of this large annual sea level range.
CARS2009 shows as an anomaly in the Gulf of Carpentaria (Figs. 3 and 4) , outside 99% confidence at #23 (WEIP), which appears to be reflected in the statistics in Tables 2 and  3 . This is because the shallow seas in the Gulf of Carpentaria do not permit a reference depth of 2000 m and there is consequently no CARS2009 data in this region (cf. Fig. 5a in Featherstone and Filmer 2012) . The agreement among tide gauge MSL minus AGQG2009, AVISO and several ocean models in the Gulf of Carpentaria suggests that CARS2009 does not represent MDT well in this region. Most ocean models agree with AVISO in this region (KARU and WEIP), although LIVS, LIVC (d1), ECCO-G and ECCO4r2 (d2) differ from AVISO but are outside the 99% confidence bound. Tide gauges 
MDT (m)
Tide gauges ECCO4r2 is also close to the 99% confidence bound between tide gauge #9 (ESPE) and tide gauge #13 (GERA). Both LIVC and ECCO-G have a closed barrier across the Torres Strait (Table 1) , which may account for the exaggerated gradient, especially in ECCO-G.
From Fig. 3 , SODA appears to give a typical result. The low SDs for SODA seen in Tables 2 and 3 are therefore not the result of capturing particular features that are missed by other models. Overall, the comparisons suggest that higher model resolution helps, so the low SD of SODA may reflect a better balance between higher resolution than most assimi-lating models, and a less demanding assimilation method. By comparison, ECCO2 often also produces low SDs and has similar resolution to SODA, but uses an assimilation method that reduces the detailed impact of high-resolution data.
Altimetry (a) and tide gauge (b) geodetic MDTs
We compare altimetric geodetic MDT (a) and tide gauge geodetic MDT (b) with ocean models SODA, (d1) and ECCO2 (d2). These two ocean models are chosen for reference because they show the smallest SDs in the intermodel comparisons (∼±50 mm) in Sect. 3.2 (Tables 2 and 3) . The statistical analysis shown in Table 4 is computed using MDTinferred sea slope differences between tide gauge pairs (as per Tables 2 and 3) from 29 tide gauges, providing 406 pairs. Tide gauges at PLIN, PHED, and WYND are excluded from the comparison with geodetic MDT, as per comparison (1) in Tables 2 and 3 .
The DTU10MSS minus TUM13 (a) in Fig. 5 (also see Table 4 ) shows broad agreement with the SODA and ECCO2 ocean models (d) for most of the Australian tide gauges, but exhibits large differences at several locations. A ∼150 mm drop at #6 (PSVC) may be due to the peninsular and island geography of this region (see Fig. 8 later) , causing altimetry errors in DTU10MSS. This is only inferred because tide gauge MSL minus TUM13 + EGM2008 agrees with other geodetic and ocean MDT at this tide gauge (see Sect. 4). This difference is due to an error in the coastal altimetry originating from the FES2014 tide model used in this region (Andersen pers. comm. 2017) . A ∼150 mm spike is at #20 (WYND), but this tide gauge is located in an estuary some 40 km from the coast, which is in a gulf and so a further 30 km from the open ocean (see Fig. 9 later) . DTU10MSS minus TUM13 does not follow the ∼100 mm drop in the Gulf of Carpentaria suggested by the two ocean models and AVISO, but agrees more closely with CARS2009 through this region.
Tide gauge MSL minus AGQG2009 and tide gauge MSL minus EGM2008 geodetic MDTs (b) generally agree ( Fig. 5 ; Table 4), with the two largest differences at LORN (#3; 96 mm) and PKEM (#31; 78 mm), but neither of these are outside the 99% confidence bound. This agreement between AGQG2009 and EGM2008 (±47 mm SD of differences between 406 tide gauge pairs) is expected as both models use the same altimeter-derived gravity data and similar land gravity data (Featherstone et al. 2011; Pavlis et al. 2012 Pavlis et al. , 2013 . There are spikes at tide gauges #7 (PLIN), #18 (PHED), #20 (WYND) and #26 (MACK) compared to the ocean approach, and, in some cases, the altimetric geodetic MDTs. These will be investigated further in Sect. 4.
TUM13 + EGM2008 shows the largest overall differences of the tide gauge MDTs, based on the statistics in Table 4 . The SD of differences with SODA and ECCO2 are ∼ ± 122 mm with maximum and minimum differences ∼ + 380 and ∼ − 470 mm, respectively. A large drop also appears at #29 (BRIS) for the TUM13 + EGM2008 MDT, which appears to be an error in the TUM13 + EGM2008 geoid, as this is not seen in the EGM2008 and AGQG2009 All statistics are computed from MDT-inferred sea slope differences between tide gauge pairs as defined in the text tide gauge geodetic MDTs. This is confirmed by a direct comparison among these three geoid models at BRIS, where EGM2008 is + 0.016 m compared to AGQG2009, but TUM13 + EGM2008 is − 0.301 m compared to AGQG2009. This is an example of using the ocean model MDT as a diagnostic to identify possible coastal geoid errors.
Discussion of Australian MDT profiles
Acknowledging a bias towards the more numerous ocean models in the mean of all MDTs at each tide gauge, we examine 'outliers' (or anomalies) that are outside of the 99% confidence bound (Sect. 3.1). This is important in the context of direct VDU using tide gauges, because using a large number of tide gauge constraints will contribute to a more robust solution (e.g. Filmer et al. 2014b; Amjadiparvar et al. 2016) , so that omitting tide gauges with large MDT errors reduces the number of tide gauges available for VDU. Conversely, the inclusion of MDTs containing large errors may bias the results. The following investigation into large MDT errors also contributes to the assessment and validation of the different MDTs tested. Figure 5 suggests some outliers in the AGQG2009, EGM2008 and TUM13 + EGM2008 tide gauge geodetic MDTs. Specifically, tide gauges #7 (PLIN), #18 (PHED), #20(WYND) and #26 (MACK) all show large (∼150-200 mm) and consistent MDT differences from the ocean models, and are on or outside the 99% confidence bound.
The difference at #29 (BRIS) has already been isolated to TUM13 + EGM2008 (Sect. 3.3). Tide gauge #6 (PSVC) shows that DTU10MSS minus TUM13 + EGM2008 is also outside the 99% confidence bounds.
Several possible causes for the differences at these tide gauges can be categorised as:
1. There are errors in all the ocean models, AVISO, and CARS2009, so that the tide gauge MSL minus geoid models are a correct representation of MDT; 2. The ocean models, AVISO and CARS2009 correctly represent MDT, but the geoid models (and DTU10MSS at PSVC) contain errors at the coast; 3. None of the ocean models, AVISO, CARS2009 and the geoid and MSS models contain large errors, but there is an error in the connection between the GNSS site and the tide gauge, or an undetected datum offset at the tide gauge. An error in the tide gauge connection, or relative geoid height (Sects. 2.3, 2.6) would affect all tide gauge geodetic MDT at that location, but the most notable outliers of this type (PLIN, PHED and WYND) are all <700 m from the tide gauge to the GNSS site.
It is also plausible that there is a decoupling between the sea surface offshore where sensed by altimetry, or modelled by the ocean approach, and the MSL observations at the tide gauges. However, Vinogradov and Ponte (2011) indicate that these differences were <40 mm for these regions, so we discount this as a cause of the outliers (>118 mm). In particular, we investigate the likelihood of possible causes (1) and (2) in the following. Considering (1), the ocean models, AVISO and CARS 2009, are sufficiently independent that it is unlikely that they would all be in good agreement at these four tide gauges, yet all be in error by the same magnitude. With the exception of WYND, and perhaps PLIN (see later), these tide gauge locations do not show complex coastal geography that may induce large magnitude MDT variations between the coastal and open ocean as indicated by the ocean models, AVISO and CARS2009. Hence, (1) seems to be a less likely cause of the larger differences at these tide gauges, and is therefore discounted.
The possibility of cause (2), concerning geoid errors at the coast, requires a more complex discussion. All gravimetric geoid models used to compute the geodetic MDTs have used largely the same altimeter-derived marine gravity anomalies in the coastal zone. Land gravity anomaly errors can also contaminate the geodetic MDTs, but this is less plausible than errors coming from the coastal altimeter data. AGQG2009 and EGM2008 both use DNSC08GRAV (Andersen et al. 2010) at 5-and 1-arc-min resolutions, respectively, and TUM13 uses DTU10GRAV at 15-arc-min resolution. Satellite altimetry is known to be poor in the coastal zone (e.g. Vignudelli et al. 2011) , so affects the geodetic MDTs in two ways: (1) altimeter minus geoid MDTs will be affected by errors in both the altimetry MSS and the altimeter-derived gravity anomalies used in the gravimetric geoid model, and (2) tide gauge MSL minus geoid MDTs will be affected by the geoid model computed from altimeter-derived gravity anomalies. In (1), however, correlated errors may cancel so any biases may not be so apparent. This is an example of the inseparability problem, but a combination of ocean models and combined MDTs may infer whether tide gauge MDT are contaminated by geoid and/or MSS errors. The DTU10MSS error grid (Fig. 6 ) demonstrates larger errors from altimetry MSS in the Australian coastal zone (cf. Deng et al. 2002; Claessens 2012; Idris et al. 2014) , when compared to the open ocean. These are not formally propagated errors, instead coming from the least-squares prediction used to generate the MSS grid. EGM2008 is accompanied by a 5 × 5 arc-min geoid error grid (http://earth-info.nga. mil/GandG/wgs84/gravitymod/egm2008/egm08_error.html) computed using the methods of Pavlis and Saleh (2005) . Tide gauge EGM2008 DTU10MSS Fig. 7 Error estimates (metres) at tide gauges for DTU10MSS and EGM2008. This figure plotted from data downloaded from http:// earth-info.nga.mil/GandG/wgs84/gravitymod/egm2008/egm08_error. html and http://www.space.dtu.dk/english/Research/Scientific_data_ and_models/downloaddata Figure 7 shows error estimates for DTU10MSS and EGM2008 at the tide gauge locations, neither of which indicate errors of >70 mm in magnitude nor provide an explanation for the spikes in Fig. 5 . This suggests that either the EGM2008 and DTU10MSS error grids are optimistic in some coastal regions, or that the geoid and/or altimetric MSS are not the primary cause of the differences to the ocean model MDTs. No error grids are available for DNSC2008GRAV or DTU10GRAV, so we use the V23.1 marine gravity error grid (ftp://topex.ucsd.edu/pub/global_ grav_1min/; Sandwell et al. 2014 ) as a proxy (Figs. 8, 9, 10 ) to investigate possible geoid errors, but with the caveat emptor that we were unable to locate documentation on how this error grid was developed. Figure 5 shows a ∼150 mm difference for DTU10MSS minus TUM13 at #6 (PSVC), which is beyond the 99% confidence bound. Figure 8 does not show a large marine gravity anomaly error at this tide gauge, indicating an error in the DTU10MSS rather than the geoid, supported by good agreement (Fig. 5) for the AGQG2009 and EGM2008 tide gauge MDT with the ocean models at PSVC. As stated earlier, this difference has been confirmed as being attributed to an erroneous tide model used in DTU10MSS, but it offers support to the diagnostic method used here in that the difference could be correctly isolated to DTU10MSS.
Tide gauge #7 (PLIN) shows a large difference (∼200 mm) for all tide gauge geodetic MDTs in Fig. 5 , and this does correlate with a gravity anomaly error of >20 mGal in Fig. 8 , suggesting that altimetry gravity anomaly errors may have propagated into the geoid model at this location. DTU10MSS minus TUM13 indicates agreement with the ocean models, AVISO and CARS2009 (Fig. 5) , again suggesting errors in the geoid models. Comparison among TUM13 + EGM2008, EGM2008, and AGQG2009 indicates differences <50 mm, so we infer that DNSC08GRAV and DTU10GRAV gravity anomalies used in these geoid models may contain errors at this location.
Differences of up to ∼200 mm are shown for tide gauge geodetic MDT at #18 (PHED) and #20 (WYND) in Fig. 5 (cf. Claessens 2012) and are outside the 99% confidence bound. Figure 9 indicates the estuarine location of WYND and gravity anomaly errors of >±20 mGal. The WYND tide gauge is ∼70 km from the open ocean, so that these large differences can most likely be attributed to this site not being representative of the coastal MDT. As such, it will not be investigated further and should be excluded from any attempts at VDU.
PHED is slightly enigmatic, as it does not appear to be an area with large gravity anomaly errors (Fig. 9) , and is also open to the ocean so that the ocean models should not be decoupled from the tide gauge location as appears to be the case for WYND. It seems oceanographically implausible that the MDT would increase 200 mm from KBAY to PHED, then back down 200 mm at BROO, as indicated by the tide gauge MSL geodetic MDT in Fig. 5 . This supports the proposition of an error in the tide gauge geodetic MDT, pointing to the tide gauge levelling connection to the GNSS site, as per possible cause (3), also based on the lack of supporting evidence for a geoid error (Fig. 9) . "Appendix 2" shows that the PHED tide gauge is only 279 m from the GNSS site, so that the difference in geoid height should not be large, and levelling errors should be small. The likelihood is that there may be an unidentified datum offset between the tide gauge and GNSS site, but cannot be separated from a possible geoid error without additional information, such as airborne gravity at the coast to test the short wavelength omission errors in the geoid models (e.g. McAdoo et al. 2013 ). Although relevelling is preferable, this is a remote site with large surveying costs attached so that reobservation in the near future is unlikely. On the north east coast, #26 (MACK) in Fig. 5 shows tide gauge MSL minus AGQG2009 and tide gauge MSL minus EGM2008 are beyond the 99% bound, but with tide gauge MSL minus TUM13 + EGM2008 within the 99% bound. The difference between tide gauge MSL minus TUM13 + EGM2008 and the other two tide gauge MSL minus MDT is ∼100 mm. Direct comparison among these geoid models (EGM2008 is + 0.036, and TUM + EGM2008 + 0.117 to AGQG2009, respectively) confirms that this difference is due to the geoid models, indicating an error in EGM2008 and AGQG2009 at MACK. Marine gravity anomaly errors of ∼10 mGal are indicated in Fig. 10 surrounding MACK, reinforcing the likelihood of geoid model error.
Figure 10 also shows marine gravity anomaly errors of ∼20 mGal surrounding #29(BRIS), although this appears only to manifest in the tide gauge geodetic MDT using TUM13 + EGM2008, and not AGQG2009 and EGM2008. This may relate to an error in the TUM13 component of the extended TUM13 + EGM2008 geoid at this site. DTU10MSS minus TUM13 does not show this large difference at BRIS, but instead agrees with AVISO. Both of these MDT are close to the 99% confidence bound, suggesting that a correlated altimetry error, and possibly coastal filtering (or simply geographical separation) has cancelled or removed the possible geoid error from the altimetric geodetic MDT. Apart from tide gauge TUM13 + EGM2008, all other MDT agree within ∼100 mm at BRIS.
The available evidence infers that PLIN and MACK may be geoid errors (cause 2), while PHED suggests an error in the tide gauge to GNSS levelling connection (cause 3). BRIS suggests an error in TUM13 geoid at this location (cause 2, but affecting only TUM13 + EGM2008). There is insufficient information for this to be conclusive however, demonstrating the need for coastal error estimates in both the ocean data and geodetic data used in the MDT models.
Finally, our values are comparable to estimates from, e.g. Ophaug et al. (2015) and Idžanović et al. (2017) along the Norwegian coast and Lin et al. (2015) along the Pacific coasts of Japan and North America. Although there may be correlation among some of the ocean models, they generally appear to provide errors of a similar magnitude, or less, than those from the geoid models at the tide gauge loca- tions (Fig. 5) . This is to say that the results for Australia appear to be representative of elsewhere, so indicative of the level of VDU achievable from geodetic and oceanographic approaches globally.
Comparison to levelling
As a final test of the MDT models' utility for VDU, we compare relative MDT differences with levelled height differences from the Australian National Levelling Network (ANLN) for selected tide gauge pairs ( are the levelling and MDT height differences, respectively, between each tide gauge pair. This is a direct comparison between the levelling and MDTs and is analogous to the analysis conducted for statistics presented in Tables 2, 3 and 4. This is essentially a comparison between two of Rummel's (2001) methods for LVD unification: (1) geodetic levelling among LVDs within one landmass, and (2) oceanographic levelling connecting tide gauges. The ANLN data were used for the realisation of the AHD, but have received updates and corrections since (e.g. Morgan 1992; Featherstone and Filmer 2012) . We use a minimally constrained least-squares adjustment (MCLSA of the ANLN, arbitrarily fixed to the Table 5 Tide gauge pairs used to test MDTs with levelled height differences (see Fig. 1 Geodesic distances between tide gauges were computed using the inverse method of Vincenty (1975) single tide gauge ALBA, with normal corrections applied to the levelling observations (Filmer et al. 2010 (Filmer et al. , 2014a . The ANLN levelling to tide gauges refers to MSL in the period 1966-1968, so is a different epoch to the MDTs. The number of tide gauge pairs that can be used is limited because of (1) distortions in the ANLN resulting from sys- Table 6 Descriptive statistics for differences between levelled height differences and MDT differences for tide gauge pairs shown in Table 5 and as defined in the text We use a sample of each MDT class for this comparison: DTU10 MSS minus TUM13 (a), tide gauge MSL minus AGQG2009 and TUM13 + EGM2008 (b), CARS2009 (c), SODA (d1) and ECCO2 (d2), and AVISO (e). Although restricted to a relatively small sample of 11 tide gauge pairs, this provides some validation of earlier findings (and methods), with the SD of the differences indicating similar results to those in Sect. 3. The two ocean models shown have SD of ∼±50 mm or less. The means of NIOM and IOM were also computed (not shown) and had SD of ± 45 and ± 47 mm, respectively. The results in Table 6 indicate that the oceanographic MDT models (c and d) are capable of providing a better VDU than the geodetic or combined MDT models (a, b and e).
Conclusions
Our main aim was to compare geodetic and ocean MDTs with a view to their relative utility for VDU. The many MDT models provide a general description of the spatial variation of MDT around Australia. Most MDTs indicate large sea level gradients across northern Australia, which agree with other studies in this region. A drop of ∼100 mm in the Gulf of Carpentaria (relative to #21 (DARW)) is shown by most ocean models, which increases by ∼200 mm to the eastern side of the Torres Strait. These gradients are not shown by CARS2009, due to the lack of ocean information in these shallow waters.
We have inferred from combinations of the ocean and geodetic MDT data that 'outliers' or anomalies at five Australian tide gauges may be attributable to altimetric MSS errors (PSVC; and later confirmed as coming from a tidal model error), likely gravimetric geoid errors (PLIN, MACK and BRIS), and an uncertain connection between the tide gauge and GNSS site (PHED). However, in the absence of additional independent information, these observations cannot be considered as conclusive proof of being outliers, particularly given the inseparability of altimeter and/or geoid errors in the geodetic MDTs.
It also appears that the error grids for DTU10MSS, EGM2008 and Sandwell et al. (2014) V23.1 are optimistic in some coastal regions. Importantly, the use of independent information from the ocean model MDTs has utility as a diagnostic for the identification of likely errors in the geodetic data. The outlier at WYND is the result of the tide gauge being located in a river, ∼70 km from the open sea, demonstrating this site to be unsuitable for MDT studies or VDU.
To provide more evidence for the errors described, additional information such as airborne gravity over the coast would be needed to improve geoid models in these regions. An upgrade in the levelling connections from GNSS stations to tide gauges around Australia is also required, but this is costly for remote sites. Some connections require assumptions regarding datum offsets from lowest astronomical tide to AHD at some tide gauge sites, which exacerbate the likelihood of erroneous data, given that only AHD heights are provided at the tide gauges and GNSS stations rather than the levelled height difference, which is independent of any datum offset. Additional GNSS observations with reliable ties to Australian tide gauges would also add robustness to further investigations. There are ∼90 Australian RLR tide gauges listed by PSMSL (including the 32 used for this study), so there is scope for more tide gauge data for coastal MDT studies.
Our results indicate error budgets of ∼ ±50 mm for some numerical ocean model MDTs (particularly SODA and ECCO2) at Australian tide gauges (Sect. 3), which is supported by comparisons with levelling for some tide gauge pairs (Sect. 5). Therefore, numerical ocean models appear a viable direct method alternative to the geodetic boundary value or geodetic-only indirect methods for VDU (Rummel 2001) . If this approach is to be taken, it would benefit from formally propagated error grids to accompany the ocean model MDTs.
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Appendix 1: Sensitivity analysis of MSL epochs
Using the 2003-2007 MSL epoch, three out of 32 tide gauge sea level records used have a 1-year gap over the 5-year period, but comparison of MSL values from adjacent tide gauges indicated that the missing year would cause no more than ∼10 mm difference to the 5-year MSL at these sites. Another consideration is that this relatively short epoch may not be representative of long-term MDT in this area, especially in the northern Australian seas where large seasonal and interannual differences in MSL occur (Ridgway and Godfrey 2015; Condie 2011) . In addition, the interannual signal from ENSO (El Niño-Southern Oscillation) contributes to sea level variations (a decrease during El Niño years) at the 50-100 mm level at Australian coasts (Pariwono et al. 1986 ).
To test the sensitivity of tide gauge geodetic MDT to shorter time periods (cf. Coleman et al. 1979) , MSL was computed for different 5-year epochs; 1993-1997, 1998-2002, 2003-2007, and 2007-2011 (the latter with an overlapping year due to the data ending in 2011), and for the 19-year-long period 1993-2011. The 1993-2011 epoch was subtracted, tide gauge by tide gauge, from all 5-year MSL values ( Fig. 11 ; Table 7 ). The 1993-1997 epoch shows MSL for this period below the 19-year average with the mean difference −45 mm, and largest magnitude of −93 mm for tide gauges #20 (WYND) and #22(KARU). There is no data for #15 EXMO as this tide gauge record starts in 1998. During the 1998-2002 epoch, MSL is above the 19-year average, reaching + 61 mm, but mostly around 10 mm to 20 mm. The 2007-2011 epoch is shown to be as much as +71 mm higher than the 1993-2011 MSL, with a mean difference of 40 mm. The largest differences occur across the northwest of Australia and Gulf of Carpentaria for all 5-year epochs (cf. Amin 1993; Forbes and Church 1983; Ridgway and Godfrey 2015; Tregoning et al. 2008) . On the other hand, the south eastern corner of Australia indicated differences of only ∼20 mm for all 5-year epochs compared to the 1993-2011 MSL.
In contrast, the 2003-2007 tide gauge MSL epoch does not differ by more than ∼20 mm for most tide gauges (mean difference − 13 mm), suggesting it is more representative of MSL over the 19 years covering 1993-2011. It is ∼− 30 mm at tide gauges #14 (CARN), #16 (ONSL), and #22 (KARU), reaching ∼ − 50 mm at tide gauge #15 (EXMO), indicative 
Appendix 2: Tide gauge and GNSS information
See Table 8 . Gaps in records (years) are indicated in parenthesis. Data from PSMSL (http://www.psmsl.org/data/obtaining/; Holgate et al. 2013) . Distance (to the nearest meter) from tide gauge to GNSS location computed using Vincenty's inverse solution (Vincenty 1975) . GNSS h and standard deviations are from the processed BERN output (Hu 2009 ). The standard deviations should be scaled by 10 to provide more realistic error estimates (Rothacher 2002) . Three stations marked * were processed using AUSPOS from data provided by Landgate. The standard deviations from these processed heights are scaled to 95% confidence
