Abstract: Recent results in Markov chain Monte Carlo (MCMC) show that a chain based on an unbiased estimator of the likelihood can have a stationary distribution identical to that of a chain based on exact likelihood calculations. In this paper we develop such an estimator for elliptically contoured distributions, a large family of distributions that includes and generalizes the multivariate normal. We then show how this estimator, combined with pseudorandom realizations of an elliptically contoured distribution, can be used to run MCMC in a way that replicates the stationary distribution of a likelihood based chain, but does not require explicit likelihood calculations. Because many elliptically contoured distributions do not have closed form densities, our simulation based approach enables exact MCMC based inference in a range of cases where previously it was impossible.
Introduction
In this paper we show how simulations can be used in lieu of likelihood calculations to derive a Markov chain Monte Carlo (MCMC) algorithm which enables exact posterior sampling of the location and scale parameters for almost the entire class of elliptically contoured distributions (ECDs). This class includes the multivariate normal, but it also includes a number of distributions with no closed form density function. Members of this class are often employed as models of unexplained residual deviation, or "error." The practical application of these distributions is typically restricted to either the normal or the elliptically contoured Student's t, primarily for reasons of analytic convenience. Our method allows tractable analysis to be performed using a much wider range of elliptically contoured distributions, without requiring knowledge about, or even the existence of, a closed form density function.
We assume a Bayesian analysis paradigm, which can be succinctly summarized by the proportionality
relating the posterior f(θ|x) to the product of the likelihood f(x|θ) and the prior f(θ). A number of problems may arise when using equation (1). Analytically, it may be not possible to find a closed form expression for the posterior density. Conjugate distributions may simplify analytic calculations, but insisting on conjugacy severely restricts the choice of distribution. Even when the posterior is known analytically, a major computational difficulty is frequently encountered when θ has more than a few dimensions. In this case simply evaluating the posterior at a representative sample of points can require a prohibitive number of function evaluations (the so-called "curse of dimensionality"). MCMC based inference techniques can potentially address both the analytical and computational difficulties listed. Although MCMC may eliminate the need to find an analytic closed form posterior density, explicitly evaluating the likelihood is still required. If the likelihood function is unknown or intractable then most MCMC methods are inapplicable. This limitation is not unique to MCMC, as an unknown or intractable likelihood will preclude most likelihood based inference methods, almost by definition.
In an attempt to get around the problem of an intractable likelihood Marjoram et al. (2003) introduced "Markov chain Monte Carlo without likelihoods," which was an early MCMC based example of a larger family of methods collectively known as approximate Bayesian computation (ABC). ABC methods come in many forms, but broadly speaking they are applicable to distributions from which one can easily generate pseudorandom realizations despite the unknown or intractable likelihood. Marjoram et al. (2003) showed that accepting proposals when the observed and simulated data are identical enables exact posterior inference. Frequently in practice, however, the probability of an exact match is effectively, if not actually, zero.
Because exact matching tends to be infeasible, two simplifications are typically employed. The first is to reduce the dimension of the data using summary statistics, and the second is to accept proposals when the simulated data is sufficiently "close" to the observed data. In Marjoram et al. (2003) this is implemented by choosing a fixed tolerance ε and accepting proposals whenever the Euclidean distance between simulated and observed summary statistics is smaller than ε; however, calibrating ε in this algorithm can be very difficult. Around the same time, another ABC algorithm, colloquially referred to as ABC regression, was introduced by Beaumont et al. (2002) . Their method, which is not based on MCMC, has proven popular at least in part because there is no need to calibrate the tolerance ε. Rather, ABC regression more heavily weights points that produce simulated data closer to the observed. Often, a very large percentage of the points are assigned a weight of zero, which is analogous to rejecting points based on a quantile cutoff for the simulated distances. The points with non-zero weights are modeled as a function of the corresponding distances. In Beaumont et al. (2002) this model takes the form of a local linear regression based on an Epanechnikov kernel.
In addition to regression and MCMC based methods, ABC algorithms based on sequential Monte Carlo (SMC) techniques have also been developed, beginning with Sisson et al. (2007) . An advantage of SMC methods is they allow for trivial parallelization, which can facilitate speedups of 1-2 orders of magnitude.
The SMC algorithm of Sisson et al. (2007) permits the user to pre-specify a decreasing sequence of tolerances ε i . More recently, techniques for automatically estimating a sequence of tolerances have been developed by Del Moral et al. (2012) and Drovandi and Pettitt (2011) . SMC based approaches have also employed adaptive perturbation kernels to improve efficiency. Early efforts, such as in Beaumont et al. (2009) , employed independent normal perturbation kernels for each parameter component. With each new population, the variance of the kernel is adjusted based on the distribution of the previous populations. Filippi et al. (2013) extended this approach to multivariate normal perturbation kernels, which can account for correlated parameters. Filippi et al. (2013) also consider both globally and locally adaptive kernels, and they derive optimality criteria for balancing the similarity of the kernel to the target with the ABC acceptance rate.
Despite these significant advances in ABC methodology, fundamental questions about the effects of choosing ε≠0, and the use of summary statistics in place of the true data, remain unanswered, see e.g. Robert et al. (2011) . In this paper, we show how pseudorandom realizations from a large family of distributions can be used to calculate an unbiased estimate of the likelihood. When this estimator is combined with recent results in MCMC, it yields a chain that has the same stationary distribution as one based on exact density calculations. Therefore, for these distributions it is possible to perform exact posterior sampling without evaluating the density function. The family of distributions our method is applicable to consists of almost the entire class ECDs. As many distributions in this class do not have closed form densities, our simulation based approach effectively bypasses a major impediment to likelihood based MCMC for this family. Moreover, the density estimator we describe is the same for all distributions in this class, so our algorithm can be applied to many different distributions with minimal modification.
We conclude the paper with two examples. The first is a simple model consisting of correlated bivariate observations. With this model we illustrate three cases, corresponding to three different distributional assumptions. The second example is a nonlinear regression model of the interaction between insulin and glucose in the human metabolism. Using real data, we show that for this model our approach leads to inferences that are almost indistinguishable from the corresponding likelihood based method, while ABC regression leads to posterior inferences that are clearly different from the other two methods. We then introduce a generalized error distribution which can be easily simulated, but which is not amenable to analytic calculations. We also show how this generalized error distribution can be used to test the assumption of normality, and we conclude that, for our data, assuming independent normal errors may not be appropriate.
Elliptically contoured distributions and normal scale mixtures
Historically, the multivariate normal distribution has played a central role in the statistical modeling of a wide range of phenomena. However, in many applications there is substantial empirical evidence strongly suggesting one or more observations will exhibit large deviations from their average values with a far higher probability than a normal model would predict, e.g. Newman (2005) and Clauset et al. (2009) . The definition of ECDs does not imply the existence of moments of any order, so there are members of the family with substantially more mass concentrated in the tails compared to the normal distribution. Thus, for data exhibiting this type of extreme behavior, ECDs with "heavy tails" offer a plausible alternative model.
The existence of a closed form density for an ECD is the exception, not the rule, and our method enables exact posterior sampling for almost the entire family. The crux of our approach is a collection of invariance results which show that, under some conditions, exact results derived for any member of the elliptically contoured family remain valid for every member of the family. For example, the variance ratio underlying the F-test has a sampling distribution which is known exactly for the normal distribution. Kelker (1970) showed that the exact sampling distribution derived in the normal case is also the exact sampling distribution for more general elliptically contoured distributions.
In Kelker (1970) a p-dimensional random vector X is a member of the class of elliptically contoured distributions EC p (μ, Σ, φ) if and only if the characteristic function of X is of the form φ X (t):
, where ψ: [0, ∞)→ℝ. An equivalent, and more intuitive, definition appeared in Cambanis et al. (1981) , which we state under the assumption that Σ is of full rank. A p-dimensional vector X is elliptically contoured if and only if
where U (p) is the uniform distribution on the unit sphere in ℝ p , R is an independent non-negative univariate random variable, and μ∈ℝ p and
are constant. If the mean exists it is equal to μ, and if the variance matrix exists it is proportional to ∑. The notation d = denotes equality in distribution; the derivation of some algebraic properties of this operator can be found in Anderson and Fang (1982) .
A particularly useful subset of the class of ECDs is the class of normal scale mixtures. For our purposes, a random variable X will be called a normal scale mixture if it is defined by
where μ∈ℝ p is constant, Y is a p-dimensional multivariate normal with mean zero and full rank variance matrix Σ, and W is an independent non-negative univariate random variable satisfying P(W = 0) = 0. The model (3) encompasses a wide range of limiting behaviors determined by the distribution of W. As shown by Fang and Zhang (1990) , specific choices of W will result in X having a distribution that is a multivariate generalization of symmetric univariate examples such as Student's t, Laplace (double exponential), or the α-stable distributions. In the case W≡1 the model reduces to a multivariate normal. Gupta et al. (2013, corollary 2.6) give a proof of the fact that the class of ECDs contains the class of normal scale mixtures.
Producing a simulated realization of a normal scale mixture in the general case requires just slightly more computation than the normal case. One simply generates a single realization of W and multiplies that by the independently simulated multivariate normal Y. Despite the ease with which they can be simulated, more often than not the density function of a normal scale mixture cannot be expressed in closed form. This has frequently limited the practical application of these models to cases where a closed form density exists, such as the multivariate Student's t, and precluded the application of other cases, such as the multivariate Laplace and α-stable distributions, which in general do not have closed form density functions.
One of the major reasons ECDs have attracted significant attention is because there are a number of statistics, H(X), whose sampling distribution is invariant for large subsets of X∈EC p . Thus, if the analytical form of the statistic can be derived for any X in the subset, it is immediately known for every X in the subset. In the vast majority of examples this means the analytical form is known in the case X is multivariate normal and then extended to otherwise intractable distributions in EC p . There are numerous ways to establish the invariance of a statistic H(X). A convenient method is given by Fang and Zhang (1990, corollary 2 of theorem 5.1.1) which states any statistic H(X) with the property that
will be invariant for the subset of ECDs that also satisfy the condition P(|XX  | = 0) = 0. This condition will be satisfied when Σ is full rank, P(R = 0) = 0 (or in the normal scale mixture notation P(W = 0) = 0), and n > p.
Univariate normal case
Our basic approach is to search for unbiased estimators of density functions, and then to use these estimators to calculate unbiased density estimates based on simulated samples. Ultimately, we will show how to calculate such an unbiased estimate for almost every elliptically contoured distribution. However, to motivate the method in the general case we will first outline the derivation in the case of data x consisting of a single observation from a univariate normal random variable X∼N(μ, σ 2 ). The density function of X is
where
Given an observed value of x, equation (5) is also the likelihood for the parameters (μ, σ 2 ). The tractability of (5) makes it possible to employ a wide range of likelihood based inference methods for (μ, σ 2 ), and it also means that is is easy to generate large numbers of simulated realizations x i . To use simulated values x i for inference on (μ, σ 2 ) we will build upon a result first demonstrated in Beaumont (2003) , which provided an example illustrating how a MCMC sampler could still have an exact stationary distribution while using an approximation to the true value of the likelihood in the Hastings ratio. Conditions under which exact sampling is possible were thoroughly explored in Andrieu and Roberts (2009) , who termed the approach "pseudo marginal" Monte Carlo calculation. Essentially, a sufficient condition for exact sampling is for the likelihood estimate to be non-negative and unbiased. For a fixed pair (μ, σ 2 ) we can generate a simulated sample 1 { } , n i i x = where the X i are independent random variables each with N(μ, σ 2 ) distribution. If we can use the simulated values to calculate a non-negative and unbiased estimate of (5), we can take advantage of the pseudo marginal framework to perform exact inference on (μ, σ 2 ). In the univariate case, Sathe and Varde (1969) provide the uniform minimum variance unbiased estimate (UMVUE) ˆ( ) f x of a density at a point x based on a sample of size n for a number of distributions, including the normal with unknown mean and variance. Their approach builds on the work of Basu (1964) , which we summarize following the derivation of Shao (2010, chapter 3). Assume we have a sample X = (X 1 , …, X n ) of n independent and identically distributed (iid) random variables X i ∼N(μ, σ 2 ). We begin by choosing an arbitrary index j∈ [1, …, n] and noting the indicator I(X j ≤ x j ) provides an unbiased estimator of the probability P(X j ≤ x j ). In the normal case the statistic T(X) = (X ̅ , S 2 ), with 1
and sufficient for (μ, σ 2 ). By the Rao-Blackwell theorem conditioning on T gives us the UMVUE estimator ( | ) .
can be interpreted as the standardized deviation of any single sample point from the sample mean. It was first considered by Thompson (1935) ; a more extensive discussion appears in Cramér (1946) , who derives the explicit density function
The distribution of Z is independent of both μ and σ 2 , and functions that are independent of the parameters, such as Z(X), are known as ancillary statistics. Because Z(X) is ancillary, by Basu's theorem it is also independent of the statistic T(X). Therefore, we can drop the condition, i.e. 
,
Taking the derivative with respect to x j on both sides of (7) shows the conditional density of X j given X ̅ = x̅
The quantity 1
is a function of a complete and sufficient statistic, and (8) shows it is an unbiased estimator of f X j . Hence, for an iid sample of size n, the UMVUE of a normal density at the point x with (μ, σ 2 ) unknown is
0 f x µ σ = otherwise, and c is the same as in (6).
Because (9) is a non-negative and unbiased estimator of (5), in the pseudo marginal framework it can be used instead of the density function in the Hastings ratio. Substituting (9) for (5) will result in a chain that marginally for (μ, σ 2 ) has the same stationary distribution as one based on the exact likelihood. Therefore, instead of evaluating the density function to run standard MCMC, we present a novel method based on using simulated realizations x i to calculate an unbiased estimate of the likelihood. Our new simulation based MCMC method, which samples from the same stationary distribution as a likelihood based approach, proceeds as follows: 
If the move is not accepted simply return to 2.
Multivariate normal case
The same general approach can also be applied to a multivariate normal distribution. Again we start by assuming we have a single data point x∈ℝ p , an observed value of a p-dimensional multivariate normal random variable X with mean μ and positive definite variance matrix Σ. Generating pseudorandom realizations of X in the multivariate case is a straightforward extension of the univariate case. Specifically, given a sample z of p univariate independent standard normal random variables, a sample from X can be generated by calculating x = μ+Az where AA  = Σ, see e.g. Genz and Bretz (2009) . The matrix A is not unique and, as Genz and Bretz (2009) note, possible choices can be found using eigen, singular value, or Cholesky decompositions of Σ. All three methods are readily available in R. Independent simulated realizations of X can easily be generated in parallel using the R package "rlecuyer" from Sevcikova and Rossini (2012) .
For the multivariate normal, derivations of UMVUE estimators equivalent to (9) can be found in Lumel'skii and Sapozhnikov (1969), Ghurye and Olkin (1969) , and Eaton and Morris (1970) . Following Eaton and Morris (1970) , let X = (X 1 , …, X n ) be a p × n( ≥ p+2) random matrix with uncorrelated columns X i , each of which is p-dimensional N(μ, Σ). We continue to assume that Σ is positive definite. As in the univariate case, their derivation of the multivariate unbiased estimator is predicated on identifying a complete and sufficient statistic T(X), along with an ancillary statistic Z(X) whose distribution can be calculated.
In the multivariate case a complete and sufficient statistic is T(X) = (X ̅ , S), where 1 , T p A G + ∈ Once the statistics T(X) and Z(X) have been identified, the remaining task is to calculate the density of the ancillary statistic Z. The derivation in the multivariate case is similar to the univariate case, and details can be found in Eaton and Morris (1970) . Based on the results of this derivation we see that in the multivariate case the UMVUE of the normal density based on a sample of size n is
The ability to generate pseudorandom samples from a N(μ, Σ) distribution, combined with the unbiasedness of (12), leads immediately to a multivariate extension of the univariate pseudo marginal approach introduced in Algorithm 1. 
As in the univariate case, our new algorithm allows one to sample from the posterior distribution of μ and Σ for a multivariate normal, given observed data x, without evaluating the multivariate normal density function.
Generating the matrix X′ of simulated data in step 2 will be computationally intensive for large values of p. However, as the columns of X are independent, generating the n independent vectors X i can be trivially parallelized, and the Cholesky decomposition of Σ′ need only be calculated once. High performance linear algebra algorithms for large scale distributed computing are an active field of research, and libraries such as PLASMA and MAGMA, described in Agullo et al. (2009) , can perform such decompositions on matrices with tens of thousands of rows. An R interface to these packages is also available, see Smith (2010) . In situations where a sparseness assumption is appropriate for Σ, significant additional computational shortcuts will be possible via specialized algorithms such as CHOLMOD from Chen et al. (2008) .
Elliptically contoured case
In this section we show how the results of Section 4 can be extended to the class of elliptically contoured distributions. This is possible because a small variation of (11) shows that the invariance property of Z(X), defined in (10), remains true for this larger class with minor additional assumptions. Additionally, the statistic T(X) is complete and sufficient for the location and scale parameters of an elliptically contoured distribution. Thus, the derivations leading to the estimator (11) and Algorithm 2 are applicable to any ECD satisfying the necessary conditions to ensure the invariance of Z(X). These conditions are given formally below, but roughly speaking we require a full rank scale matrix Σ, a large enough sample size to estimate Σ, and a scaling variable R that is equal to zero with probability zero.
The matrix X′ generated in step 2 of Algorithm 2 consists of uncorrelated multivariate normal columns, which means it is a matrix elliptically contoured distribution, or X′∼EC p,n (μ′⊗e n , Σ′⊗I n , φ). Just as in the normal case, for elliptically contoured distributions T(X) = (X ̅ , S) is complete and sufficient for (μ, Σ), see for example Fang and Zhang (1990, theorem 4.3.1). To generalize the normal case we also need to know the distribution of the statistic Z(X) in the elliptically contoured case. Similar to the result (11), we can easily check the condition (4) 
We assume Σ has full rank, n > p, and the scaling variable R satisfies P(R = 0) = 0, as in (4). The first equality therefore follows because we can find a square root matrix and using it to transform X into Eaton and Morris (1970) show Z(X) is independent of μ and Σ for the class of multivariate normal distributions. With some minor assumptions Z(X) also satisfies (4), so the distribution of Z(X) is invariant for almost the entire class of elliptically contoured distributions. This invariance property, combined with the result of Fang and Zhang (1990) showing T(X) = (X ̅ , S 2 ) is complete and sufficient for any X∈EC p (μ, Σ, φ), means the result (12) derived from an assumption of normality will hold true for this much larger class. Therefore, Algorithm 2 can be used to generate exact posterior samples from μ and Σ for almost any elliptically contoured distribution.
An important feature of Algorithm 2 is that once the simulated sample data 1 { } n i i x = has been generated, the calculation of the density estimator (12) is exactly the same for every elliptically contoured distribution satisfying the conditions of (4). This means the estimator (12) is robust with respect to distributional assumptions; as long as it is fed simulated data from any of a large class of distributions it will enable exact posterior sampling of the parameters (μ, Σ). Therefore, the only way the implementation of Algorithm 2 ever fundamentally changes is by changing the distribution sampled from to generate the simulated data matrix X′ in step 2.
As discussed in Section 2, sampling from an elliptically contoured distribution is relatively easy, and in the special case of a normal scale mixture even easier still. The primary computation is to simulate a multivariate normal Y; the only other computation required is to generate a single realization of the univariate variable W and multiply that by Y. Therefore, the order of complexity in running Algorithm 2 for any p-dimensional normal scale mixture with parameters (μ, Σ) is the same, and in particular will be equal to the complexity in the p-dimensional normal case.
A simple example
To demonstrate Algorithm 2 we apply it to the simple model X∼EC 2 (μ, Σ, φ), where the data consists of a single bivariate observation 1 . 1 x   =     To facilitate plotting we will restrict our model to two univariate parameters by assuming , ν µ ν   =     where ν∈ℝ, and 1 , 1 σ Σ σ   =     with the restriction −0.9 < σ < 0.9 to ensure Σ is positive definite.
In the plots that follow ν is the "location" parameter and σ is the "scale" parameter, and we consider three different elliptically contoured distributions. These examples are meant to serve two purposes: primarily, the intent is to illustrate the utility of the normal scale mixture representation (3) for elliptically contoured distributions. This representation enables posterior sampling from a wide range of distributions with very minor changes to the implementation. The first two cases simply replicate likelihood based results, while the third illustrates the ease with which our algorithm can produce posterior samples for a distribution with no closed form density, which would be intractable to existing methods. The second purpose of these examples is to illustrate the behavior of our method in practice. Although our simulation based chains possess the same stationary distribution as their likelihood based counterparts, this does not guarantee comparable results in a finite number of steps. The first two cases we consider have closed form densities, so it is straightforward to implement both simulation and likelihood based samplers. We see that, as expected, the two approaches generate very similar results.
In the first example we assume that the distribution of X is multivariate normal. In terms of the representation (3), this corresponds to the case W≡1. As our baseline for comparison we ran a typical likelihood based version of Algorithm 2, using the exact multivariate normal density to calculate the Hastings ratio. The results from this chain are shown in the plot on the left side of Figure 1 . We then ran Algorithm 2, and the results of this run are illustrated in the plot on the right side of Figure 1 . In both cases the prior distributions were ν∼U(−2, 4) and σ∼U(−0.9, 0.9), while the other settings (initial conditions, transition kernels, number of proposals, and sampling frequency) were identical. Our theoretical result is that the two chains will have identical stationary distributions, and Figure 1 demonstrates this result.
The next example is a multivariate elliptical Student's t distribution, with density function given in Kotz and Nadarajah (2004) as
where mean and Σ is not proportional to the variance. As before we first ran a standard likelihood based MCMC sampler using the exact density function (14); the joint parameter sample for this run is shown in the left hand plot of Figure 2 .
Running our simulation based algorithm requires generating a sample of simulated data from the appropriate distribution, in this case Student's t. Kotz and Nadarajah (2004) show that the multivariate elliptical Student's t distribution arises from the model (3) if one sets the scale factor to
where C 2 is chi-squared with v degrees of freedom. In practical terms, this result makes it trivial to modify an implementation of the normal algorithm for the multivariate elliptical Student's t. An implementation of a pseudorandom number generator for the multivariate Student's t based on this scaling factor is available in R via the function rmvt from the "mvtnorm" package by Genz et al. (2014) . Figure 2 again demonstrates the equivalence of our method and the likelihood-based approach.
The last distribution we consider is the multivariate elliptically contoured Laplace distribution. From Kotz et al. (2001) the density function can be expressed as ( )
where 2 ,
is a modified Bessel function of the second kind. For our purposes the most important feature of K v (·) is that it lacks a general closed form expression. This means the multivariate elliptical Laplace density does not in general have a closed form either, and therefore it is not generally possible to perform exact likelihood based MCMC using (15).
To run an approximate version of likelihood based MCMC we used the function dmvl from the R package "LaplacesDemon" developed by Statisticat, LLC (2014) , which uses the results of Wang et al. (2008) to approximate the Laplace density function. The posterior sample generated by running MCMC based on this approximation of the likelihood is shown in the plot on the left of Figure 3 .
For the simulation-based pseudo marginal MCMC we are again able to leverage the representation in terms of normal mixtures expressed in (3). In particular, as noted in Kotz et al. (2001) , the appropriate form for W to generate a sample from an elliptically contoured Laplace distribution is ,
where E is standard exponential with parameter λ = 1. A pseudorandom number generator based on the normal scale mixture representation is implemented by the function rmvl from the package developed by Statisticat, LLC (2014). This function was used to generate the simulated values fed to Algorithm 2, and the results from the simulation based chain are displayed in the plot on the right in Figure 3 .
Although the plots in Figure 3 have the same general location and shape, inspection of the scales reveals the sample based on the approximate density function yields a peak almost twice as tall as the simulation based pseudo marginal sampler. With the taller peak in the left plot comes a more rapid rate of decay as the location parameter deviates from one. In both cases the MAP estimators are roughly the same, but the credible intervals these examples generate, while overlapping, are substantially different. As before all of the MCMC parameters were identical for the two chains. In order to keep the plots legible, for both of these chains the location prior was changed to ν∼U(0, 2). Therefore, not only are these two posterior samples different from each other, they are also significantly different from either a normal or Cauchy distributional assumption, as in Figures 1 and 2. 
A biological example
We now apply our method to a non-linear regression problem arising from a model of the glucose/insulin interaction in the human metabolism, described by Pacini and Bergman (1986) . This model, known as MINMOD, involves three quantities of interest: G(t), I(t), and X(t). The first two are the concentrations of glucose and insulin [respectively] in the bloodstream as functions of time t, while X(t) describes the effect of insulin on net glucose disappearance. These three quantities are related by the differential equations
G b and I b are baseline concentrations, while p 1 , p 2 , p 3 , G ∅ , n, γ, h and I ∅ are parameters. Typically one of G, I is treated as a known input, and in the following example we treat I(t) as such. Simulating the model consists in part of solving equations (16) and (17), and accordingly our interest lies in the posterior distribution of the 4 parameters p 1 , p 2 , p 3 , and G ∅ . The stochastic component of the model arises from the assumption that the glucose measurements are subject to a normally distributed error with mean zero and variance proportional to the true value. That is, at time t the measured value G t = G(t)+ε G(t) .
Three different methods, likelihood based MCMC, our simulation based MCMC, and ABC regression, were used to estimate posteriors for p 1 , p 2 , p 3 , and G ∅ . The data consists of 16 measured time points each for glucose and insulin, previously reported in Watanabe et al. (2007) . For all three methods the prior distributions were p 1 ∼U(0, 2 −1 ), p 2 ∼U(0, 1), p 3 ∼U(0, 10 −2 ), G ∅ ∼U(0, 500), and for the latter two methods an identical number of simulations were performed. The ABC regression implementation was based on R code available from the website of the first author of Beaumont et al. (2002) , which was modified to support multiple parameters. The data was log transformed as suggested in Beaumont et al. (2002) , but no summary statistics were employed, as all 16 glucose observations were used as predictors.
Marginal posterior density estimates based on equal size posterior samples from each of the three methods are shown in estimates that are almost directly on top of one another. On the other hand, the ABC regression posterior estimate (orange) is clearly different from the other two. The concordance between our method and the likelihood based approach corroborates our theoretical results, while using ABC regression for this model illustrates that another recent simulation based approach will yield reasonable, but clearly different, marginal posterior samples.
Generalizing the biological example
The analysis of Section 7 is predicated on assuming the errors are independent and normally distributed. These assumptions, which are standard when performing inference for MINMOD, are made largely for reasons of analytic convenience.
Our method allows us to analyze the model with more flexible error distributions, and here we present one possibility, which is a generalization of the multivariate normal. This distribution includes the normal as a testable special case, which allows the data, rather than assumptions, to determine if a normal error model is appropriate. We note that this is useful not just for this particular example, but for any similar model where the assumption of normality does not have a rigorous justification.
As discussed in Section 4, a standard procedure for generating a pseudorandom multivariate normal sample point is to first generate a vector z of p iid standard normal random variables, which is transformed into a multivariate normal by calculating 1 2 . z µ Σ + Because the multivariate normal is an elliptically contoured distribution, another way to generate a simulated realization is implicitly given by the stochastic rep-
For any elliptically contoured distribution U (p) is distributed uniformly on the surface of the p-dimensional unit sphere. Cambanis et al. (1981) show that if, and only if, R 2 has a chi-square distribution with p degrees of freedom, computing 1 ( ) 2 p R U µ Σ + results in a multivariate normal distribution with mean μ and variance Σ. Based on this result, a natural way to generalize the multivariate normal is to let R 2 have a gamma distribution with shape parameter k and scale parameter 2. If the shape parameter k is equal to , 2 p R 2 is equivalent to a chi-square with df = p, and hence the model reduces to a multivariate normal.
Any other value of k implies the corresponding elliptical distribution is non-normal. Therefore, testing the hypothesis 2 p k = will, in effect, also be testing the assumption of multivariate normality.
When R 2 has a gamma distribution with arbitrary k∈(0, ∞), we are not aware of a general expression for the density function of the random variable
However, generating a simulated realization of a Γ(k, 2) random variable can be accomplished. Therefore, applying our simulation based MCMC method to a model with arbitrary k∈(0, ∞) is a straightforward extension of the normal case. Because k is no longer assumed to be known a priori, we can include it as a parameter in the MCMC to generalize the analysis of Section 7. In Figure 5A the previous, likelihood based, samples of the four MINMOD parameters are drawn as dashed lines. The green lines illustrate the posterior samples arising from the generalized model with R 2 ∼Γ(k, 2), instead of chi-square p. As Figure 5A shows, the generalized model results in posterior samples that are roughly twice as tall, and half as wide, compared to the results based on assuming normality.
Figure 5B is a plot of the posterior sample for the shape parameter k. Because the data consists of p = 16 points, when k = 8 the generalized model is equivalent to the normal model. In Figure 5B the range of the middle 95% of the posterior sample is (1.02, 6.72), and the middle 99% range is (0.89, 8.44 ). These intervals also have an interpretation as a test of the assumption of multivariate normality. The 95% interval does not contain k = 8, while the 99% interval does. Thus, at a 5% level of significance, a null hypothesis of multivariate normality for this data would be rejected, while at a 1% significance level we do not reject the hypothesis of multivariate normality.
Conclusion
We have demonstrated a simulation based MCMC algorithm with a stationary distribution that enables exact posterior sampling of the location and scale parameters for almost the entire class of elliptically contoured distributions. This includes distributions with no closed form density, and therefore our approach enables exact sampling in cases where previously it was not possible. The example of Section 8 demonstrates that even a simple, one parameter extension, of the multivariate normal can quickly lead to analytic obstacles which preclude employing a likelihood based analysis. However, these same cases are easily simulated, and hence easily handled by our method.
An interesting potential application for the methods we have developed arises from the special case of a (block) diagonal variance matrix Σ. In the normal case a variance matrix with a diagonal structure implies the variables are both uncorrelated and independent from one another. The number of parameters in a diagonal variance matrix grows linearly with p, while for an arbitrary variance matrix the number of parameters grows quadratically in p. Thus, in the normal case a large number of variables may make it necessary to impose restrictions on the number of non-independent variables simply to prevent an explosion in the number of non-zero terms in Σ that must be estimated.
For general elliptically contoured distributions a diagonal variance matrix also implies the variables are uncorrelated. However, it is only for the normal distribution that a diagonal variance matrix implies the variables are independent. In the normal case R 2 is a chi-square p random variable. This is the only choice of R 2 which makes uncorrelated and independent equivalent conditions; therefore, a diagonal variance matrix combined with any other choice for R 2 results in a model with uncorrelated, but dependent, variables. The nature of the dependence between the observations is determined by the distribution of R 2 . Thus, the combination of a diagonal matrix Σ and a more general distribution for R 2 , such as the a gamma example of Section 8, makes it possible to model dependencies in the data while simultaneously constraining the variance matrix to be diagonal. The number of parameters associated with the choice of R 2 will always be independent of the dimension of the data, and hence irrelevant to the scaling of the algorithm with respect to the number of observations. The gamma case shows how just one extra parameter can give rise to a distribution which subsumes the normal model. In general R can be almost any non-negative univariate random variable, so this is only one example of a very large number of otherwise intractable densities to which our simulation based MCMC algorithm can be applied for inference.
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