In this study a back-propagation neural network model is designed and its parameters are optimized for prediction of horoscope to identify a person type. Person type is a dynamic system based on the planet system. It is found that the backpropagation neural network is capable to predict the person type by learning planet dataset. The model is trained up to model error (i.e., mean square error) 1.2864E-04 and performs excellent during training and testing process.
INTRODUCTION
System is defined as can be treated as non-linear dynamic system where different values of 'y' are dependent to different values of independent variables . The are the weights are to be adjusted to predict 'y' from inputted values of . In other word are called predictors of the system y. here, y is dynamic and non-linear and depending on values of . Neural network and its training algorithm are basically used to define such system by adjustment of weights during training process. These weights are called trainable weights. In each epoch (iterations) the neural network may minimize the error between actual y's and its predicted values by adjustment of called training process. After training new values of may possibly be given to observe predicted value of y called validation or testing. It observed that weather datasets, stock datasets, financial datasets etc are dynamic system always depending on their predictors (independent variables). And neural network may identify the relationship between depending and independent variables. Thus in recent year many contributors are utilizing neural network for prediction of such system. It is observed that the Back-propagation neural network is sufficiently suitable for prediction of dynamic system as mentioned in the following Table 1 , wherein, 17 different models have been depicted with their contributors. Thus in this study back-propagation neural network is applied for horoscope prediction as well. 
NEURAL NETWORK MODELLING
The structural design of Neural Network includes its primary parameters i.e., Number of input vectors in input layer (n), Number of neurons in hidden layers (p), Learning rate (α), Momentum factor (µ), and sets of biases and learning weights (i.e., w and v) as shown in following Fig. 1 . It is known that, these parameters are dynamic based on input and targeted variables of the network. The identification of optimum values of parameters like n, p, α, and µ is an effort. at the same time as it is known that, without optimization of these parameters, might be reason of the unfortunate presentation. In this section the selection of these parameters and their optimization are discussed in this case. The architecture is shown. 
Optimization of Parameters

Number of input vectors in input layer (n)
Input of the model are 13 in this case i.e., Asce, Sun, Moon, Mars, Mercury, Jupiter, Venus, Saturn, Rahu, Ketu, Urenus, Neptune, Pluto. Look at the Fig. 1 . In this case n =13. 
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Number of output neurons (y)
Single output neuron is used to observe targeted value i.e., type (i.e., Sportsman (2), Lawyer (4), Politician (5), Actor (8), scientist (8) , astrologer (9), singer (6))
Number of hidden layer
For nearly all problems, one hidden layer is enough. Using two hidden layers hardly ever advances the model, and it may introduce a greater hazard of converging to a local minima. There is no theoretical reason for using more than two hidden layers.
Number of neurons in hidden layers (p)
To obtain optimum value of 'p' experiment have been accomplished. Experiment is done with initial weights and biases and with 100 epochs. The minimization of error (i.e., mean square error 'MSE') is observed and tried to identify the minimum mean square error (MSE) with corresponding parameter 'p'. The minimization of error during training period of the system with their corresponding 'p' is given in the following Table 2 and Fig 2. Wherein, it is clear that 30 neurons is optimum in this dataset for which the network error MSE = 3.3237443368085606E-4 is less therefore p = 30 is selected for this study. 
Momentum factor (µ)
The main purpose of the momentum factor (µ) is to accelerate the convergence of error during the training period in the equations (Karmakar et al., 2014) . Table 3 . It is clear that μ = 0.96 is optimum. 
Trained model
At MSE G = 4.76E-04 might be considered as optimum and model might be assumed as fully trained. In this point the model has shown maximum performance. During the training process the trainable weights and biases are updated. At global minima MSE G, the updated weights and biases are shown in the following Table. In point of fact, it might be considered as a trained model and it is ready to suggest future values as target by inputted new independent values. In our case, now geocoordinates (i.e., latitude, longitude, and altitude) unknown station may be inputted to interpolate the mean rainfall.
Performance in training
The performance of the model is training period is depicted in the following Fig 6. It is also visible that the absolute deviation between actual and predicted values are exceptionally small as depicted in the Fig. 7 As a result the model is accepted. 
TESTING
The performance of the model in training period is depicted in the following Table 8 and Fig 8. It is also visible that the mean absolute deviation is exceptionally small (Fig 9) . Thus model is. 
RESULTS AND DISCUSSIONS
In this study Neural Network model was developed for prediction of horoscope in which, 1200 records of different horoscope type were under study. Out of 1200 record type, 1193 records are selected for training and 7 records are selected randomly for testing of the model and following significance results have been found the Identification of architecture of neural network for prediction is complex and some time is sequential nervousness and also absolutely vibrant based on the inputted and independent parameters. In this study we observed that back-propagation neural network is suitable however its architecture is optimized as n = 13, p=30, α= 0.62, µ= 0.96. And found the optimum result with less deviation between actual and predicted values. Model is trained up to the minimal model error MSE = 1.2864E-04. Finally it is also observed that the model is performed well in testing period with minimum absolute deviation between actual and predicted values. Thus as a result it is found that neural network is suitable for horoscope prediction like other dynamic system as well.
CONCLUSIONS
It is concluded that, neural network is significance for constructing a relationship between planet dataset and horoscope type of a person. However, it is necessity that the neural network must be properly designed and. The proper model in this case have been found e.g., in this case, n = 13, p=30, α= 0.62, µ= 0.96. The training process is minimized model error up to MSE = 1.2864E-04 that were achieved by 281 epoch only and produced excellent result. Finally it is concluded that the back-propagation neural network is a appropriate tool for horoscope prediction as well. 
