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SCALING SCENERY OF (×m,×n) INVARIANT MEASURES
ANDREW FERGUSON, JONATHAN M. FRASER AND TUOMAS SAHLSTEN
Abstract. We study the scaling scenery and limit geometry of invariant measures for
the non-conformal toral endomorphism (x, y) 7→ (mx mod 1, ny mod 1) that are Bernoulli
measures for the natural Markov partition. We show that the statistics of the scaling can
be described by an ergodic CP-chain in the sense of Furstenberg. Invoking the machinery
of CP-chains yields a projection theorem for Bernoulli measures, which generalises in part
earlier results by Hochman-Shmerkin and Ferguson-Jordan-Shmerkin. We also give an
ergodic theoretic criterion for the dimension part of Falconer’s distance set conjecture for
general sets with positive length using CP-chains and hence verify it for various classes of
fractals such as self-affine carpets of Bedford-McMullen, Lalley-Gatzouras and Baran´ski
class and all planar self-similar sets.
1. Introduction and main results
Using ergodic theory to study problems in geometry is not new, however, there have
recently been some major advances in the fields of fractal geometry and geometric measure
theory made by studying the dynamics of the process of magnifying fractal sets and measures.
In particular, the recent papers of Hochman [19] and Hochman-Shmerkin [20] have developed
ideas of Furstenberg [16, 17] and introduced a rich theory which has proven most useful in
solving many long standing problems in geometry and analysis where scaling dynamics is
present. See for example [21] for applications to equidistribution problems in metric number
theory and [10, 20] for applications to projections of fractal sets and measures.
The idea of using tangents has been used extensively in the past, for example in the use
of tangent measures in [34] and in metric geometry in the study of tangent metric spaces.
Often it turns out that tangents enjoy more regularity than the original object of study.
When the object of study has a conformal structure, for example in the case of self-similar
measures satisfying the open set condition, one expects the tangents to be essentially the
same object. However, in the presence of non-conformality, in the limit we often obtain a
completely different but sometimes more regular geometry.
In order to take advantage of the new more regular limit geometry arising in the non-
conformal setting, we have to find a way to transfer information back to the original object.
The scaling dynamics of the blow-ups can be modeled using a CP-chain, which is a Markov
process that records both the point where we zoom-in and the scenery which we then see.
If the CP-chain enjoys suitable irreducibility properties, the main results of [20] yield that
it is possible to transfer strong geometric information about the projections of the limit
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structures back to the original geometry of interest. In this paper, we find out that a class
of non-conformal measures will have scaling statistics that satisfy the assumptions required
by Hochman-Shmerkin, which allows us to obtain new geometric results about them.
Our main applications will concern the Hausdorff dimensions of various sets and measures
related to classical problems in geometric measure theory. Throughout the paper we will
write dim for the Hausdorff dimension of a set and for the (lower) Hausdorff dimension of a
measure, which is defined as
dimµ = inf{dimE : µ(E) > 0}.
We will also write Hs for the s-dimensional Hausdorff measure. For a review of these notions
see [28].
1.1. Scenery of ×m and (×m,×n) invariants. Important examples of dynamically in-
variant sets and measures can be found by studying the expanding maps Tm : T→ T, m ∈ N,
of the unit circle T, where
Tm(x) = mx mod 1.
Throughout the paper we will often identify T and [0, 1) (and thus T2 and [0, 1)2) in the
obvious way. Furstenberg has proposed several conjectures on invariants for these maps,
of which perhaps the most famous is the ×2 ×3 conjecture asking about the uniqueness of
simultaneously invariant non-atomic ergodic measures for T2 and T3. In [20], among many
other things, Hochman and Shmerkin verified the following related conjecture of Furstenberg
on projections of products of T2 and T3 invariant sets. Write Π2,1 to denote the set of
all orthogonal projections pi : R2 → R with pi1 and pi2 being the horizontal and vertical
projections respectively.
Conjecture 1.1 (Furstenberg). If X, Y ⊂ T are closed and invariant under T2 and T3
respectively, then
dimpi(X × Y ) = min{1, dim(X × Y )}
for all pi ∈ Π2,1 \ {pi1, pi2}.
This provided a sharpening of Marstrand’s classical projection theorem in this case, which
states that for general K ⊆ R2 the number min{1, dimK} is the Hausdorff dimension of
the projection pi(K) for almost every orthogonal projection pi : R2 → R. The result of
Hochman-Shmerkin was in fact more general as it was also true for measures:
Theorem 1.2 (Theorem 1.3 of [20]). Suppose logm/ log n is irrational. If measures µ, ν on
T are invariant under Tm and Tn respectively, then
dim pi(µ× ν) = min{1, dim(µ× ν)}
for all pi ∈ Π2,1 \ {pi1, pi2}.
The proof relied on the construction of a CP-chain generated by the product measure µ×ν
on the 2-torus T2. Notice that by the respective invariance of µ and ν, the product measure
µ × ν is in fact invariant under the non-conformal toral endomorphism Tm,n : T2 → T2,
defined by
Tm,n(x, y) = (mx mod 1, nx mod 1).
Hence a natural step forward would be to ask if one can extend the results in [20] on product
measures to general Tm,n invariant measures. Such a step would be quite a leap, as general
Tm,n invariant measures can have a much more complicated structure than measures of the
product form considered by Hochman and Shmerkin. However, if we restrict our attention
to invariant measures which are the push forward of Bernoulli measures on the code space
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via the natural Markov partition, we can construct a CP-chain for them. We will refer to
such measures as Bernoulli measures for Tm,n, see Definition 3.2 below. The main result of
this paper is as follows.
Theorem 1.3. If µ is a Bernoulli measure for Tm,n on T2, then it generates an ergodic
CP-chain.
The measure component of the CP-chain is the distribution on the measures of the form
St(pi1µ× µx).
Here µx is the conditional measure of µ with respect to the vertical fiber pi
−1
1 {x}, where x is
drawn according to pi1µ. Moreover, St : R2 → R2 is the hyperbolic matrix
St =
(
n−t/2 0
0 nt/2
)
,
where t ∈ [0, 1) is distributed according to Lebesgue if logm
logn
∈ R \Q, and otherwise according
to a periodic measure with respect to logm
logn
-rotation on T, see Definition 3.5 below.
The Bernoulli property of µ in the formulation of Theorem 1.3 is essential as it provides
independence along cylinders for the measure and allows us to create a parametrisation
of the blow-ups of µ at a typical point. Moreover, this parametrisation gives us a clear
description of the measures appearing in the CP-chain. Going beyond Bernoulli may be
possible if one assumes strong mixing properties for the measure, but we do not pursue this
here. See Section 7 for further discussion.
Important examples of (×m,×n) invariant sets and measures which are not in general
of the product type considered in Theorem 1.2 are the self-affine carpets of Bedford and
McMullen and the self-affine Bernoulli measures supported on them. Generally, a self-affine
set is an attractor of an iterated function system (IFS) where the maps involved are translate
linear maps on some Euclidean space. Recall that an IFS is a finite set of contractions
{Si}Ni=1, and it is well-known that there exists a unique non-empty compact set K satisfying
K =
N⋃
i=1
Si(K)
which is called the attractor of the IFS. Self-affine carpets are a special class of self-affine
sets. They have attracted a great deal of attention in the literature in recent years due to
their simple construction and the fact that they exhibit many new phenomena not observed
in the self-similar setting.
The first such class was introduced by Bedford [3] and McMullen [29] in the mid 1980s
and is defined as follows. Take the unit square and divide it up into an m × n grid for
some m,n ∈ N with 1 < m < n. Then select a subset of the rectangles formed by the grid
and consider the IFS consisting of the affine maps which map the square onto each chosen
rectangle, preserving orientation. The Bedford-McMullen carpet is the self-affine attractor of
the resulting IFS. Lalley and Gatzouras [26] generalised this construction by allowing the
columns to have varying widths and be divided up, independently, with the only restriction
being that the height of each chosen rectangle had to be strictly smaller than the length
of the base. Another, more recently introduced, class was considered by Baran´ski [2]. This
time divide the unit square up into an arbitrary mesh of rectangles by slicing horizontally
and vertically a finite number of times, of course at least once in each direction, choose a
collection of subrectangles, and define an IFS as before.
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Figure 1. The defining patterns for a Bedford-McMullen carpet, a Lalley-
Gatzouras carpet and a Baran´ski carpet from left to right and the corresponding
attractors.
Even more general classes of self-affine carpet have been introduced and studied by Feng-
Wang [12] and Fraser [14], but we omit detailed discussions of these because our results do
not a priori apply in this setting. See Section 7 for more details.
Although self-affine carpets are subsets of [0, 1]2, when viewing them from a dynamical
point of view it is often more convenient to consider them as subsets of the torus T2. In
particular, Bedford-McMullen carpets viewed in this way are Tm,n invariant.
We also note that as µ is a Bernoulli measure for Tm,n, it is a Bernoulli measure supported
on a Bedford-McMullen carpet (which may be the entire square). Set theoretical scaling
sceneries of Bedford-McMullen and Lalley-Gatzouras carpets were studied by Ka¨enma¨ki and
Bandt in [1], where they obtained that under minor assumptions including that there be
at least one box chosen in every column, the ‘tangent sets’ of these carpets are of the form
[0, 1] × C where C is a suitable Cantor set. Our work is certainly inspired by their work
and the reason to go beyond sets to measures is to have the machinery of CP-chains at our
disposal.
Using the fact that Tm,n-Bernoulli measures generate ergodic CP-chains, we can use the
technology provided by Furstenberg, Hochman and Shmerkin to obtain several geometric
applications, which we will now detail.
1.2. Projection theorem. Our first application of Theorem 1.3 is a projection theorem
for Bernoulli measures for Tm,n that is analogous to Theorem 1.2.
Theorem 1.4. If logm/ log n is irrational, then for a Bernoulli measure µ for Tm,n we have
dim piµ = min{1, dimµ}
for every pi ∈ Π2,1 \ {pi1, pi2}.
The above result follows from a more general phenomenon, first observed in [20, Section 10].
Namely, if a measure µ generates a CP-chain through a partition operator which is driven by
an irrational rotation then the above statement holds. Similar irrationality conditions have
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appeared in other works searching for the exact set of projections that preserve dimension,
see for example [7, 13, 30, 33].
The following projection theorem by Ferguson, Jordan and Shmerkin in [13] is particularly
relevant to us.
Theorem 1.5 (Theorem 1.1 of [13]). If K is a self-affine carpet in the Bedford-McMullen,
Lalley-Gatzouras or Baran´ski class which is of irrational type, then
dim pi(K) = min{1, dimK}
for every pi ∈ Π2,1 \ {pi1, pi2}.
Here the irrational type condition for m × n Bedford-McMullen carpets simply means
that logm/ log n is irrational. Theorem 1.4 could be considered as a measure theoretical
extension of Theorem 1.5.
1.3. Distance sets. Our second application of Theorem 1.3 concerns the dimension of
distance sets. Given an analytic set K ⊂ Rd, the distance set D(K) of K is defined as the
set of all distances in K, in other words
D(K) = {|x− y| : x, y ∈ K}.
Falconer’s distance set problem, originating with the paper [9], concerns different variants on
relating the size of D(K) to the size of K. One version of this is the following well-studied
problem on dimensions:
Conjecture 1.6 (Distance set conjecture). Let d ≥ 2 and let K ⊂ Rd be analytic. If
dimK ≥ d/2, then
dimD(K) = 1.
Furthermore, if dimK > d/2, then D(K) has positive Lebesgue measure.
This conjecture has gained a lot of attention in recent years due to its links with harmonic
analysis and additive combinatorics, see for example the papers Hofmann and Iosevich [22]
and Katz and Tao [24] for discussions. The current state of the conjecture is that if one
assumes
dimK >
d
2
+
1
3
,
then D(K) has positive Lebesgue measure. In the plane this was proved by Wolff [36] in
1999, and for general d by Erdogan [8] in 2006 by adapting Tao’s bilinear Fourier restriction
estimates. For the dimension part, Falconer [9] proved that for a planar set K with dimK ≥ 1
we have dimD(K) ≥ 1/2. Bourgain [6] then extended this result by showing that there is a
constant c > 1/2 such that if a set in the plane has dimK > 1, then
dimD(K) > c.
Unfortunately, this constant c is far from 1 so the conjecture remains open, even in the plane.
However, if K supports a measure of full dimension such that the scaling scenery satisfies
suitable statistical regularity, then we can say more. Our main result on distance sets, which
builds on [20], gives a criterion for the support of a measure to satisfy the dimension part of
the distance set conjecture; see Section 2 for definitions of terminology used here.
Theorem 1.7. Let µ be a measure on R2 which generates an ergodic CP-chain and is
supported on a set sptµ with positive length. Then
dimD(sptµ) ≥ min{1, dimµ}.
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Of course, general measures need not generate ergodic CP-chains and so our theorem
cannot be used to deal with the general case. However, measures satisfying the hypothesis
of Theorem 1.7 in fact arise as dyadic micromeasures of any measure in R2. In other words,
as accumulation measures of blow-ups using dyadic cubes, see Definition 2.4. This is once
again a testament of the phenomenon that tangents may enjoy more regularity.
Corollary 1.8. Suppose µ is any measure on R2 with dimµ > 1. Then after randomly
translating µ, there are dyadic micromeasures ν of µ at µ almost every point with
dimD(spt ν) = 1.
Other examples which satisfy the conditions of Theorem 1.7 are measures with uniformly
scaling scenery in the sense of Gavish [18]. For more concrete applications, one can look to
dynamically defined sets. Combining Theorem 1.7 with our main result on the generation of
a CP-chain for Tm,n Bernoulli measures, we obtain the following corollaries.
Corollary 1.9. If K is a self-affine carpet in the Bedford-McMullen class with dimK ≥ 1,
then
dimD(K) = 1.
Furthermore, this also holds if K is in the Lalley-Gatzouras or Baran´ski class with dimK > 1.
Finally, Theorem 1.7 also allows us to recover the main result of Orponen [31] directly
from the construction of a CP-chain.
Corollary 1.10. If K is a self-similar set in the plane with H1(K) > 0, then
dimD(K) = 1.
Corollary 1.10 was first obtained in [31], where the proof was divided into two cases. The
case where at least one map contained an irrational rotation was dealt with directly using
the results of Hochman and Shmerkin on C1 images of self-similar sets and the other case
was dealt with via a careful geometric argument and without any need for the machinery of
CP-chains. In higher dimensions, Falconer and Jin [10] presented a proof for self-similar sets
with the extra assumption that the group generated by the rotational components of the
maps is dense in the full orthogonal group - the natural higher dimensional analogue of the
assumption that one map contains an irrational rotation.
The assumption H1(sptµ) > 0 in Theorem 1.7 seems somewhat arbitrary and on closer
inspection of the proof, it is evident that all we really need is the existence of points x, y ∈ sptµ
such that projection onto the line spanned by x− y is one of the ‘good projections’ for the
CP-chain. In spirit the ‘good projections’ are related to the ‘good projections’ in Marstrand’s
projection theorem, i.e. those pi ∈ Π2,1 when
dimpiµ = min{1, dimµ}.
Taking this into account we obtain a technical result concerning when the set of ‘bad
directions’ is countable. In order to avoid introducing technical notation on CP-chains here,
we defer the statement of this result until Section 6.5 where it will be given as Proposition
6.4.
This technical proposition gives us information about the dimension of D(K) when
dimK ≤ 1. A natural conjecture in this setting would be that dimD(K) ≥ dimK. The
Tm,n Bernoulli measures considered in this paper already gives us examples of measures
satisfying the hypotheses of Proposition 6.4 due to our projection result Theorem 1.4. As
mentioned before in Theorem 1.5, for self-affine carpets that are of irrational type in the sense
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of Ferguson-Jordan-Shmerkin [13], the exceptional set for Marstrand’s projection theorem
has at most two directions. Thus we obtain the following general statement.
Corollary 1.11. If K is a self-affine carpet in the Bedford-McMullen, Lalley-Gatzouras or
Baran´ski class which is of irrational type, then
dimD(K) ≥ min{1, dimK}.
Interestingly, in light of Proposition 6.4 below, understanding the exceptional set in
Marstrand’s projection theorem is related to the distance set conjecture. For example,
Corollary 1.11 leaves open the question on rational type self-affine carpets with small
dimension. As far as we know, in this case the size of the exceptional set of Marstrand is not
fully understood.
We believe that Theorem 1.7 could be applied to other dynamically defined sets and
measures which enjoy such uniformly scaling dynamics. Found, for example, when studying
more general self-affine sets than carpets or general Tm,n invariant sets.
Unfortunately, in general the machinery of Hochman and Shmerkin is tailored only to
tackle problems regarding dimension. Thus in order to get information about the Lebesgue
measure of the distance set using CP-chains, one would need to study absolute continuity
analogues of the results in [20].
2. Magnification dynamics
2.1. CP-chains. We will first set up some terminology for CP-chains introduced and used
by Hochman and Shmerkin in [20] before we present our construction and proof. In this
paper, a measure is always a Borel probability measure on some metric space K. Write P(K)
as the space of measures supported on K and sptµ ⊆ K for the support of a measure in
P(K). If K is compact, then P(K) is a compact metric space with the Prokhorov distance,
defined by
d(µ, ν) = inf{ε > 0 : µ(A) ≤ ν(Aε) + ε and ν(A) ≤ µ(Aε) + ε for all Borel sets A},
where Aε is the open ε-neighborhood of A in K. This metric induces the weak topology on
P(K), see for example Billingsley [5, Appendix III, Theorem 5]. Moreover, if f : K → K ′
is a map and µ ∈ P(K), we define fµ ∈ P(K ′) as the push-forward measure µ ◦ f−1. A
distribution is a measure on P(K) for some metric space K. If we write x ∼ µ for a measure
µ, we mean that x is a random variable whose distribution is given by µ.
Definition 2.1 (Boxes and blow-ups). Let B ⊂ Rd be a box, that is, a product of intervals
in R which can be open, closed or half-open. Let TB : Rd → Rd be the orientation preserving
affine map defined by
TB(x) =
1
|B|1/d (x−minB),
where |B| is the volume of B and minB is the minimal element of B with respect to the
lexicographical order. Define the normalised box B∗ := TB(B). Note that now the volume
|B∗| = 1. If µ is a Borel probability measure on Rd and B is a box with µ(B) > 0, write
µB =
1
µ(B)
TB(µ|B),
which is a probability measure supported on B∗.
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Definition 2.2 (Partition operator and filtrations). Let E be a collection of boxes in Rd. A
partition operator ∆ on E attaches to each B ∈ E a partition ∆B ⊂ E such that if S is a
homothety of Rd, then S(∆B) = ∆(SB) for B, SB ∈ E . Given B ∈ E , a partition operator
∆ defines a filtration of B by
∆0(B) = {B} and ∆n+1(B) =
⋃
A∈∆n(B)
∆(A).
A partition operator ∆ is δ-regular if for any B ∈ E there exists a constant c > 1 such that
for any n ∈ N any element A ∈ ∆n(B) contains a ball of radius δn/c and is contained in a
ball of radius cδn.
Definition 2.3 (CP-chain). Fix a collection of boxes E and define a state space
Ω = {(B, µ) : µ ∈ P(B∗), B ∈ E}.
A δ-regular CP-chain Q with respect to a δ-regular partition operator ∆ is a stationary
Markov process on the state space Ω with the Markov kernel
F (B, µ) =
∑
A∈∆(B∗)
µ(A)δ(A,µB), (B, µ) ∈ Ω,
which we call the Furstenberg kernel. In other words, given A ∈ ∆(B∗), then the process
moves from (B, µ) to (A, µB) with probability µ(A).
When we say ‘let Q be a CP-chain’, we also mean by Q the unique stationary measure
with respect to the chain. Then by definition Q is a shift invariant measure for the dynamical
system (ΩN, σ). This way we can also define the CP-chain to be ergodic if the measure
preserving dynamical system (ΩN, σ,Q) is ergodic in the usual sense: any σ-invariant set has
either measure 0 or 1. Thus for an ergodic CP-chain, we have the ergodic theorem at our
disposal: if f : ΩN → R is continuous, then for a Q typical realisation Xn = (Bn, µn), n ∈ N,
we have
1
N
N−1∑
k=0
f(Xk+1, Xk+2, . . . )→
∫
f dQ, as N →∞.
Definition 2.4 (Generating CP-chains and magnification dynamics). Let Q˜ be the measure
component of a CP-chain Q with a partition operator ∆ on a collection of boxes E . Given
B ∈ E , the CP-chain Q is generated by a measure µ ∈ P(B∗) if at µ almost every x ∈ B∗
the CP scenery distributions
1
N
N−1∑
k=0
δ
µ∆
k(x)
converge weakly to Q˜ as N →∞, and for any q ∈ N the q-sparse CP scenery distributions
1
N
N−1∑
k=0
δ
µ∆
qk(x)
converge to some, possibly different, distributions Q˜q as N →∞. The convergence of the
q-sparse CP scenery distributions is important when transferring local geometric information
back to µ. In particular, note the appearance of q in the following subsection. It is a
consequence of the ergodic theorem that Q˜ almost every measure ν in fact generates Q, see
[20, Proposition 7.7].
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The measures µ∆
k(x) appearing in the CP scenery distributions are called minimeasures
mini∆(µ, x) associated to ∆ of µ at x and accumulation points of them in the space of
probability measures are called micromeasures micro∆(µ, x) associated to ∆ of µ at x. If ∆
is the partition operator associated to the dyadic cube decomposition of [0, 1]d, then we call
these dyadic mini- and micromeasures.
2.2. Dimensions and projections of CP-chains. For our applications, we extensively
use the results of [20] and especially their projection theorems. In this subsection we briefly
recall some of the key definitions and results. Recall that a measure is exact dimensional if
the local dimension exists and is equal to a constant at almost every point. In this case, the
almost sure common value for the local dimension must be dimµ.
Definition 2.5 (Dimension of a CP-chain). The dimension of a CP-chain is the average
Hausdorff dimension dim ν of measures according to the measure component Q˜. Namely,
dimQ =
∫
dim ν dQ˜(ν).
Recall that the map µ 7→ dimµ is a Borel function with respect to the weak topology so we
are allowed to define the integral here. It is a consequence of the ergodic theorem that if Q is
ergodic, then Q˜ almost every ν has exact dimension dimQ, see [20, Lemma 7.9]. Moreover,
for example from the proof of [20, Lemma 7.9], one can see that if µ generates a CP-chain
Q, then µ is exact dimensional with dimµ = dimQ.
The main quantitative projection theorem of [20] presented links between the expected
dimension of projections of micromeasures and the dimensions of the projections of measures
that generate Q.
Notation 2.6 (Expected dimension of projections). Let Q be a δ-regular CP-chain. Fix
r > 0 and a measure µ. The r-entropy of µ is defined by
Hr(µ) = −
∫
log µ(B(x, r)) dµ(x).
Then the fraction Hr(µ)/ log(1/r) can be thought as a kind of ‘r-discrete dimension’ of µ at
the scale r > 0. Given pi ∈ Πd,k, that is, an orthogonal projection pi : Rd → Rk, we write
Eq(pi) =
∫
1
q log(1/δ)
Hδq(piν) dQ˜(ν),
that is, the expected δq-discrete dimension of piν when ν is drawn according to Q˜.
Proposition 2.7 (Theorem 8.2 of [20]). Let Q be an ergodic CP-chain. Then the limit
E = limq→∞Eq exists and E : Πd,k → R is lower semicontinuous with the properties:
(1) for any pi ∈ Πd,k we have at Q˜ almost every ν that
dimpiν = E(pi)
(2) for almost every pi ∈ Πd,k we have
E(pi) = min{k, dimQ}
(3) for any measure µ that generates Q and for any pi ∈ Πd,k we have
dim piµ ≥ E(pi)
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This result is useful for proving results on projections and distance sets in our later
applications. The advantage of the nice formula for the map E is that it allows us to obtain
the following non-linear projection theorem as well, which will be crucial in the application
to distance sets.
Proposition 2.8 (Proposition 8.4 of [20]). Let pi ∈ Πd,k. Suppose that a measure µ on [0, 1]d
generates an ergodic δ-regular CP-chain Q. Then for all C1 maps g : [0, 1]d → Rk such that
the maximal norm
sup
x∈sptµ
‖Dxg − pi‖ < δq,
we have
dim gµ ≥ Eq(pi)− C/q,
where C depends only on δ, d and k.
The number q present in the above propositions comes from the definition of generating
distributions, when we require that not only the CP scenery distributions converge, but also
the q-sparse distributions.
3. Encoding the torus and conformal re-scaling
3.1. Shift spaces and Markov partitions. First we set up some standard notation. Let
I = {0, 1, . . . ,m− 1} and J = {0, 1, . . . , n− 1}
be the alphabets corresponding to the horizontal and vertical directions respectively, where
we assume m < n. Let I∗ =
⋃
k∈N I
k and J∗ =
⋃
k∈N J
k be the sets of finite words and I∞
and J∞ be the sets of infinite words over I and J respectively. We will denote elements
i ∈ I∗ ∪ I∞ by i = i0i1 . . . and j ∈ J∗ ∪ J∞ by j = j0j1 . . . . Let Σ = I∞ × J∞ be the
symbolic space of pairs. In I∞ the distance between two words i and i′ is given by m−|i∧i
′|
and between words j and j′ in J∞ by n−|j∧j
′| where i ∧ i′ ∈ I∗ ∪ {ω} is the common part
of the words i and i′ and where ω is the empty word. In the product space Σ, we use the
maximum metric obtained from I∞ and J∞. In a slight abuse of notation we let σ denote
the left shifts on both of the spaces I∞ and J∞. For i ∈ I∗ we define the cylinder [i] ⊆ I∞
as
[i] = {ii′ : i′ ∈ I∞},
with cylinders in J∞ defined similarly. Finally, by slightly abusing the notation, let pi1 : Σ→
I∞ and pi2 : Σ→ J∞ be the coordinate projections.
The natural Markov partition ξ related to the maps Tm,n on the torus can be given
by decomposing T2 to mn rectangles of width 1/m and height 1/n orientated with the
coordinate axes. These elements are closed but their interiors are disjoint. The generation k
refinement of the Markov partition ξ is then defined by the join
ξk =
k−1∨
i=0
T−im,nξ
so that ξ1 = ξ, see for example [35] for the definition. Now each element R ∈ ξk is a rectangle
of width 1/mk and height 1/nk, and by enumerating each element of ξ with indices i ∈ I
and j ∈ I, we can encode R = R(i, j) for some finite sequences i ∈ Ik and j ∈ Jk. Since
the diameters of each element in ξk is decreasing to 0 as k → ∞, we have that (i, j) ∈ Σ
corresponds to a unique point ξ(i, j) ∈ T2, which defines a coding map or symbolic projection
ξ : Σ→ T2 mapping ξ(Σ) = T2.
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Remark 3.1. Currently, the notion of CP chain is only defined in the Euclidean geometry
of Rd. However, in our case the measures µ we study in the torus can be also identified as
measures supported on the square [0, 1]2 as they are defined symbolically. By abusing the
notation, we can define another map ξ : Σ→ [0, 1]2 by considering the m-adic and n-adic
expansions the sequences (i, j) ∈ Σ generate:
ξ(i, j) :=
∞∑
k=0
(ikm
−k, jkn−k).
This map is then a continuous transformation from Σ→ [0, 1]2 with respect to the Euclidean
topology. Moreover, then we can similarly define the elements R(i′, j′) ⊂ [0, 1]2 for i′ ∈ I∗
and j ∈ J∗ as push-forwards
R(i′, j′) := ξ([i′]× [j′]).
All our measures we consider on T2 (in the next section) are defined symbolically in Σ, and
then projected down to the torus. Thus when we talk about generation of CP chains of
measures defined on the torus, we will consider the appropriate measure defined on [0, 1]2
(defined via the projection ξ : Σ→ [0, 1]2).
3.2. Bernoulli measures and disintegration. Having finally set up a symbolic space
and a Markov partition to encode the dynamics of Tm,n, we can define Bernoulli measures
for that action.
Definition 3.2 (Bernoulli measures). A measure µ on the symbolic space Σ is Bernoulli if
there are weights pij ∈ [0, 1], i ∈ I and j ∈ J such that
µ([ii]× [jj]) = pijµ([i]× [j]), i ∈ I, j ∈ J,
for any given words i ∈ I∗ and j ∈ J∗. A measure µ′ on T2 (or R2) is Bernoulli for Tm,n if
µ′ = ξµ for some Bernoulli measure µ on Σ. Note that we will often use the same notation
for µ and µ′ in the proceedings.
To take into account the faster expanding direction in the symbolic space, we create a
disintegration of the Bernoulli measure µ along the fast expanding direction. For a Bernoulli
measure this has the following explicit representation.
Notation 3.3 (Disintegration and conditional measures µi). For i ∈ I write
qi =
∑
j∈J
pij and pi(j) =
{
pij/qi, if qi > 0
0, if qi = 0
, j ∈ J.
The conditional measure µi ∈ P(J∞) of µ at i ∈ I∞ is determined by
µi([j]) := pi0(j0) · · · pik−1(jk−1), j ∈ Jk and k ∈ N,
where [j] ⊂ J∞ is the symbolic cylinder corresponding to j. Let pi1 be the projection of Σ
onto the first coordinate. Given a Bernoulli measure on Σ, the measure pi1µ is the Bernoulli
measure on I∞ with weights q0, q1, . . . , qm−1 and we can recover µ by integrating over the
conditional measure µi, i.e.
µ(E) =
∫
µi(Ei) dpi1µ(i)
for Borel E ⊂ Σ and where Ei = {j ∈ J∞ : (i, j) ∈ E}.
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3.3. Approximate squares and the associated CP-chains. Now we present the con-
struction of the CP-chain we are going to use. The first step is to construct a regular
filtration of [0, 1]2 using rectangles with bounded eccentricities. The basic sets used in this
filtration are widely known as approximate squares. We follow the same definition of a
partition operator as Hochman and Shmerkin use in [20, Section 10.2] when dealing with
product measures.
Definition 3.4 (Partition operator given by the approximate squares). Given t ∈ [0, 1] we
write
Rt = [0, 1]× [0, nt].
Let E be the collection of all boxes in R2 that can be obtained from some Rt, t ∈ [0, 1), using
a re-scaling and a translation. We define a partition operator ∆ first on the sets Rt, which
then defines ∆ also on the whole of E if we extend it by a similitude. Define the angle
α :=
logm
log n
.
Depending on the relationship between t and α we obtain different partitions.
(1) First we split Rt into m rectangles Rt(i), i ∈ I, of width 1/m and height nt.
(2) If t ≥ 1− α, then further partition Rt(i) into n rectangles Rt(i, j), j ∈ J , of height
nt−1.
Here we make the choices of rectangles to be so that the obtained rectangles are ‘upper-right
half-open’ that is, of the form [a, b)× [c, d), except that when we touch the boundary of Rt,
we include the boundary [a, b] × [c, d]. Thus ∆(R) is either a partition of R by m or mn
rectangles that are similar to Rϕ(t), where ϕ : T→ T is the rotation
ϕ(t) = t+ α mod 1, t ∈ T.
This way we obtain an 1
m
-regular partition operator ∆. Notice that all the rectangles Rt ⊂ R1
for t ∈ [0, 1).
We deviate slightly from the notation used in [20] on the rotation part. There a logm
rotation was used on [0, log n), but to slightly lighten the notation in the proofs, we have
renormalised this to the α-rotation on [0, 1).
The rotation ϕ of angle α will control the eccentricities of the rectangles when acting with
∆. For k ∈ N and t ∈ T, let `t(k) be the number of times we have revolved around T during
the first k steps. In other words,
`t(k) = ]{0 ≤ k′ ≤ k − 1 : ϕk′(t) ≥ 1− α}.
Thus `t(k) is the integer part of αk + t and so k − `t(k)→∞ as k →∞ since m < n. Then
by the definition of ∆ and the rectangles induced by the Markov partition, we have
∆k(ξ(i, j)) = R(i|k, j|`0(k)).
Having fixed the numbers m < n, let St : R2 → R2 be the hyperbolic matrix
St =
(
n−t/2 0
0 nt/2
)
which maps [0, 1]2 onto the normalised box R∗t , recall Definition 2.1.
Definition 3.5 (CP-chains Q and Qα). Let µ be a Bernoulli measure for Tm,n. Depending
on whether α is irrational or not, µ will generate different CP-chains.
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(1) In the irrational case, we obtain a CP-chain Q, whose measure component is defined
to be the distribution of the random measure
St(pi1µ× µx),
when x ∼ pi1µ and t ∼ λ, where µx is the conditional measure of µ with respect to
the vertical fiber at x ∈ [0, 1] and λ is the Lebesgue measure on [0, 1].
(2) When α = p/q ∈ Q with gcd(p, q) = 1, we obtain a CP-chain Qα, whose measure
component is defined to be the distribution of the random measure
St(pi1µ× µx),
when x ∼ pi1µ and t ∼ τα, where µx is the conditional measure of µ with respect to
the vertical fiber at x ∈ [0, 1] and
τα :=
1
q
q−1∑
k=0
δϕk(0).
Now the actual CP-chain is defined by choosing first the measure ν according to the
measure component defined above, and then for B ∈ E and A ∈ ∆(B), the transition
probability to move from (B, ν) to (A, νA) is set to be ν(A).
4. Proof of the main result
In this section we prove Theorem 1.3. There are several ingredients required and so we
first explain the outline of the proof. The main bulk of the proof is certainly in proving that
µ generates Q and for that we proceed with the following steps in mind:
(1) Reformulate the desired result in terms of a symbolic skew product system (T×Ξ, Z)
driven by a rotation, where the rotational part takes care of the change in eccentricities
of the approximate squares. This will culminate in the statement of Proposition 4.3
and a discussion of why proving this gives Theorem 1.3.
(2) Introduce a parametrisation of micro- and minimeasures of µ defined by the slower
expanding direction I∞, which relies heavily on the Bernoulli properties of the measure.
This allows us to reduce the magnification dynamics in the space of measures to a
question about shift spaces.
(3) To obtain the symbolic reformulation Proposition 4.3 we first argue that it suffices to
use a class of simple test functions, rather than all continuous functions, which is
possible by the special choices of the simple functions.
(4) The advantage of using simple functions in this context is that they take into account
the symbolic parametrisation of the mini- and micromeasures. Then we just prove
an equivalent statement in shift spaces, which is a law of large numbers for weakly
correlated random variables.
4.1. Symbolic reformulation. First we identify the transition dynamics induced by the
approximate square partition operator ∆ to introduce a dynamical system on the phase
space
Ξ = {(i, j, ν) ∈ Σ× P(Σ) : (i, j) ∈ spt ν}.
Notation 4.1 (Symbolic magnification). The blow-up νC of a measure ν in P(Σ) to a
cylinder C = [i]× [j], i ∈ I∗, j ∈ J∗, with ν(C) > 0, can be defined by restricting ν to C,
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shifting the restriction ν|C back to the root of the tree and normalizing with ν(C). In other
words,
νC([i′]× [j′]) = 1
ν(C)
ν([ii′]× [jj′]) for i′ ∈ I∗ and j′ ∈ J∗.
Due to the non-conformality of the map Tn,m, in order to keep the eccentricity of the
rescalings of the measure bounded, we are required to iterate the two directions at different
rates.
Notation 4.2. (Magnification operator Z) For t ∈ T and (i, j) ∈ Σ write
σt =
{
σ, if t ≥ 1− α
id, otherwise.
and Ct(i, j) =
{
[i0]× [j0], if t ≥ 1− α
[i0]× J∞, otherwise.
Define a transformation Z : T× Ξ→ T× Ξ as a skew product
Z(t, i, j, ν) = (ϕ(t), σ(i), σt(j), ν
Ct(i,j)).
For k ∈ N define the iterated cylinder set
Ckt (i, j) = [i|k]× [j|`t(k)].
If we move from the point Z(t, i, j, ν) to Z2(t, i, j, ν) in the phase space, the measure
coordinate νCt(i,j) iterates to νC
2
t (i,j) since by checking the definition of the rescaled measure,
we see that
(νCt(i,j))Cϕ(t)(σ(i),σt(j)) = νC
2
t (i,j).
Thus for k ∈ N and starting with the original Bernoulli measure µ, the kth iterate is
Zk(t, i, j, µ) = (ϕk(t), σk(i), σ`t(k)(j), µC
k
t (i,j)).
The measures µC
k
t (i,j) arising from this process are called symbolic minimeasures (of µ).
Moreover, any accumulation point of the orbit {µCkt (i,j)}k∈N is called a symbolic micromeasure
(of µ).
Given t ∈ T and (i, j), the distribution of the orbit {Zk(t, i, j, µ)}k∈N depends highly on
the algebraic properties of the rotation ϕ we impose on the system. We obtain two different
distributions depending on whether α = logm
logn
is rational or irrational. If α is irrational, the
t-coordinate equidistributes to Lebesgue measure λ and when α is rational we equidistribute
to a measure supported on a periodic orbit.
Proposition 4.3. Let µ be a Bernoulli measure on Σ. Let P be the distribution of the triple
(i, j, pi1µ× µi) where j ∼ µi and i ∼ pi1µ. Suppose α is irrational. For any q ∈ N we have
1
N
N−1∑
k=0
δZqk(t,i,j,µ) → λ× P as N →∞ (4.1)
at every t ∈ T and µ almost every (i, j).
If α = p′/q′ is rational with gcd(p′, q′) = 1, then (4.1) holds with λ replaced with the
measure
τt,q =
gcd(q, q′)
q′
q′/ gcd(q,q′)−1∑
k=0
δϕk gcd(q,q′)(t)
supported on q′/ gcd(q, q′) periodic orbit depending on q.
Moreover, the distributions λ× P and τt,q × P are Z invariant and Z ergodic.
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4.2. From symbolic to geometric model. Let us now show how Proposition 4.3 gives
Theorem 1.3. The main idea is that the minimeasures µ∆
k(x,y) are precisely the push forwards
of the symbolic minimeasures µC
k
0 (i,j) in P(Σ) under the projection ξ. The reason that
this is true is that we may assume that the measure of the boundary of any approximate
square is zero, otherwise µ would be supported on a vertical or horizontal line. This one to
one correspondence passes to micromeasures, since micromeasures are just weak limits of
minimeasures. Let us now make this more precise.
First we need the following lemma on dealing with discontinuous test functions, which is
proved for example in [5, Theorem 2.7].
Lemma 4.4. Let X be compact metric space. If µN → µ weakly for probability measures µN
and µ on X, and f : X → R is µ almost everywhere continuous, then ∫ f dµN → ∫ f dµ.
Proof of Theorem 1.3. Define E to be the union of all the boundaries of rectangles obtained
in the Markov partition. In other words, we define the countable union
E =
⋃
i∈I∗,j∈J∗
∂R(i, j),
recall the notation used in Section 3.1. Let µ′ = ξµ be a Bernoulli measure for Tm,n (defined
on R2, recall Remark 3.1 and Definition 3.2) for some Bernoulli measure µ on Σ. We will
assume from now on that µ′ is not supported on any horizontal or vertical line. If it was, then
it would be a self-similar measure supported on an isometric copy of the unit interval which
would simplify the subsequent arguments greatly, though the same results apply. A simple
consequence of µ′ not being contained in any horizontal or vertical line is that µ′(E) = 0, i.e.
the boundaries of all approximate squares carry zero weight. From this it follows from the
definition of the minimeasures that
µ′∆
k(ξ(i,j)) = µ′R(i|k,j|`0(k)) = Sϕk(0)(ξµ
Ck0 (i,j)) (4.2)
for any k ∈ N as ∆k(ξ(i, j)) = R(i|k, j|`0(k)) except in at most a µ′ null set.
A similar property also holds for the measures in the support of the CP chain. First of all,
the projection pi1µ
′ is a Bernoulli measure on the unit interval with respect to the m-adic
partition which does not contain any atoms (since we assumed µ′(E) = 0). Moreover, as
µ′(E) = 0, the fibre µ′x gives no mass to n-adic rational numbers for pi1µ
′ typical x, so we
must have (pi1µ
′ × µ′x)(E) = 0 for these x. Hence
pi1µ
′ × µ′ξ1(i) = ξ(pi1µ× µi), (4.3)
for pi1µ typical i ∈ I∞, where ξ1(i) =
∑∞
k=0 ikm
−k is the point in [0, 1] with m-adic expansion
given by i.
Let us prove that along the orbit (µ′∆
k(ξ(i,j)))k∈N we generate the measure component of
the desired CP-chain. Define Θ : T× Ξ→ P(R1) by
Θ(t, i, j, µ) = St(ξµ).
Notice that Θ is independent of the Σ coordinate. However, Θ is not continuous in the
T-coordinate at t = 0, but this is the only way discontinuities can occur. Let us consider
separately the case when α is irrational. Let f : P(R1)→ R be a continuous test function
and fix q ∈ N. Then we have by the continuity of ξ that
(λ× P )((t, i, j, ν) : f ◦Θ is discontinuous at (t, i, j, ν)) = 0.
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Thus by Proposition 4.3 and Lemma 4.4, we have
1
N
N−1∑
k=0
(f ◦Θ)(Zqk(0, i, j, µ))→
∫
f ◦Θ d(λ× P ) (4.4)
at µ almost every (i, j) ∈ Σ. On the other hand, by (4.3) the push-forward
Θ(λ× P ) = Q˜
and also
Θ(Zqk(0, i, j, µ)) = Sϕqk(0)(ξµ
Cqkt (i,j)) = µ′R(i|qk,j|`0(qk)) = µ′∆
qk(ξ(i,j))
so the proof follows as the full µ measure set where (4.4) holds gets mapped onto a full µ′
measure set under ξ. This completes the proof of Theorem 1.3 in the irrational α case as the
measure component Q˜ in both rational and irrational case is given by the push-forward Θ of
an Z ergodic and invariant distribution λ× P , so we obtain stationarity and ergodicity for
the chain Q constructed.
The case when α is rational is similar, but slightly simpler, and so we omit the details.
The main difference is that the measures τt,q are supported on discrete sets (periodic orbits
of t under rotation by qα) and so the test functions are automatically continuous so we do
not need Lemma 4.4. 
Thus it suffices to prove Proposition 4.3 which will be the sole purpose of the next few
sections.
4.3. Parametrisation of mini- and micromeasures. Let us first introduce a parametri-
sation of the measures that arise or accumulate in the measure coordinate of the orbit
{Zk(t, i, j, µ)}k∈N.
Notation 4.5. Let Ψ,Ψk : I
∞ → P(Σ) be the maps defined by
Ψ(i) = pi1µ× µi and Ψk(i)([i′]× [j′]) = 1
pi1µ[i|k]
∫
[i|ki′]
µv[j
′] dpi1µ(v)
for i ∈ I∞ and i′ ∈ I∗ and j′ ∈ J∗.
We notice that the image Ψk−`t(k)(I
∞) is exactly the set of all kth generation minimeasures
µC
k
t (i,j) of µ for large enough k. When blowing-up at (i, j), provided we have iterated the
blow-up enough times, we end up having exactly measures of the form Ψk−`t(k)(i
′) for some
other i′ ∈ I∞ depending on the history. The image Ψ(I∞) is then a compact Cantor set in
the space of measures and it consists of exactly the micromeasures of µ when evolving in Z.
We will formalize all of this in the following lemma.
Lemma 4.6. (1) If (t, i, j) ∈ T × Σ and k > `t(k), then the measure coordinate of
Zk(t, i, j, µ) is
µC
k
t (i,j) = Ψk−`t(k)(σ
`t(k)(i)).
(2) If i ∈ I∞, then Ψk(i) and Ψ(i) agree on all cylinders of generation at most k. More
precisely, we can say that if i′ and j′ are finite words in I∗ and J∗ respectively, then
for any k ≥ |j′| we have
Ψk(i)([i
′]× [j′]) = Ψ(i)([i′]× [j′]).
In particular this shows that Ψk(i)→ Ψ(i) as k →∞.
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Proof. (1) Write ` = `t(k). Fix infinite words i ∈ I∞ and j ∈ J∞. Since k > ` and µ is
a Bernoulli measure, we have
µC
k
t (i,j)([i′]× [j′]) = µ([i|ki
′]× [j|`j′])
µ([i|k]× [j|`]) =
µ([i˜i′]× [j′])
µ([i˜]× J∞)
=
1
pi1µ[i˜]
∫
[i˜i′]
µv[j
′] dpi1µ(v) = Ψk−`(σ`(i))([i′]× [j′]),
where i˜ := σ`(i)|k−` = i`i`+1 . . . ik−1.
(2) Since k ≥ |j′|, any v ∈ [i|ki′] satisfies µi[j′] = µv[j′] by the definition of the
conditional measure µi. Thus,∫
[i|ki′]
µv[j
′] dpi1µ(v) = µi[j′]pi1µ[i|ki′] = Ψ(i)([i′]× [j′])pi1µ[i|k],
proving the claim. As the choice of cylinders [i′], [j′] was arbitrary the claim of weak
convergence follows.

4.4. Reduction to simple functions. To obtain Proposition 4.3 we can in fact verify it
just for characteristic functions over suitable box-like sets in T× Ξ. Before giving the exact
argument of how to this, let us first introduce some notation to set things up.
Notation 4.7. Fix h ∈ N and write
Ph = Ψ(I∞) ∪
⋃
k≥h
Ψk(I
∞),
that is, the set of minimeasures of generation at least h together with all the micromeasures
of µ. This space is a closed subset of P(Σ) and thus compact. Given v ∈ I∞ write
B(v, h) := {w ∈ I∞ : Ψh(w) = Ψh(v)}.
Now the sets of interest for us are the push-forwards of B(v, h) in P(Σ) defined by
B(v, h) := Ψ(B(v, h)) ∪
⋃
k≥h
Ψk(B(v, h)).
The following lemma shows that the push-forwards B(v, h) are in fact open sets in Ψ(I∞)
with diameter m−h, where m is the size of the slowly expanding direction I.
Lemma 4.8. There exists h0 ∈ N such that if h ≥ h0 and v ∈ I∞, then
B(v, h) = Bd(Ψ(v),m−h) ∩ Ph,
where Bd indicates that this is an open metric ball with respect to d, which we recall is the
Prokhorov metric.
Proof. Let h0 ∈ N be any integer satisfying
m−h0 < min{|pi(j)− pi′(j)| : i, i′ ∈ I, j ∈ J, |pi(j)− pi′(j)| > 0}.
If the set we are taking minimum over is empty, then we just set h0 = 0.
Pick ν ∈ B(v, h). Then ν is either Ψ(w) or Ψk(w) for some k ≥ h and w ∈ I∞ with
Ψh(w) = Ψh(v). By Lemma 4.6 the measures Ψk(w) and Ψ(w) agree on all cylinders of
generation at most k. Moreover, since k ≥ h and Ψh(w) = Ψh(v) by the choice of w, we have
that ν agrees with Ψ(v) on all cylinders of generation at most h. Now take a Borel-set in
A ⊂ Σ and ε ∈ (m−h−1,m−h). Then as we used the maximum metric obtained from I∞ and
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J∞, and m < n, the ε-neighborhood Aε is by definition a union of h generation cylinder sets
C ⊂ Σ. Thus
ν(Aε) = Ψ(v)(Aε),
which, when inputted to the definition of Prokhorov distance, gives
d(ν,Ψ(v)) ≤ ε < m−h.
Now assume ν ∈ Ph and d(ν,Ψ(v)) < m−h. Since ν ∈ Ph, it is either Ψ(w) or Ψk(w)
for some k ≥ h and w ∈ I∞. We only need to show that Ψh(w) = Ψh(v). Suppose this is
not the case, which means that there is one l < h and j ∈ N with pwl(j) 6= pvl(j). Write
C =
⋃
j′∈J l−1 [j
′j], so C ⊂ J∞ is a finite union of cylinders. Since the ε-neighborhood of
X × C is X × C for any ε < m−l and l < h, we have
|ν(X × C)−Ψ(v)(X × C)| ≤ d(ν,Ψ(v)) < m−h.
Since k ≥ h and ν and Ψh(w) agree on all cylinders of length at most k, we obtain
|pwl(j)− pvl(j)| =
∣∣∣ ∑
j′∈J l−1
µw[j
′j]−
∑
j′∈J l−1
µv[j
′j]
∣∣∣ = |ν(X × C)−Ψ(v)(X × C)| < m−h,
which contradicts with the choice of h0. Thus ν ∈ B(v, h). 
Now assume we have verified the following:
Lemma 4.9. Fix an interval [a, b) ⊂ T, finite words i′, j′ in I∗ and J∗ respectively, a point
v ∈ I∞ and h ≥ h0 where h0 is defined by Lemma 4.8. Write
g := χ[a,b)×[i′]×[j′]×B(v,h). (4.5)
If α is irrational, then at µ almost every (i, j) ∈ Σ, we have for all q ∈ N and t ∈ T that
1
N
N−1∑
k=0
g(Zqk(t, i, j, µ))→
∫
g d(λ× P ).
If α is rational, we can replace λ× P by τt,q × P above.
Suppose we have a continuous f : T × Ξ → R. Since the orbit Zk(t, i, j, µ) and the
measure component Q˜ of the distribution under study lives on Ψ(I∞), we only need to
consider the values of f in Ph for k ≥ h. The aim is to uniformly approximate f using
functions ψ obtained from functions of the form (4.5). In other words, given ε > 0 we have
to construct such ψ : T× Ξ→ R such that when taking the sup-norm
‖f |Ph − ψ‖∞ < ε.
If one then inserts this into the ergodic averages considered above, we obtain the statement
of Proposition 4.3 also for f :
1
N
N−1∑
k=0
f(Zqk(t, i, j, µ))→
∫
f d(λ× P )
if α is irrational, and if α is rational, then replacing λ× P by τt,q × P . Thanks to Lemma
4.8, we now have all the ingredients required to construct such ψ, and the method we use is
more or less standard. Since T× Ξ is a product of compact metric spaces, all continuous
functions on T× Ξ are uniformly continuous, and we can reduce the problem to studying
continuous functions on each component of T×Ξ. In the T and Σ components, it is standard
that finite linear combinations of maps of the form χ[a,b) and χ[i′]×[j′] can be used to obtain
such uniform approximation.
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In the measure component, since by Lemma 4.8 the sets B(v, h) are open, we can use the
compactness of Ph to find a cover by finitely many balls B(v, h). Moreover, by Lemma 4.8
their diameters are always less than m−h, so if we choose h large enough the values of a
uniformly continuous function f0 on P(Σ) on each of these balls are ε-far from each other.
To create suitable simple functions from χB(v,h) one can take refinements from B(v, h) to
obtain disjoint elements and put a suitable value of f0 on each of these building blocks.
4.5. Proof for the simple functions. We now prove Lemma 4.9. Fix t ∈ T. Let
k1 < k2 < . . . be the sequence of values satisfying
ϕki(t) ∈ [a, b).
Notice that if α is rational, then it may be that the orbit of t never hits [a, b), in which
case such a choice is not possible. However, in this case the proof is done, since then the
τt measure of [a, b) is also zero, which gives the proof for simple functions. Thus we may
assume, in both cases, that such a sequence ki can be chosen.
Writing B = B(v, h), B = B(v, h) and `i = `t(ki) we have by the definition of g and Z,
and Lemma 4.8 that
Xi(i, j) := g(Z
ki(t, i, j, µ)) = χ[i′](σ
ki(i))χ[j′](σ
`i(j))χB(Ψki−`i(σ
`i(i)))
= χ[i′](σ
ki(i))χ[j′](σ
`i(j))χB(σ
`i(i)).
Consider Xi as a stochastic process in the probability space (Σ, µ). Notice that if ki− `i ≥ h
the events σ−(ki−`i)[i′]×Y and B× [j′] are µ independent since having the property Ψh(i) =
Ψh(v) does not depend on the letters of the word i after h. Thus the process Xi has a
common distribution and by σ × σ invariance of µ we obtain
E(Xi) = µ((σ−(ki−`i)[i′] ∩B)× [j′]) = µ([i′]× Y )µ(B × [j′])
=
∫
B
pi1µ[i
′]µi[j′] dpi1µ(i) =
∫
g dQ =: %.
We define a centred process X˜i = Xi − %.
In order to understand the µ almost sure behavior of Cesa`ro averages of the sequence of
random variables X˜i we make use of Lyons’ strong law of large numbers for weakly correlated
random variables [27].
Proposition 4.10 (Theorem 1 of [27]). Let X˜i (i = 1, 2, . . . ) be random variables with mean
zero, |X˜i| ≤ 1 almost surely and
∞∑
N=1
1
N
∥∥∥ 1
N
N∑
i=1
X˜i
∥∥∥2
2
<∞.
Then 1
N
∑N
i=1 X˜i → 0 as N →∞ almost surely.
Lemma 4.11. The variables X˜i satisfy the hypotheses of Proposition 4.10.
Proof. We first observe that∥∥∥ 1
N
N∑
i=1
X˜i
∥∥∥2
2
=
1
N2
∑
1≤i,j≤N
E[X˜iX˜j] ≤ 1
N2
N∑
i=1
#{1 ≤ j ≤ N : E[X˜iX˜j] 6= 0}. (4.6)
Thus we need to estimate the number
Ni = #{1 ≤ j ≤ N : E[X˜iX˜j] 6= 0}.
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For fixed 1 ≤ i ≤ N we observe that the value of the function X˜i depends only on coordinates
`i, `i + 1, . . . , `i + h− 1 and ki, ki + 1, . . . , ki + |i′| − 1
of i and on coordinates
`i, `i + 1, . . . , `i + |j′| − 1
of j. If E[X˜iX˜j] 6= 0, then Xi and Xj must not be independent, which can only happen if
one of the following four situations occurs:
(1) |`i − `j| ≤ max{h, |j′|}
(2) |ki − `j| ≤ max{h, |i′|, |j′|}
(3) |`i − kj| ≤ max{h, |i′|, |j′|}
(4) |ki − kj| ≤ |i′|.
Thus if we write C := max{h, |i′|, |j′|}, we have a bound
Ni ≤ #{1 ≤ j ≤ N : |`i − `j| ≤ C}+ #{1 ≤ j ≤ N : |ki − `j| ≤ C}
+ #{1 ≤ j ≤ N : |`i − kj| ≤ C}+ #{1 ≤ j ≤ N : |ki − kj| ≤ C}.
Recall that the ki form a strictly increasing sequence of integers and observe that the li form
an increasing sequence of integers with at most 1/α repetitions of any particular integer.
It follows that each of the four terms above can be bounded by (2C + 1)/α which yields
Ni ≤ 4(2C + 1)/α. Hence
∞∑
N=1
1
N
∥∥∥ 1
N
N∑
i=1
X˜i
∥∥∥2
2
≤
∞∑
N=1
4(2C + 1)/α
N2
<∞,
which completes the proof. 
Proof of Lemma 4.9. Initially, set q = 1. First we observe that
1
N
N−1∑
k=0
g(Zk(t, i, j, µ)) =
1
N
∑
i : ki<N
Xi. (4.7)
Combining Proposition 4.10 and Lemma 4.11 yields
lim
N→∞
1
#{0 ≤ k < N : ϕk(t) ∈ [a, b)}
∑
i : ki<N
Xi =
∫
g dQ.
By the equidistribution of {ϕk(t)}k∈N to Lebesgue measure for irrational rotations and to
τt,1 for rational rotations, the averages
#{0 ≤ k < N : ϕk(t) ∈ [a, b)}
N
converge to λ[a, b) in the irrational case and to τt,1[a, b) in the rational case. Thus the ergodic
averages
lim
N→∞
1
N
N−1∑
k=0
g(Zk(t, i, j, µ))
converge to either λ[a, b)
∫
g dP in the irrational case or to τt,1[a, b)
∫
g dP in the rational
case. This shows (4.1) in the case q = 1. The case when q > 1 is similar and we omit the
details. First observe that the measure µ is still a Bernoulli measure for σq × σq. In the
irrational case the sequence {ϕqk(t)}k∈N still equidistributes to Lebesgue measure and so
the proof is identical. In the rational case when α = p′/q′ with gcd(p′, q′) = 1, say, then
{ϕqk(t)}k∈N equidistributes to τt,q, which differs from τt,1 if gcd(q, q′) > 1. 
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4.6. Invariance and ergodicity of the distributions.
Lemma 4.12. The distributions λ× P and τt,q × P are Z invariant and Z ergodic.
Proof. We prove this just for the irrational case. The proof in the rational case is exactly
the same as we do not use any properties of Lebesgue measure apart from ϕ invariance and
ϕ ergodicity, which is true in the rational case as well for τt,q.
Let us first prove the Z invariance of λ × P . Fix words i′, v ∈ Ik and j′ ∈ J l and an
interval [a, b] ⊂ T. Define the set
A := [a, b]× [i′]× [j′]×Ψ([v])
It is enough to show that
(λ× P )(Z−1A) = (λ× P )(A).
Given t ∈ T write
At = {(i, j, ν) ∈ sptP : Z(t, i, j, ν) ∈ A}.
Now we can decompose
(λ× P )(Z−1A) =
∫
(ϕ−1[a,b])∩[1−α,1)
P (At) dt+
∫
(ϕ−1[a,b])\[1−α,1)
P (At) dt.
Then by the definition of P and Ψ we have
At =
{
σ−1[i′]× σ−1[j′]×Ψ(σ−1[v]), if t ∈ [1− α, 1);
σ−1[i′]× [j′]×Ψ([v]), if t ∈ [0, 1− α).
Hence by the σ invariance of pi1µ and the fact that σµi = µσ(i) for all i ∈ I∞, we have that
when t ∈ [1− α, 1) the measure
P (At) =
∫
σ−1[v]
pi1µ(σ
−1[i′])× µi(σ−1[j′]) dpi1µ(i) =
∫
[v]
pi1µ[i
′]× µi[j′] dpi1µ(i).
Moreover, if t ∈ [0, 1− α) we have just using the σ invariance of pi1µ that
P (At) =
∫
[v]
pi1µ(σ
−1[i′])× µi([j′]) dpi1µ(i) =
∫
[v]
pi1µ[i
′]× µi[j′] dpi1µ(i).
Hence by combining the previous two expressions we have by the ϕ invariance of dt that
(λ× P )(Z−1A) =
∫
ϕ−1[a,b]
∫
[v]
pi1µ[i
′]× µi[j′] dpi1µ(i) dt = (λ× P )(A)
as claimed.
We will now show ergodicity. We use [35, Theorem 1.17(i)], which guarantees that it is
enough to prove that
lim
N→∞
1
N
N−1∑
k=0
(λ× P )(A1 ×B1 ∩ Z−k(A2 ×B2)) = (λ× P )(A1 ×B1)(λ× P )(A2 ×B2).
for all open sets A1, A2 in T and cylinder sets
B1 = [i
(1)]× [j(1)]×Ψ[v(1)] and B2 = [i(2)]× [j(2)]×Ψ[v(2)]
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for i(1), i(2), v(1), v(2) ∈ I∗ and j(1), j(2) ∈ J∗. In particular, to see why the sets Ψ[v(1)]
generate the Borel-sets in Ψ(I∞), simply observe that every open set in Ψ(I∞) can be
obtained as the union of images of cylinders in I∞. We first observe that if i˜ ∈ I∞, then
Z(t, i, j, pi1µ× µi˜) =
{
(ϕ(t), σ(i), j, pi1µ× µi˜), if t+ α < 1;
(ϕ(t), σ(i), σ(j), pi1µ× µσ(i˜)), otherwise.
Defining a map Z˜t,k : Σ×Ψ(I∞)→ Σ×Ψ(I∞) by
Z˜t,k(i, j, pi1µ× µi˜) = (σk(i), σ`k(t)(j), pi1µ× µσ`k(t)(i˜)),
we thus have
Zk(t, i, j, pi1µ× µi˜) = (ϕk(t), Z˜t,k(i, j, pi1µ× µi˜)).
We claim that for sufficiently large k, we have for any t ∈ T
P (B1 × Z˜−1t,k (B2)) = P (B1)P (B2). (4.8)
Indeed, for any k we have that
B1 ∩ Z˜−1t,k (B2) = C1 × C2 ×Ψ(C3)
where
C1 = [i
(1)] ∩ σ−k[i(2)], C2 = [j(1)] ∩ σ−`k(t)[j(2)], and C3 = [v(1)] ∩ σ−`k(t)[v(2)].
Thus choosing k large enough so that k ≥ |i(1)| and `t(k) ≥ max{|j(1)|, |v(1)|}, we can use
independence and σ invariance of pi1µ to obtain
P (B1 ∩ Z˜−1t,k (B2)) =
∫
Ψ−1ΨC3
pi1µ(C1)µi′(C2) dpi1µ(i
′)
= pi1µ[i
(1)]pi1µ[i
(2)]
∫
Ψ−1ΨC3
µi′ [j
(1)]µi′(σ
−`k(t)[j(2)]) dpi1µ(i′)
= pi1µ[i
(1)]pi1µ[i
(2)]
∫
Ψ−1Ψ[v(1)]
µi′ [j
(1)] dpi1µ(i
′)
∫
Ψ−1Ψ[v(2)]
µi′ [j
(2)] dpi1µ(i
′)
= P (B1)P (B2).
Note that the map Ψ is not necessarily injective so Ψ−1ΨC3 may not be equal to C3, so we
have to integrate over the pre-images. Next, unpacking the definition of P and using (4.8)
we see that for large enough k the measure
(λ× P )(A1 ×B1 ∩ Z−k(A2 ×B2)) =
∫
χA1∩ϕ−k(A2)(t)P (B1 × Z˜−1t,k (B2)) dλ(t)
= λ(A1 ∩ ϕ−k(A2))P (B1)P (B2).
Summing over k and using ϕ ergodicity of λ completes the proof of ergodicity. 
5. Proof of the projection theorem
In this section we prove Theorem 1.4. We suppose α = logm/ log n is irrational. Let Q
be our CP-chain constructed previously and recall from Proposition 2.7 the definition of
E : Π2,1 → R which has the form
E(pi) =
∫∫
dim pi[St(pi1µ× µx)] dpi1µ(x) dt
since α is irrational.
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Lemma 5.1. For any pi ∈ Π2,1 \ {pi1, pi2} we have
E(pi) = min{1, dimµ}.
Proof. Parametrise non-vertical and non-horizontal orthogonal projections in Π2,1 by projec-
tions pis : R2 → R, s ∈ R, by
pi±s (x, y) = x± n−sy, (x, y) ∈ R2.
Let us just prove the result for pis = pi
+
s , as the case for pi
−
s is symmetric. Fix s ∈ R. We
have for every (x, y) ∈ R2 that
pis ◦ St(x, y) = pis(n−t/2x, nt/2y) = n−t/2x+ nt/2−sy = n−t/2pis−t(x, y).
Thus as dim does not change under scaling by n−t/2, we have for all x and t that
dim pisSt(pi1µ× µx) = dim pis−t(pi1µ× µx).
Marstrand’s projection theorem (the measure version presented by Hunt and Kaloshin in
[23, Theorem 4.1]) implies that dimpis−t(pi1µ× µx) = min{1, dim(pi1µ× µx)} for Lebesgue
almost every t ∈ [0, 1) and by the definition of our CP-chain, dim(pi1µ× µx) = dimµ for pi1µ
almost every x. It follows that
E(pis) =
∫∫
dimpis−t(pi1µ× µx) dt dpi1µ(x) = min{1, dimµ},
which is the claim. 
Lemma 5.1 proves Theorem 1.4 since by Proposition 2.7(3) we have dim piµ ≥ E(pi) and
projections do not increase dim.
6. Proofs of the distance set results
We first prove our general theorem which gives an ergodic theoretic criterion for proving
the dimension version of the distance set conjecture. We then apply this theorem in two
concrete settings. As a first application we verify the conjecture for self-affine carpets in
the Bedford-McMullen class, provided the dimension is greater than or equal to 1, and the
Lalley-Gatzouras and Baran´ski classes, provided the dimension is strictly greater than 1,
proving Corollary 1.9. Then we show how our technique may be used to recover results of
Orponen [31] and Falconer-Jin [10], proving Corollary 1.10. Finally we prove Proposition 6.4
which studies the conjecture in the case when we know the exceptional set in Marstrand’s
projection theorem is small and apply it to irrational type carpets.
6.1. Proof of Theorem 1.7. Let Q be the CP-chain which µ generates and write K = sptµ.
We may assume K is a compact uncountable subset of [0, 1]2. The direction set of K is
S(K) =
{
x− y
|x− y| : x, y ∈ K, x 6= y
}
⊂ S1.
We may assume that S(K) is dense in S1. This is because of the following observation of
Orponen already given in [31]. Namely, if S(K) is not dense in S1, then K is contained in
a rectifiable curve by [28, Lemma 15.13]. Then as H1(K) > 0, a result of Besicovitch and
Miller [4] gives that D(K) contains an interval, and in particular dimD(K) = 1.
Let E be the lower semicontinuous function given by Q, defined above in Proposition
2.7, and let ε > 0. By the lower semicontinuity of E, Proposition 2.7 gives us that the set
Πε ⊂ Π2,1 consisting of ‘good projections’, i.e. those pi satisfying
E(pi) > min{1, dimµ} − ε
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is open and non-empty (in fact it is also dense and of full measure). Identifying Π2,1 with
the upper half of S1 and using denseness of S(K) and openness of Πε, choose two points
x, y ∈ K such that the direction
x− y
|x− y| ≡ pi ∈ Πε.
Let g : [0, 1]2 \B(x, |x− y|/3)→ R be the distance map defined by g(z) = |z − x|. Notice
that g is C1 and the derivative Dzg = (z − x)/|z − x| in the support of g. Now extend g to
a C1 mapping g on the whole of [0, 1]2. Fix q ∈ N. By the openness of Πε, we may choose
r > 0 small enough such that
(1) r is sufficiently small compared to the distance between x and y, i.e. r < |x− y|/3
(2) the derivative of g is sufficiently close to pi on B(y, r), i.e. the norm
sup
z∈B(y,r)
‖Dzg − pi‖ < δq, (6.1)
where δ is the constant coming from the definition of the δ-regular partition operator.
Consider the restricted and normalised measure
ν = µ(B(y, r))−1µ|B(y,r).
It is a consequence of the Besicovitch density point theorem that ν generates the same
CP-chain Q at ν almost every z; see for example [20, Lemma 7.3]. Proposition 2.8 now gives
us that
dim gν ≥ Eq(pi)− C/q,
where C depends only on the fixed regularity parameter δ ∈ (0, 1) of the partition operator
associated to the CP-chain Q. Since g maps B(y, r) ∩ K into D(K), we have that gν is
supported on D(K) and since q ∈ N was arbitrary we can pass to the limit giving
dimD(K) ≥ dim gν ≥ Eq(pi)− C/q → E(pi)
As pi ∈ Πε, we obtain dimD(K) > min{1, dimµ} − ε completing the proof as ε > 0 was
arbitrary.
6.2. Proof of Corollary 1.8. We may assume that the measure µ is supported on
[0, 1/2]2 by rescaling the original measure to there. Applying a random translation argument,
Hochman and Shmerkin exhibited in [20, Theorem 7.10] that for Lebesgue almost every
ω ∈ [0, 1/2]2 we have that at µ almost every x there is an ergodic CP-chain Q for the dyadic
partition operator supported on dyadic micromeasures of µ+ ω at x+ ω of dimension dimQ
at least dimµ. Here µ+ω is the translate of µ, defined by µ(A−ω) for A ⊂ R2. In fact, the
dimension of the CP-chain is at least the so called upper entropy dimension of the measure
µ, which is greater than or equal to dimµ. On the other hand, given an ergodic CP-chain Q,
then Q almost every measure ν is exact dimensional with dimension dimµ and generates Q.
As dim ν = dimµ > 1, we have H1(spt ν) > 0, so we may apply Theorem 1.7 to any one of
these ν to obtain the claim.
6.3. Proof of Corollary 1.9. Proving Corollary 1.9 for Bedford-McMullen carpets follows
easily from Theorem 1.7, combined with the fact that if a Bedford-McMullen carpet K
has dimK ≥ 1, then H1(K) > 0, see [32]. We can find a Bernoulli measure µ supported
on K with full Hausdorff dimension - commonly referred to as the McMullen measure, see
[29]. Thus combining Theorem 1.3 and Theorem 1.7 it is immediate that such a Bedford-
McMullen carpet satisfies the distance set conjecture. To extend this to the more general
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classes of self-affine carpet described in Corollary 1.9 we rely on the following result due to
Ferguson-Jordan-Shmerkin [13]:
Lemma 6.1 (Lemma 4.3 of [13]). Given any Lalley-Gatzouras or Baran´ski type carpet K
and ε > 0, there exists a self-affine set Kε ⊂ K with
dimKε ≥ dimK − ε
which is the attractor of an IFS of maps on [0, 1]2 with linear part of the form(
a 0
0 b
)
for fixed uniform constants a, b ∈ (0, 1). Moreover, this subsystem has uniform fibers in the
sense that when the rectangles corresponding to the maps are projected in the direction of the
fastest expansion, they are either disjoint or lie perfectly on top of each other and there are
the same number of rectangles in each of the resulting columns.
In light of this lemma, in order to prove Corollary 1.9 for Lalley-Gatzouras or Baran´ski
type carpets K with dimK > 1, it suffices to prove it for self-affine sets of the form described
in the lemma. In essence, these sets are equivalent to Bedford-McMullen carpets. Of course,
they need not be Tm,n invariant and a, b need not be the reciprocals of integers m,n, but
they share many of the same properties. Indeed the analogue of the McMullen measure is a
product measure easily seen to have full Hausdorff dimension and, more importantly, the
symbolic dynamics used to describe them are identical to the Bedford-McMullen case and
thus we can construct an ergodic CP-chain in exactly the same way as we did when proving
Theorem 1.3 and this, combined with Theorem 1.7, proves the result.
6.4. Proof of Corollary 1.10. Proving the distance set conjecture for arbitrary planar
self-similar sets with positive length follows almost immediately from Theorem 1.7 when we
observe the following.
Lemma 6.2. For any self-similar measure µ in R2 satisfying the strong separation condition
(SSC), there is an ergodic CP-chain Q for the dyadic partition operator supported on
the dyadic micromeasures of µ with dimension at least dimµ and such that the dyadic
micromeasures ν are of the form
ν = µ(B)−1S(µ|B)
for some Borel-set B with µ(B) > 0 and some similitude S of R2. Moreover, the original
measure can be recovered from a given micromeasure ν as µ = ν(B′)−1S ′(ν|′B), for some
Borel-set B′ and similitude S ′.
This follows by combining [20, Theorem 7.10], [20, Proposition 9.1] and the subsequent
discussion. Moreover, by [20, Proposition 7.7] a Q typical measure ν generates Q and has
dimension dimµ. Let K be a self-similar set satisfying the SSC, µ be a self-similar measure
supported on K with full Hausdorff dimension and fix such a Q typical micromeasure ν and
observe that, using the notation from Lemma 6.2,
K ⊇ S(spt ν) and spt ν ⊇ S ′(K)
and therefore the assumption H1(K) > 0 carries through to give H1(spt ν) > 0 and
D(K) ⊃ D(S(spt ν)) = rD(spt ν),
where r > 0 is the similarity ratio of S. Thus we may apply Theorem 1.7 to obtain that
dimD(K) ≥ dimD(spt ν) ≥ min{1, dim ν} = 1,
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which gives Corollary 1.10 when K satisfies the SSC. To extend this to the overlapping case
we apply the following lemma, which follows from [11, Proposition 1.8].
Lemma 6.3. Given any self-similar set K in the plane with H1(K) > 0 and ε > 0, there
exists a self-similar set Kε ⊂ K such that Kε satisfies the SSC, dimKε ≥ dimK − ε and
H1(Kε) > 0.
If we do not require the H1(Kε) > 0 condition, then the proof of this (essentially folklore)
result follows easily from the Vitali covering lemma. The details have been written down in,
for example [31, Lemma 3.4] in the planar case or [11, Lemma 1.7] which contains the result
in higher dimensions, along with a stronger result concerning the rotation groups. Adding
the H1(Kε) > 0 condition makes the result harder to prove and relies on delicate exhaustion
type arguments. This was dealt with by Farkas [11, Proposition 1.8].
6.5. A technical proposition and proof of Corollary 1.11. Here we state and prove
Proposition 6.4, which was alluded to at the end of Section 1. It gives more precise
information about the distance set conjecture in the case when dimK ≤ 1. Finally we apply
this proposition to give Corollary 1.11.
Proposition 6.4. Let µ be a measure on R2 which generates an ergodic CP-chain such that
E(pi) = min{1, dimµ}
at all except countably many pi ∈ Π2,1. Then
dimD(sptµ) ≥ min{1, dimµ}.
Proof. The proof follows a similar pattern as the proof of Theorem 1.7 and we use the same
notation. We may again assume K = sptµ is a compact uncountable subset of [0, 1]2. We
split the proof into two cases depending on whether the direction set S(K) is countable or
not.
(1) Suppose S(K) is countable. In this case K must be contained in a union of countably
many lines and we claim that, in fact, K is contained in a single line. If it were
not, then we would be able to find a line L with K ∩ L uncountable and a point
x ∈ K \L. Therefore the set of directions corresponding to x and points from K ∩L
is uncountable, which is a contradiction. Hence essentially we have K ⊂ R and it was
already observed by Falconer [9, Theorem 3.1] that in this case dimD(K) = dimK.
(2) Suppose S(K) is uncountable and fix ε > 0. By the lower semicontinuity of E,
we again find that the set Πε ⊂ Π2,1 consisting of ‘good projections’, i.e. those pi
satisfying
E(pi) > min{1, dimµ} − ε
is open and dense. Moreover, since S(K) is uncountable and by our principal
assumption Π2,1 \ Πε is at most countable, we can choose x, y ∈ K such that the
projection pi ∈ Π2,1 determined by
pi =
x− y
|x− y|
lies in Πε. We can now complete the proof in the same way as for Theorem 1.7.

Finally, Corollary 1.11 follows from Proposition 6.4 since E(pi) is equal to min{1, dimµ}
for all pi ∈ Π2,1 \ {pi1, pi2}, see the end of Section 5.
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7. Prospects
7.1. General (×m,×n) invariant sets and measures. A natural direction for our work
to go in would be to study general Tm,n invariant measures.
Conjecture 7.1. Suppose logm/ log n is irrational. Let µ be a Tm,n invariant measure.
Then
dim piµ = min{1, dimµ}
for every pi ∈ Π2,1 \ {pi1, pi2}.
It would be interesting to attempt to extend our results to Gibbs measures for Tm,n,
although we foresee several technical difficulties, not least in the loss of our neat parametrisa-
tion of micromeasures. However, perhaps assuming suitable mixing on the fibers, one could
say something.
The set theoretical version of Conjecture 7.1 could be interesting as well. By [13] we
already know that Bedford-McMullen carpets give examples of Tm,n invariant sets that
satisfy the projection theorem. However, to approach the problem for more general invariant
sets, one may still be able to use Bernoulli measures for Tm,n. Kenyon and Peres proved
in [25], that for any closed Tm,n invariant set X we can approximate it from above with
nested Bedford-McMullen carpets Ck, k ∈ N, such that the dimensions of the carpets
converge to the dimension of the Tm,n invariant set. For each such carpet Ck, there is the
natural measure of full dimension, which is a Bernoulli measure µk on blocks of length k and
hence T km,n-invariant. Defining the measures νk =
1
k
∑k−1
i=0 T
i
m,nµk we recover a Tm,n-invariant
measure. Moreover, the measures νk converge weakly to a measure ν, which is Tm,n ergodic,
invariant and supported on X of dimension dimX. It may be possible to try to study the
scaling scenery of ν using the scaling sceneries of Ck and thus try to prove a projection
theorem for ν.
7.2. Scaling scenery of other non-conformal constructions. An interesting direction
to pursue would be to study the scaling sceneries and CP-chains generated by other measures
with a non-conformal structure. For example the Bernoulli measures on the carpets of
Baran´ski type could be a tractable problem as they have a clear partition operator associated
to them. However, their tangent structure can be quite wild in general, as it may happen that
none of the directions dominate the other. In particular, the original measure can appear
as a micromeasure, which is in stark contrast to the typical Bedford-McMullen situation.
Tangent sets for Baran´ski carpets have been studied in [15] in the context of computing the
Assouad dimension, but only the extreme cases were considered, where the tangent structure
was again a product of a projection and a fiber.
It would also be natural to consider more general self-affine sets such as the carpets
introduced by Feng-Wang [12] and Fraser [14], but the situation is more complicated there as
there is no obvious analogue of approximate squares because of a lack of a grid like structure.
As such the partition operator would be more complicated to define.
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