The DEOS Mass Transport release 1 (DMT-1) model has been produced on the basis of intersatellite K-band ranging data acquired by the GRACE satellite mission. The functional model exploited in the data processing can be considered as a variant of the acceleration approach. Each element of the data vector is defined as a linear combination of three successive range measurements and can be interpreted as the line-of-sight projection of a weighted average of intersatellite accelerations. As such, the data vector can be directly linked to parameters of the gravitational field. In this way, a series of unconstrained monthly gravity field solutions is produced, each of which is defined as a set of spherical harmonic coefficients complete to degree 120. At the post-processing stage, the unconstrained solutions are filtered with a statistically optimal Wiener-type filter based on full covariance matrices of noise and signal. As such, the DMT-1 model is free from along-track artefacts, which are typical for many other GRACE gravity models. The accuracy of the DMT-1 model has been analysed in different ways. First, the signals observed in areas with minimal mass variations (Sahara, East Antarctica and the middle of the Pacific Ocean) are analysed and interpreted as an upper bound of the noise in the DMT-1 model. It is concluded that the pointwise errors after filtering are of the order of 2-3 cm in terms of equivalent water heights. For the mean mass variations in an area of 10 6 km 2 , the corresponding error reduces to 1.5-2 cm. Second, a time-series of mass variations in the Marie Byrd Land (Antarctica) has been analysed, where the true signal (mostly caused by postglacial rebound) is expected to be close to a linear trend. The rms of the post-fit residuals is found to be 3.3 cm, which is consistent with the error analysis in areas with minimal mass variations. Thirdly, the DMT-1 model has been applied to estimate mass variations in [2003][2004][2005][2006] in Lake Victoria (Africa), where a large drop of water level is observed in recent years. The obtained linear trend (−31 ± 3 cm yr −1 ) is in good agreement with that derived from the satellite altimetry data (−35 ± 1 cm yr −1 ).
accelerations and with a star camera to determine the satellite attitude.
Official global gravity field models are computed from GRACE data by the Center of Space Research (CSR) of the university of Texas at Austin; by the GeoForschungsZentrum Potsdam in collaboration with Groupe de Recherche de Geodesie Spatiale (GFZ/GRGS) and by the Jet Propulsion Laboratory (JPL) of the California Institute of Technology. All these models are provided in the form of sets of spherical harmonic coefficients with a temporal resolution of one month. In addition, alternative solutions, both global and regional, are computed by several other research groups (Biancale et al. 2005; Han et al. 2005; Ilk et al. 2005; Luthcke et al. 2006a ; Klees et al. 2008b) .
Almost all global GRACE-based models are produced as unconstrained GRACE-only solutions and, therefore, are contaminated by noise to such an extent that a direct estimation of mass transport on their basis is practically impossible. Consequently, various filtering procedures have been designed in order to suppress this noise (Wahr et al. 1998; Swenson & Wahr 2002; Sasgen et al. 2006; Swenson & Wahr 2006; Wouters & Schrama 2007) . A statistically optimal Wiener-type filter based on full signal and noise covariance matrices has been recently proposed by Klees et al. (2008a) . Due to a sufficiently comprehensive stochastic description of both noise and signal, this filter outperforms those presented earlier, which were either designed empirically or used a simplified stochastic description (e.g. with neglected covariances).
In this publication, we present a new global mass transport model entitled DMT-1 (DEOS Mass Transport model, release 1), which is also based on GRACE satellite data. Presently, the model consists of 72 monthly solutions covering the time interval from February to 2009 February (2003 June is skipped due to a lack of data). A subset of 46 solutions, which covers the period [2003] [2004] [2005] [2006] , is used in the analysis presented in the paper. Each of the solutions consists of a set of dimensionless spherical harmonic coefficients (Stokes coefficients) complete to degree 120. The solutions have been postprocessed with the optimal Wiener-type filter which is very close to that proposed by Klees et al. (2008a) (a minor adjustment of that scheme is explained in Section 2.2). The DMT-1 model is publicly available from the webpage http://www.lr.tudelft.nl/PSG/GRACE.
The outline of the paper is as follows. In Section 2, we present the original methodology developed for the conversion of GRACE level-1b data into an unconstrained set of Stokes coefficients, which describe the Earth's gravity field within a given monthly interval. Furthermore, we tackle the issue of full-matrix Wiener filtering in an attempt to give a sufficiently comprehensive description of the procedure applied. Section 3 is devoted to an analysis of the DMT-1 model. First, it contains a brief overview of global mass transport processes which can be seen in the model. Second, the accuracy of the model is evaluated, depending on a number of various factors (e.g. the size of the region of interest, magnitude of mass transport processes at a given geographical location, etc.). Section 4 is left for discussion and conclusions.
M E T H O D O L O G Y

Computation of unconstrained solutions
A number of methods have been developed to model the Earth's gravity field on the basis of GRACE data. In most of them, derived range-rates are used (Tapley et al. 2004a; Biancale et al. 2005; Han et al. 2005; Reigber et al. 2005; Rowlands et al. 2005; Luthcke et al. 2006a) . As an alternative, Mayer-Gürr et al. (2006) proposed to di- rectly use range measurements. Finally, derived range-accelerations could also be used as input, provided that the classical acceleration approach is exploited (Rummel 1979) . A successful application of this method has been presented by Chen et al. (2008a) .
In comparing different functional models for GRACE data processing, one can find that the acceleration approach has a number of attractive features. First, it allows GRACE observations to be treated as in situ values, which can be related to gravity field parameters in a straightforward way. This makes the understanding, analysis, and quality check of the collected data easier. Second, it can lead to a normal matrix with a predominant block-diagonal structure (provided that the gravitational field is parametrized with spherical harmonics). Consequently, very efficient numerical algorithms can be designed for the estimation of the gravity field parameters in the course of a least-squares adjustment. Thirdly, the correlation length of the sensor noise in the acceleration data is very limited. This facilitates an accurate estimation of the stochastic properties of noise in the data and, ultimately, may result in better gravity field solutions. This explains why the acceleration approach is also the method of our choice.
We have developed a new variant of the acceleration approach, which is based on a linear combination of bias-corrected range measurements (ρ i−1 , ρ i , and ρ i+1 ) at three successive epochs
where t is the sampling rate; θ i− and θ i+ are the angles between the line-of-sight (LOS) at epoch i, and LOSs at the epoch i − 1 and i + 1, respectively (see Fig. 1 ). The terms cos θ i− and cos θ i+ are close to 1 since the radius of the satellite orbit is much larger than the distance the satellites travel in the time interval t. Therefore, the computation of the right-hand side of eq. (1) is approximately equivalent to a three-point double numerical differentiation of range measurements. It is worth adding that an accurate computation of these terms is necessary and requires that precise satellite orbits are known. The valueḡ i on the left-hand side can be considered as a weighted average of the intersatellite acceleration in the interval [t i − t; t i + t] projected onto the LOS at the epoch i. Consequently, this value can be directly linked to the along-track component of the difference between Earth's gravitation (i.e. gravitational potential gradient) at the satellite locations. As such, a time-series of values g i can be readily used to estimate gravity field parameters. Such a methodology can be considered as an extension of the methodology proposed earlier for CHAMP data processing (Ditmar & van Eck van der Sluijs 2004) , which dealt with 3-D acceleration vectors of a single satellite.
In practice, the computation of an unconstrained monthly solution from range data consists of the following basic steps:
(i) Computation of purely dynamic orbits of GRACE satellites.
(ii) Derivation of residual range combinations.
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(iii) Computation of monthly solutions and corresponding covariance matrices.
To improve the accuracy of the gravity field solutions, we repeat this series of steps two times, so that a gravity solution obtained at the first iteration is taken into account when second-iteration purely dynamic orbits are computed.
Below, we give a concise description of each of these steps. For a more comprehensive description, the reader is referred to (Liu 2008) .
Computation of purely dynamic orbits of GRACE satellites
The developed data processing technology deals with residual observations. This means that reference ranges corresponding to a reference (background) force model have to be computed and subtracted from the observed ranges. To this end, precise purely dynamic orbits of the two GRACE satellites are used. They are determined on the basis of the following input data: [2003] [2004] [2005] : reduced-dynamic orbits (RDO's) and baseline vectors of GRACE satellites (Kroes et al. 2005) .
(ii) Years 2006-2009: kinematic orbits and baseline vectors computed with the PANDA software developed at the GNSS Research and Engineering Center of Wuhan University (Zhao 2004) .
Furthermore, GRACE KBR data are used as an additional input.
It is worth mentioning that the PANDA software was also applied to compute kinematic orbits and baselines for selected months in 2005, after which the corresponding gravity field models were produced. A comparison has shown that the resulting gravity solutions were practically the same as before.
The procedure for computing purely dynamic orbits is as follows. First of all, the input reduced-dynamic or kinematic orbits and baselines, as well as KBR data, are adjusted. This includes the following steps:
(i) The orbit of satellite A and baseline vectors are interpolated onto 5-s intervals, to make the sampling of orbit data consistent with that of KBR measurements.
(ii) The unknown bias in KBR measurements is restored for each uninterrupted KBR tracking segment, for which purpose we use the mean intersatellite distance computed either from the GPS baselines or from the purely dynamic orbits computed at the previous iteration.
(iii) The GPS baselines are scaled in such a way that the resulting intersatellite distances coincide with the adjusted KBR measurements.
Next, the orbit of satellite B is obtained by adding baseline vectors to the orbit of satellite A. One may argue that this orbit could have been determined independently of that of satellite A. In that case, however, the difference between the satellite altitudes could be determined only with the same accuracy as the orbits themselves (i.e. up to 2-3 cm). This is inconsistent with a high accuracy of KBR measurements, which implies that noise in the altitude differences must be at the mm-level (Schrama & Visser 2007) . In our procedure, the altitude differences are determined with the same accuracy as the baselines. For example, Kroes et al. (2005) reported that reduceddynamic baselines of GRACE twin satellites can be determined with an accuracy better than 1 mm. This is possible because (i) the baselines are processed in a relative positioning mode rather than in an absolute one and (ii) double difference ambiguities of GPS phase measurements can be fixed with a relatively high success rate.
Finally, the purely dynamic orbits are computed with the PANDA software on the basis of the adjusted reduced-dynamic or kinematic orbits, separately for satellite A and B. Duration of one arc is relatively short: 6 h. In this way, we reduce the accumulation of resonance effects caused by errors in the initial state vectors and in the zonal coefficients of the background gravity field model (Visser 2005) . The numerical integration of the equation of motion is carried out with a step of 1 s using the 11th order Adams multistep method (Montenbruck & Gill 2000) . Twelve parameters per arc are adjusted in the course of the orbit integration: the initial state vector (six parameters); the bias in accelerometer data per component (three parameters); and the scaling factor applied to accelerometer data per component (three parameters).
The following force model is exploited in the course of the orbit integration:
(i) Mean gravitational field: EIGEN-GL04C model (Förste et al. 2008) complete to degree 150.
(ii) Linear trends in low-degree coefficients of the gravitational field:
(1)Ċ 2,0 = 1.162755 × 10
The contribution of a linear trend is computed as C +Ċ * (t − t 0 ), where C is the value defined by the EIGEN-GL04C model,Ċ is the rate of the secular trend, t 0 is a reference epoch and t is the current time. The reference epoch associated with C 2,0 , C 3,0 , C 4,0 coefficients is 2004 January 1. The reference epoch associated with C 2,1 and S 2,1 coefficients is 2002 August 16.
(iii) N-Body Perturbations: according to the DE405 planetary ephemerides (Standish 1998) .
(iv) Solid Earth (pole) tides: IERS 2003 conventions (McCarthy & Petit 2004) . The frequency-independent part is considered in the coefficients of degree 2 and 3 [eq. (1), Ch. 6 and table 6.1, p. 60]. The frequency-dependent part is considered in the coefficients of degree 2 (tables 6.2a, 6.2b and 6.3c, p. 64) .
(v) Ocean tides: FES2004 model (Lyard et al. 2006b ); nine diurnal/semi-diurnal and four long-period constituents are considered up to degree 80.
(vi) Ocean pole tides: Desai (2002) model up to degree 30. (vii) Atmosphere and Oceanic variability: AOD1B release four products (Flechtner 2007 ) from degree 2 to degree 100. The solutions are provided with a step of 6 hr; linear interpolation is used in between.
(viii) General relativity effects: IERS 2003 conventions.
(ix) Non-gravitational accelerations: Level-1B non-gravitational accelerations measured by the on-board accelerometers and complemented by the quaternions from the on-board star cameras (Case et al. 2004) . Initial bias and scaling parameters are provided by CSR.
(x) To promote the highest accuracy of the ultimate purely dynamic orbits, the difference between the mean monthly gravity field and the long-term mean field is taken into account at the second iteration of the procedure for unconstrained gravity field modelling. To this end, the (residual) monthly solutions obtained at the first iteration are used. These solutions are truncated at degree and order 13 (in order to suppress the noise, which rapidly increases with the spherical harmonic degree) and added to the reference force model.
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Derivation of residual range combinations
The computed purely dynamic orbits of the GRACE satellites are used to generate the reference intersatellite ranges. Subtraction of those from the observed (adjusted) KBR-based ranges yields residual ranges. Then, the residual accelerations are derived with the differentiation scheme given by eq. (1).
Unfortunately, the set of residual accelerations is contaminated by low-frequency errors, which are caused, for example, by a resonance effect of inaccuracies in the force models used in the orbit integration. The choice of relatively short arcs (6 hr), in combination with the double differentiation, reduces such errors but cannot eliminate them entirely. To solve this problem, we empirically estimate the resonance effects n(t) in the residual accelerations using the following model:
where T rev is the revolution period (approximately 1.5 hr), and A, B, C, D, E, F and G are constant coefficients obtained for each orbital revolution by means of a least-squares adjustment. The resonance effects are estimated once per revolution and subtracted from the residual accelerations. A somewhat similar procedure for a reduction of resonance effects is also adopted by other authors (Kim 2000; Visser 2005) . After that, outliers in the residual accelerations are identified, and the corresponding observations are marked as 'unreliable' in order to be excluded from the further data processing.
Finally, one more operation is performed at the second iteration of the unconstrained gravity field modelling: restoration of the signals already estimated at the first iteration and included into the reference force model of the second iteration (the last item in the description of the reference force model in Section 2.1.1). More specifically, the first iteration solution truncated at degree 13 is used to compute the accelerations (as 'in situ' values), which are added to the set of residual accelerations. Thus, the least-squares adjustment at the second iteration yields corrections with respect to the reference model of the first iteration.
Computation of monthly solutions and corresponding covariance matrices
The Stokes coefficients, which represent the monthly variations of the gravity field, are computed from all the residual accelerations in a given month with the least-squares adjustment. One may argue that the differentiation amplifies high-frequency noise, so that the overall noise level in residual accelerations may by far exceed the signal, making the computation of gravity field solutions impossible. Fortunately, this argumentation is not correct. When comparing noise and signal, one should keep in mind that noise in derived accelerations is a function of frequency. Roughly speaking, it is proportional to the frequency squared, provided that noise in ranges is white (Ditmar & van Eck van der Sluijs 2004) . Even if highfrequency noise is strong, it rapidly decreases at lower frequencies, so that at least in a part of the frequency range the signal-to-noise ratio exceeds one. To support this statement, we plot in Fig. 2 a global distribution of residual accelerations for 2003 October, using the middle points between the two satellites as the reference locations. The original residual accelerations are shown in Fig. 2(a) , where nothing but random noise can be seen. Fig. 2(b) displays the residual accelerations after a wavelet-based low-pass filtering (Mallat 1989) . Mass transport signals at various geographical locations are clearly observed in the filtered data set, for example, in the Amazon and Orinoco River basins in South America, in the Zambezi River basin in Africa, in the Ganges River basin in the southern Asia, and in the Siberia region.
To compute statistically optimal solutions in the presence of frequency-dependent noise, the appropriate data weighting in the frequency domain has to be applied. In doing so, we approximate the power spectral density u(f ) of noise analytically (Ditmar et al. 2007 )
where f is the frequency, σ is a scaling factor that can be interpreted as the average ranging accuracy (estimated as 3.95 × 10 −6 m) and τ is a parameter that controls the behaviour of the PSD at low frequencies (set equal to 30 s).
No regularization is applied, which means that the obtained gravity field solutions are unconstrained. Also, no nuisance parameters are estimated.
After the first iteration of the unconstrained gravity field modelling, the obtained monthly solutions are truncated at degree and order 13. These truncated solutions are added to the force model used for the computation of purely dynamic orbits in the second iteration, as explained above.
Technically, the least-squares adjustment is performed with the iterative Pre-Conditioned Conjugate Gradient (PCCG) method (Hestenes & Stiefel 1952) . The implemented algorithm is similar to the one proposed earlier for processing accelerations of a single satellite (Ditmar & van Eck van der Sluijs 2004) . Multiplication of the normal matrix with a certain vector, which has to be performed at each iteration, is implemented as a sequence of three matrix-to-vector multiplications.
(i) Multiplication of the transposed design matrix to a vector (spherical harmonic cosynthesis).
(ii) Multiplication of the inverse covariance matrix of measurement noise to a vector (data weighting).
(iii) Multiplication of the design matrix to a vector (spherical harmonic cosynthesis).
The spherical harmonic synthesis consists of three basic steps: (i) pointwise synthesis, (ii) averaging and (iii) projecting onto the line-of-sight. In a special case when the input vector is composed of Stokes coefficients, the pointwise synthesis yields a time-series of 3-D pointwise intersatellite accelerations; averaging converts it to a time-series of average intersatellite accelerations, and projecting yields projections of 3-D accelerations onto the line-of-sight at a given epoch. The spherical harmonic cosynthesis consists of the same operations as the spherical harmonic synthesis, provided that they are understood in the transposed sense and executed in the reverse order (Ditmar & Klees 2002; Ditmar et al. 2003; Ditmar & van Eck van der Sluijs 2004) . The data weighting is performed with a low-level PCCG procedure (i.e. the PCCG procedure that is newly executed at each iteration of the PCCG procedure of the high level). In this way, weighting in the frequency domain is performed without any edge effects, even if the data set contains numerous gaps (Ditmar & van Eck van der Sluijs 2004) .
The numerical efficiency of the PCCG procedure strongly depends on the choice of the pre-conditioner. If the pre-conditioner is sufficiently close to the true normal matrix, the number of PCCG iterations may reduce dramatically. For the purpose of deriving a good pre-conditioner, an intersatellite acceleration is treated as the line-of-sight ('xx') gravity gradient multiplied by the average intersatellite distance. If the satellite orbit is circular and some other conditions are met, the normal matrix associated with the xx-components of gravity gradients can be determined analytically and is block-diagonal (Colombo 1986 ). The pre-conditioner derived in this way typically allows the number of PCCG iterations to be reduced to a few tens, so that the least-squares adjustment of intersatellite accelerations becomes numerically very efficient.
In addition, the full covariance matrix of the (formal) solution errors is computed at the second iteration of data processing as the inverse normal matrix. The normal matrix is assembled column-bycolumn . Computation of one column requires the execution of the same operations as one iteration of the PCCG method: spherical harmonic cosynthesis, data weighting and spherical harmonic synthesis.
Post-processing of unconstrained monthly solutions
The series of monthly solutions is post-processed by applying statistically optimal Wiener-type filters based on full signal and noise covariance matrices (Klees et al. 2008a) . Below, the procedure for building such filters is briefly presented, with particular emphasis on the aspects that were not discussed by Klees et al. (2008a) .
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X. Liu et al. Let us introduce the mass change function h(ϑ, λ) expressed in terms of equivalent water layer thickness, where ϑ and λ are the geocentric colatitude and longitude, respectively. As any other (sufficiently smooth) function on the unit sphere, h(ϑ, λ) can be expanded in a series of spherical harmonics
whereȲ lm is the 4π -normalized surface spherical harmonic of degree l and order m (positive and negative orders correspond to harmonics with a cosinusoidal and sinusoidal dependence on longitude, respectively), andC (h) lm are the spherical harmonic coefficients associated with the function h(ϑ, λ). After truncation of this expression at a certain maximum spherical harmonic degree L max and discretization, it can be written as the following matrix-to-vector multiplication:
where h is the set of mass changes at the nodes of a selected grid, d is composed of spherical harmonic coefficientsC
lm , and entries of the matrix Y are equal to the surface spherical harmonics at the grid nodes.
The spherical harmonic coefficients associated with a mass change can be obtained by a proper scaling of the dimensionless Stokes coefficients representing a gravity field change (Wahr et al. 1998) , that is,
where x is the set of Stokes coefficients and K is the diagonal matrix with entries
R is the equatorial Earth's radius (6378136.3 m), ρ av is the average Earth's density (5517 kg m −3 ), ρ w is the water density (1000 kg m −3 ) and k l is the load Love number of the order l (Wahr et al. 1998) .
According to Klees et al. (2008a) , the optimal filter is defined as the filter which minimizes the difference between the true mass change function h(ϑ, λ) and the filtered GRACE-based estimation
where denotes the unit sphere and E [ · ] is the expectation operator. According to Parseval's identity, this minimization criterion is equivalent to
whered is the unconstrained estimate of mass change based on GRACE data and W d is the filter to be determined. Under the assumption that the signal is a stochastic function which is not cross-correlated with noise, this criterion results in the following definition of the filter (Klees et al. 2008a )
where S d is the signal covariance matrix (i.e.
, and C d is the noise covariance matrix (i.e.
The matrix C d can be derived from the covariance matrix of errors in the dimensionless Stokes coefficients C x with the covariance propagation law
The matrix C x is nothing but the inverse of the normal matrix, which is computed at the least-squares adjustment stage.
It is important to emphasize that an unconstrained solution derived from GRACE data has to be represented in terms of water layer thickness prior to filtering. After filtering, the solution is converted back into a set of dimensionless Stokes coefficients. Thus, the computation of an optimally filtered monthly solution x w in terms of dimensionless Stokes coefficients can be represented as follows:
The matrix W x can be interpreted as the filter to be applied to dimensionless Stokes coefficients. According to eq. (11), it can be represented as
where S x is the dimensionless signal covariance matrix
It is easy to show (Klees et al. 2008a ) that eq. (13) can alternatively be written as
The presented optimal filtering procedure implies that the covariance matrix S d of mass change signal is known. To this end, we estimate this matrix iteratively, jointly with the filtered solution h w (ϑ, λ) (only the solutions in [2003] [2004] [2005] [2006] are used in designing the optimal filter). The following scheme is exploited (Klees et al. 2008a ):
(i) Signal variance (in terms of equivalent water layer thickness) is defined as a function of latitude and longitude; signal covariances are ignored. At the first iteration, the signal variance is set equal to 1 m 2 everywhere. At the other iterations, it is derived from a filtered series of monthly solutions.
(ii) The signal variances are propagated into the domain of spherical harmonic coefficients. The resulting covariance matrix is subject to a degree-depended scaling: it is multiplied at the left and at the right with the diagonal matrix with elements equal to 1 l . After that, the variances in the spectral domain show a similar behaviour as actual mass transport models.
(iii) The optimal Wiener-type filter is built for each of the monthly solutions using eq. (13).
(iv) A series of smoothed monthly solutions is obtained by applying the compiled optimal Wiener filters to the unconstrained solutions.
A sufficient number of iterations are made in this way in order to guarantee a convergence of the scheme (the remaining variations are at the sub-mm level).
Unfortunately, a straightforward implementation of this scheme results in unusually large mass changes at the vicinity of the Earth's poles. Furthermore, the obtained mass change functions are characterized at the poles by a high spatial gradient, so that Gibbs phenomena (ringing artefacts) become clearly visible in the polar areas. We explain this by the fact that the density of observation points near the poles is very high (remember that the inclination of the GRACE orbits is close to 90
• ). In this situation, the formal error propagation may result in a severe underestimation of actual errors, because the latter may be caused by various unaccounted effects, like errors in satellite orbits and errors in background force models.
To solve this problem, we have modified the scheme proposed by Klees et al. (2008a) . We consider the vicinity of the Earth's poles as a special case, where the following empirically designed procedure is applied. In the latitudinal bands from ±85
• to ±90 • , the signal variances are defined as a linear function of latitude, if the estimated signal variance exceeds the value of this linear function. The linear function is set equal to 9 cm 2 at the 85 • latitudes and to 0 at the poles. The latitudes in the range from ±80
• to ±85
• form a transition zone, where the signal variances exceeding 9 cm 2 are redefined as a weighted average of the original signal variances and the value of 9 cm 2 . The weight of the original signal variances changes linearly from 1 at the latitude ±80
• to 0 at the latitude ±85
• . Thus, the statistical optimality of the monthly solutions is, strictly speaking, violated in the 10
• -vicinity of the Earth's poles. A more statistically justified procedure is to be developed in the future.
It is worth noticing that the 'signal' is understood in the context of filter design as a signal in terms of water layer thickness. One may argue that this is a voluntary choice: it is also possible to understand 'signal' as temporal variations of geoid heights or other quantities. We believe, however, that our choice is more physical than others. This statement can be supported by the fact that temporal gravity field variations are mostly caused by mass transport at the Earth's surface, that is, can be represented (up to scaling factors) just with water layer thickness variations. Then, corresponding signal variances form a spatial pattern that reflects physical properties of mass transport. For instance, the signal variances are large in river basins and small in deserts. This might not be the case if 'signal' was defined differently. For example, variations of geoid heights propagate far beyond the regions where the actual mass transport processes take place.
It is easy to see that the exploited optimal filter (e.g. eq. 10) modifies a solution, depending on the relationship between noise and signal. If noise is much smaller than signal, the filter is close to the unit one, that is, it does not modify the solution at all. If signal is much smaller than noise, the filter is close to 0, so that the filtered solution is close to zero as well. The same behaviour of the filter is observed for individual spherical harmonic degrees. Since the mass transport signals decrease with degree, whereas noise in unconstrained solution increases, the optimal filter behaves, in general, as a low-pass one: it does not change significantly most of low-degree coefficients but suppresses the coefficients at high degrees. The filter also takes into account the spatial variability of the signal. In geographical areas with strong signal, the filter is less aggressive, so that even small-scale features in the solution are preserved. In areas with small signal, the filter becomes more aggressive, so that the filtered solutions in those areas are relatively smooth.
After the completion of the filtering procedure, we restore linear trends in C 2,0 , C 3,0 , C 4,0 , C 2,1 and S 2,1 coefficients. These trends have to be added back because they are used when computing purely dynamic orbits and, therefore, have been subtracted from the observations. In fact, high-periodic signals (e.g. defined by the AOD1B product) are subtracted from the observations as well. They are, however, not restored, so that the resulting monthly solutions are consistent with those produced at other research centres.
R E S U LT S A N D A N A LY S I S
Basic mass transport processes observed in the DMT-1 model
Monthly solutions
The computed monthly solutions reflect, first of all, seasonal mass variations. For example, positive mass variations in spring, which are observed in Siberia, reflect the accumulation of snow during the winter, whereas similar variations in the tropical areas to the south of the equator (Amazon River basin, South Africa) can be related to accumulation of continental water stocks in the monsoon season (Fig. 3) . In autumn, the positive mass anomalies are primarily observed in tropical areas to the north from the equator (Central America, Orinoco River basin, Africa to the south from the Sahara desert, Southeast Asia), see Fig. 4 . Again, these features can be attributed to heavy precipitation caused by the monsoon. The observed mass transport of the hydrological origin is consistent with the numerous results based on other GRACE models, starting from the pioneering work of Tapley et al. (2004a) .
It is worth noticing that mass anomalies observed in 2003 and 2006 (left and right columns in the above-named figures, respectively) are not identical, which can be explained by the presence of interseasonal variations or long-term trends.
Long-term trends
To estimate long-term trends in mass variations, we have performed at each grid node a least-squares adjustment, in which the actual time-series of equivalent water layer thicknesses h(t) in 2003-2006 is modelled as follows:
where ω = 2π/T with T = 1 year. We find this approach to trend estimation more accurate than the one where the linear trend is estimated without seasonal variations because the collection of months at our disposal does not contain the full yearly cycle in 2003, so that seasonal variations can map onto a long-term trend if they are not estimated explicitly. Estimation of semi-annual variations is important because the seasonal cycle may not be purely (co)sinusoidal. Then, the semi-annual terms can be considered as the second-degree terms in the Fourier expansion, which allow an annual signal of an arbitrary shape to be approximated more accurately. The computed linear trends are shown in Fig. 5(a) . In the northern hemisphere, the largest negative trends are observed at the Southeast coast of Greenland and at the South coast of Alaska. These trends reflect a long-term loss of ice mass caused by a warming climate (IPCC 2007) . In the southern hemisphere, a large negative trend can be seen in West Antarctica, at the coast of Amundsen sea. The location of peak values correspond to the Pine Island, Thwaites, and Smith glacier. These glaciers demonstrate a rapid flow acceleration in last years, which results in a negative ice mass balance (Rignot 2008) . At the same time, a number of geographical locations at high latitudes show positive trends: Fennoscandia, an area around the Hudson bay, as well as the Palmer Land and the Marie Byrd Land in Antarctica. These are evidences of the on-going postglacial rebound; somewhat similar features can also be observed in other models based on GRACE data (Tamisiea et al. 2007; van der Wal et al. 2008; Steffen et al. 2008; Chen et al. 2008b) . Furthermore, a similar pattern can be seen in the map of PGR signals (Fig. 5b) Africa reflects a dramatic loss of water in this lake which took place in recent years (see Section 3.2.3 for a further discussion). Finally, there also features that cannot be easily interpreted. This concerns, for instance, positive mass trends in the Amundsen sea and at the Southwest coast of Australia. One of possible explanations is an inaccuracy of the exploited ocean tide model, so that the remaining tidal signal aliases into a long-term trend. However, we cannot also exclude the presence of the ringing effect, which may show up when a function on a sphere is characterized by large spatial gradients, and the spherical harmonic expansion of this function is truncated. The obtained spatial distribution of linear trends can be used for a further analysis of various mass transport processes. For instance, we have estimated on its basis the total mass balance in Greenland. To this end, we have subtracted the PGR contribution (Fig. 5b ) from the total trend estimations, having filtered the PGR signals in the same way as the unconstrained GRACE-based solutions. Furthermore, a 400-km buffer zone around Greenland was introduced in order to 'capture' the signals smeared due to a limited spatial resolution of the trend distribution. In this way, we found that the rate of mass loss in Greenland in the time period under consideration ( February-2006 December) was 167 Gt yr −1 . This number is in agreement with estimations made by other authors, see for example, Cazenave (2006) and (Slobbe et al. 2009) . A more extended discussion of this result goes beyond the scope of the present paper and will be published somewhere else.
Magnitude of mass variations
As it was explained, we estimate the variance of mass change signal as a function of geographical location, simultaneously with monthly solutions. The maximum value (45 cm) is attained in the Amazon River basin, whereas the minimum one (about 0.6 cm) is observed in the middle of the Pacific Ocean. In searching for the locations with the smallest signal rms, we have ignored the vicinity of the Earth's poles, where the signal variances are suppressed artificially, as explained in Section 2.2.
Accuracy of the DMT-1 model
There are numerous sources of errors in the computed GRACEbased solutions (just like in solutions produced at other research centres). First of all, an unconstrained solution contains errors caused by (i) Noise in the data acquired by satellite sensors (KBR system, accelerometers).
(ii) Inaccuracy of background models of rapidly varying signals (particularly, the AOD1B model and the model of ocean tides).
(iii) Omission errors (signals at degree 1 and above degree 120).
(iv) Noise introduced by data processing (e.g. elimination of resonance effects at the data pre-processing stage, which may partly absorb the signals of interest).
It is important to notice that errors in accelerometer data and in background models propagate into gravity field solutions in two different ways. First of all, they directly propagate into reference intersatellite accelerations. This can be easily understood from the fact that an intersatellite acceleration derived from purely dynamic orbits with eq. (1) just reflects the force model used to compute these orbits. Consequently, an error in the force model at a particular geographical location causes errors in intersatellite accelerations at this location. This is a 'local' error propagation. However, there is also another error propagation mechanism. An inaccurate force model causes deviations of the computed orbits from the true ones (for instance, the computed orbits can be somewhat higher or lower than in the reality). Taking into account that the Earth's gravity field is characterized by a relatively strong gradient (especially in the vertical direction), this mismatch can also cause errors in the reference intersatellite accelerations. Of course, these errors may propagate far beyond the region where the background force model is erroneous. Thus, this mechanism is responsible for a 'non-local' error propagation.
Finally, it is worth adding that the obtained solutions are subject to filtering, which causes extra errors. In the error analysis below, however, we will not consider them in detail because an extensive discussion of those errors can be found in (Klees et al. 2008a) .
A common way to estimate errors in computed solutions is by the formal error propagation. Such an approach implies, however, that there is a sufficiently comprehensive stochastic model of noise in the data that are used in the least-squares adjustment. In our case this means, in particular, that noise in the input data must be stationary. However, there are evidences that the formal noise description we use may not be adequate for the purpose of error propagation. For instance, the necessity to make a 'manual' adjustment of signal variances near the poles implies that the formal error propagation will yield wrong results there. Therefore, we prefer to estimate noise in the solutions in a more empirical way. In the first instance, we follow the approach which is frequently used in the context of GRACE data analysis: to use areas with minimal mass variations (e.g. deserts) as test sites. More specifically, we analyse there the standard deviation of the observed signals in [2003] [2004] [2005] [2006] , which are interpreted as noise.
Error estimation from analysis of signals in areas with minimal mass variations
We have chosen three areas with minimal mass variations as test sites: Sahara desert, East Antarctica, and the middle of the Pacific Ocean. Sahara desert is the most traditional site of the 'zero test'. It is sufficiently large (the total area is about 9 × 10 6 km) and free from significant mass transport processes of hydrological and other origin. To reduce further the influence of a minor mass transport there, we have selected the region located in the northeastern part of the desert (Fig. 7a) . To the south from the selected region, the observed mass variations are somewhat larger, which can probably be explained by the presence of mountain ranges (e.g. Ahaggar mountains) where the amount of precipitation is larger than in lowaltitude areas. Still, some mass transport cannot be excluded even in the selected area. Therefore, the variations observed must be interpreted as the upper bound of errors in the computed mass transport model. It is not unreasonable to assume that the noise level estimated this way can be expected at other non-polar locations as well. It would not be fair, however, to extend the obtained estimations to the polar regions. On the one hand, random noise in those regions must significantly reduce due to a larger density of observation points caused by the convergence of the satellite ground tracks. On the other hand, errors in the background model of atmospheric pressure variations may be relatively large there. Of course, these errors provide a contribution to the total error budget of monthly solutions and should not be ignored. As a polar test site, we have chosen a region off the coast in the East Antarctica (Fig. 7b) . In this way, we try to minimize the influence of ice mass change, which predominantly takes place at the coastal areas. The PGR signal in the chosen region is also expected to be relatively small (Ivins & James 2005) ; see also Fig. 5(b) . On the other hand, the total absence of mass transport signals cannot be guaranteed in the selected region either (e.g. due to a non-zero ice mass balance caused by variations of ice flow velocities). Therefore, the obtained estimations should also be interpreted as upper bound. Finally, we have also chosen a region in the middle of the Pacific Ocean (Fig. 7c) , where the mass variations observed with the DMT-1 model are smaller than at any other place on Earth.
The area of all the selected regions is about 10 6 km 2 . The exact locations and areas of them are given in Table 1 . In all the regions, the signal rms is close to the 1-cm level.
First, we consider the rms pointwise error defined as the rms of the signal in the corresponding region. Second, we consider an error in the mean mass variations in a region. Such an estimate is frequently derived from a mass transport model (e.g. to quantify mean water stock variations in a river basin or integrated mass losses over an ice sheet). To this end, we define the error e In this way, we have estimated the rms errors for all three regions. Since these regions are rather large, we find it also relevant to split them into nine subregions, each of about 10 5 km 2 , as it is shown in Fig. 7 . For each subregion k, we have estimated the rms error e sreg k as explained above. The final value of the 'subregional' rms error e sreg is obtained by rms averaging over all nine subregions. Finally, it is important to recall that the optimal filter applied at the processing stage causes smoothing that depends on the signalto-noise ratio. Since the signal rms experiences large spatial variations, the filter aggressiveness depends on geographical location: the smaller the signal, the larger the smoothing. Thus, a deliberate selection of the regions where the signal rms is small results in an underestimation of model errors. At the other geographical locations, signals are larger, the filter is less aggressive, and, consequently, the errors experience less damping than at the sites chosen for 'zero tests'. To obtain a more comprehensive picture of model errors, we have repeated the error estimations explained above, using a few auxiliary mass transport models. These models are produced from the same unconstrained solutions as DMT-1 but with the filters built on the basis of artificially increased signal variances. In this way, we have generated three auxiliary models, the signal variances being upscaled 10 times, 100 times, and 1000 times. Increasing signal variances 10 times leads in the selected regions to the assumed signal rms of 2.4-4.4 cm. This is approximately equal to the average standard deviation of the actual mass transport signal on the globe. Upscaling signal variances 100 times results in the assumed signal magnitude of about 10 cm. This is consistent with the level of actual mass transport signals in many continental areas where mass changes follow a seasonal cycle (cf. Fig. 6 ). Upscaling signal variances 1000 times increases the assumed signal rms to 24-44 cm. This matches actual mass transport signals in areas with the largest variability (e.g. the Amazon River basin).
The obtained estimations of errors in the DMT-1 model, depending on the region area and the assumed signal rms, are shown for all three regions in Table 2 . As could be expected, increasing the assumed signal variance makes filters less aggressive, which results in an amplification of errors. At the same time, increasing the 
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X. Liu et al. region area makes the errors smaller. This is also logical: the larger the area, the more the errors average out. Also, one may notice that the effect of area increasing is much more pronounced if the assumed signal rms is large. This can be explained by the fact that both operations-increasing the area and decreasing the assumed signal rms-have the same effect: a stronger averaging of the errors. Thus, if one of the operations has already caused a heavy averaging, the effect of the other one is minor. Finally, it is remarkable that Sahara and East Antarctica show a similar level of errors, even though the density of satellite ground tracks and, consequently, the number of data in Antarctica is much larger. This can be considered as another evidence that model errors in polar areas are not a result of random noise in satellite data. Most probably, these errors can be associated with certain mass transport processes (e.g. atmospheric pressure variations which are not properly incorporated into background models). All in all, it follows from Table 2 that pointwise errors in the mass transport model in most of the continental areas are of the order of 2-3 cm. In fact, this is in good agreement with formal error propagation, which results in errors that reach the level of 4 cm (Klees et al. 2008a) . Almost the same errors can be expected if mean mass variations in small areas (of the order of 10 5 km 2 ) are considered, see the third columns in all three parts of Table 2 . In case of mean mass variations in large areas (≈10   6   km 2 ), reduction of errors to 1.5-2 cm can be foreseen (see the last columns in Table 2 ).
It is important to add that the errors estimated above must be understood as filtered errors, that is, as deviations of the produced model from the filtered true signals (the true signals subject to the same filtering as the unconstrained solutions based on GRACE data). An attempt to estimate unfiltered errors would result in much larger numbers; see Section 3.2.3 for a further discussion.
Errors of the mass transport model in the Marie Byrd Land, Antarctica
Naturally, it is important to verify the error analysis presented above by considering locations where the mass change signal is significant. The simplest approach is to find a location where the mass change in time follows a certain predictable behaviour, so that deviations of monthly solutions from this behaviour can be interpreted as noise in these solutions. Probably, the most predictable mass changes take place in areas where the PGR signal is dominant, since it can be very accurately approximated by a linear trend in the time interval under consideration. One of such locations is the inner part of the Marie Byrd Land in West Antarctica. The point of our consideration has the coordinates 121
• W and 82
• S, which corresponds to the local maximum in the map of linear trends, as observed by the DMT-1 model in [2003] [2004] [2005] [2006] (Fig. 5) . In fact, a mass accumulation at this point can be partly explained by the ice dynamics. The selected point corresponds to the location of an ice stream which stagnated 150 yr ago and experiences a thickening since then (Joughin & Tulaczyk 2002) . Still, it is not unreasonable to assume that the dominant signal at the point under consideration is a positive linear trend. The timeseries of mass variations at this point indeed shows that the monthly solutions closely follow a linear behaviour (Fig. 8) ; the rms of the post-fit residuals is equal to only 3.3 cm. Since the estimated signal rms at this point is equal to 14 cm, the error analysis conducted in the previous section suggests that the rms model error at this point must be about 2.5 cm (Table 2, follow a linear trend and a time-dependence of the optimal filter. To make the latter statement more clear, we recall that each optimal filter is built from two covariance matrices: the signal covariance matrix and the covariance matrix of noise in the corresponding monthly solution. Whereas the former one is constant in time, the latter may substantially change from month to month, depending on the density of ground tracks, the number of data, etc. If a particular month is characterized by a relatively large error covariance matrix, the gravity field solution is subject to a more severe smoothing and vice versa. This may result in an apparent variability of filtered signals in time.
To assess a potential contribution of this effect, we have conducted the following numerical experiment. An artificial series of monthly solutions in [2003] [2004] [2005] [2006] has been simulated in such a way that the signal at each grid node changes in time linearly, according to the formula
where the parameters A and B are taken over from the analytical approximation of the DMT-1 model in 2003-2006, eq. (16) . After that, each of the generated monthly solutions has been converted into a series of spherical harmonic coefficients and filtered with the same filter as was already applied earlier to the corresponding unconstrained solution based on real GRACE data. The resulting time-series at the point under consideration (Fig. 8) shows only minor deviations from a linear function: the rms of the post-fit residuals is equal to only 0.7 cm. The largest deviation (3.7 cm) is observed in 2005 December. This is the month when the GRACE satellites were subject to a switch maneuver (Flechtner 2005) , so that the intersatellite ranges were most of the time much shorter than in the other months, causing a substantial reduction of the signal-to-noise ratio and, consequently, a more aggressive filtering. The conducted numerical experiment allows a conclusion to be made that temporal variability of the filters likely provides only a minor contribution to the observed temporal variability of the solutions. Thus, the most probable explanation for the observed temporal variability, which somewhat exceeds the expected noise level, is the presence of geophysical signals that do not follow a linear trend. Another lesson that can be learned from the conducted numerical experiment is that filtering somewhat reduces the secular trends (just like it smoothes all the other signals). Therefore, a correction has to be applied in order to mitigate the smoothing effect of filtering; see Section 3.2.3 for a further discussion.
Errors in estimated water stock variations in Lake Victoria (Africa)
The error analysis presented above is based on a comparison of the DMT-1 model either with a zero signal or with an analytical approximation based on the very same data/model. Of course, such an analysis is not exhaustive. Possible systematic errors in the mass transport model cannot be revealed in this way. To make a more comprehensive validation of the DMT-1 model, it is necessary to compare it with a purely independent model of mass variations at a certain geographical location. To this end, we have chosen Lake Victoria in Africa.
This lake, which has a size of approximately 340 × 250 km and an area of 70 × 10 3 km 2 , is the largest lake of the continent. Many tributaries deliver water to the lake, but there is only one outflow (into the White Nile), which is man-regulated. Since 2000, a fast decline of the water level in the lake is observed (Sutcliffe & Petersen 2007) It is important to add that the lake is relatively shallow, its average depth is only 40 m. Therefore, the thermal expansion of water plays a minor role in the observed water level variations.
Thus, Lake Victoria generates a relatively large and wellmeasured mass change signal. A number of authors have already reported that the accuracy of GRACE is sufficient to sense it (Awange et al. 2008 (Awange et al. , 2009 Becker & Cazenave 2008; Swenson & Wahr 2009 ). The DMT-1 model also allows a strong mass loss to be identified at the geographical area coinciding with this lake (cf . Fig. 5a ). This explains our decision to use Lake Victoria for an external validation of the DMT-1 model.
A naive attempt to estimate variations of the mean water level in the lake (cf. eq. 17) results in a time-series that significantly differs from the altimetric one (Fig. 9) . To a certain extent, this differ- ence can be caused by the fact that the time-series based on the DMT-1 model is biased due to the presence of hydrological signals around the lake. To reduce the possible influence of hydrology, the GLDAS model has been exploited (Rodell et al. 2004 ). An important feature of this model is that it does not account for water variations in open bodies, so that the signal in the lake itself is preserved when the GLDAS-based hydrological variations are subtracted. A disadvantage of the GLDAS model is that it describes only a part of the hydrological signal (namely, soil moisture changes), whereas other processes responsible for water mass variations (particularly, variations of the ground water level) are ignored. Nevertheless, we expected that the subtraction of at least a part of the hydrological signal must reduce misfits between estimations based on GRACE data and the ground truth represented by altimetry.
We have applied the following procedure to subtract the hydrological signal. On the basis of the GLDAS model, we compute monthly mean values of mass changes per grid node in the time interval 2003 February-2006 April; convert them into sets of spherical harmonic coefficients spanning the range of degrees from 2 to 120; subtract the result from a series of unconstrained GRACE solutions; subtract the mean field in the time interval under consideration (this is needed to eliminate an inconsistency of the reference fields in the GRACE-based solutions and in the GLDAS model) and filter these solutions with the same filters as were used to produce the DMT-1 model. The applied correction has somewhat changed the timeseries of estimated water level variations; nevertheless, the overall trend observed in the GRACE-based solution remains much lower than it should be. We attribute this inconsistency to the smoothing effect of filtering.
To estimate the influence of filtering in the context of Lake Victoria, we have conducted the following numerical experiment. A series of monthly solutions has been generated for the same months in [2003] [2004] [2005] [2006] as are covered by the DMT-1 model. Each monthly solution is defined as a spatial distribution of a water layer thickness. This thickness is set equal to zero outside the lake area and to unity inside. Then, the generated time-series is converted into the domain of spherical harmonic coefficients and filtered with the filters borrowed from the DMT-1 model. One of the filtered solutions (for 2005 April) is presented in Fig. 10 . It is easy to see that the effect of filtering is indeed dramatic. Filtering severely reduces the signal in the area covered by the lake and, at the same time, creates visible 'side lobes' of opposite sign to the north and to the south from the lake. This effect is fully consistent with those observed by Klees et al. (2008a) during their analysis of the properties of the proposed filter. A particularly strong reduction of the signal in the context of Lake Victoria can be explained by the relatively small size of the lake, which is at the limit of the spatial resolution of the GRACE mission.
In general, there are at least two ways to correct the smoothing effect of filtering: (i) to apply scaling factors to the estimations derived from the filtered solutions (Velicogna & Wahr 2005) or (ii) by the introduction of a buffer zone around the object of interest, so that the total variations are captured even in the presence of smoothing; the water level variations in a lake can be estimated in this case by dividing the total variations (in terms of water volume) by the lake area. The first approach is somewhat more complicated, as it requires conducting an additional numerical study. Furthermore, the spatial distribution of masses in each month has to be known (possibly, up to a scaling factor). A disadvantage of the second approach is that it is much more sensitive to mass variations outside the area of interest. Furthermore, the right choice of the width of the buffer 784 X. Liu et al. zone might be a problem. In the rest of this section, we follow the first approach.
For each of the months of interest, we have computed the scaling factor s i as s i =h −1 i , whereh i is the water level in the given month estimated on the basis of the simulated solution after filtering.
For most of the months, the estimated scaling factors are relatively large: in the range between 5 and 8 with the average value equal to 6.3 (Fig. 11) . Variability of the scaling factors does not exceed, in general, 25 per cent. The largest scaling factor (above 10) is observed in 2005 December. This can be explained by short intersatellite ranges in this month causing a reduction of the signalto-noise ratio and, consequently, a relatively strong smoothing effect of the filter (we have already observed a similar effect in the context of Marie Byrd Land; cf. Section 3.2.2).
The time-series of water level variations obtained after applying the estimated scaling factors to the DMT-1 model is shown in Fig. 12 GRACE-based and altimetry-based time-series using the analytical approximation, eq. (16). Remarkably, the estimations obtained on the basis of the two data sets are in good agreement: −31 ± 3 and −35 ± 1 cm yr −1 for DMT-1 and altimetry data, respectively. The rms difference between the monthly values from the two timeseries is equal to 23 cm (provided that the mean values are subtracted from both data sets). Let us compare the latter number with the one predicted by the error analysis in Section 3.2.
The observed signal rms at the location of Victoria lake is about 10 cm (Fig. 6 ). Since the lake area is 70 × 10 3 km 2 , the expected error there is about 3 cm (Table 2 , top part, fourth row, third column). It is important to realize, however, that the conducted errors analysis yields filtered errors. To convert the obtained estimation into the 'true' error in a particular month, the appropriate scaling factor has to be applied. Taking into account that the average scaling factor is equal to 6.3, true error of the order of 20 cm can be expected. This value is in very good agreement with the rms error of 23 cm observed in practice.
It is worth adding that we have also estimated variations of water level in Victoria lake from the DMT-1 model corrected for the GLDAS signal. As was mentioned above, the corrected time-series ends in 2006 April, that is, is slightly shorter than the one based purely on GRACE data. Surprisingly, the agreement of estimated linear trends became in this case even worse: −29 ± 3 versus −40 ± 1 cm yr −1 for the GRACE-based and altimetry-based timeseries, respectively. Furthermore, the rms difference between the monthly values from the two time-series has increased from 23 to 29 cm. An additional analysis showed that this effect cannot be explained by the shortening of the time interval under consideration. Therefore, we consider this as an evidence that the GLDAS model provides an insufficiently accurate description of hydrological processes around the Lake Victoria.
D I S C U S S I O N A N D C O N C L U S I O N S
We have presented a new mass transport model DMT-1, which is based on GRACE data. The model currently covers a nearly 6-yr period February-2009 , though only solutions in the interval [2003] [2004] [2005] [2006] have been used in the conducted analysis. Our major focus points were: (i) methodology; (ii) signals that can be observed and quantified on the basis of the compiled model and (iii) model accuracy. In particular, we have concluded that the errors of the computed solutions are about 2-3 cm (in terms of equivalent water layer thickness) in the context of pointwise estimations. If mean mass variations in a region are estimated, the errors somewhat diminish as the region size increases. For areas of 10 6 km 2 , the solution errors are around 1.5-2 cm. At the same time, it is necessary to keep in mind that the issue of model accuracy is rather complicated; the conducted study gives only an indication of the errors that can be observed when a particular process is analysed.
First, all the GRACE-based models, including DMT-1, give only a smoothed picture of actual mass transport processes. If true signal amplitudes in a particular region have to be determined, the smoothing should be taken into account and, if possible, compensated (e.g. by a proper up-scaling). We have already shown that for relatively small regions, like Lake Victoria, the upscaling factor can be as large as 6. Of course, such an upscaling amplifies not only signals, but noise as well. Thus, there is a strong dependence between the size of the region investigated and the errors in the obtained mass change estimations.
Second, our estimation of errors is largely based on an analysis of signals observed in areas with minimal mass variations. We have assumed that real signals there are equal to zero. Of course this may not be the case in reality. For instance, observed mass variations in Sahara may be partly explained by real hydrological processes there, whereas mass variations in the East Antarctica may reflect deviations from zero ice mass balance. Furthermore, a leakage of signals from neighbouring areas cannot be excluded. Hence, it is more fair to understand the obtained estimations as the upper bound of the interval of possible errors. On the other hand, an analysis conducted in the Mary Byrd Land and Lake Victoria region provided a good confirmation of the error estimations based on Sahara and East Antarctica. We believe, therefore, that these estimations are not far from the reality. Interestingly, the smallest mass variations on Earth are observed in the middle of the Pacific Ocean (about 30 per cent less than in Sahara). It is tempting to conclude that those mass variations reflect the level of model noise even better. However, the errors observed in the Mary Byrd Land and Lake Victoria region do not support such a conclusion. We find it more fair to assume that the middle of the Pacific Ocean is an extraordinary quiet location, where both signals and errors are minimal. The factors that may explain very small errors in that region are: (i) minimal variations of the atmospheric pressure, so that the corresponding errors in the background models are also small; (ii) absence of large mass variations in a close vicinity of the region, so that the influence of signal leakage is negligible and (iii) minimal mass variations to the north and to the south from the region, so that the errors caused by unaccounted satellite orbit disturbances are small as well. Thus, we cannot exclude that the estimations obtained for the middle of the Pacific Ocean are lower than the actual noise level at other (first of all, continental) geographical locations. To obtain more accurate estimations of errors in continental areas in the future, it may be advised to 'clean' the DMT-1 model from mass transport signals as much as possible. To that end, independent models of hydrological, PGR, and other processes can be used.
Third, it is important to realize that the model errors are strongly anisotropic, so that a description of them with just one number per point/region is not comprehensive. The error anisotropy can be explained by the design of the GRACE mission. The main observation techniques of the GRACE mission-K-band ranging-delivers data which can be interpreted as measurements of gravitation difference between the satellite locations. Since the satellites follow each other in a nearly polar orbit, they are located most of the time at nearly the same meridian. Consequently, the collected observations describe north-south variations of the gravitational field (and mass transport) much better than east-west variations. In the imaginary extreme case when the satellites are always located at points with the same longitude λ, dependence of gravitational field on λ cannot be recovered at all because any function f (λ) can be added to the gravitational field without changing the measurements. Of course, the actual situation is not that dramatic. Due to the rotation of the Earth and the convergence of ground tracks towards the poles, ground tracks are not strictly parallel to the meridians, so that a dependence of the gravitational field on longitude is, in principle, recoverable from GRACE data. Nevertheless, the accuracy of such a recovery is poor. This explains why along-track stripes is a problem of all unconstrained solutions based on GRACE data. In the DMT-1 model, such stripes are absent thanks to the usage of statistically optimal filters. It is important to understand, however, that the problem of poorly known east-west variations cannot be solved by filtering. The optimal filter just makes model parameters close to zero if they are poorly known from the data. The only way to introduce an accurate description of east-west variations into a mass transport model is to use additional information in the course of model computation (e.g. from global hydrological models).
Even though the optimal filter cannot provide information which is absent in the measurements, it has clear advantages over more traditional filters, for example, the Gaussian isotropic filter (Jekeli 1981) . With the usage of traditional filters, all the signals above spherical harmonic degree 60 or 70 are fully suppressed (otherwise the solution seems to be too noisy). In case of the optimal filter, some signals above degree 70 are definitely preserved, especially in the polar areas. To illustrate this, we have compared estimations of linear trends in Greenland in [2003] [2004] [2005] [2006] derived from two models: (i) DMT-1 model itself and (ii) an early version of this model which was complete to degree and order 70 only (the rest of the procedure was the same as in case of the DMT-1 model). One can clearly see that resolution of the obtained map in the former case is higher (Fig. 13) . In particular, the areas with a particularly rapid mass loss at the vicinity of Kangerdlugssuaq and Helheim glaciers can now be separated.
In our paper, we have presented the current status of the DMT-1 model and mass transport estimations on its basis. In the future, we intend to improve our model further. Currently, the DMT-1 model lacks degree 1 coefficients because they cannot be directly estimated from GRACE KBR data. This is because degree 1 coefficients reflect the offset between the origin of the reference frame and the Earth's centre of mass. The presence of such an offset does not change the shape of satellite orbits and, therefore, cannot be sensed by intersatellite ranging. Furthermore, estimations of some other low-degree coefficients (particularly, C 2,0 ) might be inaccurate due to a partial absorption of the signals at low degrees during the elimination of resonance effects in the satellite orbits. Of course, the influence of this effect diminishes as the size of a region of interest decreases. To get a rough idea about this influence in the context of Victoria lake, we have repeated the computation of scaling factors, having excluded degree 2 coefficients from the simulated solutions after filtering. It turned out that this operation changes the estimated scaling factors by less than 1 per cent, that is, has a negligible influence. On the other hand, this influence may not be negligible for larger regions. A more comprehensive analysis of this issue will be carried out in the future. Also, we intend to combine GRACE KBR measurements with the data delivered by other observation techniques (first of all, from the global GPS network) in order to ensure an accurate estimation of all the 786 X. Liu et al. low-degree coefficients. Finally, it goes without saying that the DMT-1 model has to be further extended in order to take into account all the available GRACE data (particularly, acquired after 2009 February). This work is already on-going.
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