Abstract: The nonlinear diffusion model introduced by Perona and Malik in 1990 is well suited to preserve salient edges while restoring noisy images. This model overcomes well-known edge smearing effects of the heat equation by using a gradient dependent diffusion function. Despite providing better denoising results, the analysis of the PM scheme is difficult due to the forward-backward nature of the diffusion flow. We study a related adaptive forward-backward diffusion equation which uses a mollified inverse gradient term engrafted in the diffusion term of a general nonlinear parabolic equation. We prove a series of existence, uniqueness and regularity results for viscosity, weak and dissipative solutions for such forwardbackward diffusion flows. In particular, we introduce a novel functional framework for wellposedness of flows of total variation type. A set of synthetic and real image processing examples are used to illustrate the properties and advantages of the proposed adaptive forward-backward diffusion flows.
Introduction
The nonlinear diffusion model, introduced in image processing by Perona and Malik [35] , involves solving the following initial-boundary value problem
in Ω × (0, T ), ∂u(x, t) ∂ν = 0 on ∂Ω × (0, T ),
where u 0 : Ω → R is the observed (noisy) image, Ω ⊂ R 2 is a bounded domain with Lipschitz boundary. The function C : R + 0 → R + 0 is non-increasing such that C(0) = 1 and lim s→+∞ C(s) = 0. Note if C(s) ≡ 1 then we recover
where K > 0 is a tunable parameter also known as the contrast parameter [37] . The motivation for the Perona-Malik nonlinear diffusivity is that inside the regions where the magnitude of the gradient of u is weak, equation (1.1) acts like a heat equation, resulting in isotropic smoothing, whereas near the edges, where the magnitude of the gradient is large, the diffusion is "stopped" and the edges are preserved. To see the underlying details, we split the divergence term in Eqn. We thus see that the Perona-Malik diffusion (1.1) is the sum of the tangential diffusion weighted by the function C(·) plus the normal (transverse) diffusion weighted by the function B(·), resp. Since smoothing with edge preservation is of paramount importance in image processing, it is desirable to smooth more in the tangent direction than in the normal direction. This can be translated to the condition Note that for the original diffusion function C 2 in (1.2) we have B 2 (s) > 0 if s < K 2 , implying forward diffusion in the regions where the gradient magnitude of the image function is less than K, whereas B 2 (s) < 0 if s > K 2 , yielding backward diffusion in the area where absolute values of the gradient are larger than K. The same is true for C 1 with the threshhold value 2 −1/2 K. Thus, the PDE (1.1) promotes combined forward-backward diffusion flow, see Figure 1 for a comparison with the heat equation. The Perona-Malik anisotropic diffusion equation (PMADE for short) thus balances forward and backward diffusion regimes using a tunable K, the contrast parameter [29, 37] . These two competing requirements constitute a common theme in many PDE based image restoration models [52, 11, 9, 12] . Moreover, from Eqn. (1.5) we see that Eqn. (1.1) is a time dependent nonlinear diffusion equation with preferential smoothing in the tangential direction T than normal N to edges. This property has been exploited in image processing and in partcular in edge preserving image restoration.
Despite impressive numerical results obtained in image processing using the Perona-Malik equation (1.1), it is known [26, 23] to be an ill-posed PDE due to the degenerate behavior (due to C(s) ≈ 1/ √ s as s → ∞, see Eqn. (1.6) above). To overcome this issue, Catté et al. [10] replaced the magnitude of the image gradient s = |∇u| used in the diffusivity functions by the spatially regularized gradient, s = |∇G σ * u| where G σ denotes the two dimensional Gaussian kernel, G σ (x) = (2πσ) −1 exp (− |x| 2 /2σ 2 ) and * denotes the convolution operation. By isotropic smoothing of scale σ, |∇G σ * u| might provide a better estimate of local gradients instead of the noise prone |∇u|. Moreover, we can relate the Gaussian smoothing G σ * u 0 to the quadratic regularization function via linear diffusion (heat equation). Thus, the Catté et al. [10] Gaussian regularized anisotropic diffusion equation (GRADE for short) reads as
This modification of equation (1.1) is sufficient to prove the existence and uniqueness of solution to the initail-boundary value problem for GRADE (1.8). However, the space-invariant Gaussian smoothing inside the divergent term tends to push the edges away from their original locations, see Figure 2 for an illustration of this effect on a synthetic corner image * Furthermore, the use of isotropic smoothing is against the principle of anisotropic diffusion which aims to smooth homogeneous regions without affecting edges.
The PDE models of Perona-Malik type have strong connections to variational energy minimization problems and this fact is exploited by many to design various diffusion functions [5, 38] . Following [47] , consider the next minimization problem for image restoration:
Here α ≥ 0 is regularization parameter, β ≥ 0 fidelity parameter, and φ : R → R + is an even function, which is sometimes called the regularization function. The a priori constraint on the solution is represented by the regularizing term φ(|∇u|), and the shape of the regularization determines the qualitative properties of solutions [33] .
The formal gradient flow associated with the functional E(u) looks like
It is easy to see that this equation almost coincides with the Perona-Malik anisotropic PDE (1.1) for φ (s) = C(s 2 )s, cf. [34] , and the difference between the two equations is the lower order term coming from the data fidelity in the regularization functional (1.9). For edge preservation we need to work with functions φ with at most linear growth at infinity, cf. (1.7). For example, the Perona-Malik diffusion coefficients (1.2), up to multiplicative constants, correspond to the following non-convex regularization functions (see Figure 3 (a), denoted as PM1 and PM2),
Several papers [12, 38, 7, 24] studied similar diffusion flows in the past, with an aim to have a regularizing function that will be linear near the edges, and quadratic away from them.
Motivated by the correspondence between the variational and PDE methods for imaging problems, in this paper we consider a Perona-Malik type PDE with the generic diffusion function inspired by the stationary regularization approach (1.9). Engrafting a mollified gradient within the diffusion function we obtain a general forward-backward diffusion PDE. Inspired by an adaptive regularization model [45] , here we consider regularization functions of the type φ(x, |∇u|) along with a Catté et al's [10] mollified gradient approach. We prove a series of existence, uniqueness and regularity results for viscosity, weak, strong and dissipative solutions for a wide class of the proposed generalized forward-backward diffusion models. Experimental results on synthetic, noisy standard test, and biomedical images are provided to illustrate different diffusion schemes considered here.
One of the highlights of the paper is the introduction of the concept of partial variation, which enables us to define and employ the Banach space of functions of bounded partial variation. Our approach appears to be relevant in the context of evolutionary problems which involve singular diffusion of 1-Laplacian kind or gradients of linear growth functionals, and holds promise for wide applicability.
The rest of the paper is organized as follows. Section 2 reviews some classical regularization functions, and then motivates and presents our general forward-backward diffusion PDE. Section 3 examines the conditions needed for wellposedness of the proposed regularization-inspired forward-backward PDE in various scenarios. Section 4 we provide numerical experiments to prove the effectiveness of the proposed multi-scale scheme as well as examples for various cases. 2. Forward and backward diffusion flows 2.1. Variational and PDE models for image restoration. We first recall two primary choices used widely as regularization functions in various image processing tasks.
• φ(s) = s 2 : This corresponds to the classical Tikhonov regularization method [46] . In this case the Euler-Lagrange equation (written with artificial time evolution, see also Eqn. (1.10)) is,
which is an isotropic diffusion equation and hence does not preserve edges, see Figure 1 (e). This heat flow provides a linear scale space and
has been widely used in various computer vision tasks such as feature point detection and object identification. • φ(s) = s: To reduce the smoothing when the magnitude of the gradient is high, Rudin et al., [43] introduced total variation (TV) based scheme by setting φ(s) = s. In this case the Euler-Lagrange equation is written as (see Eqn. (1.10)),
where > 0 is a small number added to avoid numerical instabilities in discrete implementations. In [11] , the existence and uniqueness of the TV minimization is proved in the space of functions of bounded variation (BV), and the corresponding gradient flow is treated in [4] , see also Remark 3.18 below. But this global TV model suffers from staircasing and blocky effects in the restored image [33] . Also, sharp corners will be rounded and thin features are removed under this regularization model. To see this, let χ B be the indicator function of B ⊂ R N a bounded set with Lipschitz boundary. Then the total variation term in the regularization functional (1.9), |∇χ B | is the perimeter of the set B. This shows that TV regularization penalizes edge lengths of an image. Note that this TV diffusion PDE (2.1) is a borderline case of anisotropic diffusion PMADE in Eqn. (1.1) with C(s) = s −1/2 , a singular diffusion model. Figure 4 shows an experimental analysis of PMADE (1.1) against TV PDE (2.1) on a synthetic image which consist of various circles with constant pixel values. This piecewise constant image represents a near ideal scenario and both the PMADE (T = 20, 100) and TV-PDE (T = 100, 200) results indicate over-smoothing and staircasing artifacts.
Several studies [45, 38, 39, 36, 41, 40, 42] have introduced spatially adaptive regularization functions to reduce staircasing/blocky artifacts created by the classical TV and PMADE schemes. Such adaptive methods can be written as an energy minimization of the following form (see, e.g., [45] 
where the function α(·) self adjusts itself according to an estimate of edge information from each pixel. Since we want to reduce the regularization/smoothing effect of (1.9) near edges, hence α(x) is chosen to be inversely proportional to the likelihood of the presence of an edge. For example, the original function proposed in [45] is,
The term in the denominator provide an estimate of edges from the input image u 0 at scale σ using the Gaussian kernel G σ filtered gradients. Introduction of such a spatially adaptive parameter, which self adjusts according to the smoothed gradient of the image, reduces the TV flow in homogenous regions thereby alleviating the staircasing problem. In [13] , the existence and uniqueness of the functional satisfying (2.2) is proved under the weighted TV norm. An edge indicator function of the form (2.3) can also be introduced directly in the PDE of the form (1.10). For example, using it in the PMADE (1.1), we write adaptive PMADE as
It is advantageous to use the current estimate image u in the edge indicator α(x) in (2.4) instead of the initial noise image u 0 , that is
See Figure 5 for an illustration of using adaptive weight function in the final restoration results on a synthetic image with multiple objects. As can be seen using an adaptive edge indicator keeps the edges through higher iterations. Moreover, integration of two scales (|∇u| corresponds to scale σ = 0 and |∇G σ * u| to scale σ) in one term, see Eqn. (2.6) below, can regularize the boundaries of the level set of u 0 at the same time keeping more features. Numerical experiments will support our claims about the advantage of interaction of two scales, see Section 4. Also we use the nonlinear function φ (see Eqn. (1.9)) to control the growth adaptively as mentioned. Thus the general multi-scale minimization problem now reads as
A well known method to prove the existence and uniqueness of minimizer to this problem (2.6) is to obtain the lower semicontinuity of the functional E using the properties of regularizing function φ.
Remark 2.1. The functional (2.6) with φ(∇u) replaced by |G σ * ∇u| 2 , and with additional quadratic regularization term (η Ω |∇u| 2 dx), which is related to robust Geman-Mclure model [21] , was considered in [24] . The arguments in [24] can also be extended to the general minimization problem (2.6).
General model.
Motivated by the regularization functional (2.6) and previous discussions, we consider here a general forward-backward PDE of the following form † ,
Here ϕ y is the partial derivative of ϕ(x, y) with respect to the second variable y = |∇u|. The variational problem could involve explicit dependence on the function u in the regularization term, φ = φ(x, u(x), ∇u(x)), with the corresponding changes in the evolutionary problem, but we will not study this general case in this article. For the existence and uniqueness of a solution u, we need additional assumptions on ϕ which will be discussed at the end of this section and in Section 3. Observe also that, in the x-and u-independent case, φ and ϕ are related through φ (s) = sϕ (s).
Remark 2.2. The parameter β in (2.6) can be adaptive to account for emphasize of fidelity depending on the problem at hand [22, 42] , i.e,
The major questions we are now concerned with are:
(1) What are the conditions on ϕ to obtain existence of solutions for the PDE (2.7)? (2) What are the admissible inverse mollifier g functions? The answer to the first question depends on the answer to the second. Let us briefly discuss this issue; more details will be given in the next section. If g is merely continuous, then we admit power growth, e.g., ϕ(x, y) = y p , 1 < p < +∞, and logarithmic growth ϕ(x, y) = ln y. If g is locally Lipschitz, then we need a sort of strong parabolicity condition involving ϕ. If the derivative of g is sublinear near zero (that is, g may be of order s p , p ≥ 2, for small s), then ϕ(x, y) enjoys a wide range of possibilities with minor restrictions such as coercivity and weak parabolicity.
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3. Existence of various types of solutions 3.1. Viscosity solutions. Here we study the equation
which is slightly more general than (2.7) in the sense that we admit arbitrary space dimension n and generic convolution kernels G. Throughout this section, we employ Einstein's summation convention. The inner product in R n , n ∈ N, is denoted by a dot. The symbols C(J ; E), C w (J ; E), L 2 (J ; E) etc. denote the spaces of continuous, weakly continuous, quadratically integrable etc. functions on an interval J ⊂ R with values in a Banach space E. We recall that a function u : J → E is weakly continuous if for any linear continuous functional g on E the function g(u(·)) : J → R is continuous.
We denote
Here δ ij is Kronecker's delta, and x, p, q ∈ R n . As usual, for the sake of simplification of the presentation, we consider the case of spatially periodic boundary conditions [2] for Eq. (3.1). Namely, we assume that there is an orthogonal basis {b i } in R n so that
The problem is complemented with the initial condition
where x ∈ R n , and u 0 is Lipschitz and satisfies (3.4). Of course, ϕ (and thus a) should also satisfy the same spatial periodicity restriction (with respect to x).
We also make the following assumptions:
ϕ y , ϕ yx , ϕ yxx are continuous and bounded functions, (3.6) ϕ yy , ϕ yyx are continuous for y = 0, and satisfy (3.7) sup
Here and below C stands for a generic positive constant, which can take different values in different lines. The operator mod (see its exact definition in [42] ) maps any symmetric matrix to its suitably defined "positivesemidefinite part". Note that we do not assume g, h and G to be space-periodic. Observe also that if
then the required conditions for h are satisfied. 
is a viscosity sub-/supersolution to (3.1), (3.4), (3.5) if, for any φ ∈ C 2 ([0, T ] × R n ) and any point (t 0 , x 0 ) ∈ (0, T ] × R n of local maximum/minimum of the function u − φ, one has 13) and equalities (3.4), (3.5) hold in the classical sense. A viscosity solution is a function which is both a subsolution and a supersolution. 
ii) Assume that
Here √ is the square root of a positive-semidefinite symmetric matrix [25] .
Then the solution is unique. Moreover, for any two viscosity solutions u and v to (3.1), (3.4), the following estimate holds
with some non-decreasing continuous scalar function Φ dependent on u and v.
Proof : (Sketch) Note that (3.14) is a direct consequence of the definition of viscosity solution: e.g., to get the second inequality, one can put φ = δt, to derive that the function u(t, x) − δt attains its global maximum at t = 0, and to let δ → +0. Now, it suffices to formally establish a Bernstein estimate for sup R n |∇u|, for then we would be able to approximate our problem by a well-posed one in the sense of [28, Chapter 5] , and the results would follow via a well-known technique [3, 2, 6, 14, 42] . Fix T . Differentiating (3.1) with respect to each x k , k = 1, . . . , n, multiplying by 2u x k , and adding the results, we get
This eventually yields
and
We omit the details and the hints for they have much in common with the ones from [42, Section 3].
Dissipative solutions.
The concept of dissipative solution (see [32, 31, 51, 49, 15, 20, 41] and an illustrative discussion in [48] ) allows us to significantly relax the assumptions on ϕ and g with respect to the viscosity solution case. In this subsection we use Neumann's boundary condition. The Dirichlet boundary conditions can also be treated with some technical adjustments. Let Ω be a bounded open domain in R n , n ∈ N, with a regular boundary ∂Ω. We thus consider (3.1), (3.5) to be coupled with
The symbol · will stand for the Euclidean norm in L 2 (Ω). The corresponding scalar product will be denoted by parentheses (·, ·). We will also use this notation for duality between L p (Ω) and L p/p−1 (Ω).
We assume that for every natural number N , the functions ϕ, ϕ y are continuous and bounded on Ω × (1/N, N ) . The parabolicity conditions (3.6)-(3.9) are replaced by a weaker one:
We also put weaker assumptions on g, h and G. Namely, h is merely needed to be Lipschitz, which holds, e.g., if g is non-negative, locally Lipschitz and |g | ≤ C(1 + g) 2 , whereas G should be of class W 1 2 (R n ). We point out that G * ∇u means the convolution ∇G * ũ, whereũ is an appropriate linear and continuous extension ‡ of u onto R n which may depend on the boundary condition (cf. [10] ).
Introduce the following formal expression 
where γ is a certain constant depending on g, G, ϕ and v (in particular, γ=1 provided g ≡ 0). ‡ The simplest possible extension is lettingũ to be zero outside of Ω. Another option is to use Hestenes-Seeley-like extensions [1] which conserve the Sobolev class of u. § Here "regular" means that v and ∇v are uniformly bounded and sufficiently smooth, and |∇v| = 0 a.e. in (0, ∞) × Ω.
Usual argument [48] shows that these dissipative solutions possess the weak-strong uniqueness property (any regular solution is a unique dissipative solution). Assume also that either we have strong parabolicity, namely,
27) or better regularity of h and G,
Ω). Then there exists a dissipative solution to problem (3.1), (3.5), (3.20).
Remark 3.5. In the case when (3.28) but not (3.27) holds, the test functions for (3.24) should additionally satisfy the condition
which, by the way, automatically holds provided ϕ is more regular, e.g., satisfies the assumptions (3.6) -(3.8) of the previous subsection.
Remark 3.6. The total variation flow [4] corresponds to the case g ≡ 0, ϕ(x, y) = ln y, so it satisfies (3.21) but is ruled out by (3.25) and (3.26). We will consider this particular form of ϕ (with generic g) in the next subsection (cf. Remark 3.18). The existence of dissipative solutions for the total variation flow is an open problem. We however believe that the hypotheses of Theorem 3.4 may be significantly weakened.
Proof of Theorem 3.4. Let us formally derive some a priori bounds and inequality (3.24) for the solutions to problem (3.1), (3.5), (3.20) . Firstly, we formally take the L 2 (Ω)-scalar product of (3.1) with 2u(t), and integrate by parts:
Since the second term is non-negative due to (3.21) and (3.26), (3.30) a priori implies that
Thus,
Consider the scalar function Ψ(y) = inf x∈Ω ϕ y (x, y)y 2 , y > 0, Ψ(0) = 0. From (3.30) and (3.32) we can conclude that
The function Ψ(y) is non-negative, continuous (for y = 0 this follows from (3.26), for positive y it can be derived from the compactness of Ω) and satisfies the condition lim y→+∞ Ψ(y)/y = +∞. By the Vallée-Poussin criterion [18] , ∇u a priori belongs to a certain weakly compact set in L 1 (0, T ; L 1 ) for any T > 0. Fix a regular test function v : [0, ∞) × Ω → R satisfying the Neumann boundary condition (3.20) . Adding (3.1) with the identity
which can be understood, e.g., in the sense of distributions, and formally multiplying by 2[
If (3.27) holds, then, due to (3.32), (3.26) and boundedness of Ω, we have
where C 1 is the doubled constant from (3.27). If (3.28) and (3.29) hold, then, by virtue of (3.21), we get
Note that this C can be set to be zero when g ≡ 0.
Thus, in both cases, there is γ > 0 such that
By Gronwall's lemma, we infer (3.24).
To prove the theorem, we can approximate our problem by a more regular one, and pass to the limit in inequality (3.24) maintaining its sign (cf. [32, 48] ), since, due to the observations above, without loss of generality the sequence of corresponding solutions converges weakly in L 1 (0, T ; W 1 1 ) and weakly-* in L ∞ (0, T ; L 2 ) for any T > 0.
3.3. Weak and strong solutions. For ϕ of power and logarithmic growth, we can show existence of weak solutions. Moreover, in the first case the solutions are locally Lipschitz and their gradients are Hölder continuous. We maintain Ω to be a bounded open domain in R n with a regular boundary. We keep the Neumann boundary condition, but generalization to the Dirichlet case is straightforward. We assume that g : [0, +∞) → [0, +∞) is continuous ¶ , and
To simplify the presentation, in the sequel we assume that c 1 = 1.
is called a weak solution to problem (3.1), (3.20) 
There exists a weak solution u to (3.1), (3.20) satisfying (3.5).
Proof : (Sketch) Although the operator
is not monotone, it is still possible to adapt the Minty-Browder technique to prove Theorem 3.8. The key point is to pass to the limit. Let {u k } be a sequence of approximate solutions satisfying the a priori estimates (3.31), (3.32) and (3.33) (with T instead of +∞). We have to prove that its limit u (in the weak-* topology of L ∞ (0, T ; L 2 )) is a solution. Estimates (3.31), (3.32) and (3.33) imply that the solutions u k belong to a uniformly bounded set in the space (3.38) . Owing to [44, Corollary 4] , without loss of generality we may assume that
. One can check that the extension operators mentioned in the previous subsection are continuous
Due to the continuity of the Nemytskii operator on the space of continuous of functions [27] , we conclude that h(G * ∇u k ) → h(G * ∇u) uniformly on [0, T ] × Ω. Then we can manually proceed similarly to the classical monotonicity argument [17, 19, 30] but with necessary changes. We omit the further details.
Remark 3.9. In a similar way, Theorem 3.8 may be generalized onto the case of more general ϕ(x, y) with growth as y → ∞ and decay as y → 0 of order |y| p−1 .
We next obtain the local Lipschitz-regularity of a weak solution, as well as the local Hölder continuity of its gradient. Theorem 3.10. Assume that h is Lipschitz and u is a weak solution to (3.1), (3.5), (3.20) , which is locally bounded, together with its gradient. Then there exists α ∈ (0, 1) such that for any compact set K ⊂ (0, T ) × Ω there is M > 0 so that
Remark 3.11. For the degenerate case p > 2 the behaviour of solutions is a purely local fact and the local boundedness follows for any local weak solution. On the contrary, in the singular case 1 < p < 2, it must be derived from global information and may require extra assumptions. Restricting the values of p to the range 2n n+2 , 2 suffices though. Note that for applications in imaging n = 2 and no extra assumption is needed.
Remark 3.12. The constant M is determined by the parabolic distance from K to the parabolic boundary of (0, T ) × Ω and by the supremum of u and ∇u on K, cf. [16, Chapter IX] . The constant α depends exclusively on p and dimension.
Sketch of the proof. Equation (3.1) with ϕ(x, y) = y p−1 can be written in the form ∂u ∂t [16] .
Concerning the optimal Lipschitz regularity of the weak solution we invoke the results of [8] , with p constant. Indeed, condition (7) on page 912 of [8] holds sinceh is bounded above and below by positive constants and Lipschitz in space. Moreover,h is Hölder continuous in time because the same holds for the nonlocal term G * ∇u, due to the fact that u is Hölder continuous in time up to the lateral boundary ∂Ω (see [16, Chapter III] ). Now we treat the logarithmic growth case. Again, just to simplify the presentation, we merely consider ϕ(x, y) = ln y. Let M be the Banach space of finite Radon measures on (0, T ) × Ω. It is the dual of the space C 0 ((0, T ) × Ω) (the space of continuous functions on (0, T ) × Ω that vanish at the boundary of this cylinder). For v ∈ M, and Φ ∈ C([0, T ] × Ω), Φ ≥ 0, we define the weighted partial variation of v as
Define the "bounded partial variation space" BP V as
Owing to lower semicontinuity of suprema, we have
We are not aware if anybody has introduced this space previously. 
Using (3.45) with Φ ≡ 1, we can show that BP V is a Banach space.
Definition 3.14. A function u from the class
is called a weak solution to problem (3.1), (3.20) , (3.5) with ϕ(x, y) = ln y and
iii) (3.5) holds in the space L 2 (Ω).
Remark 3.15. The motivation for this definition is the following one. Consider, formally, a pair (u, z) of sufficiently smooth functions satisfying (3.47), (3.48) , (3.5) . Then
Hence, Proof : (Sketch) Let {(u k , z k )} be a sequence of approximate solutions to (3.47),(3.54),(3.5) satisfying the a priori estimates (3.31), (3.32) and (3.33) (with ϕ(x, y) = ln y). The approximate solutions can be chosen to satisfy (h(G * ∇u k (s)), |∇u k (s)|) ds. We have to prove that their limit
is a weak solution. Estimates (3.31), (3.32) and (3.33) imply that the solutions u k belong to a uniformly bounded set in the space (3.38) with p = 1. Similarly to the proof of the previous theorem, h(G * ∇u k ) → h(G * ∇u) in C([0, T ]×Ω). Now we can pass to the limit in the first term of inequality (3.48) as in the previous subsection, cf. [32, 48] , in the third term due to Lemma 3.13, and, quite straightforwardly, in (3.47), (3.5) and the remaining terms of (3.48).
Remark 3.17. In view of lack of monotonicity/accretivity, uniqueness of weak solutions in Theorems 3.8 and 3.16 is an open problem.
Remark 3.18. The total variation flow equation (g ≡ 0, ϕ(x, y) = ln y) was treated in [4] via monotonicity/accretivity arguments such as the CrandallLiggett theory. Since the operator
is not accretive in any sense (for g = const), we had to use our (more straightforward and less elaborate) approach. The case g ≡ 0 is not excluded from our results: we have obtained existence of weak solutions for the total variation flow (with Dirichlet and Neumann boundary conditions) in a slightly different setting than in [4] and by a simpler method.
Experimental results and discussions
In what follows, we provide some experimental results using our adaptive forward-backward diffusion flows in image restoration. All the images are rescaled to [0, 1] for visualization and the PDE (2.7) is discretized using standard finite difference scheme via additive operator splitting [50] with time step t = 0.2. We used a non-optimized MATLAB implementation on a 2.3 GHz Intel Core i7, 8GB 1600 MHz DDR3 Mac Book pro Laptop. The pre-smoothing parameter σ = 1 in (2.7) is fixed for additive Gaussian noise levels σ n = 30 used here. Figure 6 shows the synthetic Shapes and real Brain images (ground truth) and its corresponding noisy versions which are utilized in our experiments. 4.1. Effect of inverse mollification, contrast parameter. We first consider the effect of inverse mollification function:
in edge detection under noise for different choices of g and K. Note that the diffusion coefficient acts like an edge detector within PDE based image restoration thereby guiding the diffusion smoothing process in and around edges. Figure 7 shows the computed inverse mollification function (4.1) for different choices of K and power growth in g(·) for the noisy Shapes image (noise standard deviation σ n = 30, see Figure 6 (a) right). Higher growth in functions g(|G σ * ∇u|) = |G σ * ∇u| p , p > 2 retains noisy edges and similarly lower K as well. Moreover, we see that the contrast parameter K controls the density of edges and can be chosen adaptively [37] . 4.3. GRADE vs. our approach. Finally, we provide a comparison of Catté et al. [10] GRADE (1.8) to illustrate qualitative differences in restoration with our inverse mollification term based PDE (2.7), with g(|G σ * ∇u|) = |G σ * ∇u| 2 , and set K = 10 −4 . In our PDE (2.7), we consider three cases for the diffusion function: Perona-Malik non-convex regularization functions (φ 1 , φ 2 in (1.11)), and total variation regularization φ(s) = s. Remember that the corresponding ϕ in (2.7) may be recovered from the relation ϕ y (x, y)y = φ (y). In Figure 9 we show restoration results for the noisy Shapes image (noise standard deviation σ n = 30, see Figure 6 (a) right) corresponding to diffusion coefficients ϕ y from the Perona-Malik non-convex regularizations (PM1 for φ 1 , PM2 for φ 2 ) and the total variation (TV) regularization ϕ y (y) = 1/y (the corresponding PDE is p . In both cases we used K = 10 −4 and terminal time 100. It is clear visually that the inverse mollification has a stabilizing effect in keeping homogenous regions. equals zero; for technical reasons, we actually employ ϕ y (y) = 1/ + y 2 with = 10 −6 ). As can be seen, by comparing the contour images, GRADE tends to smooth and displace the level lines of resultant image whereas our adaptive schemes obtain better preservation of level lines in both PeronaMalik and total variation diffusion. Table 1 lists well-known error metrics in the image processing literature for comparing GRADE against our adaptive PDE methods and supports visual comparison results that adaptive schemes are better at retaining structures while removing noise. Deeper quantitative analysis of the numerical examples is deferred to an upcoming work and we refer to [38] for an earlier attempt in this direction with a strictly convex regularization. Table 1 . Error metrics comparison for PDE based smoothing results on noisy synthetic Shapes image obtained with noise standard deviation σ n = 30. Higher improved signal to noise ratio (ISNR), signal to noise ratio (SNR), peak signal to noise ratio (PSNR), mean structural similarity (MSSIM) indicate better restoration whereas lower mean squared error (MSE), root mean square error (RMSE), maximum absolute error (MAE), maximum absolute difference (MAX) indicate better restoration.
