Although mergesort is an algorithm that is frequently glossed over in textbooks, it provide s fertile ground for planting ideas about algorithm analysis in the minds of students . Why can we assume that n is a power of 2? How big is the increase in constant multiple if we do? An d how do we analyze it if we don 't? Here then is an excruciatingly detailed analysis of mergesor t for the student whose enquiring mind truly wants to know .
1
Introductio n Mergesort is a sorting algorithm that runs in 0(n log n) time in the worst case . We will analyz e the running time and number of comparisons used by mergesort, demonstrating several technique s that can be used to find good approximate solutions to recurrence relations that have floors an d ceilings in them . The remainder of this manuscript is divided into four sections . In Section 2 we meet th e algorithm, and the "fundamental operation" method of analysis : instead of using big-Os all throug h the analysis, find the fundamental operation which is defined informally to be the part of th e algorithm where the actual work is done, meaning that the running time of the algorithm is big-O of the number of fundamental operations used . In Section 3 we meet the standard "assume n i s a power of 2" analysis of the number of comparisons used by mergesort, and consider how clos e it comes to approximating the real solution . Then, in Section 4 we take off the gloves and attac k the mergesort recurrence relation with floors and ceilings, ending up with a better approximation . Finally Section 5 gives a closed form solution for the number of comparisons used by mergesort , and we can see in retrospect how close we came with our various approximations .
2
The Algorith m Consider the following algorithm for sorting a list L of elements from a totally ordered set : divid e the list as evenly as possible into two sublists L1 and L2 , sort each of L 1 and L 2 recursively, an d then merge them together . 
The merge operation can be performed by iterating the following step: compare the items at th e head of the two lists, and append the smaller of the two to the tail of a new list , function merge(LI , L2 ) comment merge two sorted lists LI , L2 into a single sorted lis t 4.
L := the empty lis t 5.
while both LI , L2 are not empty d o 6.
x := first element of L I ; y := first element of L2
7.
ifx< y 8.
then remove x from LI and append it to L 9.
else remove y from L2 and append it to L 10.
append L I and L2 to the end of L 11.
return(L )
Let T(n) be the number of comparisons used by mergesort on a list of n items, where comparison" means comparison between elements of L in Line 7 . The comparison in Line 1 is no t counted since it is a comparison between integers, whereas the elements of L can come from any totally ordered set . which includes complicated structures such as strings which are much more tim e consuming to compare . In a. sense, the comparison operations are where the real work is clon e the remainder of the algorithm is just housekeeping to make sure that the correct comparisons ar e done in the correct sequence . Indeed, the running time of mergesort will be big-O of the numbe r of comparisons done, since 0(1) work is performed for each comparison .
The merge operation uses at most n -1 comparisons in the worst case, since at most on e comparison is performed in Line 7 for every element appended to the end of L in Lines 8 and 9 , which in the worst case is every element except the last . Therefore, the number of comparison s used by mergesort is given by the recurrence
We will spend the next few sections trying to identify the function T(n.) .
A First Upper Boun d
A first attempt at solving this recurrence would be for n a power of 2, which simplifies the recurrenc e to the following .
This can be solved easily by repeated substitution : Table 1 : Values of n log n -n + 1, T(n) when n is a power of 2 .
j= o
This enables us to predict exactly the number of comparisons in the special case where n is a powe r of 2 (shown in Table 1 for n < 1024) . We can also use the solution to the recurrence for n a power of 2 to derive an upper boun d on the solution for general n . Since T(n) is the running time of an algorithin . it is reasonable to assume that it is monotone nondecreasing . Therefore , T(n) <T(2005f1) = 2 (log nl [log n] -20°g nl + 1 .
(1 ) Figure 1 illustrates how close this upper bound comes to T(n) for n < 1024 . Although we have seen already that our upper bound Equation (1) is exact for n a power of 2 . and that it can be use d to show that T(n) = 0(n log n), just how accurate is the constant multiple on the leading term ? It is largest when n is one more than a power of 2, in which case 2 itognl = 2rz -2 . and so the best general upper bound we can deduce is 2n clog n] + 0(n) . 
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Clearly, T(n) < Ti (n) (assuming that T(n) is monotone nondecreasing) . Although Tl (n)
is apparently simpler in form than T(n), a straightforward attempt to solve for Tl (n) by repeated substitution is blocked at the second substitution :
But where do we proceed from there? The problem is whether [[n/2) 
f is continuous and monotone increasing (that is, if x > y, then f (x) > f (y)) .

If f(x) EZ, thenxEZ . Then, [f ([x])1 = [f(x)], and [fax J)J = [f(x) J .
PROOF : We will prove the result for the ceiling operator (the proof for the floor operator is similar 
Then,
which contradicts Equation (3) . Hence, by Equations (2) and (4) ([xi) (see the Y-axis of Figure 2 ) . But , since [f(x)] is an integer, this implies (by Property 2 of f) that there exists an integer y such tha t x < y < [xi (see Figure 2) . But this is impossible, since there can be no integer strictly betwee n x and [x1 . Hence our assumption in Equation 3 must be false, and hence, if (r)1 = If(H1)1 as required . q Theorem 1 gives us the ammunition we need to proceed with repeated substitution, since (takin g f(x) = x/2) it implies that [[x1/21 = [x/21 . and 
hence that (taking
Choose i to be the smallest integer such that [n/2'1 = 1 . Now, [n./21 = 1. iff n/2' 5 1, iff i > log n , and the smallest integer i such that i > log n is i = [log Hence,
This gives the upper bound
which is a slightly better bound than Equation (1) derived in Section 3 ; it is smaller by a factor of almost one-half when n is one more than a power of 2 . Figure 3 shows how close T1 (n) and th e upper bound of Equation (5) are for n < 1024.
The Solutio n
The exact solution to the recurrence relation for T(n) is a little tricky to derive, but it is relativel y easy to verify.
Theorem 2 114-eryesort uses n[logn] -2(lognl + 1 comparisons in the worst case .
PROOF : As we saw in Section 2, the number of comparisons used by mergesort in the worst cas e is given by the recurrence : We claim that T(n) = n,[log nl -2 flog nl + 1 . The proof is by induction on n . The claim is true fo r n = 1, in which case both sides of the equation are zero . Now suppose that n > 1, and that for al l m < n, Tern) = m [log ml -2 flog "' 1 + 1 . By the induction hypothesis ,
There are two cases to consider, depending on whether n is even or odd . Case 1 . Suppose that n is even . Then ,
Case 2 . Suppose that n is odd . Then,
We now consider two subcases, depending on whether n is one more than a power of 2 . Case 2a . Suppose that n 2k + 1 for all k E N . Then, T (n) = n [log n1 -2 ring nl + Thus, we see that the upper bound to T(n) derived in Section 4 was correct in the leading term , and off by an additive term of only 0(n) . 
