Abstract Classification of gamma-ray bursts (GRBs) into groups has been intensively studied by various statistical tests in previous years. It has been suggested that there was a distinct group of GRBs, beyond the long and short ones, with intermediate durations. However, such a group is not securely confirmed yet. Strangely, concerning the spectral hardness, the observations from the Swift and RHESSI satellites give different results. For the Swift /BAT database it is found that the intermediate-duration bursts might well be related to so-called X-ray flashes (XRFs). On the other hand, for the RHESSI dataset the intermediateduration bursts seem to be spectrally too hard to be given by XRFs. The connection of the intermediateduration bursts and XRFs for the BATSE database is not clear as well. The purpose of this article is to check the relation between XRFs and GRBs for the BATSE and RHESSI databases, respectively. We use an empirical definition of XRFs introduced by other authors earlier. For the RHESSI database we also use a transformation between the detected counts and the fluences based on the simulated detector response function. The purpose is to compare the hardnesses of GRBs with the definition of XRFs. There is a 1.3 − 4.2 % fraction of XRFs in the whole BATSE database. The vast majority of the BATSE short bursts are not XRFs because only 0.7 − 5.7 % of the short bursts can be given by XRFs. However, there is a large uncertainty in the fraction of XRFs among the intermediate-duration bursts. The fraction of 1−85 % of the BATSE intermediate-duration bursts can be related to XRFs. For the long bursts this fraction is between 1.0 % and 3.4 %. The uncertainties in these fractions are large, however it can be claimed that all BATSE intermediate-duration bursts cannot be given by XRFs. At least 79 % of RHESSI short bursts, at least 53 % of RHESSI intermediate-duration bursts, and at least 45 % of RHESSI long bursts should not be given by XRFs. A simulation of XRFs observed by HETE-2 and Swift has shown that RHESSI would detect, and in fact detected, only one long-duration XRF out of 26 ones observed by those two satellites. We arrive at the conclusion that the intermediateduration bursts in the BATSE database can be partly populated by XRFs, but the RHESSI intermediateduration bursts are most likely not given by XRFs. The results, claiming that the Swift /BAT intermediateduration bursts are closely related to XRFs do not hold for the BATSE and RHESSI databases.
Introduction
Gamma-ray bursts (GRBs) are diverse objects. The existence of two astrophysically different groups of GRBs, denoted as "short-" and "long-duration" bursts, is now well established (Mazets et al. 1981; Kouveliotou et al. 1993; Norris et al. 2001; Balázs et al. 2003; Borgonovo 2004; Mészáros et al. 2006; Zhang et al. 2009 ). However, there is a non-negligible overlap in durations between these two groups (Kann et al. 2010 (Kann et al. , 2011 Bromberg et al. 2013; Tarnopolski 2015b) .
In addition, the occurrence of a group of intermediate-duration GRBs in data samples of several satellites has been intensively studied using various statistical methods. It was suggested that there could be such a group (Horváth 1998; Mukherjee et al. 1998; Balastegui et al. 2001; Horváth 2002; Varga et al. 2005; Horváth et al. 2008; Vavrek et al. 2008; Horváth et al. (2009) ; Horváth 2009; Řípa et al. 2009; Huja et al. 2009; Horváth et al. 2010; Zitouni et al. 2015) . On the other hand, several works doubt its existence (Hakkila et al. 2000 (Hakkila et al. , 2003 Rajaniemi and Mähönen 2002; Koen and Bere 2012; Tarnopolski 2015a Tarnopolski , 2016 Narayana Bhat et al. 2016) . Moreover, different statistical tests applied on different datasets of different satellites give varying significance claiming its existence. Even though several statistical tests claimed occurrence of this group, its astrophysical meaning is not well established yet and it remains unclear. For example, the anti-correlation between the hardness and duration in the CGRO /BATSE 1 (Fishman et al. 1994 ) database is fully unclear .
Recently, two essential steps were taken in the clarification of the physical meaning of these intermediateduration bursts. First, a detailed statistical analysis of data from the Swift /BAT instrument 2 (Gehrels et al. 2004) arrived at the conclusion that they are related to so-called X-ray flashes (XRFs) Kóbori et al. 2013) . Second, a similar detailed statistical analysis of the RHESSI 3 Smith et al. 2003; Hajdas et al. 2004; Wigger et al. 2004 ) database showed that the intermediate-duration bursts in this database were similar to the short ones (Řípa et al. 2012) . This means that in this database the intermediate-duration bursts are spectrally as hard as the short ones, and thus they hardly can be identified with the spectrally soft XRFs. Hence, it is clear that the instrumental effects are important concerning the GRB classification.
The purpose of this article is to study the connection of GRBs and XRFs both for the BATSE and RHESSI datasets. The main aim is to estimate the fraction of XRFs among the intermediate-duration GRBs separately for both databases.
The paper is organized as follows. In Section 2 we present a review of the definitions of XRFs. Sections 3 and 4 define the used samples and methods. In Sections 5 and 6 we study the BATSE and the RHESSI databases, respectively. Section 7 discusses the instrumental effects of the BATSE, RHESSI, Swift, and HETE-2 instruments. Section 8 summarizes the results.
1 http://www.batse.msfc.nasa.gov/batse/grb/catalog 2 http://swift.gsfc.nasa.gov/docs/swift/swiftsc.html 3 http://hesperia.gsfc.nasa.gov/hessi/index.html
Two definitions of XRFs
The notion of XRF was introduced by Heise et al. (2001) for the bursts detected in the Wide Field Cameras (WFC) on BeppoSAX 4 satellite in the energy range 2 − 25 keV, but not detected in the GammaRay Bursts Monitor (GRBM) on the same satellite in the energy range 40 − 700 keV. Hence, XRFs are soft long events, which emit mainly in the X-ray band at < ∼ 25 keV (Heise et al. 2001; Vedrenne and Atteia 2009) . Kippen et al. (2003) studied the peak energy and peak flux distributions of XRFs observed by the BeppoSAX /WFC instrument and compared them to the spectral properties of the bright BATSE GRBs (Preece et al. 2000) . The authors claimed that XRFs have significantly lower values of peak energy than the bright BATSE GRBs with the Kolmogorov-Smirnov (K-S) probability of P KS = 1.5 × 10 −8 . They also found that XRFs are inconsistent even with the weakest 5 % of the bright BATSE GRBs with the K-S probability of P KS ≈ 10 −5 . However, from their Figure 3 it seems that XRFs are soft and weak events on the tail of the GRB distribution. Kippen et al. (2003) stated in their conclusion that XRFs could be a low-energy extension of the long GRB population. Similarly, also Sakamoto et al. (2005) concluded that XRFs and long GRBs can arise from the same phenomenon.
Without going into details of the astrophysical models of XRFs we briefly review the three scenarios that have been suggested to explain their origin:
1. In the high-redshift scenario a normal long GRB, placed at a high redshift, would be seen as XRF due to the shift of the peak energy to the X-ray band (Heise 2003) . 2. The off-axis model claims that XRFs are ordinary long GRBs viewed off-axis of the relativistic outflow jet. Different jet structures have been proposed to explain the properties of XRFs (Yamazaki et al. 2002; Dado et al. 2004; Eichler and Levinson 2004; Lamb et al. 2005; Toma et al. 2005; Zhang et al. 2004 ). 3. It has also been suggested that the soft spectrum of XRFs could be due to the intrinsic properties of the long GRBs, e.g., sub-energetic or an inefficient fireball (Dermer et al. 1999; Zhang and Mészáros 2002; Ramirez-Ruiz and Lloyd-Ronning 2002; Mochkovitch et al. 2004 ).
The origin of XRFs still remains unclear (Kouveliotou et al. 2012 ). This paper does not focus on specific models of XRFs and thus the question of the correctness of the models will be omitted in this work. Lamb and Graziani (2003) ; Lamb et al. (2004) and Sakamoto et al. (2005) defined XRFs in the sample of the HETE-2 satellite 5 (Ricker et al. 2003) as those events for which the ratio log[S 2−30 /S 30−400 ] > 0, where S Ei−Ej defines the energy fluence in the energy range E i < E < E j (in keV). Hereafter we will call this HETE-2 XRF definition as "Def1". Def1 implies that for XRFs the fluence in the range of 30−400 keV should be smaller compared with the fluence in the range of 2−30 keV. Since the ratio of the fluences is called "hardness" (denoted by H) for the given energy ranges, it is always necessary to precise which energy ranges are used in the definition. For example, it can be written: . Hereafter we will refer to this definition as "Def2". Hence, Def2 means that for XRFs the fluence in the range 50 − 100 keV should be smaller than 76 % of the fluence in the range 25 − 50 keV.
The two definitions are not identical because they use different energy bands. To compare them one needs the form of the time integrated spectra.
We choose three spectral models to be considered in our analysis: power law (PL); power law with exponen2 + α = E break α − β ,
where E peak is called peak energy and it must be α > β. The differential photon spectrum N E (E) is in units ph cm −2 s −1 keV −1 ("ph" refers to photon). In these formulas E is the energy of photons in keV. In the CPL model the whole spectrum is described by f 1 (E), where the amplitude K 1 is an independent free parameter. For the PL model the whole spectrum is described by f 2 (E), where the amplitude K 2 is an independent free parameter. The Band function has four independent parameters, CPL (PL) has three (two) ones. In the computation of hardnesses the amplitude K 1 or K 2 is always cancelled, and hence we should consider only three parameters in Eqs. (1-3) (α, E 0 , β). Instead of E 0 either E peak or E break can be used, too, due to Eq. (5). For details of the GRB spectral models see, e.g. Band et al. (1993) ; Lloyd and Petrosian (2000) ; Mészáros (2006) ; Wigger et al. (2008) ; Goldstein et al. (2013) . Add also that detailed statistical studies of the spectra show that the best option for the three needed parameters (α, E 0 , β) is to consider them as independent variables (Bagoly et al. 1998; Ryde et al. 2005; Borgonovo and Björnsson 2006; Bagoly et al. 2009; Axelsson and Borgonovo 2015) .
For XRFs the typical peak energy in the Band function is E peak = 30 keV (Preece et al. 2000; Heise et al. 2001; Kippen et al. 2003; Sakamoto et al. 2005; D'Alessio et al. 2006; Sakamoto et al. 2008; Vedrenne and Atteia 2009) . Sakamoto et al. (2008) derived their definition of XRFs for the Swift /BAT sample based on the typical spectral parameters of XRFs: α = −1 for the low-energy spectral index and β = −2.5 for the high-energy spectral index with E peak = 30 keV, i.e. E break = 45 keV.
If we adopt this definition, we can extrapolate the limiting hardness of XRFs for another energy band. Since the energy fluence is Ef 2 dE ≈ 0.6. 
The dependency is shown for eleven different off-axis angles of incoming radiation.
(8)
Comparing the two definitions one may say that there are several problems and hence their use is never straightforward.
First of all, the two different definitions are valid for different energy bands. Of course, it is possible to use Eq. (1-8) for the calculation of a hardness for any other energy bands if one assumes a GRB spectrum. However, this means that, e.g., the limiting values in Eqs. (7) and (8) themselves can be changed due to the change of the spectral parameters.
The second problem concerns Def1 itself, because for the BATSE instrument and for the RHESSI satellite the efficiency of the detection of the photons with energies smaller than ∼ (25 − 30) keV drops down rapidly. Thus Def1 uses the energy bands which are -in essence -not detected observationally. Concerning Def2 there is no such problem as the energies ∼ (25 − 100) keV are observed both by the BATSE instrument and by the RHESSI satellite. In fact, this is the principle argument why Sakamoto et al. (2008) introduced Def2 instead of Def1 (Sakamoto et al. 2005) for the Swift database.
A third problem arises from the dimension erg cm −2 of the fluences. Since the hardness itself is a ratio of two fluences, it is a dimensionless number. Then it seems that any dimension of the fluence can be used. For example for the RHESSI satellite the fluence is available in instrumental counts for the vast majority of bursts and then a ratio of two such total counts from different energy bands can also define a "pseudo-hardness". However, these two hardnesses, even for the same object, in general need not be identical due to a specific properties of the detector's response. Following mainly the second argument, which strongly prefers the use of Def2 instead of Def1, we restrict ourselves to Def2 in the following chapters. This means that the definition of the XRF is following: An event is classified as an XRF if 0.76 > S 50−100 /S 25−50 and the fluences S 50−100 and S 25−50 have dimensions erg cm −2 . Add still that the application of this Def2 on the BATSE and mainly RHESSI databases is never a simple task due to the instrumental effects. In addition, the fluence measured by RHESSI is not given in units erg/cm 2 . These effects will be discussed in more details in the next sections. Here we note only the following. Fig. 1 shows the photopeak effective area of the rear segments of the RHESSI detectors. It is summed over all nine detectors except for malfunctioning No.2. The response function as well as the effective area used in this work were provided by E. Bellm (private communication). The simulated response functions were based on the satellite's mass model in the Monte Carlo suite MGEANT (for details see Bellm et al. (2008a); Bellm (2010 Bellm ( , 2011 ). Most of the localized GRBs detected by RHESSI were seen under the off-axis angle > 50
• (see Fig. 2 ). Although the energy range 25 − 50 keV used in Def2 is near the edge of the RHESSI 's sensitivity, the effective area for the off-axis angles > 50
• is still sizeable. This suggests that one can still detect fluence in that energy range. For the effective area of the BATSE Large Area Detector (LAD) see, e.g. Fig. 3 of Fishman et al. (1985) or Fig. 1 of Pendleton et al. (1999) . Concerning BATSE, the measurements only from LAD are used in this work. Similarly to RHESSI, although the energy range 25 − 50 keV is near the edge of the sensitivity of BATSE LAD, the effective area is still sizeable and fluence in that energy range is still detectable. The above arguments strongly suggest the use of Def2 with the XRF limiting hardness given by Eq. (7) and Eq. (8) instead of Def1 for the BATSE instrument and RHESSI satellite, respectively.
In what follows we will use abbreviation "Def." instead of Def2. Fig. 2 The distribution of the off-axis angles of 104 localized GRBs from the total sample of 427 GRBs observed by the RHESSI satellite.
3 The samples
The BATSE samples
In the paper we will employ two types of BATSE Catalogs. The first one is BATSE Current Catalog 6 (shortly "Current Catalog"). It contains 2702 events and uses 4-energy channel data in the energy range from 20 keV to > 300 keV. For our purpose the important information (besides other records) included in this Catalog is: the BATSE trigger numbers; T 90 [s] durations; uncertainties in T 90 [s] ; fluences S1 in channel 1 (20 − 50 keV); fluences S2 in channel 2 (50 − 100 keV); fluences S3 in channel 3 (100 − 300 keV); and 1 σ statistical uncertainties in all fluences. All fluences and their uncertainties have units of erg cm −2 . The Current Catalog does not contain the hardness ratios and they must be calculated from the measured fluences. From 2702 events 1927 GRBs have simultaneously measured T 90 with uncertainties and three fluences (S1, S2 and S3) with uncertainties.
The second one is the BATSE Complete Spectral Catalog (shortly "Spectral Catalog") released in the electronic form 7 . For more details see also Goldstein et al. (2013) . This Spectral Catalog contains time integrated spectral fits (fluence spectra) for 2106 events. It employs CONT data type and the medium 6 http://gammaray.msfc.nasa.gov/batse/grb/catalog/current/ 7 http://www.batse.msfc.nasa.gov/∼goldstein/ energy resolution (MER) data type. It uses 14 channels out of 16 energy channels. This corresponds to energies between ∼ 25 keV and ∼ 1.8 MeV. For our purpose the important information (besides other records) included in this Catalog is: the BATSE trigger number; the bestfit spectral parameters for PL, CPL, and Band functions (fluence spectral information); the uncertainties in the best-fit spectral parameters; the χ 2 of each fit; and the number of degrees of freedom of each fit. The Spectral Catalog does not contain the hardness ratios and they must be calculated from the measured spectral parameters assuming a particular spectral model. All 2106 events from the Spectral Catalog are present in the Current Catalog as well.
The RHESSI sample
In the case of the RHESSI satellite we will use the sample, which was used already byŘípa et al. (2009, 2012) , and which contains 427 events. However, oppositely to the BATSE datasets, the accurate spectral fits are possible only for about 67 GRBs of all 427 events. The reason is that the RHESSI 's detector response function depends on the incident angle of incoming photons and thus the knowledge of the GRB sky position is essential to obtain a precise spectral fit. However, there are only 104 localized GRBs in the RHESSI database used. Also the measured flux from a GRB should have a high signal-to-noise ratio (S/N 10) to allow a reliable spectral fit. This effect further decreases the suitable GRBs because 37 localized GRBs had S/N < 10. Hence, there are only 67 GRBs (67/427 ≈ 16 %) in the RHESSI database for which reliable spectral fits can be carried out. This means that we cannot apply ProcI here and we will provide ProcII only for the sample of 427 GRBs.
In addition, unlike in the BATSE sample, the fluence in the RHESSI GRB database is not given in units of erg cm −2 . Instead, it is available in the instrumental counts. A ratio of two such numbers of counts in different energy bands define a "pseudohardness". The database analyzed in worksŘípa et al. (2009, 2012 ) used the energy ranges of 25 − 120 keV and 120 − 1500 keV. Hence, the "pseudo-hardness" (erg cm −2 erg −1 cm 2 ) will be described in detail in Subsection 6.4.
The methods
In the determination of the fraction of XRFs in the BATSE database we use the hardness H 21 ≡ H 50−100 20−50 = S 50−100 /S 20−50 because its energy range ensures sensitivity at 30 keV, which is the typical peak energy in the Band function of XRFs. For the separation of bursts into three groups we use the classification published by Horváth et al. (2006) = S 100−300 / S 50−100 . The groupmembership list itself was provided by I. Horváth (private communication) .
There are 5 events with measured T 90 with uncertainties and simultaneously with measured fluence S1 (with uncertainties), but without measured fluence S3 (with uncertainties). On the other hand, there are 28 events with measured T 90 (with uncertainties) and simultaneously with measured fluence S3 (with uncertainties), but without measured fluence S1 (with uncertainties). Fig. 3 (7) and hence the second procedure appears to be simpler. Nevertheless, if there are measured spectral parameters for any burst, then both procedures are possible, and it is obviously better option to provide both procedures and compare them. Concerning the BATSE dataset we will use both procedures.
The methods used for the RHESSI sample cannot be identical to that of the BATSE case, because for RHESSI there is no equivalent of the Spectral Catalog. This means that for RHESSI only the method, which is analogous to the method based on the BATSE Current Catalog, can be used. In addition, a care is needed because the fluences are not given in units erg cm −2 .
5 Fraction of XRFs in the BATSE database
Procedure I
In the first procedure (shortly "ProcI") we take the measured spectral parameters of the observed bursts, then calculate the hardness ratios for the energy ranges used in Def., and using the obtained hardnesses we determine whether an object is classified as an XRF. We use the Spectral Catalog. There are all bursts fitted by the PL model. If there is any other fit using the other model(s), then we take the best-fit one, i.e., the model with the highest goodness-of-fit (GOF). We make a restriction that we accept a fit only if GOF > 5 %. A further restriction is that a burst must also have a measured T 90 duration with uncertainties in the Current Catalog. After these two restrictions the number of remaining events is 1626, which is the sample used in ProcI. From these events PL, CPL, and Band function were the best-fit models in 171, 906, and 549 cases, respectively. From 1626 events 427 ones belong to the short group, 81 objects belong to the intermediate one, 1066 objects belong to the long group, and 52 events are not separated into the groups by Horváth et al. (2006) .
To provide ProcI for the 1626 events we calculate the following hardnesses for any burst: H 50−100 25−50
, which Table 2 The numbers of events classified as XRFs (H21,CURR ≤ 0.6) or GRBs (H21,CURR > 0.6) by Def. in ProcII, i.e. with hardness below or above the limit given by Eq. (7) in the BATSE sample. "Inter." means the intermediate group; "No-group" means that no group-membership has been assigned by Horváth et al. (2006) . The values not written in parentheses were obtained directly from the measured data. The values written in parentheses are median and 90 % CL obtained by method described in Subsection 5.5. ≤ 0.76. This means that there are 1605 objects classified as GRBs and 21 objects classified as XRFs. The numbers for the three spectral models separately are provided, too. The CPL model and Band function give similar fractions, being comparable with the fractions of the whole sample, but for the PL models the fraction of XRFs is remarkably high (17 [9.9 %] from 171 events). Concerning the groups there are only few XRFs for the short bursts (3 [0.7 %] from 427 objects); for the intermediate group the fraction of XRFs is the highest (5 [6 %] from 81 objects); for the long bursts the fraction of XRFs is practically identical to that of the whole sample (11 [1.0 %] by Def. from 1066 objects); and for the bursts with unknown group-membership the fraction of XRFs is (2 [4 %] from 52 objects).
GRBs

Procedure II
In the second procedure (shortly "ProcII") we take the measured hardness ratios H 21,CURR of the events from the Current Catalog and compare them with the limiting hardness for XRFs given by Eq. (7). Fig. 4 shows the hardness ratio H 21,CURR against the T 90 duration. The sample here contains 1932 events because in this figure all BATSE GRBs having defined hardness ratios H 21,CURR and durations T 90 , both with defined uncertainties, in the Current Catalog are plotted. The horizontal solid line is the limit for XRFs given by Eq. (7). The objects below (above) this line are (are not) XRFs using ProcII. The number of GRBs with hardness lower or equal to the XRF limit is 71, i.e., 3.7 % of the whole sample. For the three groups separately one obtains: from the 494 short bursts 23 objects (4.7 % of the short ones) are below the limit; from the 99 intermediate GRBs 15 objects are below the limit (15 % of the intermediate ones); from the 1334 long ones 32 objects are below the limit (2.4 % of the long ones). The numbers are also summarized in Table 2 .
The two procedures gave similar -but not exactly identical -results. The second procedure gave higher , and ones without assigned group-membership (triangles). The horizontal solid line is the XRF limit from Eq. (7). The objects above this line are not classified as XRFs; the objects below this line are classified as XRFs using ProcII. The horizontal dash-and-dot line marks the confidence interval (CI) meaning that any object lying above has a probability of < 10 −5 to be an XRF by Def. This CI was obtained from the simulation shown in Fig. 9 . The plotted error bars were calculated from the uncertainties given in the BATSE Current Catalog and using the error propagation theory.
fraction of XRFs in total sample as well as in the individual groups. Also the samples, used in ProcI and ProcII, respectively, were not the same. Hence, a discussion of the two procedures with their uncertainties is clearly required.
Precision of Procedure I
The first checking of ProcI can be done as follows. One may expect that the two H 21 hardnesses are identical. Hence, statistically, H 21,CURR and H 21,SPEC should give a linear relation H 21,SPEC = H 21,CURR with an acceptable GOF.
A comparison of the two kinds of H 21 is shown in Fig. 5 . There are 1560 bursts having both hardnesses derived. This number follows from the fact that in the sample, containing 1626 GRBs and used in ProcI, 66 objects did not have measured fluences needed for the comparison with H 21,CURR . We fitted the values log H 21,CURR and log H 21,SPEC using the linear least square fitting (Press et al. 2007 ) assuming a linear relation log H 21,CURR = a+b log H 21,SPEC . The two param-eters should have the values a = 0 and b = 1. The fitting was done for the three spectral models separately.
To obtain the uncertainties in H 21,SPEC , needed to obtain the GOF, we proceeded as follows. Using the measured spectral parameters and their uncertainties from the Spectral Catalog we generated 10 000 Monte Carlo (MC) simulated spectra for each event. We assumed that the given uncertainties in the spectral parameters in the Spectral Catalog are one standard deviations of the Gaussian distribution. Concerning the Band function we required α > −2.0, β < α and E peak > 0. Sometimes the simulated parameter β was lower than -20. This occurred when there was a relatively high uncertainty of this particular parameter. If the energy E < 100 keV then the integrated spectrum can reach an extremely high values and lead to an overflow of the program during the numerical integration. Therefore, we also introduced a condition: if β < −20 then we set β = −20. Concerning CPL we required E peak > 0. If these criteria were not met, the spectral parameters were generated again.
The simulated spectra were numerically integrated to obtain fluences and then the logarithms of hardnesses. Thus, for each event, a distribution of 10 000 logarithmic hardnesses was obtained. In such a distribution the quantiles Q(0.3173/2) and Q(1 − 0.3173/2) delimit the 68 % mid quantile interval. Doing so one derives the Gaussian-equivalent 1-σ interval delimited by −σ log H21,SPEC and +σ log H21,SPEC asymmetric uncertainties, respectively. We used routine "FI-TEXY" of the IDL 8 Astronomy Users Library 9 for fitting because it accounts for the uncertainties along both axes. This routine is based on the procedure described by Press et al. (2007) . It requires symmetric uncertainties. Therefore we used the mean value σ log H21,SPEC of the asymmetric uncertainties −σ log H21,SPEC and +σ log H21,SPEC . The symmetric uncertainties in log H 21,CURR were calculated from the error propagation theory of the uncertainties in the fluences mentioned in the BATSE Current Catalog. for 1560 bursts in the BATSE sample are shown separately for three spectral models. The error bars of log H21,SPEC delimit the 68 % mid quantile interval and were calculated using MC simulations as described in Section 5.3. The error bars of log H21,CURR are 1σ statistical uncertainties and were calculated from the uncertainties given in the BATSE Current Catalog and using the error propagation theory. The solid line is the best fit. The dotted line denotes relation log H21,CURR = log H21,SPEC.
The best fit for PL spectral model (158 bursts) is following: a = 0.193 ± 0.006, b = 1.719 ± 0.044 with χ 2 = 1815; the best fit for CPL spectral model (868 bursts) is following: a = −0.003 ± 0.003, b = 1.441 ± 0.015 with χ 2 = 8863; and the best fit for the Band function (534 bursts) is following: a = −0.054 ± 0.004, b = 1.640 ± 0.020 with χ 2 = 4596. In all three cases it holds that GOF is in essence zero, and hence the fits are not acceptable from the statistical point of view. From the three figures it follows that fitting with a straight line is incorrect, because for some objects the one sigma error bars are far away from the best fit line. The essentially zero GOF value claims that the scattering is too large. In addition, both a and b lie away from the expected a = 0; b = 1 values. For all three spectral models the slope b is higher than b = 1 which means that the relation between log H 21,CURR and log H 21,SPEC is systematically steeper than it should be in case of H 21,CURR = H 21,SPEC . This means there is a systematic error between H 21,CURR and H 21,SPEC . This systematic error can be probably explained by different time intervals used in the fitting of the time-averaged fluence spectra in the Spectral Catalog and in the calculation of the fluences in the Current Catalog. Due to the well known time evolution of the GRB spectra over the different periods of their light curves (see e.g. Kaneko et al. (2006) ) such a systematic discrepancy could occur. In the Spectral Catalog the timeintegrated fluence spectra were estimated over the duration of the observed emission, where the observed emission is defined as 3.5σ over the estimated background in the 20 − 2000 keV energy range (Goldstein et al. 2013 ). In the Current Catalog the fluences were obtained by the integration over the T 90 durations (G. J. Fishman, private communication and H 21,SPEC are both calculated from the Spectral Catalog and thus they can be compared regardless the systematic difference between the H 21,SPEC and H 21,CURR values. This comparison is done in Fig. 6 . It shows a strong correlation between both hardnesses. Pearson correlation coefficient is ρ = 0.998. Moreover, the XRF limit from Eq. (7) and the highest value in the left placed quadrants are different only by 0.02. This can also serve as an empirical upper value of H 21,SPEC for XRFs obtained from Def. The number of objects are shown in Table 3 . They can also serve as a test of ProcI with Def. The number of XRFs following from the limit given by Eq. (7) is 29 (1.8 % of the whole sample). For the three groups separately one has: from the 427 short bursts 4 objects (0.9 %) are XRFs; from the 81 intermediate-duration bursts 8 objects (10 %) are XRFs; from the 1066 long ones , both calculated from the Spectral Catalog, for 1626 BATSE bursts. The solid vertical line denotes the limit from Def., the horizontal solid line denotes the limit from Eq. (7). The dashed horizontal line denotes the highest hardness log H21,SPEC = −0.26 in the left placed quadrants. This value can also serve as an empirical XRF upper limit for H21,SPEC on Fig. 7 . The dotted line is the best linear fit between the logarithmic values.
15 objects (1.4 %) are XRFs. In addition, from the 52 events without group-membership 2 objects (4 %) are XRFs (again the group-membership is taken from Horváth et al. (2006) Horváth et al. (2006) . This figure is similar to Fig. 4 , but it uses the sample containing 1626 events with the H 21,SPEC values. The horizontal solid line is again the limit for XRFs given by Eq. (7). The empirical limit from Fig. 6 (i.e., from Def.) is also shown. Note that in Fig. 7 there is not seen any clear separation between XRFs and GRBs. It suggests that there might be no astrophysical difference between XRFs and GRBs.
Reviewing the uncertainties of ProcI, one can see that the values H 21,SPEC and H 21,CURR do not give an acceptable one-to-one correspondence for a given object. From the spectral models used the PL models gave the highest difference between the fit and the expected log H 21,SPEC = log H 21,CURR , however one cannot claim any significant differences among the spectral models. Horváth et al. (2006) . The values not written in parentheses were obtained directly from the measured data. The values written in parentheses are median and 90 % CL obtained by method described in Subsection 5.5.
Quadrant
Total Fig. 4 ; the open triangles denote GRBs with no group-membership, because they are not mentioned by Horváth et al. (2006) . The dashed line denotes the highest hardness of an observed event still classified as XRF using Def. (see Fig. 6 ). It can serve as an empirical XRF upper limit. The solid line defines the limit from Eq. (7). Right: A similar plot, but with displayed dash-and-dot lines marking the confidence intervals (CIs) and meaning that any object above the given line has a probability of < 10 −5 , 0.1 %, 0.3 %, 0.5 %, 0.6 %, and 0.7 %, respectively, to be an XRF by Def. These CIs were obtained from the simulation shown in Fig. 9 . The error bars of log H21,SPEC delimit the 68 % mid quantile interval and were calculated using MC simulations as described in Section 5.3. Error bars of T90 were obtained from the uncertainties given in the BATSE Current Catalog. Different colors of data points correspond to different best-fit spectral models.
Precision of Procedure II
In order to check the precision of ProcII one has to check the precision of the limit from Eq. (7). To provide this checking, we performed numerical simulations as follows. We took the best fit spectral parameters of the Band function of GRBs in the BATSE Spectral Catalog for the cases where the GOF was greater than 5 %. From the 2106 bursts in the Catalog 1548 events had determined parameters of the Band function, then from the 1548 events 1178 ones had GOF > 5 %. The parameters were taken from the ranges: −2 < α ≤ 2, β ≥ −5, and E peak ≥ 7 keV, which further limited the size of the sample to 1077 events. The obtained distributions of these spectral parameters are shown in Fig. 8 . Note that similar distributions were published already in Preece et al. (2000) ; Bissaldi et al. (2011) ; Goldstein et al. (2013) . Using these distributions we simulated 1 million mock GRB spectra and then calculated the hardnesses H 50−100 25−50
, and H 21 . The result of the simulation is presented in Fig. 9 > 0.76) as n GRB . It holds that if above an arbitrarily chosen horizontal line defined by H 21,i there are n XRF,i and n GRB,i events then for any object above this line the probability that it is an XRF is P = n XRF,i /(n XRF,i + n GRB,i ). On the other hand, the probability that an object below this line is not an XRF is P * = n * GRB,i /(n * XRF,i + n * GRB,i ), where n * GRB,i and n * XRF,i are the numbers of the events below this line. The probability P above the solid horizontal line H 21 ≈ 0.6 given by Eq. (7) is P = 5 × 10 −2 %. This means the probability of an event above this line to be an XRF due to Def. The probability P * below this solid horizontal line is P * = 0.967. This means that above the line given by Eq. (7) there is only P = 5 × 10 −2 % probability for an XRF to be wrongly identified, but below this line an ordinary GRB can well be wrongly identified as an XRF by a high 96.7 % probability. In Fig. 9 there are marked following confidence intervals (CIs): P < 10 −5 , P = 0.1 %, P = 0.3 %, P = 0.5 %, P = 0.6 %, and P = 0.7 %, respectively. These confidence intervals are also shown in Fig. 7 illustrating their effects on the real data. Table 4 summarizes the values from the simulation.
It is interesting to compare the value log H 21 = −0.20 for the confidence interval P < 10 −5 from Fig. 9 , i.e. the highest hardness of an XRF by Def. obtained from the simulations, with the limiting XRF hardness obtained by Eq. (7), log H 21 ≈ −0.24. Both values are very similar, which supports the correctness of the limit following from Eq. (7).
All this means that the fractions of XRFs -summed in Table 2 -are confirmed. Table 4 The table summarizes the confidence intervals P marked at given hardnesses H21,i in Fig. 9 . The quantities nXRF,i (H21 ≥ H21,i and H 50−100 25−50 ≤ 0.76) and nGRB,i (H21 ≥ H21,i and H 50−100 25−50 > 0.76) are the numbers of XRFs and GRBs by Def. with hardness H21 ≥ H21,i in the simulation, respectively. The P is the probability that any object with H21 ≥ H21,i is an XRF by Def.
log H 21,i n XRF,i n GRB,i P (%) In order to determine the uncertainties in the numbers of GRBs and XRFs mentioned in Tables 1-3 we proceed as follows.
1. The uncertainties in the T 90 duration effect the classification of the bursts into the short, intermediate, and long groups. To account for that we take BATSE Current Catalog and calculate hardnesses H 32,CURR , which is the hardness used by Horváth et al. (2006) in the GRB classification. We take only the events for which the hardness ratios H 32,CURR and durations T 90 with measured uncertainties are defined. This gives us a sample of 1954 events.
2. We calculate the uncertainties in log H 32,CURR from the standard error propagation theory.
3. Next, for each event, we add the random Gaussian noise to log H 32,CURR with the mean value the same as the measured value and the standard deviation the same as 1σ uncertainty in log H 32,CURR . Thus we obtain shifted values log H ′ 32,CURR .
4. Then, for each event, independently on log H 32,CURR , we add the random Gaussian noise to log T 90 with the mean value the same as the measured value and the standard deviation the same as 1σ uncertainty in log T 90 . Thus we obtain shifted values log T ′ 90 . 5. We follow the method described by Horváth et al. (2006) (5)), and finally from the maxima of the membership probabilities a group-membership is assigned to each event.
6. We repeat steps 3. − 5. 1000× which gives us 1000 unique lists each containing 1954 bursts with assigned group-memberships.
In the steps 3. and 4. we restrict the "shifted" hardness and duration to be in the range −3 ≤ log H were not in this range we generated the random Gaussian noise again. The reason is that if an event has relatively high uncertainties it can be often shifted too far from the overall distribution and the likelihood L would go to −∞. There were two such events with very high uncertainties in hardness which made fitting impossible, that is why we introduced these restrictions. These restrictions are wide enough and they do not effect the vast majority of the events.
We used the "AMOEBA" function under the IDL programming language for finding the best fit of the sum of three bivariate Gaussian distributions by maximizing the likelihood L. The "AMOEBA" function is based on the routine with the same name described in Press et al. (2007) .
Concerning the estimation of the uncertainties in the numbers of XRFs/GRBs in Table 2 we proceed as follows.
1. For each event of the 1932 bursts displayed in Fig. 4 , we add the random Gaussian noise to log H 21,CURR with the mean value the same as the measured value and the standard deviation the same as 1σ uncertainty in log H 21,CURR . Thus we obtain "shifted" values log H ′ 21,CURR .
Fig. 8
The distributions of the spectral parameters of the Band function of 1077 GRBs from the BATSE Spectral Catalog.
2. Next, using the "shifted" values of log H ′ 21,CURR we calculate the numbers of GRBs and XRFs as described in Subsection 5.2. We use one of the 1000 lists with assigned group members of bursts as described above in point 6.
3. We repeat these points 1. − 2. 1000× and each time we use a different list with the assigned group members of bursts.
4. This gives us distribution of the fractions of XRFs/ GRBs for each group separately and in total. From these distributions we calculate the medians and 90 % confidence levels (CL). These results are written in parenthesis in Table 2 .
Concerning the estimation of the uncertainties in the numbers of XRFs/GRBs in Tables 1 and 3 we proceed as follows. The values in these tables were obtained by comparing H 21,SPEC and H 50−100
25−50
, both calculated using the BATSE Spectral Catalog. The sample contains 1626 events and there is a strong correlation between both hardnesses (see Fig. 6 ). Pearson correlation coefficient is ρ = 0.998. Therefore, one cannot treat them as independent variables. The linear least square fitting (Press et al. 2007 ) assuming a linear relation log H 21,SPEC = a + b log H 50−100 25−50 gives a = −0.113 ± 0.001, b = 1.120 ± 0.003 with χ 2 = 34.3 and GOF = 1.0. The linear fit is perfectly acceptable.
Same as in Subsection 5.3 we used routine "FI-TEXY" for fitting because it accounts for the uncertainties along both axes.
It requires symmetric uncertainties. Therefore we used the mean values σ log H21,SPEC = −σ log H21,SPEC ; +σ log H21,SPEC and σ log H 50−100 25−50 = −σ log H 50−100
; +σ log H 50−100 25−50 of the asymmetric uncertainties. Therefore we proceed as follows.
1. For each event of the 1626 bursts displayed in Fig. 9 , we add the random Gaussian noise to log H 50−100
with the mean value the same as the measured value and the standard deviation the same as σ log H 50−100 25−50
.
Thus we obtain "shifted" values log H (7)). The events which lie on the left from the vertical solid line are classified as XRFs by Def. The events which lie below the horizontal solid line are classified as XRFs using the limit given by Eq. (7). The dash-and-dot lines mark the CIs meaning that any object above that line has a probability of < 10 −5 , 0.3 %, 0.5 %, 0.6 %, and 0.7 %, respectively, to be an XRF by Def.
and XRFs as described in Subsection 5.1. We also calculate the number of events in each of four quadrants in a similar plot as shown in Fig. 9 , but this time with log H ′ 50−100 25−50
and log H ′ 21,SPEC . We use one of the 1000 lists with assigned group members of bursts as described above in point 6.
4. We repeat these points 1. − 3. 1000× and each time we use a different list with the assigned group members of bursts.
5. This gives us distribution of the fractions of XRFs / GRBs for each group separately and in total as well as the distributions of the number of the events in the four quadrants of Fig. 9 . From these distributions we calculate the medians and 90 % CL uncertainties. These results are written in parenthesis in Tables 1 and 3 .
Summary of the fraction of XRFs
The fractions of XRFs in the BATSE samples by ProcI (Table 1) , from checking of ProcI (Subsection 5.3), and by ProcII (Table 2 ) are summarized in Fig. 4 and Fig. 7 ). This suggests that ProcI might be more reliable than ProcII in case of the BATSE datasets. In any case, taking into account all these uncertainties, and hence the large scatters in the fractions, it can be claimed that the whole entire intermediateduration group cannot be given by XRFs only. in order to provide ProcII, because we have the measured "pseudohardness" for 427 objects. The details of this conversion will be presented in Subsection 6.4 and in Fig. 13 . Here we use only the results from Fig. 13 with marked CIs meaning that any object above the given "pseudohardness" H 120−1500 25−120 ,i has a probability of < 10 −5 , 0.1 %, 0.2 %, 0.5 %, 1.0 %, 2.0 %, and 3.0 %, respectively, to be an XRF by using the limit from Eq. (8). (2012), but here we add the CIs for the XRF limit. The objects above the most upper horizontal dash-and-dot line, i.e., the < 10 −5 CI (log H 120−1500 25−120 > −0.04), are not XRFs. The objects below this line can already be XRFs by using the limit given by Eq. (8). The numbers of events above and below the < 10 −5 CI are summarized in Table 6 . From that table it follows that there are 232 objects with log H 120−1500 25−120 > −0.04, i.e., 54.3 % of the whole sample, which are not XRFs. For the groups separately one obtains: from the 42 short bursts 40 objects (95 % of the short ones) are above the limit; all 18 intermediateduration bursts are above the limit; from the 367 long ones 174 objects (47.4 % of the long ones) are above the limit. Here the classification into the groups is the one used byŘípa et al. (2012) . These results imply that for the RHESSI sample at least 95 % of the short burst, all intermediate-duration bursts, and at least 47.4 % of the long ones are not given by XRFs. The two short The "pseudo-hardness" H 120−1500 25−120
vs. T90 durations with identified short, intermediate, and long groups of the 427 RHESSI GRBs as published by Rípa et al. (2012) . The CL marks the confidence levels of the best maximum likelihood fit with three bivariate lognormal functions as calculated and described in papeř Rípa et al. (2012) . Here we add the dash-and-dot lines which mark the confidence intervals meaning that any object above the given line has a probability of < 10 −5 , 0.1 %, 0.2 %, 0.5 %, 1.0 %, 2.0 %, and 3.0 %, respectively, to be an XRF by using the limit given by Eq. (8). These confidence intervals were obtained from the simulation shown in Fig. 13 . Objects colored orange are the ten GRBs (see Tables 9 and 10) employing the simulated response function of the detector (see Fig. 13 ). The numbers refer to the measurements in Table 10 . The error bars were taken fromŘípa et al. (2009, 2012) . The green triangle marks GRB 030528 observed both by RHESSI and HETE-2 and classified as XRF by Sakamoto et al. (2005) .
bursts, which are below the < 10 −5 CI limiting line (see Fig. 10 ), could potentially be outliers.
Precision of the fraction
To check the precision of ProcII we proceed similarly to Subsection 5.4 and check the precision of the limit from Eq. (8) itself. A numerical simulation was carried out as follows. We used the distributions of the GRB spectral parameters of Band function from < 0.76) as n XRF . Oppositely we mark the number of GRBs due to Def. Tables 1, 2 and Subsection 5.3. "Total" means fraction from a whole sample. "Short", "Inter.", and "Long" mean fractions in the individual groups. "No-group" means fraction of the events without assigned group-membership. "N/A" means not applicable because in ProcII all events in the sample had assigned group-membership. The fractions written in parentheses were obtained from the median and 90 % CL uncertainties in the numbers described in Subsection 5.5. > 0.76) as n GRB . It holds that if above any horizontal line defined by H 120−1500 25−120 ,i there are n XRF,i and n GRB,i events then for any event above this line the probability that it is an XRF is P = n XRF,i /(n XRF,i + n GRB,i ). The probability P above the solid horizontal line H 120−1500 25−120 ≈ 0.6 given by Eq. (8) is P = 0.0005. This means that an event above this line has only 0.05 % probability to be an XRF. For the numbers of the events below the horizontal line the simulation gives P * = n * GRB,i /(n * XRF,i + n * GRB,i ) = 0.836. This means that above the line given by Eq. (8) there is only 0.05 % probability for an XRF to be wrongly identified as not an XRF, but below this line an ordinary GRB can be wrongly identified as an XRF by a high 83.6 % probability. This also means that the limit from Eq. (8) is in fact a strong upper limit.
It is interesting to compare the value log H 120−1500 25−120 = −0.14 from Fig. 11, of an XRF by Def. obtained in the simulation.
Uncertainties in the numbers
In order to determine the uncertainties in the numbers mentioned in Table 6 we proceed similarly to Subsection 5. , we add the random Gaussian noise to log T 90 with the mean value the same as the measured value and the standard deviation the same as 1σ uncertainty in log T 90 . Thus we obtain shifted values of log T ′ 90 .
3. We follow the method described by Horváth et al. (2006) to determine the group-membership assigned to each event in this "shifted" sample.
4. Then, using the "shifted" values of log H ′ 120−1500
25−120
we count the numbers of events with log H ′ 120−1500 25−120 above or below -0.04 for each group separately and in total as described in Subsection 6.1.
5. We repeat steps 1. − 4. 1000× which gives us distributions of the numbers of bursts above and below the limiting "pseudo-hardness" as well as the distributions of the numbers of short-, intermediate-, and long-duration bursts.
6. From these distributions we calculate the medians and 90 % CL uncertainties. These results are written in parenthesis in Table 6 .
Conversion of the two types of hardnesses
In order to convert the hardness H 120−1500 25−120
(erg cm −2 erg −1 cm 2 ) defined as a ratio of fluences into the "pseudo-hardness" H 120−1500 25−120 (cnt cnt −1 ) defined as a ratio of detected counts, and vice versa, we proceed as follows:
1. We begin with the distribution of the measured GRB spectral parameters α, β and E peak of Band function from the BATSE Spectral Catalog as shown in Fig. 8 .
2. From this distribution we randomly create an ensemble of 50 000 sets of α, β and E peak . This makes a basis of our sample of simulated GRB spectra.
3. We integrate each simulated spectrum in the energy ranges 25 − 120 keV and 120 − 1500 keV; then we calculate hardness H 120−1500 25−120
4. After that we use the RHESSI response function to obtain the number of counts in the same energy ranges. We calculate the "pseudo-hardness" H 120−1500
25−120
(cnt cnt −1 ) as follows:
where
Here N E is the differential photon spectrum of the incident radiation (see Eqs.
(1-3)) in units ph cm −2 s −1 keV −1 ; S is the detector area in cm 2 ; R is the detector response function (differential, i.e., normalized by the count energy) in units cnt ph −1 keV −1 ("ph" and "cnt" refer to photon and count, respectively); E ph is the incident photon energy; E cnt is the measured count energy. We use E cnt,1 = 120 keV, E cnt,2 = 1500 keV, E cnt,3 = 25 keV, E cnt,4 = 120 keV, E ph,1 = 25 keV and E ph,2 = 30000 keV to determine the sensitivity range of the detector. t 1 and t 2 are the start and the end time of the analyzed flux, respectively. An example of the RHESSI detector response function is shown in Fig. 12. 5. Since the RHESSI detector response depends on the off-axis angle of the incoming X-ray photons, we calculate the steps II.−IV. using the response functions for the eleven different off-axis angles, particularly for 15
• , and 165
• . The off-axis angles 0
• and 180
• mean the front direction (direction from the Sun) and the rear direction, respectively. The overall response functions were also averaged over the responses in the six intervals of the azimuth angle: Fig. 12 An example of the used RHESSI off-axis detector response function provided by E. Bellm (private communication) for the off-axis angle 90
• , averaged over all azimuth angles, and normalized by the sizes of the count energy bins. We used only the rear segments of all nine detectors expect for the malfunctioning No. 2. The displayed response function R is normalized by its maximum value, so it ranges from 0 to 1.
240
• − 300
• , 300
• − 360
• . The reason is that the satellite spins along its axis with period ≈ 4 s.
6. As the number of the observed GRBs by the rear segments of the RHESSI detector depends on the off-axis angle, the number of the simulated GRB spectra for different off-axis angles must be accordingly weighted. There were 104 localized GRBs in our RHESSI sample and thus there were 104 known off-axis angles of these GRBs. Fig. 2 shows their distribution. We weighted the number of the simulated GRB spectra for each off-axis angle proportionally to the frequency of the GRB observations for the given off-axis angle bin. Table 7 shows the concrete numbers of these simulated spectra.
Since the energy bins of the provided detector response functions started from 30 keV and did not exactly match the edges 25 keV, 120 keV, 1500 keV of the needed energy ranges used in the "pseudo-hardness" H 120−1500
25−120
, we linearly extrapolated and interpolated them in order to match the desired energy binning. We use the responses for the rear segments of the detectors and we use all the nine detectors except for No.2 which has been shown to be malfunctioning. This means that we use the same detectors and segments as they were used in the work byŘípa et al. (2009) . Fig. 13 shows the dependence between H 120−1500
and H 120−1500 25−120 together with CIs of the XRF limit following from Eq. (8). a The boundaries of the off-axis angle bins of the measured distribution for the localized GRBs. b The off-axis angles for which the RHESSI detector response function were used. c The frequency of the observed GRBs for the given off-axis angle bin. d The weighted number of the simulated GRB spectra for the given off-axis angle.
The confidence intervals CIs were calculated as follows. Assume that there are n XRF events above an arbitrarily chosen horizontal line marked by H 120−1500 25−120 ,i , i.e. > 0.6. The limiting value ≈ 0.6 (logarithmic value ≈ −0.2) follows from Eq. (8) and is denoted in Fig. 13 by a solid vertical line. Then the probability P that any object above H 120−1500 25−120 ,i is an XRF is P = n XRF /( n XRF + n GRB ). Fig. 13 shows the < 10 −5 , 0.1 %, 0.2 %, 0.5 %, 1.0 %, 2.0 %, and 3.0 % CIs, respectively. Table 8 summarizes the "pseudo-hardnesses" for the given CIs, the numbers of XRFs and GRBs following from the limit given by Eq. (8), which are above the given H 120−1500 25−120 ,i , and the probabilities P . Additionally, to check further the conversion between H 120−1500 25−120 (erg cm −2 erg −1 cm 2 ) and H 120−1500 25−120
(cnt cnt −1 ), we select ten localized GRBs with different durations and "pseudo-hardnesses" H 120−1500 25−120 from the database used byŘípa et al. (2009) . Hence, we verify the numerical simulations by a further analysis of real measured data. Since we need a fitting of the spectrum for this verification, there are only 67 suitable objects that can be used. To have a good fitting from these 67 (erg cm −2 erg −1 cm 2 ) and the "pseudo-hardness" H 120−1500 25−120
color marks the hardness of the simulated GRB spectra with photons coming into the detector under different off-axis angles running from 15
• to 165
• (displayed is a cut-out of the whole distribution). Crosses denote the real measured GRBs with numbers referring to the values in Table 10 . The vertical line marks the XRF limit from Eq. (8). The dash-and-dot lines mark the confidence intervals meaning that any object above the given line has a probability of < 10 −5 , 0.1 %, 0.2 %, 0.5 %, 1.0 %, 2.0 %, and 3.0 %, respectively, to be an XRF by using the limit given by Eq. (8).
GRBs we took only the objects, which had S/N ratios even higher, namely above 26. With this higher cut 39 objects remained. From them we have chosen randomly 10 GRBs in order to check the conversion. The durations T 90 of these bursts spread between 0.34 s and 77 s and the logarithmic "pseudo-hardnesses" log H 120−1500 25−120 spread between -0.13 and 0.35. These ten objects are also shown in Fig. 10 .
We fit the spectra and derive the spectral parameters α, β and E peak . In four cases we fitted the Band function to the spectrum, because it was possible to determine well the spectral parameters. Nevertheless, in six cases the spectrum was better described by the CPL (see Eq. (2)). The fitted spectra were time averaged over the intervals ∆t spec similar to the T 90 durations of the bursts as published byŘípa et al. (2009) . The background count spectrum, averaged over the certain time intervals before and after the given GRB, was subtracted from the total observed count spectrum during the fitting procedure. Table 8 The table summarizes Next, we integrated the fitted spectra, derived the fluences S 120−1500 (erg cm −2 ) and S 25−120 (erg cm −2 ) in the energy ranges 25 − 120 keV and 120 − 1500 keV, respectively, and calculated the hardnesses H 120−1500 25−120 . Importantly, we also derived the detected counts and calculated the "pseudo-hardness" H 120−1500 25−120 (cnt cnt −1 ) for the same time intervals ∆t spec from the backgroundsubtracted count light curves (background was subtracted by fitting a linear or quadratic function as a background model to the certain time intervals before and after the given GRB).
The results of the spectral fits are summarized in Table 9. The obtained fluences, detected counts and both hardnesses are written in Table 10 . The comparison of these real data with the simulated values indicate that the trend is the same (see Fig. 13 ).
7 Discussion of the instrumental effects
Types of the biases
In the previous two sections we obtained the results that for the BATSE database not all of the intermediateduration GRBs can be identified as XRFs; for the RHESSI database we obtained that either none or only a small minority of the intermediate-duration GRBs can be related to XRFs. These two results seem to be in a contradiction with the result of Veres et al. (2010), which claims a close relation of the Swift 's intermediateduration GRBs with XRFs. In fact, there can be twoessentially different -explanations for this discrepancy. First, it can either happen that something is wrong in these analyses, or, second, it can be that all three results are correct and the different conclusions simply follow from the instrumental effects of the satellites. The purpose of this section is to debut the second alternative.
The instrumental effects indeed play an important role in the classification of GRBs based on the durations, fluences, spectral properties and on the hardnesses. For example, the ratio of numbers of detected short to long GRBs depends on the instrument's energy range sensitivity, because the shorter GRBs tend to be harder (Qin et al. 2013 ). Different trigger criteria applied for different missions might also affect the results in the measured GRB distributions. It is also known that the T 90 of a burst depends on the energy range of the detector used, because lower detector's energy sensitivity leads to the longer measured T 90 (Richardson et al. 1996; Bissaldi et al. 2011; Qin et al. 2013) . Another instrumental effect which can play a role is that a detector with a rather small effective area in a given energy range will pick up the peaks of the time profiles of GRBs. This would lead to the underestimation of T 90 durations (tip-ofthe-iceberg effect) as well as to the overestimation of the hardness ratio due to the hardness-intensity correlation (Golenetskii et al. 1983; Liang and Kargatis 1996; Borgonovo and Ryde 2001; Kocevski et al. 2003; Kocevski and Petrosian 2013) . This can be the case for the RHESSI satellite, because the maximum effective area, as shown in Fig. 1 , is only 142 cm 2 . The effective area of the Swift /BAT is ≈ 1400 cm 2 (onaxis maximum) 10 and the maximal effective area of CGRO /BATSE (LAD) is ≈ 1900 cm 2 (Fishman et al. 1985) . Compared to these the RHESSI 's effective area is about an order of magnitude smaller.
Any discussion of the instrumental biases can be a highly complicated task -see, for example, a discussion for the BATSE database in Horváth et al. (2006) . Roughly, there are two types of biases, which can be important for the purpose of this article, and hence they should be discussed -at least briefly. The first type of the bias is given by the errors of the given quantities of a given GRB measured by a given instrument. The second type of the bias is given by the fact that different satellites have different instrumentations. We used the measured T 90 , measured fluences, and the measured spectral parameters. Hence, the first type can cause Wigger et al. (2008) , 3 Bellm et al. (2008b) , 4 Wigger et al. (2006) .
that these quantities are uncertain due to standard empirical errors following from the instrumentation of a given satellite. The second type can even cause a given GRB to be detectable by a particular satellite, but not detectable by another one. For the sake of completeness it must also be noted that other types of biases can be present. For example, it is possible to discuss two hypothetical datasets for a given satellite containing both the GRBs that are actually detected and the GRBs that would be detected by an ideal detector -see the Subsection 4.3. of Horváth et al. (2006) . Since for our purpose the empirically determined hardnesses are sufficient, this type of discussion can be omitted in this work.
Concerning the first type of biases here an eventual change of a T 90 value for a given GRB due to an error would cause a horizontal shift in the T 90 vs. hardness figure, which would not change its position with respect to the horizontal XRF limiting values, however it would effect the classification into the short-, intermediate-, and long-duration classes and thus effect the numbers of XRFs distributed among them. The durations with their errors are usually accurately determined in the datasets used. This allowed us to study such an effect in Subsections 5.5 and 6.3. The hardnesses of GRBs are calculated from the fluences, which are either calculated from the spectra or are given in detected counts. All these effects constitute sources of uncertainty. Any change in the hardness value causes a vertical shift in the T 90 vs. hardness figure. Hence, the biases in the hardness values are very important in this study. This was the reason of the detailed discussions of the uncertainties in the previous two sections. After these detailed discussions we can say that the first type of biases gave large uncertainties, but the results collected in Table 1 and Table 6 , respectively, hold. On the other hand, because the hardnesses are differently defined for the BATSE, RHESSI and Swift databases, a comparison of these instruments is still needed to discuss the a The reference number of the measurements (see Fig. 10 and Fig. 13 ). b The RHESSI GRB number. c The fluence at the energy range 25 − 120 keV obtained from the spectral fit.
d The fluence at the energy range 120 − 1500 keV obtained from the spectral fit. e The total detected counts in the range 25 − 120 keV in the time interval ∆tspec from a GRB (background subtracted). f The total detected counts in the range 120 − 1500 keV in the time interval ∆tspec from a GRB (background subtracted). g The hardness calculated as a ratio of two fluences S 120−1500 /S 25−120 .
h The "pseudo-hardness" calculated as a ratio of the detected counts C 120−1500 /C 25−120 . i The off-axis angle, i.e., the angle between the axis of the detector and the direction to the given GRB.
Note: All mentioned errors are 1σ statistical errors.
second type of biases. This is briefly done in the following subsection. Sakamoto et al. (2008) . Then it was shown that all these 24 GRBs were the members of the intermediate group with high probabilities (Table 7 of Veres et al. (2010) ). This procedure doubtlessly implies a strong relation between the intermediate group and XRFs. However, 24 objects define only a 5.9 % fraction of the whole sample. On the other hand, the intermediate group itself gives a higher fraction (12 %, see Table 1 of Veres et al. (2010) ). From This behaviour of the two groups could be an instrumental effect, because the Swift satellite is detecting photons only below 150 keV. In other words, it is possible that Swift simply cannot detect some hard intermediate-duration GRBs, which are still detectable by BATSE. This different instrumental behaviour means that the short hard bursts give only 8 % of all GRBs in the Swift database (Table 1 of Veres et al. (2010) ), but in the BATSE database the short hard bursts give 25 % of all GRBs (Table 2 of Horváth et al. (2006) ). For the short hard GRBs this difference can be partially given by that difference in the energy sensitivity. This can also occur for the spectrally hard part of intermediate-duration bursts -BATSE could detect them, but Swift cannot. Another instrumental effect responsible for this difference is that in the BATSE case, if the detectors see excess in the light curve, this means detection. However, in the Swift /BAT case, not only the excess in the light curve is needed, but also a new source needs to be identified in the image to get the position. Swift /BAT requires more photons to successfully image short GRBs.
Concerning the RHESSI -Swift relation the RHE-SSI 's intermediate-duration GRBs are on average as hard as the short GRBs. RHESSI is more sensitive for the higher photon energies and thus spectrally harder GRBs should be more populated in the RHESSI database than in the Swift one.
Different fractions of XRFs -concerning the intermediate-duration GRBs in the BATSE, RHESSI and Swift databases -might be caused by different satellite instrumentations. A more precise work employing the instruments' response functions and trigger criteria would be required to confirm that claim.
Comparison of RHESSI, BeppoSAX, HETE-2, and Swift
We checked the published lists of XRFs (D'Alessio et al. 2006; Sakamoto et al. 2005 Sakamoto et al. , 2008 detected by BeppoSAX, HETE-2, and Swift and searched if there was also a detection by RHESSI. We found that GRB 030528 detected by HETE-2 and classified as XRF by Sakamoto et al. (2005) was also observed by the RHESSI satellite (see Fig.14) and is presented in our sample. Sakamoto et al. (2005) reported that this XRF had T 90 = 49.2 ± 1.2 s, E peak = 32 ± 5 KeV, the amplitude of the spectral fit normalized at 15 KeV K 15 = (14 ± 2) ×10 −2 ph cm −2 s −1 keV −1 , and the energy fluence at the range 2 − 400 keV S = (119 ± 8) ×10
−7 erg cm −2 . This means it had the highest fluence of all the 16 detected HETE-2 XRFs with a typical E peak and long duration. RHESSI detected this XRF with T 90 = 21.5 ± 1.7 s and H 120−1500 25−120 = 0.59 ± 0.1. Although, this is only one confirmed detection of an XRF by RHESSI it demonstrates that RHESSI can detect long-duration XRFs if they are bright enough. We note that RHESSI also detected flashes from Soft-GammaRepeaters (Smith et al. 2003; Hurley et al. 2005) which are sources of soft gamma radiation ( 150 keV) (Mereghetti 2008) . Moreover, we performed simulations testing the detectability of the HETE-2 and Swift XRFs by RHESSI using its detector response function and the real measured background.
We took the spectral parameters of the time averaged spectra of XRFs detected by HETE-2 (Table 3 of Sakamoto et al. (2005) ) and Swift (Table 1 of Sakamoto et al. (2008) ).
Then using these spectral parameters we simulated spectra of XRFs and folded them with the RHESSI 's response function summed over all rear segments of all detectors (except the malfunctioning No. 2) and averaged over all azimuth angles.
We used the response function for the off-axis angles θ sim nearest to the actual off-axis angles θ of the simulated XRFs according to their celestial coordinates, the orientation of RHESSI, and the trigger times of the XRFs. When the actual off-axis angle θ was not available then we used response function for θ sim = 90
• as approximation.
Next, since the spectral parameters provided in Sakamoto et al. (2005) and Sakamoto et al. (2008) are time averaged, we assumed constant light curves of durations T equal to the durations of the actual XRFs (see Table 4 of Sakamoto et al. (2005) and Table 1 of Sakamoto et al. (2008) ).
Having these simulated photon fluxes of XRFs folded with the RHESSI 's response function one obtains the total number of detector counts C XRF which would be registered by RHESSI over the duration T and energy range 25 − 1500 keV. The next step was to compare C XRF with the real background. We fitted the measured RHESSI count rates by a linear function in a ±50 s interval around the trigger times of the detected HETE-2 and Swift XRFs. Then we calculated the average background count rates n bkg at the times of the triggers. When the RHESSI data were not available then we used mean value n bkg = 2000 cnt s −1 of all other 18 measured background count rates. The total number of detector counts by RHESSI due to the background summed over the duration T and in the range 25 − 1500 keV was C bkg = T n bkg .
The last step is to calculate S/N. Following the way the S/N was calculated in the RHESSI database iň Rípa et al. (2009) one has S/N = C XRF / C XRF + 2C bkg because C XRF = C tot − C bkg , where C tot is the total number of counts in the detector. In the RHESSI database used by (Řípa et al. 2009 ) and in this work only the events with S/N > 6 were used.
The results of these simulations are shown in Table 11. We found that only one XRF out of 26 investigated ones is detectable by RHESSI. It is GRB 030528 with S/N = 8.5 obtained from the simulation. This XRF was actually detected by RHESSI as described above.
We also tested the detectability of XRFs at "best" conditions, i.e. for θ sim = 90
• and n bkg = 1150 cnt s −1 which is the minimal background rate from measured ones in Table 11 . θ sim = 90
• provides the highest affective area especially at low energies (see Fig.1 ). The resultant S/N is above 6 only for GRB 030528. For other five XRFs the S/N is above 3: GRB 021104 (S/N = 3.9), GRB 030823 (S/N = 5.8), GRB 030824 (S/N = 4.4), GRB 050416A (S/N = 3.6), GRB 060923B (S/N = 3.5).
From these simulations we conclude that the vast majority of HETE-2 and Swift XRFs is not detectable by RHESSI. Only sufficiently bright XRFs with significant flux above 25 keV, like GRB 030528, can be detected assuming the average background.
Conclusions
The astrophysical meaning of the intermediate-duration
GRBs remains an open question. After Veres et al. (2010) it seemed that the question was answered, because it was claimed that the Swift intermediateduration bursts can be related to XRFs. The results of this article show that this point of view can hold for the BATSE database (at least partially), but it most likely does not hold for the RHESSI dataset.
Summing up we conclude:
1. For the BATSE databases we used different spectral models and different GRB samples. No essential difference followed from the different spectral models and from the different samples. Only the fractions of XRFs were determined with large scatters. After these detailed studies we deduced that there was a 1.3 − 4.2 % fraction of events classified as XRFs in the BATSE dataset. For the three groups separately we obtained that the vast majority of the BATSE short bursts are not XRFs: specifically, only 0.7 − 5.7 % of the short bursts can be given by XRFs; a 1 − 85 % fraction of the BATSE intermediate-duration bursts, and a 1.0 − 3.4 % fraction of the long bursts as identified by Horváth et al. (2006) can be given by XRFs. 2. For the RHESSI dataset a detailed analysis of the hardness of GRBs was provided. The connection of the hardness and the "pseudo-hardness" was intensively studied -both by using numerical simulations and by analysing the actual data. The short and the intermediate-duration GRBs, as identified in worksŘípa et al. (2009) andŘípa et al. (2012) , were found most likely not to be associated with XRFs. For the sake of precision it should be added that there are three short GRBs, which can potentially be XRFs. However, even taking these into account more than 79 % of short GRBs should not be XRFs, and at least 53 % of RHESSI intermediate-duration bursts should not be XRFs. At least 45 % of the RHESSI long bursts are not given by XRFs. A simulation of XRFs observed by HETE-2 and Swift has shown that RHESSI would detect, and in fact detected, only one long-duration XRF out of 26 ones observed by those two satellites. Concerning the RHESSI intermediate-duration bursts, the conclusion that they are most likely not given by XRFs, was expected from the fact that their hardnesses are too high and actually they are comparable with the hardnesses of the short bursts.
3. In the hardness vs. T 90 duration plots there is not seen any apparent separation between XRFs and GRBs at the hardnesses given by the XRF limits used in this work and in the intermediate-to-long durations. This suggests that XRFs could constitute a soft tail of the long GRB population and could arise from the same phenomenon as stated already by Kippen et al. (2003) and Sakamoto et al. (2005) . a The used spectral model of the simulated XRFs. The spectral models and the best fit spectral parameters were taken from Table 3 of Sakamoto et al. (2005) and Table 1 of Sakamoto et al. (2008) . b The actual off-axis angle of the simulated XRF according to its celestial coordinates, the orientation of the satellite, and the trigger time of the XRF. "N/A" means that the value is not available because the date is before the launch of RHESSI. c The off-axis angle of the used RHESSI detector response function. When the actual off-axis angle θ was not available then we used θ sim = 90 • . d The duration of the XRF. The values were taken from Table 4 of Sakamoto et al. (2005) and Table 1 of Sakamoto et al. (2008) . e The measured background count rate by RHESSI at the time of the given XRF in the range 25 − 1500 keV. "N/A" means that data were not available. f The number of the detector counts by RHESSI due to the background summed over the duration T and in the range 25 − 1500 keV. When the measured n bkg was not available then we assumed mean background count rate n bkg = 2000 cnt s −1 of all other 18 measured count rates. g The calculated number of counts due to the simulated XRF summed over the duration T , in the range 25 − 1500 keV, and assuming the RHESSI detector response function. h The obtained signal-to-noise ratio of the simulated XRF.
