INTRODUCTION
Let G be a semisimple algebraic group with Lie algebra g. We consider generalisations of Lusztig's q-analogue of weight multiplicity. Fix a maximal torus T ⊂ G. Let m µ λ be the multiplicity of weight µ in a simple G-module V λ with highest weight λ. Lusztig's q-analogues m µ λ (q) (also known as Kostka-Foulkes polynomials for the root system of G) are certain polynomials in q such that m µ λ (1) = m µ λ . A recent survey of their properties, with an eye towards combinatorics, is given in [19] . These polynomials arise in numerous problems of representation theory, geometry, and combinatorics. Work of Lusztig [16] and Kato [12] shows that, for λ and µ dominant, m µ λ (q) are connected with certain Kazhdan-Lusztig polynomials for the affine Weyl group associated with G. To define m µ λ (q), one first considers a q-analogue of Kostant's partition function, P. It is conceivable to replace the set of positive roots, ∆ + , occurring in the definition of P with an arbitrary finite multiset Ψ in the character group X of T . If the elements of Ψ belong to an open halfspace of X ⊗ Q (this is our first hypothesis on Ψ), then we still obtain certain polynomials m µ λ,Ψ (q). We always assume that λ is dominant, whereas µ ∈ X can be arbitrary. In this article, we are interested in the non-negativity problem for the coefficients of m Our first goal is to provide sufficient conditions for m µ λ,Ψ (q) to have non-negative coefficients. Let B be the Borel subgroup of G corresponding to ∆ + (i.e., the roots of B are positive!) and X + the set of dominant weights. The second hypothesis is that Ψ is assumed to be the multiset of weights for a B-submodule N of a G-module V . Then m µ λ,Ψ (q) is said to be a generalised Kostka-Foulkes polynomial. Let P ⊃ B be any parabolic subgroup normalising N and G × P N the corresponding homogeneous vector bundle on G/P . We obtain a relation between the Euler characteristic of induced line bundles L on the G× P N and generalised Kostka-Foulkes polynomials. Using the collapsing G × P N → G·N ⊂ V , we get a vanishing result for H i (G × P N, L), i 1, and conclude that m µ λ,Ψ (q) has nonnegative coefficients for all λ ∈ X + if µ is sufficiently large. An explicit lower bound for µ is also given, see Section 3. This approach is based on the Grauert-Riemenschneider vanishing theorem. We also notice that Broer's formula for (q) are said to be short q-analogues. The numbers m µ λ (1) appeared already in work of Heckman [8] , and a geometric interpretation of m 0 λ (q) given in [24] shows that m 0 λ (q) have non-negative coefficients. Let ∆ + l be the set of long positive roots, W l the (normal) subgroup of W generated by all s α (α ∈ ∆ + l ), and ρ l the half-sum of the long positive roots. Approach of Section 3 enables us to prove that m µ λ (q) has nonnegative coefficients whenever µ + ρ l ∈ X + (Cor. 4.3). But to obtain exhaustive results, we take another path. We consider the shifted (= dot) action of W l on X, (w, µ) → w ⊙ µ = w(µ + ρ l ) − ρ l , and show that m . In these considerations, it is important that W is a semi-direct product W (Π s ) ⋉ W l , where the first group is generated by the short simple reflections. Modifying approach of R. Gupta [6] , we define analogues of Hall-Littlewood polynomials (Section 5). These polynomials in q, denoted P λ (q), are indexed by λ ∈ X + and form a Z-basis for the q-extended character ring Λ[q] of G. Let χ λ be the character of V λ and H the connected semisimple subgroup of G whose root system is ∆ l . The polynomials P λ (q) interpolate between χ λ (at q = 0) and a certain sum of irreducible characters of H (at q = 1). We obtain some orthogonality relations for P λ (q) and show that χ λ = µ∈X + m µ λ (q)P µ (q). Moreover, the whole theory developed by R. Gupta in [6, 7] can be extended to this setting. For instance, we prove a version of Kato's identity [12, 1.3] and point out a scalar product in Λ[q] such that {P λ (q)} λ∈X + to be an orthogonal basis. In a sense, the reason for such an extension is that G·Vθ =: N(Vθ) is the null-cone in Vθ, and, as well as the nilpotent cone N ⊂ g, this variety is an irreducible normal complete intersection. On the other hand, Theorem 4.10 yields vanishing of higher cohomology of the structure sheaf O G× B V + θ , and, together with [15] , this implies that N(Vθ) has only rational singularities.
We conjecture that if µ satisfies vanishing conditions of Theorem 4.10, then m µ λ (q) can be interpreted as the "jump polynomial" associated with a filtration of a subspace of V µ λ , see Subsection 6.3. This is inspired by [5] .
NOTATION
Let G be a connected semisimple algebraic group of rank r, with a fixed Borel subgroup B and a maximal torus T ⊂ B. The corresponding triangular decomposition of g = Lie(G) is g = u − ⊕ t ⊕ u and b = t ⊕ u. The character group of T is denoted by X. Let ∆ be the root system of (G, T ). Then B determines the set of positive roots ∆ + and the monoid of dominant weights X + .
• Π is the set of simple roots in ∆ + ;
• ϕ 1 , . . . , ϕ r are the fundamental weights in X + .
Write W for the Weyl group and s α for the reflection corresponding to α ∈ ∆ + . Set
, where ℓ(w) = #N(w) is the usual length function on W . For µ ∈ X, let µ + denote the unique dominant element in W µ. We fix a W -invariant scalar product ( , ) on X ⊗ Z Q. As usual, α ∨ = 2α/(α, α) for α ∈ ∆. For any λ ∈ X + , we choose a simple highest weight module V λ ; V µ λ is the µ-weight space in V λ and m
We consider two partial orders in X. For µ, ν ∈ X,
• the root order is defined by letting µ ν if and only if ν − µ lies in the monoid generated by ∆ + ; notation µ ≺ ν means that µ ν and µ = ν;
• the dominant order is defined by letting µ ⋖ ν if and only if ν − µ ∈ X + .
If Ψ is a finite multiset in X, then |Ψ| is the sum of all elements of Ψ (with respective multiplicities). Recall that |∆ + |/2 = ϕ 1 + . . . + ϕ r , and this quantitiy is denoted by ρ.
Let P be a parabolic subgroup of G. For a P -module N, let G × P N denote the homogeneous G-vector bundle on G/P whose fibre over {P } ∈ G/P is N; we write L G/P (V ) for the locally free O G/P -module of its sections. If N is a submodule of a G-module, then the natural morphism f : G × P N → G·N is projective and G-equivariant. It is a collapsing in the sense of Kempf [13] . Recall that G·N is a closed subvariety of V , since N is P -stable. If dim G × P N = dim G·N, then f is said to be generically finite. If N ′ is another P -module,
For any graded G-module C = ⊕ j C j with dim C j < ∞, its G-Hilbert series is defined by
MAIN DEFINITIONS AND FIRST PROPERTIES
Let V be a finite-dimensional rational G-module and N a P -stable subspace of V . We assume that the T -weights occurring in N lie in an open half-space of X⊗ Z Q. (This hypothesis implies that all v ∈ N are unstable vectors in the sense of Geometric Invariant Theory.) Counting each T -weight according to its multiplicity in N, we get a finite multiset Ψ in X.
The generalised partition function, P Ψ , is defined by the series 1
Accordingly, its q-analogue is defined by
In view of our assumption on N, the numbers P Ψ (ν) are well-defined, and P Ψ,q (ν) is a polynomial in q, with non-negative integer coefficients. Clearly, P Ψ,q (ν) counts the "graded occurrences" of ν in the symmetric algebra
For λ ∈ X + and µ ∈ X, define the polynomials m µ λ,Ψ (q) by
This definition makes sense for any multiset Ψ. But we require that our Ψ to be always the multiset of weights of a P -submodule of a G-module, since we are going to exploit geometric methods.
For N = u ⊂ g and Ψ = ∆ + , one obtains Lusztig's q-analogues of weight multiplicity We notice that his method works in general, and it is more natural to begin with a formula for the derivative of P Ψ,q (ν).
Proof. The derivative d dq P Ψ,q (ν) equals the coefficient of t in the expansion of P Ψ,q+t (ν). Let the polynomials R n,µ (q) be defined by the generating function
It is easy to compute these polynomials for n = 0, 1. First, taking t = 0, we obtain
Hence
and extracting the coefficient of t we get the assertion. It would be nice to have a formula for the degree of these polynomials and necessary conditions for m Note that if m µ λ,Ψ (q) = 0, then it is not necessarily true that λ − µ lies in the monoid generated by Ψ.
3. COHOMOLOGY OF LINE BUNDLES AND GENERALISED KOSTKA-FOULKES POLYNOMIALS 3.1. Statement of main results. We assume that P ⊃ B and choose a Levi subgroup L ⊂ P such that L ⊃ T . Write n for the nilpotent radical of p = Lie(P ), and ∆(n) for the roots of n; hence ∆(n) ⊂ ∆ + . Let X P denote the character group of P . Obviously, X P is the character group of the central torus in L, and we may identify X P with a subgroup of X. Then X P + = X + ∩ X P is the monoid of P -dominant weights, i.e., the dominant weights λ such that P stabilises a nonzero line in V λ . Let ρ P be the sum of those fundamental weights that belong to X P + . In this section, we prove the following two theorems:
⋆ be the dual of the sheaf of sections of
(Note that |Ψ|, |∆(n)| ∈ X P . Hence both inequalities concern weights lying in X P .)
Actually, Theorem 3.2 follows from Theorem 3.1 and a relation between (Ψ, q)-analogues and cohomology of line bundles, see Theorem 3.9 below. Such an approach to (Ψ, q)-analogues is inspired by work of Broer [1, 2] .
3.2. Algebraic-geometric facts. For future reference, we recall some standard results in the form that we need below. Let U be the total space of a line bundle on an algebraic variety Z and π : U → Z be the corresponding projection. If E is a locally free O Z -module, then E ⋆ is its dual.
Lemma 3.3. Let F be the sheaf of sections of π.
Proof. (i) Use the "projection formula" and the equality π
(ii) This is true because π is an affine morphism.
Thus, vanishing of higher cohomology for π * L will imply that for L ⊗(F ⊗n ) ⋆ for all n 0.
The following is a special case of the Grauert-Riemenschneider theorem in Kempf's version ([13, Theorem 4]):
Theorem 3.4. Let ω U denote the canonical bundle on U. Suppose there is a proper generically finite morphism U → X onto an affine variety X. Then H i (U, ω U ) = 0 for all i 1.
Proof of Theorem 3.1.
Recall that N is a P -submodule of a G-module V , Ψ is the corresponding multiset of weights, and Ψ belongs to an open half-space of X ⊗ Z Q. Our goal is to obtain a sufficient condition for vanishing of higher cohomology of line bundles on Z := G × P N.
For µ ∈ X P + , let C µ denote the corresponding one-dimensional P -module. Consider U = G × P (N ⊕ C µ ) with projections π : U → G × P N and κ : U → G/P . Then π makes U the total space of a line bundle on Z. For simplicity, the sheaf of sections of this bundle is often denoted by
. We regard C µ as the highest weight space in the G-module V µ . Therefore U admits the collapsing into
Since U is the total space of a G-linearised vector bundle on G/P , the canonical bundle ω U is a pull-back of a line bundle on G/P . The top exterior power of the cotangent space at e * ñ ∈ U (e ∈ G is the identity andñ ∈ N ⊕ C µ ) is
The corresponding character of P is γ − µ, where γ := |∆(n)| − |Ψ|. Therefore
In order to apply Theorem 3.4, we need sufficient conditions for the collapsing
to be generically finite. There are two possibilities now.
A) The collapsing f : Z → G·N is generically finite. It is then easily seen that f µ is generically finite for any µ ∈ X + . This yields the following vanishing result:
for any µ ∈ X P + and all n 0, i 1. In particular, taking n = 0 and letting ν = µ − γ, we obtain
B) The collapsing f : Z → G·N is not generically finite. Here we have to correct the situation, i.e., choose µ such that f µ to be generically finite.
Looking at the collapsing f µ : G × P (N ⊕ C µ ) → G·(N ⊕ C µ ) the other way around, we notice that if ψ µ : G × P C µ → G·C µ ⊂ V µ is generically finite, then so is f µ . However, ψ µ is generically finite (in fact, birational) if and only if µ ∈ X P + is a P -regular dominant weight, i.e., µ ⋗ ρ P . Equivalently, µ =μ + ρ P for someμ ∈ X P + . This provides a weaker vanishing result that applies to arbitrary P -submodules. Proposition 3.6. Let N be an arbitrary P -submodule. If µ ∈ X P + and µ ⋗ ρ P , then
for all n 0, i 1. In particular, taking n = 0 and letting ν = µ − γ, we obtain
Combining Propositions 3.5 and 3.6, we obtain Theorem 3.1.
Remark 3.7. The estimate in part B) is not optimal, because we do not actually need generic finiteness for ψ µ . It can happen that both f and ψ µ are not generically finite, while f µ is.
(See e.g. Theorem 4.2 below.)
Proof of Theorem 3.2.
The cohomology groups of L Z (µ) = L G× P N (µ) have a natural structure of a graded G-module by
where S j N * is the j-th symmetric power of the dual of N. Set
We also need the non-graded version of functor
This extends to virtual G-modules by linearity.
Assume for a while that P = B, i.e., Z = G × B N. By the Borel-Weil-Bott theorem for G/B, we have
otherwise.
Using the non-graded functor H G , one can also write
The following result is well known in case of Lusztig's q-analogues, see e.g. [5, Lemma 6.1]. For convenience of the reader, we provide a proof of the general statement.
Theorem 3.8. For any µ ∈ X, we have
Proof. Each finite-dimensional B-module M has a B-filtration such that the associated graded B-module, denoted M , is completely reducible. Then
We will apply this to the B-modules
where notation ν ⊢ S j N means that ν is a weight of S j N. By the BWB-theorem, the weight ν + µ contributes to the last sum if and only if ν + µ + ρ is regular, i.e., w(ν + µ + ρ) − ρ = λ ∈ X + for a unique w ∈ W . Therefore, using Eq. (3.1), we obtain
as required.
Theorem 3.9. For any µ ∈ X P , we have
Proof. Using the Leray spectral sequence associated to the morphism G/B → G/P , one easily proves that, for any µ ∈ X P , there is an isomorphism
Thus, the assertion reduces to the previous theorem.
Now, combining this corollary and Propositions 3.5, 3.6, we obtain Theorem 3.2.
Remark 3.11. By Theorem 3.9, if higher cohomology of L Z (µ) ⋆ vanishes, then the polyno-
3.5. If we wish to get a generically finite collapsing for a B-stable N ⊂ V , then P must be chosen as large as possible. That is, we have to take P = Norm G (N), the normaliser of N in G. However, even this does not guarantee the generic finiteness.
Example 3.12. Let c be a B-stable subspace of u ⊂ g. Actually, c is a B-stable ideal of u. Let P = Norm G (c). The image of the collapsing G × P c → G·c is the closure of a nilpotent orbit. 
B-stable (or "ad-nilpotent") ideals of u provide the most natural class of examples of generalised Kostka-Foulkes polynomials. There is a rich combinatorial theory of these ideals. In particular, the normalisers of ad-nilpotent ideals has been studied in [21] .
and the dense orbit in G·u n corresponds to the partition (2, . . . , 2, 1). Therefore dim G·u n = 2n 2 + 2n, and the collapsing is not generically finite unless n = 1. By Theorems 3.1(i) and 3.2(i) with P = B, we obtain
. Here we have
-m µ λ,Ψ (q) has non-negative coefficients for all λ ∈ X + and µ ⋗ ϕ n .
Remark 3.14. For an arbitrary B-stable subspace N ⊂ V , the normaliser of N is fully determined by |Ψ|. The proof of [21, Theorem 2.4(i),(ii)] goes thorough verbatim, and it shows that |Ψ| is dominant and
Equivalently, one can say that
THE LITTLE ADJOINT MODULE AND SHORT q-ANALOGUES
Let G be a simple algebraic group such that ∆ has two root lengths. There is a special interesting case in which Ψ = ∆ + s is the set of short positive roots. The subscripts 's' and 'l' will be used to mark objects related to short and long roots, respectively. For instance, ∆ l is the set of all long roots, ∆ + = ∆ 
It is easily seen that ρ s (resp. ρ l ) is the sum of fundamental weights corresponding to Π s (resp. Π l ). Let H be the connected semisimple subgroup of G that contains T and whose root system is ∆ l . The Weyl group of H is the normal subgroup of W generated by all "long" reflections. It is denoted by W l . Let G(Π s ) (resp. g(Π s )) denote the simple subgroup of G (subalgebra of g) whose set of simple roots is Π s . Then rk g(Π s ) = #Π s and B ∩ G(Π s ) =:
is not generically finite, and Theorem 3.2(i) (with ρ P = ρ, ∆(n) = ∆ + , and |∆ + s | = 2ρ s ) yields the bound µ ⋗ 2ρ s − ρ = ρ s − ρ l for m µ λ (q). However, in this case there is a better bound, and our first goal is to obtain it. To this end, we need some further properties of little adjoint modules.
The weight structure of Vθ shows that Vθ| G(Πs) contains the adjoint representation of G(Π s ). To distinguish the Lie algebra g(Π s ) sitting in g and the adjoint representation of G(Π s ) sitting in Vθ, the latter will be denoted by g(Π s ). That is,
where R is the complementary G(Π s )-submodule. The above decomposition is L-stable and hence T -stable. We have R T = 0 and the weights of R are those short roots that are not Z-linear combinations of short simple roots. Furthermore,
where
Proof. Recall that C µ is the line of B-highest weight vectors in V µ . Obviously, f
µ is birational if and only if the following property holds: for a generic point
LetP denote the standard parabolic subgroup of G whose Levi subgroup is L. If µ⋗ρ l , then the normaliser in G of the line v µ is contained inP . Consequently, if
where g 1 ∈ G(Π s ) and g 2 lies in the radical ofP , rad(P ). It is easily seen that rad(P ) preserves R + and acts trivially in V
still a regular nilpotent element of g(Π s ). But the latter is only possible if g 1 ∈ B(Π s ) and hence g ∈ B.
Corollary 4.3. If ν + ρ l ∈ X + , then
(ii) m ν λ (q) has non-negative coefficients for all λ ∈ X + .
Proof.
(ii) This follows from (i) and Theorem 3.8. . Then
Let us describe a semi-direct product structure of W , which plays an important role below. Consider two subgroups of W :
• W l is generated by all "long" reflections in W . It is a normal subgroup of W .
• W (Π s ) is generated by all simple "short" reflections, i.e., by s α with α ∈ Π s .
Lemma 4.5. (i) W is a semi-direct product of
Proof. (i) Since W l is a normal subgroup of W and W l ∩ W (Π s ) = {1}, it suffices to prove that the natural mapping W (Π s ) × W l → W is onto. We argue by induction on the length of w ∈ W . Suppose w ∈ W (Π s ) and w = w 1 s β w 2 ∈ W , β ∈ Π l , is a reduced decomposition. Then w = w 1 w 2 s β ′ , where β ′ = w 2 (β) ∈ ∆ l , and ℓ(w 1 w 2 ) < ℓ(w). Thus, all long simple reflections occurring in an expression for w can eventually be moved up to the right.
(ii) Since s α (∆
On the other hand, if w(∆ + l ) ⊂ ∆ + l and w = w ′ s α is a reduced decomposition, then the equality N(w) = s α (N(w ′ ))∪{α} shows that α is necessarily short, so that we can argue by induction on ℓ(w).
Recall that the null-cone of a G-module V , N(V ), is the zero set of all homogeneous G-invariant polynomials of positive degree. Next proposition summarises invarianttheoretic properties of Vθ and N(Vθ) required below, which are of independent interest. All the assertions can easily be verified using the classification, but our intention is to present a conceptual proof. 
. Hence it is irreducible; b) The restriction homomorphisms
C[Vθ] → C[ g(Π s )] → C[V 0 θ ] induce the isomorphisms C[Vθ] G ∼ → C[ g(Π s )] G(Πs) ∼ → C[V 0 θ ] W (Πs) ,
and C[Vθ]
G is a polynomial algebra.
c) N(Vθ) is a reduced normal complete intersection of codimension #(Π s ).
Outline of the proof. We refer to [22] 
is nothing but the standard reflection representation on the Cartan subalgebra of g(Π s ).
e ∈ g(Π s ) ⊂ Vθ be regular nilpotent. Then the differentials of the f i 's are linearly independent at e ∈ N(Vθ) [14] . Hence the ideal of N(Vθ) is (f 1 , . . . , f m ) and N(Vθ) is a reduced complete intersection (cf. [14, Lemma 4]). Finally, N(Vθ) contains a dense G-orbit whose complement is of codimension 2. This yields the normality.
Our ultimate goal is to get a complete characterisation of weights µ ∈ X such that m µ λ (q) has nonnegative coefficients for any λ ∈ X + . To this end, we exploit a different approach that does not use vanishing theorems of Section 3.
A key observation is that short q-analogues obey certain symmetries with respect to the simple reflections s α ∈ W , α ∈ Π l . Clearly, s α (∆ + s ) = ∆ + s . Therefore P q (ν) = P q (s α ν). Using this, we compute
The shifted action of W l on X is defined by
For α ∈ Π l , one easily recognise s α (µ + α) as s α ⊙ µ and hence Eq. for any w ∈ W l . Note that for w ∈ W l , the length ℓ(w) depends on the choice of ambient group, W or W l , but the parity ε(w) does not! (This is because ε(w) = det(w) for the reflection representation of W in X ⊗ Z Q.) Let X +,H denote the monoid of H-dominant weights with respect to ∆ + l . From (4.2), we immediately deduce that
• it suffices to know m µ λ (q) for µ ∈ X +,H − ρ l .
• if such a µ is not H-dominant, then it lies on a wall of the shifted dominant Weyl chamber for H, and hence m µ λ (q) ≡ 0.
• Thus, the problem is reduced to studying polynomials m (1) As already observed in Remark 3.11, if higher cohomology of
is a simple H-module with highest weight ν, then m ν λ is the multiplicity of
(ν) in the notation of [8] . In fact, Heckman works in a general situation, where H ⊂ G is an arbitrary connected reductive group.) Furthermore, the numbers m ν λ are naturally defined for all λ, ν ∈ X and they satisfy the relation
(See Equation (3.7) in [8] .) The semi-direct product structure of W provides an extra symmetry to this picture that is absent in the general setting of [8] . Namely, if ν is Hdominant, then so is wν for any w ∈ W (Π s ). Using this one easily proves that m ν λ = m wν λ for all λ ∈ X + and w ∈ W (Π s ). As ν −µ ∈ Span(Π s ), the summand P q (w(ν +ρ)−(µ+ρ)) can be nonzero only if w ∈ W (Π s ).
Recall that {µ

2) If
For w = 1, we have P q (ν−µ) = q a + (lower terms). If w = 1, then deg P q (w(ν+ρ)−(µ+ρ)) < a. Hence the highest term of m µ ν (q) is q a , and we are done.
2) This readily follows from the BWB-theorem and Lemma 4.7.
Our main result on non-negativity for short q-analogues is a converse to the first claim of the previous proposition. For the proof of the main theorem, we need a technical lemma. The following is the main result of this section.
Theorem 4.10. For µ ∈ X +,H , the following conditions are equivalent:
Proof. By Corollary 3.10, (i) implies (ii); and Proposition 4.8 shows that (ii) implies (iii).
Since ν is already assumed to be H-dominant, 
⋆ , we get a locally free resolution of graded O X -modules
For the spectral sequence of hypercohomology associated to the Koszul complex (4.4), we have
(See [25, 5.7] for basic facts on hypercohomology.) It follows that there is a spectral sequence of graded C[Vθ]-modules do not vanish. In view of convergence of the above spectral sequence, this implies that the multiplicity of V *
is at least one. It follows that, for some m ∈ N, the multiplicity of V *
is also at least one. Any weight of S m (V + θ ) ⊗ C µ is of the form µ + γ with γ 0. Hence ν + ρ = w(µ + γ + ρ) for some w ∈ W with ℓ(w) = i − j. Consequently, ν µ and altogether µ ν µ + . Hence ν = µ + . Now, Lemma 4.9(2) yields i = j ℓ(w µ ). In particular, 
is generated by the unique copy of V * µ + sitting in degree ht(µ + − µ).
Proof. Eq. (4.5) an the last part of the proof of Theorem 4.10 shows that
, with i ℓ(w µ );
by Proposition 4.8 (2) . Therefore, there cannot be generators of degree larger than ht(µ + −µ). It only remains to prove that if µ ∈ X +,H satisfies the vanishing condition,
. Assume the inequality is strict. Then there is a w ∈ W and a simple reflection s i such that µ w(µ) ≺ s i w(µ) µ + and s i w(µ) = w(µ) + kα i with k 2. Then ν := w(µ) + α i belongs to the convex hull of w(µ) and s i w(µ); hence µ ≺ ν + ≺ µ + , which contradicts the vanishing condition.
Finally, we mention that above two interpretations of numbers m ν λ and Theorem 4.10 lead to an interesting equality.
Proposition 4.12.
If ν ∈ X +,H and (ν,
Proof. By Frobenius reciprocity,
Hence the multiplicity of V * λ in both spaces H 0 (..) under consideration is equal to m ν λ .
SHORT HALL-LITTLEWOOD POLYNOMIALS
In this section, we define "short" analogues of Hall-Littlewood polynomials and establish their basic properties. Recall that ∆ is a reduced irreducible root system, and
It is convenient to assume that in the simply-laced case all roots are short and Π l = ∅. Then the following can be regarded as a generalisation of Gupta's theory [6, 7] .
The character ring Λ of finite-dimensional representations of G is identified with Z[X]
W .
For λ ∈ X + , let χ λ denote the character of V λ , i.e., χ λ = ch(V λ ) = µ m µ λ e µ . By Weyl's character formula, χ λ = J(e λ+ρ )/J(e ρ ), where J = w∈W ε(w)w is the skew-symmetrisation operator. Weyl's denominator formula says that J(e ρ ) = e ρ α>0 (1 − e −α ). The usual
, where the summation is over w ∈ W (Π s ) λ , the stabiliser of λ in
We will work in the q-extended character ring Λ[[q]] or its subring Λ[q] and agree to extend our operators and form q-linearly. We first put
For λ, µ ∈ X + , define :
Clearly,
. We say that P λ (q) is a short Hall-Littlewood polynomial. (
Proof. 1) First consider the case in which λ = 0. Here
It is known that ρ − |A| is regular if and only if A = N(w) for some w ∈ W [17] . Since
This proves that P 0 (q) = 1.
2) For an arbitrary λ ∈ X + , we notice that w∈W λ ε(w)w(e λ+ρ α∈∆ , µ ∈ X +,H , then
wλ .
An easy proof uses the semi-direct product structure of W (Lemma 4.5) and Weyl's character formula for H. (Note that if λ ∈ X + , then wλ ∈ X +,H for any w ∈ W (Π s ).)
, the following relations hold:
(1) We mimic Gupta's proof of [6, Theorem 2.5]. The plan is as follows: 
It will then follow that c λ,µ = δ λ,µ ·t This coefficient equals w,B ε(w)q #B , where the summation is over w ∈ W and multi-sets
Hence π µ. If π = µ, then the only possibility is w = 1 and B = ∅. It is equal to w,A ε(w)(−q) #A , where the summation is over w ∈ W and subsets A ⊂ ∆ + s such that π + ρ = w(λ + ρ − |A|). Since wλ λ and w(ρ − |A|) ρ, we obtain π + ρ λ + ρ. Moreover, in case of equality we have wλ = λ and ρ−w −1 ρ = |A|. This means that w ∈ W λ and N(w) = A ⊂ ∆ + s . By Lemma 4.5(ii), we conclude that w ∈ W (Π s ). Thus, #A = ℓ(w) and the coefficient of e λ+ρ equals w∈W (Πs) λ q ℓ(w) = t (Πs) λ (q).
For (iii): Set ξ = 1
Hence j(e µ ·∆ (s)
. But ξ is also a self-dual character. Thus, we have
(2) The equality E µ (q) = t (Πs) µ (q)ξ·P µ (q) is essentially proved in (iii). Taking µ = 0 yields the rest.
The weight µ + ν + ρ contributes to the last sum if and only if µ + ν + ρ = w(λ + ρ) for some λ ∈ X + and w ∈ W . Hence 
Note that this sum is finite, since m λ π (q) = 0 unless λ π. Let us transform the expression for P λ (q) given by definition:
·J(e ρ ).
, and substituting this in Equation (5.1) we obtain a generalisation of an identity of Kato (cf. [6, Theorem 3.9]):
.
Taking q = 1, we obtain
Taking into account that W = W (Π s ) ⋊ W l and m λ π = m wλ π for any w ∈ W (Π s ), this specialisation is equivalent to the formula
We introduce another bilinear form in Λ[q] such that {P λ (q)} to be an orthogonal basis. To this end, the null-cone in Vθ plays the same role as the nilpotent cone N ⊂ g for the Hall-Littlewood polynomials P λ (q), cf. [7, § 2] . (q)
Proof. The weight structure of Vθ (Lemma 4.1) shows that the graded character of C[Vθ]
. 
and it is well known that t (Πs) 0
Combining Propositions 5.5 and 5.6 yields
which is [24, Theorem 4] . In other words
Define a new bilinear form in Λ[q] by letting In view of Proposition 5.6, χ λ , χ µ is a polynomial in q that counts graded occurrences of the G-module V λ ⊗ V * µ in C[N(Vθ)].
Theorem 5.7. P λ (q), P µ (q) = t Proof. By definition and Theorem 5.4, we have P λ (q), P µ (q) = P λ (q), t Here we also use the fact that ∆ Proof. Using Weyl's formula, the function (µ ∈ X +,H ) → χ (H) µ can be extended to the whole of X such that it will satisfy the identity χ (1 − qe −α ) .
Comparing Equations (6.1) and (6.2), we obtain a relation between Lusztig's and short q-analogues: For G is of type B n , C n , or F 4 , it is known that χ ρs = λ∈∆ (e α/2 + e −α/2 ) = χ ρs + 1.
6.3. Ranee Brylinski proved that Lusztig's q-analogues m µ λ (q) can be computed via a principal filtration on V µ λ whenever H i (G × B u, L G× B u (C µ ) ⋆ ) = 0 for all i 1. Namely, m µ λ (q) coincides with the "jump polynomial" of the principal filtration, see [5] for details. Another approach to her results can be found in [11] .
I hope that a similar description exists for short q-analogues. First, we need a subspace of V λ whose dimension equals m 
