Deleting data from a trained machine learning (ML) model is a critical task in many applications. For example, we may want to remove the influence of training points that might be out of date or outliers. Regulations such as EU's General Data Protection Regulation also stipulate that individuals can request to have their data deleted. The naive approach to data deletion is to retrain the ML model on the remaining data, but this is too time consuming. Moreover there is no known efficient algorithm that exactly deletes data from most ML models. In this work, we evaluate several approaches for approximate data deletion from trained models. For the case of linear regression, we propose a new method with linear dependence on the feature dimension d, a significant gain over all existing methods which all have superlinear time dependence on the dimension. We also provide a new test for evaluating data deletion from linear models. *Equal contribution.
Introduction
Given a machine learning (ML) model that is trained on a dataset, there are many settings now where we would like to delete specific training points from this trained model. Deletion here means that we need to post-process the model to remove the effect of the specified training point(s). One example of the need for deletion is the Right to be Forgotten requirement which is a part of many policies including the EU's General Data Protection Regulation and the recent California Consumer Privacy Act. Right to be Forgotten stipulates that individuals can request to have their personal data be deleted and cease to be used by organizations and companies such as Google, Facebook, etc. The challenge here is that even after an organization deletes the data associated with a given individual, information about that individual may persist in machine learning models trained on the deleted data. These models may still leak information, impeding the individual's ability to truly be "forgotten." For example, recent works show how one can reconstruct training data by attacking vision and NLP models (Zhang et al., 2019) . Therefore there is a great need for approaches to remove an individual's data from the trained ML model as much as possible.
Beyond Right to be Forgotten, data removal from ML is also useful when certain training points become outdated over time or are identified to be mistakes after training. The ability to remove the impact of such points can greatly improve the responsiveness and reliability of the ML model. Despite the fundamental importance of ML data deletion, this question is very much under-explored. The naive approach is to simply retrain the whole model on the remaining data. This can be prohibitively expensive, especially when deletion requests occur online and regularly (e.g. deletion on Facebook). Computationally efficient methods that can quickly post-process a trained model-without retraining from scratch-and remove some or most of the effects of the requested data would be tremendously useful both to comply with the regulations and for other ML applications.
A recent work formalized the data deletion problem and proposed an approach to efficiently delete data for K-means clustering (Ginart et al., 2019) . While an important first step, this work did not address the question of how to efficiently delete data in a supervised model, and the technique developed there is tailor-made for clustering. In this paper, we investigate data deletion in supervised learning. We compare and evaluate several approaches for removing the impact of specified training data from a trained predictor. The deletion methods we investigate leverage recently developed approaches, such as influence functions, as well as a new approach we propose here based on carefully generating synthetic data. Given the complexity of this challenge, no single approach always works the best. Therefore, we characterize the computational and effectiveness tradeoffs arXiv:2002.10077v1 [cs. LG] 24 Feb 2020 of the different deletion methods through both theoretical analysis and empirical experiments. We show that these more efficient removal methods, while not able to completely delete data, are several orders of magnitude faster than retraining the model from scratch.
Our contributions. Our first contribution is the development of a novel method for approximately removing datapoints from a trained model, dubbed the projective residual update (PRU), which computes the projection of the exact parameter update vector onto a particular low-dimensional subspace. Unlike existing approximate and exact deletion methods, the projective residual update has a runtime which scales only linearly in the dimension of the data; other methods have quadratic or higher dependence on the dimension.
Our second contribution is a rigorous evaluation of the advantages of several approaches to data deletion. There is very little published work on this topic and such a multiapproach evaluation fills an important gap. We conduct experiments on several synthetic and real datasets which showcase the benefits and shortcomings of the available methods. We also introduce a new metric for evaluating data removal from models-the feature injection test-which captures how well we can remove the model's "knowledge" of a sensitive, highly predictive feature present in the data.
Notation and setup
For the reader's convenience, we collect key notation and background here. Throughout the paper, n denotes the total number of training points, d denotes the data dimension, and k denotes the number of data points to be deleted from the model. We will always assume that n d k. We will primarily work in the linear regression setting; in practice, this can be applied to neural networks by freezing all but the last layer, as is done in (Koh & Liang, 2017) . Due to space constraints, the proofs of most lemmas and theorems are deferred to the appendices.
• θ ∈ R d denotes the model parameters.
is the full set of training data. Throughout the paper, we assume that the feature vectors x i are in general position, i.e. that any collection of at most d x i s may be assumed to be linearly independent. This assumption holds with probability 1 when the x i are drawn i.i.d. from any distribution arising from a probability density on R d (i.e. a probability distribution on R d which is absolutely continuous with respect to the Lebesgue measure), for instance a non-degenerate Gaussian.
• X = x 1 · · · x n ∈ R n×d is the data matrix for D full ; its rows are the feature vectors x i . Note that since we have assumed that the x i are in general posi-tion and that n d, X is implicitly assumed to have full column rank.
• Y = (y 1 , . . . , y n ) ∈ R n is the response vector for D full .
is the dataset with the k desired points removed. We assume WLOG that that these are the first k points, and we will frequently refer to this as the leave-k-out (LKO) dataset.
is the (ridgeregularized) loss on the full dataset. The "single-point" loss function will be the quadratic loss for linear regression ( 1 2 (θ x i − y i ) 2 ). Note that this includes the unregularized setting by simply taking the regularization strength λ = 0.
is the loss on the LKO dataset. We require that the regularization strength be fixed independent of the number of samples.
• θ full = argmin θ L full (θ) are the model parameters when fitted to the full dataset. We will refer to the model with these parameters as the full model. In the case of linear regression, θ full has the explicit form θ full = (X X + λI) −1 XY . (This is derived by setting the gradient of the loss to zero.)
• θ \k = argmin θ L \k (θ) are the model paramteres when fitted to the LKO dataset. We will refer to the model with these parameters as the LKO model.
•ŷ i = θ full x i is the prediction of the full model on the i-th datapoint in the linear regression setting.
•ŷ \k i = θ \k x i is the prediction of the LKO model on the i-th datapoint.
We remark that although the number of data points k to be deleted from the model is small compared to the dimension d, we make no more assumptions. In particular, we do not assume that the removed points need to be in any way "similar" (e.g. i.i.d.) to the rest of the data and specifically consider cases where large outliers are removed. As a result, the removal of these points can still have a large impact on the model parameters.
Methods
We give a brief overview of approximate deletion methods for parametric models from the literature.
Analytic formula from scratch
We can naively compute θ \k using the analytic formula θ \k = (X \k X \k + λI) −1 X \k Y \k . (X \k and Y \k are the data matrix and response vector for D \k , respectively.) The bottleneck is in forming the new Hessian X \k X \k , giving an overall runtime of O(nd 2 ).
Newton's method Recent work (Guo et al., 2019) has attempted approximate retraining by taking a single step of Newton's method. This amounts to forming a quadratic approximation to the LKO loss L \k and moving to the minimizer of the approximation. This can be done in closed form, yielding the update
When the loss function is quadratic in θ (as is the case in least squares linear regression), the approximation to L \k is just L \k itself and so Newton's method gives the exact solution. That is, in the case of linear regression, Newton's method reduces to the trivial "approximate" retraining method of retraining the model exactly.
Since the full Hessian can be computed without knowing which points need to be deleted, we can consider it an offline cost. For linear regression, the new Hessian matrix is a rank k update of the full Hessian, which can be computed via the Sherman-Morrison-Woodbury formula in O(kd 2 ) time.
In more general settings, forming and inverting the new Hessian may take up to O(d 3 ) time.
Influence method Recent works studied how to estimate the influence of a particular training point on the model's predictions (Giordano et al., 2018; Koh & Liang, 2017) . While the original methods were developed for different applications-e.g. interpretation and cross-validation-they can be adapted to perform approximate data deletion. Under suitable assumptions on the loss function , we can view the model parameters θ as a function of weights on the data:
In this setting, θ full = θ(1) where 1 is the all 1s vector and
). The influence function approach (henceforth referred to as the influence method) uses the linear approximation to θ(w) about w = 1 to estimate θ \k . (Giordano et al., 2018; Koh & Liang, 2017) show that the linear approximation is given by
Assuming that we already have access to the inverse of the full Hessian, the bottleneck for this method is the Hessiangradient product. This gives a runtime of O(d 2 ). 
We summarize the asymptotic runtimes in table 1 alongside the runtime of our novel method, the projective residual update. (Since the Newton step with Sherman-Morrison formula is exact and has a strictly faster runtime than the naive method of retraining from scratch, we do not include the naive method in the table.)
The projective residual update
We now introduce our proposed approximate update. We leverage synthetic data, a term we use to refer to artificial datapoints which we construct and whose properties form the basis of the intuition for our method. We combine gradient methods with synthetic data to achieve an approximate parameter update which is fast for deleting small groups of points. The intuition is as follows: if we can calculate the valuesŷ \k i = θ \k x i that the model would predict on each of the removed x i s without knowing θ \k , then minimize the loss of the model on the synthetic points (x i ,ŷ \k i ) for i = 1, . . . , k, we should expect our parameters to move closer to θ \k since θ \k achieves the minimum loss on the points (x i ,ŷ \k i ). We will minimize the loss on these synthetic points by taking a (slightly modified) gradient step.
It may be surprising that we can calculate the valuesŷ \k i without needing to know θ \k . We accomplish this by generalizing a well-known technique from statistics for computing leave-one-out residuals for linear models; the derivation can be found in the section 4.1. Critically, as in the influence function setting, we incur an upfront cost of forming the so-called "hat matrix" H ≡ X(X X + λI) −1 X for the full linear regression. Since we can compute this matrix without needing to know which points will be deleted, it is reasonable to consider it as an offline computational cost which will not be included in the runtime of the update itself.
We formalize the intuition for the update as follows. Assume that we can computeŷ \k i efficiently, without needing to know θ \k . The gradient of the loss on the synthetic points
Substituting θ \k x i forŷ \k i and rearranging, then setting θ = θ full shows that
We show that the form of the matrix k i=1 x i x i allows us to efficiently compute a pseudoinverse. We summarize these steps in Algorithm 1. We give details on the LKO method in Algorithm 1 The projective residual update
Loss gradient on 5: synthetic points 6:
return θ full − FASTMULT(S −1 , ∇L) 7: end procedure section 4.1, as well as a brief discussion of the subroutines PSEUDOINV, and FASTMULT. A full discussion can be found in the appendix.
The results of running the residual update are described by Theorem 1, our main theorem.
The result of Theorem 1 is striking. It says that the projective residual update makes the most improvement possible for any parameter update which is a linear combination of the removed x i s. As a direct result of this, the projective residual update is optimal among gradient-based updates, regardless of choice of step size or number of gradient steps, when we restrict ourselves to only look at the gradient on points of the form (x i ,ỹ i ), i = 1, . . . , k.
As we will see later, this characterization of the projective residual update guarantees that it performs well for a particular deletion metric (the feature injection test, introduced in section 5.2) under certain sparsity conditions on the data. We discuss this further in section 6.2.
The LKO subroutine
The ability to efficiently calculateŷ \k i , i = 1, . . . k is crucial to our method. Algorithm 2 accomplishes this by generalizing a well-known result from statistics which allows one to compute the leave-one-out residualsŷ \1 i − y i . In what follows, X 1:k denotes the first k rows of X, Y 1:k the first k entries of Y , and H the hat matrix for the data, defined below.
Theorem 2. Algorithm 2 computes the LKO predictionŝ y
For simplicity, we prove Theorem 2 for the case of ordinary least squares. We generalize the result to weighted, regularized least squares in the appendix. We also note that by extending to weighted linear regression, the PRU can be applied to logistic regression.
Algorithm 2 Leave-k-out predictions 1: procedure LKO(X, Y, H, θ full , k) 2:
returnŶ \k 8: end procedure Proof of Theorem 2. We make use of the analytic form of the parameters for least squares linear regression. Given a dataset {(x i , y i )} n i=1 , we have θ full = (X X) −1 XY , with X, Y defined as in section 2. The predictions for the fitted model on the dataset are then given bŷ
where H = X(X X) −1 X is the so-called hat matrix.
As previously mentioned, we assume that we already have access to H after the model has been trained on the full dataset.
Next, observe that
since θ \k minimizes both sums individually. It follows from equation (5) 
This relation HY =Ŷ \k allows us to derive a system of linear equations betweenŷ
where h ij are the entries of H. Vectorizing equation (6) and solving yields
where T ij = 1{i = j} 
The PSEUDOINV and FASTMULT subroutines
The low-rank structure of A ≡ k i=1 x i x i allows us to quickly compute its pseudoinverse. We do this by finding the eigendecomposition of an associated k × k matrix (which can again be done quickly when k is small, see e.g. (Pan & Chen, 1999) ), which we then leverage to find the eigendecomposition of A. Computing the pseudoinverse in this way also allows us to multiply by it quickly. The pseudoinverse has the form
Rather than computing the full matrix, then multiplying by it, we can quickly compute a matrix-vector product via careful parenthesizing:
For a more detailed explanation, refer to the appendix.
Outlier deletion
To illustrate the usefulness of the residual update, we consider its performance compared to the influence method on the dataset
i=2 and we are attempting to remove the first datapoint from D so that we are left with D \1 . In particular, we examine the difference in performance between the residual and influence updates as the parameter λ → ∞.
Theorem 3 says that when we try to delete points with large norm, the influence method will barely update the parameters at all, with the update shrinking as the size of the removed features increases. This makes intuitive sense. The performance of the influence method relies on the Hessian of the full loss being a good approximation of the Hessian of the leave-one-out loss. As the scaling factor λ grows, the full Hessian X X + λ 2 x i x i deviates more and more from the LOO Hessian X X, causing this drop in performance. Since the PRU is guaranteed to make some improvement, for a large enough outlier the PRU will perform better than the influence method in terms of parameter distance.
Evaluation Metrics

L 2 distance
A natural way to measure the effectiveness of an approximate data deletion method is to consider the L 2 distance between the estimated parameters and the parameters obtained via retraining from scratch. If the approximately retrained parameters have a small L 2 distance to the exactly retrained parameters, then when the models depend continuously on their parameters (such as in linear regression), the models are guaranteed to make similar predictions.
However, L 2 distance alone does not tell us how effectively individual information was removed. If the model is a deep neural network with a non-convex loss function, different settings of θ, potentially with large L 2 distance, may express the same function. Even for convex loss functions, L 2 distance does not provide an intuitive understanding of how much information has been removed from the model. Therefore, in addition to the L 2 distance, we develop a second metric: the feature injection test.
Feature injection test
The rationale behind this test is as follows. If a user's data belongs to some small minority group within a dataset, that user may be concerned about what the data collector will be able to learn about her and this small group. When she requests that her data be deleted from a model, she will want any of these localized correlations that the model learned to be forgotten.
This thought experiment motivates a new test for evaluating data deletion, which we call the feature injection test. We inject a strong signal into our dataset which we expect the model to learn. Specifically, we append an extra feature to the data which is equal to zero for all but a small subset of the datapoints, and which is perfectly correlated with the label we wish to predict. In the case of a linear classifier, we expect the model to learn a weight for this special feature that is significantly greater than zero. After this special subset is deleted, however, any strictly positive regularization will force the weight on this feature to be 0 in the exactly retrained model. We can plot the value of the model's learned weight for this special feature before and after deletion and use this as a measure of the effectiveness of the approximate deletion method.
Experiments
We now verify our theoretical guarantees and compare the accuracy and speed of the methods experimentally.
Experimental Methodology
DATASETS
Synthetic We first describe the general procedure for constructing the dataset. We modify this procedure slightly between experiments, and we will discuss the modifications after the general procedure.
The synthetic datasets are constructed so that the linear regression model is well-specified. That is, given the data matrix X, the response vector Y is given by Y = Xθ * + ε, where ε ∼ N (0, σ 2 I n ) is the error vector. For our experiments, we set the noise level σ 2 = 1; for reasonable values of σ 2 this parameter does not play a large role in the outcome of the experiments. For all of the synthetic datasets, we take n = 10d. Table 2 . Mean runtimes for each method as a fraction of full retraining runtime. (INF stands for influence method.) In all instances, the standard error was not within the significant digits of the mean (all standard errors were of order 10 −4 or smaller) so for clarity we do not include the errors. The absolute runtimes of the exact method to which we compare is in the appendix. For the runtime experiment, no modifications are made to the general setup. We vary the dimension d between d = 1000 and d = 3000.
For the L 2 experiment, we simulate the setting described in section 4.3 by scaling up the points to be deleted by a factor λ. We fix the dimension d = 1500 and vary the multiplier λ between λ = 1 (no outlier) and λ = 300 (large outlier).
The modifications for the feature injection test are slightly more involved. We construct sparse data with three key properties: (1) only the deleted feature vectors x i , i = 1, . . . , k have nonzero d-th entry (this is the "special feature"); (2) the deleted feature vectors all lie on the same low-dimensional subspace;
(3) the response for the deleted points is perfectly correlated with the special feature. While assumption (2) may seem restrictive, it is not unnatural. We observe a similar phenomenon in the Yelp dataset, since a single user is likely to reuse the same words; in this case, the user's feature vectors will have shared sparse support. We again fix the dimension d = 1500 and vary the sparsity p between p = 0.5 and p = 0.05, and the group deletion size k between k = 1 and k = 150.
More details for the construction of all of the synthetic datasets are given in the appendix.
Yelp We select 200 users from the Yelp dataset and use their reviews (2100 reviews in total). We use a separate sample of reviews from the dataset to construct a vocabulary of the 1500 most common words; then we represent each review in our dataset as a vector of counts denoting how many times each word in the vocabulary appeared in the given review. Four and five star reviews are considered positive, and the rest are negative.
CIFAR-100
We briefly note that we have experimental results on a subset of CIFAR-100 (Krizhevsky, 2009) . A detailed discussion of the experimental setup and results can be found in the appendix.
BASELINES
We focus on comparing the following four methods: no removal, the influence method (influence), the projective residual update (PRU), and exact retraining. No retraining will give us a baseline for measuring L 2 distance and the unique feature weight; and exact retraining will give us a baseline for runtimes.
SETUP
On the Yelp dataset, we run linear regression with labels in {1, -1}, using an L 2 regularization parameter of 10 −4 .
To turn the regression model's predictions into a binary classifier, we threshold scores at zero-a predicted value that is greater than zero becomes a prediction of the positive class while a predicted value that is less than zero becomes a prediction of the negative class. Below we describe the deletion procedures for our experiments.
L 2 Parameter Distance For the synthetic dataset, we select outlier datapoints (points whose feature vector has large norm) for deletion in order to illustrate the results of section 4.3. For the Yelp dataset, we select points at random for deletion.
Feature Injection Test The process for the feature injection test is similar. For the Yelp dataset, we randomly select points from the positive class for deletion. In each round of the experiment, as we increase the size of group to be deleted from k to k + 5, we select five additional points at random, rather than re-selecting all k + 5 points. Then we set the injected feature equal to one for the selected points before we delete them. If the new model after deletion assigns a weight of zero to the injected feature, this indicates that the injected signal has been effectively removed.
Results
Synthetic The experimental results closely match the theory in all respects. For the runtime experiments, refer to table 2. Both the influence method and the projective residual update are significantly faster than exact model retraining.
In the extreme case of d = 3000 and a removal group of size k = 1, the projective residual update is more than 3000 times faster than exact retraining. The relative speed of the PRU and influence method are also as we expect: PRU is faster than influence for small group sizes, and the size of the largest group that we can delete will maintaining this speed advantage increases as d increases. For 3000-dimensional data, PRU has the speed advantage for deleting groups as large as 25.
For the feature injection test, refer to table 3. As the data matrix becomes more sparse, the span of the removed points become more likely to contain the d-th standard basis vector e d (or a vector very close to it), allowing the residual update to completely remove the special weight. We observe this phenomenon in several of the cases we tested (denoted by an asterisk in table 3 ).
All of the standard errors for the PRU were well below 5% of the mean. In contrast, the influence method performs poorly compared to the PRU in most scenarios, in addition to exhibiting much less numerical stability. We refer to the cases indicated with two asterisks in table 3. For k = 50, p = 0.05, influence had a standard error of 1.35; for k = 100, p = 0.5, influence had a standard error of 3.28.
We observe similarly unstable behavior on the Yelp dataset, discussed below.
For the L 2 metric, refer to table 4. The influence method outperforms PRU for deleting "typical" points (when λ = 1, Table 3 . Feature injection test on synthetic data. The special weight is given as fraction of baseline weight. Results are for d = 1500 for various group sizes (k) and sparsity values (p). See below for a discussion of the standard errors of the methods, as well as the notable values (indicated by asterisks). The baseline weights to which we compare can be found in the appendix. p = 0.5 p = 0.25 p = 0.1 p = 0.05 Yelp Since the Yelp dataset does not have large outliers, the influence method outperforms the projective residual update in terms of L 2 distance; yet the projective residual update actually performs better on the feature injection test, at least for large groups; the influence method fails to remove the injected signal.
Discussion
Deletion effectiveness On the L 2 distance metric, the influence method outperforms the projective residual update on the Yelp dataset. On the feature injection test, however, the PRU does much better than the influence method, especially for large group sizes. The fact that the influence method performs well in terms of L 2 distance and yet poorly on the feature injection test for the same dataset highlights the fact that L 2 distance alone is not a sufficient metric to consider, especially if the main concern is privacy.
Practical guidelines The experimental and theoretic results offer insight into when to use one approximate method over the other. If one is interested in minimizing the distance to the exact parameters and the data do not contain large outliers, then the influence method tends to perform better. When removing outlier points or attempting to remove the effect of a specific feature, the PRU should be used as it is both more effective and more stable, especially when the (Bourtoule et al., 2019) .
Since this work is partially motivated by privacy concerns, it is worth discussing the relationship between efficient data removal and differential privacy. Differential privacy provides a way to minimize the risks associated with belonging to a models training set. However, the strong privacy guarantees offered by differential privacy often come at the cost of significantly reduced accuracy. In a setting where most users are not overly concerned about privacy and are willing to share data, the option to use a non-private model while allowing users to opt-out if they change their minds provides a useful middle ground. Drawing on the definition of differen- tial privacy, (Guo et al., 2019 ) define a notion of -certified removal from machine learning models. They propose a modification of Newton's method for data deletion from linear models to satisfy this definition.
Conclusion
We consider the problem of approximate data deletion from machine learning models, with a particular focus on linear regression. We develop a novel algorithm-the projective residual update (PRU)-with a runtime which is linear in the dimension of the data, a substantial improvement over existing methods with quadratic dimension dependence. We also introduce a new metric for evaluating data removal from models-the feature injection test-a measure of the removal of the model's knowledge of a sensitive, highly predictive feature present in the data. We conduct extensive results on both real and synthetic data, verifying our theoretical results empirically and showcasing the advantages and shortcomings of various methods. Our experiments also highlight the efficacy of the PRU with respect to the feature injection test. We leave the problem of extending these algorithms and establishing theoretical guarantees for the case of deep neural networks to future work. x i x i 1: procedure PSEUDOINV(x 1 , . . . , x k ) 2: c 1 , . . . , c k , u 1 , . . . , u k ← GRAM-SCHMIDT(x 1 , . . . , x k )
Eigenvalue λ i has corresponding eignevector a i 5:
end for 8:
return λ −1 1 , v 1 , . . . , λ −1 k , v k 9: end procedure Algorithm 4 Fast multiplication by pseudoinverse 1: procedure FASTMULT(S −1 , ∇L)
S −1 must be given in its low-rank form
Compute according to the specified parenthesization 3: end procedure
We take a gradient step in the direction specified by the synthetic LKO points (x i ,ŷ \k i ), i = 1, . . . , k. That is, we update
Ordinarily, the parameter α is a scalar which specifies the step size. For our purposes, we will replace α with a "step matrix" A.
Proof of Theorem 1. Recalling thatŷ \k i = θ \k x i , we can rewrite equation (8):
Due to the form that B has, we can efficiently compute its eigendecomposition B = V ΛV , where Λ = diag(λ 1 , . . . , λ k , 0, . . . , 0), λ 1 , . . . , λ k are the nonzero eigenvalues of B, and V V = I. We then define
This choice of A gives us AB = k i=1 v i v i = proj V k , and therefore the update (9) is equivalent to
This establishes the first claim in Theorem 1. It remains to perform the runtime calculation. We analyze the runtime of the algorithm by breaking it down into several submodules.
Step 1: Computingŷ \k i , i = 1, . . . , k By Theorem 2, this step can be accomplished in O(k 3 ) time.
Step 2: Finding the eigendecomposition of
We will show that this step can be completed in O(k 2 d) time. We compute the eigendecomposition of B ≡ k i=1 x i x i as follows.
I. Perform Gram-Schmidt on x 1 , . . . , x k to recover u 1 , . . . , u k and coefficients c ij . Runtime: O(k 2 d).
(a) In the i-th step, we set w i = x i − ((x i u 1 )u 1 + · · · + (x i u i−1 )u i−1 ), followed by u i = w i / w i . Naively computing the dot products, scalar-vector products, and vector sums for step i takes O(id) time. Summing over the steps, the total time to perform Gram-Schmidt is
From the i-th step of Gram-Schmidt, we see that
We can store these coefficients as we compute them during the Gram-Schmidt procedure without increasing the asymptotic time complexity of this step.
II. Eigendecompose the k × k matrix C = 
To see this, note that R(B) = span{x 1 , . . . , x k }, so any eigenvector for a nonzero eigenvalue of B must be in the span of the x i . Since u 1 , . . . , u k have the same span as the x i , if v is an eigenvector for B with nonzero eigenvalue λ, we can write
Since the u j s are linearly independent, we can equate coefficients. Doing so shows that λb j = k i=1 (c i b)c ij for all j = 1, . . . , k. Vectorizing these equations, we have that
This chain of equalities holds in reverse order as well, so we conclude that v is an eigenvector for B with nonzero eigenvalue λ iff b is an eigenvector for C with eigenvalue λ. Since we know that the remaining eigenvalues of B are 0, it suffices to find an eigendecomposition of C. Forming C takes O(k 3 ) time, and finding its eigendecomposition can be done (approximately) in O(k 3 ) time, see (Pan & Chen, 1999) . Finally, converting each eigenvector a i for C into an eigenvector for B takes O(kd) time (we set v i = a i1 u 1 + · · · + a ik u k ), so converting all k of them takes O(k 2 d) time.
(b) Since we know B is rank k, the remaining eigenvalues are 0 and any orthonormal extension of the orthonormal eigenvectors v 1 , . . . , v k computed in step 2 will suffice to complete an orthonormal basis of eigenvectors for R d .
Let v k+1 , . . . , v d be any such extension. This gives us a complete orthonormal basis of eigenvectors v 1 , . . . , v d for R d with associated eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ k > λ k+1 = . . . = λ d = 0. We now define A as in equation (10). Observe that since (Λ † ) ii = 0 for i > k, we can compute A without needing to know the values of v k+1 , . . . , v d :
Step 3: Performing the update
We will show that this step can be completed in O(kd) time. Recall the form of the projective residual update:
(This is the gradient of the loss on the synthetic datapoints.) Runtime: O(kd).
II. Compute the step A∇L. Runtime: O(kd).
(a) Rather than performing the computationally expensive operations of forming the matrix A, then doing a d × d matrix-vector multiplication, we use the special form of A. Namely, we have Since we have assumed k ≤ d, the total runtime of the algorithm is therefore
Note that the crucial step of computing the exact leave-k-out predicted y-values may vary depending on the the specific instance of least squares we found ourselves in (e.g. with or without regularization or weighting, see Appendix D), but the rest of the algorithm remains exactly the same.
B. Performance analysis for outlier removal
In this section we prove Theorem 3. We also quantify the behavior of the true step θ full − θ \1 as the outlier size λ grows. Proposition 4. Let D full be as in Theorem 3. As λ → ∞, θ full − θ \1 → CΣ −1 x 1 , whereΣ is the empirical covariance matrix for the dataset D \1 and C is a (data-dependent) scalar constant.
Proof. Departing slightly from the notation in section 2, let X and Y denote the feature matrix and response vector, respectively, for the dataset D \1 . The exact values of θ full and θ \1 are then given by
We can expand the expression for θ full with the Sherman-Morrison formula:
From equation (14), we see that the actual step is
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Let us analyze the behavior of the terms (I) and (II) in equation (15) as λ → ∞. Term (II) is straightforward: the λ 2 terms dominate both the numerator and the denominator, so we have
The term (I) is slightly more delicate, since the first-order behavior of (I) without multiplication by λ 2 tends to 0; however, the multiplication by λ 2 means that this term does not vanish. Observing that (I) can be rewritten as
we have reduced our analysis of (I) to determining the leading order behavior of a function of the form
(In our case, c = x 1 (X X) −1 x 1 .) A Taylor expansion of (16) shows that f (λ) = c −1 + O(λ −2 ), and thus we have
Substituting the limits of (I) and (II) into equation (15), we see that
The result follows by multiplying and dividing (17) by a factor of n (so C = C /n and the other factor of n gets pulled into (X X) −1 to yieldΣ −1 ).
Proof of Theorem 3. We will analyze θ inf − θ \1 and show that the limit of this difference is the same as that of θ full − θ \1 as λ → ∞; it immediately follows that θ inf → θ full . By the exactness of the Newton update for linear regression, we have
By definition, the influence parameters are given by
Subtracting these two expressions yields
We analyze the terms in the RHS of (18) separately.
First, note that by the Sherman-Morrison formula, we have
Equation (20) follows since the numerator and denominator of (19) have the same leading order behavior in λ.
Next, we analyze the term θ full x 1 − y 1 . We begin by substituting the expression for θ full and once more applying the Sherman-Morrison formula:
We rearrange (i) and (ii) and then Taylor expand:
Substituting these equations into equation (21) yields
Finally, we substitute the expressions from equations (20) and (22) into (18) to obtain
Note that this has the same limiting value as θ full − θ \1 as λ → ∞ (see equation (17)) and we are done.
C. Generalization of Theorem 2 to weighted, ridge regularized least squares
We can generalize our method for computing the predictions of the LKO model to weighted least squares with ridge regularization. Let w 0 ∈ R n denote a (fixed) weight vector and λ ≥ 0 be the regularization strength, which we require to be fixed independent of the number of samples. The weighted, regularized loss is given by
The gradient is therefore
Using equation (23), we see that ∇L full = 0 when
Predictions are therefore given by
If we replace H in equation (5) with H λ,w , the same logic carries through. Note that the regularization strength needs to be fixed for us to use the same trick, i.e. to write
withŷ \k i = θ \k x i the predicted y-value for the LKO model. In this case, we can compute the LKO prediction values efficiently (O(k 3 ) time when we precompute H λ,w ). Theorem 2 therefore holds in this more general setting as well.
D. Generalization of the PRU to logistic regression
The generalization of the PRU to logistic regression relies on the fact that a logistic model can be trained by iteratively reweighted least squares; indeed, a Newton step for logistic regression reduces to the solution of a weighted least squares problem (Murphy, 2012) . We leverage this fact along with the generalization of Theorem 2 from the previous section to compute a fast approximation to a Newton step.
Algorithm 5 The PRU for logistic regression 1: procedure LOGISTICPRU(X, Y, θ full , k) 2:
for i = 1, . . . , n do 3: Proof. For logistic regression, we use the loss function
where (x i , y i ) ∈ R d × {0, 1} are the data, and the classifier h θ (x) is given by
We compute the gradient and Hessian of the loss:
whereX ∈ R n×d is the data matrix whose rows are x i ,h θ ∈ R n is the vector of model predictions,Ȳ ∈ R n is the vector of labels,
Using these formulas, we can compute a Newton step for the LKO loss when we start at the minimizer θ full for the full loss.
) be the LKO quantities corresponding to the terms defined above. By definition, we have
where
Observe that equation (26) is the solution to the LKO weighted least squares problem
where z i is the i-th component ofZ ≡Xθ full +S −1 θ full (Ȳ −h θ full ). By adapting the PRU to this situation, we can compute a fast approximation to the Newton step.
We can compute the vectorZ ≡Xθ full +S −1 θ full (Ȳ −h θ full ), as well as the matrix H λ,h θ full ≡X(X S θ fullX + λI) −1X S θ full , offline. Observe that H λ,h θ full is the hat matrix for the "full" least squares problem
For consistency with the rest of the paper, let θ \k be the exact solution to (27) (so θ \k = θ Newton ). By the result of Theorem 2, we can compute the LKO model predictionsẑ
Observe that the gradient of the (unregularized, unweighted, quadratic) loss on the synthetic points (
We are now in a setting exactly analogous to equation (9), even though θ full was the minimizer for the original cross-entropy objective rather than (28). By mimicking the proof of Theorem 1 from this point, we can derive the exact same results. Namely, the step taken by the projective residual update is equal to proj span(x1,...,x k ) (θ \k − θ full ). By definition of θ \k and of the Newton step, it follows that θ \k − θ full = ∆ Newton . Combining these two facts yields the statement of Theorem 5. The runtime calculation is identical to the calculation in Theorem 1.
E. Synthetic data construction
We first generate a matrix of n d-dimensional covariates X ∈ R n×d ; we do this by drawing the rows x i of X according to
∼ N (0, Σ), where Σ is randomly selected via sklearn.datasets.make spd matrix (Pedregosa et al., 2011) . Once X is generated, the response vector Y ∈ R n is generated by randomly selecting a (fixed) "true" underlying parameter θ * ∈ R d , and setting Y = Xθ * + ε, where ε ∼ N (0, σ 2 I n ) is the error vector. For our experiments, we set the noise level σ 2 = 1; for reasonable values of σ 2 this parameter does not play a large role in the outcome of the experiments. For all of the synthetic experiments, when deleting a group of size k, we always assume that it is the first k datapoints which are being deleted. (That is, we delete the datapoints specified by the first k rows of X and the first k entries of Y .) For all of the synthetic datasets, we take n = 10d.
For the runtime experiment, no modifications are made to the general setup. We vary the dimension d between d = 1000 and d = 3000 and the group size k between k = 1 and k = 100.
For the L 2 experiment, we first constructX andỸ according to the general procedure above. We then obtain the data X, Y by multiplying the first k rows ofX and the first k entries ofỸ (that is, the points which will eventually be deleted) by a factor λ to demonstrate the effectiveness of each method at removing outlier datapoints. This is the setting described in section 4.3. We fix the dimension d = 1500 and vary the multiplier λ between λ = 1 (no outlier) and λ = 100 (large outlier), and the group size k between k = 1 and k = 150.
The modifications for the special feature experiment are slightly more involved. We construct sparse data with three key properties: (1) only the deleted feature vectors x i , i = 1, . . . , k have nonzero d-th entry (this is the "special feature"); (2) the deleted feature vectors all lie on the same low-dimensional subspace (this exaggerates the characteristics we observe on the Yelp dataset); (3) the response for the deleted points is perfectly correlated with the special feature. The exact steps for this procedure are as follows: (Here x i [d] denotes the d-th entry of x i .) 1. ConstructX according to the general procedure. (Pick a random covariance Σ and draw the rows x i ofX according to
∼ N (0, Σ).)
2. The "special feature" will be the last (d-th) entry of each vector x i . Since only the group being removed has the special feature, we set the last entry in rows k + 1 to n ofX equal to 0; the first k rows keep their original final entry.
3. SparsifyX so that it has a fraction of approximately p nonzero entries. LetX[i, j] denote the (i, j)-th entry ofX.
(a) Sparsify the first k rows ofX simultaneously: for each j = 1, . . . , d − 1, setX[i, j] = 0 for all i = 1, . . . , k with probability 1 − p. (b) Sparsify the remaining entries ofX: for each i = k + 1, . . . , n and j = 1, . . . , d − 1, set X[i, j] = 0 with probability 1 − p.
4. Let X be the matrix resulting from performing operations 1-3 onX. SetỸ according to the general procedure: Y = Xθ * + E.
LetỸ
[i] denote the i-th entry ofỸ . For i = 1, . . . , k, setỸ [i] = w * · X[i, d], where w * is the pre-specified "true" special weight of the special feature.
We again fix the dimension d = 1500 and vary the sparsity p between p = 0.5 and p = 0.05, and the group deletion size k between k = 1 and k = 150.
F. Baseline values for synthetic experiments
All of the experimental results in the main body of the paper are given relative to an absolute baseline value. In Figures 5, 6, and 7, we report the medians of the absolute baseline values to which we are comparing for each of the three synthetic experiments (runtime, L 2 , and feature injection, respectively). The baseline values follow the trends we would expect. In particular, the runtimes increase sharply as the dimension increases and slowly as the group size increases (Table 5) ; the unique feature weight originally learned by the model is close to its true value, 10 (Table 6) ; and the distance between θ full and θ \k increases with the number of points removed, as well as the dissimilarity of these points to the rest of the dataset as measured by the multiplier λ (Table 7) . Table 6 . Median baseline special weights. p = 0.5 p = 0.25 p = 0.1 p = 0.05 k = 1 11.01 9.03 10.33 9.53 k = 5 9.57 8.97 10.61 11.03 k = 10 11.25 9.90 10.90 10.43 k = 50 10.36 10.23 9.73 10.10 k = 100 9.73 9.51 9.99 10.01 k = 150 9.73 10.09 9.88 10.04 
G. CIFAR-100 Experiment
Dataset We focus on two classes in the CIFAR-100 image dataset: fish and aquatic mammals (Krizhevsky, 2009) . We then use a pre-trained version of AlexNet to extract 1000 features from the 32x32 pixel images (Krizhevsky, 2014) . The resulting dataset contains 5000 examples, 2500 of each class. We want to consider the problem of deletion of outliers for this dataset, so we select 100 points from the positive class and multiply each feature by 25 to artificially create outliers. For the experiments on this dataset, we select random points from the set of 100 outliers. Neither method was very successful at removing the injected feature for this dataset, though we did see the predictable behavior that the influence method removed the special weight slightly better than the PRU in the non-outlier setting, and the PRU removed the special weight slightly more effectively with the outliers added. The L 2 results show a clearer picture, so we focus on the L 2 test for this experiment.
Discussion of results
When the dataset contains no outlier points, the full Hessian and LKO Hessian are still relatively similar, and the influence method performs well as it gives an accurate approximation of the Newton step. However, when we again consider removal of outlier points, the performance of the influence method drops below that of the PRU. Note that while the PRU outperforms the influence method for outlier removal, both methods are still closer to the full parameters than the exact LKO parameters. Figure 2 . Figures for the CIFAR-100 experiment. When removing "normal" points from the dataset, the influence method gives a close approximation to Newton's method and therefore performs well. When we remove outliers, however, the approximation is no longer valid and the performance of the influence method drops. 
