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Riconfigurazione dell' Exemplar SPP 1200 e
norme di utilizzo
V. Rossi
CILEA, Segrate
Abstract
Il Convex Exemplar SPP 1200, il multiprocessore a 32 processori HP  PA-RISC 7200 a 120 MHz
dedicato al calcolo intensivo, ha una struttura hardware e software relativamente complessa.
Un suo utilizzo senza tener conto di tale complessità porta spesso l'utenza a non poter godere delle
effettive prestazioni che la macchina potrebbe dare ed anzi, spesso, porta a rallentare globalmente il
sistema. In questo articolo si vogliono dare le linee guida per il corretto utilizzo della macchina.
Per la stesura di questo articolo si ringraziano le Dr.sse R. Galloni e N. Fornasari del CILEA.
Configurazione logica in
subcomplex
Dal punto di vista hardware, l’Exemplar è
costituito da 4 “ipernodi” di 8 processori
ciascuno interconnessi tra loro tramite
un’interfaccia a bassi tempi di latenza (maggiori
informazioni alla pagina:
www.cilea.it/~miglioli/ARCHITETTURA/frames.htm )
Un subcomplex è un’area di lavoro “chiusa”
all’interno di un ipernodo o distribuita su più
ipernodi e come tale costituita da un certo
numero di processori e da propri dischi e che
può essere dotata di proprie “code” per
l’esecuzione dei programmi in modalità batch.
A livello di performances si è visto che la
configurazione migliore per un subcomplex è
quella realizzata all’ interno di un ipernodo ed
utilizzando per l’ I/O i dischi locali, cioè quelli
direttamente connessi a quell’ipernodo .
In tabella 1 si riporta la configurazione dei
subcomplex in vigore dal 21 marzo 1997.
La configurazione viene mantenuta aggiornata
nel file /users/README.
Subcomplex system
E’ l’area dedicata esclusivamente al sistema
operativo, risiede sull’ ipernodo 0 ed è dotato di
1 processore.
Subcomplex sub0
E’ l’area di “default” su cui si trovano tutti gli
utenti all’atto della connessione all’ Exemplar,
risiede sull’ ipernodo 0 ed e’ costituito da 7
processori. Questa area è dedicata a tutto ciò
che è “normale” lavoro interattivo tipo posta
elettronica, compilazioni, editor .... Si fa notare
che non deve essere utilizzato per l’esecuzione
di programmi ad elevato consumo di cpu che
devono, invece, essere eseguiti su uno degli altri
subcomplex secondo le norme indicate di seguito
nel presente articolo.
Tabella 1
Nome Subcomplex Numero CPUs Ipernodo Gruppo
system 1 0 root
sub0 7 0 tutti
sub1 8 1 tutti
sub2_1 4 2 infn
sub2_2 4 2 infn
sub3 8 3 tutti
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Attenzione: essendo l’area di lavoro di default,
qualsiasi comando che viene lanciato senza
essersi prima spostati su un’altra area viene
eseguito su questo subcomplex. Si rimanda al
paragrafo “Esecuzione dei programmi
installati” per le indicazioni di come spostarsi
da un subcomplex ad un altro.
Subcomplex sub1
E’ l’area dedicata a programmi, anche con
elevato utilizzo di cpu, di tipo sequenziale,
risiede sull’ ipernodo 1 ed è costituito da 8
processori.
Le code configurate per questo subcomplex
sono:
• short1: per brevi lavori o test
• pipe_seq: si tratta di una coda che
automaticamente smista le richieste su di
una coda batch (batch_seq) che è configurata
per eseguire al massimo 8 processi per volta.
Si rimanda al paragrafo “Programmi installati”
per l’elenco dei prodotti ufficialmente installati
di tipo sequenziale.
 
Subcomplex sub2_1 e sub2_2
Sono le due aree di lavoro dedicate agli utenti
del gruppo “infn”, risiedono sull’ ipernodo 2 ed
ognuna di esse è costituita da 4 processori.
Le code configurate per questi subcomplex sono:
• short2_1 e short2_2: per brevi lavori o test
• long2_1 e long2_2: per esecuzioni standard
Ognuna delle code è configurata per eseguire al
massimo 4 processi per volta.
Subcomplex sub3
E’ questa l’area di lavoro dedicata a programmi,
anche con elevato utilizzo di cpu, di tipo
parallelo, risiede sull’ ipernodo 3 ed è costituito
da 8 processori.
Le code configurate per questo subcomplex
sono:
• short3: per brevi lavori o test
• pipe_4cpu: si tratta di una coda che
automaticamente smista le richieste su 2
code batch (batch_4cpu1, batch_4cpu2)
ognuna associata a 4 cpu. Ognuna delle code
può far eseguire un unico processo alla volta.
• pipe_8cpu: si tratta di una coda che
automaticamente smista le richieste su una
coda batch (batch_8cpu) associata a 8 cpu.
Questa coda batch può far eseguire un unico
processo alla volta.
Si rimanda al paragrafo “Programmi installati”
per l’elenco dei prodotti ufficialmente installati
di tipo parallelo.
Configurazione dei dischi
Come si è accennato, per sfruttare al meglio le
potenzialità della macchina, è necessario
utilizzare per l'input/output i dischi
direttamente connessi all'’ipernodo su cui è
configurato il subcomplex di lavoro.
Ad esempio, se sto utilizzando un software
parallelo e sto lavorando quindi sul subcomplex
sub3, è necessario che l’I/O durante l’esecuzione
del mio programma sia fatto su file che
appartengono all’area temporanea /scratch3
costituita da dischi che fisicamente sono
collegati all’ ipernodo 3.
In tabella 2 sono riportate le aree disco
connesse ad ognuno dei subcomplex citati e che
devono essere tenute in considerazione
dall’utenza. E’ da tenere conto che, da prove
fatte, la velocità di esecuzione dello stesso
programma il cui I/O viene effettuato su dischi
appartenenti ad un altro ipernodo si abbassa
fino al 50% del tempo di esecuzione in
condizioni corrette.
Tabella 2
Area disco Nodo
/users ipernodo 0 (sub0)
/tmp ipernodo 0 (sub0)
/scratch1 ipernodo 1 (sub1)
/scratch2 ipernodo2
(sub2_1,sub2_2)
/scratch3 ipernodo 3 (sub3)
A parte il file-system /users, tutte le altre sono
aree temporanee da utilizzarsi durante il
periodo di esecuzione di un programma.
Queste aree non vengono salvate (back-up) ed i
file contenuti hanno validità massima di 10
giorni: file più vecchi di 10 giorni possono venire
cancellati all’ occorrenza in qualsiasi momento e
senza alcun preavviso.
BOLLETTINO CILEA N. 57 APRILE  1997 23
Il file-system /users, invece, è l’area disco in cui
si trovano le “home directory” degli utenti che lì
possono mantenere i propri file a tempo
indeterminato. Questa area disco viene
sottoposta a back-up settimanale quindi è l’area
corretta per mantenere i dati ed i risultati dei
programmi che sono stati eseguiti su
subcomplex diversi da sub0 (copiandoli dalle
aree temporanee alla fine dei processi).
Utilizzo in modalità batch
La modalità batch è quella vivamente richiesta
ove possibile. Si rimanda al paragrafo
“Esecuzione dei programmi installati” per
informazioni su quali programmi sono stati
testati per lavorare in questa modalità.
Il motivo è evitare da parte di ognuno di
“sovrautilizzare” i processori diminuendone le
prestazioni: è evidente che un codice, ben
scritto, se ha a disposizione un processore
eseguirà con un tempo doppio rispetto a se lo
stesso processore è utilizzato da 2 programmi
contemporaneamente. Questo a maggior
ragione per i programmi paralleli.
L’utilizzo delle code, così come sono state
progettate, aiuta l’utenza in questo senso:
utilizzare al meglio la macchina vuol dire
un tempo di attesa inferiore anche se un
programma non verrà immediatamente
eseguito e per altro diminuirà il costo di
utilizzo per ognuno.
Programmi installati
In tabella 3 vengono elencati i pacchetti
commerciali installati sulla macchina, la loro
attuale versione, le loro caratteristiche
(sequenziali o paralleli) e l’indicazione della
persona da contattare per qualsiasi tipo di
problema associato alla loro esecuzione.
L’elenco aggiornato si può trovare nel file
/users/PACCHETTI.INSTALLATI .
Tabella 3
Prodotto Versione Tipo Referente
Abaqus/Standard 5.4 Parallelo Dott.ssa Fornasari
Abaqus/Aqua 5.4 Parallelo Dott.ssa Fornasari
Abaqus/Post 5.4 Sequenziale Dott.ssa Fornasari
Abaqus/Standard 5.5 Sequenziale Dott.ssa Fornasari
Abaqus/Aqua 5.5 Sequenziale Dott.ssa Fornasari
Abaqus/Explicit 5.5 Sequenziale Dott.ssa Fornasari
Abaqus/Post 5.5 Sequenziale Dott.ssa Fornasari
Ansys 5.3 Parallelo Dott.ssa Fornasari
Avs 5.0 Sequenziale Ing. Miglioli
Dytran 3.0 Sequenziale Dott.ssa Fornasari
Fidap 7.52 Sequenziale Ing. Miglioli
Librerie IMSL 3.0 Sequenziale Dott. Cremonesi
Librerie MLIB 1996 Parallelo Dott. Cremonesi
Librerie Nag 17 Sequenziale Dott. Cremonesi
Mpi 1.0.12.1 Parallelo Dott.ssa Fornasari
Nastran 68.1 Sequenziale Dott.ssa Fornasari
Nastran 69.1 Parallelo Dott.ssa Fornasari
Kiva 3 Sequenziale Dott.ssa Fornasari e Ing.  Miglioli
Pam-crash 1996 Parallelo Dott.ssa Fornasari
Pam-shock 1996 Sequenziale Dott.ssa Fornasari
Patran 5.0 Sequenziale Dott.ssa Fornasari e Ing. Miglioli
Pvm 3.3.10.1 Parallelo Dott. Cremonesi e Dott.ssa Fornasari
Sas 6.11 Sequenziale Dott. Camnasio
Sophia 1.5 Sequenziale Ing. Miglioli
Spad 1997 Sequenziale Dott. Cremonesi
Spectrum 1.0 Sequenziale Ing. Miglioli
Spectrum 2.0 Parallelo Ing. Miglioli
Xl 3.2 Sequenziale Dott.ssa Fornasari
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Esecuzione dei programmi
installati
Come si è detto, è di fondamentale importanza
che l’esecuzione dei programmi venga effettuata
nell’area di lavoro corretta, seguendo le
indicazioni precedentemente dette circa l’area
da scegliere.
In generale valgono le regole indicate di seguito:
1. se si sottomette un programma in modalità
batch, è sufficiente scegliere con accortezza
la coda da utilizzare tra quelle indicate per
ogni subcomplex: in tal caso è il sistema
stesso che si preoccupa di eseguire sul
subcomplex associato alla coda il programma
utente. L’utente dovrà inoltre fare in modo
che, durante l’esecuzione, il suo programma
esegua l’I/O sulle aree disco associate al
subcomplex scelto: sarà sufficiente creare
una propria directory in una delle aree
scratch ed indicare quella come area di I/O.
Per la sottomissione di un job in modalità
batch si rimanda alla manualistica in linea
“man qsub” o alla lettura del file
/users/README.CODE.
2. Se si vuole eseguire un programma in
modalità interattiva, oltre alla creazione di
una propria directory di lavoro sull’area
disco opportunamente scelta, si dovrà
entrare nell’area di lavoro corretta. Si
rimanda alla manualistica in linea “man
mpa” per come spostarsi da un subcomplex
ad un altro o alla lettura del file
/users/README.
3. Per i prodotti elencati di seguito sono
disponibili help in linea come indicato nel
file /users/PACCHETTI.INSTALLATI.
Consigli utili
⇒ Leggere i file
/users/README: configurazione aggiornata   e
modalità di utilizzo;
/users/README.CODE: metodo di utilizzo delle
code batch;
/users/PACCHETTI.INSTALLATI: elenco dei
pacchetti installati e guida al loro utilizzo;
⇒ Leggere il messaggio del giorno
Nel messaggio del giorno che compare al
momento della connessione interattiva vengono
informati gli utenti di eventuali cambiamenti o
notizie generali.
⇒ Controllare la posta
Tutte le comunicazioni agli utenti exemplar
vengono inviate via posta elettronica alla loro
relativa userid sulla macchina. Se qualcuno
desiderasse ricevere la posta altrove sarà
sufficiente che crei il file “.forward“ nella
propria home-directory che contenga l’indirizzo
di posta cui verrà realmente inviata la posta
locale.
⇒ Contattare le persone giuste
Nel caso di dubbi, problemi o informazioni, è
sempre bene riferirsi alle persone che si
occupano delle singole problematiche della
macchina. Se ne dà un elenco con relativi
indirizzi di posta elettronica:
• Dott.ssa V. Rossi (valeria@cilea.it):
responsabile del servizio; informazioni,
problemi tecnici e non, richieste particolari.
• Dott.ssa R. Galloni (galloni@cilea.it):
sistemista; problematiche tecniche di ogni
genere.
• Dott.ssa N. Fornasari (fornasari@cilea.it)
• Dott. M. Cremonesi (cremonesi@cilea.it)
• Ing. P. Miglioli (miglioli@cilea.it)
referenti per i pacchetti installati (vedi
Tabella 3).
E’ sempre comunque possibile inviare posta a:
sistemi@cilea.it.
