Two successful approaches for the segmentation of biomedical images are (1) the selection of segment candidates from a merge-tree, and (2) the clustering of small superpixels by solving a Multi-Cut problem. In this paper, we introduce a model that unifies both approaches. Our model, the Candidate Multi-Cut (CMC), allows joint selection and clustering of segment candidates from a merge-tree. This way, we overcome the respective limitations of the individual methods: (1) the space of possible segmentations is not constrained to candidates of a merge-tree, and (2) the decision for clustering can be made on candidates larger than superpixels, using features over larger contexts. We solve the optimization problem of selecting and clustering of candidates using an integer linear program. On datasets of 2D light microscopy of cell populations and 3D electron microscopy of neurons, we show that our method generalizes well and generates more accurate segmentations than merge-tree or Multi-Cut methods alone.
INTRODUCTION
In this paper, we are addressing the problem of segmenting multiple objects in biomedical images, possibly against background. Merge-tree methods and Multi-Cut methods are amongst the best performing for a range of data modalities [7, 1, 4, 10, 8, 9, 6, 5] . Both methods start with an initial set of superpixels, that is assumed to provide an oversegmentation. In merge-tree methods, these superpixels are iteratively merged to obtain a hierarchy of candidate segments. Amongst all candidates, a cost-minimal and nonoverlapping subset is selected to yield a segmentation. The advantage of these methods is that they can consider candidates larger than the initial superpixels and thus use more meaningful features. A clear disadvantage is their limited expressiveness, i.e., the diversity of segmentations they can produce: every segment is built by exactly one candidate in the tree. Nevertheless, merge-tree methods demonstrate state-of-the-art performance for the segmentation of cells in 2D light microscopy [4, 5, 8] . Variations of this approach have also been successfully applied to the segmentation of neurons in volumes of electron microscopy [7, 9] , but were ultimately outperformed by Multi-Cut methods [12] . Multi-Cut methods consider finding a segmentation as an instance There is no single candidate producing a correct segmentation in the given hierarchy. By introducing adjacency edges between all neighboring candidates a correct segmentation can nevertheless be obtained by selecting candidates d and h, and the adjacency edge (d, h). (b) A plain merge-tree segmentation can not produce a correct solution.
(c) The Multi-Cut on the same initial superpixels could possibly achieve the same segmentation, but has to resort to smaller superpixels that lack structural information (green).
of a clustering problem on superpixels [1, 10] . For that, edges in an adjacency graph of superpixels are cut. A segmentation is obtained as the connected components of a cost-minimal cut, where constraints ensure that there is no path connecting two separated superpixels. In contrast to merge-tree methods, a correct segmentation can theoretically always be obtained, if the initial superpixels are oversegmenting. However, small superpixels carry the risk of not capturing meaningful features, like the local orientation of a cellular structure or the diameter of a cell, which could help to resolve ambiguities during inference. Multi-Cut methods are the current state of the art for the segmentation of neurons in electron microscopy volumes [6, 10, 1, 12] , but are outperformed by merge-tree methods in light microscopy images [8] .
The specific advantages and disadvantages of the two methods make them perform differently depending on the characteristics of a given dataset. In particular, none of the Given initial superpixels (a, b, c, and d), a heuristic region merging strategy is used to generate larger candidates (e,f , and g). Upper part: The candidate region adjacency graph (CRAG) is used to represent all candidates, their adjacencies across all levels (solid gray lines), and subset relations (black arrows). (b) A valid selection of candidates and adjacency edges producing a segmentation. Note that this segmentation can not be produced by the merge-tree method alone, since it can not merge e and c. A Multi-Cut method could generate the same segmentation by merging a, b, and c, but would not be able to exploit the features extracted on the larger candidate e. (c) An invalid selection of candidates and adjacency edges: Candidates a, b overlap with e and can not be selected with e at the same time. Further, a is merged both with b and c, but b and c are not merged, thus violating the transitivity of equivalence.
two methods performs well on both 2D segmentation of cells in light microscopy and 3D segmentation of neurons in electron microscopy.
To combine the advantages of both methods (larger feature context of merge-tree methods and the expressiveness of Multi-Cut methods), we introduce a segmentation model that jointly selects and clusters segment candidates from a merge tree. First, we obtain a merge-tree of segment candidates following greedy merging on initial superpixels. We then introduce adjacency edges between all adjacent candidates across all levels of the tree and train a classifier on ground-truth to obtain a cost for the selection of each candidate and each merge of an adjacency edge. Finally, we find the globally cost-minimal selection and clustering of candidates by solving an integer linear program (ILP).
Our formulation has two advantages: First, our model unifies the two methods, including both as special cases ( Fig. 1) . A merge-tree segmentation in the style of [4, 8] can be obtained by omitting the adjacency edges. Similarly, the Multi-Cut formulation [1, 10] can be obtained by omitting candidates other than the initial superpixels. In our model, however, a valid solution allows to select higher-level candidates and merge them with lower-level candidates. This allows us to train a classifier on more meaningful features that are only available for larger candidates. In contrast to merge-tree methods, however, we are not limited by the choice of the extracted candidates. Every possible segmentation given the initial superpixels can still be realized.
Second, by allowing candidates to not be selected at all, our formulation is particularly suited to segment foreground objects against background. Our model has a dedicated cost contribution for the selection of candidates which depends on features of foreground objects. This is in contrast to previous Multi-Cut methods that required a post-processing step to filter background segments [14, 13] .
We evaluate our model in two different and dissimilar setups: First, on cells in 2D light microscopy (involving three datasets of different resolution, microscopy modality, and cell types), and second, on neurons from 3D electron microscopy volumes. Our model shows a consistent improvement over both merge-tree methods and Multi-Cut methods. This is of particular interest since neither merge-tree methods nor Multi-Cut methods deliver state-of-the-art performance on both datasets. The source-code of our method is available at https://github.com/funkey/candidate_mc.
METHOD
We extend the standard Multi-Cut formulation [1] by considering a hierarchy of candidate regions obtained from a mergetree. We formulate the segmentation problem as the selection of candidate regions and adjacency edges ( Fig. 2a ). Let G = (V, E, S, f, g) be the candidate region adjacency graph (CRAG), where V is the set of all candidate regions (including the original superpixels), E ⊂ V × V the set of undirected edges indicating region adjacencies across all levels of the merge-tree, S ⊂ V × V the set of directed edges indicating subset relations of the candidate regions of the mergetree, and f : V → R and g : E → R are cost functions for the selection of candidates and adjacency edges to merge, respectively. These costs are trained on features extracted for candidates and adjacency edges. We encode a selection and merging of candidates with binary indicator variables y = (y i ∈ {0, 1} | i ∈ V ) and m = (m e ∈ {0, 1} | e ∈ E). Setting y i = 1 means that the candidate represented by node i is part of an object (as opposed to being considered background). Setting m (i,j) = 1 states that the adjacent candidates i and j are part of the same object. By rewriting the costs f (i) and g(e) as vectors f = (f i ∈ R | i ∈ V ) and g = (g e ∈ R | e ∈ E), such that they are congruent to y and m, we find a cost-minimal segmentation by minimizing
However, not every assignment of the indicators y and m is valid (see Fig. 2c ). We ensure consistency with the introduction of three types of constraints: overlap constraints ensure that no overlapping candidates are selected at the same time, incidence constraints force incident candidates of selected adjacency edges to be selected as well, and path constraints state that there is no path of selected adjacency edges connecting a pair of adjacent candidates that are not merged ( Fig. 2c ). More formally, let C ⊂ 2 V denote the set of all conflict cliques, i.e., a set of candidates that are mutually overlapping 1 and P (i,j) ⊂ 2 E the set of all paths on adjacency edges connecting candidates i and j. A valid solution fulfills:
where Eq. 2 ensures that no conflicting candidates are selected, Eq. 3 forces the indicators y i and y j to be selected, if m (i,j) is selected, and Eq. 4 ensures that if an adjacency edge was not selected (i.e., m (i,j) = 0), there is no path of selected adjacency edges connecting them otherwise. Since there are in general exponentially many paths connecting two candidates in a CRAG, we do to not add these constraints initially. Following a cutting plane strategy, we solve an ILP without those constraints, add all currently violated constraints, and resolve until a consistent solution is found.
EXPERIMENTS AND RESULTS
Datasets. We validate our method on four datasets (see examples in Fig. 3 ) which differ greatly in image resolution, microscopy modality, and cell type (shape, appearance and size): (A) phase contrast images of cervical cancer Hela cells [3] (B) bright field images of in-focus Diploid yeast cells [14] (C) bright field images of Fission yeast cells [11] , and (D) 3D serial section electron microscopy volume of neural tissue [2] . Each dataset has been separated into disjoint training and evaluation datasets. Merge-Tree Generation. Our model requires a merge-tree to build the CRAG. For datasets A, B, and C, we ran a seeded watershed algorithm to obtain an initial oversegmentation on the pixel-wise boundary predictions from [8] . We obtained a merge-tree by iteratively merging neighboring superpixels with minimal merge score. The merge score we used is the product of the smaller region's size and the median intensity of the boundary pixels separating the neighbors. From this merge-tree, we included all candidates that are the result of 5 or less merges in the CRAG, and added adjacency edges between each pair of touching candidates (considering a 4neighborhood) across all levels. For dataset D, we generated merge-trees in a similar fashion for each section of the stack individually, using boundary predictions from [2] . We only included the leaf nodes and the largest candidates below a manually set threshold that still favors oversegmentation. Inference was carried out in 3D on the whole volume. 1 For tree-shaped candidate subset graphs like those used here, the set C simply contains all candidates of all paths from a leave node to the root node. In the example in Fig. 2a, C = {{a, e, g}, {b, e, g}, {c, f, g}, {d, f, [1] , the merge-tree segmentation (MT) [8] , and our model (CMC). Ground-truth (GT) is shown in the last row.
Features. We extracted the same features for each candidate: size, circularity, eccentricity, and a contour angle histogram with 16 bins. We added intensity features (sum, mean, variance, skewness, kurtosis, histogram with 20 bins, 7 histogram quantiles) from the raw and boundary prediction images for the whole candidate and for the contour pixels. For edge features, we used the size of the contact area between neighboring candidates, as well as mean, variance, and skewness of the intensities across the boundary pixels separating the neighbors. We added the absolute difference, min, max, and sum of each feature of the two adjacent candidates. Training. The training consists of finding suitable costs for candidates and edges, given a training dataset with a CRAG and a ground truth image or volume. To learn the costs, we trained a random forest classifier by first generating a consistent CMC solution that is closest to the ground truth. For that, we assign each leaf node to the ground truth region with largest overlap. We then selected all candidates that cover leaf nodes with the same label as positive candidate instances. Similarly, we selected edges linking selected candidates with the same label as positive edge instances. All other candidates or edges were considered negative instances. Note that this training setup includes edges spanning different levels of the CRAG, and thus allows the classifier to relate features of candidates of different sizes. For datasets A, B, and C, we only trained the edge costs as described, and learned the node Table 1 : Segmentation and detection results on datasets A, B, and C (2D light microscopy) and segmentation results on dataset D (3D electron microscopy). The best values of the used measures are highlighted: variation of information (VOI), detection score (DS) [8] , and Rand index (RAND). We compare the standard Multi-Cut formulation (MC) [1] and the mergetree segmentation (MT) [8] against our model (CMC) on datasets A, B, and C. For the neuron reconstruction in dataset D, we compare against the assignment model (AM) [7] and the Multi-Cut (MC). Entries with * have been found by matching the ground truth as closely as possible. They show the best achievable result given the initial superpixels on the respective dataset and thus show the performance limit of each method. Note that MT and AM have little room for improvement (using better features, for instance), whereas the CMC could benefit a lot from better features or different learning methods.
costs as suggested in [8] .
Comparison. We compare the performance of our model on datasets A, B, and C against a Multi-Cut (MC) [1] and the merge-tree (MT) method described in [8] . For both, we use exactly the same candidates (for MT), edges of leaf nodes (for MC), features, and learning method as described above.
On dataset D, we compare against a Multi-Cut (MC) and the assignment model (AM) proposed in [7] , which is a variation of a merge-tree method. Again, we used the same candidate hierarchy for AM, the same adjacency edges for MC, and the same learning method as used for CMC. We trained each method on the same training subset of each dataset, and report results on the remaining images or volume. Evaluation. For datasets A, B, and C, we report two measures, as in [8] : variation of information (VOI) to measure segmentation accuracy and detection score (DS) to measure the detection accuracy (Table 1 ). CMC improves accuracy on two of the three datasets, and produces the exact same result as MT on dataset B. In the same table, we also report the results of the best achievable segmentation of each method, denoted as MT * and CMC * . We generated these segmentations in the same way we generated the training samples as described above. It can clearly be seen that CMC has a higher expressiveness, although it uses the same initial superpixels as MT. For dataset D, we report VOI and the Rand index (RAND) to measure segmentation accuracy (Table 1) . CMC improves accuracy compared to both MC and AM. Again, we report the best achievable segmentation as AM * and CMC * and find CMC to be more expressive than AM.
CONCLUSIONS
We presented a generalization of two successful segmentation methods for biomedical images and demonstrated that our model combines the advantages of both methods. This broadens the range of applications that a single method can be used for. Our method does not introduce new hyperparameters, and thus its advantages come without costs. On top of that, we could report a modest improvement in segmentation and detection accuracy which shows that our generalized model is more than competitive with its specialized variants. Considering that our method has a higher expressiveness compared to merge-tree methods and larger context than Multi-Cut methods, we believe that further improvements are possible by learning node and edge costs in a more principled way. Together with the design or learning of features that are more discriminative, this is a promising direction for further research.
ACKNOWLEDGEMENTS
This work was supported by the Swiss National Science Foundation grant P2EZP2 165241 and the Spanish Ministry of Economy and Competitiveness grant MDM-1025-0502 through the Maria de Maeztu Units of Excellence in R&D programme.
