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Abstract: The Hitting Set Problem (HSP) is the well known extremal problem adopting research interest in
the fields of combinatorial optimization, computational geometry, and statistical learning theory for decades. In
the general setting, the problem is NP-hard and hardly approximable. Also, the HSP remains intractable even
in very specific geometric settings, e.g. for axis-parallel rectangles intersecting a given straight line. Recently, for
the special case of the problem, where all the rectangles are unit squares, a polynomial but very time consuming
optimal algorithm was proposed. We improve this algorithm to decrease its complexity bound more than 100
degrees of magnitude. Also, we extend it to the more general case of the problem and show that the geometric
HSP for axis-parallel (not necessarily unit) squares intersected by a line is polynomially solvable for any fixed
range of squares to hit.
Key words: Hitting set problem, Dynamic programming, Computational geometry, Parameterized com-
plexity.
Introduction
We consider the parameterized complexity of a geometric statement of the well-known Hitting
Set Problem (HSP), engaging researchers in combinatorial optimization, computational geometry
and statistical learning from early 1980-th.
To the best of our knowledge, HSP gains theoretical interest because it was the first intractable
combinatorial optimization problem, whose approximation algorithms were dramatically improved
[11] on the basis of Vapnik and Chervonenkis’s [15] results in statistical learning theory. The
development of randomized algorithms for HSP and related combinatorial problems defined on
range spaces of finite VC-dimension, initiated by seminal papers [1] and [6] established a new field
in modern computational geometry.
On the other hand, the concepts of hitting set and classifier ensemble, making decisions by some
voting logic, seem to be related very closely. Consequently, approximation techniques developed
for HSP and its dual Set Cover problem are closely related to the well-known boosting learning
technique [14], especially in the context of the minimal committee problem looking for minimum
VC-dimension correct majoritary classifier ensemble (see, e.g., [8–10]).
In addition, new efficient optimal and approximation algorithms for Hitting Set and Set Cover
problems have a practical importance, e.g. in design of reliable wireless networks [13].
The Hitting Set Problem for Axis-Parallel Rectangles (HSP–APR) is a well-studied geometric
setting of the HSP. This setting is also NP-hard [5] and remains intractable even for unit squares.
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In papers [2,7], first polynomial time approximation schemes (PTAS) are proposed for axis-parallel
squares. Paper [3] introduces 6-approximation polynomial time algorithm for the case of rectangles
intersecting some axis-monotone curve. In [4], this particular case of HSP–APR is proved to be
NP-hard even for a straight line and the first 4-approximation algorithm is constructed.
In this paper, we improve one of the recent results describing a polynomial time solvable subclass
of this problem. Recently, Mudgal and Pandit [12] introduced an optimal polynomial time algorithm
for the Hitting Set Problem for Axis Parallel Unit Squares Intersecting a given Straight Line
(HSP–APUS–ISL). The theoretical importance of this result can hardly be overestimated, since
almost all known geometric settings of the HSP, including extremely specific ones, are intractable.
Unfortunately, this algorithm is impractical due to its incredibly high time consumption of O(n145).
In Section 2, we propose the improved version of the algorithm, whose complexity bound O(n37)
is still high but by more than 100 degrees of magnitude better. Further, in Section 3, we extend
this algorithm on a case of squares of different sizes (HSP–APS–ISL) and show that this problem
can be solved to optimal in polynomial time for any fixed range of square sizes.
1. Problem statement
We consider the following geometric setting of the well-known Hitting Set Problem, which is
called the Hitting Set Problem for Axis-Parallel Squares Intersecting a Straight Line (HSP–APS–
ISL) (see Fig. 1). In the Euclidean plane, a finite collection S = {Q1, . . . , Qn} of axis-parallel
(closed) squares intersecting some straight line d is given. For the collection S, it is required to
find a hitting set P ∗ of the minimum size, i.e.
P ∗ = arg min{|P | : P ⊂ R2, P ∩Qj 6= ∅, j = 1, . . . , n}.
Figure 1. Problem statement
Figure 2. K does not exceed the number of rectan-
gular cells induced by the lines defining borders of
Q1, . . . , Qn
Without loss of generality we assume that the line d is defined by the equation kx+ y = 0 for
some k ≥ 1.
The collection S partitions the plane onto mutually disjunctive regions θ1, . . . , θK such that,
any points p1 and p2 belong to the same region θk if and only if
(∀Qj ∈ S) ((p1 ∈ Qj) ⇐⇒ (p2 ∈ Qj)).
Since each minimal hitting set contains at most one point pk taken from any region θk, the initial
continuous problem is polynomially equivalent to the corresponding combinatorial one, which is of
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finding a minimal hitting set among subsets of the finite set
P = {p1, . . . , pK}, pk ∈ θk \
⋃
l 6=k
θl.
Indeed, for any collection of n axis-parallel squares (and even rectangles), the corresponding set P
contains at most O(n2) elements (see Fig. 2) and can be constructed in polynomial time.
2. Improved algorithm for unit squares
In this section we describe parameterized optimal algorithm for HSP–APS–ISL and discuss
its application to solving the special case of this problem, HSP–APUS–ISL, where collection S
consists of equal squares (without loss of generality, which are assumed to be unit). We start with
the similar (but not the same) notation to introduced in [12].
First, we partition the plane by straight lines l0, . . . , lr+2 orthogonal to d with distance of
√
2/2
between each neighboring lines such that, for each square Qj ∈ S, its center Cj is located between
l1 and lr+1 (hereinafter all tights are broken arbitrarily). For any i = 0, . . . , r+ 1, we denote by Ri
the stripe located between li and li+1. Next, we introduce the notation Si = {Qj : Qj ∩ Ri 6= ∅},
Sini = {Qj ∈ Si : Cj ∈ Ri}, and Souti = Si \ Sini . By construction, Souti ⊂ Sini−1 ∪ Sini+1.
As in [12], we assume that any stripe Ri is intersected at least by a single square Qj . Further,
we find an optimal hitting set recursively, by the dynamic programming procedure presented in
Algorithm 1.
Algorithm 1 Parameterized exact DP based algorithm
Input: a collection S = {Q1, . . . , Qn} of axis-parallel squares intersecting a given straight line d
Outer parameter: an upper bound q of the size of subsets to search for
Output: the minimum size hitting set P for S.
1: Construct a set P induced by the collection S; let Pi = P ∩Ri;
2: for all U ⊂ Pr−1 and V ⊂ Pr, s.t. |U |, |V | ≤ q do
3: define Wr = {W ⊂ Pr+1 : |W | ≤ q, U ∪ V ∪W ∩Qj 6= ∅ (Qj ∈ Sr)} and
T (r, U, V ) =
{
min{|U ∪ V ∪W | : W ∈ Wr}, if Wr 6= ∅,
+∞, otherwise
4: end for
5: for all 1 ≤ i ≤ r − 1 do
6: for all U ⊂ Pi−1 and V ⊂ Pi, s.t. |U |, |V | ≤ q do
7: define Wi = {W ⊂ Pi+1 : |W | ≤ q, U ∪ V ∪W ∩Qj 6= ∅ (Qj ∈
⋃
l≥i Sl)} and
T (i, U, V ) =
{ |U |+ min{T (i+ 1, V,W ) : W ∈ Wi}, if Wi 6= ∅,
+∞, otherwise
8: end for
9: end for
10: Output
arg min{T (1, U, V ) : U ⊂ P0, V ⊂ P1, |U |, |V | ≤ q}.
Indeed, for any i ∈ 1, . . . , r, denote Pi = P ∩ Ri. Let, for U ⊂ Pi−1 and V ⊂ Pi, T (i, U, V ) be
the size of a smallest hitting set P for
⋃
l≥i Sl such that P ∩ Pi−1 = U and P ∩ Pi = V . Similarly
to [12], we express T (i, U, V ) in terms of T (i+ 1, U ′, V ′) but for a substantially smaller subsets U ′
and V ′.
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Algorithm 1 has an outer parameter q, which meaning is twofold. On the first hand, q depends
on size-length of the squares to hit and provides a uniform upper bound for the smallest size of a
hitting set for an arbitrary Si. On the other hand, q bounds the number of subset enumerated at
each iteration of Algorithm 1. Therefore, its complexity bound can be defined in terms of q again.
Figure 3. Any unit square Qj ∈ Sini is hitted by one of the centers A and B of
√
2/2-squares
The following Theorem summarizes the properties of Algorithm 1.
Theorem 1. For q = 6, Algorithm 1 finds an optimal hitting set for the collection S in time
of O(n37).
P r o o f. We start with the following simple fact. By construction, for any i ∈ {1, . . . , r}
and any j ∈ Sini , Qj∩{A,B} 6= ∅ (see Fig. 3). As a consequence, for any optimal hitting set P and
any i ∈ {1, . . . , r}, |Pi| ≤ 6, where Pi = P ∩ Ri. Indeed, assume by contradiction that, for some i,
|Pi| > 6. Since Si ⊂ Sini−1 ∪Sini ∪Sini+1 and Pi ∩Qj = ∅ for any Qj /∈ Si, we can substitute Pi by an
appropriate 6-point subset P ′i such that P ∪P ′i \Pi remains a hitting set for S and |P ′| < |P |. The
contradiction obtained with optimality of P finalizes our argument. Hence, Algorithm 1 realizing
classic dinamic programming technique finds an optimal hitting set for the given collection S.
Let us obtain an upper bound for its running time. Obviously, the loop 5-9 having r − 1 =
O(n) iterations is the most time consuming part of Algorithm 1. In each iteration, O(|Pi−1|6) ×
O(|Pi|6) = O(n24) subproblems each having time complexity of O(n12) should be solved. Therefore,
the overall running time is O(n37). 
3. General case of HSP–APS–ISL
By scaling, we can easily show that the result of Section 2 remains valid in the case of equal
squares of any side-length. In this section, we extend this result to the more general case. Let a
and b be the minimum and the maximum values of side-lengths of the given squares. By the same
reason, assume that a = 1.
3.1. Case of k = 1
We proceed with the following observation. For k = 1, as in Section 2, any square Q of size at
least 1, whose center belongs to some stripe R′ of width
√
2/2 orthogonal to the line d, is hitted
by the points A and B (like in Fig. 3). Therefore, in this case, we can adapt Algorithm 1 to take
into account the squares, whose side-lengths are greater then 1.
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Figure 4. Partition of the plane for b = 4
Indeed, as above, consider stripes Ri of width b
√
2/2 consisting all the squares. Then, partition
each of them onto dbe substripes of width √2/2 (see Fig. 4) and use all other notation introduced
in Section 2 as is. The following assertion is valid.
Theorem 2. Let the given collection S consists of squares with side-lengths from [1, b]. Al-
gorithm 1 with q = 6dbe finds an optimal hitting set for this collection in time of O(n6q+1) =
O(n36dbe+1).
The argument proving Theorem 2 is similar to the proof of the Theorem 1. For the sake of
brevity, we skip the proof.
3.2. What if k > 1
In this section, we show that to find an optimal solution for HSP–APS–ISL we can use Algo-
rithm 1 again with an adjusted value of the parameter q. As above, this value is defined by the
number of points needed to hit any square intersecting the line d, whose center belong to some
stripe of the width
√
2/2. Although, for k > 1, points A and B (as in Fig. 3) do not hit all such
squares, we can still provide a finite point collection that does.
Without loss of generality, assume that the strip R (of width
√
2/2)) orthogonal to the line d
is located symmetrically with respect to the origin. An arbitrary square Q intersecting the line d,
whose center C belongs to the stripe R is called R-centered.
Consider finite point sequences {At} and {Bt} defined by the following equation
At = −Bt =
[
k + 2t
2
√
2(1 + k2)
,
1− 2tk
2
√
2(1 + k2)
]
(t ∈ {−1, . . . , p}). (3.1)
Theorem 3. For any k > 1, any R-centered square Q of size belonging to the range [1, p
√
2]
is hitted by the points A0, . . . Ap, B0, B1, . . . Bp.
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Figure 5. Hitting of large squares by the centers of neighboring
√
2/2-squares
P r o o f. 1. Consider an arbitrary R-centered square Q. Theorem 3 is evidently valid if the
center C of this square belongs to one of
√
2/2-squares centered at A0 or B0. Consider the other
option. Without loss of generality, assume that C belongs to right-upper part of the stripe R (as
in Fig. 4). The square Q coincides with an intersection of four closed halfplanes bordering it from
the left, top, right, and bottom sides. We denote them by HL, HT , HR, and HB, respectively. To
proceed with the argument, it is sufficient to prove that there exists a point At ∈ Q = HL ∩HT ∩
HR ∩HB.
The inclusion At ∈ HT is valid for any t = 0, 1, . . . , p, since yAt ≤ yC by the location assumption
for the square Q. Furthermore, this assumption implies that A−1 can not be located to the right
of the border of HL. Suppose, At−1 6∈ HL and Ai ∈ HL for any i ≥ t. Now, we show that At is the
desired point hitting the square Q. Indeed, consider the intersection point D of the line d with the
vertical line visiting the point Ai−1. Since
xD =
k + 2(t− 1)
2
√
2(1 + k2)
and
kxD + yD = 0,
we obtain
yAt − yD =
1− 2tk + k(k + 2(t− 1))
2
√
2(1 + k2)
=
(k − 1)2
2
√
2(1 + k2)
≥ 0.
Therefore, At ∈ HB (see Fig. 6).
Inclusion At ∈ HR follows easily from equation (3.1). Indeed, for any k > 1
xAt − xAt−1 =
1
2
√
2(1 + k2)
< 1/2 ≤ xC − xAt−1 ,
since a size of the square Q is at least 1. Thus, At ∈ HL ∩HT ∩ HR ∩HB = Q.
2. To obtain the upper side-length bound of the fittable squares, it is sufficient to calculate the
minimum side-length of the R-centered square touching the point Ap by its left side (Fig. 7). It
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Figure 6. At belongs to HB .
is easy to show that this length coincides with s = 2(xF − xAp), where XF can be found from the
following system 
xE = xAp =
k + 2p
2
√
2(1 + k2)
,
kxE + yE = 0,
−xE + yE = z,
−xF + kyF = −
√
1 + k2
2
√
2
,
−xF + yF = z,
i.e.
xF =
k3 + 2pk2 + 2pk − 1
2
√
2(k − 1)√1 + k2
and
s =
k3 + 2pk2 + 2pk − 1
(k − 1)√2(1 + k2) − k + 2p√2(1 + k2) =
√
2(1 + k2)
2
+
p
√
2(1 + k2)
k − 1 .
To complete our proof, we should minimize s = s(k) for k > 1.
The derivative
s′(k) =
√
2
2
k(k − 1)2 − 2p(k + 1)
(k − 1)2√1 + k2
is vanishing if and only if
k3 − 2k2 + k = 2p(k + 1). (3.2)
For p = 0, the function s(k) has no minimizers in (1,∞). The right limit
lim
k→+0
s(k) = inf{s(k) : k > 1} = 1,
although s(1) = +∞, as it follows from Subsection 3.1.
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Given that p ≥ 1, it is sufficient to consider a few cases. If p = 1 we have a single root (in the
feasible domain {k : k > 1}) and it is easy to see that this root is a minimizer of s(k), since s′(k)
changes its sign at this point. Further, it can be verified that, for any p > 1, we also have the
unique extremal point.
Denote by k¯ = k¯(p) this extremum for the given p. Using equation (3.2), we obtain
s(k¯) =
√
2(1 + k¯2)3/2
2(1 + k¯)
.
Therefore, since k¯ > 1,
s(k¯(p))
p
=
√
2(1 + k¯2)3/2
k¯(1− k¯)2 ≥
√
2(3/2 + k¯2)
(k¯ − 1)2 >
√
2.
Theorem is proved.

Figure 7. Estimation of s(k¯).
Remark 1. It is easily to verify that k¯ = k¯(p) is a monotonically increasing function and tends
to +∞ as p→ +∞. Therefore,
lim
p→+∞
s(k¯(p))
p
= lim
k¯→+∞
√
2(1 + k¯2)3/2
2(1 + k¯)
=
√
2.
Applying the approach proposed in Subsection 3.1, we obtain our final result. Indeed, let we
should find the minimum hitting set for n squares intersecting the line d; sizes of the squares belong
to [a′, b′]. First, by scaling, transform their sizes to the range [1, b], where b = b′/a′.
Further, partition the plane onto d-orthogonal stripes of width b
√
2/2; we call these stripes
wide. Finally, we partition each wide stripe onto dbe √2/2-width narrow substripes.
By construction, any square intersecting a wide stripe is centered at this or two neighboring
wide stripes. Therefore, by Theorem 3, it can be hit by q = 6dbe+2db/√2e, and the optimal hitting
set can be found by Algorithm 1 using this value of q. Hence, we proved the following theorem.
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Theorem 4. For any constant c and any square collection with size-range [a, ca˙], the problem
HSP–ASP–ISL can be solved to optimality in time O(n6q+1), where q = 6dce+ 2dc/√2e.
Remark 2. Results of Theorem 2 and 3 shows that HSP–APS–ISL is polynomial solvable for
any fixed range of squares, since the running time bound of Algorithm 1 in this case is
O(n6(6dce+2dc/
√
2e)+1).
Unfortunately, the question of constructing for this problem an FPT algorithm having parameterized
complexity bound like f(c) · nO(1) still remains open.
4. Conclusion
In the paper, the improved version of the optimal polynomial time hitting set construction
algorithm for axis-parallel squares intersecting the given straight line introduced in [12] is proposed.
Our modification has better upper time complexity bound by 100 orders of magnitude.
Also, we propose an extension of this algorithm to the case of non-unit squares and show that
the problem can be solved to optimality in polynomial time for any fixed range of squares.
As for the future work, it would be interesting to establish the complexity status of the con-
sidered problem in the case, where this parameter is unbounded. Also, it is interesting to answer
the question, does the Hitting Set Problem for Axis-Parallel Squares belong to the class of Fixed
Parameter Tractable (FPT) problems.
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