ABSTRACT Intrusion detection plays an important role in ensuring information security, and the key technology is to accurately identify various attacks in the network. In this paper, we explore how to model an intrusion detection system based on deep learning, and we propose a deep learning approach for intrusion detection using recurrent neural networks (RNN-IDS). Moreover, we study the performance of the model in binary classification and multiclass classification, and the number of neurons and different learning rate impacts on the performance of the proposed model. We compare it with those of J48, artificial neural network, random forest, support vector machine, and other machine learning methods proposed by previous researchers on the benchmark data set. The experimental results show that RNN-IDS is very suitable for modeling a classification model with high accuracy and that its performance is superior to that of traditional machine learning classification methods in both binary and multiclass classification. The RNN-IDS model improves the accuracy of the intrusion detection and provides a new research method for intrusion detection.
I. INTRODUCTION
With the increasingly deep integration of the Internet and society, the Internet is changing the way in which people live, study and work, but the various security threats that we face are becoming more and more serious. How to identify various network attacks, especially unforeseen attacks, is an unavoidable key technical issue. An Intrusion Detection System (IDS), a significant research achievement in the information security field, can identify an invasion, which could be an ongoing invasion or an intrusion that has already occurred. In fact, intrusion detection is usually equivalent to a classification problem, such as a binary or a multiclass classification problem, i.e., identifying whether network traffic behaviour is normal or anomalous, or a five-category classification problem, i.e., identifying whether it is normal or any one of the other four attack types: Denial of Service (DOS), User to Root (U2R), Probe (Probing) and Root to Local (R2L). In short, the main motivation of intrusion detection is to improve the accuracy of classifiers in effectively identifying the intrusive behaviour.
Machine learning methodologies have been widely used in identifying various types of attacks, and a machine learning approach can help the network administrator take the corresponding measures for preventing intrusions. However, most of the traditional machine learning methodologies belong to shallow learning and often emphasize feature engineering and selection; they cannot effectively solve the massive intrusion data classification problem that arises in the face of a real network application environment. With the dynamic growth of data sets, multiple classification tasks will lead to decreased accuracy. In addition, shallow learning is unsuited to intelligent analysis and the forecasting requirements of high-dimensional learning with massive data. In contrast, deep learners have the potential to extract better representations from the data to create much better models. As a result, intrusion detection technology has experienced rapid development after falling into a relatively slow period.
After Professor Hinton [1] proposed the theory of deep learning in 2006, deep learning theory and technology underwent a meteoric rise in the field of machine learning. In this scenario, relevant theoretical papers and practical research findings emerged endlessly and produced remarkable achievements, especially in the fields of speech recognition, image recognition [2] and action recognition [3] - [5] . The fact that deep learning theory and technology has had a very rapid development in recent years means that a new era of artificial intelligence has opened and offered a completely new way to develop intelligent intrusion detection technology.
Due to growing computational resources, recurrent neural networks (RNNs) (which have been around for decades but their full potential has only recently started to become widely recognized, such as convolutional neural networks (CNNs)) have recently generated a significant development in the domain of deep learning [6] . In recent years, RNNs have played an important role in the fields of computer vision, natural language processing (NLP), semantic understanding, speech recognition, language modelling, translation, picture description, and human action recognition [7] - [9] , among others.
Because deep learning has the potential to extract better representations from the data to create much better models, and inspired by recurrent neural networks, we have proposed a deep learning approach for an intrusion detection system using recurrent neural networks (RNN-IDS). The main contributions of this paper are summarized as follows.
(1) We present the design and implementation of the detection system based on recurrent neural networks. Moreover, we study the performance of the model in binary classification and multiclass classification, and the number of neurons and different learning rate impacts on the accuracy.
(2) By contrast, we study the performance of the naive bayesian, random forest, multi-layer perceptron, support vector machine and other machine learning methods in multiclass classification on the benchmark NSL-KDD dataset.
(3) We compare the performance of RNN-IDS with other machine learning methods both in binary classification and multiclass classification. The experimental results illustrate that RNN-IDS is very suitable for intrusion detection. The performance of RNN-IDS is superior to the traditional classification method on the NSL-KDD dataset in both binary and multiclass classification, and it improves the accuracy of intrusion detection, thus providing a new research method for intrusion detection.
The remainder of this paper is organized as follows. In Section II, we review the related research in the field of intrusion detection, especially how deep learning methods facilitate the development of intrusion detection. A description of a RNN-based IDS architecture and the performance evaluation measures are introduced in Section III. Section IV highlights RNN-IDS with a discussion about the experimental results and a comparison with a few previous studies using the NSL-KDD dataset. Finally, the conclusions are discussed in Section V.
II. RELEVANT WORK
In prior studies, a number of approaches based on traditional machine learning, including SVM [10] , [11] , K-Nearest Neighbour (KNN) [12] , ANN [13] , Random Forest (RF) [14] , [15] and others [16] , [17] , have been proposed and have achieved success for an intrusion detection system.
In recent years, deep learning, a branch of machine learning, has become increasingly popular and has been applied for intrusion detection; studies have shown that deep learning completely surpasses traditional methods. In [18] , the authors utilize a deep learning approach based on a deep neural network for flow-based anomaly detection, and the experimental results show that deep learning can be applied for anomaly detection in software defined networks. In [19] , the authors propose a deep learning based approach using self-taught learning (STL) on the benchmark NSL-KDD dataset in a network intrusion detection system. When comparing its performance with those observed in previous studies, the method is shown to be more effective. However, this category of references focuses on the feature reduction ability of the deep learning. It mainly uses deep learning methods for pretraining, and it performs classification through the traditional supervision model. It is not common to apply the deep learning method to perform classification directly, and there is a lack of study of the performance in multiclass classification.
According to [20] , RNNs are considered reduced-size neural networks. In that paper, the author proposes a threelayer RNN architecture with 41 features as inputs and four intrusion categories as outputs, and for misuse-based IDS. However, the nodes of layers are partially connected, the reduced RNNs do not show the ability of deep learning to model high-dimensional features, and the authors do not study the performance of the model in the binary classification.
With the continuous development of big data and computing power, deep learning methods have blossomed rapidly, and have been widely utilized in various fields. Following this line of thinking, a deep learning approach for intrusion detection using recurrent neural networks (RNN-IDS) is proposed in this paper. Compared with previous works, we use the RNN-based model for classification rather than for pretraining. Besides, we use the NSL-KDD dataset with a separate training and testing set to evaluate their performances in detecting network intrusions in both binary and multiclass classification, and we compare it with J48, ANN, RF, SVM and other machine learning methods proposed by previous researchers.
III. PROPOSED METHODOLOGIES
Recurrent neural networks include input units, output units and hidden units, and the hidden unit completes the most important work. The RNN model essentially has a one-way flow of information from the input units to the hidden units, and the synthesis of the one-way information flow from the previous temporal concealment unit to the current timing hiding unit is shown in Fig. 1 . We can regard hidden units as the storage of the whole network, which remember the endto-end information. When we unfold the RNN, we can find that it embodies the deep learning. A RNNs approach can be used for supervised classification learning.
Recurrent neural networks have introduced a directional loop that can memorize the previous information and apply it to the current output, which is the essential difference from traditional Feed-forward Neural Networks (FNNs). The preceding output is also related to the current output of a sequence, and the nodes between the hidden layers are no longer connectionless; instead, they have connections. Not only the output of the input layer but also the output of the last hidden layer acts on the input of the hidden layer.
The step involved in RNN-IDS is shown in Fig. 2 .
A. DATASET DESCRIPTION
The NSL-KDD dataset [21] , [22] generated in 2009 is widely used in intrusion detection experiments. In the latest literature [23] - [25] , all the researchers use the NSL-KDD as the benchmark dataset, which not only effectively solves the inherent redundant records problems of the KDD Cup 1999 dataset but also makes the number of records reasonable in the training set and testing set, in such a way that the classifier does not favour more frequent records. The dataset covers the KDDTrain + dataset as the training set and KDDTest + and KDDTest −21 datasets as the testing set, which has different Table 2 . According to their characteristics, attacks in the dataset are categorized into four attack types: DoS (Denial of Service attacks), R2L (Root to Local attacks), U2R (User to Root attack), and Probe (Probing attacks). The testing set has some specific attack types that disappear in the training set, which allows it to provide a more realistic theoretical basis for intrusion detection. (1), where Max denotes the maximum value and Min denotes minimum value for each feature.
It is obvious that the training of the RNN-IDS model consists of two parts -Forward Propagation and Back Propagation. Forward Propagation is responsible for calculating the output values, and Back Propagation is responsible for passing the residuals that were accumulated to update the weights, which is not fundamentally different from the normal neural network training. According to Fig. 1 , an unfolded recurrent neural network is presented in Fig. 3 . The standard RNN is formalized as follows: Given training samples x i (i = 1, 2, . . ., m), a sequence of hidden states h i (i = 1, 2, . . ., m), and a sequence of predictionsŷ i (i = 1, 2, . . ., m). W hx is the input-to-hidden weight matrix, W hh is the hidden-to-hidden weight matrix, W yh is the hidden-to-output weight matrix, and the vectors b h and b y are the biases [26] . The activation function e is a sigmoid, and the classification function g engages the SoftMax function.
Refer to Fig. 3 and [26] , Forward Propagation Algorithm and Weights Update Algorithm are described as Algorithms 1 and 2 respectively.
The objective function associated with RNNs for a single training pair (x i , y i ) is defined as f(θ ) =L(y i :ŷ i ) [26] , where L is a distance function which measures the deviation of the predictionsŷ i from the actual labels y i . Let η be the learning rate and k be the number of current iterations. Given a sequence of labels y i (i = 1, 2, . . ., m) . 
Calculate the cross entropy between the output value and the label value: L(y i :
Compute the partial derivative with respect to θ i :
Weight update:
In our model, the most important performance indicator (Accuracy, AC) of intrusion detection is used to measure the performance of the RNN-IDS model. In addition to the accuracy, we introduce the detection rate and false positive rate. The True Positive (TP) is equivalent to those correctly rejected, and it denotes the number of anomaly records that are identified as anomaly. The False Positive (FP) is the equivalent of incorrectly rejected, and it denotes the number of normal records that are identified as anomaly. The True Negative (TN) is equivalent to those correctly admitted, and it denotes the number of normal records that are identified as normal. The False Negative (FN) is equivalent to those incorrectly admitted, and it denotes the number of anomaly records that are identified as normal. Table 3 shows the definition of confusion matrix. We have the following notation:
Accuracy: the percentage of the number of records classified correctly versus total the records shown in (2) .
True Positive Rate (TPR): as the equivalent of the Detection Rate (DR), it shows the percentage of the number of records identified correctly over the total number of anomaly records, as shown in (3) .
False Positive Rate (FPR): the percentage of the number of records rejected incorrectly is divided by the total number of VOLUME 5, 2017 normal records, as shown in (4) .
Hence, the motivation for the IDS is to obtain a higher accuracy and detection rate with a lower false positive rate.
IV. EXPERIMENT RESULTS AND DISCUSSION
In this research, we have used one of the most current and broadest deep learning frameworks -Theano [27] . The experiment is performed on a personal notebook ThinkPad E450, which has a configuration of an Intel Core i5-5200U CPU @ 2.20 GHz, 8 GB memory and does not use GPU acceleration. Two experiments have been designed to study the performance of the RNN-IDS model for binary classification (Normal, anomaly) and five-category classification, such as Normal, DoS, R2L, U2R and Probe. In order to compare with other other machine learning methods, contrast experiments are designed at the same time. In the binary classification experiments, we have compared the performance with an ANN, naive Bayesian, random forest, multi-layer perceptron, support vector machine and other machine learning methods, as mentioned in [13] and [21] . In the same way, we analyse the multi-classification of the RNN-IDS model based on the NSL-KDD dataset. By contrast, we study the performance of the ANN, naive Bayesian, random forest, multi-layer perceptron, support vector machine and other machine learning methods in the five-category classification. Finally, we compare the performance of the RNN-IDS model with traditional methods. Furthermore, we construct the dataset refer to [20] and compare the performance with the reduced-size RNN method.
A. BINARY CLASSIFICATION
In Sec B, we have mapped 41-dimensional features into 122-dimensional features, thus the RNN-IDS model has 122 input nodes, and 2 output nodes in the binary classification experiments. The number of epochs are given 100. To train the better model, let the number of hidden nodes be 20, 60, 80, 120, and 240 respectively, the learning rate be 0.01, 0.1 and 0.5 respectively, then we observe the classification accuracy on the NSL-KDD dataset as shown in Table 4 . The different results we obtain show that the accuracy is relate to the number of hidden nodes and the learning rate.
In our experiment, the model gets a higher accuracy, when there are 80 hidden nodes and the learning rate is 0.1. Table 5 shows the confusion matrix of the RNN-IDS on the testing set KDDTest + in the 2-category classification experiments. The experiments show that RNN-IDS works with a good detection rate (83.28%) when given 100 epochs for the KDDTrain + dataset. We obtain 68.55% for the KDDTest −21 dataset and 99.81% for the KDDTrain + dataset as shown in Fig. 4 .
In [21] , the authors have shown the results obtained by J48, Naive Bayesian, Random Forest, Multi-layer Perceptron, Support Vector Machine and the other classification algorithms, and the artificial neural network algorithm also gives 81.2% in [13] , which is the recent literature about ANN algorithms applied in the filed of intrusion detection. Fortunately, these results are all based on the same benchmark -the NSL-KDD dataset. Obviously, the performance of RNN-IDS model is superior to other classification algorithms in binary classification as shown in Fig. 5 .
B. MULTICLASS CLASSIFICATION
In the five-category classification experiments, we find that the model has higher accuracy on the KDDTest + when there are 80 hidden nodes in the RNN-IDS model, meanwhile the learning rate is 0.5, and the training is performed 80 times from Table 6 .
In order to compare the performance of different classification algorithms on the benchmark dataset for the multicalss classification as the binary classification experiments J48, Naive Bayesian, Random Forest, Multi-layer Perceptron, Support Vector Machine and other machine learning algorithms are used to train models through the training set (using 10-layer cross-validation) by mean of the opensource machine learning and data mining software Weka [28] . We then apply the models to the testing set. The results are described in Fig. 6 . Compared with the binary classification, the accuracy of classification algorithms is declined in the five-category classification. Table 7 shows the confusion matrix of the RNN-IDS on the test set KDDTest + in the five-category classification experiments. The experiment shows that the accuracy of the model is 81.29% for the test set KDDTest + and 64.67% for KDDTest −21 , which is better than those obtained using J48, naive bayes, random forest, multi-layer perceptron and the other classification algorithms. In addition, it is better than the artificial neural network algorithm on the test set KDDTest + , which obtained 79.9% in the literature [13] . Table 8 shows the detection rate and false positive rate of the different attack types.
In order to compare the performance of RNN-IDS with the reduced-size RNN method proposed in [20] , we constructed the training set and testing set from KDD CUP 1999 dataset according to the paper. The training and testing Table 9 . In this experiment, the detection rate of the RNN-IDS model gets 97.09% on the testing dataset, not only higher than the detection rate on the NSL-KDD dataset, but also higher than 94.1% in the literature [20] . The experimental results show that the fully connected model has stronger modeling ability and higher detection rate than the reduced-size RNN model. The training of our model (20 hidden nodes, the learning rate is 0.1, and epochs are 50) spends 1765 seconds without any GPU acceleration, which more than 1383 seconds in the literature [20] .
C. DISCUSSION
Based on the same benchmark, using KDDTrain + as the training set and KDDTest + and KDDTest −21 as the testing set, the experimental results show that for both binary and multiple classification, the intrusion detection model of RNN-IDS training through the training set has higher accuracy than the other machine learning methods and maintains a high accuracy rate, even in the case of multiple classification.
Of course, the model we proposed will spend more time for training, but using GPU acceleration can reduce the training time.
V. CONCLUSIONS
The RNN-IDS model not only has a strong modelling ability for intrusion detection, but also has high accuracy in both binary and multiclass classification. Compared with traditional classification methods, such as J48, naive bayesian, and random forest, the performance obtains a higher accuracy rate and detection rate with a low false positive rate, especially under the task of multiclass classification on the NSL-KDD dataset. The model can effectively improve both the accuracy of intrusion detection and the ability to recognize the intrusion type. Of course, in the future research, we will still pay attention to reduce the training time using GPU acceleration, avoid exploding and vanishing gradients, and study the classification performance of LSTM, Bidirectional RNNs algorithm in the field of intrusion detection.
