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Additive/multiplicative free subordination
property and limiting eigenvectors of spiked
additive deformations of Wigner matrices and
spiked sample covariance matrices ∗
M. Capitaine†
Abstract
When some eigenvalues of a spiked additive deformation of a Wigner
matrix or a spiked multiplicative deformation of a Wishart matrix sepa-
rate from the bulk, we study how the corresponding eigenvectors project
onto those of the perturbation. We point out that the subordination func-
tion relative to the free (additive or multiplicative) convolution plays an
important part in the asymptotic behavior.
1 Introduction
This paper lies in the lineage of recent works studying the influence of some per-
turbations on the asymptotic spectrum of classical random matrix models. Such
questions come from Statistics (cf. [38]) and appeared in the framework of em-
pirical covariance matrices. In the pioneering work [11], J. Baik, G. Ben Arous
and S. Pe´che´ dealt with random sample covariance matrices (SN )N defined by
SN =
1
p
YNY
∗
N with Y = Σ
1
2
NBN (1.1)
where BN is a N × p complex matrix such that the entries (BN )ij are i.i.d
centered standard Gaussian and ΣN is a deterministic positive N × N matrix
having all but finitely many eigenvalues equal to one. This model can be seen
as a multiplicative perturbation of the so-called white Wishart matrix for which
ΣN = IN . Besides, the size of the samples N and the size of the population
p = pN are assumed of the same order (as N → ∞, N/p→ c > 0). The global
limiting behavior of the spectrum of SN is not affected by such a matrix ΣN .
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Thus, the limiting spectral measure is the well-known Marchenko-Pastur law
([42]) defined by
µMP,c(dx) = max{1− 1
c
, 0}δ0 + f(x)1I[(1−√c)2;(1+√c)2](x)dx (1.2)
with
f(x) =
√
(x− (1−√c)2) ((1 +√c)2 − x)
2πcx
.
When ΣN = IN , the largest eigenvalue of SN converges towards the right hand
point of the support of the Marchenko-Pastur law (see [31, 8, 58]). When
ΣN 6= IN , in [11] the authors pointed out a striking phase transition phe-
nomenon for the asymptotic behaviour of the largest eigenvalue of SN (at the
convergence and fluctuations levels) according to the value of the largest eigen-
value(s) of ΣN . They showed in particular that when the largest eigenvalue of
ΣN is far from one, the largest eigenvalue of SN converges outside the limiting
Marchenko-Pastur support. In [12], J. Baik and J. Silverstein extended the re-
sult of [11] on the convergence of the extremal eigenvalues of complex or real
non necessarily Gaussian matrices SN under finite four moments assumptions
on the distribution of the entries of BN .
When SN is still defined by (1.1), but now the limiting spectral distribution
of ΣN is some compactly supported measure ν on [0;+∞[, under finite second
moments assumptions on the distribution of the entries of BN , the spectral
distribution of SN converges almost surely towards a probability measure µLSD
which only depends on c and ν; denoting by gµLSD(z) =
∫
1
z−xdµLSD(x) the
Stieltjes transform of µLSD, for z ∈ C+, gµLSD(z) is the unique solution Z in
{Z ∈ C,− (1−c)
z
− cZ ∈ C+} of the equation
Z =
∫
1
z − t(1− c+ czZ)dν(t) (1.3)
(see [42, 4, 32, 40, 48, 54, 57]). Very recently R. Rao and J. Silverstein [47] and
Z. D. Bai and J. Yao [9] dealt with such a model assuming moreover that ΣN
has a finite number of eigenvalues fixed outside the support of ν called spikes
(or converging outside the support of ν in [47]), whereas the distance between
the other eigenvalues of ΣN and the support of ν uniformly goes to zero. (Note
that the assumptions in [47] are a bit more general). Under finite four moments
assumptions on the distribution of the entries of BN , the authors characterized
the spikes of ΣN that generate jumps of eigenvalues of SN and described the
corresponding limiting points outside the support of the limiting spectral dis-
tribution µLSD of SN .
Several authors considered an additive analogue of the above setting that
is, the influence on the asymptotic spectrum of the addition of some Hermitian
deterministic perturbation AN to the rescaled so-called Hermitian WignerN×N
matrix WN .
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Recall that, according to Wigner’s work [55, 56] and further results of different
authors (see [3] for a review), provided the common distribution µ of the entries
is centered with variance σ2, the large N -limiting spectral distribution of the
rescaled complex Wigner matrix XN =
1√
N
WN is the semicircle distribution µσ
whose density is given by
dµσ
dx
(x) =
1
2πσ2
√
4σ2 − x2 1[−2σ,2σ](x). (1.4)
Moreover, if the fourth moment of the measure µ is finite, the largest (resp.
smallest) eigenvalue of XN converges almost surely towards the right (resp.
left) endpoint 2σ (resp. −2σ) of the semicircular support (cf. [10] or Theorem
2.12 in [3]).
Let AN be a deterministic Hermitian matrix such that the spectral measure
of AN weakly converges to some probability measure ν and ‖AN‖ is uniformly
bounded in N . When N becomes large, free probability provides us a good
understanding of the global behaviour of the spectrum ofMN = XN+AN where
XN is a rescaled complex Wigner matrix. Indeed, the spectral distribution
of MN weakly converges to the free convolution µσ ⊞ ν almost surely and in
expectation (cf [1, 43] and [51, 26] for pioneering works). We refer the reader
to [53] for an introduction to free probability theory.
Dealing with small rank perturbation of a G.U.E matrix WGN , S. Pe´che´ pointed
out an analogue phase transition phenomenon as in the sample covariance
setting for the convergence and the fluctuations of the largest eigenvalue of
MGN =W
G
N /
√
N +AN with respect to the largest eigenvalue θ (independent of
N) of AN [45]. These investigations imply that, if θ is far enough from zero
(θ > σ), then the largest eigenvalue ofMGN jumps above the support [−2σ, 2σ] of
the limiting spectral measure and converges (in probability) towards ρθ = θ+
σ2
θ
.
Note that Z. Fu¨redi and J. Komlo´s already exhibited such a phenomenon in [30]
dealing with non-centered symmetric matrices.
In [29], D. Fe´ral and S. Pe´che´ proved that the results of [45] still hold for a non-
necessarily Gaussian Wigner Hermitian matrixWN with sub-Gaussian moments
and in the particular case of a rank one perturbation matrix AN whose entries
are all θ
N
for some real number θ. In [23], the authors considered a deterministic
Hermitian matrix AN of arbitrary fixed finite rank r and built from a family of
J fixed non-null real numbers θ1 > · · · > θJ independent of N and such that
each θj is an eigenvalue of AN of fixed multiplicity kj (with
∑J
j=1 kj = r). They
dealt with general Wigner matrices associated to some symmetric measure sat-
isfying a Poincare´ inequality. They proved that eigenvalues of AN with absolute
value strictly greater than σ generate some eigenvalues ofMN which converge to
some limiting points outside the support of µσ. In [24], the authors investigated
the asymptotic behavior of the eigenvalues of generalized spiked perturbations
of Wigner matrices associated to some symmetric measure satisfying a Poincare´
inequality. In this paper, the perturbation matrix AN is a deterministic Her-
mitian matrix whose spectral measure converges to some probability measure ν
with compact support and such that AN has a fixed number of fixed eigenval-
ues (spikes) outside the support of ν, whereas the distance between the other
3
eigenvalues and the support of ν uniformly goes to zero as N goes to infinity.
It is established that only a particular subset of the spikes will generate some
eigenvalues of MN which will converge to some limiting points outside the sup-
port of the limiting spectral measure. The phenomenon is completely analogous
to the one described in [47] and [9] in the sample covariance setting.
Now, one can wonder in the spiked deformed Wigner matrix setting as well
as in the spiked sample covariance matrix setting, when some eigenvalues sepa-
rate from the bulk, how the corresponding eigenvectors of the deformed model
project onto those of the perturbation. There are some results concerning finite
rank perturbations: [44] in the real Gaussian sample covariance matrix set-
ting, and [15] dealing with finite rank additive or multiplicative perturbations
of unitarily invariant matrices. For a general perturbation, up to our knowledge
nothing has been done concerning eigenvectors of deformed Wigner matrices.
Dealing with sample covariance matrices, S. Pe´che´ and O. Ledoit [46] introduced
a tool to study the average behaviour of the eigenvectors but it seems that this
did not allow them to focus on the eigenvectors associated with the eigenvalues
that separate from the bulk.
As already said, the limiting spectral distribution of the deformed Wigner
model is described by the free convolution of the respective limiting spectral
distributions. Moreover, the authors explained in [24] that the phenomenon
of the eigenvalues separating from the bulk can be fully described in terms of
free probability involving the subordination function related to the free additive
convolution of a semicircular distribution with the limiting spectral distribution
of the perturbation. Actually, as we will show below, the analogue results in the
sample covariance matrix setting can also be described in terms of free prob-
ability involving the subordination function related to the free multiplicative
convolution of a Marchenko-Pastur distribution with the limiting spectral dis-
tribution of the perturbation. Moreover, as already noticed by P. Biane in [20],
free probability again has something to tell us about eigenvectors of deformed
matricial models. Indeed, in this paper, we are going to describe in the deformed
Wigner matrix setting as well as in the sample covariance matrix one, how the
eigenvectors of the deformed model associated to the eigenvalues that separate
from the bulk project onto those associated to the spikes of the perturbation,
pointing out that the subordination functions relative to the free additive or
multiplicative convolution play an important part in this asymptotic behavior.
Note that the proof is exactly the same in the additive and the multiplicative
cases.
In the sample covariance matrix model as well as in the deformed Wigner
model, the convergence of the eigenvalues that separate from the bulk is de-
duced from a striking exact separation phenomenon, roughly stating that to
each gap in the spectrum of the deformed model there corresponds a gap in the
spectrum of the perturbation, these gaps splitting in exactly the same way the
corresponding spectrum. For general deformed models, that is, dealing with
other matrices than Wigner matrices in the additive case or other matrices
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than white Wishart matrices in the multiplicative case, such an exact separa-
tion phenomenon is not expected in full generality. Nevertheless, we express all
the results in this paper in terms of the free additive respectively multiplicative
subordination functions since we conjecture that, for other deformed models
than deformed Wigner matrices and sample covariance matrices, the limiting
values of the eigenvalues that separate from the bulk as well as the limiting
values of the orthogonal projection of the corresponding eigenvectors onto those
associated to the spikes of the perturbation will be given by the same quantities
provided one deals with the corresponding subordination functions relative to
the limiting spectral distribution of the non-deformed model. By the way, note
that one can check that the results of F. Benaych-Georges and R. N. Rao in
[15], concerning finite rank multiplicative or additive perturbation of a unitarily
invariant matrix, about the convergence of the extremal eigenvalues and of the
projection of the corresponding eigenvectors onto those of the perturbation can
be rewritten in terms of subordination functions as conjectured.
The paper is organized as follows. In Section 2, we introduce the additive
and multiplicative deformed models we consider in this paper; we also introduce
some basic notations that will be used throughout the paper. Section 3 is de-
voted to definitions and results concerning free convolutions and subordination
functions, some of them being necessary to state our main result Theorem 4.2
in Section 4. Note that we present a common formulation for the additive and
multiplicative deformed models and a common proof in Section 5 and Section
6, postponing in Section 7 the technical results that need a specific study for
each model. Finally, an Appendix gathers several tools that will be used in the
paper.
2 Models and Notations
Let µ be a probability measure with variance σ2 which satisfies a Poincare´
inequality with constant CPI (the definition of such an inequality is recalled in
the Appendix). Note that this condition implies that µ has moments of any
order (see Corollary 3.2 and Proposition 1.10 in [41]). In this paper, we will
deform the following classical matricial models.
• Normalized Wigner matrices XWN = 1√NWN
such that WN is a N × N Wigner Hermitian matrix associated to the
distribution µ:
(WN )ii,
√
2ℜ((WN )ij)i<j ,
√
2ℑ((WN )ij)i<j are i.i.d., with distribution µ.
• Sample covariance matrices XSN = 1pBNB∗N
such that BN is a N × p matrix such that
√
2ℜ((BN )ij)1≤i≤N,1≤j≤p,√
2ℑ((BN )ij)1≤i≤N,1≤j≤p are i.i.d., with distribution µ. We assume that
N
p
→ c > 0 when N goes to infinity.
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For Wigner matrices, we will assume moreover that µ is symmetric
since we will use results of [24] where this assumption is needed.
We will deform these models by respectively addition and multiplication by a
deterministic Hermitian perturbation matrix AN ; in the multiplicative per-
turbation case, AN will be assumed to be nonnegative definite. In both
cases, we assume that:
Assumption A:
The eigenvalues γi = γi(N) of AN are such that the spectral measure µAN :=
1
N
∑N
i=1 δγi weakly converges to some probability measure ν with compact sup-
port. We assume that there exists a fixed integer r ≥ 0 (independent of N) such
that AN has N − r eigenvalues βj(N) satisfying
max
1≤j≤N−r
dist(βj(N), supp(ν)) −→
N→∞
0, (2.1)
where supp(ν) denotes the support of ν.
We also assume that there are J fixed real numbers θ1 > . . . > θJ independent
of N which are outside the support of ν and such that each θj is an eigenvalue
of AN with a fixed multiplicity kj (with
∑J
j=1 kj = r). The θj ’s will be called
the spikes or the spiked eigenvalues of AN . The set of the spikes of AN
will be denoted by Θ:
Θ := {θ1; . . . , θJ}.
In the sample covariance matrix setting we assume θJ > 0.
We will consider simultaneously the two deformed models:
MWN = X
W
N +AN =
1√
N
WN +AN ,
MSN = A
1
2
NX
S
NA
1
2
N =
1
p
A
1
2
NBNB
∗
NA
1
2
N .
When the approaches are the same for the two models we adopt the
notation MN standing for both M
W
N and M
S
N . When the studies are
specific to one of the two models, we will use the superscripts.
Actually, we assume without loss of generality in the sample covariance setting
that the variance of µ is 1 since it corresponds to considering the rescaled matrix
MSN
σ2
.
Throughout this paper, we will use the following notations.
- C+ will denote the complex upper half plane {z ∈ C, ℑz > 0}. Similarly,
C− will stand for {z ∈ C, ℑz < 0}.
- For a function f differentiable in some neighborhood of a point x in R, we
will denote by f
′
(x) the derivative of f .
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- For a vector subspace V of CN , we will denote by V⊥ its orthogonal
supplementary subspace and by PV the orthogonal projection onto V .
- 〈 , 〉 will denote the Hermitian inner product on CN defined by 〈a, b〉 = b∗a
for any a, b in CN .
- ‖ ‖2 will denote the Euclidean norm on CN .
- We will denote by Mm×q(C) the set of m × q matrices with complex
entries. ‖ ‖ will denote the operator norm and for any matrixM , ‖M‖2 =
{Tr(MM∗)} 12 .
- For any matrix M in MN×N(C), we will denote its kernel by Ker(M).
- Eij in Mm×q(C) stands for the matrix such that (Eij)kl = δikδjl.
- For any N ×N Hermitian matrix M , we will denote by
λ1(M) ≥ . . . ≥ λN (M)
its ordered eigenvalues.
- For a probability measure τ on R, we denote by supp(τ) its support and
by csupp(τ) its complement in R.
- For a probability measure τ on R, we denote by gτ its Stieltjes transform
defined for z ∈ C \ R by
gτ (z) =
∫
R
dτ(x)
z − x .
- GN denotes the resolvent of MN and gN the mean of the Stieltjes trans-
form of the spectral measure of MN , that is,
gN (z) = E(trNGN (z)), z ∈ C \ R,
where trN is the normalized trace: trN =
1
N
Tr.
When it is necessary to distinguish the deformed Wigner matrix setting
and the sample covariance matrix one, we will specify the resolvent or
the Stieltjes transform by using the corresponding superscript as follows:
GWN , g
W
N and G
S
N , g
S
N .
- C,K denote nonnegative constants which may vary from line to line.
As already mentioned in the introduction, the assumptions on WN and AN
ensure that they are asymptotically free, and then the spectral distribution
of MWN weakly converges to the free convolution µσ ⊞ ν almost surely and in
expectation (cf [1, 43] and [51, 26] for pioneering works).
Concerning the sample covariance matrix model MSN , as already noticed in
the introduction, its limiting spectral measure only depends on c and ν. Note
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that when the entries of BN are Gaussian (that is, if µ is Gaussian) we can
assume that AN is diagonal by the invariance under unitary conjugation of
the distribution of XSN . Then, since according to Corollary 4.3.8 in [36], X
S
N
and AN are asymptotically free, we can conclude that the limiting spectral
distribution of MSN is actually the free multiplicative convolution of
the limiting spectral measure of XSN , that is, µMP,c, with ν, denoted
by µMP,c ⊠ ν.
Thus, free additive and multiplicative convolutions provide a good under-
standing of the limiting global behaviour of the spectrum of the above deformed
models. Moreover, [15, 16, 24] show us that free probability can also allow to lo-
cate isolated eigenvalues of deformed matricial models. In particular, in [24], the
authors point out that the subordination function relative to the free additive
convolution provides a good understanding of the outliers of deformed Wigner
matrices. We will see in this paper that the subordination function relative to
the free (additive or multiplicative) convolution plays again an important part
in the asymptotic behaviour of the eigenvectors relative to the outliers. We
introduce in the following section some results concerning free convolution that
will be fundamental later on.
3 Free convolution
Free convolutions appear as natural analogues of the classical convolutions in
the context of free probability theory. Denote by M the set of probability
measures supported on the real line and byM+ the ones supported on [0;+∞[.
For µ and ν in M one defines the free additive convolution µ ⊞ ν of µ and
ν as the distribution of X + Y where X and Y are free self adjoint random
variables with distribution µ and ν. For µ and ν inM+, the free multiplicative
convolution µ ⊠ ν of µ and ν is the distribution of X
1
2Y X
1
2 where X and Y
are free positive random variables with distribution µ and ν. We refer the
reader to [53] for an introduction to free probability theory and to [49, 50]
and [17] for free convolutions. In this section, we recall the analytic approach
developped in [49, 50] to calculate the free convolutions of measures, we present
the important subordination property, and describe more deeply subordination
functions relative to free additive convolution by a semi-circular distribution and
free multiplicative convolution by a Marchenko-Pastur distribution. We also
recall characterizations of the complement of the support of these convolutions.
3.1 Additive Free convolution
Let τ be a probability measure on R. Its Stieltjes transform gτ is analytic on
the complex upper half-plane C+. There exists a domain
Dα,β = {u+ iv ∈ C, |u| < αv, v > β}
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on which gτ is univalent. Let Kτ be its inverse function, defined on gτ (Dα,β),
and
Rτ (z) = Kτ (z)− 1
z
.
Given two probability measures τ and ν, there exists a unique probability mea-
sure λ such that
Rλ = Rτ +Rν
on a domain where these functions are defined. The probability measure λ is
called the additive free convolution of τ and ν and denoted by τ ⊞ ν.
3.1.1 Subordination property
The free additive convolution of probability measures has an important property,
called subordination, which can be stated as follows.
Proposition 3.1. let τ and ν be two probability measures on R; there exists a
unique analytic map F (a) : C+ → C+ such that
∀z ∈ C+, gτ⊞ν(z) = gν(F (a)(z)), (3.1)
F (a)(z) = F (a)(z), ℑF (a)(z) ≥ ℑz, lim
y→+∞
F (a)(iy)
iy
= 1.
This phenomenon was first observed by D. Voiculescu under a genericity
assumption in [52], and then proved in generality in [19] Theorem 3.1. Later,
a new proof of this result was given in [14], using a fixed point theorem for
analytic self-maps of the upper half-plane.
3.1.2 Free convolution by a semicircular distribution
In [18], P. Biane provides a deep study of the free additive convolution by a
semicircular distribution. We first recall here some of his results that will be
useful in our approach. Let ν be a probability measure on R. When τ in (3.1)
is the semi-circular distribution µσ, let us denote by F
(a)
σ,ν the subordination
function. In [18], P. Biane introduces the set
Ωσ,ν := {u+ iv ∈ C+, v > vσ,ν(u)}, (3.2)
where the function vσ,ν : R→ R+ is defined by
vσ,ν(u) = inf
{
v ≥ 0,
∫
R
dν(x)
(u − x)2 + v2 ≤
1
σ2
}
.
The boundary of Ωσ,ν is the graph of the continuous function vσ,ν . P. Biane
proves the following
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Proposition 3.2. [18] The map
Hσ,ν : z 7−→ z + σ2gν(z) (3.3)
is a homeomorphism from Ωσ,ν to C
+ ∪ R which is conformal from Ωσ,ν onto
C+. F
(a)
σ,ν :
{
C+ ∪ R→ Ωσ,ν
z → z − σ2gµσ⊞ν(z)
is the inverse function of Hσ,ν .
Considering Hσ,ν as an analytic map defined in the whole upper half-plane C
+,
it can be easily seen that
Ωσ,ν = (Hσ,ν)
−1(C+). (3.4)
In the following, we will denote Hσ,ν by H to simplify the writing.
Remark 3.1. Note that according to Proposition 3.2,
F (a)σ,ν (R) = ∂Ωσ,ν = {u+ ivσ,ν(u), u ∈ R}
so that we have the following equivalence
u ∈ F (a)σ,ν (R) ∩ R⇐⇒ vσ,ν(u) = 0.
The following characterization of the elements of the complement of the support
of ν which are in the image of R by F
(a)
σ,ν readily follows:
u ∈ F (a)σ,ν (R) ∩ R \ supp (ν)⇐⇒ u ∈c supp (ν), H ′(u) ≥ 0. (3.5)
In [18], P. Biane obtains a description of the support of µσ ⊞ ν from which,
when ν is a compactly supported probability measure, the authors deduce in
[24] a characterization of the complement of the support of µσ⊞ ν involving the
support of ν and H .
Proposition 3.3.
x ∈c supp(µσ ⊞ ν)⇔ ∃u ∈ O(a) such that x = H(u)
where O(a) is the open set
O(a) := {u ∈c supp(ν), H ′(u) > 0}
=
{
u ∈c supp(ν), σ2
∫
1
(u− t)2 dν(t) < 1
}
. (3.6)
Remark 3.2. O(a) ⊂ ∂Ωσ,ν
This readily follows from Remark 3.1.
Remark 3.3. Note that if u1 < u2 are in {u ∈c supp (ν), H ′(u) ≥ 0}, one has
H(u1) ≤ H(u2). Indeed, by Cauchy-Schwarz inequality, we have
H(u2)−H(u1) = (u2 − u1)
[
1− σ2
∫
R
dν(x)
(u1 − x)(u2 − x)
]
≥ (u2 − u1)
[
1− σ2
√
(−g′ν(u1))(−g′ν(u2))
]
≥ 0.
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3.2 Multiplicative free convolution
Let τ 6= δ0 be a probability measure on [0;+∞[. Define the analytic function
Ψτ (z) =
∫
tz
1− tz dτ(t) =
1
z
gτ (
1
z
)− 1,
for complex values of z such that 1
z
is not in the support of τ . Ψτ determines
uniquely the measure τ and it is univalent in the left half-plane {z ∈ C, ℜz < 0}.
Then one may determine an analytic function Sτ such that
Ψτ
[
z
z + 1
Sτ (z)
]
= z
in some domain (which will contain at least some interval to the left of zero)
and then Sµ⊠ν = SµSν . (see [50]).
3.2.1 Subordination property
Free multiplicative convolution also presents a subordination phenomenon first
proved in [19] (see also [14]).
Proposition 3.4. Let τ 6= δ0 and ν 6= δ0 be two probability measures on
[0; +∞[. There exists a unique analytic map F (m)τ,ν defined on C \ [0; +∞[ such
that
∀ z ∈ C \ [0; +∞[, Ψν⊠τ (z) = Ψν(F (m)τ,ν (z)) (3.7)
and
∀ z ∈ C+, F (m)τ,ν (z) ∈ C+, F (m)τ,ν (z) = F (m)τ,ν (z), arg(F (m)τ,ν (z)) ≥ arg(z).
3.2.2 Multiplicative free convolution with a Marchenko-Pastur dis-
tribution
Let us determinate the subordination function relative to the free multiplication
by a Marchenko-Pastur distribution. We can deduce from (1.3) that for any
z ∈ C+,
gµMP,c⊠ν(z) =
∫
1
z − t(1− c+ czgµMP,c⊠ν(z))
dν(t) (3.8)
and then that ∀z ∈ C \ [0; +∞[,
ΨµMP,c⊠ν(z) = Ψν
(
z − cz + cgµMP,c⊠ν(
1
z
)
)
. (3.9)
Note that
z − cz + cgµMP,c⊠ν(
1
z
) = gτc,ν (
1
z
)
where τc,ν is the limiting spectral distribution of
1
p
B∗NANBN .
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It is clear that ∀z ∈ C+, gτc,ν (1z ) ∈ C+, gτc,ν (1z ) = gτc,ν (1z ). Moreover, since,
using (3.8), we have
gτc,ν (
1
z
) = z
[
(1− c) + c
∫
1
1− tgτc,ν (1z )
dν(t)
]
,
it is easy to see that arg(gτc,ν (
1
z
)) ≥ arg(z).
Therefore, denoting by F
(m)
c,ν the subordination function in (3.7) when τ = µMP,c,
we have that
F (m)c,ν (z) = z − cz + cgµMP,c⊠ν(
1
z
) = gτc,ν (
1
z
).
Now, we are going to present the characterization of the complement of the
support of τc,ν provided by Choi and Silverstein in [25] . Note that the supports
of µMP,c ⊠ ν and τc,ν obviously coincide on ]0;+∞[.
According to [7] p 113, for each z ∈ C+, gτc,ν (z) is the unique solution Z in C−
of the equation
Z =
1
z − c ∫ t1−tZ dν(t) (3.10)
so that
z = Zc,ν(gτc,ν (z)) (3.11)
where
Zc,ν(x) = 1
x
+ c
∫
t
1− txdν(t). (3.12)
In the following, we will denote Zc,ν by Z to simplify the writing.
Proposition 3.5. [25] If u ∈c supp(τc,ν), then s = gτc,ν (u) satisfies
1. s ∈ R\{0},
2. 1
s
∈c supp(ν),
3. Z ′(s) < 0.
Conversely if s satisfies (1), (2) and (3), then u = Z(s) ∈c supp(τc,ν).
In particular, letting z converge towards any element u of csupp(τc,ν) in (3.11)
leads to
u = Z(gτc,ν (u)). (3.13)
In [25], the authors proved also that lim z → u
z ∈ C+
gτc,ν (z) = gτc,ν (u) exists for
any u in R \ {0}.
We include here for the convenience of the reader some basic facts that will be
used later on.
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Remark 3.4. For any u ∈ R \ {0} such that gτc,ν (u) ∈ R \ {0} and 1gτc,ν (u) ∈
c
supp (ν), we have Z[gτc,ν(u)] = u.
This readily follows by letting z goes to u in (3.11).
Let us introduce the open set
O(m) :=
{
u ∈c supp(ν) \ {0}, Z ′( 1
u
) < 0
}
=
{
u ∈c supp(ν) \ {0}, c
∫
t2
(u− t)2 dν(t) < 1
}
. (3.14)
Remark 3.5. For any u in O(m), gτc,ν [Z( 1u )] = 1u .
Let us prove Remark 3.5. According to Proposition 3.5, for any u ∈ O(m),
Z( 1
u
) ∈c supp(τc,ν) and then according to the same Proposition 3.5, 1gτc,ν [Z( 1u )]
also belongs to O(m). Now, for any a 6= b in O(m),
Z(1
b
)−Z(1
a
) = (b − a)
[
1− c
∫
t2
(a− t)(b− t)dν(t)
]
; (3.15)
by Cauchy-Schwartz inequality,∣∣∣∣c
∫
t2
(a− t)(b − t)dν(t)
∣∣∣∣ ≤
{
c
∫
t2
(a− t)2 dν(t)
} 1
2
{
c
∫
t2
(b− t)2 dν(t)
} 1
2
(3.16)
< 1.
Hence we can conclude that
for any a 6= b in O(m), Z(1
b
) 6= Z(1
a
). (3.17)
Since using (3.13) we have Z[gτc,ν [Z( 1u )]] = Z( 1u ), we can then deduce that
gτc,ν [Z( 1u )] = 1u . ✷
Remark 3.6. Using (3.15) and (3.16), we have for any a ≤ b in the set{
u 6= 0, u ∈c supp(ν), Z ′( 1
u
) ≤ 0
}
that Z( 1
a
) ≤ Z(1
b
).
Remark 3.7. For any u ∈ O(m)∩]0; +∞[, we have Z( 1
u
) > 0.
Indeed, assume that Z( 1
u
) ≤ 0. According to Proposition 3.5, Z( 1
u
) ∈c supp(τc,ν);
Z( 1
u
) ≤ 0 implies that Z( 1
u
) is on the left hand side of supp(τc,ν) and therefore
that gτc,ν (Z( 1u )) ≤ 0. This leads to a contradiction with Remark 3.5 saying that
gτc,ν (Z( 1u )) = 1u > 0.
Remark 3.8. For any u 6= 0 in csupp (ν) such that Z ′( 1
u
) > 0, we have
1
u
/∈ gτc,ν (R \ {0}).
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Indeed, let us assume that there exists v ∈ R \ {0} such that 1
u
= gτc,ν (v).
According to Proposition 3.5, v belongs to supp(τc,ν). Using Remark 3.4, since
gτc,ν (v) ∈ R \ {0} and 1gτc,ν (v) ∈
c supp (ν), we have Z[gτc,ν (v)] = v. It follows
that for any y > 0,
1 =
Z[gτc,ν (v + iy)]−Z[gτc,ν (v)]
iy
=
Z[gτc,ν (v + iy)]−Z[gτc,ν (v)]
gτc,ν (v + iy)− gτc,ν (v)
× gτc,ν (v + iy)− gτc,ν (v)
iy
. (3.18)
Since gτc,ν (v + iy) converges towards gτc,ν (v) =
1
u
and Z is holomorphic in a
neighborhood of gτc,ν (v), letting y tends to zero the first factor on the right
hand side of (3.18) converges towards Z ′(gτc,ν (v)) = Z
′
( 1
u
) > 0. This implies
that ℜ
[
gτc,ν (v+iy)−gτc,ν (v)
iy
]
converges towards 1Z′( 1
u
)
> 0 when y tends to zero.
Now, for any y > 0, we have
ℜ
[
gτc,ν (v + iy)− gτc,ν (v)
iy
]
=
ℑ [gτc,ν (v + iy)− gτc,ν (v)]
y
=
ℑgτc,ν (v + iy)
y
< 0
which leads to a contradiction. ✷
4 Main results
As noticed in the previous section, we have the following characterization of the
complement of the support of the limiting spectral distribution of MWN .
x ∈c supp(µσ ⊞ ν)⇔ ∃u ∈ O(a) such that x = H(u). (4.1)
Moreover, we can deduce, using Proposition 3.2 and Remark 3.2, that :
x 7→ F (a)σ,ν (x) is a bijection from csupp(µσ ⊞ ν) onto O(a) with inverse H .
Since the supports of µMP,c⊠ν and τc,ν coincide on ]0;+∞[, we can also deduce
from the previous section the following characterization of the restriction to
R \ {0} of the complement of the support of the limiting spectral distribution
of MSN :
x 6= 0, x ∈c supp(µMP,c ⊠ ν)⇔ ∃u ∈ O(m),Z( 1
u
) 6= 0, such that x = Z( 1
u
).
(4.2)
Moreover, we can deduce from Remark 3.4 and Remark 3.5 that:
x 7→ F (m)c,ν
(
1
x
)
(= gτc,ν (x)) is a bijection from
csupp(µMP,c ⊠ ν) \ {0} onto the
set
{
1
u
, u ∈ O(m),Z( 1
u
) 6= 0} with inverse Z.
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Note that the limiting mass at zero was studied in [25]:
µMP,c ⊠ ν(0) =
{
ν(0) if c(1− ν(0)) ≤ 1,
1− 1
c
if c(1− ν(0)) > 1.
Actually, according to [24] (resp. [47, 9]), the spikes θj in Θ = {θ1; . . . ; θJ} of
the perturbation matrix AN that will generate eigenvalues of M
W
N (resp. M
S
N )
which deviate from the bulk are exactly those belonging to O(a) (resp. O(m))
and the corresponding limiting points outside the support of µσ ⊞ ν (resp. τc,ν)
will be given by H(θj) (resp. Z( 1θj )). Note that the results in [47, 9] are not
formulated in that way since the authors do not deal with subordination func-
tion but as already mentioned we choose to express all the results using these
functions H and Z related to the subordination functions for further general-
izations. Hence adopting the notations of the first column of the following array
standing for both the corresponding elements of the second column (deformed
Wigner matrix case) and the third column (sample covariance matrix case), we
can present a common formulation of these results.
MN M
W
N M
S
N
µLSD µσ ⊞ ν µMP,c ⊠ ν
O O(a) O(m)
Θo Θ ∩ O(a) = {θi ∈ Θ, H ′(θj) > 0} Θ ∩ O(m) = {θi ∈ Θ,Z ′( 1θj ) < 0}
ρθj H(θj) Z( 1θj )
(4.3)
Theorem 4.1. [47, 9, 24] Let θj be in Θo and denote by nj−1+1, . . . , nj−1+kj
the descending ranks of θj among the eigenvalues of AN . Then the kj eigen-
values (λnj−1+i(MN ), 1 ≤ i ≤ kj) converge almost surely outside the support
of µLSD towards ρθj . Moreover, these eigenvalues asymptotically separate from
the rest of the spectrum since (with the conventions that λ0(MN ) = +∞ and
λN+1(MN ) = −∞) there exists 0 < δ0 such that almost surely for all large N,
λnj−1 (MN ) > ρθj + δ0 and λnj−1+kj+1(MN ) < ρθj − δ0. (4.4)
The aim of this paper is to study how the corresponding eigenvectors of the
deformed model project onto those of the perturbation. Here is the main result
of the paper still adopting the notations of the first column of the array (4.3)
in order to present a unified approach.
Theorem 4.2. Let θj be in Θo and denote by nj−1 + 1, . . . , nj−1 + kj the
descending ranks of θj among the eigenvalues of AN . Let ξ(j) be a normalized
eigenvector ofMN relative to one of the eigenvalues (λnj−1+q(MN ), 1 ≤ q ≤ kj).
Then, when N goes to infinity,
(i)
∥∥∥PKer (θjIN−AN )ξ(j)∥∥∥22 a.s→ τ(θj)
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where
τ(θj) =


H ′(θj) if MN =MWN ,
− Z
′
( 1
θj
)
θjZ( 1θj )
if MN =M
S
N .
(4.5)
Note that we have explicitly
H ′(θj) = 1− σ2
∫
1
(θj − x)2 dν(x),
−
Z ′( 1
θj
)
θjZ( 1θj )
=
1− c ∫ x2(θj−x)2 dν(x)
1 + c
∫
x
(θj−x)dν(x)
.
(ii) for any θl in Θ \ {θj},∥∥∥PKer (θlIN−AN )ξ(j)∥∥∥2 a.s→ 0.
Example: Let us consider the perturbation matrix
AN = diag(2,
3
2
, 0,−1, . . . ,−1︸ ︷︷ ︸
N
2
, 1, . . . , 1︸ ︷︷ ︸
N
2 −3
),
whose limiting spectral distribution is ν = 12δ1+
1
2δ−1. Thus, the set of the spikes
of AN is Θ = {2; 32 ; 0}. Let us consider the corresponding deformed Wigner
model assuming moreover that σ2 = 12 . Then, H(u) = u +
1
4
1
(u−1) +
1
4
1
(u+1) .
One can check that the support of µ 1√
2
⊞ν has two connected components which
are symmetric with respect to zero. Since H ′(2) = 1318 > 0 and 2 is the largest
eigenvalue of AN , according to Theorem 4.1, when N goes to infinity, the largest
eigenvalue of the deformed Wigner model MWN converges almost surely towards
H(2) = 73 (on the right hand side of the support of µ 1√
2
⊞ ν). Note that, since
H ′(32 ) < 0, the second largest eigenvalue of M
W
N sticks to the bulk. Moreover,
since H ′(0) = 12 > 0 and the descending rank of 0 among the eigenvalues of AN
is N2 , according to Theorem 4.1, when N goes to infinity, λN2
(MWN ) converges
almost surely towards H(0) = 0 which is between the two connected compo-
nents of the support of µ 1√
2
⊞ ν. Now, denote by {e1, . . . , eN} the canonical
basis of CN . Since e1 is an eigenvector relative to 2, e2 is an eigenvector rela-
tive to 32 and e3 is an eigenvector relative to 0, according to Theorem 4.2, if ξ
denotes a normalized eigenvector associated to the largest eigenvalue of MWN ,
tξ =
(
ξ(1), . . . , ξ(N)
)
, then |ξ(1)| a.s→ √H ′(2) = √13
3
√
2
and, for i = 2, 3, |ξ(i)| a.s→ 0
when N goes to infinity. Similarly, if ξ denotes a normalized eigenvector asso-
ciated to λN
2
(MWN ),
tξ =
(
ξ(1), . . . , ξ(N)
)
, then |ξ(3)| a.s→ √H ′(0) = 1√
2
and, for
i = 1, 2, |ξ(i)| a.s→ 0 when N goes to infinity.
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Actually, in order to establish Theorem 4.2, we will first prove Proposition
4.1 below since when kj 6= 1, the method used in this paper does not allow us to
tackle directly the orthogonal projection of each eigenvector separately to prove
(i).
Proposition 4.1. Let θj be in Θo and denote by nj−1 + 1, . . . , nj−1 + kj the
descending ranks of θj among the eigenvalues of AN . Denote by ξ1(j), . . . , ξkj (j)
an orthonormal system of eigenvectors associated to (λnj−1+n(MN ), 1 ≤ n ≤
kj). Then, for any θl in Θ, when N goes to infinity,
kj∑
n=1
∥∥∥PKer (θlIN−AN )ξn(j)∥∥∥22 a.s→ δl,jkjτ(θj)
where τ(θj) is defined by (4.5).
In Section 5, we will explain how we can deduce (i) of Theorem 4.2 from
Proposition 4.1 using a perturbation trick and ideas of [28].
5 Reduction of the proof of (i) of Theorem 4.2
to the case of a spike with multiplicity one
Note first that, dealing with a spike θj in Θo with multiplicity one, the state-
ments of Theorem 4.2 and Proposition 4.1 are equivalent. Thus, in this section,
we show how to deduce (i) of Theorem 4.2 dealing with a spike θj with mul-
tiplicity kj 6= 1 from the hypothesis that (i) is true dealing with a spike with
multiplicity one. We will need the following lemmas.
Lemma 5.1. Let V be a vector subspace of CN with an orthonormal basis
V1, . . . , Vk. Let α be in [0; +∞[. For any m = 1, . . . , k, let αm be in [0; +∞[. Let
E be a vector subspace of CN with an orthonormal basis ξ1, . . . , ξk. Then, there
exists a sequence aN ≥ 0, depending on the |〈Vi, ξn〉|, αm, i, n,m ∈ {1, . . . , k}3,
such that, for any vector u in the unit sphere of CN ,∣∣∣‖PVu‖22 − α∣∣∣ ≤ (2k + α) ‖PE⊥u‖2 + kmax
m=1
|αm − α|+ aN ,
and, if, for any m,n in {1, . . . , k}2,
|〈Vm, ξn〉|2 → δm,nαm when N goes to infinity, (5.1)
then aN converges to zero when N goes to infinity.
Proof: Throughout the proof, we will often use the following obvious inequali-
ties without mentioning them:
for any vectors u1 and u2 in the unit sphere of C
N , |〈u1u2〉| ≤ ‖u1‖2 ‖u2‖2 = 1,
|〈PEu1, u2〉| ≤ ‖PEu1‖2 ‖u2‖2 ≤ ‖u1‖2 ‖u2‖2 = 1.
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We have for each m in {1, . . . , k}, for any vector u in the unit sphere of CN ,∣∣∣ |〈u, Vm〉|2 − |〈PEu, Vm〉|2 ∣∣∣
= |(|〈u, Vm〉| − |〈PEu, Vm〉|)|
× (|〈u, Vm〉|+ |〈PEu, Vm〉|)
≤ 2 |( |〈u, Vm〉| − |〈PEu, Vm〉|)| . (5.2)
From
〈u, Vm〉 = 〈PEu, Vm〉+ 〈PE⊥u, Vm〉,
it readily follows that
| |〈u, Vm〉| − |〈PEu, Vm〉| | ≤ |〈PE⊥u, Vm〉| . (5.3)
(5.2) and (5.3) readily yield∣∣∣ |〈u, Vm〉|2 − |〈PEu, Vm〉|2 ∣∣∣ ≤ 2 |〈PE⊥u, Vm〉|
≤ 2 ‖PE⊥u‖2 ‖Vm‖2
≤ 2 ‖PE⊥u‖2 . (5.4)
Now, we have that
〈PEu, Vm〉 = 〈u, ξm〉〈ξm, Vm〉
+
k∑
n = 1
n 6= m
〈u, ξn〉〈ξn, Vm〉
= 〈u, ξm〉〈ξm, Vm〉+∆m(u)
where
|∆m(u)| ≤
k∑
n = 1
n 6= m
|〈ξn, Vm〉| . (5.5)
Then,
|〈PEu, Vm〉|2 = |〈u, ξm〉|2 |〈ξm, Vm〉|2 +∇m(u)
with
|∇m(u)| ≤ 2 |∆m(u)|+ |∆m(u)|2 . (5.6)
Thus,
|〈PEu, Vm〉|2 = α |〈u, ξm〉|2
+(αm − α) |〈u, ξm〉|2
+
(
|〈ξm, Vm〉|2 − αm
)
|〈u, ξm〉|2 (5.7)
+∇m(u). (5.8)
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Now, using that
1 = ‖u‖22 =
k∑
m=1
|〈u, ξm〉|2 + ‖PE⊥u‖22 ,
we have
k∑
m=1
|〈u, Vm〉|2 − α =
k∑
m=1
[
|〈u, Vm〉|2 − α |〈u, ξm〉|2
]
−α ‖PE⊥u‖22
and then
k∑
m=1
|〈u, Vm〉|2 − α =
k∑
m=1
[
|〈u, Vm〉|2 − |〈PEu, Vm〉|2
]
+
k∑
m=1
[
|〈PEu, Vm〉|2 − α |〈u, ξm〉|2
]
−α ‖PE⊥u‖22 . (5.9)
Using (5.9), (5.4), (5.8), (5.5) and (5.6), we immediately get that∣∣∣∣∣
k∑
m=1
|〈u, Vm〉|2 − α
∣∣∣∣∣ ≤ 2k ‖PE⊥u‖2
+α ‖PE⊥u‖22
+
k
max
m=1
|αm − α|
+aN , (5.10)
with
aN =
∑k
m=1
∣∣∣|〈ξm, Vm〉|2 − αm∣∣∣
+2
k∑
m,n = 1
n 6= m
|〈ξn, Vm〉|+
k∑
m=1


k∑
n = 1
n 6= m
|〈ξn, Vm〉|


2
.
Now, if (5.1) is satisfied, that is, for each m,n in {1, . . . , k}2, when N goes to
infinity,
|〈Vm, ξn〉|2→δm,nαm,
it is clear that aN converges towards zero when N goes to infinity. Lemma 5.1
follows. ✷
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Lemma 5.2. Let MN be an Hermitian N ×N matrix. Assume that there is a
sequence (n(N))N≥0 in N and a fixed positive integer number k, such that for
any l = 1, . . . , k, λn(N)+l(MN ) converges towards ρ ∈ R when N goes to infinity
and there exists δ0 > 0 such that, for all large N,
λn(N)(MN ) > ρ+ δ0 and λn(N)+k+1(MN ) < ρ− δ0 (5.11)
(with the conventions that λ0(MN ) = +∞ and λN+1(MN ) = −∞). For any
0 < ǫ < ǫ0, let MN(ǫ) be an Hermitian N ×N matrix. Assume that there exists
fǫ ≥ 0, independent of N , decreasing to zero when ǫ decreases to zero, such that
for all large N , for any 0 < ǫ < ǫ0,
‖MN(ǫ)−M‖ ≤ fǫ. (5.12)
Let 0 < ǫ˜0 < ǫ0 be such that fǫ˜0 <
δ0
4 . Then for all large N , for any 0 < ǫ < ǫ˜0,
for any l = 1, . . . , k, ∣∣λn(N)+l(MN )(ǫ)− ρ∣∣ ≤ δ0
2
, (5.13)
λn(N)(MN(ǫ)) > ρ+
δ0
2
and λn(N)+k+1(MN(ǫ)) < ρ− δ0
2
, (5.14)
and for any normalized eigenvector ξ ofMN relative to the eigenvalue λn(N)+l(MN )
for some l in {1, . . . , k},
∥∥PE(ǫ)⊥ξ∥∥2 ≤ 2δ0 {fǫ +
∣∣λn(N)+l(MN)− ρ∣∣} ,
where E(ǫ) denotes the vector subspace generated by the eigenvectors relative to
the eigenvalues λn(N)+q(MN (ǫ)), q = 1, . . . , k.
Proof: According to Weyl inequalities (see Lemma 8.4 in the Appendix) and
(5.12), for all large N , for all 0 < ǫ < ǫ0,
λn(N)+l(MN (ǫ)) ≤ λn(N)+l(MN ) + fǫ, for l = 1, . . . , k + 1,
λn(N)+l(MN (ǫ)) ≥ λn(N)+l(MN)− fǫ, for l = 0, . . . , k.
By assumptions of the lemma, for all large N , for any l = 1, . . . , k,
∣∣λn(N)+l(MN )− ρ∣∣ ≤ δ0
4
,
and for all large N,
λn(N)(MN ) > ρ+ δ0 and λn(N)+k+1(MN ) < ρ− δ0.
Hence, choosing 0 < ǫ˜0 < ǫ0 such that fǫ˜0 <
δ0
4 , (5.14) and (5.13) readily follow.
For all large N and any 0 < ǫ < ǫ˜0, let ξ1(ǫ), . . . , ξk(ǫ) be an orthonormal
basis of E(ǫ) such that there exists an N ×N unitary matrix V (ǫ) whose k first
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columns are ξ1(ǫ), . . . , ξk(ǫ) and a (N −k)× (N −k) diagonal matrix Λ2(ǫ) such
that
MN(ǫ) = V (ǫ)
(
Λ1(ǫ) (0)
(0) Λ2(ǫ)
)
V (ǫ)∗
where
Λ1(ǫ) = diag
(
λn(N)+1(MN (ǫ)), . . . , λn(N)+k(MN (ǫ))
)
.
Let ξ be a normalized eigenvector ofMN relative to the eigenvalue λn(N)+l(MN )
for some l in {1, . . . , k}. Let us set
R(ǫ) := (MN (ǫ)− ρIN ) ξ.
We have
R(ǫ) = V (ǫ)
(
Λ1(ǫ)− ρIk (0)
(0) Λ2(ǫ)− ρIN−k
)
V (ǫ)∗ξ.
Define the vector v1(ǫ) in C
k and the vector v2(ǫ) in C
N−k by setting
V (ǫ)∗ξ =
(
v1(ǫ)
v2(ǫ)
)
.
Note that
‖v2(ǫ)‖2 =
∥∥PE(ǫ)⊥ξ∥∥2 . (5.15)
According to (5.14), for all large N , for any 0 < ǫ < ǫ˜0, for all i /∈ {n(N) +
1, . . . , n(N)+ k}, |λi(MN (ǫ))− ρ| > δ02 > 0 and therefore ρ is not an eigenvalue
of Λ2(ǫ). Then
v2(ǫ) = (Λ2(ǫ)− ρIN−k)−1 [V ∗(ǫ)R(ǫ)](N−k)×1
where [V ∗(ǫ)R(ǫ)](N−k)×1 denotes the vector obtained from V ∗(ǫ)R(ǫ) after
removing the first k components. Hence
‖v2(ǫ)‖2 ≤
2
δ0
‖R(ǫ)‖2 . (5.16)
Now, we have
‖R(ǫ)‖2 = ‖(MN (ǫ)−MN +MN − ρIN ) ξ‖2
≤ ‖MN(ǫ)−MN‖+
∣∣λn(N)+l(MN )− ρ∣∣ (5.17)
Lemma 5.2 readily follows from (5.15), (5.16), (5.17) and (5.12). ✷
Let us define the continuous function τ on O(a) respectively O(m)∩]0; +∞[
by setting
τ(x) =
{
H ′(x) if MN =MWN ,
− Z′( 1x )
xZ( 1
x
)
if MN =M
S
N .
Assume that θj in Θo is such that kj 6= 1. Let us denote by V1(j), . . . , Vkj (j),
an orthonormal system of eigenvectors of AN associated with θj . There exists
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an N ×N unitary matrix U whose kj first columns are V1(j), . . . , Vkj (j) and a
(N − kj)× (N − kj) Hermitian matrix D such that
AN = U
(
θjIkj (0)
(0) D
)
U∗.
Let us fix ǫ0 such that 0 < ǫ0 <
1
kj
minJs=1 dist(θs, supp ν ∪i6=s θi) and [θj ; θj +
kjǫ0] ⊂ O. For any 0 < ǫ < ǫ0, let us consider
MN(ǫ) =
{
XN +AN (ǫ) if XN = X
W
N ,
AN (ǫ)
1
2XNAN (ǫ)
1
2 if XN = X
S
N ,
where
AN (ǫ) = U
(
diag(θj + kjǫ, . . . , θj + 2ǫ, θj + ǫ) (0)
(0) D
)
U∗.
Of course for any 0 < ǫ < ǫ0, the limiting spectral distribution of AN (ǫ), when
N goes to infinity, is the same as the limiting spectral distribution of AN .
Moreover, for all large N , the descending ranks nj−1 + 1, . . . , nj−1 + kj of θj
among the eigenvalues of AN are the ranks of θj + kjǫ, . . . , θj +2ǫ, θj + ǫ among
the eigenvalues of AN (ǫ). For each m in {1, . . . , kj}, Vm(j) is an eigenvector of
AN (ǫ) associated with the eigenvalue θj +(kj −m+1)ǫ which is of multiplicity
one. Note that, since AN satisfies Assumption A, there exists a constant C
′
such that for any 0 ≤ ǫ < ǫ0, supN ‖AN (ǫ)‖ ≤ C ′ . It is easy to see that
‖MN(ǫ)−MN‖ ≤
{
ǫ kj if XN = X
W
N ,
(C
′
)
1
2
kj√
θj
‖XN‖ ǫ if XN = XSN .
According to Theorem 5.11 in [7],
∥∥XSN∥∥ = c(1 + 1√c )2 + oa.s,N (1). Thus in
both cases, there exists some constant C1 such that a.s for all large N, for any
0 < ǫ < ǫ0,
‖MN (ǫ)−MN‖ ≤ C1ǫ. (5.18)
Let ξ be a normalized eigenvector of MN relative to λnj−1+q(MN ) for some
q in {1, . . . , kj} . Let 0 < ǫ˜0 < ǫ0 be chosen such that C1ǫ˜0 < δ04 where δ0 is
defined in Theorem 4.1. Using Theorem 4.1 and (5.18), according to Lemma 5.2,
almost surely for all large N , for any 0 < ǫ < ǫ˜0, the set {λnj−1+n(MN (ǫ)), n ∈
{1, . . . , kj}} is distinct from the set {λi(MN (ǫ)), i /∈ {nj−1 + 1, . . . , nj−1 + kj}}
and ∥∥PE(ǫ)⊥ξ∥∥2 ≤ 2δ0 {C1ǫ+
∣∣λnj−1+q(MN )− ρθj ∣∣} , (5.19)
where E(ǫ) denotes the vector subspace generated by the eigenvectors relative
to the eigenvalues λnj−1+n(MN (ǫ)), n = 1, . . . , kj . Define
ι(ǫ) =
2(2kj + τ(θj))
δ0
C1ǫ+
kj
max
m=1
|τ(θj +mǫ)− τ(θj)| . (5.20)
22
For any ζ > 0, choose and fix 0 < ǫ = ǫ1 < ǫ˜0 such that
0 < ι(ǫ1) <
ζ
2
(5.21)
(using the continuity of the function τ at the point θj).
Now, each θj + lǫ1, l ∈ {1, . . . , kj}, is a spike of AN (ǫ1) with multiplicity one.
According to Theorem 4.1, for n ∈ {1, . . . , kj}, λnj−1+n(MN (ǫ1)) asymptotically
separates from the rest of the spectrum and converges almost surely towards
H(θj + (kj − n + 1)ǫ1); moreover, if ξn(ǫ1, j) denotes a normalized eigenvector
associated to λnj−1+n(MN (ǫ1)), Proposition 4.1 implies that
|〈Vm(j), ξn(ǫ1, j)〉|2 a.s→ δm,nτ(θj + (kj −m+ 1)ǫ1).
According to Lemma 5.1, there exists a random variable aN (ǫ1) ≥ 0, converging
almost surely to zero when N goes to infinity, such that, almost surely, for all
large N ,∣∣∣∣∥∥∥PKer (θjIN−AN )ξ∥∥∥22 − τ(θj)
∣∣∣∣ ≤ (2kj + τ(θj))∥∥PE(ǫ1)⊥ξ∥∥2 + aN (ǫ1)
+max
kj
m=1 |τ(θj +mǫ1)− τ(θj)| .
The last inequality, (5.19) and (5.20) readily yield that, almost surely, for all
large N ,
∣∣∣∣∥∥∥PKer (θjIN−AN )ξ∥∥∥22 − τ(θj)
∣∣∣∣ ≤ 2δ0 (2kj + τ(θj))
∣∣λnj−1+q(MN )− ρθj ∣∣
+aN (ǫ1) + ι(ǫ1).
Therefore, (5.21), the almost surely convergence of λnj−1+q(MN) towards ρθj
and of aN (ǫ1) towards zero imply that, almost surely, for all large N ,∣∣∣∣∥∥∥PKer (θjIN−AN )ξ∥∥∥22 − τ(θj)
∣∣∣∣ ≤ ζ
and the proof is complete. ✷
6 Proof of Proposition 4.1
Since the proof of Proposition 4.1 is exactly the same for the deformed Wigner
model and the sample covariance matrix, in order to present a unified approach
of this proof, we adopt in this section the notations of the first column of the
array (4.3) standing for both the corresponding elements of the second column
(deformed Wigner matrix case) and the third column (sample covariance matrix
case). We postpone in a later subsection the technical results that need a specific
study for each model in order to not lose the thread of this common proof.
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6.1 Restriction to the asymptotic behavior of some expec-
tation ETr [h(MN )f(AN)]
The aim of this first step of the proof of Proposition 4.1 is to reduce the study
of the asymptotic behaviour of
∑kj
n=1
∥∥∥PKer (θlIN−AN )ξn(j)∥∥∥22 to the one of the
expectation ETr [h(MN)f(AN )] for some functions f and h respectively concen-
trated on a neighborhood of θl and ρθj . We will use the convergence results
on eigenvalues described in Theorem 4.1 above and concentration inequalities
presented in the Appendix.
P. Biane already suggested in [20] to evaluate the moduli of the Hermitian inner
products of the eigenvectors on test functions. Indeed, for any smooth function
h and f on R, denoted by u1, . . . , uN (resp. w1, . . . , wN ), the eigenvectors asso-
ciated with λ1(AN ), . . . , λN (AN ) (resp. λ1(MN ), . . . , λN (MN )), one can easily
check that
Tr [h(MN )f(AN )] =
∑
k,i
h(λk(MN ))f(λi(AN ))|〈ui, wk〉|2.
Thus, since θl on one hand and the λnj−1+n(MN), n = 1, . . . , kj , on the other
hand, asymptotically separate from the rest of the spectrum of respectively AN
and MN , a fit choice of h and f will allow the study of the restrictive sum∑kj
n=1
∥∥∥PKer (θlIN−AN )ξn(j)∥∥∥22.
Let us fix
0 < η <
1
2
J
min
s=1
dist(θs, supp ν ∪i6=s θi)
and for any l = 1, . . . , J , choose fη,l in C∞(R,R) with support in [θl − η, θl + η]
such that fη,l(θl) = 1 and 0 ≤ fη,l ≤ 1.
For any θi ∈ O(a), according to Remark 3.2, θi belongs to Ωσ,ν and accord-
ing to Proposition 3.2, F
(a)
σ,ν (ρθi) = θi. For any θi ∈ O(m)∩]0; +∞[, according
to Remark 3.7, ρθi = Z( 1θi ) > 0 and according to Remark 3.5, gτc,ν (ρθi) = 1θi
so that 1
F
(m)
c,ν (
1
ρθi
)
= θi.
According to Theorem 4.1, there exists δ0 > 0 such that almost surely for all
large N, for all θj in Θo,
λnj−1 (MN ) > ρθj + δ0 and λnj−1+kj+1(MN ) < ρθj − δ0.
Let us fix
0 < δ <
1
3
min{δ0, dist (ρθs ,S), |ρθs − ρθt |, s 6= t, (θs, θt) ∈ Θ2o},
where
S =
{
supp (µ⊞ ν) if MN =M
W
N
supp (τc,ν) ∪ {0} if MN =MSN .
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For any j such that θj ∈ Θo, choose hδ,j in C∞(R,R) with support in [ρθj −
δ, ρθj + δ] such that hδ,j ≡ 1 on [ρθj − δ2 , ρθj + δ2 ] and 0 ≤ hδ,j ≤ 1.
Lemma 6.1. When N goes to infinity
Tr [hδ,j(MN )fη,l(AN )]−
kj∑
n=1
∥∥∥PKer (θlIN−AN )ξn(j)∥∥∥22 a.s→ 0.
Proof: According to Theorem 4.1, there exists some set Ω of probability one
such that on Ω, for all large N , ∀i = 1, . . . , kj ,
|λnj−1+i(MN )− ρθj | <
δ
2
λnj−1 (MN ) ≥ ρθj + δ, λnj−1+kj+1(MN ) ≤ ρθj − δ.
Using also the assumption (2.1) on the βi(N)’s, we have that on Ω, for all large
N ,
kj∑
n=1
∥∥∥PKer (θlIN−AN )ξn(j)∥∥∥22 = Tr [hδ,j(MN )fη,l(AN )] .
Hence, Lemma 6.1 follows. ✷
Now, according to Lemma 8.1, Remark 8.1 and Lemma 7.1, the random vari-
ables FWN = Tr
[
hδ,j(M
W
N )fη,l(AN )
]
and FSN = Tr
[
hδ,j(M
S
N )fη,l(AN )
]
satisfy
respectively the following concentration inequalities
∀ǫ > 0, P (|FWN − E(FWN )| > ǫ) ≤ K1 exp
(
− ǫ
√
N
K2
√
CPIkl‖hδ,j‖Lip
)
.
∀ǫ > 0, P (|FSN − E(FSN )| > ǫ) ≤ K1 exp
(
− ǫ
√
p
K2
√
CCPIkl‖h˜δ,j‖Lip
)
.
(The constants have been introduced in Lemma 8.1 and Lemma 7.1). By Borel-
Cantelli Lemma, we can readily deduce the following lemma.
Lemma 6.2.
Tr [hδ,j(MN)fη,l(AN )]− E [Tr [hδ,j(MN )fη,l(AN )]] a.s→ 0.
Lemma 6.1 and Lemma 6.2 allow us to conclude this first step of the proof
by the following result.
Proposition 6.1. For any θj in Θo and any θl in Θ, when N goes to infinity
kj∑
n=1
∥∥∥PKer (θlIN−AN )ξn(j)∥∥∥22 − E [Tr [hδ,j(MN )fη,l(AN )]] a.s→ 0.
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6.2 Making use of estimations of the resolvent
The basic idea of this second step of the proof of Proposition 4.1 is to approx-
imate the function hδ,j by its convolution by the Poisson Kernel in order to
exhibit the resolvent of the deformed model and then use sharp estimations on
this resolvent.
Lemma 6.3. For any continuous function h with compact support and any
bounded continuous function φ,
E [Tr [h(MN )φ(AN )]] = − lim
y→0+
1
π
ℑ
∫
E (Tr [GN (t+ iy)φ(AN )])h(t)dt
where GN (z) = (zIN −MN )−1.
Proof Let us denote by Py the Poisson kernel
Py(x) =
y
π(x2 + y2)
, x ∈ R, y > 0.
We have
h(x) = lim
y→0+
h ∗ Py(x)
= lim
y→0+
1
π
∫
yh(t)
(x− t)2 + y2 dt
= lim
y→0+
1
π
∫
ℑ h(t)
x− iy − tdt.
Thus, for any fixed N ,
h(MN ) = − lim
y→0+
1
π
∫
ℑGN (t+ iy)h(t)dt,
and since ‖h ∗ Py‖∞ ≤ ‖h‖∞ we have ‖
∫ ℑGN (t + iy)h(t)dt‖ ≤ ‖h‖∞. Then,
the result readily follows by dominated convergence Theorem and Fubini’s The-
orem. ✷
Let U be a unitary matrix and
D = diag(γ1, . . . , γN )
such that
AN = U
∗DU
Let G stand for GN and g stand for gµLSD . Consider G˜ = UGU
∗. For any
continuous function φ,
Tr [GMN (z)φ(AN )] =
N∑
k=1
φ(γk)G˜kk(z). (6.1)
The following result is fundamental in our approach.
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Proposition 6.2. There is a polynomial P with nonnegative coefficients, a se-
quence aN of nonnegative real numbers converging to zero when N goes to infin-
ity and some nonnegative integer number α, such that for any k in {1, . . . , N},
for all z ∈ C \ R,
E(G˜kk(z)) = Φ˜k(z) + ∆k,N (z), (6.2)
with
|∆k,N (z)| ≤ (1 + |z|)αP (|ℑz|−1)aN ,
where
Φ˜k(z) =
{ 1
z−σ2g(z)−γk =
1
F
(a)
σ,ν (z)−γk
if MN =M
W
N ,
1
z−γk(1−c+czg(z)) =
1
z(1−γkF (m)c,ν ( 1z ))
if MN =M
S
N .
Note that Φ˜k(z) is well defined for any z ∈ C \ R since
|ℑ[z−σ2g(z)−γk]| = |ℑ(z)|
[
1 + σ2
∫
1
|z − x|2 dµσ ⊞ ν(x)
]
≥ |ℑ(z)| > 0, (6.3)
|ℑ[z−γk(1−c+czg(z))]| = |ℑ(z)|
[
1 + cγk
∫
x
|z − x|2 d(µMP,c ⊠ ν)(x)
]
≥ |ℑ(z)| > 0.
(6.4)
According to (7.3) and Proposition 7.1, there exists a polynomial P with
nonnegative coefficients and a sequence aN of nonnegative real numbers con-
verging to zero when N goes to infinity such that, for any k in {1, . . . , N}, for
any z ∈ C \ R
E(G˜kk(z)) = Φ˜N,k(z) +Rk,N (z), (6.5)
with
|Rk,N (z)| ≤ (1 + |z|)2P (|ℑz|−1)aN ,
where
Φ˜N,k(z) =
{
1
z−σ2gW
N
(z)−γk , if MN =M
W
N ,
1
z−γk(1−Np +Np zgSN (z))
= if MN =M
S
N .
In order to deduce Proposition 6.2, we will need the following description of
the convergence of gN (z) towards g(z).
Proposition 6.3. There exists a polynomial R with nonnegative coefficients, a
sequence aN of positive numbers converging towards zero and some nonnegative
integer number α such that, for all z ∈ C \ R,
|gN(z)− g(z)| ≤ (1 + |z|)αR(|ℑz|−1)aN . (6.6)
Proof: 1) The deformed Wigner model case.
Denote by g˜N the Stieltjes transform of µσ⊞µAN . Since we have already proved
in [24] that there exists a polynomial S with nonnegative coefficients such that
for all z ∈ C \ R,
|g˜N (z)− gN(z)| ≤ S(|ℑz|
−1)
N
, (6.7)
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the result will readily follow if we prove that there exists a polynomial T with
nonnegative coefficients and a sequence bN of positive numbers converging to-
wards zero such that, for all z ∈ C+,
|g˜N (z)− g(z)| ≤ T (|ℑz|−1)bN . (6.8)
The proof of (6.8) follows the lines of Section 4 in [24]. For a fixed z ∈ C+,
according to Proposition 3.2, we have the subordination equations:
g˜N (z) = gµAN (F
(a)
σ,µAN
(z)) = gµAN (z − σ2g˜N(z)), (6.9)
g(z) = gν(F
(a)
σ,ν (z)) = gν(z − σ2g(z)). (6.10)
Moreover, using Lemma 7.7 and ℑ(z − σ2g(z)) ≥ ℑz , we deduce from (6.10)
that
g(z) = gµAN (z − σ2g(z)) + ∆N (z) (6.11)
with
|∆N (z)| ≤ vN (1)P1(|ℑz|−1),
where P1 is a polynomial with nonnegative coefficients and vN (1) is a sequence
of positive numbers converging towards zero.
Since z − σ2g(z) ∈ C+, z′ ∈ C is well-defined by the formula :
z′ := Hσ,µAN (z − σ2g(z)),
where Hσ,µAN is defined by (3.3) replacing ν by µAN . One has
|z′ − z| = | − σ2(g(z)− gµAN (z − σ2g(z)))|
≤ σ2vN (1)P1(|ℑz|−1).
• If |ℑz|
2
≤ σ2vN (1)P1(|ℑz|−1),
or equivalently
1 ≤ 2σ2|ℑz|−1P1(|ℑz|−1)vN (1), (6.12)
|g(z)− g˜N (z)| ≤ 2|ℑz|
≤ 4σ2|ℑz|−2P1(|ℑz|−1)vN (1).
• If |ℑz|
2
> σ2vN (1)P1(|ℑz|−1),
one has :
|ℑz′ −ℑz| ≤ |z′ − z| ≤ |ℑz|
2
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which implies ℑz′ ≥ ℑz2 and therefore z′ ∈ C+. Hence, according to (3.4),
it follows that z − σ2g(z) ∈ Ωσ,µAN (where Ωσ,µAN is defined by (3.2)
replacing ν by µAN ) so that F
(a)
σ,µAN
(z′) = z − σ2g(z).
Thus, the approximative equation (6.11) may be rewritten
g(z) = gµAN (F
(a)
σ,µAN
(z′)) + ∆N (z)
and then, using the subordination equation (6.9)
g(z) = g˜N(z
′) + ∆N (z).
Moreover,
|g˜N(z′)− g˜N (z)| = |(z − z′)
∫
R
d(µσ ⊞ µAN )(x)
(z′ − x)(z − x) |
≤ 2σ2vN (1)|ℑz|−2P1(|ℑz|−1).
Hence
|g(z)− g˜N(z)| ≤ |g(z)− g˜N(z′)|+ |g˜N (z′)− g˜N (z)|
≤ (2σ2|ℑz|−2 + 1)vN (1)P1(|ℑz|−1)
Finally we get that for all z ∈ C+,
|g(z)− g˜N (z)| ≤ (4σ2|ℑz|−2 + 1)vN (1)P1(|ℑz|−1)
so that (6.6) is satisfied in the deformed Wigner model setting with aN = vN (1)
and R(x) = (4σ2x2 + 1)P1(x), α = 0.
2) The sample covariance matrix setting
Let z be in C+. Note that it is obviously equivalent to prove such an estimation
for
∣∣∣g
N
(z)− gτc,ν (z)
∣∣∣ where
g
N
(z) =
1− N
p
z
+
N
p
gN (z)
is the expected value of the Stieltjes transform of the spectral measure ofMSN =
1
p
B∗NANBN . In the following any Pi will denote a polynomial with nonnegative
coefficients and aN(i) will denote a sequence of nonnegative numbers converging
towards zero when N goes to infinity. Letting the sum running over k in (7.5)
and dividing by N we have
gN (z) =
∫
dµAN (t)
z(1− tg
N
(z))
+ ∆N (z)
where
|∆N (z)| ≤ (1 + |z|)2P1(|ℑz|−1)aN (1).
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It readily follows that
g
N
(z) =
g
N
(z)
z
ZN
p
,µAN
(g
N
(z)) +
N
p
∆N (z)
where ZN
p
,µAN
is defined by (3.12) replacing ν by µAN and c by
N
p
. Then using
Lemma 7.8 we deduce that
ZN
p
,µAN
(g
N
(z)) = z +RN (z) (6.13)
where for all large N
|RN (z)| ≤ (1 + |z|)5P2(|ℑz|−1)aN (1)
On the other hand, using (7.22) and Lemma 7.8 we have
ZN
p
,µAN
(g
N
(z)) = Z(g
N
(z)) +QN(z) (6.14)
where
|QN(z)| ≤ (1 + |z|)qP3(|ℑz|−1)aN (2)
for some nonnegative integer number q. We readily deduce from (6.13) and
(6.14) that
Z(g
N
(z)) = z + TN(z)
where
|TN(z)| ≤ (1 + |z|)αP4(|ℑz|−1)aN (3)
for some nonnegative integer number α.
Set
z
′
= Z(g
N
(z)).
• If |ℑz|
2
≤ (1 + |z|)αP4(|ℑz|−1)aN (3),
or equivalently
1 ≤ 2|ℑz|−1(1 + |z|)αP4(|ℑz|−1)aN (3),
then
|gτc,ν (z)− gN (z)| ≤
2
|ℑz|
≤ 4|ℑz|−2(1 + |z|)αP4(|ℑz|−1)aN (3).
• If |ℑz|
2
> (1 + |z|)αP4(|ℑz|−1)aN (3),
one has :
|ℑz′ −ℑz| ≤ |z′ − z| < |ℑz|
2
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which implies ℑz′ ≥ ℑz2 and therefore z′ ∈ C+. Note that gN (z) satisfied
the equation
Z =
1
z′ − c ∫ t1−tZ dν(t)
and since gτc,ν (z
′
) is the unique solution in C− of the latter equation, we
can deduce that gτc,ν (z
′
) = g
N
(z).
Hence ∣∣∣g
N
(z)− gτc,ν (z)
∣∣∣ = ∣∣∣gτc,ν (z′)− gτc,ν (z)∣∣∣
≤ |ℑz|−1|ℑz′|−1|z − z′|
≤ 2|ℑz|−2(1 + |z|)αP4(|ℑz|−1)aN (3).
Finally we get that for all z ∈ C+,∣∣∣g
N
(z)− gτc,ν (z)
∣∣∣ ≤ 4|ℑz|−2(1 + |z|)αP4(|ℑz|−1)aN (3)
so that (6.6) is satisfied in the sample covariance matrix setting .
✷
Now, Proposition 6.2 readily follows from (6.5) and Proposition 6.3 using
(7.20), (6.4) and (7.4) and (6.3). ✷
Thus, for any l = 1, . . . , J , (6.1) and Proposition 6.2 yield that for all large
N , for all z ∈ C \ R,
E (Tr [GMN (z)fη,l(AN )]) = φl(z) + ∆N (z) (6.15)
where φl is the following analytic function on C \ R:
φl(z) =


kl
z−σ2g(z)−θl =
kl
F
(a)
σ,ν (z)−θl
if MN =M
W
N ,
kl
z−θl(1−c+czg(z)) =
kl
z(1−θlF (m)c,ν ( 1z ))
if MN =M
S
N ,
and
|∆N (z)| ≤ aN (1 + |z|)αP ( 1|ℑz|)
for some polynomial P with nonnegative coefficients, some sequence aN of pos-
itive real numbers converging to zero when N goes to infinity and some non-
negative integer number α.
According to Lemma 8.5, we have
lim sup
y→0+
(aN )
−1|
∫
hδ,j(t)∆N (t+ iy)dt| < +∞
so that
lim
N→+∞
lim sup
y→0+
|
∫
hδ,j(t)∆N (t+ iy)dt| = 0. (6.16)
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Lemma 6.4. Let θj be in Θo.
(1) Set ρθj = H(θj). If θl ∈ Θ \ {θj}, the map (x, y) 7→ F (a)σ,ν (x+ iy)− θl does
not vanish on [ρθj − 2δ; ρθj + 2δ]× R.
The only vanishing point in [ρθj − 2δ; ρθj + 2δ] × R of the map (x, y) 7→
F
(a)
σ,ν (x+ iy)− θj is (ρθj , 0).
(2) Set ρθj = Z( 1θj ). If θl ∈ Θ\{θj}, the map (x, y) 7→ (x+ iy)(1−θlgτc,ν (x+
iy)) does not vanish on [ρθj − 2δ; ρθj + 2δ]× R.
The only vanishing point in [ρθj − 2δ; ρθj + 2δ] × R of the map (x, y) 7→
(x+ iy)(1− θjgτc,ν (x+ iy)) is (ρθj , 0).
Proof: Note that if y 6= 0, for any x, the imaginary part of F (a)σ,ν (x + iy) − θl
and 1− θlgτc,ν (x+ iy) is nonnull so that we will focus on the case y = 0.
Proof of (1):
• Assume θl /∈ Θo. First, if H ′(θl) < 0, according to (3.5), θl does not
belong to F
(a)
σ,ν (R) so that the conclusion of Lemma 6.4 (1) is true.
Now assume that H ′(θl) = 0. According to (3.5), θl ∈ ∂Ωσ,ν = F (a)σ,ν (R),
and, by Proposition 3.2, F
(a)
σ,ν (x) − θl = 0 implies x = H(θl). For any
u ∈ O(a), we have H(θl) 6= H(u). Indeed, for any u ∈ O(a), there exists
u1, u2 such that [u1;u2] ⊂ O(a) and u1 < u < u2. Since H is globally
nondecreasing on {v ∈c supp (ν), H ′(v) ≥ 0} (see Remark 3.3), we have if
θl < u, H(θl) ≤ H(u1) < H(u) and if θl > u, H(u) < H(u2) ≤ H(θl). It
follows, according to (4.1), that H(θl) belongs to supp(µ⊞σ) and therefore
cannot belong to [ρθj − 2δ; ρθj + 2δ] so that the conclusion of Lemma 6.4
(1) is true.
• Let us consider now, θl ∈ Θo. By Remark 3.2 and Proposition 3.2,
F
(a)
σ,ν (x) − θl = 0 implies x = H(θl) = ρθl . If l 6= j, ρθl does not be-
long to [ρθj − 2δ; ρθj + 2δ] and the proof of Lemma 6.4 (1) is complete.
Proof of (2):
First, note that 0 /∈ [ρθj − 2δ; ρθj + 2δ].
• Assume θl /∈ Θo. First, if Z ′( 1θl ) > 0, according to Remark 3.8, 1θl does
not belong to gτc,ν (R \ {0}) so that the conclusion of Lemma 6.4 (2) is
true.
Now assume that Z ′( 1
θl
) = 0. By Remark 3.4, 1 − θlgτc,ν (x) = 0 with
x nonnull implies x = Z( 1
θl
). In particular, if Z( 1
θl
) = 0, the conclusion
of Lemma 6.4 (2) is true since 0 /∈ [ρθj − 2δ; ρθj + 2δ]. Hence, in the
following, we will deal with θl such that Z( 1θl ) 6= 0. For any u ∈ O(m),
we have Z( 1
θl
) 6= Z( 1
u
). Indeed, for any u ∈ O(m), there exists u1, u2
such that [u1;u2] ⊂ O(m) and u1 < u < u2. Since x 7→ Z( 1x) is globally
nondecreasing on {v 6= 0, v ∈c supp (ν), Z ′( 1
v
) ≤ 0} (see Remark 3.6), we
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have if θl < u, Z( 1θl ) ≤ Z( 1u1 ) < Z( 1u ), and if θl > u, Z( 1u ) < Z( 1u2 ) ≤
Z( 1
θl
). It follows, according to (4.2), that Z( 1
θl
) belongs to supp (τc,ν)
and therefore cannot belong to [ρθj − 2δ; ρθj + 2δ] so that the conclusion
of Lemma 6.4 (2) is true.
• Now, let us consider θl ∈ Θo. By Remark 3.4, 1 − θlgτc,ν (x) = 0 with
x nonnull implies x = Z( 1
θl
) = ρθl . If l 6= j, ρθl does not belong to
[ρθj − 2δ; ρθj + 2δ] and the proof of Lemma 6.4 (2) is complete. ✷
Let θj be in Θo. According to Lemma 6.4, φl is an analytic function on ]ρθj −
2δ; ρθj+2δ[×R for l 6= j and φj is an analytic function on ]ρθj−2δ; ρθj+2δ[×R\
{(ρθj , 0)}. Moreover, for any l, φl(z) = φl(z). We have
1
π
∫
ℑφl(t+ iy)hδ,j(t)dt = 1
2iπ
∫ ρθj− δ2
ρθj−δ
hδ,j(t) [φl(t+ iy)− φl(t− iy)] dt
+
1
2iπ
∫ ρθj+δ
ρθj+
δ
2
hδ,j(t) [φl(t+ iy)− φl(t− iy)] dt
+
1
2iπ
∫ ρθj+ δ2
ρθj− δ2
[φl(t+ iy)− φl(t− iy)] dt
= ∆1 +∆2 +∆3.
We immediately get that limy→0+ ∆1 = 0 and limy→0+ ∆2 = 0. Now,
∆3 =
1
2iπ
∫ ρθj+ δ2
ρθj− δ2
[φl(t+ iy)− φl(t− iy)] dt
=
1
2iπ
∫
γj,y,δ
φl(z)dz
− 1
2π
∫ y
−y
φl(ρθj −
δ
2
+ iu)du
+
1
2π
∫ y
−y
φl(ρθj +
δ
2
+ iu)du,
= ∆3,1 +∆3,2 +∆3,3
where γj,y,δ is the clockwise oriented rectangular with corners ρθj − δ2 − iy,
ρθj− δ2+iy, ρθj+ δ2+iy and ρθj+ δ2−iy. We immediately get that limy→0+ ∆3,2 =
0 and limy→0+ ∆3,3 = 0. Moreover, for all y,
∆3,1 =
1
2iπ
∫
γj,y,δ
φl(z)dz = −Res (φl, ρθj )
with
Res (φl, ρθj ) = 0 if l 6= j,
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and
Res (φj , ρθj) =


kj
F
(a)′
σ,ν (ρθj )
if MN =M
W
N
=
kjρθj
θjF
(m)′
c,ν (
1
ρθj
)
if MN =M
S
N .
Thus
lim
y→0+
1
π
∫
hδ,j(t)ℑφl(t+ iy)dt = 0 if l 6= j, (6.17)
and
lim
y→0+
1
π
∫
hδ,j(t)ℑφj(t+ iy)dt =


−kjH ′(θj) if MN =MWN
kj
Z′( 1
θj
)
θjZ( 1θj )
if MN =M
S
N .
(6.18)
Finally from (6.15), (6.16) (6.18) and (6.17) we deduce that
lim
N→+∞
lim
y→0+
1
π
ℑ
∫
E (Tr [GMN (t+ iy)fη,l(AN )])hδ,j(t)dt = 0 if l 6= j,
and
limN→+∞ limy→0+ 1πℑ
∫
E (Tr [GMN (t+ iy)fη,j(AN )])hδ,j(t)dt
=


−kjH ′(θj) if MN =MWN
kj
Z′( 1
θj
)
θjZ( 1θj )
if MN =M
S
N .
Then, Proposition 4.1 follows by Proposition 6.1 and Lemma 6.3.✷
7 Technical results specific to each model
Lemma 7.1.
(1) For any N ×N Hermitian matrix X,{
(X(i, i))1≤i≤N
(√
2ℜX(i, j))
1≤i<j≤N
(√
2ℑX(i, j))
1≤i<j≤N
}
7→ Tr [hδ,j(X +AN )fη,l(AN )]
is Lipschitz with constant bounded by
√
kl‖hδ,j‖Lip.
(2) For any N × p matrix B,{
(ℜB(i, j), ℑB(i, j))1≤i≤N,1≤j≤p
}
7→ Tr
[
hδ,j(A
1
2
NBB
∗A
1
2
N )fη,l(AN )
]
is Lipschitz with constant bounded by
√
kl
√
2C‖h˜δ,j‖Lip where h˜δ,j(x) =
hδ,j(x
2) and C = supN ‖AN‖.
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Proof Given two N ×N Hermitian matrices X and X ′ , we have (using Lemma
8.2) that∣∣∣Tr [hδ,j(X +AN )fη,l(AN )]− Tr [hδ,j(X ′ +AN )fη,l(AN )]∣∣∣
≤ ‖fη,l(AN )‖2‖X −X ′‖2‖hδ,j‖Lip
and (1) follows since ‖fη,l(AN )‖2 =
√
kl.
To prove (2) we will make use of a useful observation already made in [34]. Let
us introduce the (N + p)× (N + p) matrices
MN+p(B) =
(
0p×p B∗A
1
2
N
A
1
2
NB 0N×N
)
,
NN+p =
(
0p×p 0p×N
0N×p fη,l(AN )
)
.
It is easy to see that
Tr
[
hδ,j(A
1
2
NBB
∗A
1
2
N )fη,l(AN )
]
= Tr
[
h˜δ,j(MN+p(B))NN+p
]
,
where h˜δ,j(x) = hδ,j(x
2). Note that since hδ,j is a C∞ compactly supported
function, h˜δ,j is obviously a Lipschitz function. Hence∣∣∣Tr [hδ,j(A 12NBB∗A 12N )fη,l(AN )]− Tr [hδ,j(A 12NB′(B′)∗A 12N )fη,l(AN )]∣∣∣
=
∣∣∣Tr [h˜δ,j(MN+p(B))NN+p]− Tr [h˜δ,j(MN+p(B′))NN+p]∣∣∣
≤ ‖NN+p‖2
∥∥∥h˜δ,j(MN+p(B))− h˜δ,j(MN+p(B′))∥∥∥
2
≤
√
kl
∥∥∥h˜δ,j∥∥∥
Lip
∥∥∥MN+p(B) −MN+p(B′)∥∥∥
2
. (7.1)
where we used Lemma 8.2 in the last line. Now,∥∥∥MN+p(B)−MN+p(B′)∥∥∥2
2
= 2Tr
[
(B −B′)∗AN (B −B′)
]
≤ 2 ‖AN‖
∥∥∥B −B′∥∥∥2
2
≤ 2C
∥∥∥B −B′∥∥∥2
2
. (7.2)
(2) readily follows from (7.1) and (7.2). ✷
We have proved in Lemma 3.3 [24] that ∀z ∈ C \ R,
E(G˜Wkk(z)) =
1
(z − σ2gWN (z)− γk)
+Rk,N (z), (7.3)
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with
|Rk,N (z)| ≤ P (|ℑz|
−1)
N
for some polynomial P with nonnegative coefficients. Note that
|ℑ(z − σ2gWN (z)− γk)| ≥ |ℑz|. (7.4)
We are going to establish the following similar result for the sample covariance
matrix setting using many ideas from [7].
Proposition 7.1. There exists a polynomial P with nonnegative coefficients
and a sequence aN of nonnegative real numbers converging to zero when N goes
to infinity such that, for any k in {1, . . . , N}, any z in C \ R,
E(G˜Skk(z)) =
1
z − γk(1− Np + Np zgSN(z))
+Rk,N (z), (7.5)
with
|Rk,N (z)| ≤ (1 + |z|)2P (|ℑz|−1)aN .
Proof Let J be a N × N matrix and u be a vector in CN such that J and
J + uu∗ are invertible then
u∗J−1uu∗ (J + uu∗)−1 = u∗J−1 (uu∗ + J) (J + uu∗)−1 − u∗ (J + uu∗)−1
= u∗J−1 − u∗ (J + uu∗)−1
so that
u∗ (J + uu∗)−1 =
u∗J−1
1 + u∗J−1u
. (7.6)
Hence if u1, . . . , up are p vectors and X =
∑p
i=1 uiu
∗
i , denoting by GX(z) the
resolvent (zI −X)−1, (7.6) yields that for any i ∈ {1, . . . , p}, for any z ∈ C \R,
uiGX(z) =
u∗i
(
zI −∑l 6=i ulu∗l )−1
1− u∗i
(
zI −∑l 6=i ulu∗l )−1 ui . (7.7)
Multiplying (7.7) by ui and summing in i yields
XGX(z) =
p∑
i=1
uiu
∗
i
(
zI −∑l 6=i ulu∗l )−1
1− u∗i
(
zI −∑l 6=i ulu∗l )−1 ui . (7.8)
From (7.8) and the resolvent identity
−I + zGX(z) = XGX(z),
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we deduce that
(GX(z))kk =
1
z
+
p∑
i=1
[
uiu
∗
i
(
zI −∑l 6=i ulu∗l )−1
]
kk
z
[
1− u∗i
(
zI −∑l 6=i ulu∗l )−1 ui
] . (7.9)
Noticing that
G˜S(z) = G
1
p
D
1
2 UXS
N
U∗D
1
2
(7.10)
and that
1
p
D
1
2UXSNU
∗D
1
2 =
p∑
i=1
uiu
∗
i
where ui =
1√
p
D
1
2Uxi and xi is the ith column of BN , we deduce from (7.9)
that
G˜Skk(z) =
1
z
+
1
p
p∑
i=1
[
D
1
2Uxix
∗
iU
∗D
1
2
(
zI − 1
p
∑
l 6=iD
1
2Uxlx
∗
l U
∗D
1
2
)−1]
kk
z
{
1− 1
p
x∗iU∗D
1
2
(
zI − 1
p
∑
l 6=iD
1
2Uxlx∗l U∗D
1
2
)−1
D
1
2Uxi
} .
(7.11)
Set for i = 1, . . . , p,
yi =
1√
p
A
1
2
Nxi
and
M
(i)
N =
1
p
∑
l 6=i
A
1
2
Nxlx
∗
lA
1
2
N =
∑
l 6=i
yly
∗
l .
Note that the yi’s are i.i.d and that yi is independent of M
(i)
N . Note also that
MSN =M
(i)
N + yiy
∗
i .
(7.11) can be rewritten as follows
G˜Skk(z) =
1
z
+
1
p
p∑
i=1
[
D
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗
]
kk
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
} (7.12)
Now applying (7.9) with ui = yi and X = M
S
N , summing on k and dividing by
N we have
trN
(
GMS
N
(z)
)
=
1
z
+
1
N
p∑
i=1
y∗i
(
zI −M (i)N
)−1
yi
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
}
=
1
z
− p
N
1
z
+
1
N
p∑
i=1
1
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
} .(7.13)
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Let us define the p× p matrix
MSN =
1
p
B∗NANBN .
Since
trp
(
GMS
N
(z)
)
=
1− N
p
z
+
N
p
trN
(
GMS
N
(z)
)
, (7.14)
we deduce from (7.13) that
trN
(
GMSN (z)
)
=
1
p
p∑
i=1
1
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
} . (7.15)
Following the ideas of Section 6.4.1 of [7], we are going to establish the following
preliminary lemma.
Lemma 7.2. There exists a constant K > 0 and a sequence of nonnegative
numbers aN converging to zero when N goes to infinity such that for each i =
1, . . . , p, ∀z ∈ C \ R,∥∥∥∥∥∥∥∥trp
(
GMS
N
(z)
)
− 1
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
}
∥∥∥∥∥∥∥∥
L2
≤ K |z||ℑz|3 aN .
We have from (7.15)
trp
(
GMS
N
(z)
)
− 1
z
{
1−y∗i
(
zI−M(i)N
)−1
yi
}
=
1
p
∑
l 6=i
y∗l
(
zI −M (l)N
)−1
yl − y∗i
(
zI −M (i)N
)−1
yi
z
{
1− y∗l
(
zI −M (l)N
)−1
yl
}{
1− y∗i
(
zI −M (i)N
)−1
yi
} .
Lemma 7.3. For any N ×N positive semidefinite matrix H, any vector v in
CN and any z in C \ R,
1
|z {1− v∗(zI −H)−1v} | ≤
1
|ℑz| .
Proof:
ℑ{zv∗(zI −H)−1v} = 1
2i
{
zv∗(zI −H)−1v − z¯v∗(z¯I −H)−1v}
=
1
2i
v∗
{
(I − 1
z
H)−1 − (I − 1
z¯
H)−1
}
v
= − ℑz|z|2 v
∗(I − 1
z
H)−1H(I − 1
z¯
H)−1v.
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Hence
|ℑ [z {1− v∗(zI −H)−1v}] | = |ℑz|{1 + 1I|z|2 v∗(I − 1zH)−1H(I − 1z¯ H)−1v
}
≥ |ℑz|
and Lemma 7.3 follows.✷
According to Lemma 7.3, for any l and i in {1, . . . , p},
1∣∣∣∣z
{
1− y∗l
(
zI −M (l)N
)−1
yl
}{
1− y∗i
(
zI −M (i)N
)−1
yi
}∣∣∣∣
≤ |z||ℑz|2 .
Hence∥∥∥∥∥∥trp
(
GMS
N
(z)
)
− 1
z
{
1−y∗i
(
zI−M(i)N
)−1
yi
}
∥∥∥∥∥∥
L2
≤ |z||ℑz|2
1
p
∑
l 6=i
∥∥∥∥y∗l (zI −M (l)N )−1 yl − y∗i (zI −M (i)N )−1 yi
∥∥∥∥
L2
.
We have
y∗l
(
zI −M (l)N
)−1
yl − y∗i
(
zI −M (i)N
)−1
yi
= y∗l
(
zI −M (l)N
)−1
yl − 1
p
Tr
[(
zI −M (l)N
)−1
AN
]
+
1
p
Tr
[(
zI −M (l)N
)−1
AN
]
− 1
p
Tr
[(
zI −M (i)N
)−1
AN
]
+
1
p
Tr
[(
zI −M (i)N
)−1
AN
]
− y∗i
(
zI −M (i)N
)−1
yi
= ∆l +∆l,i −∆i.
We have
|∆l,i| ≤
∣∣∣∣1pTr
[{(
zI −M (l)N
)−1
− (zI −MSN)−1
}
AN
]∣∣∣∣
+
∣∣∣∣1pTr
[{(
zI −MSN
)−1 − (zI −M (i)N )−1
}
AN
]∣∣∣∣
≤ 2‖AN‖|ℑz|p ≤
2C
|ℑz|p
where we used Lemma 6.9 [7]) in the last line.
Now we have for any l = 1, . . . , p,
y∗l
(
zI −M (l)N
)−1
yl =
1
p
x∗lA
1
2
N
(
zI −M (l)N
)−1
A
1
2
Nxl
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so that according to Proposition 8.1 in the Appendix, for any l = 1, . . . , p,
‖∆l‖L2 ≤
√
K
√
N
p
1√
p
‖AN‖
|ℑz| ≤
√
N
p
1√
p
C
|ℑz| .
It follows that∥∥∥∥∥∥∥∥trp
(
GMS
N
(z)
)
− 1
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
}
∥∥∥∥∥∥∥∥
L2
≤ 2C|z||ℑz|3
(
1
p
+
√
N
p
1√
p
)
and the proof of Lemma 7.2 is complete. ✷
Lemma 7.4. There exists a constant K > 0 such that, for any k = 1, . . . , N ,
for any i = 1, . . . , p and any z in C \ R,∥∥∥∥
[
D
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗
]
kk
∥∥∥∥
L2
≤ K|ℑz| .
Proof: Note that[
D
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗
]
kk
= TrD
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗Ekk
= x∗iA
1
2
N
(
zI −M (i)N
)−1
U∗EkkD
1
2Uxi.
Thus, according to Proposition 8.1 in the Appendix,∥∥∥∥
[
D
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗
]
kk
− TrA 12N
(
zI −M (i)N
)−1
U∗EkkD
1
2U
∥∥∥∥
L2
≤ K
[
TrA
1
2
N
(
zI −M (i)N
)−1
U∗EkkDEkkU
(
z¯I −M (i)N
)−1
A
1
2
N
] 1
2
≤ C|ℑz| .
Since moreover ∣∣∣∣TrA 12N (zI −M (i)N )−1 U∗EkkD 12U
∣∣∣∣ ≤ C|ℑz| ,
we deduce that∥∥∥∥
[
D
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗
]
kk
∥∥∥∥
L2
≤ 2C|ℑz| .
✷
We will need this last lemma concerning the variance of trp
(
GMS
N
(z)
)
.
Lemma 7.5. There exists some polynomial P with nonnegative coefficients such
that, ∀z ∈ C \ R,∥∥∥trp (GMS
N
(z)
)
− E
(
trp
(
GMS
N
(z)
))∥∥∥
L2
≤ 1
p2
(|z|+ 1)2 P (|ℑz|−1) .
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Proof: Let us define Ψ : R2(p×N) →MN×p(C) by
Ψ : {xij , yij , i = 1, . . . , N, j = 1, . . . , p} →
∑
i=1,...,N
∑
j=1,...,p
(
xij +
√−1yij
)
Eij .
Let F be a smooth complex function on MN×p(C) and define the complex
function f on R2(p×N) by setting f = F ◦Ψ. Then,
‖gradf(u)‖ = sup
V ∈MN×p(C),TrV V ∗=1
∣∣∣∣ ddtF (Ψ(u) + tV )|t=0
∣∣∣∣ .
We have BN = Ψ(ℜ((BN )ij),ℑ((BN )ij), 1 ≤ i ≤ N, 1 ≤ j ≤ p) where the
distribution of {√2ℜ((BN )ij),
√
2ℑ((BN )ij), 1 ≤ i ≤ N, 1 ≤ j ≤ p} satisfies a
Poincare´ inequality with constant CPI .
Hence consider F : B → trN (zIN −A
1
2
N
BB∗
p
A
1
2
N )
−1.
Let V ∈MN×p(C) such that TrV V ∗ = 1.
d
dt
F (B + tV )|t=0 = 1
Np
Tr(GMS
N
(z)A
1
2
NV B
∗A
1
2
NGMSN (z))
+
1
Np
Tr(GMS
N
(z)A
1
2
NBV
∗A
1
2
NGMSN (z)). (7.16)
By Cauchy-Schwartz inequality, we have∣∣∣ 1NpTr(GMSN (z)A 12NV B∗NA 12NGMSN (z))∣∣∣
≤ 1
N
√
p

TrB∗NA
1
2
N
[
GMSN (z)
]2
AN
[
GMSN (z¯)
]2
A
1
2
NBN
p


1
2
(TrV V ∗)
1
2
=
1√
Np
[
trNM
S
N
[
GMSN (z)
]2
AN
[
GMSN (z¯)
]2] 12
.
Since by the resolvent identity
MSNGMSN (z) = −IN + zGMSN ,
we have
trNM
S
N
[
GMS
N
(z)
]2
AN
[
GMS
N
(z¯)
]2
= −trNGMS
N
(z)AN
[
GMS
N
(z¯)
]2
+ ztrN
[
GMS
N
(z)
]2
AN
[
GMS
N
(z¯)
]2
,
we can deduce that
trNM
S
N
[
GMSN (z)
]2
AN
[
GMSN (z¯)
]2
≤ ‖AN‖|ℑz|3 +
|z|‖AN‖
|ℑz|4 ≤ C(|z|+1)P
(|ℑz|−1) ,
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where P is a polynomial with non negative coefficients. Hence∣∣∣∣ 1NpTr(GMSN (z)A 12NV B∗NA 12NGMSN (z))
∣∣∣∣ ≤ 1√NpC(|z|+ 1)P (|ℑz|−1) .
Since a similar upper bound can be obtained in the same way for the second
term on the right hand side of (7.16) we deduce that
E

( sup
V ∈MN×p(C),TrV V ∗=1
∣∣∣∣ ddtF (BN + tV )|t=0
∣∣∣∣
)2
1
2
≤ 2C√
Np
(|z|+1)P (|ℑz|−1) .
Therefore, Poincare´ inequality yields∥∥∥trN (GMSN (z))− E(trN (GMSN (z)))∥∥∥L2 ≤ 1Np (|z|+ 1)2Q (|ℑz|−1)
where Q is a polynomial with non negative coefficients. Now, since
trp
(
GMS
N
(z)
)
−E
(
trp
(
GMS
N
(z)
))
=
N
p
[
trN
(
GMS
N
(z)
)
− E
(
trN
(
GMS
N
(z)
))]
,
Lemma 7.5 follows. ✷
Using (7.12), we have for any z in C \ R,
E
(
G˜Skk(z)
)
=
1
z
+
1
p
p∑
i=1
E (Φi,k)E
(
trpGMSN (z)
)
+
1
p
p∑
i=1
E
[
Φi,k
{
trpGMS
N
(z)− E
(
trpGMS
N
(z)
)}]
+
1
p
p∑
i=1
E

Φi,k


1
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
} − trpGMSN (z)




where
Φi,k =
[
D
1
2Uxix
∗
iA
1
2
N
(
zI −M (i)N
)−1
U∗
]
kk
.
By Cauchy-Schwartz inequality, using Lemmas 7.4 and 7.2, we easily have that
there exists a constantK and a sequence of nonnegative numbers aN converging
towards zero when N goes to infinity such that for any k = 1, . . . , N ,∣∣∣∣∣∣∣∣
1
p
p∑
i=1
E

Φi,k


1
z
{
1− y∗i
(
zI −M (i)N
)−1
yi
} − trpGMS
N
(z)




∣∣∣∣∣∣∣∣ ≤
K|z|
|ℑz|4 aN .
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By Cauchy-Schwartz inequality, using Lemmas 7.4 and 7.5, we also have that
there exists a polynomial P with nonnegative coefficients such that∣∣∣∣∣1p
p∑
i=1
E
[
Φi,k
{
trpGMS
N
(z)− E
(
trpGMS
N
(z)
)}]∣∣∣∣∣ ≤ 1p2 (|z|+ 1)2P (|ℑz|−1).
Thus
E
(
G˜Skk(z)
)
=
1
z
+
1
p
p∑
i=1
E (Φi,k)E
(
trpGMS
N
(z)
)
+∆N (k) (7.17)
where there exists a polynomial Q with nonnegative coefficients and a sequence
of nonnegative numbers bN converging towards zero when N goes to infinity
such that, for any k = 1, . . . , N ,
|∆N (k)| ≤ (|z|+ 1)2Q(|ℑz|−1)bN .
Now, one can easily see that
E (Φi,k) = γkE([U(zI −M (i)N )−1U∗]kk)
= γkE([(zI −
∑
l 6=i
ulu
∗
l )
−1]kk) (7.18)
where
ui =
1√
p
D
1
2Uxi.
Lemma 7.6. There exists a polynomial P with nonnegative coefficients such
that for any i = 1, . . . , p, any k = 1, . . . , N , any z ∈ C \ R,∣∣∣∣∣∣E
(
G˜Skk(z)
)
− E([(zI −
∑
l 6=i
ulu
∗
l )
−1]kk)
∣∣∣∣∣∣ ≤ 1p (|z|+ 1)P (|ℑz|−1).
Proof: Remember that according to (7.10),
E(G˜Skk(z)) = E([(zI −
p∑
l=1
ulu
∗
l )
−1]kk).
By the formula (3.3.4) in [7], we have
[(zI −
p∑
l=1
ulu
∗
l )
−1]kk = [(zI −
∑
l 6=i
ulu
∗
l )
−1]kk +
ψi,k
1− u∗i
(
zI −∑l 6=i ulu∗l )−1 ui
where
ψi,k =



zI −∑
l 6=i
ulu
∗
l

−1 uiu∗i

zI −∑
l 6=i
ulu
∗
l

−1


kk
.
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Noticing that
ψi,k =
1
p
x∗iU
∗D
1
2 (zI −
∑
l 6=i
ulu
∗
l )
−1Ekk(zI −
∑
l 6=i
ulu
∗
l )
−1D
1
2Uxi,
we have by Proposition 8.1 that∥∥∥∥ψi,k − 1pTrD (zI −∑l 6=i ulu∗l )−1Ekk (zI −∑l 6=i ulu∗l )−1
∥∥∥∥
L2
≤ K
p

TrD(zI −∑
l 6=i
ulu
∗
l )
−1Ekk(zI −
∑
l 6=i
ulu
∗
l )
−1(z¯I −
∑
l 6=i
ulu
∗
l )
−1Ekk(z¯I −
∑
l 6=i
ulu
∗
l )
−1D


1
2
≤ CK
p|ℑz|2 .
Using also Lemma 7.3, we readily have that∣∣∣∣E(G˜Skk(z))− E
([(
zI −∑l 6=i ulu∗l )−1
]
kk
)∣∣∣∣
≤ |z|
p|ℑz|

 CK|ℑz|2 + E


∣∣∣∣∣∣TrD(zI −
∑
l 6=i
ulu
∗
l )
−1Ekk(zI −
∑
l 6=i
ulu
∗
l )
−1
∣∣∣∣∣∣



 .
Since ∣∣∣∣∣∣TrD(zI −
∑
l 6=i
ulu
∗
l )
−1Ekk(zI −
∑
l 6=i
ulu
∗
l )
−1
∣∣∣∣∣∣ ≤ C|ℑz|2 ,
Lemma 7.6 readily follows. ✷
Hence (7.18) and Lemma 7.6 yield
E (Φi,k) = γkE
(
G˜Skk(z)
)
+ τi,k
with |τi,k| ≤ 1p (|z|+ 1)P (|ℑz|−1) and thus, using equation (7.17), there exists
a polynomial Q with nonnegative coefficients and a sequence of nonnegative
numbers aN converging towards zero when N goes to infinity such that for any
k = 1, . . . , N ,
E
(
G˜Skk(z)
)
=
1
z
+ γkE
(
G˜Skk(z)
)
E
(
trpGMS
N
(z)
)
+ ξk
with
|ξk| ≤ (|z|+ 1)2Q(|ℑz|−1)aN .
Thus {
z − γkzE
(
trpGMSN (z)
)}
E
(
G˜Skk(z)
)
= 1 + zξk. (7.19)
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Using the resolvent identity
zGMS
N
(z) = Ip +M
S
NGMSN (z)
we can easily see that
ℑ
[
ztrpGMS
N
(z)
]
= −(ℑz)trpGMS
N
(z)∗MSNGMSN (z).
Hence
|ℑ
{
z − γkzE
(
trpGMS
N
(z)
)}
|
= |ℑz|
{
1 + γktrpGMS
N
(z)∗MSNGMSN (z)
}
≥ |ℑz|. (7.20)
Thus (7.19) yields that
E
(
G˜Skk(z)
)
=
1
z − γkzE
(
trpGMSN (z)
) + ξ′k
with
|ξ′k| ≤
|z|
|ℑz| (|z|+ 1)
2
Q(|ℑz|−1)aN .
Proposition 7.1 readily follows since (see(7.14)) we have
E
(
trpGMS
N
(z)
)
=
N
p
E
(
trNGMS
N
(z)
)
+
1− N
p
z
.
✷
To prove Proposition 6.3 in the previous section, we need the following de-
scription, when the matrix AN and the measure ν satisfied Assumption A in
the Introduction, of the convergence of gµAN (z) towards gν(z) and of the con-
vergence of ZN
p
,µAN
(z) towards Z(z) (dealing in the last case with measures on
[0;+∞[) where ZN
p
,µAN
(z) is defined by (3.12) replacing ν by µAN and c by
N
p
.
Lemma 7.7. Under Assumption A, there exists polynomials P1 and P2 with
nonnegative coefficients and sequences vN (1) and vN (2) of positive numbers con-
verging towards zero such that for all z ∈ C \ R,
|gµAN (z)− gν(z)| ≤ P1(|ℑz|−1)vN (1), (7.21)
|ZN
p
,µAN
(z)−Z(z)| ≤ (|z|+ 1)2P2(|ℑz|−1)vN (2), (7.22)
Proof: Let us introduce
νˆN =
1
N − r
N−r∑
j=1
δβj(N).
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Let us fix ǫ > 0. According to the assumption (2.1), for N large all the βj(N)
are in the set {x, d(x, supp ν) < ǫ}. Moreover, {x, d(x, supp ν) < ǫ} may be
covered by a finite number nǫ of disjoint intervals Ii(ǫ) with diameter smaller
than ǫ, of the form ]ai(ǫ); bi(ǫ)] where ai(ǫ) and bi(ǫ) are two continuity points
of the distribution function of ν. Note that for any i = 1, . . . , nǫ, when N goes
to infinity,
νˆN (Ii(ǫ))→ ν(Ii(ǫ)).
Since | 1
N
∑J
i=1
1
z−θi | ≤ rN |ℑz|−1, and |
[
1
N
− 1
N−r
]∑N−r
j=1
1
z−βj(N) | ≤ rN |ℑz|−1,
we focus on the difference gνˆN (z) − gν(z). Similarly, since | 1N
∑J
i=1
θi
1−θiz | ≤
r
N
|ℑz|−1, and |
[
1
N
− 1
N−r
]∑N−r
j=1
βj(N)
1−βj(N)z | ≤ rN |ℑz|−1, we focus on the differ-
ence ZN
p
,νˆN
(z)−Z(z) where ZN
p
,νˆN
is defined by (3.12) replacing ν by νˆN and
c by N
p
.
gνˆN (z)− gν(z) =
nǫ∑
i=1

 1N − r ∑
βj(N)∈Ii(ǫ)
1
z − βj(N) −
∫
Ii(ǫ)
1
z − xdν(x)


=
∑
i,ν(Ii(ǫ))=0
1
N − r
∑
βj(N)∈Ii(ǫ)
1
z − βj(N)
+
∑
i,ν(Ii(ǫ))>0
1
N − r
∑
βj(N)∈Ii(ǫ)
1
ν(Ii(ǫ))
∫
Ii(ǫ)
(
1
z − βj(N) −
1
z − x
)
dν(x)
+
∑
i,ν(Ii(ǫ))>0
(
νˆN (Ii(ǫ))
ν(Ii(ǫ))
− 1
)∫
Ii(ǫ)
1
z − xdν(x)
= ∆1 +∆2 +∆3.
where
|∆1| ≤
∑
i,ν(Ii(ǫ))=0
νˆN (Ii(ǫ))|ℑz|−1,
|∆2| ≤ ǫ
∑
i,ν(Ii(ǫ))>0
νˆN (Ii(ǫ))|ℑz|−2 ≤ ǫ|ℑz|−2,
|∆3| ≤
∑
i,ν(Ii(ǫ))>0
|νˆN (Ii(ǫ))− ν(Ii(ǫ))||ℑz|−1.
Hence
|gνˆN (z)− gν(z)| ≤
(|ℑz|−2 + |ℑz|−1)
(
ǫ+
nǫ∑
i=1
|νˆN (Ii(ǫ))− ν(Ii(ǫ))|
)
and then
lim sup
N→+∞
sup
z∈C\R
{(|ℑz|−2 + |ℑz|−1)−1 |gνˆN (z)− gν(z)|} ≤ ǫ.
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Since this is true for any ǫ > 0, we get that
lim
N→+∞
sup
z∈C\R
{(|ℑz|−2 + |ℑz|−1)−1 |gνˆN (z)− gν(z)|} = 0
which yields (7.21).
Now, since moreover |ZN
p
,νˆN
(z) − Zc,νˆN (z)| ≤ |Np − c||ℑz|−1 we will study
Zc,νˆN (z)−Z(z). Similarly,
1
c
[Zc,νˆN (z)−Z(z)] =
nǫ∑
i=1

 1N − r ∑
βj(N)∈Ii(ǫ)
βj(N)
1− βj(N)z −
∫
Ii(ǫ)
x
1− xz dν(x)


=
∑
i,ν(Ii(ǫ))=0
1
N − r
∑
βj(N)∈Ii(ǫ)
βj(N)
1− βj(N)z
+
∑
i,ν(Ii(ǫ))>0
1
N − r
∑
βj(N)∈Ii(ǫ)
1
ν(Ii(ǫ))
∫
Ii(ǫ)
(
βj(N)
1− βj(N)z −
x
1− xz
)
dν(x)
+
∑
i,ν(Ii(ǫ))>0
(
νˆN (Ii(ǫ))
ν(Ii(ǫ))
− 1
)∫
Ii(ǫ)
x
1− xz dν(x)
= ∆1 +∆2 +∆3.
where
|∆1| ≤
∑
i,ν(Ii(ǫ))=0
νˆN (Ii(ǫ))|ℑz|−1,
|∆2| ≤
∑
i,ν(Ii(ǫ))>0

 1N − r ∑
βj(N)∈Ii(ǫ)
1
ν(Ii(ǫ))
∫
Ii(ǫ)
|βj(N)− x|
|z|2(| 1
z
− βj(N)|| 1z − x|
dν(x)


≤ ǫ
∑
i,ν(Ii(ǫ))>0
νˆN (Ii(ǫ))|z|−2
∣∣∣∣ℑ(1z )
∣∣∣∣−2
≤ ǫ|z|2|ℑz|−2,
|∆3| ≤
∑
i,ν(Ii(ǫ))>0
|νˆN (Ii(ǫ))− ν(Ii(ǫ))||ℑz|−1.
Hence
|1
c
[Zc,νˆN (z)−Z(z)]| ≤
(|z|2|ℑz|−2 + |ℑz|−1)
(
ǫ+
nǫ∑
i=1
|νˆN (Ii(ǫ))− ν(Ii(ǫ))|
)
and then
lim sup
N→+∞
sup
z∈C\R
{(|z|2|ℑz|−2 + |ℑz|−1)−1 |1
c
[Zc,νˆN (z)−Z(z)]|
}
≤ ǫ.
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Since this is true for any ǫ > 0, we get that
lim
N→+∞
sup
z∈C\R
{(|z|2|ℑz|−2 + |ℑz|−1)−1 |Zc,νˆN (z)−Z(z)|} = 0
and (7.22) follows. ✷
In the sample covariance matrix setting we will need the following upper
bound of 1ℑ(gS
N
(z)) where
gS
N
(z) = E
(
trpGMSN (z)
)
=
N
p
E
(
trNGMSN (z)
)
+
1− N
p
z
,
with
MSN =
1
p
B∗NANBN .
Lemma 7.8. There exists a constant C such that for any z in C \ R,∣∣∣∣∣ 1ℑ(gS
N
(z))
∣∣∣∣∣ ≤ C(1 + |z|)2|ℑz|−1
Proof: Note that
|ℑ(gS
N
(z))| = |ℑz|E
[∫
R
dµMN (x)
|z − x|2
]
.
Now, for any x in the spectrum of MSN ,
|z − x|2 ≤ 2(|z|2 + ‖MSN‖2) ≤ 2(|z|2 + ‖AN‖2‖
1
p
B∗NBN‖2)
so that, with C = supN ‖AN‖,
E
[∫
R
dµMN (x)
|z − x|2
]
≥ E
[
1
2(|z|2 + C2‖ 1
p
B∗NBN‖2)
]
.
According to Theorem 5.11 in [7],
∥∥∥ 1pB∗NBN∥∥∥ = c(1 + 1√c )2 + oa.s,N (1) so that
by the dominated convergence Theorem we can deduce that for all large N ,
E
[∫
R
dµMN (x)
|z − x|2
]
≥ 1
2(|z|2 + C1)
where C1 > [Cc(1 +
1√
c
)2]2. Therefore∣∣∣∣∣ 1ℑ(gS
N
(z))
∣∣∣∣∣ ≤ 2(|z|
2 + C1)
|ℑz| .
so that Lemma 7.8 readily follows. ✷
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8 Appendix
8.1 Poincare´ inequality and concentration inequalities
We first derive in this section concentration inequalities based on the Poincare´
inequality. We refer the reader to the book [2]. A probability measure µ on R is
said to satisfy the Poincare´ inequality with constant CPI if for any C1 function
f : R→ C such that f and f ′ are in L2(µ),
V(f) ≤ CPI
∫
|f ′|2dµ,
with V(f) =
∫ |f − ∫ fdµ|2dµ.
We refer the reader to [21] for a characterization of the measures on R which
satisfy a Poincare´ inequality.
Remark 8.1. If the law of a random variable X satisfies the Poincare´ inequality
with constant CPI then, for any fixed α 6= 0, the law of αX satisfies the Poincare´
inequality with constant α2CPI .
If a probability measure µ on R satisfies the Poincare´ inequality with constant
CPI then the product measure µ
⊗M on RM satisfies the Poincare´ inequality with
constant CPI in the sense that for any differentiable function F such that F and
its gradient ∇F are in L2(µ⊗M ),
V(f) ≤ CPI
∫
‖∇F‖22dµ⊗M
with V(f) =
∫ |f − ∫ fdµ⊗M |2dµ⊗M (see Theorem 2.5 in [33]) .
An important consequence of the Poincare´ inequality is the following con-
centration result.
Lemma 8.1. Lemma 4.4.3 and Exercise 4.4.5 in [1] or Chapter 3 in [41].
Let P be a probability measure on RM which satisfies a Poincare´ inequality with
constant CPI . Then there exists K1 > 0 and K2 > 0 such that, for any Lipschitz
function F on RM with Lipschitz constant |F |Lip,
∀ǫ > 0, P (|F − EP(F )| > ǫ) ≤ K1 exp
(
− ǫ
K2
√
CPI |F |Lip
)
.
8.2 Technical tools
We need the following result on the extension of Lipschitz functions on R to the
Hermitian matrices.
Lemma 8.2. (see [27]) Let f be a real CL-Lipschitz function on R. Then its
extension on the N ×N Hermitian matrices is CL-Lipschitz with respect to the
norm ‖M‖2 = {Tr(MM∗)} 12 .
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Proof: Let A and B be N × N Hermitian matrices. Let us consider their
spectral decompositions
A =
∑
i
λi(A)P
(A)
i
and
B =
∑
i
λi(B)P
(B)
i .
We have
‖f(B)− f(A)‖22 = Tr
(∑
i
f(λi(A))P
(A)
i −
∑
i
f(λi(B))P
(B)
i
)2
= Tr

∑
i
f(λi(A))
2P
(A)
i +
∑
j
f(λj(B))
2P
(B)
j


−2
∑
i,j
f(λi(A))f(λj(B))Tr(P
(A)
i P
(B)
j )
= Tr

∑
ij
(f(λi(A))
2P
(A)
i P
(B)
j +
∑
i,j
(f(λj(B))
2P
(A)
i P
(B)
j


−2
∑
i,j
f(λi(A))f(λj(B))Tr(P
(A)
i P
(B)
j )
=
∑
i,j
(f(λi(A)) − f(λj(B))2Tr(P (A)i P (B)j ).
Now, since Tr(P
(A)
i P
(B)
j ) ≥ 0, we can deduce that
‖f(B)− f(A)‖22 ≤
∑
i,j
C2L(λi(A)− λj(B))2Tr(P (A)i P (B)j ) = C2L‖B −A‖22.✷
We recall here some useful properties of the resolvent (see [39, 22]).
Lemma 8.3. For a N × N Hermitian or symmetric matrix M , for any z ∈
C \ Spect(M), we denote by G(z) := (zIN −M)−1 the resolvent of M .
Let z ∈ C \ R,
(i) ‖G(z)‖ ≤ |ℑz|−1 where ‖.‖ denotes the operator norm.
(ii) |G(z)ij | ≤ |ℑz|−1 for all i, j = 1, . . . , N .
(iii) Let z ∈ C such that |z| > ‖M‖; we have
‖G(z)‖ ≤ 1|z| − ‖M‖ .
We recall here the following classical result due to Weyl.
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Lemma 8.4. (cf. Theorem 4.3.7 of [37]) Let B and C be two N×N Hermitian
matrices. For any pair of integers j, k such that 1 ≤ j, k ≤ N and j+k ≤ N+1,
we have
λj+k−1(B + C) ≤ λj(B) + λk(C).
For any pair of integers j, k such that 1 ≤ j, k ≤ N and j + k ≥ N +1, we have
λj(B) + λk(C) ≤ λj+k−N (B + C).
The following result on quadratic forms is of basic use in the sample co-
variance matrix setting. Note that, a complex random variable x will be said
standardized if E(x) = 0 and E(|x|2) = 1.
Proposition 8.1. (Lemma 2.7 [5]) Let B = (bij) be a N×N matrix and YN be
a vector of size N which contains i.i.d standardized entries with bounded fourth
moment. Then there is a constant K > 0 such that
E|Y ∗NBYN − TrB|2 ≤ KTr(BB∗).
The following technical lemma is fundamental in this paper. We refer the
reader to the Appendix of [22] where it is proved using the ideas of [35].
Lemma 8.5. Let h be an analytic function on C \ R which satisfies
|h(z)| ≤ (|z|+K)αP (|ℑz|−1)
and ϕ be in C∞(R,R) with compact support. Then,
lim sup
y→0+
|
∫
R
ϕ(x)h(x + iy)dx| < +∞.
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