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Abstract. The algebra of monodromy matrices for sl(n) trigonometric R-
matrix is studied. It is shown that a generic finite-dimensional polynomial
irreducible representation of this algebra is equivalent to a tensor product
of L-operators. Cocommutativity of representations is discussed and inter-
twiners for factorizable representations are written through the Boltzmann
weights of the sl(n) chiral Potts model.
Introduction
Let us consider an algebra generated by noncommutative entries of the
matrix T (u) satisfying the famous bilinear relation originated from the quan-
tum inverse scattering method [1]
R(λ− µ)T (λ)T (µ) = T (µ)T (λ)R(λ− µ)
where R(λ) is R-matrix – a solution of the Yang-Baxter equation. For his-
torical reasons this algebra is called the algebra of monodromy matrices. It
possesses a natural bialgebra structure with the coproduct (1.5). If G is a
simple finite-dimensional Lie algebra and R(λ) is G -invariant R-matrix the
algebra of monodromy matrices after a proper specialization gives the Yan-
gian Y (G) introduced by Drinfeld [2]. If R(λ) is corresponding trigonometric
R-matrix [3,4] (see (1.1) for sl(n) case) this algebra is closely connected with
Uq(G) and Uq(Ĝ) at zero level [2,4–6]. In the last case it is convenient to use
new variable u = expλ rather than λ . If R(λ) is sl(2) elliptic R-matrix
[7,8] the algebra of monodromy matrices gives rise to Sklyanin’s algebra [9].
In this paper we shall study algebras of monodromy matrices for sl(n)
trigonometric R-matrices [10]. In the framework of the quantum inverse scat-
tering method finite-dimensional irreducible representations of these algebras
which depend polynomially on the spectral parameter u are of the special in-
terest. They correspond to integrable models on a finite lattice. L-operators
are irreducible representations with linear dependence on the spectral pa-
rameter, and usually we get polynomial representation as a tensor product
of L-operators. The question is to examine whether all finite-dimensional
polynomial irreducible representations can be obtained in this way. For the
sl(2) case corresponding to the R-matrix of the six-vertex model the answer
is known. If ω is generic that each wanted representation is equivalent to a
tensor product of L-operators [11,12]. If ω is a root of 1 the situation is more
complicated. In this case only generic representation are equivalent to tensor
products of L-operators, but there are also exist representations, which are
not of this form [12]. For generic ω in the sl(n) case finite-dimensional
irreducible representations was described in [13,14], but to obtain all of them
from L-operators the notion of an L-operator should be generalized. Here
we study sl(n) case for ω being a root of 1 and obtain the same results as
for the sl(2) case [12].
As well known, the deformation parameter being a root of 1 is a pecu-
liar case for quantum groups [15]. It is the same for algebras of monodromy
matrices under consideration if ωN = 1 . In this case a generic polynomial
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finite-dimensional irreducible representation is cyclic (without highest and
lowest vectors). Moreover, as usual irreducible representations do not cocom-
mute, their tensor products in direct and inverse orders are not equivalent
in contrast to what takes place for generic ω . The whole set of irreducible
representations exfoliate to varieties of cocommuting representations. For a
couple of cocommuting representations one can define an intertwiner realiz-
ing an equivalence of two tensor products. Intertwiners gives us solutions of
the Yang-Baxter equation, representations playing a role of spectral param-
eters. In the sl(2) case an intertwiner for L-operators can be written as a
product of four factors and each of them can be expressed explicitly through
the Boltzmann weights of the chiral Potts model [12,16]. A direct general-
ization of this construction for the sl(n) case leads to the sl(n) chiral Potts
model [17] and minimal representations of Uq(ĝl(n)) [18]. Unfortunately,
minimal L-operators from [17] (which correspond to minimal representations
of Uq(ĝl(n)) [18]) are not generic from the point of view of this paper. For a
generic L-operator necessary factorization if exists contains n factors instead
of two factors for minimal one, so an intertwiner is a product of n2 factors.
But explicit expressions for these factors can be written through the same
Boltzmann weight of the sl(n) chiral Potts model. Recently, another factor-
ization for a generic L-operator was obtained and corresponding formula for
an intertwiner was written by use of the same Boltzmann weight [19].
The paper is organized as follows. In the first section we give definitions
and formulate results without proofs. Next two sections contain proofs of the
Theorems 1,2 . In the forth section we introduce factorized L-operators and
build their intertwiners; the connection with the sl(n) chiral Potts model is
also discussed. In the last sections we give technical details and necessary
proofs. Some proofs which can be done by explicit calculation are omitted.
1. The algebra of monodromy matrices
Let us define an algebra of monodromy matrices for the sl(n) trigono-
metric R-matrix. Denote for short M = EndCn . The R-matrix R(u) is
considered as an element of M⊗2 and has the following nonzero entries:
Riiii(u) = 1− uω ,
Rijij(u) = ωij(1− u) , R
ij
ji(u) = u
θij(1− ω) , i 6= j
(1.1)
where θij =
{
1 , i < j
0 , i ≥ j
, ωijωji = ω
1+δij and δij is the Kronecker symbol.
We also introduce a tensor ǫ such that ωij = ω
ǫij . This definition of R(u)
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differs slightly from the original one [10]. A variable u is called the spectral
parameter. R(u) satisfies the Yang-Baxter equation:
12
R(u)
13
R(uv)
23
R(v) =
23
R(v)
13
R(uv)
12
R(u) .
Here we use the standard matrix notations, superscripts indicating the way
of embeddings M⊂M⊗3 as corresponding factors.
Definition 1.1. The algebra of monodromy matrices A is the algebra de-
fined by generators Tij(u), Hi i, j = 1, . . . , n and relations
R(u)
1
T (uv)
2
T (v) =
2
T (v)
1
T (uv)R(u) (1.2)
[ω̂l ⊗Hl , T (u)] = 0 , ω̂l = diag (1, . . . , ω
l-th
, . . . , 1) , (1.3)
HiHj = HjHi ,
∏
l
Hl = 1
where T (u) ∈M⊗A with entries Tij(u) ∈ A .
Here and later
∏
l
≡
n∏
l=1
and the same convention is implied for sums. More
explicit form Eq.(1.3) is
HlTij(u) = Tij(u)Hlω
δlj−δli . (1.4)
One can introduce the natural coproduct ∆ : A → A⊗2 :
∆(T (u)) = T1(u)T2(u) ∈M⊗A
⊗2 ,
∆(Hl) = Hl ⊗Hl
(1.5)
(subscripts indicate the way of embedding A ⊂ A⊗2 ) and counit ε : A → C :
ε(T (u)) = I , ε(Hl) = 1
making A a bialgebra, hence a tensor product of A -modules is also A -
module. The algebra A is closely connected with the algebra Uq(ĝl(n)) ,
but does not exactly coincide with it. In the section 8 we shall discuss the
structure of the algebra A in more details.
We are interesting in a special class of representations of the algebra A .
Often the representation will be indicated by a superscript.
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Definition 1.2. A representation π of the algebra A is called a polynom-
ial representation if dim π <∞ , T π(u) is polynomial on u and T πij(0) = 0
for i < j . deg π ≡ deg T π = max
ij
(θij + deg T
π
ji) is called a degree of the
representation π .
The algebra A has the well known element detq T (u) which is called the
quantum determinant (the exact definition of detq T (u) is given in section
6). Henceforward we assume that all ǫij are integer.
Lemma 1.1. Q(u) = detq T (u)
∏
il
Hǫlil is a central element.
Proof. In section 6.
Lemma 1.2. ∆(detq T (u)) = detq T (u)⊗ detq T (u)
Proof. In section 7.
For a polynomial representation π , deg π =M, T (u) ≡ T π(u) we define
Tii(u) = T
∞
ii (−u)
M + . . .+ T 0ii ,
Tij(u) = (−u)
θij (T∞ij (−u)
M−1 + . . .+ T 0ij) , i 6= j , (1.6)
Q(u) = Q∞(−u)nM + . . .+Q0 .
Lemma 1.3. Let π be a polynomial representation, T (u) ≡ T π(u) , Hi ≡
Hπi . Operators t
∞
i = T
∞
ii ·
∏
l
H−ǫill and t
0
i = T
0
ii ·
∏
l
Hǫlil commute with
T (u) , H1, . . . , Hn .
It is obvious that Q∞ =
∏
i
t∞i , Q
0 =
∏
i
t0i .
Henceforth throughout the paper we take ω being a primitive N -th root
of 1 . In this case the algebra A has an additional large set of central ele-
ments. To describe them explicitly we introduce an operation 〈·〉 as follows:
〈O〉(uN ) =
N∏
k=1
O(uωk) .
Lemma 1.4. 〈Tij〉(v) , H
N
1 , . . . , H
N
n are central elements.
Proof. In section 7.
Define the element 〈T 〉(v) ∈M⊗A such that 〈T 〉ij(v) = 〈Tij〉(v) .
Lemma 1.5. ∆(〈T 〉(v)) = 〈T1〉(v)〈T2〉(v) .
Proof. In section 7.
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Definition 1.3. For any T ∈ M let ATk , B
T
k , C
T
k be the following minors:
ATk is the principal minor generated by the first k rows and columns.
BTk is generated by the first k rows and k+1 columns (except the k -th
column).
CTk is generated by the first k+1 rows and k columns (except the k -th
row).
Definition 1.4. T (v) ∈ M[v] , deg T = M is called an A-polynomial if it
enjoys the properties
(1) Tij(0) = 0 if i < j .
(2) deg Tij < M if i > j .
(3) For any k < n ATk (v) has exactly kM nonzero simple zeros.
(4) If ATk (v0) = 0 then B
T
k (v0) 6= 0 and C
T
k (v0) 6= 0 .
AM[v] denotes the set of all A-polynomials.
It is evident that degATk = kM, degB
T
k ≤ kM, degC
T
k < kM and A
T
k (0) 6=
0 , BTk (0) = 0 .
Definition 1.5. ΥM is a variety of sets Σ = {T (v) ∈ AM[v] ,Q(u) ∈
C[u] , hi , z
∞
i , z
0
i }
n
i=1 such that deg T =M and
Tii(v) =
(
(−v)M (z∞i )
N + . . .+ (z0i )
Nh−1l
)∏
l
hǫill ,
Q(u) = (−u)nM
∏
i
z∞i + . . .+
∏
i
z0i ,
det T (v) = 〈Q〉(v)
∏
il
hǫill ,
∏
l
hl = 1 . (1.7)
Lemma 1.6. ΥM is diffeomorphic to a dense open set in C
n2M+2n−1 .
Proof. In section 2.
Definition 1.6. The polynomial representation π is called an A-represen-
tation if 〈T 〉
π
(v) ∈ AM[v] and deg 〈T 〉
π
= deg π . An irreducible A-repres-
entation of degree 1 is called an elementary representation (L-operator).
For any irreducible A-representation π we put
Σπ = {〈T 〉
π
(v) , Qπ(u) , (HNl )
π , (t∞i )
π , (t0i )
π} .
Lemma 1.7. Σπ ∈ ΥM , M = deg π .
Proof. In section 7.
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Theorem 1. For any set Σ ∈ ΥM there exists a unique irreducible A-rep-
resentation π such that Σπ = Σ . Moreover, deg π = M and dimπ =
N (n−1)nM/2 .
Theorem 2. A generic irreducible A-representation of degree M ≥ 1 is
equivalent to a tensor product of M elementary representations.
Note. One can check if a representation π is equivalent to a tensor product
of elementary representations using only 〈T 〉
π
(v) .
2. The Proof of Theorem 1. Uniqueness
In order to prove the Theorem 1 we shall describe the construction of an
irreducible A-representation inspired by Drinfeld’s new realization of Yan-
gians [13] and the ideas of the functional Bethe ansatz [20]. Let us introduce
the special elements of the algebra A – quantum minors of T (u) ; the exact
definition and the calculation of commutation relations for quantum minors
is given in section 6. The following quantum minors will play an important
role:
Âk(u) is a principal minor generated by the first k rows and columns;
B̂k(u) is generated by the first k rows and k + 1 columns (except the
k -th column);
Ĉk(u) is generated by the first k + 1 rows and k columns (except the
k -th row);
D̂k(u) is generated by the first k+1 rows and columns (except the k -th
row and column);
It is also convenient to introduce improved minors whose commutation rela-
tions are simpler than for original ones:
Ak(u) = Âk(u)Ĥk , Bk(u) = B̂k(u)Ĥk ,
Ck(u) = Ĉk(u)Ĥk , Dk(u) = D̂k(u)Ĥk−1
∏
l
H
−ǫk+1,l
l ,
(2.1)
Ĥk =
k∏
i=1
∏
l
H−ǫill .
Main commutation relations read as follows:
[Ai(u) , Aj(v)] = [Ai(u) , Hl] = 0
[Ai(u) , Bj(v)] = [Ai(u) , Cj(v)] = [Bi(u) , Cj(v)] = 0 , i 6= j ,
[Bi(u) , Bi(v)] = [Ci(u) , Ci(v)] = 0 ,
(2.2)
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HlBi(u) = ω
δi+1,l−δilBi(u)Hl , HlCi(u) = ω
δil−δi+1,lCi(u)Hl ,
Bi(u)Bj(v) = ω
ηjiBj(v)Bi(u)
Ci(u)Cj(v) = ω
ηijCj(v)Ci(u)
, |i− j| > 1 , (2.3)
ηij = ǫi,j+1 + ǫi+1,j − ǫij − ǫi+1,j+1
(u− v)Ai(u)Bi(v) = (u− vω)Bi(v)Ai(u)− v(1 − ω)Bi(u)Ai(v)
ω(u− v)Ai(u)Ci(v) = (uω − v)Ci(v)Ai(u) + u(1− ω)Ci(u)Ai(v)
(2.4)
Di(u)Ai(uω)− ωBi(u)Ci(uω)H
(i) = Ai+1(uω)Ai−1(u) , (2.5)
H(i) =
∏
l
H
ǫil−ǫi+1,l
l (2.6)
where A0(u) = 1 , An(u) = Q(u) . Note that
H(i)Bj(u) = ω
ηijBj(u)H
(i) , H(i)Cj(u) = ω
−ηijCj(u)H
(i) .
Let us also define improved minors of 〈T 〉(v) :
A〈〉k (v) = A
〈T 〉
k (v)Ĥ
N
k , B
〈〉
k (v) = B
〈T 〉
k (v)Ĥ
N
k ,
C〈〉k (v) = C
〈T 〉
k (v)Ĥ
N
k
(2.7)
where minors A〈T 〉k (v) , B
〈T 〉
k (v) , C
〈T 〉
k (v) were defined above.
Lemma 2.1. 〈Ai〉(v) = A
〈〉
i (v) , 〈Bi〉(v) = B
〈〉
i (v) , 〈Ci〉(v) = C
〈〉
i (v) .
Proof. In section 7.
Denote by
◦
A the subalgebra generated by {Âk(u) , B̂k(u) , Ĉk(u) , Hk}
n−1
k=1 .
Certainly,
◦
A is also generated by {Ak(u) , Bk(u) , Ck(u) , Hk}
n−1
k=1 .
Now let us fix throughout this section an irreducible A-representation π
of degree M and take all elements of the algebra A in this representation.
(The explicit indication of π will be omitted.) Let {ζij} be the set of all
zeros of the polynomial A〈〉i (v) . Because π is an A-representation, all these
zeros are nonzero and simple. Introduce operators αkj , βkj , γkj as follows
Ak(u) = A
∞
k
kM∏
j=1
(αkj − u) , α
N
kj = ζkj , A
∞
k =
k∏
i=1
t∞i , (2.8)
βij = Bi(αij) , γij = Ci(αij) . (2.9)
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When substituting αij instead of the spectral parameter the ordering of
noncommuting factors has to be chosen. We prefer to put all α ’s to the
right, but one can choose another ordering and all the following remains
correct. Eq.(2.2)–(2.6) and the Lemma 2.1 lead to the following relations for
these operators:
[αik , αjl] = [αik , Hl] = [Hi , Hl] = 0 ,
αikβjl = βjlαijω
δijδkl , αikγjl = γjlαijω
−δijδkl ,
Hiβjl = ω
δi,j+1−δijβjlHi , Hiγjl = ω
δij−δi,j+1γjlHi ,
(2.10)
[βik , βil] = [βik , γjl] = [γik , γil] = 0 , i 6= j ,
βikβjl = βjlβikω
ηij , γikγjl = γjlγikω
−ηij , |i− j| > 1 ,
(2.11)
ωβikγikH
(i) = −Ai+1(αik)Ai−1(αikω
−1) ,
γikβikH
(i) = −Ai+1(αikω)Ai−1(αik) ,
(2.12)
βNij = B
〈〉
i (ζij) , γ
N
ij = C
〈〉
i (ζij) , (2.13)
A∞k
kM∏
j=1
αkj =
k∏
i=1
t0iH
−1
i . (2.14)
Since π is an A-representation βij and γij are invertible (see (2.13)). For
present the definition (2.8) of operators αij is formal. To make it sensible
we introduce a vector v – a common eigenvector of Ai(u) , i = 1, . . . , n− 1
and the subspace V = π(
◦
A)v .
Lemma 2.2.
1. V is spanned by common eigenvectors of Ai(u) with different eigenval-
ues.
2. αij , βij , γij can be well defined on V as operators satisfying relations
(2.10)–(2.14).
3. dimV = N (n−1)nM/2 .
Proof (Sketch). Evidently we can define αij on v claiming v to be its
eigenvector with the appropriate eigenvalue. Then the subspace V can be
set up step by step starting from v by use of βkl and γkl . At every step
the definition of αij can be naturally extended to fulfil relations (2.10). It
is easy to check that this construction can be realized self-consistently giving
the subspace V of the required dimension and operators αij , βij , γij on
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it satisfying the relations (2.10)–(2.14). And for the operators Bk(u) and
Ck(u) we have the interpolating formulae:
Bk(u) = u
kM∑
i=1
βkiα
−1
ki Pki(u) , Ck(u) =
M∑
i=1
γkiPki(u) (2.15)
where Pki(u) =
kM∏
j=1
j 6=i
u− αkj
αki − αkj
.
Note. By the definition of α’s one can retell the first point saying that V is
spanned by common eigenvectors of α’s with different eigenvalues.
One can also see that for v′ – another common eigenvector of Ai(u) V
and V ′ = π(
◦
A)v′ are isomorphic as π(
◦
A)-orbits.
To complete this part of the proof of the Theorem 1 it is enough to show
that V is invariant with respect to π(A) . To have more compact notations
we shall show that π(A) ⊂ π(
◦
A) using αij , βij , γij . The way of doing this
is the following recursive process. The first step is trivial:
T11(u) = Â1(u) , T12(u) = B̂1(u) , T21(u) = Ĉ1(u)
(see (2.1),(2.6)). T22(u) can be tested by means of the relation
Â2(uω) = T22(uω)T11(u)− ω21T21(uω)T12(u) .
To pass to the 3 by 3 principal submatix one has to use relations
B̂2(uω) = ω21
(
ω−131 T23(uω)T11(u)− T21(uω)T13(u)
)
,
Ĉ2(uω) = ω31
(
ω−121 T32(uω)T11(u)− T31(uω)T12(u)
)
.
(2.16)
Substituting here u = α1i we obtain the interpolating formulae for T13(u) ,
T31(u) :
T13(u) = −uω
−1
21 Ĥ1
M∑
i=1
γ−11i B̂2(α1iω)α
−1
1i P1i(u) ,
T31(u) = −ω
−1
32 Ĥ1
M∑
i=1
Ĉ2(α1iω)β
−1
1i P1i(u) .
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Now T23(u) , T32(u) ∈ π(
◦
A) due to (2.16) and to test T33(u) we recall that
Â3(uω) = T33(uω)Â2(u) + known terms .
For further steps we have to introduce additional quantum minors:
B̂kl(u) is generated by the first k rows and k−1 columns together with
(k + l)-th column;
Ĉkl(u) is generated by the first k− 1 rows and k columns together with
(k + l)-th row;
D̂Bkl(u) is generated by the first k − 1 rows and columns together with
(k + l)-th row and (k + 1)-th column;
D̂Ckl(u) is generated by the first k − 1 rows and columns together with
(k + 1)-th row and (k + l)-th column.
We also define the corresponding improved minors:
Bkl(u) = B̂kl(u)Ĥk , D
B
kl(u) = D̂
B
kl(u)Ĥk−1
∏
l
H
−ǫk+1,i
i
Ckl(u) = Ĉkl(u)Ĥk , D
C
kl(u) = D̂
C
kl(u)Ĥk−1
∏
l
H
−ǫk+1,i
i
(cf.(2.1)) and use the relations
DBkl(u)Ak(uω)− ωBkl(u)Ck(uω)H
(k) =
ωk+l,k
ωk+1,k
Bk+1,l−1(uω)Ak−1(u)
DCkl(u)Ak(uω)− ωBk(u)Ckl(uω)H
(k) =
ωk+1,k
ωk+l,k
Ck+1,l−1(uω)Ak−1(u)
(2.17)
which look similar to (2.5). To check Ti4(u) ∈ π(
◦
A) , i = 1, 2, 3 the following
formulae have to be written:
H(2)B22(u) = −uω
−1
34
2M∑
i=1
γ−12i B3(α2iω)A1(α2i)α
−1
2i P2i(u) , (2.18)
B̂22(uω) = ω21
(
ω−141 T24(uω)T11(u)− T21(uω)T14(u)
)
, (2.19)
T14(u) = −uω
−1
21 Ĥ
−1
1
M∑
i=1
γ−11i B̂22(α1iω)α
−1
1i P1i(u) , (2.20)
Eq.(2.18),(2.20) are obtained from the first of Eq.(2.17) for k = 2 and
Eq.(2.19) respectively after the following substitutions: u = α2iω
−1 and
u = α1i . Now T24(u) ∈ π(
◦
A) due to (2.19) and to test T34(u) we use
ω41ω42B̂3(uω) = ω31ω32T34(uω)Â2(u) + known terms .
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In the same manner we can show that T4i(u) ∈ π(
◦
A) , i = 1, 2, 3 . In order
to test T44(u) and thus to complete this step of the process we look to
Â4(uω) = T44(uω)Â3(u) + known terms .
It is quite evident how to do next steps by means of relations (2.17) and
interpolating formulae. As a result of this recursive process we can express
all Tkl(u) through operators αij , βij , γij . Justifying this formal calculations
like in the Lemma 2.2 we convince ourselves that π(A)V ⊂ V .
Proof of Lemma 1.6. The recursive process desribed above certainly
has the “classical limit” – a very similar one for usual matrix polynom-
ials. It shows that the variety ΥM can be parametrized by Q(u) , minors
ATi (v) , B
T
i (v) , C
T
i (v) , i = 1, . . . , n− 1 and hi , z
∞
i , z
0
i , i = 1, . . . , n .
Now it is very easy to find independent parameters in which the identity
mapping is the required diffeomorphism.
3. The Proof of Theorem 1. Existence
Let a set Σ ∈ ΥM be given. We have to find an irreducible A-rep-
resentation π such that Σ = Σπ . Define the algebra
◦
AΣ by generators
{αik, βik, γik, Hi}
M
i=1
iM
k=1 and relations (cf.(2.7)–(2.14)):
[αik , αjl] = [αik , Hl] = [Hi , Hl] = 0 ,
αikβjl = βjlαijω
δijδkl , αikγjl = γjlαijω
−δijδkl ,
Hiβjl = ω
δi,j+1−δijβjlHi , Hiγjl = ω
δij−δi,j+1γjlHi ,
[βik , βil] = [βik , γjl] = [γik , γil] = 0 , i 6= j ,
βikβjl = βjlβikω
ηij , γikγjl = γjlγikω
−ηij , |i− j| > 1 ,
ωβikγikH
(i) = −Ai+1(αik)Ai−1(αikω
−1) ,
γikβikH
(i) = −Ai+1(αikω)Ai−1(αik) ,
αNij = ζij , β
N
ij = ĥiB
T
i (ζij) , γ
N
ij = ĥiC
T
i (ζij) ,
k∏
i=1
z∞i
kM∏
j=1
αkj =
k∏
i=1
z0iH
−1
i ,
Ak(u) =
k∏
i=1
z∞i
kM∏
j=1
(αkj − u) , H
(i) =
∏
l
H
ǫil−ǫi+1,l
l ,
12
ĥk =
k∏
i=1
∏
l
h−ǫill .
It easy to see that
◦
AΣ is a simple algebra isomorphic to EndC
N(n−1)nM/2 so
it has a unique irreducible representation and any its representation is faith-
ful. Before we have shown that an irreducible A-representation π generates
the irreducible representation of the algebra
◦
AΣpi . Now we would like to re-
verse a logic. Let B(u) , C(u) be defined by Eq.(2.15) and Â(u) , B̂(u) , Ĉ(u)
by Eq.(2.1). Define the homomorphism ϕ : A →
◦
AΣ on generators as fol-
lows: ϕ(Hi) = Hi and ϕ(Tij(u)) is given by the recursive process described
in the previous section. For the definition of ϕ to be correct all the relations
(1.1) have to be preserved by ϕ . To verify this is to check some polynomial
identities on ΥM . So they have to be checked only for generic Σ and it
certainly will be done if an irreducible A-representation π such that Σπ = Σ
will be shown. Though we return almost to the starting point of the con-
sideration we have a profit to solve the problem only for generic Σ . In this
case the required irreducible A-representation can be built from some simple
primitives.
Later we shall treat Cn -coordinate indices modulo n , excepting the cases
when they appear in inequalities. Introduce the algebra W generated by
Fi , Gi , Hi , i = 1, . . . , n and relations
FiFj = FjFi , FiHj = HjFi , HiHj = HjHi ,
ωijFiGj = GjFiωi,j+1 , HiGj = GjHiω
δi,j+1−δij , (3.1)
ωijGiGj = GjGiωi+1,j+1 ,
∏
l
Hl = 1 .
Let fi = Fi
∏
l
H−ǫill , F = F1 . . . Fn , and G = G1 . . .Gn . Elements fi , F
N
i ,
GNi , H
N
i , i = 1, . . . , n and FG
−1 clearly generate the center of W . The
mapping φ : A →W :
Tij(u)
φ
−→ − uFiδij + (−u)
θijGiδi+1,j ,
Hl
φ
−→ Hl
(3.2)
is a homomorphism of algebras. It is easy to calculate that
Q(u)
φ
−→ (−u)n−1ω(1−n)n/2
(
(−1)nG
n∏
i=2
ω1i − uF
)
,
〈Tij〉(v)
φ
−→ − vFNi δij + (−v)
θijGNi δi+1,j .
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For any representation ξ of the algebra W the representation ξ ◦ φ of the
algebra A will be called a simplest representation.
Let V = EndCN and X,Z ∈ V be the following matrices: Xij =
δi,j+1 (mod N) , Zij = ω
iδij . Define naturally operators Xi , Zi ∈ V
⊗n :
Xi = I
⊗(i−1) ⊗X ⊗ I⊗(n−i−1) , Zi = I
⊗(i−1) ⊗ Z ⊗ I⊗(n−i−1)
and introduce the subspace H ⊂ (CN )⊗n as the eigenspace Z⊗n = 1 .
Lemma 3.1. Let ai , bi , ci , i = 1, . . . , n be arbitrary numbers such that∏
i
ci = 1 and mij , i, j = 1 . . . , n be integers such that mi,l+1 − mil −
ml,i+1 −mli = ǫi+1,l+1 − ǫil . The mapping ξ :W → EndH :
Fi = ai
∏
l
Zǫill , Gi = biXi+1X
−1
i
∏
l
Zmill , Hi = ciZi
is a representation of the algebra W .
Now we have got a lot of simplest representations to extract the required
irreducible A-representation from a tensor product of simplest representa-
tions. Let κi , i = 1, . . . , nM be zeros of Q(u) (simple for generic case),
and let us take nonzero vectors Ψi ∈ kerT (κ
N
i ) which are unique up to scale
factor due to (1.7). Define step by step a sequence of simplest representations
σi = ξi ◦ φ such that
Qσi(κi) = 0 , 〈T 〉
σi(κNi )Ψii = 0 ,
nM∏
⊗
j=1
ξj(fl) = z
∞
l ,
nM∏
⊗
j=1
σj(H
N
l ) = hl ,
(3.3)
where Ψ1i = Ψi , Ψi+1,j = 〈T 〉
σi(κNj )Ψij
and take the representation π = π(σ1, . . . , σnM ) such that
T π(u) = (−u)(1−n)MTnM (u;σnM ) · . . . · T1(u;σ1) ,
Hπi =
nM∏
⊗
j=1
σj(Hi) , Ti(u;σi) = T
σi
i (u) .
(3.4)
Lemma 3.2. 〈T 〉
π
(v) = T (v) .
Proof. Consider the ratio τ(v) = 〈T 〉
π
(v)T −1(v) . This is a meromorphic
function having poles only at points κNi . But Eq.(3.3),(3.4) show that for
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any i res
n=κN
i
τ(u) = 0 . Hence, τ(v) does not depend on v . Taking limits
v → 0 and v →∞ we see that τ(v) is both an upper triangular matrix with
unit diagonal and a lower triangular one. Then τ(v) is the unit matrix.
One can easily check that the representation π is a polynomial A-rep-
resentation of degree M and Qπ(u) = Q(u) , t∞i = z
∞
i . As a corollary of
the Lemma 3.2 we have got that (t0i )
N =
nM∏
⊗
j=1
σj(G
N
i−j) = (z
0
i )
N . According
to the Lemma 1.3 the representation π can be restricted to a maximal com-
mon eigenspace of operators t0i =
nM∏
⊗
j=1
ξj
(
Gi−j
∏
l
Hǫlil
)
, i = 1, . . . , n . It is
obvious that we can choose this eigenspace H0 such that t0i
∣∣
H0
= z0i . So an
irreducible component π0 ⊂ π
∣∣
H0
is an irreducible A-representation such
that: Σπ
0
= Σ .
Proof of Theorem 2. This Theorem simply follows from the formula
(3.11) and the Theorem 1 . Let π0 be an irreducible A-representation, Σ =
Σπ0 and the representation π = π(σ1, . . . , σnM ) is built as described above.
One can see that operators t0i are organized as products of commuting factors
tik =
(k+1)n∏
⊗
j=kn+1
ξj
(
Gi−j
∏
l
Hǫlil
)
. Let Hk be a maximal common eigenspace of
tik , i = 1, . . . , n and
n⊗
k=1
Hk ⊂ H0 . Taking πk as an irreducible component
of π(σkn+1, . . . , σ(k+1)n)
∣∣
Hk
it is easy to see that πk is an elementary rep-
resentation. The representation
π0 = πM ⊗ . . .⊗ π1 (3.5)
is an A-representation of degree M , dimπ0 = N (n−1)nM/2 and Σπ
0
=
Σ . Therefore it should be irreducible, equivalent to π0 and (3.5) is its
decomposition to a tensor product of elementary representations.
4. Cocommuting representations and intertwiners
Definition 4.1. Representations π1, π2 of the algebra A are called co-
commuting representations if the representations π1 ⊗ π2 and π2 ⊗ π1 are
equivalent. A linear invertible operator R such that
Rπ1 ⊗ π2(∆(O)) = π2 ⊗ π1(∆(O))R (4.1)
for any O ∈ A is called their intertwiner.
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Lemma 4.1. Let π1, π2 be cocommuting representations and all central el-
ements are represented in π1 ⊗ π2 by scalars. Then
[〈T 〉
π1(v), 〈T 〉
π2(v)] = 0 (4.2)
Proof. The statement follows from the Lemmas 1.4 ,1.5 .
Lemma 4.2. Let π1, π2 be irreducible A-representations and both π1 ⊗ π2
and π2 ⊗ π1 be A-representations. Then π1 and π2 cocommute if and only
if Eq.(4.2) is satisfied and their intertwiner is unique modulo scalar factor.
Proof. Due to the Theorem 1 both π1 ⊗ π2 and π2 ⊗ π1 are irreducible
A-representations because of their dimensions. So the part “only if” follows
from the previous Lemma. On the other hand if Eq.(4.2) is satisfied it follows
from Eq.(1.5),(1.6) and the Lemmas 1.2 , 1.5 that Σπ1⊗π2 = Σπ2⊗π1 . Hence
returning to the Theorem 1 we obtain that they are equivalent irreducible
representations.
So we reduce the problem to consideration of matrix A-polynomials in-
stead of irreducible A-representations. For T (v) ∈ AM[v] let MT [v] ⊂
M[v] be spanned by vkT l(v) , k, l ≥ 0 .
Lemma 4.3. Let P(v) , T (v) ∈ AM[v] and [P(v) , T (v)] = 0 . Then for
generic T (v) P(v) ∈MT [v] .
Lemma 4.4. Let T (v) ∈ AM[v] and Tλ(v) = T (v)− λI . Then for generic
T (v) corankTλ(v) ≤ 1 for all λ, u .
Proof. If λ0, v0 such that corankTλ0(v0) > 1 exist then λ0 is a common
zero of det Tλ(v0) , A
Tλ
n−1(v0) and B
Tλ
n−1(v0) as polynomials on λ . Therefore,
v0 is a common zero of three their mutual resultants as polynomials on v .
But it is impossible for generic T (v) .
Proof of Lemma 4.3. Let us recall that if X ∈ M has a “simple”
spectrum in a sense that corank (X −λI) ≤ 1 for all λ then the set {X k}n−1k=0
is a basis of its commutant. A generic T (v) has a “simple” spectrum for
all v , so P(v) =
n−1∑
k=0
Pk(v)T
k(v) . Treating this equality as a system of
linear equations for functions Pk(v) we see that it has a unique solution for
any finite v . Taking into account the Cramer’s formulae one can see that
Pk(v) must be whole rational functions, i.e. polynomials. The same idea
applied to the highest order terms (infinite v ) gives the equality for degrees:
degP = max
k
(degPk , k deg T ) .
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Certainly, if P1(v),P2(v) ∈ MT [v] then [P1(v) ,P2(v)] = 0 . And vice versa,
one can say that if [P1(v) ,P2(v)] = 0 then generically P1(v),P2(v) ∈ MT [v]
for some T (v) .
Later we shall use the following trivial idea: A nonzero meromorphic
function is not zero at generic point.
Lemma 4.5. For generic A-polynomial P(v) its power Pm(v) is also an
A-polynomial.
Corollary. For generic T (v) ∈ AM[v] and P1(v),P2(v) ∈ MT [v] P1(v),
P2(v) ∈ AM[v] .
Now let us return to the intertwiners. Due to the Theorem 1 the space of
irreducible A-representations of degree M is ΥM and all of them can be real-
ized in the same space VM = CN
(n−1)nM/2
. Define RT as a set of irreducible
representations π such that 〈T 〉π(v) ∈ MT [v] . We want to treat an inter-
twiner as a function of the intertwining representations and it can be done.
According to Lemmas 4.3,4.5 intertwiners for cocommuting irreducible A-rep-
resentations of degrees M ,M ′ define modulo scalar factor a locally holomor-
phic Hom(V M, VM
′
)-valued function on
⋃
T
R×2T ∩ (ΥM × ΥM ′) . Moreover,
this function evidently is nearly meromorphic function, only a common scalar
factor can be multivalued. Later we imply an intertwiner to be considered
as a function of representations in the sense described above.
Lemma 4.6. Let R(π1, π2) be an intertwiner for cocommuting irreducible
representations π1 , π2 . Then generically trR(π1, π2) 6= 0 .
Proof. It is sufficient to take π1 = π
⊗l and π2 = π
⊗m for some irreducible
A-representation π and integers l,m . Generically π⊗2 is also an irreducible
A-representation and R(π, π) is proportional to the permutation operator.
Now one can give the explicit expression for the intertwiner R(π1, π2) and
show that trR(π1, π2) ∝ N
k where k is the maximal common factor of l
and m .
This Lemma shows that trR(π1, π2) = 1 is a good normalization condition
making an intertwiner a pure meromorphic function.
Lemma 4.7. Let πa ∈ RT , a = 1, 2, 3 be irreducible A-representations such
that all πa⊗πb (a 6= b) are A-representations. Then intertwiners R(πa, πb)
satisfy the Yang-Baxter equation
R12(π1, π2)R13(π1, π3)R23(π2, π3) = R23(π2, π3)R13(π1, π3)R12(π1, π2) .
Proof. We consider the both sides of this equality as functions on
⋃
T
R×3T .
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Put ℜ =
(R23(π2, π3)R13(π1, π3)R12(π1, π2))
−1R12(π1, π2)R13(π1, π3)R23(π2, π3) .
ℜ commutes with all operators of the representation π1 ⊗ π2 ⊗ π3 which is
generically an A-representation, hence ℜ is a scalar. Moreover, from
R12(π1, π2)R13(π1, π3)R23(π2, π3)R12(π1, π2)
−1 = ℜR23(π2, π3)R13(π1, π3)
we see that tr (R13(π1, π3)R23(π2, π3)) = ℜ tr (R23(π2, π3)R13(π1, π3)) . So
ℜ = 1 .
Proof of Lemma 4.5. It is enough for any degree l and power m to
give an example of a polynomial P(v) , degP = l satisfying items 1,2 of the
Definition 1.4 such that AP
m
k (v) has simple zeros and to give an example of
a similar polynomial S(v) , deg S = l such that AS
m
k (v) and B
Sm
k (v) have
no common zeros. We shall take P(v) as follows:
Pii(v) = (v − wi)
l , wi 6= wj if i 6= j
Pi,k+1(v) = v , Pk+1,i(v) = ε
i = 1, . . . , k
Pii(v) = 1 , i = k + 1, . . . , n , Pij(v) = 0 otherwise .
One can calculate that for ε→ 0
AP
m
k (v) =
k∏
i=1
(v − wi)
lm + εv
k∑
i=1
k∏
j=1
j 6=i
(u− wj)
lm
m−2∑
s=0
(v − wi)
s + o(ε)
so AP
m
k (v) have simple zeros for small enough ε .
We shall seek for a polynomial S(v) of the following type:
S(v) =
 a(v) vb 00 (w − v)l 0
0 0 (w − v)lI

where a(v) is a k by k block, b is a k-column and I is the (n−k−1) dim-
ensional unit matrix. Let a(v) be a k-dimensional A-polynomial of degree l ,
deta(v) has simple zeros, deta(w) 6= 0 and the principal (k − 1)-th minor
of a(v) is not zero at zeros of deta(v) . One can build such a matrix a(v)
in a way similar to the formulae (3.3),(3.4). Let us also take b /∈ ima(v) at
zeros of deta(v) . The technical exercise is to show that BS
m
k (v) is not zero
at zeros of AS
m
k (v) .
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5. sl(n) chiral Potts model
Unfortunately, no reasonable explicit expression for intertwiners of generic
A-representations can be obtained directly, even for the sl(2) case. The
way to obtain such an expression in this case is to use the factorization
of A-representations to simplest representations. As a result formulae for
intertwiners through the Boltzmann weights of the chiral Potts model can be
got [12,16]. The first generalization of the chiral Potts model to the sl(n)
case was proposed in [17,18] and corresponding formulae for intertwiners of
minimal cyclic representations were written. Here we will discuss another
generalization, concerning A-representations. Although minimal representa-
tions are not A-representations the same Boltzmann weights as in [17,18]
happen to be used (cf.[19]).
Let us take a two-dimensional subspace Π ⊂ C2n and introduce a couple
(Γ,Φ) where Γ is a variety:
Γ =
{
p ∈ C2n | 〈p〉 ∈ Π
}
,
p =
(
a1 . . . an
b1 . . . bn
)
, 〈p〉 =
(
aN1 . . . a
N
n
bN1 . . . b
N
n
)
,
and Φ is an n by n matrix such that ΦNijΦ
−N
kl =
∂(aNi , b
N
j )
∂(aNk , b
N
l )
. Here the
right hand side is a Jacobian calculated on the subspace Π . Always later we
shall refer only to Γ implying the couple (Γ,Φ) . Let
◦
W be the quotient of
the algebra W modulo relations FG−1 = 1 ,
FNi = 1 , G
N
i = ω1iω
−1
i1 , H
N
i = 1 , i = 1, . . . , n
and Z be the center of
◦
W . We shall retain the same notations for generators
in case of
◦
W keeping in mind new extra relations. One can see that Z is
generated by fi = Fi
∏
l
H−ǫill , i = 1, . . . , n .
Define the simplest L-operator L(u, p) ∈M⊗
◦
W as follows:
Lij(u, p) = Φ
−1
ii
(
−uaiFiδij + (−u)
θijbiGiδi+1,j
)
. (5.1)
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Try to find a solution of the “skew intertwining” relation
S(p, p˜)L2(u, p˜
1)L1(u, p) = L2(u, p
1)L1(u, p˜)S(p, p˜) ,
[S(p, p˜) , Hi ⊗Hi] = 0
(5.2)
where S(p, p˜) ∈
◦
W⊗2,
p1 =
(
a1 . . . an−1 an
b2 . . . bn b1
)
, p˜1 =
(
a˜1 . . . a˜n−1 a˜n
b˜2 . . . b˜n b˜1
)
and subscripts indicate embeddings
◦
W ⊂
◦
W⊗2 as corresponding factors.
Introduce elements
Ji = F
−1
i+1Gi ⊗G
−1
i Fi , Ki = (H
−1
i+1 ⊗Hi)Ji
such that JNi = K
N
i = (−1)
N−1 and define the subalgebra Jm ⊂
◦
W⊗m
generated by
Ji(k) = 1
⊗(k−1) ⊗ Ji ⊗ 1
⊗(m−k−1)
i = 1, . . . , n
k = 1, . . . ,m− 1
.
Define also the subalgebra Km ⊂
◦
W⊗m generated by Z⊗m and
Ki(k) = 1
⊗(k−1) ⊗Ki ⊗ 1
⊗(m−k−1)
i = 1, . . . , n
k = 1, . . . ,m− 1
.
Lemma 5.1. Let p, p˜ belong to the same variety Γ and 〈p〉 6= 〈p˜〉 . Then
there exists generically a unique modulo K2 solution S(p, p˜) of Eq.(5.2):
S(p, p˜) =
∑
s∈Zn
N
Wpp˜(s)ω
s1sn
∏
i
ω(1−si)si/2Js11 . . . J
sn
n (5.3)
where
Wpp˜(s) =
(
ΦNii
bNi a˜
N
i − a
N
i b˜
N
i
)sn − s0
N ∏
i
si−si−1∏
j=1
bia˜iω − aib˜iω
j
Φii
, (5.4)
si−1 ≤ si , i = 1, . . . , n , s0 = sn (mod N) .
Note. The first ratio in the r.h.s. of Eq.(5.4) actually does not depend on i .
Inequalities there describe a convenient choice of the representative for s .
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Lemma 5.2. S(p, p˜) satisfies the inversion relation
S(p, p˜)S(p˜, p) = ℑ(p, p˜)
and the skew Yang-Baxter equation:
(S(p˜, pˆ)⊗ 1)(1⊗ S(p1, pˆ1))(S(p, p˜)⊗ 1) =
= ̺(p, p˜, pˆ)(1⊗ S(p, p˜))(S(p1, pˆ1)⊗ 1)(1⊗ S(p˜, pˆ))
where ̺(p, p˜, pˆ) is a nonzero scalar and
ℑ(p, p˜) = Nn+1
∏
i
bia˜i − aib˜i
bNi a˜
N
i − a
N
i b˜
N
i
·
∏
i
bNi a˜
N
i −
∏
i
aNi b˜
N
i∏
i
bia˜i −
∏
i
bia˜i
.
This Lemma corresponds to the Theorem 4.1 from [21] and the inversion
relation (A.1) from [22]. (It should be noted that for p ∈ Γ we suppose that
p1 ∈ Γ1 with Φ1ij = Φi,j+1 .)
Introducing the products Lm(u,p) and S(p, p˜) :
Lm(u,p) = Lm(u, p
m
m) · . . . · L1(u, p
1
1) ∈M⊗
◦
W⊗m ,
p = (p1 . . . pm) ∈ Γ
×m ,
S(p, p˜) =
∏
i
i+n∏
j=i+1
S(pii, p˜
j−1
j−i ) ∈
◦
W⊗2m
( i is increasing and j is decreasing from left to right in this product), we
get usual intertwining relation
S(p1,p2)L
n
2 (u,p2)L
n
1 (u,p1) = L
n
1 (u,p1)L
n
2 (u,p2)S(p1,p2) (5.5)
where subscripts indicate embeddings
◦
W⊗n ⊂
◦
W⊗n ⊗
◦
W⊗n .
Lemma 5.3. S(p1,p2) satisfies the Yang-Baxter equation
(S(p2,p3)⊗ 1)(1⊗ S(p1,p3))(S(p1p2)⊗ 1) =
= (S(p1p2)⊗ 1)(1⊗ S(p1,p3))(S(p2,p3)⊗ 1)
where 1 = 1⊗n .
To prove announced Lemmas we have to study some extra subalgebras.
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Lemma 5.4. Let us consider the subalgebra S ⊂
◦
W generated by F−1i+1Gi ,
i = 1, . . . , n . Then S ′ – the commutant of S is generated by F−1i Gi ,
i = 1, . . . , n and Z .
Proof. Commutation relations in
◦
W are homogeneous, so modulo factors
belonging to Z we have to test only monomials of Hi’s and Gi’s. But
E =
∏
i
Hµii G
νi
i ∈ S
′ if and only if µi+1 − µi =
∑
j
νj(ǫij − ǫi+1,j) , so
E ∈
∏
i
(F−1i Gi)
νi Z .
Lemma 5.5. The commutant of the subalgebra L◦m ⊂
◦
W⊗m generated by
{H⊗mi , F
⊗(m−k)
i ⊗Gi−1 ⊗ . . .⊗Gi−k}
n
i=1
m
k=1 is equal to Km .
Proof. Denote the commutant of L◦m by L
′
m . One can check that Km ⊂
L′m . Obviuosly, 1
⊗(m−1) ⊗ F−1i+1Gi ∈ L
◦
m so L
′
m ⊂
◦
W⊗(m−1) ⊗ S ′ . This
imply that L′m is generated by L
′
m−1 ⊗ 1 and 1
⊗(m−2) ⊗K2 . Step by step
we can reduce the problem to m = 1 and show that L′m is generated by
L′1 ⊗ 1
⊗(m−1) and Km . But L
◦
1 =
◦
W and L′1 = Z .
Lemma 5.6. Let Lm(p) ⊂
◦
W⊗m be the subalgebra generated by H⊗mi ,
i = 1, . . . , n and all entries of Lm(u,p) . The commutant of Lm(p) is equal
to Km for generic p .
Proof. One can check that Km commute with Lm(p) . So it is enough
to prove the statement only for one variety Γ and one point p ∈ Γ×m . We
shall use the trick of the “trigonometric limit”[21]. Let us take Γ containing
p◦ =
(
1 . . . 1
0 . . . 0
)
and tend pi → p
◦ , i = 1, . . . ,m one after another. In this
limit Lm(p) goes to L
◦
m which commutant is equal to Km according to the
previous Lemma.
Proof of Lemma 5.1. Substituting the expressions (5.3) into Eq.(5.2) we
get identities
[S(p, p˜) , Gi+1 ⊗Gi] = [S(p, p˜) , Hi ⊗Hi] = 0
and equations
S(p, p˜)Fi+1 ⊗Gi
(
bia˜i
Φii
Ji +
ai+1b˜i+1
Φi+1i+1
)
=
= Fi+1 ⊗Gi
(
aib˜i
Φii
Ji +
bi+1a˜i+1
Φi+1i+1
)
S(p, p˜)
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which together with commutation relations
JiJj = JjJiω
δi+1,j−δi,j+1 , Ji(Fj+1 ⊗Gj) = (Fj+1 ⊗Gj)Jiω
δi,j+1−δij
lead to functional equations for Wpp˜(s) :
Wpp˜(s)
Wpp˜(s − ei)
=
Φi+1,i+1(ωbia˜i − aib˜iω
si−si−1)
Φii(ωbi+1a˜i+1 − ai+1b˜i+1ωsi+1−si+1)
,
ei = (0, . . . , 1
i-th
, . . . , 0) .
The formula (5.4) gives a solution of these equations. Clearly S(p, p) = 1⊗1
so S(p, p˜) is generically invertible. If Sˆ(p, p˜) is another solution of Eq.(5.2)
then the ratio S−1(p, p˜)Sˆ(p, p˜) commutes with L2((p, p˜)) and, hence, gener-
ically belongs to K2 .
Lemma 5.7. The intersection Jm ∩Km is generated by scalars.
Proof. It is easy to see that Jm ∩ Km ⊂ Z
⊗m , but it is also clear that
Jm ∩ Z
⊗m is generated by scalars.
Proof of Lemma 5.2. ℑ(p, p˜) commutes with L2(p, p˜) , so generically
ℑ(p, p˜) ∈ J2 ∩ K2 and hence is a scalar. Therefore S
−1(p, p˜) ∈ J2 and we
see that ̺(p, p˜, pˆ) commutes with L3(p, p˜, pˆ) which follows to ̺(p, p˜, pˆ) ∈
J3 ∩ K3 . The explicit formula for ℑ(p, p˜) can be obtained in the same way
as the inversion relation (A.1) from [22].
Proof of Lemma 5.3. Consider the ratio
ℜ(p1,p2,p3) =
(
(S(p2,p3)⊗ 1)(1⊗ S(p1,p3))(S(p1p2)⊗ 1)
)
−1
×(S(p1p2)⊗ 1)(1⊗ S(p1,p3))(S(p2,p3)⊗ 1) .
Similar to the previous proof ℜ(p1,p2,p3) ∈ J3m∩K3m and is a scalar. So it
is represented by the same scalar in any representation of
◦
W⊗3m . Let σ be
a nonzero representation of
◦
W . Taking the representation σ⊗3m of
◦
W⊗3m
and computing det σ⊗3m(ℜ(p1,p2,p3)) = 1 we see that ℜ(p1,p2,p3) is a
root of 1. Hence it is constant. In conclusion, it is clear that ℜ(p,p,p) = 1
if p = (p, . . . , p) .
Similar to (3.2) the mapping φm(p) : A →
◦
W⊗m :
T (u) −→ (−u)1−mLm(u,p) , Hl −→ H
⊗m
l
is a homomorphism of algebras. Let W◦ be the quotient of the algebra
◦
W over relations fi = 1 , i = 1, . . . , n and ι :
◦
W → W◦ be the canon-
ical projection. One can check that W◦ is a simple algebra isomorphic to
(EndCN )⊗(n−1) . Let σ◦ be the irreducible representation of W◦ , σ = σ◦◦ι
and consider the representation πm(p) = σ
⊗m ◦ φm(p) of the algebra A .
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Lemma 5.8. πm(p) is completely reducible for generic p .
Proof. It is clear that any the irreducible representation of W◦ can be
obtained from the construction of the Lemma 3.1 by proper choosing of
parameters. In particular it means that all generators of W◦ are represented
in σ◦ by unitary operators and the same is the fact for generators of L◦m
in the representation σ⊗m modulo scalar factors. Hence σ⊗m is completely
reducible with respect to L◦m and generically with respect to Lm(p) . (Use
“trigonometric limit”.) Since imφm(p) = Lm(p) the statement is proved.
Lemma 5.9. Invariant subspaces of πm(p) are invariant with respect to
σ⊗m(Jm) .
Proof. It suffices to prove the statement only for generic p where πm(p)
is completely reducible. Moreover, we can look to only irreducible subspaces.
Let P be projector onto such subspace along all others. As (σ◦)⊗m is the
faithful irreducible representation of (W◦)⊗m we can write P = σ⊗m(O)
with some O belonging to the commutant of Lm(p) which is equal to Km for
generic p . Therefore O commute with Jm and imP , kerP are invariant
with respect to σ⊗m(Jm)
Corollary. Invariant subspaces of πm(p) do not generically depend on p .
Proof. Let the subalgebra L†m ⊂
◦
W⊗m be generated by L◦m and Jm .
Clearly for any p Lm(p) ⊂ L
†
m . Together with the Lemma it means that
invariant subspaces of σ⊗m with respect to L†m are also invariant subspaces
of πm(p) for generic p and vice versa.
Lemma 5.10. Irreducible parts of πn(p) are irreducible A-representations
for generic p .
Proof. It is sufficient to consider only one variety Γ . Let us take it such
that
(
a, . . . , a
b, . . . , b
)
∈ Γ for any a , b . One can easily reduce the problem to the
following one: To prove that generically U(v) = (−v)−1
∏
k
U (k)(v) ∈ AM[v]
where U
(k)
ij = −vδij + (−v)
θijbkδi+1,j . Computing U(v) explicitly we can
see that Uij(v) = (dn−v)δij+(−v)
θijdlδi+l,j where
∏
k
(bk−v) =
∑
l dlv
n−l .
Taking d1 , dn−l , dn 6= 0 and dl = 0 otherwise we obtain that A1(v) =
dn − v , B1(v) = −vd1 if l = 0 and Al+1 = (dn − v)
l+1 + vldl1dn−l , Bl+1 =
−vd1(dn − v)
l , Cl+1 = v
l−1dl−11 dn−l(v − dn) if l > 0 . Therefore generically
U(v) ∈ AM[v] .
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Irreducible parts of πn(p) is called factorizable representations. Finally,
we have got the following picture. Let V be an irreducible subspace of σ⊗n
with respect to L†n and π(p, V ) = πn(p)
∣∣
V
. One can see that dimV =
Nn(n−1)/2 . The subspace V suffices to collect all factorizable represen-
tations because for any p and irreducible subspace V ′ one can find p′
such that π(p, V ′) = π(p′, V ) , p,p′ ∈ Γ×n . Let P be the permutation
operator corresponding to σ⊗n ⊗ σ⊗n . Then in virtue of (5.5) the represen-
tations πn(p) and πn(p
′) are cocommuting if p ,p′ are in the same variety
Γ×n and R(p,p′) = Pσ⊗2n(S(p,p′)) is their intertwiner in the sence of
Eq.(4.1). R(p,p′) can be restricted to V ⊗ V giving the intertwiner for
cocommuting factorizable representations π(p, V ) , π(p′, V ) . So we have got
an explicit formula for an intertwiner of special elementary representations
– factorizable representations. Unfortunately, counting of parameters shows
that factorizable representations do not cover the total set of elementary rep-
resentations. On the other hand it is not surprising because we can see from
the Lemma 4.3 that a generic variety of cocommuting elementary represen-
tations is 3-dimensional but a variety of cocommuting factorizable represen-
tations is at least (n+ 1)-dimensional, which is larger for n > 2 .
6. Quantum minors and quantum determinant
Now we want to discuss some technical problems skipped before. In this
section it is not necessary to suppose that ǫij are integers and ω is a root
of 1. Only the condition ωijωji = ω
1+δij is assumed. It is more convenient
to study a little bit more general situation. We introduce a new R-matrix
−
R (u)
replacing in Eq.(1.1) a tensor ǫ by a similar tensor ǫ¯ and change the defini-
tion of the algebra A substituting
−
R (u)
instead of R(u) in the left hand side of the relation (1.2):
−
R (u)
1
T (uv)
2
T (v) =
2
T (v)
1
T (uv)R(u) .
(6.1)
Let V = Cn and e1, . . . , en be the canonical basis of V . Later we regard
monodromy matrices as matrices over A , naturally acting in the A-bimodule
VA = A⊗CV . We assume the embedding 1⊗ id : V → VA taking place. Let
us introduce the A-bimodules V ⊗m = VA ⊗A . . .⊗A VA︸ ︷︷ ︸
m
= A ⊗C V
⊗m and
their submodules V ∧mA = A ⊗C V
∧m, V ∧m being spanned by completely
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antisymmetric tensors. Define bm ∈ EndV
⊗m as follows:
bm ei1 ⊗ . . .⊗ eim =
m∏
l=1
l−1∏
k=1
ω
θilik
ikil
ei1 ⊗ . . .⊗ eim .
b¯m is defined by the similar formula with ω¯ij = ω
ǫ¯ij instead of ωij . One
can check that
V ∧m = bm
(m−1⋂
k=1
ker
k,k+1
R (ω)
)
= b¯m
(m−1⋂
k=1
ker
k,k+1
−
R (ω)
)
.
As usual the definition of quantum minors is based on the fusion procedure
[23]. By virtue of the relation
k,k+1
−
R (ω)
k
T (uω1−k)
k−1
T (uω−k) =
k−1
T (uω−k)
k
T (uω1−k)
k,k+1
R(ω)
(6.2)
following from (6.1) V ∧mA is an invariant submodule for T
⊗qm(u) :
T⊗qm(u) = b¯m
1
T (u) · . . . ·
m
T (uω1−m)b−1m .
Definition 6.1. T∧m(u) = T⊗qm(u)
∣∣
V ∧m
A
, detq T (u) = T
∧n(u)
Entries of T∧m(u) are called quantum minors and detq T (u) is called the
quantum determinant.
Proof of Lemma 1.2. Eq.(1.5) gives the correct coproduct only in the
original case: R(u) =
−
R (u) , bm =
b¯m . In this case it is obvious from the definition that ∆(T
∧m(u)) = T∧m1 (u)T
∧m
2 (u) .
Proof of Lemma 1.1. For a moment we have to indicate explicitly R-
matrices taking part in the relations defining the algebra of monodromy ma-
trices. Three such algebras are necessary: A = A −R R , ARR
and A −R −R .
The Yang-Baxter equation shows thatR-matrices R(u) ,
−
R (u)
generate some representations χ, χ¯ of the algebras ARR , A −R −R
in Cn respectively. Taking the m-th tensor power of Eq.(6.1) and using the
definition of the quantum determinant we have got
detq T (u) ρ¯(u/v)T (v) = T (v)ρ(u/v) detq T (u) (6.3)
whereρ(u) = f(u) (detq TRR)
χ(u) , ρ¯(u) = f(u) (detq T −R −R )
χ¯(u)
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and f(u) is an arbitrary scalar factor. The easiest way to calculate ρ(u) , ρ¯(u)
explicitly is to use different expressions for detq T (u) for calculating different
entries of ρ , ρ¯ . For each entry the most conveinient expression has only one
nonzero term. As a result the matrices ρ , ρ¯ can be written as follows:
ρ(u) =
∏
k,l
ω̂ǫkll , ρ¯(u) =
∏
k,l
ω̂ǫ¯kll
and using of Eq.(1.4) in case of R(u) =
−
R (u)
completes the proof.
Corollary. [detq T (u) , detq T (v)] = 0 .
Proof. It follows from (6.3) since det ρ = det ρ¯ .
Let us identify V with V ∧(m−1) and V ∧2 with V ∧(m−2) as follows:
ei ←→ (−1)
n−ie1 ∧ . . . ∧ ei−1 ∧ ei+1 ∧ . . . ∧ en (6.4)
ei ∧ ej ←→ (−1)
i+je1 ∧ . . . ∧ ei−1 ∧ ei+1 ∧ . . . ∧ ej−1 ∧ ej+1 ∧ . . . ∧ en
i < j
and take the elements written above as standard basic elements for these
spaces.
Lemma 6.1.
T (u)d−1(T∧(n−1)(uω−1))td¯ = detq T (u) , (6.5)
T∧2(u)ℓ−1(d∧2)−1(T∧(n−2)(uω−2))t d¯∧2 ℓ¯ = detq T (u) , (6.6)
d =
∏
l
l−1∏
k=1
ω̂ǫlkl , d¯ =
∏
l
l−1∏
k=1
ω̂ǫ¯lkl ,
ℓ ei ∧ ej = ωijei ∧ ej , ℓ¯ ei ∧ ej = ω¯ijei ∧ ej , ℓ , ℓ¯ ∈ EndV
∧2 .
Proof. One has the natural embeddings V ∧nA ⊂ VA ⊗A V
∧(n−1)
A ⊂ V
⊗m
and V ∧nA ⊂ V
∧2
A ⊗A V
∧(n−2)
A ⊂ V
⊗m , so detq T (u) can be calculated in two
steps. At first T⊗qm(u) is restricted to the tensor product VA ⊗A V
∧(n−1)
A
or V ∧2A ⊗A V
∧(n−2)
A and then to V
∧n
A . Taking into account relations (6.4)
in this calculation we obtain the statement.
Corollary.
Rˇ(u)
1
T∧(n−1)(uv)
2
T∧(n−1)(v) =
2
T∧(n−1)(v)
1
T∧(n−1)(uv)Rˆ(u) , (6.7)
Rˆ(u) = (ρ⊗ I)(R(u))t(I ⊗ ρ)−1 , Rˇ(u) = (ρ¯⊗ I)(
−
R (u))t(I ⊗ ρ¯)−1 .
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Proof. One can transform Eq.(6.1) to this formulae using the Lemma 1.1
and Eq.(6.5).
Let us also introduce T˜ (u) as follows:
T˜ (u) = ℓb2
2
ρ−1(
2
T∧(n−1)(uω−1))t(
1
T∧(n−1)(u))t
2
ρ¯ b¯−12 ℓ¯
−1 .
Eq.(6.7) shows that V ∧2A is an invariant submodule for T˜ (u) and one can
put Tˆ (u) = T˜ (u)
∣∣
V ∧2
A
. Using Eq.(6.3)–(6.6) one can show that
(Tˆ (u))t = detq T (u)T
∧(n−2)(uω−1) . (6.8)
Due to the structure of the R-matrices (see Eq.(1.1)) we can consider
submatrices of T (u) as monodromy matrices of smaller size: commuta-
tion relations inside a submatrix are also described by the relation (6.1)
if one substitute there for the original matrices submatrices of T (u) , R(u) ,
−
R (u)
corresponding each others. And quantum minors of T (u) are quantum de-
terminants of its submatrices treated as smaller monodromy matrices. This
is the important thing permitting us to compute commutation relations of
quantum minors step by step by means of Eq.(6.5),(6.7),(6.8).
Lemma 6.2. Let Tij , Tkl be quantum minors and one of them includes
another. Then
Tij(u)Tkl(u) = Tkl(u)Tij(u)Ψjl
−
Ψ
−1
ik ,
−
Ψ ik =
∏
i∈i
∏
k∈k
ω¯ik , Ψjl =
∏
j∈j
∏
l∈l
ωjl
where bold letters are multi-indeces.
Proof. If the smaller minor is an entry of T (u) the statement follows from
the proof of the Lemma 1.1 because the larger minor can be considered as a
quantum determinant. The general case can be got simply by multiplication.
Now we can prove relations (2.2)–(2.5),(2.17) for quantum minors. Some
of Eq.(2.2) and (2.3) are evident and others follow from the Lemma 6.2.
Eq.(2.4) can be obtained from the relation (6.7) applied to the principal
submatrix generated by the first (i + 1) rows and columns (its quantum
determinant is the quantum minor Âi+1(u) ). The relation (6.8) applied to
the same submatrix leads to Eq.(2.5). And the same relation applied to the
submatrices generating quantum minors B̂kl(u) and Ĉkl(u) gives Eq.(2.17)
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7. Comultiplication of central elements
The fusion procedure is also very helpful in handling of central elements.
Now we again require ω to be a primitive N -th root of 1 but ǫij can still
be complex. Let Wm be the kernel of the complete symmetrizing projector
in V ⊗m . It is clear that ker
k,k+1
R (ω) ⊂ bmW
m if k < m . Define
Rm =
( m∏
j=1
j−1∏
i=1
ij
R (ωj−i)
)
bm
both indices growing from right to left. Rm will be considered as function
of ωij .
Let V 〈〉 ⊂ V ⊗N be the subspace spanned by the elements e⊗Ni = ei ⊗
. . .⊗ ei , i = 1, . . . , n and V
〈〉
A = A⊗C V
〈〉 .
Lemma 7.1. Generically kerRN =WN ⊕ V 〈〉 .
Proof. Using the Yang-Baxter equation (1.2) one can move any factor
k,k+1
R (ω) in the product for RN to the very right and show that WN ⊂ kerRN .
It is also clear that
ij
R (u)
∣∣
V 〈〉
= 1 − uω . Evidently WN ∩ V 〈〉 = 0 . So
WN ⊕ V 〈〉 ⊂ kerRN and it remains to prove that generically dimkerRN =
dimWN + dimV 〈〉 . Here the right hand side does not depend on ωij at all
and it is enough to calculate the left hand side only for one special case. Let
us test the limit ωij → 0 for i < j . In this limit
R(u)ei ⊗ ei = (1 − uω)ei ⊗ ei ,
R(u)ei ⊗ ej = (1− ω)ej ⊗ ei + o(1)
R(u)ej ⊗ ei = ωij((1 − u)ej ⊗ ei + o(1))
, i < j .
From this equalities one can see that RN0 = lim
ωij→0
RN is finite and imRN0 is
spanned by {ei1 ⊗ . . .⊗ eiN : i1 ≥ . . . ≥ iN , i1 6= iN} . Hence dimkerR
N
0 =
dimWN +dimV 〈〉 . But generically dimkerRN ≤ dim kerRN0 , so the state-
ment is proved.
Lemma 7.2. Let K ∈ M⊗N be a projector such that W ⊂ kerK and
V 〈〉 ⊂ imK . Then KT⊗qN(u)
∣∣
WA
= 0 and KT⊗qN (u)
∣∣
V 〈〉
= 〈T 〉(uN ) .
Proof. By virtue of the Eq.(6.2) WNA is an invariant submodule for
T⊗qN (u) . Due to Eq.(6.1) one has the relation
RmT⊗qm(u) =
m
T (uω1−m) · . . . ·
1
T (u)Rm .
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which shows that A⊗C kerR
N is also an invariant submodule for T⊗qN (u) .
Therefore according to the Lemma 7.1 WA ⊕ V
〈〉
A is its invariant submodule
too and the statement follows from the straightforward computation.
Proof of Lemma 1.5. This Lemma is a corollary of the definition (1.5)
of the coproduct and the previous Lemma.
Proof of Lemma 1.4. Let χ, χ¯ be the representations of the algebras
ARR ,A −R −R
generated byR-matrices R(u) ,
−
R (u)
in Cn . Eq.(6.1) and the Lemma 7.2 together give
−
R
〈〉
(v)〈
1
T 〉(uNv)
2
T (u) =
2
T (u)〈
1
T 〉(uNv)R〈〉(v) ,
R〈〉(v) = 〈T 〉
χ
(v) ,
−
R
〈〉
(v) = 〈T 〉
χ¯
(v) .
R〈〉(v) ,
−
R
〈〉
(v)
can be calculated easily and are equal to (1− v)I ⊗ I if all ǫij are integers.
Proof of Lemma 2.1. Since all entries of 〈T 〉(v) mutually commute its
minors can be defined as usual. The slightly more general statement will be
proved.
Let Tij(u) be a quantum minor of T (u) and 〈T 〉ij(v) be the corresponding
minor of 〈T 〉(v) . Then
〈Tij〉(v) = 〈T 〉ij(v)
∏
i,k∈i
i>k
τ¯ik
∏
j,l∈j
j>l
τjl , (7.1)
τ¯ik = (−1)
(N−1)ǫ¯ik , τjl = (−1)
(N−1)ǫjl .
As before we treat quantum minors of T (u) as quantum determinants
of its submatrices. So we have to prove this formula only for the quantum
determinant supposing that it is proved yet for all proper quantum minors.
The complete set of formulas for all quantum minors can be obtained by
induction with respect to the minor’s size. The base of the induction is the
case when a minor is simply an entry; in this case the formula (7.1) is tauto-
logical. In order to prove the formula (7.1) for the quantum determinant let
us take the N -th tensor power of Eq.(6.5). Using the commutation relations
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(6.3) to carry detq T (u) through T (v) we come to
T⊗qN (u)Tˆ⊗qN (u) = 〈detq T 〉(u
N ) , (7.2)
Tˆ⊗qN (u) = bN (d
⊗N )−1
∏
⊗
i
i
ρ (N−i) (
N
T∧(n−1)(u))t · . . . · (
1
T∧(n−1)(uωN−1))t×
×
∏
⊗
i
i
ρ¯ i d¯⊗N b¯−1N .
Let K be the same projector as in the Lemma 7.2. By the straightforward
computation taking into account Eq.(7.1) for proper minors one can check
that
KTˆ⊗qN (u)
∣∣
V 〈〉
= 〈T 〉
∧(n−1)
(uN)
∏
i
i−1∏
j=1
τij τ¯ij .
Now Eq.(7.2) multiplied by K from the left side gives the required formula
∏
i
i−1∏
j=1
τij τ¯ij 〈detq T 〉(v) = 〈T 〉(v)〈T 〉
∧(n−1)
(v) = det 〈T 〉(v) . (7.3)
Proof of Lemma 1.7. The only nontrivial property to be checked is
det 〈T 〉π(v) = 〈Qπ〉(v)
∏
i,l
hǫill = 〈detq T 〉
π(v) .
But it was already proved above (cf. Lemma 1.1 and Eq.(7.3)).
8. Algebra of monodromy matrices and Uq(ĝl(n)) .
Let us make two remarks about the structure of the algebra A . At first
there exists an algebra isomorphism between ARR and A −R −R
if ǫ¯ij = ǫij + sij − sji for some integers sij . It looks as follows
A −R −R ∋ Tij(u) −→
∏
l
Hsill Tij(u)
∏
l
H
−slj
l ∈ ARR
Hl −→ Hl .
This mapping does not preserve the coproduct so it is not a bialgebra iso-
morphism.
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Now let us take a polynomial representation π of degree M such that
t0i = t
∞
i = 1 , i = 1, . . . , n . We put T (u) ≡ T
π(u) , Hl ≡ H
π
l and introduce
operators Ei , Fi , Gi , i = 1, . . . , n as follows:
Ei = (T
0
ii)
−1T 0i+1,i , Fi = (T
∞
ii )
−1T∞i,i+1 ,
Gi = (T
∞
ii )
−1T 0i+1,i+1 =
∏
l
H
−(ǫil+ǫl,i+1)
l .
For n > 2 they satisfy commutation relations
HlEi = EiHlω
δli−δl,i+1 , HlFi = FiHlω
δl,i+1−δli ,
∏
l
Hl = 1 ,
[Ei, Fj ] = (ω − 1)Gi(Hi+1 −Hi)δij ,
EiEj = EjEiω
ηij , FiFj = FjFiω
ηji , |i− j| > 1 ,
ωηjiE2i Ej − (ω + 1)EiEjEi+ω
ηijEjE
2
i = 0
ωηijF 2i Fj − (ω + 1)FiFjFi +ω
ηjiFjF
2
i = 0
, |i− j| = 1
which look similar to the commutation relations for Uq(ĝl(n)) . More pre-
cisely, for ωN = 1 , N being odd, ǫij =
N+1
2 (1 + δij) and q = ω
(N+1)/2 the
operators
ki = H
(N+1)/2
i , ei =
Ei
(q − q−1)
, fi =
Fi
(1− ω)
satisfy the commutation relations for Uq(ĝl(n)) at level 0.
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