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Abstract
We prove that a local ﬂow can be constructed for a general class of nonautonomous
retarded functional differential equations (RFDE). This is an extension to a result of Artstein
(J. Differential Equations 23 (1977) 216) and ﬁts in the classical theory of R. Miller and G.
Sell. The main tool in this paper are generalized ordinary differential equations according to
Kurzweil (Czech. Math. J. 7 (82) (1957) 418). In obtaining our results, we must prove the space
of RFDEs can be embedded in a space of generalized ordinary differential equations. In
opposition to the technical hypotheses of Oliva and Vorel (Bol. Soc. Mat. Mexicana 11 (1996)
40), this auxiliary result, as we present, is advantageous in the sense that our assumptions have
an explanatory character. Applications based on topological dynamics techniques follow
naturally from our results. As an illustration of this fact we show how to achieve in this setting
a theorem on continuous dependence on initial data of solutions of RFDEs.
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In order to generalize certain results on continuous dependence of solutions of
ordinary differential equations (ODE) with respect to parameters, J. Kurzweil
introduced, in 1957, what he called generalized ordinary differential equations
(GODE) for euclidean and Banach space-valued functions (see [7–11]).
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Among other applications, the theory of GODEs has been shown to be useful in
the investigation of topological dynamics of ODEs of type
’x ¼ f ðx; tÞ; ’x ¼ dx
dt
 
; ð1:1Þ
where f :O R-Rn; with OCRn open, is measurable in t and continuous in x: As
usual, given sAR; the translate fs of f is deﬁned by
fsðx; tÞ ¼ f ðx; t þ sÞ; xAO; tAR:
It is known the limit points of fs; when jsj-N; deﬁne limiting equations and one can
relate the behavior of the solutions of (1.1) with the behavior of the solutions of its
limiting equations. However, it may happen that a limiting equation of an ODE is no
longer an ODE. In fact, as observed by Artstein [2], when we consider the topology
characterized by the convergence
fk-f0; if
Z t
0
fkðx; sÞ ds-
Z t
0
f0ðx; sÞ ds; ðx; tÞAO R
in a space of functions f ðx; tÞ satisfying local Lipchitz- and Charathe´odory-type
conditions, the following situation can be considered: let F0 be a continuous nowhere
differentiable function. Since C1; endowed with the C0 topology, is dense in C0;
there exists a sequence Fj; j ¼ 1; 2;y; of C1 functions uniformly convergent to F0:
If fj is the derivative of Fj; then
R t
0 fjðx; sÞ ds converges for all ðx; tÞ; but the limit
F0ðx; tÞ ¼ lim
Z t
0
fjðx; sÞ ds
does not have an integral representation as F0ðx; tÞ ¼
R t
0 f ðx; sÞ ds: Since we can
associate an equation of type (1.1) with each fj ; it turns out that the solution of the
equation is, up to a constant, the primitive Fj of fj: Therefore, the limiting solution F0
is not a solution of an ODE.
A GODE is deﬁned in terms of a primitive of the ODE (1.1), that is, Fðx; tÞ ¼R t
0 f ðx; sÞ ds; but it also applies even if F is not a primitive. Artstein [2] proved that,
when a class of ODEs of type (1.1) is embedded in a compact space of GODEs, a
local ﬂow can be constructed and hence the techniques of topological dynamics can
be applied. We are concerned with this subject in the setting of retarded functional
differential equations (RFDE).
Oliva and Vorel [13] proved that RFDEs can be regarded as Banach space-valued
GODEs. In the present paper, we prove the same fact assuming different conditions.
In opposition to [13], our assumptions are self-explanatory. Moreover, neglecting the
delay, they are weaker than those assumed by Artstein [2] and still they are enough
for the construction of a local ﬂow.
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Since the starting point of many results of [15,16] is the existence of a local ﬂow, it
is natural that we accomplish some applications. To show this, we present some
immediate results on continuous dependence of solutions.
This paper is organized as follows. We begin by giving the basic deﬁnitions and
properties of the theory of GODEs for Banach space-valued functions in Section 2.
In the same section we state the relation between RFDEs and GODEs in Banach
spaces. Section 3 is dedicated to deﬁning a space of GODEs in which the space of
RFDEs will be embedded. Then the proof that the former space is compact is a
straightforward adaptation of [2]. The construction of a local ﬂow is discussed in
Section 4. Applications to continuous dependence of solutions are given in Section 5.
2. Generalized equations in Banach spaces
2.1. Basic definitions and properties
A tagged division of a compact interval ½a; b	CR is a ﬁnite collection ðti; siÞ; where
a ¼ s0ps1p?psk ¼ b is a division of ½a; b	 and tiA½si
1; si	; i ¼ 1; 2;y; k: A gauge
of a set EC½a; b	 is any function d : E-	0;þN½: Given a gauge d of ½a; b	; a tagged
division d ¼ ðti; siÞ is d-fine if, for every i;
½si
1; si	CftA½a; b	 ; jt 
 tijodðtiÞg:
Alternatively we can write d ¼ ðti; ½si
1; si	Þ instead of d ¼ ðti; siÞ:
Let X be a Banach space.
Deﬁnition 2.1. A function Uðt; tÞ : ½a; b	  ½a; b	-X is Kurzweil integrable if there is a
unique element IAX ðI ¼ ðKÞ R½a;b	 DUðt; tÞÞ such that given e40; there is a gauge d
of ½a; b	 such that for every d-ﬁne tagged division d ¼ ðti; siÞ of ½a; b	;
jjSðU ; dÞ 
 I jjoe;
where SðU ; dÞ ¼Pi ½Uðti; siÞ 
 Uðti; si
1Þ	:
Remark 2.1. If the integral ðKÞ R½a;b	 DUðt; tÞ exists, we deﬁne
ðKÞ
Z
½b;a	
DUðt; tÞ ¼ 
ðKÞ
Z
½a;b	
DUðt; tÞ:
Note that although ðKÞ R½a;b	 DUðt; tÞ exists, DUðt; tÞ does not need to be deﬁned.
A more restricted integral based on McShane’s Riemann-type integral [12] is
deﬁned below. Instead of tagged divisions of ½a; b	; McShane considered what we call
semi-tagged divisions of ½a; b	: A semi-tagged division of a compact interval ½a; b	CR
is a ﬁnite collection ðti; siÞ; where a ¼ s0ps1p?psk ¼ b is a division of ½a; b	 and
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tiA½a; b	; i ¼ 1; 2;y; k: Note that it is not required that tiA½si
1; si	 for any i: Then,
given a gauge d of ½a; b	; a semi-tagged division d ¼ ðti; siÞ is d-fine if, for every i;
½si
1; si	CftA½a; b	 ; jt 
 tijodðtiÞg:
When this elegant modiﬁcation is applied to Kurzweil’s deﬁnition, we obtain an
integral known as Kurzweil–McShane or McShane integral. We have
Deﬁnition 2.2. A function Uðt; tÞ : ½a; b	  ½a; b	-X is McShane integrable if there is
a unique element IAX ðI ¼ R½a;b	 DUðt; tÞÞ such that given e40; there is a gauge d of
½a; b	 such that for every d-ﬁne semi-tagged division d ¼ ðti; siÞ of ½a; b	;
jjSðU ; dÞ 
 I jjoe;
where SðU ; dÞ ¼Pi ½Uðti; siÞ 
 Uðti; si
1Þ	:
In the real-valued case, the McShane integral gives a constructive deﬁnition for the
Lebesgue integral (see [12,3]) which means that the McShane and Lebesgue integrals
are equivalent and the integrals coincide when deﬁned. The reader may want to
consult [5] for special aspects of such integrals for Banach space-valued functions.
See also [4].
The lemma presented below is known as Saks–Henstock lemma and it can be
proved by following the standard steps as in [14, Proposition 16], for instance. In the
following section, the Saks–Henstock lemma will be crucial in simplifying the proof
of the fact that RFDEs can be regarded as GODEs in Banach spaces (see [13] for
comparison).
Lemma 2.1 (Saks–Henstock lemma). Let Uðt; tÞ : ½a; b	  ½a; b	-X : If for every
e40; d is a gauge of ½a; b	 such that for every d-fine semi-tagged division d ¼ ðti; siÞ of
½a; b	;
X
i
½Uðti; siÞ 
 Uðti; si
1Þ	 

Z
½a;b	
DUðt; tÞ



oe
then, for apc1pZ1pd1pc2pZ2pd2p?pclpZlpdlpb; with ZjA½cj; dj	C½Zj 

dðZjÞ; Zj þ dðZjÞ	; j ¼ 1; 2;y; l;
X
j
UðZj; djÞ 
 UðZj; cjÞ 

Z
½cj ;dj 	
DUðt; tÞ
" #


oe:
Corollary 2.1. Given e40; let d be the gauge of ½a; b	 from Definition 2.2. Let
½t1; t2	C½a; b	: Then
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(i) ðt2 
 t1Þodðt1Þ implies
Uðt1; t2Þ 
 Uðt1; t1Þ 

Z
½t1;t2	
DUðt; tÞ



oe;
(ii) ðt2 
 t1Þodðt2Þ implies
Uðt2; t2Þ 
 Uðt2; t1Þ 

Z
½t1;t2	
DUðt; tÞ



oe:
Proof. (i) follows from the fact that ðt1; ½t1; t2	Þ is a d-ﬁne tagged division of ½t1; t2	
and the Saks–Henstock lemma. A similar argument applies to (ii). &
Remark 2.2. Lemma 2.1 and Corollary 2.1 also hold if the McShane integral is
replaced by the Kurzweil integral.
The proof of the next result follows the steps of [2, Lemma A.1], with appropriate
adaptations for Banach space-valued functions.
Lemma 2.2. Suppose Uðt; tÞ: ½a; b	  ½a; b	-X is continuous in t for each t: IfR
½a;b	 DUðt; tÞ exists, then for every t1ot2 in ½a; b	;
R
½t1;t2	 DUðt; tÞ exists. Moreover,R
½a;s	 DUðt; tÞ is continuous in s.
Let X1CX be open and Fðx; tÞ : X1	T1; T2½-X be a function.
Deﬁnition 2.3. A function xðtÞ deﬁned in 	t1; t2½C	T1; T2½ is a solution of the
generalized ordinary differential equation (GODE)
dx
dt
¼ DFðx; tÞ ð2:1Þ
in the interval 	t1; t2½; with initial condition xðt0Þ ¼ x0AX1; t0A	t1; t2½; if for every
t3; t4A	t1; t2½;
xðt4Þ 
 xðt3Þ ¼
Z
½t3;t4	
DFðxðtÞ; tÞ:
Remark 2.3. Let Uðt; tÞ ¼ FðxðtÞ; tÞ: In the deﬁnition of R½a;b	 DFðxðtÞ; tÞ there are
only differences as
Uðti; siÞ 
 Uðti; si
1Þ ¼ FðxðtiÞ; siÞ 
 FðxðtiÞ; si
1Þ:
ARTICLE IN PRESS
M. Federson, P. T !aboas / J. Differential Equations 195 (2003) 313–331 317
Thus, adding to Fðx; tÞ a function varying only in x; the solutions of (2.1) do not
change. In particular, subtracting Fðx; 0Þ from Fðx; tÞ; we obtain a normalized
representation F1 of F fulﬁlling F1ðx; 0Þ ¼ 0 for every x:
2.2. The relation with retarded functional differential equations
Let r; a; s be nonnegative numbers. By Cða; r; sÞ we mean the space of all
continuous functions from ½a 
 r; a þ s	 to Rn and by CðrÞ we mean the space of
continuous functions from ½
r; 0	 to Rn; both spaces are equipped with the usual
supremum topology. For every xACða; r; sÞ and every aptpa þ s; let xtACðrÞ be
given by
xtðyÞ ¼ xðt þ yÞ; yA½
r; 0	:
Let C1CCða; r; sÞ be an open set with the following property: if x ¼ xðtÞ; tA½a 

r; a þ s	; is an element of C1 and %tA½a 
 r; a þ s	; then %x given by
%xðtÞ ¼ xðtÞ; a 
 rptp
%t;
xð%tÞ; %tptpa þ s
(
is also an element of C1: In particular, any open ball in Cða; r; sÞ has this property.
Let H1CCðrÞ be such that fxt j tA½a; a þ s	; xAC1gCH1 and consider the
following RFDE:
’xðtÞ ¼ f ðxt; tÞ; ’x ¼ dx
dt
 
; ð2:2Þ
where f ðj; tÞ : H1  ½a; a þ s	-Rn; t/f ðxt; tÞ is Lebesgue integrable and the
following conditions are fulﬁlled:
(A) for each compact ACC1; there is a locally Lebesgue integrable function MAðtÞ
such that xAA implies
Z
½t1;t2	
f ðxs; sÞ ds

p
Z
½t1;t2	
MAðsÞ ds;
where t1; t2A½a; a þ s	 and
R
½t;tþh	 MAðsÞ ds is uniformly continuous in
t; tA½a; a þ s	;
(B) for each compact ACC1; there is a locally Lebesgue integrable function LAðtÞ
such that x1; x2AA impliesZ
½t1;t2	
½ f ððx1Þs; sÞ 
 f ððx2Þs; sÞ	 ds

p
Z
½t1;t2	
LAðsÞjjðx1Þs 
 ðx2Þsjj ds;
where t1; t2A½a; a þ s	 and
R
½t;tþ1	 LAðsÞ dspNA for every t and for NAp1 ﬁxed.
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Notice that conditions (A) and (B) above are, respectively, Carathe´odory- and
Lipschitz-types conditions with respect to the McShane integral of a certain function f :
Usually these types of conditions are imposed to the function itself rather to its
integral (see [2, p. 226]). Thus, even when we neglect the delay and deal with ODEs
only, it is reasonable to expect more general results.
Deﬁnition 2.4. Let ðj; aÞAH1  ½a; a þ s	: If there is a function xACða; r; sÞ such
that ðxt; tÞAH1  ½a; a þ s	 for aptoa þ s and moreover
(i) xa ¼ j and
(ii) ’xðtÞ ¼ f ðxt; tÞ; aptoa þ s;
then x is a solution of (2.2) in 	a; a þ s½ with initial condition ða;jÞ:
Let f ðxt; tÞ satisfy the conditions required for (2.2). For each xAC1; deﬁne
Fðx; tÞðtÞ ¼
R
½a;t	 f ðxs; sÞ ds; aptptpa þ s;R
½a;t	 f ðxs; sÞ ds; aptptpa þ s;
0; a 
 rptpa ou a 
 rptpa:
8><
>>: ð2:3Þ
Then given ðx; tÞ; (2.3) deﬁnes an element Fðx; tÞ of Cða; r; sÞ and Fðx; tÞðtÞARn is
the value of Fðx; tÞ at a point tA½a; a þ s	:
Proposition 2.1. Under the conditions above, Fðx; tÞ given by (2.3) is continuous on
C1  ½a 
 r; a þ s	:
Proof. Let ACC1 be compact and suppose ðx1; t1Þ; ðx2; t2ÞAA  ½a 
 r; a þ s	 are
such that jjx1 
 x2jj and jt1 
 t2j are small enough, with t1pt2: Hence,
Z
½a;t1	
f ððx1Þs; sÞ ds 

Z
½a;t2	
f ððx2Þs; sÞ ds


p
Z
½a;t1	
½ f ððx1Þs; sÞ 
 f ððx2Þs; sÞ	 ds

þ
Z
½t1;t2	
f ððx2Þs; sÞ ds


p
Z
½t1;t2	
LAðsÞjjðx1Þs 
 ðx2Þsjj ds þ
Z
½t1;t2	
MAðsÞ ds;
which can be made sufﬁciently small by properties (A) and (B) of f : Then the
continuity of Fðx; tÞ follows. &
The next two theorems (Theorems 2.1 and 2.2) imply Eq. (2.2) is a special case of
certain GODEs in Banach spaces. This fact was ﬁrst proved by Oliva and Vorel [13]
under different conditions. We follow the main ideas of [13], but the use of the Saks–
Henstock lemma allowed us to contribute with more simple proofs.
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Theorem 2.1. Let yðtÞ be a solution of (2.2) in the interval ½t1; t2	C½a; a þ s	: Given
tA½a 
 r; a þ s	; let
xðtÞðtÞ ¼ yðtÞ; tA½a 
 r; t	;
yðtÞ; tA½t; a þ s	:
(
ð2:4Þ
Then xðtÞACða; r; sÞ is a solution of the GODE (2.1) in ½t1; t2	:
Proof. Let ½t3; t4	C½t1; t2	: We will show that
R
½t3;t4	 DFðxðtÞ; tÞ exists and
xðt4Þ 
 xðt3Þ ¼
Z
½t3;t4	
DFðxðtÞ; tÞ:
In view of Deﬁnition 2.2 and Remark 2.3, it is enough to prove that for every e40;
there is a gauge d of ½t3; t4	 such that if d ¼ ðti; siÞ is a d-ﬁne semi-tagged division of
½t3; t4	 such that ðsi 
 si
1Þp1; for every i; then
xðt4Þ 
 xðt3Þ 

X
i
½FðxðtiÞ; siÞ 
 FðxðtiÞ; si
1Þ	



oe: ð2:5Þ
For each i; it follows from (2.3) that
½FðxðtiÞ; siÞ 
 FðxðtiÞ; si
1Þ	ðtÞ ¼
0; tA½a 
 r; si
1	;R
½si
1;t	 f ðxðtiÞs; sÞ ds; tA½si
1; si	;R
½si
1;si 	 f ðxðtiÞs; sÞ ds; tA½si; a þ s	:
8><
>: ð2:6Þ
Since yðtÞ is a solution of (2.2), we have
yðu2Þ 
 yðu1Þ ¼
Z
½u1;u2	
f ðys; sÞ ds;
for arbitrary u1; u2A½t1; t2	: Then by (2.4),
½xðsiÞ 
 xðsi
1Þ	ðtÞ ¼
0; tA½a 
 r; si
1	;R
½si
1;t	 f ðys; sÞ ds; tA½si
1; si	;R
½si
1;si 	 f ðys; sÞ ds; tA½si; a þ s	:
8>><
>: ð2:7Þ
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Thus (2.6) and (2.7) imply
½xðsiÞ 
 xðsi
1Þ 
 FðxðtiÞ; siÞ þ FðxðtiÞ; si
1Þ	ðtÞ
¼
0; tA½a 
 r; si
1	;R
½si
1;t	½ f ðys; sÞ 
 f ðxðtiÞs; sÞ	 ds; tA½si
1; si	;R
½si
1;si 	½ f ðys; sÞ 
 f ðxðtiÞs; sÞ	 ds; tA½si; a þ s	:
8><
>>: ð2:8Þ
Let ACC1 be a compact neighborhood of y such that the distance r of yAC1 to
the complement of A is larger than 2jjyjj: Then for all i;
jyðtÞ 
 xðtiÞðtÞj ¼
0; tA½a 
 r; ti	;
jyðtÞ 
 yðtiÞj; tA½ti; a þ s	
(
and therefore xðtiÞAA for every i; since
jjy 
 xðtiÞjjp2jjyjjor:
For an arbitrary i; let tA½si
1; si	: Thus condition (B) implies there is a locally
Lebesgue integrable function LAðsÞ such that
Z
½si
1;t	
½ f ðys; sÞ 
 f ðxðtiÞs; sÞ	 ds



p
Z
½si
1;t	
LAðsÞjjys 
 xðtiÞsjj ds:
We assert that jjys 
 xðtiÞsjjpe=i which then implies
Z
½si
1;t	
½ f ðys; sÞ 
 f ðxðtiÞs; sÞ	 ds



pei NA; ð2:9Þ
by (B). Since
xðtiÞðnÞ ¼
yðnÞ; nA½a 
 r; ti	;
yðtiÞ; nA½ti; a þ s	
(
and s varies in ½si
1; t	; we have
jjys 
 xðtiÞsjj ¼ sup
nA½s
r;s	
jyðnÞ 
 xðtiÞðnÞjp sup
nA½si
1
r;t	
jyðnÞ 
 xðtiÞðnÞj
¼ sup
nA½si
1
r;t	
0; nA½a 
 r; ti	;
jyðnÞ 
 yðtiÞj; nA½ti; a þ s	
(
¼ I :
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But for nA½ti; a þ s	;
jyðnÞ 
 xðtiÞðnÞj ¼
Z
½ti ;n	
f ðyt; tÞ dt

p
Z
½ti ;n	
MAðtÞ dt;
where MAðtÞ is a locally Lebesgue integrable function obtained from condition (A).
Hence
Ip
Z
½ti ;t	
MAðtÞ dt:
Since
R
½t;tþh	 MAðsÞ ds is uniformly continuous in t; then there is a positive function
mAðeÞ such that
R
½t;tþh	 MAðsÞ dspe; whenever jhjpmAðeÞ: But we can reﬁne the gauge
d; without loss of generality, in the following manner: take d such that it reﬁnes the
gauge of ½t3; t4	 corresponding to e40 in the riemannian deﬁnition of the Lebesgue
integral
R
½t3;t4	 MAðsÞ ds (see [12]) and such that dðtiÞpmAðeÞ for every i: Notice that
the compact A does not depend on the choice of i: In this manner we can takeR
½ti ;t	 MAðtÞ dtpe=i and the assertion is proved. Hence (2.9) follows.
It can be proved similarly, with adequate adaptations, that given i; if tA½si; a þ s	;
then
Z
½si
1;si 	
½ f ðys; sÞ 
 f ðxðtiÞs; sÞ	 ds



peiNA:
Then, adding all terms in i in (2.8), we obtain
xðt4Þ 
 xðt3Þ 

X
i
½FðxðtiÞ; siÞ 
 FðxðtiÞ; si
1Þ	
" #
ðtÞ

pNA
X
i
e
i
¼ e  NApe
and hence (2.5) follows. &
Theorem 2.2. Let xðtÞ be a solution of (2.1), with F given by (2.3), in the interval
½t1; t2	C½a; a þ s	 satisfying the initial condition
xðt1ÞðtÞ ¼ xðt1Þðt1Þ; tA½t1; a þ s	:
For every tA½a 
 r; a þ s	; let
yðtÞ ¼ xðaÞðtÞ; a 
 rptpa;
xðtÞðtÞ; aptpa þ s:
(
ð2:10Þ
Then yðtÞ is a solution of (2.2) in ½t1; t2	 and yðtÞ ¼ xðt2ÞðtÞ; tA½a 
 r; a þ s	:
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In order to prove Theorem 2.2, we need the following lemma whose proof can be
found in [13, Lemma 2.1].
Lemma 2.3. Under the hypothesis of Theorem 2.2,
xðtÞðtÞ ¼ xðtÞðtÞ; tXt; tA½a 
 r; a þ s	; tA½t1; t2	 ð2:11Þ
and
xðtÞðtÞ ¼ xðtÞðtÞ; tXt; tA½a 
 r; a þ s	; tA½t1; t2	: ð2:12Þ
Now we are able to prove Theorem 2.2
Proof of Theorem 2.2. It is enough to show that, given e40 and a sufﬁciently small
interval ½t3; t4	C½t1; t2	; we have
yðt4Þ 
 yðt3Þ 

Z
½t3;t4	
f ðys; sÞ ds

oe: ð2:13Þ
Since yðt4Þ ¼ xðt4Þðt4Þ and yðt3Þ ¼ xðt3Þðt3Þ (by (2.10)) and xðt3Þðt4Þ ¼ xðt3Þðt3Þ (by
(2.11)), we have
yðt4Þ 
 yðt3Þ ¼ ½xðt4Þ 
 xðt3Þ	ðt4Þ:
By hypothesis,
xðt4Þ 
 xðt3Þ ¼
Z
½t3;t4	
DFðxðtÞ; tÞ:
Therefore,
yðt4Þ 
 yðt3Þ ¼
Z
½t3;t4	
DFðxðtÞ; tÞ
" #
ðt4Þ:
On the other hand, (2.10) and (2.12) imply yðtÞ ¼ xðtÞðtÞ; tpt; and thereforeZ
½t3;t4	
f ðys; sÞ ds ¼
Z
½t3;t4	
f ðxðt4Þs; sÞ ds:
By (2.3),
½Fðxðt4Þ; t4Þ 
 Fðxðt4Þ; t3Þ	ðt4Þ ¼
Z
½a;t4	
f ðxðt4Þs; sÞ ds 

Z
½a;t4	
f ðxðt4Þs; sÞ ds
¼
Z
½t3;t4	
f ðxðt4Þs; sÞ ds:
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Hence, Z
½t3;t4	
f ðys; sÞ ds ¼ ½Fðxðt4Þ; t4Þ 
 Fðxðt4Þ; t3Þ	ðt4Þ:
If d is a gauge of ½t3; t4	 from the deﬁnition of
R
½t3;t4	 DFðxðtÞ; tÞ corresponding to e40
and if ðt4 
 t3Þodðt4Þ; then
yðt4Þ 
 yðt3Þ 

Z
½t3;t4	
f ðys; sÞ ds


¼
Z
½t3;t4	
DFðxðtÞ; tÞ 
 Fðxðt4Þ; t4Þ þ Fðxðt4Þ; t3Þ
" #
ðt4Þ

oe;
by Corollary 2.1. &
Remark 2.4. It worths mentioning that Theorems 2.2 and 2.2 also hold when the
McShane integral is replaced by the Kurzweil integral.
3. A compact space of generalized equations
Motivated by conditions (A) and (B) (before Deﬁnition 2.4), we will now deﬁne a
family F of continuous functions
Fðx; tÞ : C1  ½a 
 r; a þ s	-Cða; r; sÞ:
The deﬁnition below was borrowed from [2]. Its form is adapted to suit our
purposes.
Deﬁnition 3.1. For every compact ACC1; let NA be a positive number and mAðeÞ be a
positive function mA : 	0;N½-	0;N½: Let F be a collection of all continuous
functions Fðx; tÞ : C1  ½a 
 r; a þ s	-Cða; r; sÞ such that Fðx; 0Þ ¼ 0 for every x
and fulﬁlling the conditions:
(A0) if t1 ¼ s0os1o?osk ¼ t2; with t2 
 t1omAðeÞ; and if t1;y; tk are elements of
A; then
Xk
i¼1
½Fðti; siÞ 
 Fðti; si
1Þ	



pe;
(B0) for every compact ACC1; there is a continuous nondecreasing function K ¼
KA;F ðtÞ; with Kð0Þ ¼ 0; such that if x; yAA; then
jjFðx; tÞ 
 Fðx; sÞ 
 ½Fðy; tÞ 
 Fðy; sÞ	jjpjjx 
 yjjjKðtÞ 
 KðsÞj
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and
Kðt þ 1Þ 
 KðtÞpNAp1; for every t:
Remark 3.1. The space F deﬁned above is a topological space where the
convergence is the uniform convergence in compact subsets of C1  ½a 
 r; a þ s	:
Such a topology makes F a metric space under the metric
dðF ; GÞ ¼
XN
i;j¼1
2
ðiþjÞ minf1; jjFðxi; tjÞ 
 Gðxi; tjÞjjg:
The following result is borrowed from [2, see Lemma 5.5] with obvious
adaptations.
Lemma 3.1. F is equicontinuous on compact subsets of C1  ½a 
 r; a þ s	: In
particular, the uniform convergence on compact subsets is equivalent to pointwise
convergence on a dense set that is, the sequence Fk converges to F0 in F if and only if
the sequence Fkðxj; tjÞ converges to F0ðxj ; tjÞ in Cða; r; sÞ; for each ðxj; tjÞ in a
prescribed dense sequence.
Proof. Let ACC1 and CCC1 be compact sets and suppose ðx; tÞ; ðy; sÞAA  C such
that jt 
 sjomAðeÞ: Then,
jjFðx; tÞ 
 Fðy; sÞjjpjjFðx; tÞ 
 Fðy; tÞjj þ jjFðy; tÞ 
 Fðy; sÞjj:
Since Fðz; 0Þ ¼ 0 for every z; then
jjFðx; tÞ 
 Fðy; tÞjj ¼ jjFðx; tÞ 
 Fðx; 0Þ 
 ½Fðy; tÞ 
 Fðy; 0Þ	jj
p jjx 
 yjj jKðtÞ 
 Kð0Þj ¼ jjx 
 yjj jKA;F ðtÞj;
where we applied condition ðB0Þ and Kð0Þ ¼ 0: By condition ðA0Þ and since jt 

sjomAðeÞ; we have
jjFðy; tÞ 
 Fðy; sÞjjpe:
Thus,
jjFðx; tÞ 
 Fðy; sÞjjpjjx 
 yjj jKA;F ðtÞj þ e:
As usual, if ½t	 ¼ maxfnAZ; nptg; then for every tX0;
KðtÞpKð½t	 þ 1Þpð½t	 þ 1ÞNApðt þ 1ÞNA;
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where we used condition ðB0Þ: Thus KA;F ðtÞ ¼ KðtÞpðjtj þ 1ÞNA for all t; since K is
nondecreasing and Kð0Þ ¼ 0: Then, if BA is a bound for all jtj þ 1 for ðz; tÞAA  C
and if jjx 
 yjjpeB
1A N
1A and jt 
 sjpmAðeÞ; it follows that
jjFðx; tÞ 
 Fðy; sÞjjp2e; for every FAF
and the proof is complete. &
Theorem 3.1. The space F is compact.
A proof of Theorem 3.1 is nothing but a straightforward adaptation
of [2, Theorem 5.6]. It is too extensive and somewhat involved to be reproduced
here.
4. The existence of a local ﬂow
This section consists of the results of Section 6 of [2]. The proofs are obvious
adaptations.
4.1. Local flows
Let E be a metric space. For each pAE; let Ip ¼	ap; bp½CR be an open interval such
that 0AIp and
S ¼ fðt; pÞAIp  Eg:
Deﬁnition 4.1. Consider the mapping p : S-E: For every ﬁxed p; pðt; pÞ : Ip-E is
the motion through p and
gðpÞ ¼ fpðt; pÞ ; tAIpg;
gþðpÞ ¼ fpðt; pÞ ; 0ptobpg;
g
ðpÞ ¼ fpðt; pÞ ; apotp0g
are respectively the orbit, the positive orbit and the negative orbit through p:
Deﬁnition 4.2. A mapping p : S-E is called a local flow on E if the following
properties are fulﬁlled:
(i) pð0; pÞ ¼ p; for every pAE;
(ii) if tAIp and sAIpðt;pÞ; then t þ sAIp and pðs; pðp; tÞÞ ¼ pðt þ s; pÞ;
(iii) p is continuous;
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(iv) Ip ¼	ap; bp½ is maximal in the following sense: either Ip ¼ R or, if bpaþN
(resp. if apa
N), then the positive orbit (resp. the negative orbit) is not
precompact;
(v) if pk-p; then IpClim inf Ipk :
Let FAF: For each tAR we deﬁne the translation Fs of F by
Fsðx; tÞ ¼ Fðx; s þ tÞ 
 Fðx; sÞ;
where we subtract Fðx; sÞ in view of the normalization in F: It is not difﬁcult to
check that the translations Fs of F belong to F and therefore F is translation
invariant. In addition,
(a) Fsþt ¼ ðFsÞt
and
(b) the mapping ðs; FÞ-Fs is continuous. Indeed, let sk-s0; F k-F0 and take a
ﬁxed ðx; tÞ: By Lemma 3.1, it is enough to show that F kðx; t þ skÞ 
 F kðx; skÞ
converges to F0ðx; t þ s0Þ 
 F 0ðx; s0Þ: But F is equicontinuous on compact
subsets of C1  ½a 
 r; a þ s	 (Lemma 3.1). Hence Fkðz; sÞ-F0ðz; sÞ uniformly
on compact subsets of C1  ½a 
 r; a þ s	: The conclusion follows easily.
The next result deﬁnes a local ﬂow on C1 F: Its proof follows the steps of [2,
Theorem 6.3].
Theorem 4.1. Let xðt; u; FÞ be the only maximal solution of
dx
dt
¼ DFðxðtÞ; tÞ;
xð0Þ ¼ u;
8<
: ð4:1Þ
where FAF and uAC1: Let Ju;F ¼	aðu; FÞ;oðu; FÞ½ be the maximal interval of
definition of xð; u; FÞ and p be the mapping given by
pðt; u; FÞ ¼ ðxðt; u; FÞ; FtÞ:
Then p is a local flow on C1 F:
The theorem below is a consequence of the deﬁnition of p in Theorem 4.1.
Theorem 4.2. Let ðu; FÞAC1 F: The motion pðt; u; FÞ is precompact in C1 F if
and only if the orbit xð; u; FÞ is precompact. The same holds for the positive and
negative orbits.
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4.2. An application
As an immediate consequence of Theorems 2.1, 4.2 and 2.2 we obtain the
following result.
Theorem 4.3. Let D be the set of functions f ðj; tÞ : H1  ½a; a þ s	-Rn such that
t/f ðxt; tÞ is Lebesgue integrable and conditions (A) and (B) are satisfied. Let yðt; u; f Þ
be a solution of the RFDE
dy
dt
¼ f ðyt; tÞ; ð4:2Þ
ðt; u; f ÞA½a; a þ s	  Rn D: Let ðu; FÞAC1 F: If the motion pðt; u; FÞ correspond-
ing to the GODE
dx
dt
¼ DFðxðtÞ; tÞ
associated to (4.2) is precompact in C1 F; then the orbit yð; u; f Þ as well as its
positive and negative orbits are precompact.
5. Continuous dependence of solutions
The results of this section are in the spirit of [1,2,6]. Theorems 5.3 and 5.4 below
state continuous dependence results for RFDEs. In particular, Theorem 5.3 clariﬁes
the continuous dependence result of [6].
Let FAF and consider the following GODE:
dx
dt
¼ DFðxðtÞ; tÞ: ð5:1Þ
We shall establish a result on continuous dependence of solutions of (5.1) with
respect to initial conditions and parameters. Together with Eq. (5.1), we consider
equations
dxn
dt
¼ DFnðxnðtÞ; tÞ; n ¼ 1; 2; 3;y; ð5:2Þ
where FnAF and Fnðy; tÞ-Fðy; tÞ in Cða; r; sÞ as n-N:
Lemma 5.1. Under the conditions above, let e40 and ACC1 be a compact such that
xðt1Þ; xnðt1ÞAA; where xðtÞ and xnðtÞ are solutions of (5.1) and (5.2), respectively, in a
sufficiently small interval ½t1; t2	C½a 
 r; a þ s	: Then, for every t1ptpt2;
jjxðtÞ 
 xnðtÞjjojjxðt1Þ 
 xnðt1Þjjð1þ NAÞ þ 2e:
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Proof. Given e40 and nAf1; 2; 3;yg; let d be a gauge of ½a 
 r; a þ s	 from the
deﬁnition of
R
½a
r;aþs	 D½FðxðtÞ; tÞ 
 FnðxðtÞ; tÞ	: If ðt2 
 t1Þodðt1Þ; then Corollary
2.1 implies
Z
½t1;t2	
D½FðxðtÞ; tÞ 
 FnðxnðtÞ; tÞ	 
 Fðxðt1Þ; t2Þ þ Fðxðt1Þ; t1Þ


þ Fnðxnðt1Þ; t2Þ 
 Fnðxnðt1Þ; t1Þjjoe: ð5:3Þ
Because Fnðy; tÞ-Fðy; tÞ in Cða; r; sÞ; then for sufﬁciently large n;
jjFnðxðt1Þ; t2Þ 
 Fnðxðt1Þ; t1Þ þ Fðxðt1Þ; t2Þ 
 Fðxðt1Þ; t1Þjjoe: ð5:4Þ
For every appropriate compact ACC1 such that xðt1Þ; xnðt1ÞAA; it comes by ðB0Þ
that
jjFnðxnðt1Þ; t2Þ 
 Fnðxnðt1Þ; t1Þ 
 Fnðxðt1Þ; t2Þ þ Fnðxðt1Þ; t1Þjj
pjjxnðt1Þ 
 xðt1ÞjjjKA;Fnðt2Þ 
 KA;Fnðt1Þjpjjxnðt1Þ 
 xðt1Þjj  NA: ð5:5Þ
Thus, combining (5.3)–(5.5) we get
Z
½t1;t2	
D½FðxðtÞ; tÞ 
 FnðxðtÞ; tÞ	



o2eþ jjxnðt1Þ 
 xðt1Þjj  NA
for sufﬁciently large n: Now, since
xðt2Þ ¼ xðt1Þ þ
Z
½t1;t2	
DFðxðtÞ; sÞ
and
xnðt2Þ ¼ xnðt1Þ þ
Z
½t1;t2	
DFnðxnðtÞ; sÞ;
we obtain
jjxðt2Þ 
 xnðt2Þjjpjjxðt1Þ 
 xnðt1Þjj
þ
Z
½t1;t2	
D½FðxðtÞ; sÞ 
 FnðxðtÞ; sÞ	



ojjxðt1Þ 
 xnðt1Þjjð1þ NAÞ þ 2e: ð5:6Þ
As a matter of fact, t2 in estimate (5.6) can be replaced by any tA½t1; t2	: &
The next theorem is a consequence of Lemma 5.1.
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Theorem 5.1. Let xðtÞ and xnðtÞ be solutions of (5.1) and (5.2), respectively, in a
sufficiently small interval ½t1; t2	C½a 
 r; a þ s	; with xðt1Þ ¼ x1 and xnðt1Þ ¼ x1n; n ¼
1; 2; 3;y : Then xnðtÞ-xðtÞ uniformly in ½t1; t2	 as n-N:
The proof of the next theorem is analogous to that of [2, Theorem A.8], with the
appropriate adaptations.
Theorem 5.2. Let xðt; u;FÞ be the unique maximal solution of
dx
dt
¼ DFðx; tÞ;
xð0Þ ¼ u
8<
:
defined in the maximal interval 	aðu;FÞ;oðu;FÞ½: Then xðt; u;FÞ is continuous in
ðt; u;FÞA½a; a þ s	  C1 F when defined. Besides, oðu;FÞ is lower semicontinuous
on C1 F and aðu;FÞ is upper semicontinuous on C1 F:
Now we consider the following RFDEs:
dy
dt
¼ f ðyt; tÞ ð5:7Þ
and
dðynÞ
dt
¼ fnððynÞt; tÞ; n ¼ 1; 2; 3;y; ð5:8Þ
where f ; fnðj; tÞ : H1  ½a; a þ s	-Rn are such that t/fnðxt; tÞ and t/f ðxt; tÞ are
Lebesgue integrable and conditions such as (A) and (B) are fulﬁlled for fn; nAN;
and f : Suppose Z
½t1;t2	
fnððynÞs; sÞ ds-
Z
½t1;t2	
f ðys; sÞ ds
uniformly in all variables as n-N; where ½t1; t2	C½a 
 r; a þ s	: Under these
conditions and by means of Theorems 2.1, 5.1, 2.2 and the continuation of solutions,
we have
Theorem 5.3. If yðtÞ and ynðtÞ are solutions of (5.7) and (5.8), respectively, in an
interval ½t1; t2	C½a 
 r; a þ s	; with yðt1Þ ¼ j and ynðt1Þ ¼ jn; n ¼ 1; 2; 3;y; and if
jn-j; then ynðtÞ-yðtÞ uniformly in ½t1; t2	 as n-N:
The following result is a particular case of Theorem 5.2 for RFDEs. It can be
proved by applying Theorems 2.1, 5.2 and 2.2.
Theorem 5.4. Let D be the set of functions f ðj; tÞ : H1  ½a; a þ s	-Rn that are
continuous in j; measurable in t, and such that conditions like (A) and (B) are satisfied.
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Let yðt; u; f Þ be the unique maximal solution of
dy
dt
¼ f ðyt; tÞ;
yð0Þ ¼ u
8<
:
defined in the maximal interval 	aðu; f Þ;oðu; f Þ½; where f satisfies conditions (A) and
(B). Then yðt; u; f Þ is continuous in ðt; u; f ÞA½a; a þ s	  Rn D when defined. Besides,
oðu; f Þ is lower semicontinuous on Rn D and aðu; f Þ is upper semicontinuous on
Rn D:
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