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a b s t r a c t
Thedirect product of a free group and apolycyclic group is known to be coherent. This paper
shows that every finitely generated subsemigroup of the direct product of a virtually free
group and an abelian group admits a finite Malcev presentation. (A Malcev presentation
is a presentation of a special type for a semigroup that embeds into a group. A group is
virtually free if it contains a free subgroup of finite index.) By considering the direct product
of two free semigroups, it is also shown that polycyclic groups, unlike nilpotent groups, can
contain finitely generated subsemigroups that do not admit finite Malcev presentations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Malcev presentations are presentations of a special type for semigroups embeddable into groups. They were introduced
by Spehner [24], who later proved that all finitely generated submonoids of free monoids admit finite Malcev presentations
[25]. These two articles by Spehner formed thewhole of the literature onMalcev presentations until the recent work of Cain,
Robertson & Ruškuc [7,8] and Cain [4]. The present paper continues this research into Malcev presentations.
Call a group – or more generally a group-embeddable semigroup – Malcev coherent if all of its finitely generated
subsemigroups admit finite Malcev presentations. (Recall that a group is coherent if all of its finitely generated subgroups
are finitely presented [22].) The class of Malcev coherent groups is properly contained in the class of coherent groups [7,
Theorem 5].
The direct product of two free non-abelian groups is not coherent [11]. This does not immediately preclude the Malcev
coherence of the direct product of two free semigroups, but Theorem 5 shows that such direct products are not in general
Malcev coherent: the direct product of two free semigroups of rank at least 2 is not Malcev coherent.
TheMalcev coherence of nilpotent groupswas established by [7, Theorem 1]. Polycyclic groups form amore general class
than finitely generated nilpotent groups whilst retaining the property of coherence [23, Sections 9.3–9.4]. One therefore
naturally asks whether polycyclic groups are Malcev coherent. From Theorem 5 and a result of Rosenblatt [21], one obtains
a negative answer: polycyclic groups are not in general Malcev coherent.
The direct product of a free group and an abelian group is coherent. (A slight modification of the reasoning of [17] proves
this assertion and, more generally, establishes the coherence of the direct product of a free group and a polycyclic group.)
Both virtually free groups [8, Theorem 3] and abelian groups are known to be Malcev coherent. [Every finitely generated
subsemigroup of an abelian group – and more generally every finitely generated commutative semigroup – admits a finite
‘ordinary’ presentation as a consequence of Rédei’s Theorem [19].] Most of this paper is dedicated to the proof of its second
main result, Theorem 9, which asserts that every direct product of a virtually free group and an abelian group is Malcev
coherent.
[This paper is based on Chapter 7 of the author’s Ph.D. thesis [5].]
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2. Preliminaries
Following [10], the notation used in this paper distinguishes a word from the element of the semigroup or group it
represents. Let A be an alphabet representing a set of generators for a semigroup S. For any word w ∈ A+, denote by w
the element of S represented by w. Similarly, if A represents a set of generators for a group G, let w be the element of G
represented by w ∈ (A ∪ A−1)∗. In both cases, for any set of wordsW ,W is the set of all elements represented by at least
one word inW .
The theory of Malcev presentations was introduced by Spehner [24], though they are based on Malcev’s necessary and
sufficient condition for the embeddability of a semigroup in a group [14,15]. (Details of the embeddability condition can also
be found in [9, Chapter 12].) Although this section contains the definitions and results about Malcev presentations required
for the rest of the paper, the reader is assumed to be familiar with the basic theory of [ordinary] semigroup presentations.
For a fuller exposition of the foundations of the theory of Malcev presentations, see [5, Chapter 1].
Definition 1. Let S be any semigroup. A congruence σ on S is aMalcev congruence if S/σ is embeddable in a group.
If {σi : i ∈ I} is a set of Malcev congruences on S, then σ =⋂i∈I σi is also a Malcev congruence on S. This is true because
S/σi embeds in a group Gi for each i ∈ I , so S/σ embeds in ∏i∈I S/σi, which in turn embeds in ∏i∈I Gi. The following
definition therefore makes sense.
Definition 2. Let A+ be a free semigroup; let ρ ⊆ A+ × A+ be any binary relation on A+. Denote by ρM the smallest Malcev
congruence containing ρ — namely,
ρM =
⋂{
σ : σ ⊇ ρ, σ is a Malcev congruence on A+} .
Then SgM〈A | ρ〉 is a Malcev presentation for [any semigroup isomorphic to] A+/ρM. If both A and ρ are finite, the Malcev
presentation SgM〈A | ρ〉 is said to be finite.
Let SgM〈A | R〉 be a Malcev presentation for a semigroup S. If S has a finite Malcev presentation, then it admits one of
the form SgM〈A | Q〉, whereQ is a finite subset ofR.
The notation SgM〈A | ρ〉 distinguishes the Malcev presentation with generators A and defining relations ρ from
the ordinary semigroup presentation Sg〈A | ρ〉, which defines A+/ρ#. (Recall that ρ# denotes the smallest congruence
containing ρ.) Similarly, Gp〈A | ρ〉 denotes the group presentation with the same set of generators and defining relations.
Let X be a subset of a group G. Denote by Sg 〈X〉 the subsemigroup generated by X , by Mon 〈X〉 the submonoid generated by
X , and by Gp 〈X〉 the subgroup generated by X . The free group with basis A is denoted by FG (A).
Fix A+ and ρ as in Definition 2 and let S = A+/ρM. Let AL, AR be two sets in bijection with A under the mappings a 7→ aL,
a 7→ aR, respectively, with A, AL, AR being pairwise disjoint. Extend the mappings a 7→ aL, a 7→ aR to anti-isomorphisms
from A∗ to (AL)∗ and (AR)∗, respectively. Let
τ = ρ ∪ {(bbRa, a), (abbR, a), (bLba, a), (abLb, a) : a ∈ A ∪ AL ∪ AR, b ∈ A} .
Let G = Sg〈A∪AL∪AR | τ 〉. The semigroup G is actually the universal group of S, with G ' Gp〈A | ρ〉. (See [9, Chapter 12] for
background information on universal groups.) Therefore a Malcev presentation for a semigroup is effectively a presentation
for its universal group, with all defining relations confined to A+ × A+. It can be shown that
ρM = τ# ∩ (A+ × A+),
or equivalently that
ρM = {(u, v) : u, v ∈ A+ represent the same element of Gp〈A | ρ〉}. (1)
Therefore, two words u, v ∈ A+ represent the same element of S if and only if there is a sequence
u = u0 → u1 → · · · → un = v,
with n ≥ 0, where, for each i ∈ {0, . . . , n−1}, there exist pi, qi, q′i, ri ∈ (A∪AL∪AR)∗ such that ui = piqiri, ui+1 = piq′iri, and
(qi, q′i) ∈ τ or (q′i, qi) ∈ τ . In fact, it can be shown that u, v ∈ A+ represent the same element of S if and only if there exists
such a sequence with pi ∈ (A ∪ AL)∗ and ri ∈ (A ∪ AR)∗. This restriction on the letters that can appear in pi and ri simply
means that no changes can occur to the left of an aL or to the right of an aR. Such a sequence is called a Malcev ρ-chain (or
simply aMalcev chain) from u to v. If (u, v) ∈ ρM, then (u, v) is said to be aMalcev consequence of ρ.
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3. Direct products of free semigroups
The first part of the present section is devoted to a proof that the direct product of two free semigroups of rank at
least 2 is not Malcev coherent. This contrasts with Spehner’s proof of the Malcev coherent of free monoids [25]. This in
turn contrasts the fact that free semigroups admit finitely generated subsemigroups that do not admit finite ‘ordinary’
presentations. [However, all subsemigroups of rank at most 3 of free semigroups do admit finite ordinary presentations [2].
Rank-4 subsemigroups of free semigroups may not be finitely presented [16, p.7].]
The following example exhibits a finitely generated subsemigroup of a direct product of two free semigroups that does
not admit a finite Malcev presentation.
Example 3. Let A = {a, b, c, d, e, f , g, h, i, j} be an alphabet representing elements of {x, y, p, q, r, s}+ × {x, y, p, q, r, s}+
as follows:
a = (x2pqrs, x), f = (x2pq, x),
b = (pqrspqrs, p), g = (rspq, p),
c = (pqr, q), h = (rsp, q),
d = (spqr, r), i = (qrspqrsp, r),
e = (sy2, s), j = (qrsy2, s).
Let S be the subsemigroup of {x, y, p, q, r, s}+ × {x, y, p, q, r, s}+ generated by A.
Proposition 4. The semigroup S is presented by Sg〈A | R〉, where
R = {(abαcdαe, fgαhiα j) : α ∈ N ∪ {0}} .
[Observe in passing that (A,R) is a complete (i.e. confluent and noetherian) rewriting system. This fact is not essential
for any of the subsequent reasoning in the paper.]
Proof. Every relation inR holds in S:
abαcdαe = (x2pqrs(pqrspqrs)αpqr(spqr)αsy2, xpαqrαs)
= (x2(pqrs)3α+2y2, xpαqrαs)
= (x2pq(rspq)αrsp(qrspqrsp)αqrsy2, xpαqrαs)
= fgαhiα j
for all α ∈ N ∪ {0}.
Define a set N of normal forms to be the set of all words in A+ that do not contain subwords of the form fgαhiα j for any
α ∈ N ∪ {0}. Clearly, since there are no overlaps between these forbidden words and words abαcdαe, every element of S is
represented by at least one element of N .
Let u = u1 · · · uξ and v = v1 · · · vη (ui, vi ∈ A for all i) be distinct words in the set of normal forms N , and suppose they
represent the same element of S. Without loss of generality, suppose that u1 6= v1 and that u precedes v in the lexicographic
ordering based on a ≺ b ≺ c ≺ · · · ≺ j. Consider the second component of u1 and v1 to see that
(u1, v1) ∈ {(a, f ), (b, g), (c, h), (d, i), (e, j)}.
Examining the first component forces u1 = a and v1 = f . So
u = (x2pqrs · · · , x · · ·),
v = (x2pq · · · , x · · ·).
The first component of v2 must begin with r , which shows that the letter v2 is either g or h, and consideration of second
components then forces u2 = b or u2 = c , respectively. Without loss of generality, assume that the next α ∈ N∪ {0} letters
of v are letters g and vα+2 6= g . The case α > 0 is explained fully below; the case α = 0 is similar.
So suppose v2 · · · vα+1 = gα and vα+2 6= g with α > 0. Then
u = (x2pqrs · · · , x · · ·),
v = (x2pq(rspq)α · · · , xpα · · ·)
or, rearranging parentheses,
u = (x2pqrs · · · , x · · ·),
v = (x2(pqrs)αpq · · · , xpα · · ·).
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[In the remainder of the present proof, parentheses will be rearranged without comment.] In order to match the pα in the
second component of v, the letters u2, . . . , uα+1 all lie in {b, g}. Since the first component of u2 must begin with p (because
α > 0), u2 = b. So u begins abβuβ+2 · · ·, where uβ+2 6= b, with β > 0.
Suppose β < α/2. Then the first component of uβ+2 must begin with p, and so uβ+2 = c . The second component of u is
then xpβq · · · and that of v is xpα · · ·. However, this contradicts the equality of u and v since α > 2β > β .
Therefore β ≥ α/2 and the first component of vα+2 begins with rs, whence vα+2 = h (since vα+2 6= g). So
u = (x2(pqrs)2β+1 · · · , xpβ · · ·),
v = (x2(pqrs)α+1p · · · , xpαq · · ·).
This forces β ≤ α, and either uβ+2 = c or uβ+2 = h.
Suppose β = α/2. Then the first component of uβ+2 begins with p and so uβ+2 = c . Consideration of the second
components of u and v again leads to a contradiction.
Therefore β > α/2. Assume that 2β = α + γ , where γ > 0. So
u = (x2(pqrs)α+γ+1 · · · , xp(α+γ )/2 · · ·),
v = (x2(pqrs)α+1p · · · , xpαq · · ·).
Consideration of first components requires that all of the letters vα+3, . . . , vα+δ+2 must be i, where δ ≥ bγ /2c. Assume
without loss of generality that vα+δ+3 6= i. Therefore
u = (x2(pqrs)α+γ+1 · · · , xp(α+γ )/2 · · ·),
v = (x2(pqrs)α+2δ+1p · · · , xpαqrδ · · ·).
Suppose first that γ is odd and that δ = (γ − 1)/2.Then the first component of vα+δ+3 would begin with qrs, forcing
vα+δ+3 = j. Then
u = (x2(pqrs)α+γ+1 · · · , xp(α+γ )/2 · · ·),
v = (x2(pqrs)α+γ+1y2 · · · , xpαqrγ−1s · · ·).
So the first component of uβ+2 begins with y2, which is a contradiction.
Therefore δ > (γ − 1)/2. Assume that 2δ = γ − 1 + , where  > 0. Then the first component of uβ+2 begins with p,
forcing uβ+2 = c. Then
u = (x2(pqrs)α+γ+1pqr · · · , xp(α+γ )/2q · · ·),
v = (x2(pqrs)α+γ+p · · · , xpαqrδ · · ·).
Suppose  = 1. Since vα+δ+3 begins with q and vα+δ+3 6= i, it must hold that vα+δ+3 = j, which forces uβ+3 = e. Considering
second components then requires δ = 0, which is impossible. So  ≥ 2 and the first component of uβ+3 · · · uξ must begin
(spqr)−2sp. So the letter uβ+3 must begin a string of  − 1 letters d. That is, uβ+3, . . . , uβ++1 must all be d. This gives
u = (x2(pqrs)α+γ+pqr · · · , xp(α+γ )/2qr−1 · · ·),
v = (x2(pqrs)α+γ+p · · · , xpαqrδ · · ·).
The first component of vα+δ+3must begin qr , which forces vα+δ+3 = j. The first component of uβ++2must begin sy2, which
forces uβ++2 = e. So
u = (x2(pqrs)α+γ++1y2 · · · , xp(α+γ )/2qr−1s · · ·),
v = (x2(pqrs)α+γ++1y2 · · · , xpαqrδs · · ·).
Examine the second components of u and v to get (α + γ )/2 = α and  − 1 = δ. Since 2δ = γ − 1+ , it follows that
α = γ = δ. So
v = v1(v2 · · · vα+1)vα+2(vα+3 · · · vα+δ+2)vα+δ+3 · · ·
= fgαhiα j · · · ,
which contradicts v’s membership of the set of normal forms N . 
The semigroup S is therefore isomorphic to that of [7, Section 5], which does not admit a finite Malcev presentation. To
see this, observe that the universal group of S is
G = Gp〈A | R〉 ' FG (a, b, c, d, e) ∗K FG (f , g, h, i, j) ,
where
K = Gp 〈abαcdαe : α ∈ N ∪ {0}〉 ' Gp 〈fgαhiα j : α ∈ N ∪ {0}〉 .
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The generating set {abαcdαe : α ∈ N∪ {0}} forms a basis for the amalgamated subgroup K by [13, Proposition I.2.5]. So K is
not finitely generated, and so a theorem of Baumslag [1] shows that the free product G is not finitely presented. Thus, as its
universal group is not finitely presented, S cannot admit a finite Malcev presentation.
Theorem 5. The direct product of two free semigroups of rank at least 2 is not Malcev coherent.
Proof. Let D be the direct product of two free semigroups of rank at least 2. The free semigroup of rank 2 contains
isomorphic copies of free semigroups of every rank; D therefore contains a subsemigroup isomorphic to the direct product
{x, y, p, q, r, s}+ × {x, y, p, q, r, s}+. The semigroup D thus contains the finitely generated subsemigroup S of Example 3,
which does not admit a finite Malcev presentation. Therefore D is not Malcev coherent. 
Every finitely generated nilpotent group is polycyclic [23, Proposition 9.3.4]. Whilst the class of polycyclic groups is
strictly larger than the class of finitely generated nilpotent groups, the former class retains many of the pleasant properties
of the latter [23, Section 9.3]. In particular, polycyclic groups are coherent. This remainder of this section is dedicated to
proving that polycyclic groups are not in general Malcev coherent, which contrasts with the Malcev coherence of virtually
nilpotent groups [7, Theorem 1].
The following two results are needed:
Proposition 6 ([23, Proposition 9.3.3]). Every extension of a polycyclic group by a polycyclic group is itself polycyclic. That is, if
E is an extension of G, and G and E/G are both polycyclic, then E is polycyclic. In particular, the direct product of two polycyclic
groups is polycyclic.
Theorem 7 ([21, Theorem 4.12]). Let G be a polycyclic group. Then exactly one of the following two statements is true:
(1) The group G is virtually nilpotent.
(2) The group G contains a free subsemigroup of rank 2.
The fact that polycyclic groups are not in general Malcev coherent follows as a consequence of these results and
Theorem 5:
Corollary 8. The direct product of two polycyclic groups that are not virtually nilpotent is not Malcev coherent. Therefore
polycyclic groups are not in general Malcev coherent.
Proof. Let G and H be polycyclic groups that are not virtually nilpotent. Let P = G×H . Theorem 7 shows that G and H both
contain a free subsemigroup of rank 2. Therefore P contains the direct product of two free semigroups of rank 2, which is
not Malcev coherent by Theorem 5. Ergo, P itself is not Malcev coherent. By Proposition 6, P is a polycyclic group. 
4. Direct products of virtually free and abelian groups
Theorem 9. Every direct product of a virtually free group and an abelian group is Malcev coherent.
Proof. Let F be a virtually free group and let H be an abelian group. Let A be a finite alphabet representing elements of
G = F × H . Let ρ : A∗ → G be the standard representation mapping. Let S = Sg 〈Aρ〉. The semigroup S is obviously
presented by Sg〈A | ker ρ〉.
Let piF : G → F and piH : G → H be the projection mappings to F and H , respectively. Define ρF : A∗ → F and
ρH : A∗ → H by ρpiF and ρpiH , respectively. Notice that ker ρ = ker ρF ∩ ker ρH .
The strategy of the proof is based on the observation that any relation (u, v) ∈ ker ρ can be decomposed as
(u, v) = (c1, d1)(c2, d2) · · · (ck, dk), (2)
where u = c1c2 · · · ck, v = d1d2 · · · dk, and each (ci, di) is in ker ρF but not necessarily in ker ρH . The first stage of the proof
involves showing that every relation in ker ρ is a Malcev consequence of relations that have a decomposition (2) where
each pair (ci, di) is drawn from a particular finite set. However, the set of such relations is manifestly infinite. The second –
rather technical – stage involves showing that all these relations are Malcev consequences of those in a different, but still
infinite, set. The reader – although perhaps beginning to empathize with Sisyphus – should be reassured by the fairly simple
structure of this new set of relations. The third stage is an easy proof that a finite subset of these relations suffices for a
Malcev presentation.
Preliminaries. Let SF = SpiF ⊆ F . Notice that SF is not in general a subset of S and that AρF is a finite generating set for SF . Let
J(A) = {uv−1 : u, v ∈ A+, (u, v) ∈ ker ρF }.
Using the results of [18], one can easily show that J(A) is a context-free language over A ∪ A−1. (See [8] for the reasoning in
full.) Let Γ be a context-free grammar recognizing J(A). For (u, v) ∈ ker ρF , define n(u, v) to be the minimum number of
internal vertices in a Γ -derivation tree for uv−1 ∈ J(A). (See [12, Section 4.3] for information on derivation trees.) For the
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purposes of this proof, a path from the root of a Γ -derivation tree to an external vertex (labelled by an element of A ∪ A−1)
is called a derivation path.
LetR be the subset of ker ρF consisting of all relations (u, v) such that uv−1 admits a Γ -derivation tree in which every
derivation path contains atmost two vertices labelled by the same non-terminal. The setR is finite. (Theorem 3 of [8] shows
that subsemigroup SF has a finite Malcev presentation SgM〈A | R〉.) AssumeR is symmetrized, so that (u, v) ∈ R implies
that (v, u) ∈ R. Suppose that
R = {(u1, v1), (v1, u1), . . . , (un, vn), (vn, un)} ,
where ui, vi ∈ A+. The set of relationsR is contained in ker ρF . Fix these pairs (ui, vi) throughout the proof.
Define δ : A+ × A+ → H by (u, v)δ = (uρH) − (vρH). Let D = Rδ ⊆ H . Observe that (u, v)δ = −(v, u)δ. Throughout
this proof, δ is used as a measure of the ‘difference’ in the H-components of the elements represented by the two sides of a
relation in ker ρF .
Each (u, v) ∈ ker ρ can be decomposed (possibly in many ways) as a product
(u, v) = (c1, d1)(c2, d2) · · · (ck, dk),
where u = c1c2 · · · ck, v = d1d2 · · · dk, and (ci, di) ∈ ker ρF .
Define, for each decomposition (c1, d1)(c2, d2) · · · (ck, dk),
n′((c1, d1)(c2, d2) · · · (ck, dk)) = max{n(ci, di) : i = 1, . . . , k}
and
p′((c1, d1)(c2, d2) · · · (ck, dk)) =
∣∣{i : n(ci, di) = n′((c1, d1)(c2, d2) · · · (ck, dk))}∣∣ .
So n′ is the maximum n-value of any of the (ci, di), and p′ is the number of times this maximum is achieved.
Fix a canonical decomposition of each relation (u, v) ∈ ker ρ by selecting the decompositions that minimize n′ and from
these selecting one that minimizes p′. Define
n′′(u, v) = n′((c1, d1)(c2, d2) · · · (ck, dk))
and
p′′(u, v) = p′((c1, d1)(c2, d2) · · · (ck, dk)),
where (c1, d1)(c2, d2) · · · (ck, dk) is the canonical decomposition of (u, v).
First stage. Let S be the subset of ker ρ consisting of those relations whose canonical decompositions are formed by
concatenating elements ofR. Let
Q = {(uiwvi, viwui) : w ∈ A∗ and i = 1, . . . , n}.
Notice thatQ ∈ R#, and furthermore that if (p, q) ∈ R+ andw ∈ A∗, then (pwq, qwp) is a consequence ofQ. (The setR+
consists of all relations formed by concatenating elements ofR.)
Define an ordering of the set ker ρ as follows:
(u, v) (u′, v′) ⇐⇒ n′′(u, v) < n′′(u′, v′) or (n′′(u, v) = n′′(u′, v′) and p′′(u, v) < p′′(u′, v′)) .
The line of reasoning in this first stage owes much to the proof of [8, Theorem 3]. To show that each (u, v) is a Malcev
consequence of-preceding elements of ker ρ, one follows the basic outline of that earlier proof to obtain-preceding
elements of ker ρF ; one ‘compensates’ for the fact that these relationsmay not lie in ker ρH by inserting pairs uiuRi , viv
R
i , u
L
i ui,
or vLi vi; and one uses these newly-found relations and those inQ in a Malcev chain yielding (u, v).
Lemma 10. Let (u, v) ∈ ker ρ − S. Then (u, v) is a Malcev consequence of relations inQ and-preceding elements of ker ρ .
The following technical result will be needed in the proof of Lemma 10. Informally, it is this result that allows the
‘compensation’ mentioned above.
Lemma 11. Let (u, v) ∈ ker ρF . Then (u, v)δ is a positive (that is, semigroup) sum of elements of D.
Proof. This result is obviously true for elements ofR ⊆ ker ρF . Proceed by induction onn(u, v). Suppose (u, v) ∈ ker ρF−R.
Then anyΓ -derivation tree foruv−1 contains a derivation pathwith at least three vertices labelled by the samenon-terminal.
Distinguish such a path withm > 2 repetitions of the non-terminalM . Suppose
O ∗⇒ xMy, M ∗⇒ αiMβi for each i ∈ {1, . . . ,m− 1}, M ∗⇒ w,
where O is the start symbol of Γ and uv−1 = xα1 · · ·αm−1wβm−1 · · ·β1y.
The point in the word uv−1 where the subword u ∈ A+ ends and the subword v−1 ∈ (A−1)+ begins is called the u–v−1
boundary.
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Lemma 12. The u –v−1 boundary is in either x,w, or y (possibly at the end of x or w or the start of w or y).
Proof. Suppose the u–v−1 boundary is in αi for some i ∈ {1, . . . ,m − 1} (not at the start of α1 or the end of αm−1). Then
there exist s, t ∈ A+ such that α1 · · ·αm−1 = st−1. By pumping derivation fromM , it can be seen that
J(A) 3 x(α1 · · ·αm−1)2w(βm−1 · · ·β1)2y
= xst−1st−1wβm−1 · · ·β1βm−1 · · ·β1y,
which is a contradiction, because this word is not in A+(A−1)+. A similar contradiction arises should the u–v−1 boundary be
in some βi, thus proving the lemma. 
The relation (u, v) therefore takes one of the following three forms:
(1) (xα1 · · ·αm−1w′, y−1β−11 · · ·β−1m−1w′′), wherew = w′(w′′)−1, if the u–v−1 boundary is inw;
(2) (xα1 · · ·αm−1wβm−1 · · ·β1y′, y′′), where y = y′(y′′)−1, if the u–v−1 boundary is in y;
(3) (x′, y−1β−11 · · ·β−1m−1w−1α−1m−1 · · ·α−11 x′′), where x = x′(x′′)−1, if the u–v−1 boundary is in x.
The second and third cases are symmetrical. It shall therefore suffice to prove the result for the first two cases.
Observe that inΓ , sincem > 2,O ∗⇒ xMy,M ∗⇒ α1 · · ·αm−2Mβm−2 · · ·β1,M ∗⇒ αm−1Mβm−1 andM ∗⇒ w, and therefore
xα1 · · ·αm−2wβm−2 · · ·β1y, xαm−1wβm−1y, xwy ∈ J(A). (3)
Furthermore, derivation trees with fewer than n(u, v) internal vertices exist for each of these words, as the following three
derivations show:
O ∗⇒ xMy ∗⇒ xα1 · · ·αm−2Mβm−2 · · ·β1y ∗⇒ xα1 · · ·αm−2wβm−2 · · ·β1y,
O ∗⇒ xMy ∗⇒ xαm−1Mβm−1y ∗⇒ xαm−1wβm−1y,
O ∗⇒ xMy ∗⇒ xwy.
(1) Suppose
u = xα1 · · ·αm−1w′ and v = y−1β−11 · · ·β−1m−1w′′.
Then, by (3), the relations
(xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′), (xαm−1w′, y−1β−1m−1w′′), and (xw′, y−1w′′) (4)
are in ker ρF and have n-values less than n(u, v). Assume that δ applied to each of these relations (4) gives a positive
sum of elements of D. Now,
(u, v)δ = (uρH)− (vρH)
= (xα1 · · ·αm−1w′)ρH − (y−1β−11 · · ·β−1m−1w′′)ρH
= (xα1 · · ·αm−2w′)ρH + (αm−1)ρH − (y−1β−11 · · ·β−1m−2w′′)ρH − (βm−1)ρH
= (xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′)δ + (αm−1)ρH − (βm−1)ρH
= (xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′)δ + (αm−1)ρH − (βm−1)ρH
+ (x)ρH + (w′)ρH − (y−1)ρH − (w′′)ρH − (x)ρH − (w′)ρH + (y−1)ρH + (w′′)ρH
= (xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′)δ + (xαm−1w′)ρH − (y−1βm−1w′′)ρH − (xw′)ρH + (y−1w′′)ρH
= (xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′)δ + (xαm−1w′, y−1βm−1w′′)δ + (y−1w′′, xw′)δ.
The assumption then shows that (u, v)δ is a positive sum of elements of D.
(2) Suppose
u = xα1 · · ·αm−1wβm−1 · · ·β1y′ and v = y′′.
Then, by (3), the relations
(xα1 · · ·αm−2wβm−2 · · ·β1y′, y′′), (xαm−1wβm−1y′, y′′), and (xwy′, y′′) (5)
are in ker ρF and have n-values less than n(u, v). Again assume that δ applied to each of these relations (5) gives a positive
sum of elements of D. Then
(u, v)δ = (uρH)− (vρH)
= (xα1 · · ·αm−1wβm−1 · · ·β1y′)ρH − (y′′)ρH
= (xα1 · · ·αm−2wβm−2 · · ·β1y′)ρH − (y′′)ρH + (αm−1)ρH + (βm−1)ρH
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= (xα1 · · ·αm−2wβm−2 · · ·β1y′, y′′)δ + (αm−1)ρH + (βm−1)ρH
+ (xwy′)ρH − (y′′)ρH − (xwy′)ρH + (y′′)ρH
= (xα1 · · ·αm−2wβm−2 · · ·β1y′, y′′)δ + (xαm−1wβm−1y′)ρH − (y′′)ρH − (xwy′)ρH + (y′′)ρH
= (xα1 · · ·αm−2wβm−2 · · ·β1y′, y′′)δ + (xαm−1wβm−1y′, y′′)δ + (y′′, xwy′)δ.
Again, the assumption shows that (u, v)δ is a positive sum of elements of D.
Therefore, by induction on n(u, v), the image under δ of each (u, v) ∈ ker ρF can be expressed as a positive sum of
elements of D. 
Proof (Proof of 10). Let (c1, d1) · · · (ck, dk) be the canonical decomposition of (u, v). Since (u, v) ∈ ker ρ − S, there exists
(cj, dj) ∈ ker ρF − R. Reasoning as in the proof of Lemma 11, there are three cases, two of which are parallel. For brevity,
let s = c1 · · · cj−1, t = cj+1 · · · ck, s′ = d1 · · · dj−1, and t ′ = dj+1 · · · dk.
(1) Suppose
cj = xα1 · · ·αm−1w′ and dj = y−1β−11 · · ·β−1m−1w′′
where x, αi, w′, w′′, βi, y as in the proof of Lemma 11. Then the relations
(xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′), (xαm−1w′, y−1β−1m−1w′′), and (xw′, y−1w′′)
are in ker ρF . The relations
(sxα1 · · ·αm−2w′t, s′y−1β−11 · · ·β−1m−2w′′t ′), (sxαm−1w′t, s′y−1β−1m−1w′′t ′), and (sxw′, s′y−1w′′t ′)
are thus also in ker ρF . Now, since (u, v)δ = 0H ,
(sxα1 · · ·αm−2w′t, s′y−1β−11 · · ·β−1m−2w′′t ′)δ = −(αm−1)ρH + (β−1m−1)ρH ,
(sxαm−1w′t, s′y−1β−1m−1w
′′t ′)δ = −(α1 · · ·αm−2)ρH + (β−1m−2 · · ·β−11 )ρH ,
(sxw′t, s′y−1w′′t ′)δ = −(α1 · · ·αm−1)ρH + (β−1m−1 · · ·β−11 )ρH .
Lemma 11 asserts that there are positive sums of elements of D that equal the left-hand sides of the above equations.
That is, one can choose elements of R, concatenate them, and get a relation in ker ρF whose image under δ takes one
of these three values. By switching the two sides of such a relation, one can invert the image under δ. Therefore choose
(p, q) and (p′, q′) inR+ such that (p, q)δ = (αm−1)ρH − (β−1m−1)ρH and (p′, q′)δ = (α1 · · ·αm−2)ρH − (β−1m−2 · · ·β−11 )ρH .
Observe that the relations (pwq, qwp) and (p′wq′, q′wp′) are consequences ofQ, and that
(p′p, q′q)δ = (p, q)δ + (p′, q′)δ = (α1 · · ·αm−1)ρH − (β−1m−1 · · ·β−11 )ρH .
Using these relations (p, q) and (p′, q′) as ‘compensation’, one obtains the relations
(psxα1 · · ·αm−2w′t, qs′y−1β−11 · · ·β−1m−2w′′t ′),
(sxαm−1w′tp′, s′y−1β−1m−1w
′′t ′q′), and (q′qsxw′, p′ps′y−1w′′t ′), (6)
which lie in ker ρ since their images under δ are 0H . By the choice of (p, q) and (p′, q′), the relations (6) precede (u, v)
in the-ordering: for example, the decomposition of the first relation
(p, q)(s, s′)(xα1 · · ·αm−2w′, y−1β−11 · · ·β−1m−2w′′)(t, t ′)
has a lesser value of n′′, or the same n′′-value and a smaller p′′-value, than the canonical decomposition of (u, v), so
certainly the canonical decomposition of the first relation must have the same property.
The following Malcev chain shows that (u, v) is a Malcev consequence of the relations (6) and those inQ:
sxα1 · · ·αm−1w′t
→ pLpsxα1 · · ·αm−2w′ttR(w′)Rαm−1w′t
→ pLqs′y−1β−11 · · ·β−1m−2w′′t ′tR(w′)Rαm−1w′t by (6)
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqL(q′)Lq′qs′y−1w′′t ′tR(w′)Rαm−1w′t
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqL(q′)Lp′psxw′ttR(w′)Rαm−1w′t by (6)
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqL(q′)Lp′psxαm−1w′t
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqL(q′)Lp′psxαm−1w′tq′(q′)R
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqL(q′)Lq′psxαm−1w′tp′(q′)R byQ#
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqLpsxαm−1w′tp′(q′)R
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqLps′y−1β−1m−1w′′t ′q′(q′)R by (6)
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→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqLps′y−1β−1m−1w′′t ′
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqLps′y−1β−1m−1w′′t ′qqR
→ pLqs′y−1β−11 · · ·β−1m−2(y−1)L(s′)LqLqs′y−1β−1m−1w′′t ′pqR byQ#
→ pLqs′y−1β−11 · · ·β−1m−1w′′t ′pqR
→ pLps′y−1β−11 · · ·β−1m−1w′′t ′qqR
→ s′y−1β−11 · · ·β−1m−1w′′t ′.
(2) Suppose
cj = xα1 · · ·αm−1wβm−1 · · ·β1y′ and dj = y′′
where x, αi, w, βi, y′, y′′ are as in the proof of Lemma 11. Then the relations
(xα1 · · ·αm−2wβm−2 · · ·β1y′, y′′), (xαm−1wβm−1y′, y′′), and (xwy′, y′′) (7)
are in ker ρF . Therefore the relations:
(sxα1 · · ·αm−2wβm−2 · · ·β1y′t, s′y′′t ′), (sxαm−1wβm−1y′t, s′y′′t ′), and (sxwy′t, s′y′′t ′) (8)
are also in ker ρF . Since (u, v)δ = 0H ,
(sxα1 · · ·αm−2wβm−2 · · ·β1y′t, s′y′′t ′)δ = −(αm−1)ρH − (βm−1)ρH ,
(sxαm−1wβm−1y′t, s′y′′t ′)δ = −(α1 · · ·αm−2)ρH − (βm−2 · · ·β1)ρH ,
(sxwy′t, s′y′′t ′)δ = −(α1 · · ·αm−1)ρH − (βm−1 · · ·β1)ρH .
Choose ‘compensation’ relations (p, q) and (p′, q′) in R+ such that (p, q)δ = (αm−1)ρH + (βm−1)ρH and (p′, q′)δ =
(α1 · · ·αm−2)ρH + (β−1m−2 · · ·β1)ρH . The relations
(sxα1 · · ·αm−2wβm−2 · · ·β1y′tp, s′y′′t ′q), (p′sxαm−1wβm−1y′t, q′s′y′′t ′), and (pp′sxwy′t, qq′s′y′′t ′) (9)
are in ker ρ and precede (u, v) in the-ordering. The following Malcev chain shows that the relation (u, v) is a Malcev
consequence of the relations (9) and those inQ:
sxα1 · · ·αm−1wβm−1 · · ·β1y′t
→ sxα1 · · ·αm−2xLsL(p′)Lp′sxαm−1wβm−1y′ttR(y′)Rβm−2 · · ·β1y′t
→ sxα1 · · ·αm−2xLsL(p′)Lq′s′y′′t ′tR(y′)Rβm−2 · · ·β1y′t by (9)
→ sxα1 · · ·αm−2xLsL(p′)LqLqq′s′y′′t ′tR(y′)Rβm−2 · · ·β1y′t
→ sxα1 · · ·αm−2xLsL(p′)LqLpp′sxwy′ttR(y′)Rβm−2 · · ·β1y′t by (9)
→ sxα1 · · ·αm−2xLsL(p′)LqLpp′sxwβm−2 · · ·β1y′tqqR
→ sxα1 · · ·αm−2xLsL(p′)LqLqp′sxwβm−2 · · ·β1y′tpqR byQ#
→ sxα1 · · ·αm−2wβm−2 · · ·β1y′tpqR
→ s′y′′t ′qqR by (9)
→ s′y′′t ′.
In either case, (u, v) ∈ ker ρ − S is a Malcev consequence of-preceding elements of ker ρ plus relations from Q.
Therefore, by induction on n(u, v), the semigroup S has a Malcev presentation SgM〈A | S ∪Q〉. 
Second stage. The reasoning thus far has reduced the ‘ordinary’ presentation Sg〈A | ker ρ〉 for S to the Malcev presentation
SgM〈A | S ∪ Q〉. However, the set of relations S ∪ Q is infinite. The next stage is to show that all relations in S ∪ Q are
Malcev consequences of those in a still infinite – but simpler – set T .
This section is rather technical, so a fewmotivational remarks will be made immediately after some definitions required
later.
Let K = (N ∪ {0})2n and N = Zn. Define δ′ : K → H by
(a1, a′1, . . . , an, a
′
n) 7→
n∑
i=1
[
ai(ui, vi)δ + a′i(vi, ui)δ
]
. (10)
(Recall thatR = {(u1, v1), (v1, u1), . . . , (un, vn), (vn, un)}.)
Define σ : K → N by
(a1, a′1, . . . , an, a
′
n) 7→ (a1 − a′1, . . . , an − a′n).
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Let δ′′ : N → H be given by
(b1, . . . , bn) 7→
n∑
i=1
bi(ui, vi)δ.
Recall that every relation in S is a concatenation of elements of R. It is obvious, therefore, that S ⊆ R#. However,
although all elements ofR lie in ker ρF , they may have non-zero image under δ. (Recall that (u, v)δ = uρH − vρH .) Suppose
(u, v) = (c1, d1) · · · (ck, dk), with (cj, dj) ∈ R and that this decomposition contains ai instances of (ui, vi) and a′i instances
of (vi, ui) for each i. Record this fact using a tuple T = (a1, a′1, a2, a′2, . . . , an, a′n) ∈ K . Notice that the image of T under
δ′ coincides with the image of (u, v) under δ. So the tuple corresponding to any relation in ker ρ must also have image
0H under δ′. Now, as the contributions of each ai and a′i to the sum (10) are mutually inverse, one may pass to a tuple
(a1 − a′1, . . . , an − a′n) in N (using the mapping σ ) and still be able to obtain the image of T under δ′ using the mapping δ′′.
(Lemma 13 formalizes this notion.) The kernel of δ′′ (in the group-theoretical sense) is a subgroup of the finitely generated
abelian group N and is therefore itself finitely generated. The strategy is to pick a finite [semigroup] generating set for this
kernel, pull this set back to a set of tuples Y in K , and thus to find a particular set T consisting of relations formed by
concatenating relations fromR and trivial relations (a, a) such that the number of (ui, vi) and (vi, ui) is described by a tuple
in Y . (Thus each relation in T has image 0H under δ.) The aim is to express the tuple T as a positive (semigroup) sum of
tuples
∑
j∈J yj with yj ∈ Y . The definition of the relations in T then allows the construction of a Malcev chain from u to v in
which there is a one-to-one correspondence between the steps of the chain and the yj in the sum of tuples.
The details of the reasoning are, however, quite delicate: a number of technical difficulties arise in pulling back the
generators of the kernel of δ′′ to tuples in K . Lemmata 13–15 show how to surmount these problems.
Lemma 13. σδ′′ = δ′.
Proof. Let (a1, a′1, . . . , an, a′n) ∈ K . Then
(a1, a′1, . . . , an, a
′
n)σδ
′′ = (a1 − a′1, . . . , an − a′n)δ′′
=
n∑
i=1
(ai − a′i)(ui, vi)δ
=
n∑
i=1
[ai(ui, vi)δ − a′i(ui, vi)δ]
=
n∑
i=1
[ai(ui, vi)δ + a′i(vi, ui)δ]
= (a1, a′1, . . . , an, a′n)δ′.
Therefore σδ′′ = δ′. 
Now, Ker δ′′ is a subgroup ofN = Zn and so is finitely generated. LetX be a finite semigroup generating set for Ker δ′′. [This
proof adheres to a notational distinction between kerφ, which denotes a congruence on the domain of a homomorphism φ,
and Kerψ , which is a normal subgroup of the domain of a group homomorphism ψ .]
Let τ : N → K be defined by
(b1, . . . , bn) 7→ (max{b1, 0},max{−b1, 0}, . . . ,max{bn, 0},max{−bn, 0}).
Observe that τσ = idN . This observation and Lemma 14 will together show that τ is ‘almost’ an inverse of σ . Use τ to pull
back X into K as follows: Let Y ′ = Xτ . Let Y ′′ ⊆ K be the set
{(1, 1, 0, 0, . . . , 0, 0), (0, 0, 1, 1, . . . , 0, 0), . . . , (0, 0, 0, 0, . . . , 1, 1)},
and let Y = Y ′ ∪ Y ′′.
Unfortunately, the composition στ is not the identitymapping. However, it is close enough for the purposes of this proof,
in a sense made precise by the following lemma:
Lemma 14. For (a1, a′1, . . . , an, a′n) ∈ K,
(a1, a′1, . . . , an, a
′
n)− (a1, a′1, . . . , an, a′n)στ ∈ Mon
〈
Y ′′
〉
.
Proof. Let (. . . , ai, a′i, . . .) ∈ K . Then
(. . . , ai, a′i, . . .)σ τ = (. . . , ai − a′i, . . .)τ
= (. . . ,max{ai − a′i, 0},max{a′i − ai, 0}, . . .).
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If ai ≥ a′i , then this gives (. . . , ai − a′i, 0, . . .), and
(. . . , ai, a′i, . . .)− (. . . , ai − a′i, 0, . . .) = a′i(. . . , 1, 1, . . .)+ · · · .
If ai ≤ a′i , then this gives (. . . , 0, a′i − ai, . . .), and
(. . . , ai, a′i, . . .)− (. . . , 0, a′i − ai, . . .) = ai(. . . , 1, 1, . . .)+ · · · .
Reasoning thus for each i gives the result. 
Similarly, τ is ‘close’ to being a homomorphism:
Lemma 15. For (b1, . . . , bn) and (c1, . . . , cn) in N,
(b1, . . . , bn)τ + (c1, . . . , cn)τ − (b1 + c1, . . . , bn + cn)τ ∈ Mon
〈
Y ′′
〉
.
Proof. Let (. . . , bi, . . .) and (. . . , ci, . . .) be members of N . Then
(. . . , bi, . . .)τ + (. . . , ci, . . .)τ
= (. . . ,max{bi, 0},max{−bi, 0}, . . .)+ (. . . ,max{ci, 0},max{−ci, 0}, . . .)
= (. . . ,max{bi, 0} +max{ci, 0},max{−bi, 0} +max{−ci, 0}, . . .).
Consider the following four cases:
(1) bi, ci ≥ 0. This gives (. . . , bi, . . .)τ + (. . . , ci, . . .)τ = (. . . , bi + ci, 0, . . .), and
(. . . , bi + ci, 0, . . .)− (. . . , bi + ci, . . .)τ = (. . . , bi + ci, 0, . . .)− (. . . , bi + ci, 0, . . .)
= (. . . , 0, 0, . . .).
(2) bi, ci ≤ 0. This gives (. . . , bi, . . .)τ + (. . . , ci, . . .)τ = (. . . , 0,−bi − ci, . . .), and
(. . . , 0,−bi − ci, 0, . . .)− (. . . , bi + ci, . . .)τ = (. . . , 0,−bi − ci, 0, . . .)− (. . . , 0,−bi − ci, . . .)
= (. . . , 0, 0, . . .).
(3) bi ≥ 0, ci ≤ 0. Now split into two sub-cases:
(a) |bi| ≥ |ci|. This gives (. . . , bi, . . .)τ + (. . . , ci, . . .)τ = (. . . , bi,−ci, . . .), and
(. . . , bi,−ci, 0, . . .)− (. . . , bi + ci, . . .)τ = (. . . , bi,−ci, 0, . . .)− (. . . , bi + ci, 0, . . .)
= (. . . , bi − bi − ci,−ci . . .)
= (. . . ,−ci,−ci, . . .).
(Observe that−ci ≥ 0.)
(b) |bi| ≤ |ci|. This gives (. . . , bi, . . .)τ + (. . . , ci, . . .)τ = (. . . , bi,−ci, . . .), and
(. . . , bi,−ci, 0, . . .)− (. . . , bi + ci, . . .)τ = (. . . , bi,−ci, 0, . . .)− (. . . , 0,−(bi + ci), . . .)
= (. . . , bi,−ci + bi + ci . . .)
= (. . . , bi, bi, . . .).
(4) bi ≤ 0, ci ≥ 0. This is symmetric to case iii.
Apply the four cases above to each i to complete the proof. 
Finally, although Ker δ′ is not guaranteed to be a subset of Mon 〈Y 〉, any element of Ker δ′ differs from some element of
Mon 〈Y 〉 only by an element of Mon 〈Y ′′〉:
Lemma 16. If (a1, a′1, . . . , an, a′n)δ′ = 0H , then there exists y ∈ Mon
〈
Y ′′
〉
such that (a1, a′1, . . . , an, a′n)+ y ∈ Mon 〈Y 〉.
Proof. Let (a1, a′1, . . . , an, a′n)δ′ = 0H . Lemma 13 shows that the image of (a1, a′1, . . . , an, a′n) under σ lies in Ker δ′′. So
(a1, a′1, . . . , an, a
′
n)σ =
∑
j∈J
xj for some xj ∈ X ,
(a1, a′1, . . . , an, a
′
n)στ =
(∑
j∈J
xj
)
τ ,
(a1, a′1, . . . , an, a
′
n)στ + y =
∑
j∈J
(xjτ) where y ∈ Mon
〈
Y ′′
〉
, by Lemma 15,
(a1, a′1, . . . , an, a
′
n)+ y =
∑
j∈J
(xjτ)+ z where z ∈ Mon
〈
Y ′′
〉
, by Lemma 14,
∈ Mon 〈Y 〉 ,
and this completes the proof. 
988 A.J. Cain / Journal of Pure and Applied Algebra 213 (2009) 977–990
Let T consist of all relations in (R∪ {(a, a) : a ∈ A})+, containing, for some (a1, a′1, . . . , an, a′n) ∈ Y , exactly ai instances
of (ui, vi) and a′i instances of (vi, ui), for each i. Observe that T containsQ since Y contains Y ′′. Notice that the definition of
T makes no mention of canonical decompositions. When a relation in T is used to rewrite a word over A, these ai instances
of ui change to vi, and the a′i instances of vi change to ui, and no other letters are altered. Call these unchanged intermediate
letters ‘padding’.
Suppose (u, v) ∈ T . Then obviously (u, v) ∈ ker ρF . Also, (u, v) ∈ ker ρH , since
(u, v)δ = (a1, a′1, . . . , an, a′n)δ′ = 0H ,
where (a1, a′1, . . . , an, a′n) ∈ Y . So T ⊆ ker ρ.
Define χ : S → K as follows: w ∈ S maps to (a1, a′1, . . . , an, a′n), where ai is the number of (ui, vi) in the canonical
decomposition ofw, and a′i is the number of (vi, ui).
Lemma 17. Every relation in S is a Malcev consequence of those in T .
Proof. Let (u, v) ∈ S. Then (u, v) ∈ ker ρF∩ker ρH , so (u, v)χ ∈ Ker δ′. Let y ∈ Mon
〈
Y ′′
〉
be such that (u, v)χ+y ∈ Mon 〈Y 〉.
Suppose y = (b1, b1, . . . , bn, bn). Let
(s, t) = (u1, v1)b1(v1, u1)b1 · · · (un, vn)bn(vn, un)bn . (11)
Observe that (s, t) ∈ Q#.
Suppose that (u, v)χ + y =∑pj=1 yj, where yj ∈ Y . Construct a Malcev T -chain from u to v as follows. First of all, insert
t and transform it to s using relations fromQ ⊆ T :
u→ uttR → ustR. (12)
The component ai of the tuple (u, v)χ + y describes the number of (ui, vi) that appear in the canonical decomposition
of (u, v) concatenated with the decomposition (11) of (s, t). A similar statement applies to a′i and (vi, ui). Put another way,
the components ai and a′i of the tuple (u, v)χ + y describes the number of subwords ui and vi of us that must be changed to
vi and ui, respectively, in order to transform us to vt . As (u, v)χ + y =∑pj=1 yj, the sum of the ai and a′i components of the
yj also gives the number subwords of each type that must be changed.
Construct a Malcev chain from us to vt by defining the jth step in the chain (where j = 1, . . . , p) as follows. Suppose
yj = (a1, a′1, . . . , an, a′n) and that the first j−1 steps have transformed us tow. For each i, find ai subwords ui and a′i subwords
vi ofw that have not been changed in the chain thus far. The jth step consists of changing those words ui to vi and vi to ui. By
the definition of T , a relation exists that permits this step. Furthermore, by the comments in the last paragraph, the word
left after the pth step is vt .
Concatenate the Malcev chain (12) with the one just constructed and append
vttR → v
to obtain a Malcev T -chain from u to v. 
Third stage. The proof thus far has shown that S has a Malcev presentation SgM〈A | T 〉. The set T is still infinite. This third
and final stage shows that a finite subsetU of T will suffice in a Malcev presentation for S.
LetU be the subset of T where each padding string is either empty or one letter long— elements ofR are either adjacent
or separated by a single (a, a) for some a ∈ A. Observe that the setU is finite because Y –which dictates howmany elements
ofR can appear – is finite.
Lemma 18. Every relation in T is a Malcev consequence of those inU.
Proof. Let (αwβ, γwζ) be a relation in T , with (w,w) being padding. Suppose (w,w) = (a, a)(w′, w′) for a ∈ A. Since
0H = (αwβ, γwζ)δ
= (αwβ)ρH − (γwζ)ρH
= (αβ)ρH − (γ ζ )ρH + (w)ρH − (w)ρH
= (αβ)ρH − (γ ζ )ρH
= (αβ, γ ζ )δ,
the relations
(αaβ, γ aζ ), (αw′β, γw′ζ ), (αβ, γ ζ ) (13)
are all in ker ρ. They are all clearly in T .
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The following Malcev chain shows that (αwβ, γwζ) is a Malcev consequence of the relations (13):
αwβ
→ αaw′β
→ αaββRw′β
→ γ aζβRw′β
→ γ aγ Lγ ζβRw′β
→ γ aγ LαββRw′β
→ γ aγ Lαw′β
→ γ aγ Lγw′ζ by induction on |w|
→ γ aw′ζ
= γwζ .
Apply such reasoning to every padding string in the relation to show that it is a Malcev consequence ofU. 
Conclusion. By Lemmata 10, 17 and 18,
ker ρ = SM = T M = UM.
Therefore S admits the finite Malcev presentation SgM〈A | U〉. Since S was an arbitrary finite generated subsemigroup G,
the group G – which was an arbitrary direct product of a free group and an abelian group – is Malcev coherent. 
5. From abelian groups to nilpotent groups
The direct product of a free group and a polycyclic group is coherent. Of course, Corollary 8 implies that such direct
products are not in general Malcev coherent. This leaves the following question unanswered:
Problem 19. Is every direct product of a free group and a nilpotent group Malcev coherent?
The class of coherent groups is closed under forming finite extensions. Therefore the direct product of a free group and
a virtually polycyclic group is also coherent. This immediately provokes the following question:
Problem 20. Is every direct product of a free group and a virtually abelian group Malcev coherent?
It is not yet known whether the class of Malcev coherent groups is closed under forming finite extensions. [The author
opines that this is the most important unsolved problem in the theory of Malcev presentations.] Thus it is conceivable that
these two questions may have different answers if one replaces ‘free’ by ‘virtually free’.
For a general survey of the current state of knowledge of Malcev presentations, see [6].
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