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Let e(m) denote the maximal number of edges of a convex digital polygon 
included into an m x m square area of lattice points and let s(n) denote the 
minimal (side) size of a square in which a convex digital polygon with n edges can 
be included. We prove that 
12 
e(m) (4.rr2),/3 m 2/3 + O(m 1/3 log m) 
27 
s(n) = 1 -~n 3/2 + O(n log n). 
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1. INTRODUCTION 
There has been an increasing interest in optimization problems on the 
integer grid in the past few years. Such problems have been considered in 
a number of recent papers (see, for example, [2], [3], [5], [7], [8]). 
This paper solves another optimization problem related to convex 
digital polygons. The vertices of these convex polygons belong to the 
square grid (equivalently, all their vertices have integer coordinates). 
The mutual relationships between the (minimal) size m (= side length) 
of the square grid and the (maximal) number n of edges of a convex digital 
polygon, which can be included into an m × m-grid, were studied in [9]. 
Let the minimal size of m w.r.t, a fixed n be denoted by s(n), and 
conversely let the maximal size of n w.r.t, a fixed m be denoted by e(m). 
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Two increasing sequences m(t) and n(t) of natural numbers were intro- 
duced in [9], such that the numbers m(t) and n(t) correspond to each 
other in the above two optimization problems; in other  words, m(t )= 
s(n(t)) and n(t) = e(m(t)). Explicit expressions for the functions e(m) and 
s(n) were derived in the same paper as empiric approximation formulas. 
The purpose of this paper is to extend and improve the results of [9], in 
the following aspects: exactness of the formulas, time complexity of the 
algorithm for the construction of optimal solutions in the m(t)-n(t) case, 
and validity of the optimality proof. Therefore, we will 
(a) derive the asymptotic estimations for the explicit connections 
between m and n, which will include the exact coefficients of the leading 
members; 
(b) establish the relationship between the edges of the polygons that 
we inscribe (for m = m(t)) and the members of the Farey sequence; the 
efficient algorithm for traversing the Farey sequence wii1 enable a reduc- 
tion of time complexity of the construction of a convex digital polygon of 
n(t) edges, which is included in a square area with side m(t); 
(c) give the strict proof of mutual optimality of the "m(t)-n(t)" 
solution; in our opinion, the proof given in [9], although based on a correct 
idea and intuitively clear, should be made more rigorous. In addition, it 
will be shown that the optimal "m(t)-n(t)" solution is unique. 
The paper is self-contained. Some denotations from [9] are slightly 
altered. An effort is made to emphasize the fact that the sequences m(t) 
and n(t) naturally arise in the course of seeking the optimal solutions of 
the considered inscribing problem(s). 
2. THE OPTIMALITY PROOF 
Let SQ(m) denote a square area of lattice points with side length m 
and let e(m) denote the maximal number of edges of a convex digital 
polygon, which can be included into SQ(m). 
In order to determine the function e(m), we will start with some 
preparations: 
For each line segment s = [(xp Yl), (X2, Y2)] we denote the correspond- 
ing block (Manhattan) distance by 
bd(  s)  = Ix1 - x21 + lyl  - Y21. 
LEMMA 1. The sum of block distances associated to all the edges of a 
convex digital polygon P is equal to the perimeter of the minimal rectangle 
with sides parallel to the coordinate axes, which includes P. 
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FIG. 1. 
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Projections of edges of P exactly cover the perimeter of the rectangle. 
Proof. The projections of all the edges of a convex digital polygon 
exactly cover the perimeter of the mentioned rectangle. (Fig. 1) | 
Let P(m) be the convex digital polygon included into SQ(m) with the 
maximal possible number of edges (i.e., with e(m) edges). According to 
Lemma 1, we have 
(* )  Y~ bd(e) <_ 4*m 
e~P(m) 
( = the perimeter of SQ(m)) .  
The definition of P(m) requires that the sum on the left-hand side of the 
above inequality has the maximal possible number of summands. Conse- 
quently, since the sum is bounded from above with the constant 4 .  m, we 
should keep these summands as small as possible. 
We associate the fraction [x 1 -xz l / [y  1 -Y2[ to each summand [X 1 - -  
x21 + [Yl - Y21 of the above sum, where (x 1, Yl) and (x 2, Y2) are two 
consecutive vertices of P(m). 
Since three mutually parallel edges cannot exist in a convex polygon, it 
follows that each of the above fractions cannot appear more than four 
times as the fraction associated to a summand of the above sum. 
In the continuation, we will concentrate on those values of m for which 
P(m) is easy to construct. Moreover, it will turn out that P(m) is uniquely 
determined for these special values of m. 
We primarily introduce an auxiliary set of fractions: Let S(t) be the set 
of fractions such that the members of S(t) are exactly all those fractions 
p/q,  which satisfy that p and q are relatively prime natural numbers and 
p+q<_t .  
LEMMA 2. I f  a set S of distinct fractions has the same cardinality as the 
set S( t ), then the sum of all numerators and denominators offractions from 
S(t) is not greater than the corresponding sum with S. Moreover, the 
equality is valid only for S = S(t). 
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Proof. Any fraction p/q from the difference of the sets S and S(t) 
would have p + q > t. II 
Remark The set S(t) was constructed in a "greedy" manner w.r.t, the 
minimization of the considered sum. 
The above-mentioned special values of m will be the following: 
m(t) = 1 +2.  12 p 
p/q~S(t )  
t 
=3+ 2, I2 E k 
k=l  b±k 
b<k/2  
=1+2.  ~ p. 
p lq  
p+q<_t 
(p _1_ q denotes that the natural numbers p and q are relatively prime.) 
We will construct the convex digital polygon P(m(t)) so that each of the 
fractions from S(t) is associated to exactly four (the maximal number!) 
edges of P(m(t)). In addition, we shall allow two horizontal and two 
vertical edges of P(m(t)), all four of length 1 (their associated fractions 
can be written as 0/1 and 1/0, respectively; note that bd = 1 for these 
four edges). Such a choice will keep the summands in the left-hand side of 
(*)  (due to Lemma 2) as small as possible (and the sum will consequently 
be minimal w.r.t, the given number (= 4* IS(t)l + 4) of summands. Any 
other set X consisting of 4* IS(t)l + 4 different fractions p/q with rela- 
tively prime natural numbers p and q would lead to the inequality 
12 (p  + q) > 4 .  m(t). 
p/qcg  
This would violate (*), since the fractions p/q and the expressions p + q 
should be associated to the edges of a corresponding convex digital 
polygon included into SQ(m(t)) and their block distances, respectively. 
Thus we can prove the following: 
THEOREM 1. For each natural number t holds: 
n(t) =e(m(t) )  
= the number of edges of the polygon P ( m (t)) 
t 
=4"1S( t )1+4=8+8.  • • 1. 
k-1  b±k 
b<k/2  
582a/69/2-13 
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Proof. Follows from the above lemmas and from the described con- 
struction of the polygon P(m(t)). | 
Remark. Note that the above proof also implies that re(t) = s(n(t)), 
that is, that re(t) is the minimal side size of a square area in which a 
convex digital polygon with n(t) edges can be included. 
3. AN EFFICIENT CONSTRUCTION OF THE UNIQUE OPTIMAL 
SOLUTION ~Y THE m(t)-n(t) CASE 
The Farey sequence of order t ([6]) is the following strictly increasing 
sequence F of fractions 
c(1) 1 1 c(i) c(i + 1) t - 1 c(h) 
- < _ _  <. . .  < < <-- .  K - -  
d(1) t t - 1 d~ d(i + 1) t d(h) '  
which include all the fractions of the form c/d, where the integers c and 
dsat i s fyc  Zd ,  O <c  <d <t .  
The effective construction of the unique polygon P(m(t)) can be per- 
formed as follows: 
Let h = card(SO)) and let 
a(1) a(2) a(h) 
- -<  < . . .  < - -  
b(1) b~ b(h) 
be the list of all the members of S(t) in increasing order. This strictly 
increasing sequence can be constructed WITHOUT SORTING its mem- 
bers. For this purpose, we start from the Farey sequence of order t and 
apply the bijection p/q ~ p/(q - p) to it. Note that the natural numbers 
p and q (where p < q) are relatively prime if and only if the natural 
numbers p and q are; another observation is that the used bijection 
preserves the ordering. 
For example, given t = 5, we have that h = 9, and the Farey sequence 
of order 5 
1/5,  1/4,  1/3,  2 /5 ,  1/2,  3/5,  2/3,  3/4,  4 /5  
is bijected to the sequence 
1/4,  1/3, 1/2,  2/3,  1/1,  3/2,  2/1,  3/1,  4 /1 ,  
which includes all different members of the set S(5) in increasing order. 
The construction of each successive member of the Farey sequence 
(from the preceding one) in constant ime is performed on the basis of the 
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recurrence relation given in [1], which is derived from the relations given 
in [6, p. 25]. It follows that the construction of the sequence a(1)/b(1), 
a(2)/b(2),..., a(h)/b(h), is of the complexity O(h); that is, this complex- 
ity is asymptotically equal to the number of members of the sequence. In 
terms of t, this complexity is equal to O(t2), since the asymptotic estimate 
for the number of members of the Farey sequence of order t [2, Theorems 
330 and 331] is 
3t 2 
7r--- 2 + O( t log t).  
In this way, we have avoided the application of sorting to the set consisting 
of h members of the set S(t), which would require O(h log h) time. 
Let the four vertices of the square area SQ(m(t)) be (0, 0), (0, m(t)), 
(re(t), m(t)), and (m(t),O). We recursively define a sequence of points 
A(0), A(1) , . . . ,  A(h) of SQ(m(t)) as follows: 
(i) A(0) = ( (m(t)  + 1)/2,  0); 
(ii) if A(i) = (x(i), y(i)), then A(i + 1) = (x(i) + a(i), y(i) + b(i)), 
l <_i <h. 
Now P(m(t)) is the convex digital polygon, which is included into SQ(m(t)), 
such that the vertices of P(m(t)) are: 
(iii) A( i )  = (x(i), y(i)), 0 <_ i <_ h; 
(iv) the points (m(t) - x(i), y(i)), (x(i), m(t) - y(i)) and (re(t) - 
x(i), m(t) - y(i)), for each i, 0 < i _< h. 
Thus we can prove 
THEOREM 2. Time complexity of the construction of the optimal polygon 
P(m(t)), included in SQ(m(t)), with n(t) edges, is equal to O(h) = O(t2). 
Proof It suffices to note the following fact: in order to complete the 
construction of P(m(t)), we should use the sorted Farey sequence four 
times in turn. This implies that the considered time complexity is equal to 
4 ,  O(h) = O(h). | 
Remark. In order to give an idea of its algorithmic speed, we mention 
that the efficient algorithm for traversing the Farey sequence makes it 
possible to calculate in couple of minutes on PC-AT that m(1000)= 
202.870.719 and n(1000) = 1.216.768. 
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4. THE ASYMPTOTIC FORMULAE 
Let 4)(n) denote the number of integers between 1 and q which are 
relatively prime with n (the famous Euler function from number theory); 
e.g., 4)(1) = 4)(2) = 1, 4)(3) = 4)(4) = 2, 4)(5) = 4. The following derivation 
shows that our formulae for m(t) and n(t) are in accordance with the 
formulas given in [9]: 




=1+ E E p+ E E q 
s=2 p±q s -2  p&q 
p+q=s p+q=s 
t 




=1+ E Es=l+ EsE1  
s=2 pLs  s=2 pZs  
t 
= Es*4) (s ) .  
s=l  








=4+4.•  E 1 = 4" E 4)(s). 
s=2 p±s s=l  
Theorem 330 from [6] gives that 
3t 2 
~_~ 4)(s) = ~T + O(t  log t), 
l<_s<t 
while it was proved in [4] that 
2t 3 
~_~ (s* 4)(s)) = -~ + O(t 2 log t). 
1 <s<t  
(because p ± q implies p ± p + q) 
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Now we obviously have that 
12t 2 2t 3 
n(t) = ~ +O(t logt )  and m(t) = ~-  +O(t  21ogt). 
It is easy to show that the function e(m) is monotonously increasing. 
Using this fact, we can derive the following theorem: 
THEOREM 3. 
12 
e(m) (4.rr2)l/3m2/3 + O(ml/310gm) 
2~ 
s(n) - 123/2 n3/2 + O(n  log n).  
Proof. We observe that for each natural number m there exists an 
integer t such that 
re(t) <_ m < m(t + 1). 
This implies that 
e(m(t) )  <_ e(m) < e(m(t  + 1)), that is, n(t) <_ e(m) < n(t + 1). 
Substituting the above asymptotic estimate for n(t), we have 
12t 2 12(t + 1) 2 
7r z + O(t log t) < e(m) < rr z + O((t  + 1)log(t + 1)). 
We observe that the lower bound and the upper bound for e(m) are 
asymptotically equal, which gives the asymptotic estimate 
12t z 
e(m) =n( t )  = 7r 2 + O(t logt) .  
In a similar fashion one can derive (since the function s(n) is also 
monotonously increasing) that 
2t 3 
s(n) = m( t) = - -  + O(t 2 log t). 
77 -2 
We should eliminate the parameter t in order to get e(m) and s(n) as 
the expressions of m and n, respectively. For this purpose, we give the 
following lemma, the proof of which will be given in the Appendix: 
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LEMMA 3. Let the real functions f(t)  and g(t) be implicitly connected 
(via parameter t) by the relations 
f ( t )  = t 3 + O(t 2 log t) 
g(t) = t 2 + O(t log t). 
Then the explicit expressions for the functions f(g) and g( f ) are 
f (g )  = g3/2 + O(g log g) 
g( f )  =f2/3 + O(f*/3 Iog f ) .  
Now observe that 
12 2 
n(t) = -~*  g(t) and m(t) = - - *  f ( t ) .  
77 -2 
Since the constant multipliers do not influence the (O-) remainder parts, it 
follows from Lemma 3 that after the functions f (t)  and g(t) are replaced 
by the functions m(t) and n(t), respectively, the remainder parts of the 
explicit connections will be O(n log n) and O(m 1/3 log m). 
The leading members of the explicit connections between m and n can 
be easily calculated by taking into account solely the leading members of 
the above expressions for m(t) and n(t). | 
Remark The empirically obtained coefficients of the leading members in 
the asymptotic expressions for s(n) and e(m) were 0.1507 and 3.53, 
respectively [9]. Their more exact values, which are derived from Theorem 
2 up to four decimal places, are 0.1511 and 3.5242, respectively. 
5. APPENDIX 
Proof of Lemma 3. Observe that the assumptions of the lemma give 
that f ( t )=  O(t 3) and g(t)= O(t2). The immediate consequences are 
t = O( f  1/3) and t = 0(g1/2). 
The assumption 
t 2 - -  c* t*log t <g( t )  <_ t 2 + c* t* logt ,  
or, equivalently, 
log t )1/2 
t* 1 -c  <g t 1 /2 (  ) <t*  
t 
log t )1/2 
1+c 
t 
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implies that 
c 
c * logt  +o(t )  <g( t )  1/2 < t + - * logt  +o( t )  i.e., 
2 2 
g( t )  1/2 = t + O( log  t)  and t = g( t )  1/2 + O( log  t ) .  
Consequent ly ,  
f ( t )  = (g ( t )  1/2 + O( log  t ) )  3 + O(t  2 log t)  
(by us ing that  g( t )  = O( t2) )  = g( t )  3/2 + O(t  2 log t ) .  
Thus  the proof  for f (g )  is completed  by subst i tut ing 
O(t  2 Iog t )  = O(g log gl/2) = O(g  Iog g ) .  
When der iv ing the express ion for g( f ) ,  we pr imar i ly  show in a similar 
fashion that 
t =f ( t )  1/3 + O( log  t ) .  
Then 
g(t)  = ( f ( t )  t/3 + O(log t)) 2 + O(t log t) 
(by using that f ( t )  = O(t3)) = f ( t )  2/3 + O(t log t) 
O(t log t) = O(f 1/3 l og  f l /3 )  = 0( f l /3  log f). 
and 
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