A multiple target tracking algorithm for forward-looking sonar images is presented. The algorithm will track a variable number of targets estimating both the number of targets and their locations. Targets are tracked from range and bearing measurements by estimating the first-order statistical moment of the multitarget probability distribution called the Probability Hypothesis Density (PHD). The recursive estimation of the PHD is much less computationally expensive than estimating the joint multitarget probability distribution. Results are presented showing a variable number of targets being tracked with targets entering and leaving the Field of View. An initial implementation is shown to work on a simulated sonar trajectory and an example is shown working on real data with clutter.
I. INTRODUCTION
One of the goals of the sonar research community is to develop Autonomous Underwater Vehicles (AUVs), self-navigating robots which operate underwater. Such vehicles can be equipped with a range of sensors including
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forward-look sonar, sidescan sonar and video to enable them to navigate autonomously and undertake a range of missions, for example mine countermeasures, pipeline inspection or seabed habitat mapping. To enable AUVs to do this successfully, methods for detecting and tracking objects on the seabed are required to aid path planning and navigation as well as using these techniques as an integral part of the mission. The obvious initial application is to enable the vehicle to sense its environment and prevent collision with any object. Although AUVs are typically equipped with inertial navigation systems, they are prone to drifting and errors in the measured vehicle position increase during the mission.
Presented in this paper is a method of tracking a variable number of targets in forward-looking sonar data.
The objects of interest to be tracked will either be stationary on the seabed or moving through the water. The stationary objects will be moving with respect to the AUV's frame of reference image plane as it is the vehicle which is moving. Tracking the stationary objects can aid registration of the sequence of images generated by the forward-look sonar which could be useful for concurrent mapping and localisation of the underwater terrain [1] , AUV path planning [2] and navigation [3] .
The purpose of the application here is image registration for a sequence of forward-looking sonar images. Features in the images will be tracked to align the images as a preliminary step to providing a reconstructed 3D elevation map of the area surveyed by the sonar.
Traditional multi-target tracking is based on coupling trackers such as Kalman filters, extended Kalman filters or particle filters with a data association technique (Bar-Shalom [4] provides a comprehensive treatment). The aim of the data association process is to interpret which measurements are due to the targets and which are due to false alarms. An example of this used on forward-looking sonar data is shown in [5] . Another technique which has been applied to sonar imagery uses Optical Flow calculations to estimate direction motion [6] .
Particle filter approaches to multiple target tracking have continued to use data association techniques [7] [8] . This can be partly attributed to well established techniques for tracking and partly due to a lack of efficient techniques for modelling multiple targets with particle filters. Recent developments include a Bayesian multiple-blob tracker [9] and independent partitioning and a representation of the joint multi target density [10] . Schulz et al [11] used a sample-based JPDAF (Joint Probabilistic Data Association Filter) for people tracking with mobile robots using laser range data. This technique is similar to the Kalman Filter technique with JPDAF commonly used except that the Kalman filter for each target is replaced by a particle filter. It works by running a particle filter for each object to be tracked in parallel and using the data association filter to associate the measurements between frames. In contrast, the PHD Filter is a method of propagating a multi-modal measure within a unified framework without associating the measurements and has the ability to estimate the number and position of targets in data with clutter. The data used in this paper is forward scan data which is much is much noisier than laser range data leading to high clutter rates.
The theory for the multiple target tracking approach used in this paper was derived by Mahler [12] from Finite Set Statistics, a reformulation of point process theory, which provided a mathematical framework for multitarget multisensor data fusion. For practical purposes, the use of Finite Set Statistics is unnecessary and can obscure the details although Mahler argues that other methods are just reformulations of this. A recursive Bayesian approach for approximating the first order statistical moment of the joint multitarget probability distribution or Probability Hypothesis Density (PHD) was proposed as an efficient means of tracking a variable number of targets, this was defined as the PHD Filter. Data association techniques are avoided as the identities of the targets are not kept. This is a drawback of the PHD Filter tracker as often continuity of identity is needed.
Particle filter approaches for the PHD-filter have been developed by Sidenbladh [13] , for tracking vehicles observed by humans in different terrains, Vo et al [14] presented a 1D position and velocity PHD tracker with clutter on simulated data, Zajic et al [15] gave an implementation of a particle PHD Filter and Tobias [16] used it on passive radar for tracking targets located on an ellipse. This paper demonstrates an application of the Particle PHD Filter to tracking a variable number of targets in a sequence of sonar images in the presence of clutter. One of the advantages of the PHD Filter is its ability to track objects in heavy clutter, which is often the case in sonar data where there are many spurious measurements due to the noisy data. The measurements are taken in the sonar reference plane so that stationary object in the global or world reference plane will be moving with respect to the underwater vehicle. Whilst many of the object to be tracked will be in the world reference plane, there could also be moving objects which it may be necessary to track such as fish. Thus the ability to track a variable number of targets in the presence of missed detections and spurious measurements is advantageous in this application. The PHD Filter works best when the objects to be tracked are moving independently and so this is a potential disadvantage when tracking a set of stationary targets.
II. MULTIPLE TARGET BAYESIAN FILTERING
This section describes the method for multiple target tracking which has been implemented for forward-looking sonar data. An explanation of recursive Bayesian estimation is given showing first how this works in the single target case and then how this is extended to a time varying number of targets where the target states are represented by Random Finite Sets. The Probability Hypothesis Density Filter (PHD Filter) is described as the first order moment statistic of the multitarget probability distribution and it is shown how this can be used for recursively estimating the multitarget states. A description of how a particle filtering technique can be extended from a single target case to a time varying number of targets using the PHD filter equations is given for the application of tracking targets in forward-looking sonar images.
A. Recursive Bayesian Estimation
To make inference about a dynamic system, two models are needed: the system model which describes the evolution of state with time i.e. the motion of the underwater vehicle and the measurement model which relates the measurements to the state i.e. the objects on the seabed.
In the case where an estimate is required every time a measurement is received, a recursive filtering approach is taken where these two models correspond to a prediction stage and a data update stage respectively. The prediction stage uses the system model to predict the state probability density function in the next time step and the update stage uses the measurement model to modify this density function using Bayes' Law.
1) Single Target
Inference: Let x 0..t be the state sequence (x t is a random vector representing the target state at time t) and z 1..t be the sequence of measurements obtained. The tracking problem is governed by two functions:
where v 1..t is the process noise sequence from the system model and n 1..t is the measurement noise sequence. The process noise reflects the unknown target motion and the measurement noise reflects the sensor errors. The process and measurement noises are uncorrelated. Function F t is a Markov Process on the state of the system and H t is a function related to observing x t . In Bayesian terms, the problem is to recursively calculate the belief of state x t at time t given observations z 1..t .
The prior distribution p t|t−1 (x t |z 1:t−1 ) of the target being in state x t based on previous observations is:
where f t|t−1 (x t |x t−1 ) represents the motion of the target and p t−1|t−1 (x t−1 |z 1:t−1 ) is the posterior distribution at
When z t has been observed, the posterior distribution at time t is obtained by Bayes' Law:
where g t (z t |x t ) is the likelihood of observing z t given target state x t .
2) Multiple Target Inference:
The multiple target inference model adopted here uses Finite Set Statistics as a means of directly extending the single target Bayesian recursive state estimation to a multiple target scenario.
Instead of using a random vector to represent a target state, a random finite set of vectors is used representing a variable number of target states.
The set of objects tracked at time t, Γ t , is modelled by the Random Finite Set (RFS):
where X t−1 is the outcome of random set Γ t−1 , S t (X t−1 ) is the set of targets survived at time t from the previous time step and Y t is the set of targets that appear spontaneously at time t.
The measurements at time t, Σ t , are modelled by RFS:
where E t (X t ) are measurements from target states in X t and C t (X t ) are the measurements due to clutter.
The Bayesian recursion for the multiple target model is determined from the following prior and posterior calculations:
where Z t is the outcome of measurement RFS Σ t at time t and 
B. PHD Filter
The Probability Hypothesis Density (PHD) is the first moment of the multiple target posterior distribution. This property represents the expectation, the integral of which in any region of the state space S is the expected number of objects in S. The reason for estimating this property instead of the multiple target posterior distribution (equation (8)) is that it is much less computationally expensive. The time required for calculating joint multi-target likelihoods grows exponentially with the number of targets and is thus not very practical for sequential target estimation as this may need to be undertaken in real time. The model used here only calculates single target likelihoods and so is a great improvement on explicitly calculating joint multi-target likelihoods [17] . The PHD is defined as the density,
on any region S of the state space is the expected number of targets in S. The estimated object states can be detected as peaks of this distribution.
The derivation for the PHD prediction equation is obtained by considering the multitarget prior distribution (equation (7)), calculating the probability generating functional for this and then subsequently obtaining the PHD.
A full derivation of this process is provided by Mahler [12] . The prior PHD is given by:
where b t is the PHD for spontaneous birth of a new target in the image at time t, P S is the probability of target survival and f t|t−1 (x t |x t−1 ) is the single target motion distribution.
A similar derivation is repeated for the PHD data update equation by considering the multitarget posterior distribution (equation (8)). The calculation of the posterior PHD is given by:
where g is the single target likelihood function and ., . is the usual integral inner product. λ is the Poisson parameter specifying the expected number of false alarms, c t is the probability distribution over the state space of clutter points and P D is the probability of detection.
C. Particle Filter Algorithm
Particle filters were designed for implementing sequential Bayesian estimation by representing probability distributions by random samples or particles rather than in their functional forms. This stochastic simulation is done by sequential Monte Carlo methods. The technique has the advantage over Kalman filtering of having non-linear state estimation and non-Gaussian system and measurement noises. The first particle filter, called the Bootstrap filter, was implemented by Gordon [18] in 1993 and since then there has been a lot of research into particle filtering techniques and a thorough review of Sequential Monte Carlo Methods with applications is given in the compilation of papers [19] .
The PHD-Filter is an extension of the single target particle filter with the ability to track multiple targets without data association. A version of the basic particle filter is presented initially before extending this to the PHD-Filter which has been applied in section 3.
1) Single Target Filter:
The posterior probability distribution of the target state at time t − 1 is represented by N particles where each particle has a state vector comprising of 2D position and velocities and each particle represents a hypothesis about the state of the actual target. An estimation of the target location is obtained by taking a mean of these positions. The particles are propagated in time by the system model which estimates their position before the next observation, after which weights are assigned to the particles based on their likelihood. N Particles are then resampled from this set according to their weights, giving the representation of the posterior distribution at time t. As the samples are representing a probability distribution, the weights of the particles sum to 1.
The Field of View (FoV) in the case here is the sector scanned ahead of the sonar and the system model is determined by the motion of the sonar across the seabed. Initially, it is assumed that there is no knowledge of the target location and a uniform prior has been chosen to reflect this.
The procedure for the algorithm is given by the following five steps:
Step 1: Initialisation.
At the start of the procedure, N particles are distributed uniformly across the FoV.
Step 2: Data Update. (cf eqn (4))
Weights are assigned according to the likelihoods for the particles: ω s t|t = g t (z i t |ξ s t ). The particle set is a weighted representation of the posterior.
Step 3: Resampling.
An unweighted particle set is obtained by resampling from the weighted set.
Step 4: Estimation of Target Location.
The location of the target is found by calculating the mean position of the particles.
If there are no more incoming measurements then exit, otherwise proceed.
Step
5: Prediction. (cf eqn (3))
The posterior at time t is represented by N unweighted particles {ξ 1 t , ..., ξ N t }. These are propagated by the motion model for predicting the location at time t + 1: f t+1|t (x t+1 |ξ s t ), for all s = 1..N .
Go to Step 2
This description, based on the original particle filter in Gordon et al [20] , was given for simplicity to compare with the multi-target model as when extending to the multiple target model the weight update equation becomes much more complex. Better techniques for the single target case can be implemented based on using the optimal importance function by minimising the variance of the importance weights instead of sampling form the prior and reweighting by the likelihood. The resampling step can also be chosen more carefully by only resampling when necessary to avoid sample impoverishment [19] .
2) Multiple Target Filter:
The PHD Particle Filter extends the basic particle filter to allow for a variable number of targets. In this case the number of particles is proportional to the number of targets with N per target and the sum of the particle weights here gives the number of targets at time t, σ t .
New targets are introduced into the model by the birth model which assigns M uniformly distributed particles at the end of the sector for incoming objects into the FoV according to the rate in which the sonar moves across the seabed (the new targets are assumed to come at the end of the sector as this is the new section of seabed surveyed).
Again, the particles represent a hypothesis about speed and position of a target although they are not specifically attached to any particular target.
In the target location estimation stage the number of targets is estimated by taking the sum of all particle weights, the nearest integer value is taken to be the number of targets. A Gaussian mixture model is fitted to the data, to determine the target locations.
The procedure is given by the following:
At the start, N unweighted particles are distributed uniformly across the FoV.
Step 2: Data Update. (cf eqn (11))
Let Z t = {z 1 t , ..., z n t } be the observations obtained at time step t. For each observation, the likelihoods are computed for the particles, g t (z i t |ξ s t ), and new weights are assigned:
where ., . is the summation inner product (this is the discrete version of equation (12)). The particle set is a weighted representation of the posterior.
Step 3: Estimation of Target Location.
The locations of the targets are found by fitting a Gaussian mixture model to the particles where the number of components in the mixture is the expected number of targets at time t, σ t = s ω s t|t . (The nearest integer to the sum of weights is taken as the estimated number of targets).
Step 4: Resampling.
An unweighted representation of the posterior is the obtained by resampling N particles from the weighted set.
5: Prediction. (cf eqn (10))
The posterior function at time t is represented by unweighted particles {ξ 1 t , ..., ξ N t }. These are propagated by the motion model for predicting the locations in time step t + 1: f t+1|t (x t+1 |ξ s t )∀s = 1..N and assigned weight ω s t+1|t = P S /N according to their probability of survival P S which is dependent on the position in the FoV. In addition, M particles are distributed at the end of the FoV for the birth model and assigned weight ω s t+1|t = P B /M where P B is the probability of birth.
Go to
Step 2
III. FORWARD-LOOKING SONAR IMPLEMENTATION
This section presents the implementation of the algorithm described in the previous section. The algorithm is shown working on a simulated target trajectory where the accuracy of the tracker can be determined. It is then demonstrated using real data to show that this technique is applicable in a real scenario.
The sonar data returns from objects on the seabed have a much higher intensity than the surrounding region of seabed due to a combination of higher reflectivity properties and the geometry of the sonar imaging process which will result in multiple returns at the same time. The measurements for the tracker have been obtained by thresholding the images and finding the centroid of the regions above the threshold. The signal to noise ratio for objects is high so this simple technique is effective for finding the target locations although there is often a large number of spurious measurements. However, as will be demonstrated in section 3.2, the estimated positions converge to the actual target locations despite the false alarms.
The forward-looking sonar can be considered as having k beams, where the angular distance between their central axes is δθ degrees. The data for each of the beams is in the form of acoustic intensity against time. The time values are related to the slant range to the object. If isovelocity conditions are assumed then they can be translated into range measurements. The measurements taken from the sonar are in polar co-ordinates and so the tracker implemented for forward-scan sonar will track range and bearing measurements obtained from thresholded sonar images.
The following state space model is used :
v t and n t are the process and measurement noises respectively, which are uncorrelated.
The state vector is defined as the 2D position and velocity vector of the target, relative to a fixed external reference frame:
The observation at time t (o t ) is the bearing angle and range from the fixed observer towards the target.
Although more complex noise models can be used, Gaussian observation and state noise distributions have been used for initial investigation with the filter. (The model was taken from Gordon et al. [20] )
The motion of the sonar is assumed to be linear for the particle filter and so the objects are moving towards the sonar. The FoV is a sector of 10 degrees with range 20m to 60m. Due to the linear motion of the sonar and the FoV, new objects are most likely to appear at the end of the sector and disappear at the beginning with the objects moving towards the sonar and so the probabilities of birth P B and survival P S have been defined to reflect this.
The birth model will allow for new targets entering the FoV by distributing particles uniformly at the end of the sector.
A. Tracker on Simulated Data
To demonstrate the efficacy of the technique the tracker is firstly tested on simulated data. The advantage of using simulated data is that it allows various different realistic scenarios and trajectories to be created easily. The exact locations of the vehicle and objects are known and thus the accuracy of the tracker can be determined.
A sequence of forward-looking sonar images is simulated using the Sonar Simulator developed by Bell [21] which has the capability of modelling sonar in complex underwater terrain. The artificial seabed is modelled by a 100 × 100m 2 textured image. Spherical shaped objects of radius 0.5m have been placed on the seabed. The results of the tracking for the simulated sonar run have been displayed in the sonar image reference frame and the global reference frame. In the sonar image reference frame the objects are moving towards the sonar, figure   2 shows the measurements and estimated positions with respect to the sonar. In the global reference frame, figure   3 , but the tracker seems to perform well tracking the measurements with only a few false estimates.
B. Tracker on Real Data
The tracker was then applied to a sequence of real forward-look sonar images. The data was obtained from a forward-looking sonar device fitted to an underwater vehicle where the sonar scans a sector of seabed in the direction of the vehicle motion. The sequence of 18 images (figure 5) was obtained as the vehicle was flown towards a cylindrical object lying on the seabed. The images are very noisy but the object can be seen in the sequence as the small bright highlight moving from top right to bottom left in the sequence. The seabed over which the sonar traverses appears to be composed of two different sediment types, one of which provided higher intensity returns.
This can be seen in the region before the target in the first 10 images of the sequence.
The results of the tracking is illustrated in figure 6 . The measurements and tracked positions are in the sonar reference frame, the global positions are unknown since no navigation information was provided with the data and no accurate ground truth of the object's location was available. The location of the cylinder is given by the sequence of points from the lower right hand region of figure 6 , moving towards the centre of the figure, as the vehicle moves closer to the object. In the first few images, there were a lot of false targets, or clutter points, due to bad observations of the cylinder as a result of high intensity returns from a region of seabed. These are the group of measurements in the top half of figure 6.
To show how well the implementation works with clutter, the tracker has been run on the data forward in time (where there are a lot of clutter points initially and fewer in the later images) and backward in time (where there are few clutter points initially and more in the later images). This demonstration is to show how the initial conditions affect the performance of the algorithm and the convergence as the clutter density at the start is different in this sequence of images when run backward and forward. Running the algorithm in the forward direction results in poor estimation initially but afterwards converges onto the correct target location (see figure 6 ). When the algorithm is run on the data backwards, the algorithm quickly converges onto the correct target and manages to predict the correct location through the clutter (see figure 7) .
These results show that there is a sequence of images where there are few false alarms and then encounter a cluttered region then the algorithm can predict the correct target but it works poorer if the cluttered region is at the start. This can be expected as the distribution of the particles is propagated from one frame to the next and so if the particles are predominantly located in the region of the true target they are more likely to track it well.
IV. DISCUSSION An application of the particle PHD filter has been implemented for tracking a variable number of objects in a sequence of forward-looking sonar images for the purpose of aligning data from a sequence of images to aid fusing the data onto a global co-ordinate system where it will be reconstructed into a 3D map of the seabed.
The tracker was shown working on simulated data where the results could be displayed on a global map and then on real sonar data with clutter for tracking a cylindrical object on the seabed. The simulated data provided a test case scenario where accurate ground truth was available, but the simulated sonar images contain significantly less noise and clutter than real data.
The current implementation tracks the objects in 2-dimensions, although it is currently being extended to 3D
forward looking sonar data.
This technique also has the capacity to incorporate measurements obtained from other sensing equipment such as video data although the implementation here is restricted to sonar.
The identities of the objects are not determined in this implementation and so data association techniques are not used. In many applications, knowledge of which target in the current frame relates to which target in the previous frame is important and so the data association problem would need to be addressed. One of the advantages of the PHD Filter is its ability to filter clutter and so the number of spurious measurements is reduced. Sonar data is very noisy which gives rise to many spurious measurements and the PHD Filter copes well with this. If the identities of the targets are needed then the data association problem is reduced although this needs to be addressed. 
