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Let Sz be a bounded domain in RN (N>2) with smooth boundary an. Let 
p(.): R + Iw be a continuous function such that p(O) =0 and lim,, +,(p(t)/t) =p* 
exist. We discuss the existence of nontrivial solutions of the Dirichlet problem, 
-Au=p(u) in 62, u=O on aa. 
Our hypotheses relate the position of the point (p- , p+) in the plane with the 
extended spectrum of -A. They seem to allow noticeably greater freedom for the 
numbers p+ than is usually found in the literature in the sense that the interval 
with end points p* is here permitted to contain in its interior an eigenvalue of 
arbitrarily multipliciiy of -A. It also appears that we significantly weaken some 
technical conditions on p( .) of another paper which treats the crossing of a simple 
eigenvalue. 0 1989 Academic Press, Inc. 
I. INTRODUCTION AND NOTATIONS 
Let Q be a bounded domain in RN (Na 2) with smooth boundary X?. 
Let 1, < A, < . . . < 2, -C . . . be the sequence of distinct eigenvalues of the 
eigenvalue problem, 
-Au=lu in Q, u=O on ~?sl. 
Throughout the paper, let p: R + [w be a continuous function such that 
p(0) = 0 and 
lim pO=a 3 lim p(t)=b 
t---m I I-m t 
exist. We shall discuss the number of nontrivial solutions of the Dirichlet 
problem (abbreviated to DP in the sequel) 
-Au=p(u) in Q, u=O on X?. (2) 
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In contrast to many other works in the literature (cf., e.g., [l, 3, 15, IS]) 
which do not permit the interval with end points a, b to contain any eigen- 
value of -d, our hypotheses eem to allow greater freedom for CI and 6. 
More specifically, we shall assume throughout the paper that for some 
k > 2 and Iz, having arbitrary multiplicity: 
(A, -a)* + (b - ,I,)* > 0; a, bE(L1, &+,I. (3) 
We note that since A, is simple with an eigenfunction of constant sign, the 
case k = 1 (with A,- i = -co) can be deduced from previous works (cf., e.g., 
[ 141 and its list of references). It was observed earlier by E. N. Dancer 
[12] and S. Fucik [13] that in the study of (2), the behavior of DPs of 
the form 
-Au=du+ -ecu- in 52, u=O on 852 (4) 
(u+ =max(u,O), u-=u+ - u) is crucial. The set of all pairs (c, d) of real 
numbers for which (4) has a nontrivial solution is called the extened spec- 
trum C of -A. For any & in the spectrum c of -A, (A,, A,) EC. 
A typical result that we shall prove is 
THEOREM I. Let a E (A, _, , A,), k 2 2, be given. Then there is a largest 
number Bl(a)e (A,, &+l] such that (a, b)$Zfor each be(A,-,, bl(a)). 
(i) Suppose in addition that there exists a constant p such that 
P(S) -P(t) 
s-t 2P>ik-,, 
s, tER, s#t, (5) 
that p’(0) exists, and thatfor some 12 k, p’(0) E (A,, I,, 1). Then DP (2) has 
at least two nontrivial solutions if b E (A,-, , PI(a)). 
(ii) If&-a is small enough then fil(a)E (I,, Izk+ 1) and there is also 
a number Ma) E [PI(~), A+ 1) such that (a, Pi(a)) EC (i= 1,2) but 
(a, b) 4 Z for b E (A,- 1, &+ 1)\ [/?l(a), /?2(a)]. Suppose in addition that 
there exists a constant v such that 
p(s) -P(t) < v < A 
s-t ’ k+lv 
s, tER, s#t, (6) 
that p’(O) exists, and that for some j< k, p’(O) E (Aj- ,, lj) (if j= 1, 
s-, = -co). Then DP (2) has at least two nontrivial solutions if 
b E &(a), Ak+ 1). 
This theorem seems to generalize an earlier result of T. Gallouet and 
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0. Kavian [14; Propositions 2.8, 2.10, and 2.111. First, [14] requires the 
eigenvalue I, to be simple. Second, to prove (i) they require that 
~~_~<c~8p(s)--(t)~c2<1,.,, s,tER, s#t, 
s-t 
for some constants cl, c2 instead of the weaker conditions (5) (because of 
(7), it then suffices to require p’(O) > & in (i)). Similarly, to prove (ii), they 
require (7) instead of (6) and p’(O) < &. 
The case of a simple &, k 2 2, has also been examined in [9] without 
the assumption that p’(O) exists. Reference [8] discussed nontrivial solu- 
tions of DP (2) in a somewhat different setting. 
Nontrivial solutions of DP (2) have also been investigated by other 
authors; we mention [ 1, 3, 11, 15, 181 and their list of references among 
others. In general the hypotheses in these works do not seem to allow the 
same degree of freedom for a an b as we permitted here in the sense that 
the interval with end points a, b does not contain any eigenvalue of -A in 
its interior in those works. By comparison, Theorem I relates the existence 
of two nontrivial solutions with the position of the point of coordinates a, 
b vis A vis the extended spectrum of -A in the square (A, _ 1, &+ 1)2; this 
appears more natural to us. We also note that in [3, 151 only the existence 
of one nontrivial solution is proved. Reference [ 1 ] establishes the existence 
of two nontrivial solutions assuming that p( .) is continuously differentiable 
on R and lim ,+ -,(N)lt) = lim,, +&(t)lQ 
When a = b = I,, DP (2) is said to be at resonance; its nontrivial solu- 
tions are discussed in [ 1,4, 5,6] and their lists of references, among others. 
In part II we shall obtain a number of results on the extended spectrum 
of -A. In part III these results will be used to study DP (2) and to prove 
Theorem I. There we shall also give a dual version of Theorem I. We shall 
conclude the paper with a discussion about the elimination of the technical 
conditions (5) and (6). 
We denote by H the Sobolev space HA(Q) with the inner product 
(u, u) = Jn Vu . Vu dx, u,v~H. 
The norm in H is denoted by 11 .I[; (., .). and (1 .llo stand for the inner 
product and norm in t*(Q), respectively. We denote by E(&) the finite 
dimensional subspace of H spanned by the eigenfunctions corresponding to 
Izi (i= 1,2, . ..) and we set: 
I’, =E(&)O *** @E(A_,), 
I’= E(&), 
J’, = the orthogonal complement in H of V, 0 I/. 
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II. THE PIECEWISE LINEAR EQUATION 
In part II, a, ZJ are two parameters in the interval (A,- i, A,+ ,). We 
consider the piecewise linear DP 
-Au=bu+-au- in Q, u=o on al2 (8) 
which plays an important role in the study of nontrivial solutions of 
DP (2). Consider the energy functional of (8) 
Z(u;a,b)=$/n (~Vu~2-b(u+)2-a(u-)2}dx, UEH. (9) 
We shall begin with proving a rather crude result that will be needed 
later. 
LEMMA 1. Let a E (A, _ 1, 1,) be given. 
(i) There exists a largest number b,(a) E (A,, &+ ,] such that for each 
fixed b E (A-, , b,(a)) 
Z(w a, 6) 2 ~1 IIwll*, w E VQ v*, (10) 
for some constant cl > 0 independent of w E V@ V,. 
(ii) Suppose in addition that &-a > 0 is small enough. Then 
bl(a) < A,+ 1 and there exists co1 E VQ V,, w, ~0, such that 
Z(o, ; a, b,(a)) = 0. Furthermore there exists b*(a) E [bl(a), &+ ,) such that 
for each fixed b E (b,(a), &+ 1) 
Z(u; a, 6) G -c2 IIul12, UE VIQ v, (11) 
for some constant c2 > 0 independent of u E V, @ V and there exists 
w2 E V, 0 V, w2 # 0, such that Z(0,; a, b,(a)) = 0. 
Note. A somewhat weaker version of (i) is proved by a different 
method in [17, Lemma 3.41, where llul[* in (10) is replaced by the L2-norm 
IbIG. 
Proof of(i). Let 
so= {UE VI Ilull = I>, s, = {UE VQ v*, Ilull = 1). 
Consider Z( .; a, 1,). Because S, is compact, Z( .; a, A,) attains its minimum 
on So at a point v0 E S,,. We have 
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Z(u,;a,I,)=$ jQ {~V~,~*-~~(ug+)*-a(u~)*} dx 
’ =5 f R (~VU,~*--~~U~+ (A,-a)(u,)*} dx 
’ =z I 
(A, - a)(u;)* dx. 
R 
Because k > 2, u; # 0. Since ;Ik - a > 0 we obtain 
min{Z( 0; a, A,) I u E So} = rj > 0. (12) 
Because the functional I(. ; a, A,) is continuous in the normed space H, we 
can find E E (0,l) such that 
UES2, dist( u, S,) < E * Z( U; a, A,) 2 5 > 0. 
Consider an element w E S2 with dist(w, S,) > E. Let 
w=u+u, with UE V, u2c V,. 
Suppose first that u # 0. Then 
w=u+f&+u* 
because u/llulj E Se and dist(w, S,) > E. Hence 
1 * ( > 1-E 11412+ II~211*>~*~ 
Noting that ~~u2~~*= 1- ~~u~~* because WES*, llwll = 1, we obtain 
~~u~~ < 1 - s*/2. Therefore llu2112 > s*/2. This is also obviously true if u =O. 
For such a w we have 
Z(w;a,I,)=f f, (~Vw~2-~k~2+(Ak-a)(w-)2} dx 
af 5, (lVwl*-&w*} dx=l[ 2 R WU212-&4 dx 
2f(1-~)llu2,15(1-+J~. (13) 
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Combining (12) and (13) we have 
Inf Z(w; a, A,) > 0. 
we.!?* 
It then follows by continuity that for b > I,, b - & sufficiently small, 
m*(a, b):= Inf Z(w;a, b)>O. 
WE.72 
(14) 
Let 
b,W=sup{b I bE(&, &+I], m*b,WO}. (15) 
It is then easy to see that for each fixed bE (Ak-i, b,(a)), (10) is valid for 
some constant c1 > 0. 
Proof of (ii). We now show that if &-a>0 is small enough then the 
number b,(a) defined in (15) is smaller than A,+1. It suffices to show that 
Infw E Sl Z(w; a, &+ i ) < 0. Consider a definite u E Sz n V. We have 
2Z(u;a, A,+,)=J {IVu12-&+,(u+)2-a(u-)2} dx 
n 
=(&--&+,) jQ (u’)‘dx+(&-a) jQ (u-)2dx. 
Since k > 1 and u E V= ,!?(A,), u+ # 0 and the claim is proved. 
We now show that when b,(a)E (A,, &+ 1), there exists w1 #O, 
co1 E F’@ V2 such that Z(o,; a, b,(a)) =O. Suppose by contradiction that 
this is false. Then for every w E V@ V2, w # 0, Z(w; a, b,(a)) > 0 because by 
the characterization (15) of b,(a), Z(w; a, b,(a)) 30 for all WE V@ V,, 
w #O. On the other hand, it also follows from (15) that 
WV E sz Z(w; a, b,(a)) =O. Let {wn}z=, by a minimizing sequence of 
I(-, a, b,(a)) on S2. We have, as n --, 00: 
h(a) jQ 4 dx 2jn {b,(a)(w,+)2+a(w;)2) dx.-‘lo IVw,l’dx= 1. 
Thus there exists a constant c3 > 0 such that 
IIw,llo > c39 n = 1, 2, . . . . (16) 
Here and in the sequel ci (i= 1,2, . ..) denote generic positive constants. 
By the Sobolev imbedding theorem, we can extract from {w,} a sub- 
sequence, still denoted by {w,,}, such that n + co, w,- w0 in H, 
w,(x) + w,,(x) for almost all x E a, and there exists a function c( .) E L’(a) 
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such that 1 w,(x)/ <c(x), n = 1,2, . . . . Then w,’ --) w$ in Z,‘(Q) (- denotes 
weak convergece and -+ denotes convergence in the norm). Then w. # 0 
because IIw~I(~ > c3 by (16) and we have 
Z(w,; a, b,(a)) < lim infZ(w,; a, b,(a)) = 0. 
n-a, 
This contradicts the statement hat Z(w; a, b,(u)) P- 0, VW E V@ V,, w # 0, 
and the proof is complete. 
We now prove the remaining claims in (ii) of Lemma 1. Let 
s, = (u E V, @ V ( llull = 1). 
Since S, is compact, I(.; A,, &+ 1 ) attains its maximum on Si at a point u0 
say. We have 
&a; b.7 A,, 1 I=: s, {IVuo12-~k+l(~g+)2-~k(~g)2f dx 
=- : s R (lVuo12-~k~~)dx-(~k+1-~k) s, (G)‘dx. (17) 
If u. $ V= E(&) then the first term on the right-hand side of (17) is ~0; 
if u. E V then ~0’ # 0 because k > 1 and the second term on the right-hand 
side is ~0. Thus 
max{Z(w;Ak,&+l)I wESi}<O. 
Therefore, by continuity, given a E (A,_ 1, A,) with Ak - u > 0 small enough 
then we have 
max(Z(w;u,i,+,)l wESl}cO. 
For such an a, if b E (A,, &+ i) and Ak + , - b is small enough then we have, 
again by continuity, 
Let 
M*(u, b):= max(Z(w,u, b)) WES~}-CO. (18) 
b,(u) = inf{b I b E (A,, A,+ 1), M*(u, b) < 0). (19) 
It is then easy to see that for b E (b,(u), A,, 1), (11) is true for some 
constant c2 > 0. From (10) and (11) it follows without much difficulty 
that b,(u) <,b,(u). The existence of o2 ~0, o2 E V, @ V, such that 
Z(02; a, b,(u)) =0 is easier to prove than the existence of o, #O above 
because V, @ V is finite dimensional. 1 
505/80/2-13 
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Similar to Lemma 1 we have 
LEMMA 2. Let b E (A,, 1, + I) be given. 
(i) There exists a smallest number a,(b) E [A,- ,, 2,) such that for 
a E (db), 1, + 1) 
Zt’(u; a, b) < -~2 11412, UE V,@ v, 
for some constant c2 > 0 independent of u E V, 0 V. 
(ii) Suppose in addition that b-J, > 0 is small enough. Then 
aAb)>L, and there exists i2 E V, @ V, iz #O, such that 
Z(c2; a,(b), b) = 0. Furthermore there exists a,(b) E (A,_ 1, a,(b)] such that 
for aE (Lly al(b)) 
Z(w;a,b)>cl llwl12, w E V@ v2, 
for some constant cl >O independent of w E V@ V2 and there exists 
cl E V@ V,, cl ~0, such that Z(cl; a,(b), b)=O. 
The proof is similar to the proof of Lemma 1 and therefore is omitted. 
It is known that the functional 
Z(u;a, b)=i Ifi {lVu~2-b(u+)2-u(u~)2} dx, UEH, 
is of class C’ on H; its Frechet derivative Z’(u; a, b) at a point u E H is 
given by 
Z’(u;a, b)h=j {Vu.Vh-(bu+ -au-)h} dx, h E H. (20) 
n 
Therefore a critical point of Z( .; a, b) is a solution of 
-Au=bu+-au- in 52, u=O on 80 (21) 
and vice versa. 
Because of condition (3), the reduction method (cf., e.g., [lo] or [Z]) 
applies and we have a continuous mapping 0,(.; a, 6): V@ V, -+ V, with 
the following properties: 
(i) Z(8,(w;a,b)+w;a,b)>Z(u+w;a,b) if u#8,(w;a,b) in V,; 
WE V@ v,. (22) 
(ii) Consider the functional F,(.; a, b) defined on V@ V, by 
F,(w; u, b) = Z(e,(w; a, b) + w; a, b), WE V@ v,. (23) 
Then I;,(.; a, b) is of class C’ on V@ V, and its Frechet derivative 
Fi( w; a, b) at a point w E V@ V, is given by 
F;(w; a, b)i = Z’(~,(W; a, b) + w; a, b)i, [G vo v2. (24) 
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From (20), (23), and (24) it follows that o is a critical point of I(.; a, b) 
on H if and only if o= w+ 8,(w; a, b) for some critical point w of 
F,(.; a, b) on V@ V2. 
Similarly, we have a continuous mapping f9,( .; u, b): V1 0 I’+ V2 with 
the following properties: 
(i) Z(u+Bz(u;a,6);a,b)<Z(u+w;a,b) if w#B,(u;u,b) in V2; 
UE If,@ v. (25) 
(ii) Consider the functional F2( .; a, b) defined on V, 0 V by 
F2(u; a, 6) = Z(u + &(u; a, b); a, b), UE Vl@ v. (26) 
Then Fz( .; a, b) is of class C’ on V1 0 V and o is a critical point of 
Z( .; a, b) on H if and only if w = u + &(u; a, b) for some critical u of 
F2( .; a, 6) on V1 0 V. 
In order to simplify the notations somewhat, we shall occasionally adopt 
the convention that in an expression or equation where the parameters 
a, b are present we shall write (I,(.) for 0,(.; a, b) (i= 1,2) if there is no 
danger of ambiguity. For example, Z(U + 0,(u); a, b) stands for 
Z(u + e2(u; U, 6); U, b). 
We now establish two additional properties of ei( .; a, b) that will be 
needed later. 
LEMMA 3. There exists a constant cl independent of a and b such that 
Ile,(w; 4 b)ll G Cl Ilwllo, w E V@ v2, (27) 
for all a, b satisfying 
L~<c~<u, bc&+l, (28) 
for some constant c2. 
ProoJ: Taking u = 0 in (22) we obtain 
m(W) i- W; U, b) 2 z(W; U, b), WE V@ v,, 
i.e., 
I {~Vw~2-b(w+)2-u(w-)2} dx R 
G {iv(el(w)+w)i2-b~(el(w)+w)+i2-u~(el(w)+w)-i2)dx, 
s R m42- max(u, b) w’} dx 
< s { Iv(e,(w) +w)l’ - min(u, b)(O,(w R )+ w,‘} dx. 
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Noting that WE l’@ Vz, Bi(w; a, b) E V1, and that therefore they are 
orthogonal in both H and L’(Q), we have for w E V@ V2, 
s {min(a, b) 1 0r(w)(‘- IVB,(W)~~} dx< {max(a, b)-min(a, b)} D j w* dx, n 
min(a, b) 
L-l 
- 1 
> 
llO,(w;a, b)ll’< {max(a, b)-min(a, b)} Ilwll~. 
Therefore under assumption (28), (27) is true. i 
Note. Similarly, it can be proved that there exists a constant c, inde- 
pendent of a, b such that 
IMu; a, b)ll <cl Ilull, UE VI@ K (29) 
for all a, b satisfying 
Ak-,<u,b<c,<&,, (30) 
for some constant c2. 
LEMMA 4. Suppose that a, + a, b, + b in (A, _, , Ak + 1 ) us n + 00. 
(i) Zf {w,} is a sequence in V@ V, which converges weakly to w, then 
e,(w,; a,, b,) + Ol(w; a, b) us n -+ CO. 
(ii) Zf {u,} is a sequence in V, @ V which converges to u, then 
&(u,; a,, b,) + O,(u; a, b) in the norm topology us n --t 00. 
Proof. We shall prove (i). The proof of (ii) is similar. In proving (i) we 
shall on purpose avoid using the finite dimensionality of V, so that the 
same arguments can be used to prove (ii). Suppose by contradiction that 
the claim in (i) is false. Then there exists a subsequence (r+}~=, of {n}:= i
and an s0 > 0 such that 
iie,h,; a,, b,,) - el(W; 4 @ii >&O, j= 1, 2 . . . . (31) 
Let 0i(w,;u,, b,)=c,(j= 1, 2, . ..). Then by (20) and (22) we have for all 
hE V,: 
ja VL,, .Vh dx = ja {bn,CL, + wn,l + - QL, + wn,l- Ih dxv j= 1, 2, . . . . 
(32) 
By Lemma 3 and Sobolev’s imbedding theorem, we can extract from {nj} 
a subsequence, still denoted by { nj}, such that as j + co, 
in H, 
for almost all (a.a.) xEQ, 
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and there exists a function c( .) E L’(Q) such that 
K,(x) + wn,(x)l G c(x) for a.a. x E 8. 
Then it is easy to see that 
bnjCLj + W”,l + + NC + WI +, qx”, + %,I - + 45 + WI - 
in L2(sZ) as j+ co. Letting j + cc in (32) we obtain for each h E V,: 
J vrvhdx=~~ {b[r+w]+-a[r+w]-)hdx. (33) R 
But this shows that 5 = 8,(w; a, b). To show that {I&} actually converges 
in the norm to c = Bl(w; a, 6) we note that by (32), with Z7, denoting the 
orthogonal projection in L2(Q) on VI, we have 
--AL, = ~,bJL, + %,I + -a,$, + %,I - >, j= 1,2, . ..) (34) 
and from (33) we have 
-A[=Z7,{b[[+w]+ -a[[+~]-}. (35) 
Since the right-hand side of (34) converges to the right-hand side of (35) 
in L2(Q), the theory of elliptic boundary value problems yields [, + c in 
H’(Q) as i+ a~. This contradicts (31). u 
We shall now prove a series of results concerning the functionals 
Fi(. ; a, b) (i = 1, 2) which, when taken collectively, give partial information 
about the extended spectrum of -A. They are essential for the study of 
DP (2). 
Let 
m(u,b)=inf{F,(w;u,b)I WEVOV~, Ilwll=l}, 
w4 b) = SUP{F2( u; a, b) I u E v, 0 v, Ilull = 1). 
(36) 
(37) 
LEMMA 5. Let a E (2, _ 1, A,) be given. Then there exists a largest number 
fil(u)g (A,, &+ 1] such that for eoery bE (lkmI, PI(u)), m(u, b) > 0 and 
(a, b) $ JY. 
Zf in addition &-a is small enough then j?,(u) < Iz,, 1 and (a, PI(u)) EC. 
Furthermore b,(u) <flI(u) where b,(u) is the number mentioned in (ii) of 
Lemma 1 and defined by (15). 
ProoJ Taking u = 0 in (22) we obtain 
F,(w;u, b)=Z(B,(w)+w;u, b)aZ(w;u, b), WE V@ v,. 
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Therefore, with m*(a, b) defined in (14), 
m(a, b) > m*(a, 6) 
and m(a, b) > 0 for b E (A,, Ak+ i) with b - 1, sufficiently small because 
m*(a, b) > 0 for such values of b according to (i) of Lemma 1. Suppose that 
;Ik<bl-cb2<&+,. Then 
Z(u + w; a, b,) 2 Z(u + w; a, bJ, UE v,, WE V@ v,. 
Hence by (22) and (23) 
F,(w; a, b,) 2 F,(w; a, b,), WE vg I/,. 
We can then set 
B,(a) = sup@ Ib E (L &+ 11, m(a, b)> O}. (38) 
Suppose by contradiction that (a, b)EiC for some be (Ak-,, pi(u)). Then 
there exists o0 # 0 in H such that 
-Au,, = bo,+ - uo, 
and we can find WOE V@ V,, w0 # 0 such that o0 = 8,(w,; a, b) + wo. 
Multiplying the last equation with o0 and integrating give 
F,(w,; a, b) = Z(e,(w,) + w,; a, b) =Z(o,; a, b) = 0. (39) 
We observe that for any t > 0, 6,( tw; a, b) = te,(w; a, b) because by (22), 
8,(w; a, 6) is the unique element of V, satisfying 
-AB,(w;u, b)=Z7,{b[8,( w;u,b)+w]+-u[B,(w;u,b)+w]-} (40) 
(Z7, = orthogonal projection in L2(Q) on Vi). Hence by (39), 
This contradicts the fact that m(u, b) > 0. 
Consider now a definite u. E V, lluoll = 1. We shall show that for a given 
b E (A,, &+ i), if A, - a > 0 is small enough then F,(v,; a, 6) < 0. In fact, let- 
ting uo= Bi(v,; 6, A,), we have 
F,(uo; 4, b) = f s, { IV(u, + uo)l’ - &(u,, + uo,‘} dx 
+&-W il, (Cuo+ool+)2dx 
=s#,-6) j (C~o+uol+)~dx 
62 
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because u. + u. E I’, 8 V. If [u. + uo] + # 0 we are done, so suppose 
[u, + uo] + = 0. Then from (40) (with w = lo, a = 1,) we obtain 
Then u. = 0 because u. E I/, = E(1,) @ ..- @E(IZkel). Hence [u,+u,]+ = 
uz = 0. But this is impossible because u. E V= E(&) and k > 1. Thus we 
have shown that F,(uo; I,, b) ~0. By the continuity established in 
Lemma 4, if &-a > 0 is small enough then we still have F,(uo; a, b) < 0. 
Hence m(a, b) < 0, i.e., b,(a) E (J.,, &+ i) if Iz, - a > 0 is small enough. 
We now show that if Pi(a) E (&, &+l) then (a, ~)EZ. We first show 
that ~(a, /II(u)) = 0. In fact let b, t PI(u), n = 1,2, . . . . Then by the definition 
of PI(u) in (38), for any WE I’@ I’,, JIw(I = 1, 
f’,(w; 0, b,) > 0, n = 1, 2, . . . . 
By the continuity proved in Lemma 4, we then have 
i.e., m(u, /Ii(u)) >O. 
Also from the definition of PI(u), we can find in (A,, A,,,) a sequence 
b,* 1 Bl(a), n = 42, . ..> such that m(u, b,*) < 0. Then for each n = 1,2, . . . we 
can find W,E V@ V,, llwnll = 1, with 
Fl(w,;u, 6,*)=1(8,(w,;u, b,*)+w,,u, b;)<i. (41) 
Letting U, = B,(w,; a, b,*) we have: 
/I k+l Ilu.+w,ll~~~~ {b: Ih,+w,)+12+a, I(u,+w,)-12}dx 
> IV(u,+w,)/zdx-$I-;. f R 
(42) 
By Lemma 4 and the Sobolev imbedding theorem, we can extract from 
{w,} a subsequence, still denoted by {w, > such that as n --* co, 
(i) w, + w. weakly, U, + fI,(w,; a, /Ii(u)) := u. strongly in H, 
(ii) u,(x) + w,(x) + uo(x) + we(x) a.a. x E 52, 
(iii) /u,(x) + w,(x)1 <c(x) a.a. x E 8, n = 1, 2, . . . . for some c(.) E 
L2(Q). 
Then w. # 0. Otherwise u. = 0 by the continuity proved in Lemma 4, and 
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(42) would be contradicted. Letting n -+ cc in (41) we obtain by using the 
lower semicontinuity of the norm in the weak convergence 
i.e., m(a; pi(a)) 6 0. Thus we have shown that m(u; pi(u)) = 0. 
We now show that there exists 5 E S2 = {w E V@ V, 1 11 wI1 = 1) such that 
F,(& a; pi(u)) = 0. In fact, let {z”} be a minimizing sequence on Sz for 
F,(e; a, Bl(a)); i.e., with h, = elk; a, BIta)), 
=; ju ~l~~~,+~,~12-B,~~~[(~,+~,)+12-aC(h,+z,)-]2} dx 
decreases to m(u, pi(u)) = 0. Using the same arguments that we just used 
to show m(u, PI(a)) GO, we see that we can extract from {zn} a sub- 
sequence, still denoted by {z,}, converging to z,, weakly in H, z0 # 0, and 
Fl(z,; a, Pi(u)) ~0. Let l= zO/~lzOll E S2. Then 
F,(S; a, Bl(a)) = ll~oll-~ F(z,; a, PI(a)) G 0. 
Hence F,(& a, pi(u)) = 0 because 
m(a, PI(a)) = inf{F,( Y4Bl(U)) I wESz)=Q 
It follows from this last equation and the fact that F,(.; a, II(u)) is 
positively homogeneous of degree 2 that 5 # 0 is a (global) minimum of 
F,(.; a, /?i(u)). Hence 5 +19,(&u, pi(a)) is a nontrivial solution of Eq. (21) 
with b =/Ii(u). Thus (a, Pi(u)) EC. We continue assuming &-a> 0 is 
small enough so that pi(u) c&+i. We shall now prove that pi(u) > b,(u) 
where b,(u) is defined in (15). It suffices to show that with <ES,, 
F1( 5; a, /?i(u)) = 0 obtained as in the preceding paragraph, I( 5; a, #?t (a)) 
< 0, because this implies m*(u, pi(u)) = Inf{Z(w; a, pi(u)) I w E S,} < 0 and 
then, by continuity, pi(u)> b,(u). By (22), it remains to show that 
0,(5; a, PI(u)) #O. Suppose by contradiction that 0,(& a, pi(u)) =O. Then 
taking b = PI(u) in (40) we get nit+ = nit- =0 where 17, is the 
orthogonal projection in L2(Q) on Vi. Let cpi > 0, IICJJ~ II0 = 1 be the 
normalized, positive eigenvalue corresponding to I,. Then c + and 5 - are 
both orthogonal to ‘pl in L2(s2) and hence 5’ = r- = 0. This is in contra- 
diction with < # 0. 1 
Note. The statements in Lemma 5 that given UE (A,-,, A,), 3pi(u)~ 
(L&+,1 s.t. (a,b)$G VbE(L,,A(a)) and if Bl(a)<k+l then 
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(a, /II(a)) E 2 have also been proved in [ 161 in a different manner: In [ 161 
the functional Z( -; a, b) on H is reduced by the saddle point reduction 
method to the “middle,” finite dimensional subspace I’= ,!?(I,) of ZZ. 
However to prove a result like (i) of Theorem I with a merely “one sided” 
assumption like (5) instead of the “two sided” condition like (7), our reduc- 
tion to V@ V, giving rise to Lemma 5 seems more convenient. 
We recall that in (37) we have let 
WT b) = sup{F,( u;a,b)=z(u+e,(u;a,b);u,b)~uE1/~~~, Ilull=l}. 
Concerning M(u, b) we have the following 
LEMMA 6. Let a E (A,- 1, A,) be given. Zf Ak - a is small enough then 
there exists b*(u) E [/II(u), I,, ,) such that for every b E (j12(u), Izk+ 1), 
M(u, b) ~0 and (a, b)#Z. However (a, &(u))EC. Furthermore we have 
f12(u)< b,(u) where b,(u) is the number in (A,, jlk+l) whose existence is 
asserted in (ii) of Lemma 1 for sufficiently small Ak - a. 
Proof: The proof is similar to that of Lemma 5 at many places and we 
just give a sketch of it. From (25) we deduce that M(u, b) <M*(u, 6) 
where M*(u, b) is defined in (18). Thus, if 1, -a > 0 is small enough then 
M(u,b)<O for bE(ilk,Ak+l) with A,+,- b > 0 sufficiently small because 
by (ii) of Lemma 1, M*(u, b) < 0 for such values of b. Furthermore because 
&<b, <bz<Ll * FAu; a, b,) 2 f’z(u; a, b,), UE v,o v, 
we can set 
h(a) = inf{b I b E (L &+ 1h Mb, b) -CO>. (43) 
The claim that for each bE (/&(a), I,, r), (a, b)$Z can be proved as in 
Lemma 5. It can also be proved as in Lemma 5 that there exists i E Vi @ I’, 
c$O, such that 5 + 6,([; a, /&(a)) is a nontrivial solution of Eq. (21) with 
b = b*(u) and therefore that (a, b2(u))~X It then follows that 
Ma) 2 B,(a). 
It remains to prove that /&(a)< b,(u). It s&ices to show that 
m 4 h(4) > 0 or, by (25), that 0,([; a, bz(a)) # 0 because 
I([ + 13,(c); a, Bz(u)) = 0. Writing @ = 0,(& a, B*(u)) we have 
-d(~+3)=p*(u)(~+~)+ -u(l+t?-. 
Suppose by contradiction that 3 = 0. From the last equation we then 
obtain 
-dr=fi2(u)r+ -al-. 
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Multiplying this equation with 5 + and integrating give: 
On the other hand, since c E V, @ V and 
we deduce that [’ E V, 0 I’. This contradicts (44) because /?*(a) > A, and 
V,$V=E(1,)@ ... @E(il,). 1 
Note. In the case where the eigenvalue Ak is simple, the combination of 
Lemma 5 and Lemma 6 minus the statements that PI(u) >b,(a) and 
/?*(a) <&(a) can be deduced from [ 14, Propositions 2.9, 2.10, 2.11, and 
Remark 2.4(a)]. 
LEMMA 7. With m(u, b) and M(u, b) defined us in (36) and (37), respec- 
tively, we have m(l,, 6) >O for each b E (A,- 1, 1,) and M(IZ,, b) <O for 
each bE(&,IZk+l). Thus (&.,b)$Cfor each bE(~,-,,;lk+l)\{ilk} and 
(L u E ,A-. 
ProoJ: The proof is straightforward and is therefore omitted. It suffices 
to recall that from (22), (23), (25), and (26) we have 
f’,(w; 4, b) 2 Z(w; A,, b), VW E V@ v,, 
Fz(u; L b) G Z(u; L b), VUEV1@V. 1 
By changing u to -U in the expression of Z(u; a, b), 
Z(u;u,b)=fJ {IVul*-b(u+)*-u(u-)*}dx, UEH, (45) 
the following two lemmas give information about whether (a, b) belongs to 
to the extended spectrum C of -A when a is given in (A,, A+ + r). They also 
serve as duals of Lemmas 5 and 6, respectively. 
LEMMA 8. Let bE (A,, &+ 1) be g iven. Then there exists a smallest 
number a2(b) E [A,- 1, 1,) such that for every a E (a,(b), &+ 1), M(u, b) < 0 
and (a, b) $ z. 
Zf in addition b-A,+ is small enough then aZ(b) > A,-, and (aZ(b), 6) EC. 
Furthermore a,(b)> a,(b) where u,(b) is the number mentioned in (ii) of 
Lemma 2. 
LEMMA 9. Let be (A,, A,,,) b e men. Zf b-1, is small enough then g’ 
there exists a,(b) E (,I,_ 1, a,(b)] such that for every a E (A,- 1, a,(b)), 
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m(a, b) > 0 and (a, 6) 4 C. However (a,(b), 6) EZ. Furthermore we haue 
al(b) < a,(b) where a,(b) is the number mentioned in (ii) of Lemma 2. 
The proofs of Lemmas 7 and 8 are similar to those of Lemmas 5 and 6, 
respectively, and are therefore omitted. 
III. THE NONLINEAR DIRICHLET PROBLEM 
We shall prove a number of results concerning DP (2) that will lead to 
Theorem I. Throughout part III, a and b are the numbers defined in (1); 
they satisfy (3). 
PROPOSITION 1. Suppose that the nonlinear term p( -) in DP (2) satisfies 
(5), that p’(0) exists, and that for some 12 k, p’(0) E (A,, I,, ,). Suppose also 
that with the numbers a, b as in (1) and (3) we have m(a, b) > 0 where 
m(a, b) is defined in (36). Then DP (2) has at least two nontrivial solutions. 
Proof: Let P(s) = J; p(t) dt, s E R. Consider the following functional on 
H = H;(Q): 
J(v,=$ Il4l’-J‘, P(v)& VEH. (46) 
It is well known that J( .) is of class C1 on H and that a critical point of 
J(-) is a solution of DP (2) and vice versa. For each w E V@ V2 let 
J,( .): V, + R be defined by 
J,(u) = J(u + w), UE v,. 
Since 
it is not difficult to see that for any ul, u2 E V, and w E V@ V, 
Wu,) - Jiv(U*))(% - u2) 
= s 1 IV(u, - u2)12 - CP(UI + WI -P(u~ + w)l(u, - ~2)) dx R 
+-+J lI%-u2112 (48) 
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because of condition (5) on p( .). Therefore the method of reduction [lo] 
applies and we have a continuous mapping y,: V@ V, -+ V, such that 
(i) J(y,(w)+w)>J(u+w) if u#y,(w) in V,; WE V@ V,. (49) 
(ii) Consider the functional G,(.) defined on V@ V, by 
G,(w) = J(Y,(w) + ~1, WE V@ v*. (50) 
Then G,(-) is of class C’ on V@ V2 and its Frtchet derivative G;(w) at a 
point w E V@ V, is given by 
G’,(wK =J’(Y,(w) + w)i, (E vg v2. (51) 
From (47), (50), and (51) it follows that o is a critical point of J( .) on 
H if and only w=y,(w)+ w for some critical point w of G,(.) on V@ V2. 
We shall now prove a number of results on which the proof of 
Proposition 1 will be based. 
LEMMA 10. Under the assumptions of Proposition 1, there exists a 
constant c, independent of w E V@ V, such that 
IlYl(W)ll G Cl IIWIIO, WE vo v,. 
Proox From (5), the existence of p’(O), and lim,, ,,(p(t)/t), we 
deduce that there is a constant c2 such that 
2 
g,<P(s)+, SER, 
where p is the number involved in (5), p > Izk- r , and c2 > p. Taking u = 0 
in (49) and using the last inequality, the proof can be completed like that 
of Lemma 3. [ 
LEMMA 11. Under the assumptions of Proposition 1, G,(w) + cc as 
llwll -+ 00, WE vg v2. 
ProoJ Suppose by contradiction that the claim is false. Then there 
exists a constant K and a sequence { w,}r= r c V@ V, with 11 w,)( + co as 
n + co such that 
Let 
G,(w,)=J(y,(w,)+w,)<K, n = 1, 2, . . . . (52) 
W.=& Y,(W”) un=IIw,lJ* 
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We shall on purpose avoid using the finite dimensionality of V, so that the 
arguments can be used to prove a statement dual to Proposition 1 that will 
be given later. By Lemma 10 and the Sobolev imbedding theorem we can 
extract from {wn} a subsequence, still denoted by { wn}, such that as 
n+co 
0,-o, 24,-u in H, 
%(X) + 4x), dx) + U(X) for a.a. x E Q and there exists 
c(-) E L*(Q) such thatlo,(x)l <c(x), lu,(x)l <c(x) 
for a.a. x E Sz, n = 1, 2, . . . . 
Then as n+ co, 
[w.+ll,,;;.)‘* = [(jj,+U,]* + [o+u]’ in L*(Q). 
” 
Let 
p(t):=bt+ -ut- +q(t), teIW. 
Then 
lim 40=0 
t-+00 t , 
and given any E>O, there exists a constant c,JE) such that 
Iq(t)l G Cd&) + E ItI, tE[W. (53) 
It follows from Lemma 10 and this inequality that 
dw, + Yl(Wn)) ~ o 
IIwnII 
in L*(Q) as n + co. 
By (49), for each n = 1,2, . . . and each h E I/, we have 
s, Vyl(wnPdx=jo {Nw”+mL)l+ -dw,+y,(w,)l- 
+ dwn + Y,(w,)))~ dx. (54) 
Dividing this equation by 11 w,)I and letting n + cc we obtain 
f 
VtfVhdx= I {b[o+u]+-a[o+u]-}hdx, he VI. R n 
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By referring to (33), for example, we deduce that u = B,(w; a, 6). Thus 
Yl(W”) u =--ol(O;a, 6) 
* IIWAI 
in Hasn+co. 
Actually U, + 8i(o; a, b) in H. To see this without using the finite dimen- 
sionality of Vi, we take n in (54) equal to two different integers m, 1 say, 
take the difference of the corresponding equations, let h = U, - ui, and let 
m,I-,co. 
Let Q(s) = j; q(t) dt. Then from (53) we see that for each E > 0 there 
exists a constant c7(s) such that 
IQ(s)1 < CT(E) + ES*, SER. (55) 
Dividing (52) by 11 w,,Il*, we obtain for each n = 1,2, . . . 
_ 
s 
Qb,(wJ + w,) dx< K 
R IIJ%I12 lIw,l12’ (56) 
From (55) and Lemma 10, it is not difficult to see that the second integral 
on the left-hand side of (56) tends to 0 as n + co. Therefore, letting n + co 
in (56) we obtain 
F,(w; a, b) = Z(e,(w) + 0; a, 6) 
l =z s R {IV(u+o)l*-6([u+w]+)*-a([u+o]-)*} dx<O 
because u = I!?,(O) and the norm is lower semicontinuous with respect to 
weak convergence. It remains to show that w #O in order to obtain a 
contradiction: From (56) we have 
1 k+l 5 a (un+wz)*dx 
as, lV(u,+w,)l’dx-2 J1, Q(yl~~;l~wn)dx-~ 
n 
>1-2 , s 
Q(Y,(w,)+w,) dx- 2K” 
a llWnl12 IIwnI12’ 
because llwnll = 1 and u, and w, are orthogonal in H (n = 1, 2, . ..). Letting 
n + CC in the last inequality we obtain 
II k+l Ilu+dl2 1. 
It follows that w # 0 because u = e,(w) and therefore u = 0 if w = 0. 1 
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LEMMA 12. Under the assumptions of Proposition 1, the second FrPchet 
derivative G;(O) of G,(.) at 0 exists and 
WO),w,i)=ja (VwVhW)w~}dx, w, r E VCB vz. 
ProoJ: Let G,(-): Y@ Vz + R be defined by 
~A4 = ja P(Y~(w) + w) dx, w E V@ vz. (57) 
From (47) and (51) we see that if sufkes to show G;(O) exists and is given 
by 
(~;(O)w 5) = I, p’(0) 4 dx, W,lEVOV2. (58) 
Since 
G;W=j p(y~(w)+wKdx, w> r E vo I/,, (59) 
R 
we need to show that given E > 0 there exists B(E) such that 
llwll -=a(&)=- Ja k+‘dw)+ w)-p’(W}C d-1 GE llwll .I1511 
for w, [E V@ V,. Suppose by contradiction that there exists Ed > 0 and a 
sequence { w,,}z= 1 converging to 0 in the norm in V@ V, such that 
VCE VCB vz, rzo: 
{P(YI(WJ + w,) - P’(O)W,)~ dx > CO IIw,II 11511, n = 1,2, . . . . (60) 
Define for x E Sz: 
d 
n 
(x) = p(y,(w,)(x) + w,(x)) 
Yl(WnMX) + w,(x) 
if Y 1(wn)(x) + w,(x) f 0, 
Let 
=o otherwise. 
WE=&? 
Yl(W”) 
Un=llWnllp 
n = 1, 2, . . . . 
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By Lemma 10 and the Sobolev imbedding theorem, we can extract from 
{ wn} a subsequence, still denoted by {w,}, such that as n + cc : 
co, - co, u, - u in H 
o,(x) + w(x), u,(x) + u(x) for a.a. x E 0, 
there exists c( .) E L2(Q) s.t. jo,(x)l < c(x), lu,(x)l < c(x) 
for a.a. x E 52. 
Then 
(an(x) -p’(O)}(u,(x) + w,(x)) + 0 for a.a. x E Q as n + co. 
Furthermore, because of (1) and the existence of p’(O), there exists a 
constant cs such that 
I Al( G cs for a.a. x E 52. 
Thus 
{Ad-) -p’(O))(d~) +o,(.)) +0 in L’(Q). 
Hence Vl E V@ V,, l[Ql = 1 and for all large n: 
& j ~P(Yl(w,)+w”)-P’(o)w,}rdx 
n s-2 
= I R (d,(x)-~‘(O)}(u,(x)+o,(x))rdx<~,. 
This contradicts (60). 1 
We shall also need the following result [ 19, Corollary 41: 
LEMMA 13. Let E be a real Hilbert space and FE C ‘(E, R) such that 
K( .) = id - F’( .) is a compact mapping in H, where id is the identity mapping 
and F’( .) is the Frkchet derivative of F. Suppose that F(x) + co as l/x/l -+ 00 
and x, is a critical point of F which is not a global minimum. If either K(.) 
is differentiable at xl and 1 is not an eigenvalue of the derivative K’(x,), or 
x1 is a local minimum, then F has at least three critical points. 
Proof of Proposition 1 Continued. It remains to verify that the func- 
tional G,( -) on P’@ V2 satisfies all conditions of Lemma 13. First, we have 
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G,(w)-+ co as 11~11 --f co in V@j V, by Lemma 11. Second, with c,(.) 
defined as in (57), we have G;(w)= w-G;(w), WE VO V, by (47) and 
(51). From (59) it is not difficult to see that w + c;(w) is a compact map- 
ping in V@ V,. Third, 0 is a critical point of G,(-) and G;(O) exists by 
Lemma 12. Since p’(O) > ilk by assymption, from Lemma 12 we also have 
(C’(O)v> d=s, {Ib12-~‘V-W2) dx-=O, vql E v = I!?(&), cp # 0. 
Thus 0 is not a local (hence a fortiori not a global) minimum of G,(.). 
Finally, 1 is not an eigenvalue of G;(O) regarded as a linear mapping in 
V@ V,. In fact, if 1 were an eigenvalue of G;(O) then by (58) the equation 
- Aw =p’(O)w would have a nontrivial solution in V@ V,. But this is 
impossible because p’(O) # Aj for all j> k. 1 
Similar to Proposition 1 we have 
PROPOSITION 2. Suppose that the nonlinear term in the DP (2) satisfies 
(6), that p’(0) exists, and that p’(0) < &, p’(0) # Aj for all j< k. Suppose 
that with the numbers a and b as in (1) and (3) we have M(a, b) < 0 where 
M(a, b) is defined in (37). Then DP (2) has at least two nontrivial solutions. 
Proof: The proof is similar to that of Proposition 1 and therefore is 
omitted. m 
Proof of Theorem I. Theorem I is an immediate consequence of Lemmas 
5 and 6 and Propositions 1 and 2. 1 
In duality to Theorem I we have the following Theorem II whose proof 
can be carried out through the same steps as for Theorem I, using 
Lemmas 8 and 9 instead. 
THFDREM II. Let b E (A,, A, + 1), k 2 2, be given. Then there is a smallest 
number a,(b)E [lkpl, 2,) such that (a, b)$Zfor each aE(cr,(b), A,,,). 
(i) Suppose in addition that there exists a constant v > 0 such that 
P(S) -P(t) < y’< A 
s-t ’ k+l, 
s, tcR, s#t, 
that p’(0) exists, and that for some j< k, p’(0) E (A+ Ir lj) (if j= 1, 
Ajzi-l = -co). Then DP (2) h as at least two nontrivial solutions for 
aE (a2@h &+,I. 
(ii) If b-& is small enough then al(b) E (Akel, 2,) and there is also 
a number a,(b)E(Jk-lr,a2(b)] such that (ai( b)EZ (i= 1,2) but 
505/80/2-14 
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(a,b)$Zfor aE&--l, A,)\ [a,(b), am]. Suppose in addition that there 
exists a constant p such that 
P(s)-P(t) 
s-t 3P>Ll, 
s, tER, s#t, 
that p’(0) exists, and that for some I> k, p’(0) E (A,, I,, 1). Then DP (2) has 
at least two nontrivial solutions for a E (A,-, , a,(b)). 
The technical conditions (5) and (6), which are needed for the reduction 
method as we know it to be applicable, appear a little contrived. But 
without (5) and (6) the results on the existence of two nontrivial solutions 
of DP (2) seem less systematic than Theorems I and II: First, p( .) is 
required to be C’ on R so that a tool like Morse’s theory can be applied. 
Second, the numbers a, b, p’(0) must have some special relationships 
among themselves as well as with the spectrum of --A. For some results in 
this direction, we refer the reader to [ 11. 
However, without (5) and (6) the existence of one nontrivial solution of 
DP (2) can be proved under fairly mild assumptions. Nevertheless the 
elimination of (5) and (6) is still achieved only by restricting the freedom 
of a and b as compared to Theorems I and II. We recall that given 
a E (A,- i, A,), the numbers hi(a), i = 1,2, are defined in Lemma 1, and we 
have A, < b,(a) <pi(a) < flz(a) < b,(a) < A,+ i if Ak - a is sufficiently small. 
We have the following Theorem III which generalizes a result of [15]: In 
contrast to [15], we allow the interval with end points a, b to contain an 
eigenvalue in its interior. 
THEOREM III. Let a E (I+ 1, A,), k > 2, be given. 
(i) Suppose that p’(0) exists and p’(0) > 1,. Then DP (2) has at least 
one nontrivial solution for bE(A,-,, b,(a)) where b,(a)E(&, &+,I is 
defined in Lemma 1. 
(ii) Zf 1, - a is small enough then b,(a) < 1, + 1 and there is a number 
b,(a) E [bl(a), A,,,) which . 1 df d IS a so e me in Lemma 1. In this case, if in 
addition p’(O) exists and p’(O) < & then DP (2) has at least one nontrivial 
solution for b E (b,(a), &+ 1). 
Proof Using Lemma 1, the proof can be carried out as in [ 151 making 
use of a saddle point theorem of [7] (Theorem 0.1). For example, the main 
steps in the proof of (i) are: 
= The functional J( -) being defined as in (46) 
J(v)=; l1412-~Q P(v)dx, v E H = H#2), 
SOLUTIONSOFADIRICHLETPROBLEM 403 
-J( .) satisfies the Palais-Smale condition if b E (A,- i, b,(a)). This follows 
from the facts that according to Lemma 5, b,(a)< PI(a) (b,(a) < PI(a) if 
Bl(a)ck+l) and for bE(Ll,Bl(a)), (a,b)$z. 
= For p > 0 sulkiently small, there is cl,, > 0 such that 
This follows from the assumption that p’(O) > Izk. 
= Let q E V, IIqII = 1. There exists R > p such that 
oEaBq@ v*, Ilull > R =a -J(u) < 0 
if b E (A,- i, b,(a)). This follows from the fact that from (10) in Lemma 1 
we can deduce J(u) -+ cc as llull + cc, u E V@ V,. Theorem 0.1 of [7] then 
applies to give a nontrivial critical point of J( .). 1 
We also have the dual of Theorem III in the same sense that Theorem II 
is the dual of Theorem I. 
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