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RANDOM WALKS ON TORI AND NORMAL NUMBERS IN SELF SIMILAR
SETS
YIFTACH DAYAN, ARIJIT GANGULY AND BARAK WEISS
Abstract. We show that random walks on a d-dimensional torus by affine expanding maps whose
linear parts commute, under a certain condition imposed on their translation parts, have a unique
stationary measure. We then use this result to show that given an IFS of contracting similarity
maps of Rd with a uniform contraction ratio 1
D
, where D is some integer > 1, under some suitable
condition on the linear parts of the maps in the IFS, almost every point in the attractor (w.r.t.
any Bernoulli measure) has an equidistributed orbit under the map x 7→ Dx (mod Zd) w.r.t. Haar
measure on Td. In the 1-dim case, this conclusion amounts to normality to base D. As an example,
we obtain that w.r.t. a natural measure, almost every point in an irrational dilation of the middle
thirds Cantor set is normal to base 3.
1. Introduction
1.1. Random walks on tori. Informally, a random walk on a torus may be described as follows.
Suppose G is a semigroup acting on the torus and µ is some probability measure on G. Given a
point x in the torus, the random walk proceeds by sampling a random element g ∈ G according to
µ and moving the point x to gx. The process continues indefinitely to obtain an infinite random
path in the torus.
More formally, the general setting of random walks on tori is the following. Let G be a second
countable locally compact semigroup acting on Td and let µ be some Borel probability measure
on G. To this system we associate a Bernoulli shift (B, β,B, T ), where B = GN, β = µ⊗N is the
product measure on B, B is the Borel sigma-algebra on B and T is the left shift.
Recall that given a measure ν on Td, the convolution of µ with ν is the measure on Td which is
given by:
µ ∗ ν (A) =
∫
G
g∗ν (A) dµ (g)
for every measurable set A ⊆ Td.
Definition 1. A measure ν on Td is called µ-stationary if µ ∗ ν = ν.
Clearly, every G-invariant measure is µ-stationary, but the converse is usually false. Recently,
there have been some new results for the case where G acts on Td by automorphisms. Starting with
the work of J. Bourgain, A. Furman, E. Lindenstrauss and S. Mozes [5] which followed by a series
of papers by Y. Benoist and J.F. Quint [1, 2, 3], these results classify the stationary measures
for such systems, showing that under certain conditions all the stationary measures are convex
combinations of Haar measure and atomic measures.
In what follows, we call an n × n matrix expanding if all of its (complex) eigenvalues have
modulus > 1.
1
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Theorem 2. Let D1, ..., Dn be commuting d × d matrices with coefficients in Z. Assume that
D1, ..., Dn are expanding. Let {h1, ..., hn} be a collection of maps Td → Td of the form hi (x) =
Dix+ αi (mod Zd), where αi ∈ Rd for every i. Assume that the set
{(Id −Di)αj − (Id −Dj)αi : i, j ∈ {1, ..., n}}
is not contained in any proper closed subgroup of Td, then for every probability measure whose
support is the finite set {h1, ..., hn}, Haar measure is a unique stationary measure on Td.
In order to fit the situation in the theorem to the setting of random walks as described above,
one may consider G to be the semigroup generated by the maps {hi}i∈Λ and think of µ as a measure
on G (which is actually supported on the finite set {h1, ..., hn})
Such an information of uniqueness of a stationary measure for a random walk may be very useful
in some situations. Indeed, using Breiman’s law of large numbers ([6], see also [4, section 2.2]), in
the setting of Theorem 2, one may deduce that for every x ∈ Td and every ϕ ∈ C
(
Td
)
, for β - a.e.
b ∈ B,
1
N
N−1∑
k=0
ϕ (bk · · · b1x) −→
N→∞
∫
Td
ϕdHaar.
Note that the convergence also takes place in L1 (B, β), uniformly in x (see [4, section 2.2]). By
separability of the space C
(
Td
)
, we can get the seemingly stronger property that almost every
trajectory equidistributes w.r.t. Haar measure. More formally we have the following corollary.
Corollary 3. For every x ∈ Td, for β - a.e. b ∈ B,
1
N
N−1∑
k=0
δbk···b1x −→
N→∞
Haar
in the weak-* topology.
1.2. Normal numbers in self similar sets.
1.2.1. Self similar sets. A similarity IFS is a finite collection of similarity functions {ϕi}i∈Λ, where
for each i ∈ Λ, ϕi : Rd → Rd is given by ϕi (x) = ri ·Oi (x)+αi, for some ri ∈ (0, 1) which is called
the contraction ratio of ϕi, an orthogonal transformation Oi, and some αi ∈ Rd. Every such IFS
gives rise to a unique compact set K which is called the attractor of the IFS, and satisfies
K =
⋃
i∈Λ
ϕiK.
Attractors of similarity IFSs are called self-similar sets. Every point in the attractor K of an IFS
Φ = {ϕi}i∈Λ has a symbolic coding (possibly more than one), given by the so called coding map
πΦ : Λ
N → K, which may be defined by
∀i = (i1, i2, ...) ∈ Λ
N, πΦ (i) = lim
n→∞
ϕi1 ◦ ϕi2 ◦ · · · ◦ ϕin(x0),
where x0 is just an arbitrary point which we usually choose to be 0. A good exposition to this
topic may be found in Falconer’s book [10].
One type of natural measures supported on K is called Bernoulli measures which are given
by pushing forward Bernoulli measures on the space ΛN by the coding map πΦ, i.e., these are
measures of the form (πΦ)∗
(
P⊗N
)
, where P is a measure on Λ and P⊗N is the product measure
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on ΛN. Throughout this text, we assume that P ({i}) > 0 for every i ∈ Λ (otherwise we can
take supp (P ) instead of Λ). Since this definition is tied to the underlying IFS (rather than its
attractor), we shall refer to these measures as Φ-Bernoulli measures, where Φ indicates the IFS.
This is the type of measures considered in this work (although it would be interesting to consider
other natural measures as well).
1.2.2. Normal numbers. Recall that a number x ∈ R is normal to base D, for some integer D > 1,
if for every n ∈ N, every finite word ω ∈ {0, ..., D − 1}n occurs in the base D - digital expansion of
x with asymptotic frequency D−n. Equivalently, x ∈ R is normal to base D iff the forward orbit
of x under the map x 7→ Dx (mod 1) is equidistributed w.r.t. Lebesgue measure in [0, 1]. A good
exposition to the subject of normal numbers, and in particular the equivalence stated above, may
be found in [8]. One useful property of normal numbers is that a number x ∈ R is normal to some
base D iff for every s, t ∈ Q s.t. s 6= 0, sx + t is normal to base D (this property was proved by
Wall in his PhD thesis [22]).
Since the map x 7→ Dx (mod 1) is ergodic (w.r.t. Lebesgue measure on [0, 1]), by Birkhoff’s
ergodic theorem it is evident that a.e. real number is normal to every integer base1. Now, focusing
our attention to self-similar sets, we may ask questions regarding the size of the set of all numbers
within some self similar set that are normal to a given base.
On one-hand it was proved in [7] that the set of real numbers which are not normal to any integer
base (these numbers are called absolutely non-normal) is hyperplane absolutely winning. Hence,
for every hyperplane diffuse and Ahlfors-regular fractal (in particular, every attractor of a similarity
IFS that satisfies the open set condition, which is not contained in an affine hyperplane) K ⊆ R, the
intersection of K and the set of absolutely non-normal numbers has the same Hausdorff dimension
as K itself2. This result extends Schmidt’s result ([20]), which provides the same conclusion for
K = [0, 1], to nice self-similar sets.
On the other hand, in many cases, with respect to natural measures supported on self-similar
sets in R, almost every number is normal to a given base D. Of course it is not the case for every
self-similar set and every base. For example, no number in the middle-thirds Cantor set is normal
to base 3. Several results were obtained for this type of questions ([9, 19, 11, 13]), all of them
assume some independence between the contraction ratios of the IFS and the base. In the context
of self-similar sets, [13] contains the following assertion:
Theorem 4. Let K ⊆ R be the attractor of a similarity IFS Φ = {ϕi}i∈Λ with contraction ratios
ri for every i ∈ Λ. Assume that Φ satisfies the open set condition. Then for every Φ-Bernoulli
measure µ on K, for every integer D > 1 s.t.
log (ri)
log (D)
/∈ Q for some i ∈ Λ, µ-a.e. number is
normal to base D.
Note that the theorem stated above is not the result of [13] in its full generality, which refers to
possibly non-linear IFSs, a larger variety of measures, and normality w.r.t. Pisot numbers (possibly
non-integers). Also note that the results in [13] are stronger than the results obtained in the older
papers cited above. Another type of results focuses on measures which are invariant under a map
x 7→ αx (mod 1) where α is unrelated to the base D (again, [13] is currently state of the art,
1This fact was first proved by E´. Borel in 1909 without using ergodic theory.
2In case the Ahlfors-regularity condition is dropped, there is still some positive lower bound for the Hausdorff
dimension.
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in which “unrelated” means
log (α)
log (D)
/∈ Q, strengthening prior results). This line of results goes
through the following papers [18, 15, 14, 17, 13], and is less relevant for the current discussion.
1.2.3. New results. In this work we deal with an opposite situation to the one treated in Theorem 4.
Instead of assuming that at least one contraction ratio of the IFS is multiplicatively independent of
the baseD, we assume that all the contraction ratios of the IFS are equal to
1
D
. Our “independence”
condition is imposed on the translation parts of the functions in the IFS. More accurately we prove
the following:
Theorem 5. Let K be the attractor of a similarity IFS I := {f1, ..., fk}, where for each i ∈ Λ :=
{1, ..., k}, fi : Rd → Rd is given by fi(x) =
1
D
x+ ti for some ti ∈ Rd and 2 ≤ D ∈ Z. Assume that
the set {ti − tj : i, j ∈ Λ} is not contained in any proper closed subgroup of T
d. Then, for every
I -Bernoulli measure µ on K, for µ-almost every x ∈ K, {Dmx}∞m=1 equidistributes in T
d with
respect to Haar measure.
Note that in the 1-dim case, the assumption about the differences ti−tj is equivalent to assuming
that there exists a pair i, j ∈ Λ s.t. ti − tj /∈ Q, and in case this condition holds, then w.r.t. any
I -Bernoulli measure on K, almost every number is normal to base D.
As an example, one may consider the following case. Let C ⊂ [0, 1] be the middle thirds Cantor
set. Consider now the set αC, where α is any irrational number. αC is the attractor of the IFS
Φ =
{
x 7→ 1
3
x, x 7→ 1
3
x+ 2α
3
}
having a uniform contraction ratio of 3−1. While current results do
not provide information regarding normality of typical points in αC to base 3, from Theorem 5
one may deduce that w.r.t. any Φ-Bernoulli measure on αC, almost every point is normal to base
3. In this case, Theorem 5 complements the result of [13], as putting them both together we have
the following corollary.
Corollary 6. With respect to any Φ-Bernoulli measure on αC, a.e. point is normal to every
integer base.
In Section 4 we analyze the case where the assumption about the differences ti − tj in Theorem
5 does not hold, where we treat only the 1-dim case. That is, we assume that ti− tj ∈ Q for every
i, j ∈ Λ.
Remark 7. One useful property of normal numbers is that a number x is normal to some integer
base D > 1 iff it is normal to base Ds for every positive integer s ([8, Theorem 4.4]). Using this
fact, given an IFS Φ = {fi}i∈Λ in R with a uniform contraction ratio
1
D
, for every 1 < n ∈ Z
one may consider the IFS Φn := {fi1 ◦ · · · ◦ fin : (i1, ..., in) ∈ Λ
n}. Obviously, Φn and Φ have the
same attractor K, and it is not hard to show that Φ satisfies the assumption of Theorem 5 iff Φn
satisfies this assumption. Hence, whenever Φ satisfies the assumption of Theorem 5, it may also be
applied to Φn in order to show that w.r.t. any Φn-Bernoulli measure on K, almost every number
is normal to base Dn, and therefore, by the above, normal to base D. Thus Theorem 5 holds for
all Φn-Bernoulli measures, for every positive integer n.
1.3. Some notations. Throughout the paper, whenever we have some product space of the form
XN, the following notations will be used. For any element of the product space x ∈ XN, it’s
coordinates will be denoted by x1, x2, .... Sometimes (but not always), to avoid confusion, elements
of such product spaces will be underlined, as so x = x1, x2, ... ∈ X
N. T will always denote the left
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shift. Cylinder sets will be denoted by [·], so that given any finite sequence x = x1, ..., xn ∈ X
n,
[x] =
{
ω ∈ XN : (ω1, ..., ωn) = (x1, ..., xn)
}
.
1.4. Acknowledgments. This work was partially supported by BSF grant number 2016256 and
ISF grant number 2095/15.
2. Random walks on tori
2.1. A key theorem by Furstenberg. A key ingredient in the proof of Theorem 2 is the following
Theorem by H. Furstenberg ([12], see also [4, Lemmas 1.17, 1.19, 1.21]) which applies in the setting
of random walks as described at the beginning of section 1.
Theorem 8. Let ν be a µ-stationary probability measure on Tn, then the following hold:
(1) The measures νb = lim
n→∞
(b1 ◦ · · · ◦ bn)∗ ν exist for β - a.e. b ∈ B, and the map b 7→ νb is
Borel.
(2) ν =
∫
B
νbdβ (b).
(3) ∀m ∈ N, for β × µ∗m- every (b, g), νb = lim
n→∞
(b1 ◦ · · · ◦ bn ◦ g)∗ ν.
This theorem holds for random walks on any compact metric space and is not restricted to Tn.
2.2. The expansion property. Recall that a square matrix is called expanding if all its (complex)
eigenvalues have modulus larger than 1. We shall use the following characterization of this property.
Lemma 9. Let A be a finite collection of commuting d× d matrices with entries in C, all of them
are expanding. Then there exists a norm ‖·‖ on Cd and some ρ > 1 s.t. for every A ∈ A and
every x ∈ Cd, ‖Ax‖ ≥ ρ ‖x‖.
Proof. Since the matrices commute, then for some basis B ⊂ Cd (as a vector space over C), they
can all be put in an upper triangular form. Assume all the matrices are in fact upper triangular
complex matrices. Denote by λ the smallest modulus of an eigenvalue of all the matrices in A,
and denote by a the largest modulus of all entries of the matrices. Let m ∈ R be any number
satisfying
m >
da
|λ| − 1
,
and define a norm by ∥∥∥∥∥∥
 x1...
xd
∥∥∥∥∥∥ = maxi {mi−1 |xi|} .
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Note that for an upper triangular matrix A =

λ1 a1,2 · · · a1,d
. . .
...
. . . ad−1,d
λd
,
∀x =
 x1...
xd
 ∈ Cd, Ax =

λ1x1 + a1,2x2 + · · ·+ a1,dxd
...
λd−1xd−1 + ad−1,dxd
λdxd
 .
By definition ‖x‖ = mi−1 |xi| for some i ∈ {1, ..., d}. In case i = d, then for every A ∈ A,
‖Ax‖ ≥ λmd−1 |xd| = λ ‖x‖ > ‖x‖ .
Otherwise, since ‖x‖ = mi−1 |xi|, then for every j > i, |xi| > m |xj |, and hence
(λ− 1) |xi| > da |xj | .
Denote x˜ = max {|xj | : j > i}, then we have
‖Ax‖ ≥
mi−1 |(Ax)i| =
mi−1 |λixi + ai,i+1xi+1 + · · ·+ ai,dxd| ≥
mi−1 (|λixi| − |ai,i+1xi+1 + · · ·+ ai,dxd|) ≥
mi−1 (λ |xi| − dax˜) >
mi−1 |xi| = ‖x‖
Since the function x 7→ ‖Ax‖ is continuous on Cd it attains a minimum on the unit circle (w.r.t.
‖·‖) which by the above has to be larger than 1 for every A ∈ A. This ensures the existence of ρ
as required.
If the matrices are not all upper triangular, we obtain the norm constructed above on A′ - the
collection of the upper triangular forms of the matrices in A relative to the basis B. Denote this
norm by ‖·‖′, and now define a new norm by ‖x‖ = ‖[x]B‖
′ where [x]B is the coordinate vector of
x relative to the basis B. It is clear that this norm satisfies the requirements of the Lemma. 
2.3. Invariance of the set of accumulation points of random trajectories. The following
proposition is a general observation about random walks on a second countable space by continuous
functions, which states that for almost every trajectory, the set of accumulation points along the
trajectory is mapped to itself by each one of the functions.
Proposition 10. Let X be a second countable space and f1, · · · , fk be continuous maps from X to
X. Consider a probability measure p1δ1+ · · ·+pkδk, where each pi > 0 and p1+ · · ·+pk = 1, on the
set {1, · · · , k}. Given x0 ∈ X and i = (i1, i2, · · · ) ∈ {1, · · · , k}
N, we set xn(i) := fin ◦ · · · ◦ fi1(x0),
for all n ∈ N, and denote the set of all accumulation points of {xn(i)}∞n=1 by L(i). Then for
P := (p1δ1 + · · ·+ pkδk)
⊗
N almost all i ∈ {1, · · · , k}N, f1(L(i)), · · · , fk(L(i)) ⊆ L(i).
We need the following three lemmas in order to prove the above proposition.
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Lemma 11. Let the set up be as in Proposition 10. For fixed i ∈ {1, · · · , k}N, N ∈ N and
∅ 6= U ⊆ X denote {n > N : xn(i) ∈ U} by K
N
U . Then
(2.1) P({i ∈ {1, · · · , k}N :
∣∣KNU ∣∣ =∞ and ∀n ∈ KNU , in+1 6= 1}) = 0.
Proof. We first arrange the elements of KNU in an increasing order, say n1 < n2 < · · · . For any
j ∈ N, let Mj stand for the following event∣∣KNU ∣∣ ≥ j and in+1 6= 1, ∀n ∈ {n1, · · · , nj}.
Observe that P(Mj+1) = P(Mj+1|Mj)P(Mj) because Mj+1 ⊆Mj for any j. Now, we have
P
(
Mj+1
∣∣∣Mj) =
P
(∣∣KNU ∣∣ ≥ j + 1 and ∀n ∈ {n1, ..., nj+1} , in+1 6= 1 ∣∣∣Mj) =
P
(
∀n ∈ {n1, ..., nj+1} , in+1 6= 1
∣∣∣ ∣∣KNU ∣∣ ≥ j + 1 and in+1 6= 1, ∀n ∈ {n1, · · · , nj}) ·
P
(∣∣KNU ∣∣ ≥ j + 1 ∣∣∣Mj)
Since the entry inj+1+1 does not depend on the previous entries,
P
(
in+1 6= 1, ∀n ∈ {n1, · · · , nj+1}
∣∣∣ ∣∣KNU ∣∣ ≥ j + 1 and in+1 6= 1, ∀n ∈ {n1, · · · , nj}) ≤
P
(
inj+1+1 6= 1
)
= 1− p1
Hence, by induction, one has P(Mj) ≤ (1 − p1)j, for all j ∈ N. The conclusion of the lemma is
now immediate. 
Denote by B a countable base of the topology of X. It follows at once that
Lemma 12. P
(
∃B ∈ B, ∃N ∈ N s.t.
∣∣KNB ∣∣ =∞ and ∀n ∈ KNB , in+1 6= 1) = 0.
Lemma 13. Fix i ∈ {1, · · · , k}N and a ∈ L(i). If f1(a) /∈ L(i) then there exists B ∈ B, ∃N ∈
N s.t.
∣∣KNB ∣∣ =∞ and ∀n ∈ KNB , in+1 6= 1.
Proof. Assume the contrary. That leads to a subsequence {xnk(i)}
∞
k=1 converging to a such that
ink+1 = 1, for all k ∈ N. This shows that f1(xnk) = xnk+1 for any k and hence, from the continuity of
f1, one obtains xnk+1 → f(a) as k →∞. Thus f1(a) ∈ L(i) which contradicts our assumption. 
Combining Lemmas 12 and 13 we obtain that f1(L(i)) ⊆ L(i) for P-almost all i ∈ {1, · · · , k}N.
By similar arguments, one can prove the same for any function fr, r = 1, · · · , k, hence Proposition
10 is hereby proved.
2.4. Proof of Theorem 2. Recall the setting of Theorem 2. We have d× d matrices D1, ..., Dn,
with integer entries and we assume the matrices commute with each other, and are all expanding.
We then consider the maps hi : Td → Td given by hi(x) = Dix + yi (mod Zd), where yi ∈ Td
for every i. We are given a probability measure µ on the finite set {h1, ..., hn}, considered as a
measure on the semigroup generated by this set. We assume that the set
{(Id −Di)αj − (Id −Dj)αi : i, j ∈ {1, ..., n}}
is not contained in any proper closed subgroup of Td, and want to show that Haar measure is the
unique µ-stationary probability measure on Td.
In order to prove Theorem 2 we need the following Lemma.
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Lemma 14. If a finite set {z1, z2, · · · , zℓ} of points in Td is not contained in any proper closed
subgroup of Td, then for almost all i = (i1, i2, · · · ) ∈ {1, · · · , k}N the set of all accumulation points
of the set S (i) := {Dim · · ·Di1zj ∈ T
d : m ∈ N, 1 ≤ j ≤ ℓ} is not contained in any proper closed
subgroup of Td.
Proof. Assume the contrary and denote the set of i = (i1, i2, · · · ) ∈ {1, · · · , k}
N for which the
conclusion of the above lemma does not hold by Λ0. For i ∈ Λ0, let us denote the closed subgroup
generated by all the accumulation points of S (i) by K(i). For the rest of the proof, to simplify
the notations, we shall write K instead of K(i). The pullback of K under the natural projection
map, denoted by p, from Rd to Td is a closed subgroup of Rd. Let S stand for the largest subspace
contained in p−1(K). Then p−1(K)/S is discrete in Rd/S. Look at the following commutative
diagram, where the vertical maps are the canonical projection maps and the horizontal map at the
bottom is given by x+ p−1(K) 7→ p(x) +K, for all x ∈ Rd:
Rd
p
//

Td

Rd/p−1 (K) // Td/K
The above diagram shows that (Rd/S)/(p−1(K)/S) ∼= Rd/p−1(K) is isomorphic to Td/K. Hence
Td/K is a torus of dimension d− dimS and
π : Rd/S −→ Td/K, π(x+ S) := p(x) +K for all x ∈ Rd ,
is the covering homomorphism.
Denote by S ′(i) the set of all accumulation points of S (i), for all i ∈ {1, · · · , k}N. For any
i ∈ {1, · · · , k}N, it is clear that S ′(i) =
k⋃
j=1
S
′
j (i), where S
′
j (i) is the set of all accumulation points
of the set {Dim · · ·Di1zj ∈ T
d : m ∈ N}, for 1 ≤ j ≤ ℓ. It follows from Proposition 10 that, for
all 1 ≤ j ≤ ℓ, D1(S
′
j (i)), · · · , Dk(S
′
j (i)) all are contained in S
′
j (i), for β almost every i ∈ Λ0.
This yields that, for each such i, Dr(K) ⊆ K, for all 1 ≤ r ≤ k and consequently Dr(S) = S, for
1 ≤ r ≤ k, as S is the largest subspace contained in p−1(K) and each Dr being invertible preserves
the dimensions of subspaces. Therefore, one is allowed to talk about multiplication by Dr, for
1 ≤ r ≤ k, in either of Td/K and Rd/S for β almost every i ∈ Λ0. We are thus led to the following
commutative diagram for β almost every i ∈ Λ0 and any 1 ≤ r ≤ k:
Rd/S
Dr
//
π

Rd/S
π

x+ S ✤ //
❴

Drx+ S
❴

Td/K
Dr
// Td/K p (x) + S ✤ // Drp (x) + S = p (Drx) + S
Note that, both the horizontal maps, as given in the above diagram, are indeed surjective endo-
morphisms. Also, as the map multiplication by Dr is immediately seen to be commuting with the
natural projection map from Td −→ Td/K, the projection of S (i) on Td/K has 0 = K as the
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only accumulation point for almost every i ∈ Λ0.
Fix an i = (i1, i2 · · · ) ∈ Λ0 as above. We first observe that, for some j ∈ {1, · · · , ℓ}, zj and
Dim · · ·Di1zj 6= 0 in T
d/K for all m ∈ N. Otherwise, there would exist a large M ∈ N such that
DiM · · ·Di1zj = 0, for all j ∈ {1, 2, · · · , ℓ}. We then consider the closed subgroup in T
d/K gener-
ated by {zi : 1 ≤ i ≤ ℓ}. It is obvious that this subgroup is contained in the kernel of the surjective
endomorphism DiM · · ·Di1 : T
d −→ Td. Since the kernel is finite, so is the subgroup we considered
and hence proper in Td/K. Pulling it back to Td, one obtains a proper closed subgroup that con-
tains bothK and all zi’s. This contradicts our hypothesis. Since 0 is the only accumulation point of
the sequence {Dim · · ·Di1zi}
∞
m=0, it follows from compactness that lim
m→∞
Dim · · ·Di1zj = 0 in T
d/K.
Our next observation is as follows. If we choose a basis of S and then extend it to a basis of Rd,
then the matrix representation of the linear map given by multiplication by Dr’s, for each r, with
respect to this new basis, will look like (
D
(r)
S ∗
0 D(r)
)
.
From our hypothesis, it is evident that all characteristic values of D
(r)
S and D
(r) have absolute value
> 1. Since, choosing an appropriate basis of Rd/S, the matrix of the linear operator multiplication
by Dr, for each r, in Rn/S turns out to be D(r), so the operators have always characteristic values
outside the unit circle in C. Using Lemma 9, this enables one to choose an appropriate norm || · ||
on Rd/S such that
ρ := inf
1≤r≤k,v∈Rd/S, ||v||=1
||Drv|| > 1.
As a consequence, it turns out that ||Drv|| ≥ ρ||v||, ∀v ∈ Rd/S and 1 ≤ r ≤ k, i.e. the map mul-
tiplication by Dr is expanding on Rd/S, for any r = 1, 2, · · · , k. We let ||Dr|| denote the operator
norm of the linear map multiplication by Dr, for any r = 1, 2, · · · , k, in Rd/S with respect to the
norm on Rd/S chosen above. Let R := max1≤r≤k ||Dr||.
As π is a covering homomorphism, we can take a small enough open ball B in Rd/S cen-
tered at 0 such that π(B) is open in Td/K and π : B −→ π(B) is a homeomorphism. Since
lim
m→∞
Dim · · ·Di1zj = 0, there is N ∈ N such that Dim · · ·Di1zj lies in π
(
1
R
B
)
for all m ≥ N . We
denote the lift of Dim · · ·Di1zj in
1
R
B by tm, for all m ≥ N . Note that, tm 6= 0 for any m ≥ N .
Hence, there exists s ∈ N such thatDim+s · · ·Dim+1tN ∈ B\
1
R
B for multiplication by Dr map being
expanding on Rd/S for any r = 1, · · · , k. This yields that π(DiN+s · · ·DiN+1tN) ∈ π(B) \ π
(
1
R
B
)
.
On the other hand, we see that π(DiN+s · · ·DiN+1tN) = DiN+s · · ·DiN+1π(tN) is nothing but
DiN+s · · ·DiN+1(DiN · · ·Di1zj) = DiN+s · · ·DiN+1DiN · · ·Di1zj. This leads to a contradiction as
DiN+s · · ·DiN+1DiN · · ·Di1zj ∈ π
(
1
R
B
)
according to our choice of N . Our lemma is hereby estab-
lished. 
It is now time to start the proof of Theorem 2:
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Proof of Theorem 2. Observation 1 : For any finite sequence j1, j2, · · · , jm ∈ {1, 2, · · · , k},
(2.2) hj1 ◦ · · · ◦ hjm(x) = Dj1 · · ·Djm(x) +
m∑
s=1
Dj1 · · ·Djs−1αjs (mod Z
d) ,
where we let Dj0 = I. From this, it is clear that, for any finite sequence j1, · · · , jm and l, s ∈
{1, 2, · · · , k}, one has
(2.3)
hj1 ◦ · · · ◦ hjm ◦ hl ◦ hs(x) =
hj1 ◦ · · · ◦ hjm ◦ hs ◦ hl(x) +Dj1 · · ·Djm((Id −Dl)αs − (Id −Ds)αl) (mod Z
d).
For a given vector a ∈ Td, let Ra denote the translation of the Td by a. We also denote
a
l,s
m := Dj1 · · ·Djm((Id −Dl)αs − (Id −Ds)αl) for all m ∈ N.
With this, (2.3) is rewritten as
(2.4) hj1 ◦ · · · ◦ hjm ◦ hl ◦ hs(x) = Ral,sm ◦ hj1 ◦ · · · ◦ hjm ◦ hs ◦ hl(x).
Suppose now that ν is a µ stationary measure on Td. From the definition of µ, it is clear that for
β almost every b = (b1, b2, · · · ), each bi ∈ {h1, · · · , hk}. So, in view of (2.4), we can see that, for
any l, s ∈ {1, 2, · · · , k}, we have
νb = lim
m→∞
(b1 ◦ · · · ◦ bm ◦ hl ◦ hs)∗ν = lim
m→∞
(R
a
l,s
m
)∗(b1 ◦ · · · ◦ bm ◦ hs ◦ hl)∗ν ,
for β almost every b = (b1, b2, · · · ) ∈ B. For simplicity, in what follows, for any m ∈ N, we use the
notation νm for (b1 ◦ · · · ◦ bm ◦ hs ◦ hl)∗ν. Thus, νm −−−→
m→∞
νb and (R
a
l,s
m
)∗νm −−−→
m→∞
νb.
Observation 2 : Pick an arbitrary accumulation point z of the sequence {al,sm }
∞
m=0. Then, for a
strictly increasing sequence {mt}
∞
t=1 of natural numbers, a
l,s
mt −−−→t→∞
z.
Suppose f ∈ C(Td). For any ε > 0, we obtain from compactness that∥∥∥f ◦R
a
l,s
mt
− f ◦Rz
∥∥∥
∞
< ε when t is large enough.
From this, it is easy to see that∫
Td
f dνb = lim
t→∞
∫
Td
f ◦R
a
l,s
mt
dνmt ≤ lim
t→∞
∫
Td
f ◦Rz dνmt + ε =
∫
Td
f ◦Rz dνb + ε .
The other inequality
∫
Td
f dνb ≥
∫
Td
f ◦ Rz dνb + ε is also established in the same way. Thus, we
get
∣∣∫
Td f dνb −
∫
Td f ◦Rz dνb
∣∣ ≤ ε, for every ε > 0; which implies ∫Td f dνb = ∫Td f ◦ Rz dνb. In
words, the measure νb is invariant under the translation by any accumulation point of the sequence
{al,tm}
∞
m=0 for β almost every b.
We shall now make use of Lemma 14 which ensures that the accumulation points of the
set
{
a
l,s
m : l, s ∈ {1, ..., k} , m ∈ N
}
generate the entire Td for almost every j = (j1, j2, · · · ) ∈
{1, · · · k}N. It follows that, for β almost every b, νb is the Haar measure on Td. The conclu-
sion of Theorem 2 is thus immediate as ν =
∫
B
νb dβ. 
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2.5. Remarks. We first note that in the 1 dimensional case, a stronger version of Lemma 14 is
true, where its conclusion holds for every sequence i = (i1, i2, · · · ) ∈ {1, · · · , k}
N.
Lemma 15. Let D1, ..., Dn be integers larger than 1, and fix some α ∈ T\Q. Given any se-
quence i1, i2, ... ∈ {1, ..., n}
N , denote xk = Di1 · · ·Dikα (mod 1), and denote by A the set of all
accumulation points of the sequence (xk)k∈N. Then A is infinite.
Proof. Assume that A is finite. For every ε > 0 and a ∈ A, denote Mε,a = {k ∈ N : xk ∈ Bε (a)}
and Mε =
⋃
a∈A
Mε,a. Next, we denote for every a ∈ A,
Na = {j ∈ {1, ..., n} : ∀ε > 0, ∃k ∈Mε,a, ik+1 = j} .
Obviously, Na 6= ∅ for every a ∈ A. Note that for every j ∈ Na, we have Dja (mod 1) ∈ A.
Indeed, j ∈ Na implies that we can form a sequence xkl −→
l→∞
a s.t. for every l, ikl+1 = j. Therefore,
xkl+1 = Djxkl (mod 1) −→
l→∞
Dja (mod 1). We also note that for every a ∈ A, there exists some
εa > 0 s.t. ∀ε < εa, ∀k ∈Mε,a, ik+1 ∈ Na.
Since A is finite, for every ε > 0, ∃Kε ∈ N s.t. ∀k > Kε, k ∈ Mε. Hence, for k large enough,
we may define ϕ (k) to be the element in A with shortest distance to xk. Note that whenever
k is large enough, ik+1 ∈ Nϕ(k), which implies that Dik+1ϕ (k) = ϕ (k + 1) ∈ A. Since for every
a ∈ A, there are infinitely many k s.t. ϕ (k) = a, there is some finite sequence it0 , it0+1, ..., it0+m s.t.
Dit0 · · ·Dit0+ma = a (mod 1) and hence a ∈ Z
1
Dit0
···Dit0+m
and in particular a ∈ Q. Since α /∈ Q,
xk /∈ Q for every k, and therefore xk /∈ A.
Take some ε > 0 so small that ε < min {εa : a ∈ A}, and s.t. 2Dmaxε < min {d (a, b) : a, b ∈ A},
where d is the usual metric on T and Dmax = max {Dj : j ∈ {1, ..., n}}. Note that ∀k > Kε,
Dik+1 · Bε (ϕ (k)) = BDik+1ε (ϕ (k + 1)). Now, pick any k > Kε. As argued above, xk 6= ϕ (k),
so d (xk, ϕ (k)) > 0 and d (xk+1, ϕ (k + 1)) = Dik+1 · d (xk, ϕ (k)). But since Dj > 1 for every
j ∈ {1, ..., n}, for some l ∈ N, xk+l ∈ BDmaxε (ϕ (k + l)) \ Bε (ϕ (k + l)), hence k + l /∈ Mε, a
contradiction. 
Looking at the proof of Theorem 2, it may seem like the condition that the set
{(Id −Di)αj − (Id −Dj)αi : i, j ∈ {1, ..., n}}
is not contained in any proper closed subgroup of Td is too strong and even if it doesn’t hold it may
be possible to find other (longer) words hl1 · · ·hlt , hs1 · · ·hsp whose linear parts are equal, which
we can use in equation (2.3) instead of hihj and hjhi. However, it turns out that the condition in
the theorem is in fact optimal, as may be seen in the following proposition for the 1-dim case.
Proposition 16. Assume that for some i0 ∈ Λ, (1−Di0)αj − (1−Dj)αi0 ∈ Q for every j ∈ Λ.
Then there exists a finitely supported µ-stationary measure on T.
Proof. Without loss of generality assume that i0 = 1. Denote
βj = αj −
Dj − 1
D1 − 1
α1.
By assumption βj ∈ Q for every j ∈ Λ. Let q ∈ Z be a common denominator for all the βi, and
denote A =
{
0, 1
q
, ..., q−1
q
}
. Denote also x0 = −
α1
D1 − 1
(mod 1) , so that h1 (x0) = x0.
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We now claim that ∀i ∈ Λ, hi (A+ x0) ⊆ A+ x0. Indeed, ∀a ∈ A, ∀i ∈ Λ,
hi (a+ x0) = Dia+ αi +Dix0
= Dia+ αi + (Di − 1) x0 + x0
= Dia+ αi −
Di − 1
D1 − 1
α1 + x0
= Dia+ βi + x0 ∈ A+ x0
(mod 1).
Hence A + x0 supports a µ-stationary measure. 
Proposition 17. In the case where Di = 1 for every i ∈ Λ, Haar measure is the unique µ-
stationary probability measure on T ⇐⇒ ∃i ∈ Λ, αi /∈ Q.
Proof. Assume first (without loss of generality) that α1 /∈ Q. Note that since the functions hi are
now only rotations, they commute with each other. Hence, if ν is some µ-stationary measure, by
Theorem 8, for β-a.e. b ∈ B,
νb = lim
k→∞
(b1 ◦ · · · ◦ bk ◦ h1)∗ ν = lim
k→∞
(h1)∗ (b1 ◦ · · · ◦ bk)∗ ν = (h1)∗ νb .
Since h1 is an irrational rotation, νb has to be Haar measure and hence ν is Haar measure.
The other implication is trivial. 
3. Application - Normal numbers in fractals
Inspired by ideas of [21], we will now connect between normal numbers in self-similar sets and
random walks on tori. We will then use our results from section 2 to prove Theorem 5. In what
follows, we will need the following proposition from [21, Proposition 5.1], which is stated under
the setting of random walks on tori as described at the beginning of Section 1.
Proposition 18. Given any x0 ∈ T
d, assume that for β-a.e. b ∈ B, the random path (bn · · · b1x0)n∈N
is equidistributed w.r.t. a measure ν on Td. Then for β-a.e. b ∈ B, the sequence
(bn · · · b1x0, T
nb)n∈N
is equidistributed w.r.t. ν × β on Td ×B.
In the proof below we denote Haar measure on Td by λ.
Proof of Theorem 5. Let µ be an I -Bernoulli measure on K given by µ = π∗ (σ) where σ is a
Bernoulli measure on the symbolic space ΛN.
By a routine induction argument, we observe that, for any n,m ∈ N with n < m,
fi1 ◦fi2 ◦ · · · ◦fim(0) =
fi2 ◦ · · · ◦ fim(0)
D
+ ti1 = · · · =
fin+1 ◦ · · · ◦ fim(0)
Dn
+
tin
Dn−1
+
tin−1
Dn−2
+ · · ·+ ti1.
Therefore, for any x ∈ K and n ∈ N, it follows that
(3.1) Dnx =
n∑
j=1
Dn−(j−1)tij + π(T
n(i)),
where x = π(i) for some i = i1, i2, ... ∈ Λ
N.
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Define, for each s ∈ Λ, hs : Td → Td by hs(x) := D(x+ ts) (mod Zd). Note that,
(3.2) hin ◦ · · · ◦ hi1(0) =
n∑
j=1
Dn−(j−1)tij (mod 1).
Note that (hin ◦ · · · ◦ hi1(0))n∈N is in fact a random walk trajectory governed by the probabil-
ity measure σ on ΛN. Applying Corollary 3, we get that for σ - a.e. i ∈ ΛN, the sequence∑n
j=1D
n−(j−1)tij equidistributes in T
d w.r.t. to λ. Next, we apply Proposition 18 and obtain the
equidistribution of the sequence (hin ◦ · · · ◦ hi1(0), T
n(i))∞n=1 w.r.t. the product measure λ× σ for
σ-a.e. i ∈ ΛN. Since the coding map π is continuous, this implies that for σ-a.e. i ∈ ΛN, the joint
sequence
(3.3) (hin ◦ · · · ◦ hi1(0), π(T
n(i)))∞n=1
is equidistributed in Td ×K with respect to the product measure λ× µ.
Consider the function F : Td × K −→ Td given by F (x, y) = x + y (mod 1). We claim that
F∗(λ× µ) = λ. To see this, consider any measurable f : T −→ [0,∞]. Now, one has∫
Td
f d(F∗(λ× µ)) =
∫
K
∫
Td
f(x+ y mod 1) dλ(x) dµ(y).
The invariance of λ under addition in Td implies at once that the above integral is∫
K
f dλ
∫
Td
dµ =
∫
Td
f dλ .
Once the claim F∗(λ × µ) = λ is established, from (3.1), (3.2) and the equidistribution of (3.3),
the equidistribution of (Dnx (mod Zd))∞n=1 for µ - almost every x ∈ K is now immediate. 
4. When all the differences are rational.
Here we shall analyze the situation where the condition in Theorem 5 does not hold. We focus
on the 1-dim case, so we assume that all the differences ti− tj are rational, in the setting described
at the beginning of section 3. We first note the following observation.
Denote ∀i ∈ Λ, δi = ti − t1. Note that by assumption δi ∈ Q for every i, and δ1 = 0. Given
x ∈ K, suppose that x = π (i) for i ∈ ΛN, i.e.
x = lim
n→∞
fi1 ◦ · · · ◦ fin (0) ,
then by equation (3.1), for every m ∈ N,
Dmx =
m∑
j=1
Djt1 +
m∑
j=1
Dm−(j−1)δij + π(T
m(i)).
For simplicity, denote
αm :=
∑m
j=1D
jt1 (mod 1)
ηm (i) :=
∑m
j=1D
m−(j−1)δij (mod 1)
so that
Dmx (mod 1) = αm + ηm (i) + π(T
m(i)) (mod 1).
Note that ηm (i) stays inside the finite set ∆ =
{
0, 1
q
, ..., q−1
q
}
, where q is a common denominator
for δ2, δ3, ..., δk.
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Also, note that αm is a deterministic sequence (does not depend on i), and
αm =
m∑
j=1
Djt1 =
Dm+1 −D
D − 1
t1 = D
m D
D − 1
t1 −
t1D
D − 1
.
Lemma 19. ηm (i) is an aperiodic, irreducible Markov process with a finite state space.
Proof. Denote δ˜j = δj ·D (mod 1) ∈ ∆. Then
ηm (i) =
m∑
j=1
Dm−j δ˜ij (mod 1)
This process may be represented as follows:
η1 = δ˜i1
∀m > 1, ηm+1 = D · ηm + δ˜im+1 (mod1 )
Let ∆˜ ⊆ ∆ be defined as ∆˜ = {a ∈ ∆ : ∃m ∈ N, P (ηm = a) > 0}. Since the variables
(
δ˜ij
)∞
j=1
are
IIDs, this is indeed a Markov process on the finite state space ∆˜.
Since, P
(
ηm+q = 0
∣∣ ηm = a) > P(δ˜im+1 = · · · = δ˜im+q = 0) > 0 for every a ∈ ∆˜, and ηm+1 ∣∣ ηm =
0 ∼ η1, the Markov process is irreducible, and it is also aperiodic since P
(
ηm+1 = 0
∣∣ ηm = 0) >
0. 
From the Lemma above, it follows that the process ηm has a unique stationary measure p.
Theorem 20. Assume that ti− tj ∈ Q for every i, j ∈ Λ. Assume that αm is equidistributed w.r.t.
some measure ν on T. Then for µK - a.e. x ∈ K, the orbit (D
mx (mod 1))∞m=0 is equidistributed
w.r.t. the measure ν ∗ p ∗ µ˜K (where µ˜K is the projection of µK to T).
In order to prove Theorem 20, we will need the following property of aperiodic, irreducible
Markov chains. The proof of the following proposition uses some of the ideas in the proof of
Proposition 18, given in [21].
Proposition 21. Let x = (x1, x2, ...) ∈ Ω
N be an aperiodic, irreducible Markov chain with a finite
state space Ω and a transition matrix P . Let p be the unique stationary measure for the process and
let µ be the corresponding measure on ΩN w.r.t. p as the starting probability for the process (i.e.,
µ
({
ω ∈ ΩN : ω1 ∈ A
})
= p (A) for every A ⊆ Ω). Then for every strictly increasing sequence of
positive integers (nk)
∞
k=1, for µ-a.e. x ∈ Ω
N, the sequence (T nk (x))∞k=1 is equidistributed w.r.t. µ.
Proof. For the of the paper, given a finite sequence ω = (ω1, ..., ωl) ∈ Ω
l, we denote the corre-
sponding cylinder set by [ω] =
{
ξ ∈ ΩN : (ξ1, ..., ξl) = (ω1, ..., ωl)
}
.
Let Bk be the σ-algebra generated by the first nk coordinates of Ω
N. Given ω = (ω1, ..., ωl) ∈ Ω
l
for any l ∈ N, define
ϕk,m = E
[
1[ω] (T
nkx)− µ ([ω]) | Bm
]
Mm =
∑∞
k=1 ϕk,m
Note the following:
• For k ≤ m− l, ϕk,m = 1[ω] (T
nkx)− µ ([ω])
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• For k > m,
|ϕk,m| =
∣∣µ (T−nk [ω] | Bm)− µ ([ω])∣∣ ≤ C · αnk−nm ≤ C · αk−m
for some constants C > 0, α ∈ (0, 1) (see e.g. [16, Theorem 4.9]).
By the above, ∀m, Mm is well defined. Writing Mm as
Mm =
m−l∑
k=1
[
1[ω] (T
nkx)− µ ([ω])
]
+
m∑
k=m−l+1
ϕk,m +
∞∑
k=m+1
ϕk,m
and noting that
∣∣∑m
k=m−l+1 ϕk,m
∣∣ ≤ l, we have
Mm − L ≤
m−l∑
k=1
[
1[ω] (T
nkx)− µ ([ω])
]
≤Mm + L
for some constant L > 0. Since Mm is a martingale w.r.t. the increasing sequence of σ-algebras
(Bm)m∈N, by Doob’s martingale convergence theorem Mm a.s. converges to some bound, which
implies that a.s.
1
m
m−l∑
k=1
[
1[ω] (T
nkx)− µ ([ω])
]
−→
m→∞
0.
Since the countable family of cylinder sets generates the Borel σ-algebra of subsets of ΩN, we
get that a.s., for every function f ∈ C
(
ΩN
)
,
1
m
m∑
k=1
f (T nkx) −→
m→∞
∫
fdµ.

Corollary 22. Let γm be an equidistributed sequence w.r.t. some Borel probability measure σ on
a compact second countable space X, and let
(
ΩN, T, µ
)
be as above. Then for µ-a.e. i ∈ ΩN, the
sequence (γm, T
mi)∞m=1 is equidistributed w.r.t. σ × µ.
Proof. Given a set I × [ω] ∈ X × ΩN where I ⊆ X is some open set and ω ∈ Ωl for some l ∈ N,
consider the sum
1
N
N∑
m=1
1I×[ω] (αm, T
mi) .
Define A = {m ∈ N : γm ∈ I} and let (mk)k∈N be an increasing enumeration of all elements in A.
By equidistribution of γm we know that
lim
N→∞
|A ∩ {1, ..., N}|
N
= σ (I) .
By Proposition 21, (Tmk i)∞k=1 is a.s. equidistributed w.r.t. µ, hence a.s.
1
k
∑
1[ω] (T
mki)
a.s.
−→ µ ([ω])
Denote B = (m ∈ A : Tmi ∈ [ω]), then
lim
N→∞
|B ∩ {1, ..., N}|
|A ∩ {1, ..., N}|
= µ ([ω]) a.s.
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Hence,
1
N
N∑
m=1
1I×[ω] (γm, T
mi) =
|B ∩ {1, ..., N}|
N
=
|A ∩ {1, ..., N}|
N
·
|B ∩ {1, ..., N}|
|A ∩ {1, ..., N}|
−→
N→∞
σ (I) · µ ([ω])
By the above we can deduce that a.s., for every basic open set I ⊆ X, and ∀l ∈ N, ∀ω ∈ Ωl,
1
N
N∑
m=1
1I×[ω] (γm, T
mi) =−→
N→∞
σ (I) · µ ([ω]) =
∫
1I×[ω]d(σ × µ).
By linearity of integration and summation, a.s. the same property holds for any linear combination
of indicator functions as above, which forms a dense subset in C (X). 
Remark 23. Corollary 22 is somewhat similar to Proposition 18. The difference between them is
that in Proposition 18 the sequence whose equidistribution is proved is a Cartesian product of two
sequences, both of them are random sequences depending on the chosen (random) sequence b ∈ B,
where in Corollary 22 the first sequence of the Cartesian product is a deterministic sequence.
Proof of Theorem 20. By Corollary 22, for β-a.e. i ∈ ΛN, the sequence (αm, ηm (i)) is equidis-
tributed w.r.t. ν×p, which implies that the sequence αm+ηm (i) (mod 1) is equidistributed w.r.t.
ν ∗ p. Using Proposition 18 exactly in the same way as in the proof of Theorem 5, we may deduce
that for β-a.e. i ∈ ΛN, αm + ηm (i) + π(T
m(i)) (mod 1) is equidistributed w.r.t. the measure
ν ∗ p ∗ µ˜K . 
An immediate corollary of Theorem 20 is the following.
Corollary 24. If ti is normal to base D for some i ∈ Λ, then µK - a.e. x ∈ K is normal to base
D.
Proof. If for some k, j ∈ Λ, tk − tj /∈ Q, then the conclusion follows from Theorem 5. Otherwise,
for all j, k ∈ Λ, tj − tk ∈ Q. Since t1 is normal to base D, then so is
D
D − 1
t1, and therefore αm
is equidistributed w.r.t. Haar measure. The conclusion now follows immediately from Theorem
20. 
Remark 25. Note that adding some number α ∈ R to all the translations ti, i ∈ Λ, amounts to
translating the attractor of the IFS by
D
D − 1
α. Hence, Corollary 24 implies for example that
w.r.t. any Bernoulli measure on C + α, where C is the middle thirds Cantor set and α is some
number which is normal to base 3 (and therefore, so is
D
D − 1
α), almost every number is normal
to base 3. Of course, it is not hard to think of an irrational α such that no number in C + α is
normal to base 3.
The opposite direction of Corollary 24 is false, even when all the differences ti − tj are rational.
Here is a counter example.
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Example 26. Denote
fα1 (x) =
1
4
x+ α, fα2 (x) =
1
4
x+
1
2
+ α.
LetKα be the attractor of the IFS {f
α
1 , f
α
2 } for a given value of α. Note that changing α corresponds
to translating the fractal K0. More precisely, Kα = K0 + cα where cα =
4
3
α. Let µα be the
(
1
2
, 1
2
)
-
Bernoulli measure on Kα. Note that ∀n ∈ Z,
µˆα (n) = e
2πincαµˆ0 (n) ,
hence µˆα (n) = 0 ⇐⇒ µˆ0 (n) = 0.
Denoting ∆1 = 0, ∆2 =
1
2
and Λ = {1, 2}, the Fourier transform of µ0 may be calculated as
follows (see [8, proof of Theorem 6.1]):
µˆ0 (n) =
lim
N→∞
2−N
∑
j∈ΛN
exp
(
2πin
N∑
s=1
4−s+1∆js
)
=
lim
N→∞
2−N
N−1∏
s=0
(
1 + exp
(
2πin4−s 1
2
))
Therefore,
(4.1) |µˆ0 (n)| =
∞∏
s=0
∣∣∣∣cos(4−s12πn
)∣∣∣∣ .
Using equation 4.1, we see that ∀k,m ∈ Z s.t. k ≥ 0, we have µˆ0
(
4k (2m+ 1)
)
= 0.
Now, let ν be the
(
1
2
, 1
2
)
-Bernoulli measure defined on the attractor of the IFS
{
x 7→ 1
4
x, x 7→ 1
4
x+ 1
4
}
.
Analyzing νˆ in the same way we analyzed µˆ0, we see that
|νˆ (n)| =
∞∏
s=0
∣∣∣∣cos(4−s14πn
)∣∣∣∣ ,
and hence ∀k,m ∈ Z s.t. k ≥ 0, we have νˆ
(
4k2 (2m+ 1)
)
= 0.
Since ν is ergodic for the map ×4 (mod 1), it has generic points. Let t be a generic point for
ν, and denote t˜ = 3
4
t. By equation 3.1, we see that for every x ∈ Kt˜, if x = lim
n→∞
f t˜i1 ◦ · · · ◦ f
t˜
in (0),
then for every n ∈ N,
4nx (mod 1) =
n∑
j=1
4j t˜ + π (T n (i)) (mod 1) =
4n 4
3
t˜− 4
3
t˜+ π (T n (i)) (mod 1) =
4nt+ π (T n (i))− t (mod 1)
where π is the coding map for the IFS
{
f t˜1, f
t˜
2
}
. By Corollary 22 and the computation above, we
get that for µt˜-a.e. x ∈ Kt˜, the orbit (4
nx (mod 1))∞n=1 is equidistributed w.r.t. the measure ν ∗µt˜
translated by −t.
Claim. ∀0 6= w ∈ Z, ∃k ∈ N ∪ {0}, ∃m ∈ Z s.t. w = 4k (2m+ 1) or w = 4k (4m+ 2).
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Proof of claim. Clearly, it’s enough to prove the statement for the case 4 ∤ w. If w is odd, then
w = 40 (2m+ 1) for some m ∈ Z. Otherwise, w is even, and since we assume 4 ∤ w, then
w = 40 (4m+ 2) for some m ∈ Z. 
By the claim and the analysis of the Fourier transforms of ν and µ0 given above, we get that
for every 0 6= n ∈ Z,
ν̂ ∗ µt˜ (n) = νˆ (n) · µˆt˜ (n) = 0.
This implies that ν ∗ µt˜ is Haar measure on T, and ultimately we get that for µt˜-a.e. x ∈ Kt˜, the
orbit (4nx (mod 1))∞n=1 is equidistributed w.r.t. Haar measure on T although t˜ is not normal to
base 4.
Remark 27. The convolution in the example above may also be viewed in the following way. µ0
is the law of the random variable
∑∞
j=1 4
−jξj, where the ξj are IID variables which get the values
0, 2 with probability 1
2
each. ν is the law of the random variable
∑∞
j=1 4
−jχj , where the χj are IID
variables which get the values 0, 1 with probability 1
2
each. Hence, ν ∗µ0 is the law of the random
variable
∑∞
j=1 4
−jχj +
∑∞
j=1 4
−jξj. But
∞∑
j=1
4−jχj +
∞∑
j=1
4−jξj =
∞∑
j=1
4−j (χj + ξj)
and since χj + ξj are IID random variables that take the values 0, 1, 2, 3 with probability
1
4
each,
ν ∗ µ0 is actually Haar measure on T. Therefore, ν ∗ µt˜ is also Haar measure.
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