The standard one-machine scheduling problem consists in scheduling a set of jobs in one machine which can handle only one job at a time, minimizing the maximum lateness. Each job is available for processing at its release date, requires a known processing time and after finishing the processing, it is delivery after a certain time. There also can exists precedence constraints between pairs of jobs, requiring that the first jobs must be completed before the second job can start. An extension of this problem consists in assigning a time interval between the processing of the jobs associated with the precedence constrains, known by finish-start time-lags. In presence of this constraints, the problem is NP-hard even if preemption is allowed. In this work, we consider a special case of the one-machine preemption scheduling problem with time-lags, where the time-lags have a chain form, and propose a polynomial algorithm to solve it. The algorithm consist in a polynomial number of calls of the preemption version of the Longest Tail Heuristic. One of the applicability of the method is to obtain lower bounds for NP-hard one-machine and job-shop scheduling problems. We present some computational results of this application, followed by some conclusions.
Introduction
The One-Machine Scheduling Problem with Time-Lags consists in scheduling a set of jobs in one machine, minimizing the maximum lateness. Each job has a release date, a processing time and a delivery time. Preemption is allowed. There exists a set of generalized precedence constraints between jobs which are defined as follows: for certain pairs of jobs it is required a positive time-lag between the completion time of the first job and the start of the second.
We will designate the one-machine scheduling problem with simple precedence constraints as the standard problem, since it is a well-known problem. This problem is NP-Hard, Lenstra, Rinnooy Kan and Brucker (1977) , but if preemption is allowed the problem can be solved in polynomial time, Horn (1974) . However, if time-lags are considered, the problem is NP-hard even if preemption is allowed.
The aim of this paper is to present a polynomial algorithm to solve a special case of the onemachine scheduling problem with time-lags, where all the time-lags are in a chain form, i.e.
there exists a ordered subset of the jobs such that any pair of consecutive jobs is associated with a positive time-lags. None of the remaining jobs can be associated with positive time-lags.
Our interest in this special case arise from two main applications of the problem. The problem can be used to obtain lower bounds for the job-shop scheduling problem and for one-machine scheduling problem with general time-lags. Since, these problems can be found frequently in practice, solving to optimality the special one-machine scheduling problem with time-lags in polynomial time can lead to more efficient enumerative algorithms, for the previous problems.
The paper is organized as follows: first, we present the one-machine scheduling problem with time-lags, a review the solutions methods and an enumerative method to solve it. In the next section, we describe the polynomial algorithm for the special case, the early-late algorithm. In section 4, we present some examples and in the next section, we describe the computational experiments when using the early-late algorithm to obtain lower bounds for the job-shop scheduling problem. Section 6 concludes with general remarks on this work and further research. , , max , i.e. the time lags are all equal to zero. The problem is NP-Complete, even if preemption is allowed. The result was proved independently by Lourenço (1993) and Balas, Lentra and Vazacoupolos (1995) .
The Horn's algorithm, Horn (1974) , solves to optimality the standard one-machine problem if preemption is allowed. If no preemption is allowed the Carlier branch-and-bound algorithm, Carlier (1982) , solves the standard one machine problem, and Balas, Lentra and Vazacoupolos The Longest Tail Rule can be generalized to obtain a feasible schedule to the one-machine scheduling problem with time-lags by dynamically updating the release dates of the jobs to conform with the time lags constraints. We will designate this method by LTRTL.
The LTRTL schedules the jobs sequentially choosing at each step the job with the longest delivery time among those available for scheduling. Let C j (σ) denote the completion time of job J j in schedule σ, j=1,...,n. We shall say that, in the case of time-lags, a job J j is said to be available at time t, if r t j ≤ , where the release date is updated as follows
, and all jobs J k such that J J k j < are already completed.
The Horn's algorithm can also be generalized to obtain feasible solutions for the ( )
, , , max problem in a similar way as done above for the LTRTL. Due to this similarity, we will call this the preemptive LTRTL (pLTRTL). The main difference is as follows: if a job with higher delivery time becomes available, the processing of the current job can be interrupted and this job will be reintroduce in the list of available jobs but considering only the remaining processing time.
The pLTRTL creates preemptions only at the modified release dates r j , and not at the first one. Therefore, the rule creates at most n-1 preemptions. The pLTRTL can be easily implemented to run in O(nlog n) time with the use of two priority queues.
Clearly, the optimal value of the preemptive standard one-machine scheduling problem is a lower bound for the ( )
, , , max . It is well known that this value is equal to ( ) Carlier (1982) . The jobs in K bellow to the critical path in the conjunctive graph of the correspondent optimal schedule σ * . Let J c be the critical job of the schedule σ * , i.e. the job J c such that
Next, we present some basic results which will help us to design the proposed polynomial algorithm. We can assume that the input data already satisfy the following conditions:
If not, the data can be modified without changing the solution of the problem, Lageweg, Lenstra and Rinnooy Kan (1976).
Theorem 1:
Let σ be a schedule obtained by the pLTRTL for some instance I of ( )
for some subset K of the set of the jobs.
Proof. Let t be the latest time such that each job J j processed in the interval 
Let K 1 be the subset of the unit jobs corresponding to the units in
If a unit job is one unit of job J j , and belongs to K 1 , then every other unit of this job belongs to K 1 , and therefore this job is totally processed between min j K j r ∈ and min j K j
Otherwise, suppose that exist a job J j which has one unit processed outside the interval between min j K j r ∈ and min j K j
, where J j unit is that unit job that does not belong to
, and also all jobs
There exists a set of delivery times, such that if we apply the pLTRTL rule to a new instance with all data equal to the original instance I, but considering this new set of delivery times, we obtain an optimal schedule for I.
Proof. Given an optimal schedule σ* for the instance I, with length
, let the new set of delivery times be
σ for all jobs. These delivery time satisfy the property thatj k > whenever J j <J k . Modify the release dates so that they also conform to the precedence constraints and the time-lags:
this instance by I .
Apply the Horn's rule to I to obtain the schedule σ . By the optimality of this method, each job J j has completion time in σ no later then ( ) C j σ * . Therefore, the new schedule is feasible and also optimal for I. Now let $ I be the instance with the original release dates and the delivery times q j . Apply the pLTRTL to $ I to obtain the schedule $ σ . Note that if $ r j denotes the modified release dates formed by computing $ σ , and we apply the Horn's rule to the instance $ I with release dates
We claim that $ r r j j ≤ for j=1,..., n. If this holds, then σ is also a feasible schedule for
Since $ σ also satisfies the time-lags constraints, it is optimal for I. This also implies that ≤ , for all jobs J k scheduled before than J j in $ σ , and the delivery times are equal in both instances, then ( ) ( )
Therefore, $ σ is an optimal schedule to the problem, and the theorem is proved. σ
Note that the delivery times are only consider in the pLTRTL as priorities to decide which is the next job to be scheduled. Therefore, an obvious enumerative method for the ( )
, , , max can be design considering all possible combinations of priorities: • At level zero, there is a node called the root of the search tree.
• The root has n children, where each child is a node where the priority of job J 1 is fixed, i.e. ~, , , q k k n
• For each node of level i, we have an associated vector v of dimension i which represents the fixed priorities of the first i jobs. We branch on each of this nodes, by considering the n possible priorities of job J i+1 . Children are arranged from left to right in order of decreasing priorities.
• • At the leaves we have all possible priorities of the jobs. We can apply the pLTRTL to each one, using the priorities. The schedule with the smallest length is optimal.
We would like to point out that the only use of the priorities is to decide which job is scheduled next in the pLTRTL. The value of a schedule σ is always obtained by using the delivery times, i.e.
( )
Next, we consider a special case of the constraints between jobs on this chain and the remaining ones. We will denote this problem as ( )
, , , max . Next we will proved that the above enumerative method can be simplified to solve to optimality this problem, and in the next chapter we will go further and prove that, by modifying in a correct way the release dates and the delivery times, we will solve this problem in polynomial time.
Lemma 4:
To obtain the optimal solution of ( )
, , , max , we need only to change the delivery times of the chain jobs in the previous enumerative method.
Proof. Recall the proof of Theorem 3. Given an optimal schedule σ* for an instance I, with length ( )
, let the delivery times be
. As before, obtain σ and by the optimality of the Horn's rule, each job J j H j , ∈ has completion time in σ no later than ( ) C j σ * . Therefore, the new schedule is feasible and also optimal for I. Also, note that the only jobs that have their release dates changed are the chain jobs. Therefore, to complete the prove just follow the prove of Theorem
3.σ
This method makes O(n h ) calls to the pLTRTL method. Next, we will present an algorithm that makes a polynomial (in n) number of calls of the pLTRTL. This algorithm is based on the enumerative method just described, but using an efficient pruning of the search tree and good dominance relations.
Early-Late Algorithm
The early-late algorithm finds the optimal solution of the ( )
considering a polynomial number of tree nodes of the previous enumerative method, eliminating the remaining ones by using lower bounds and dominance relations.
At node N i of the search tree at level i, we associated a vector v of dimension i which represents the fixed priorities of the first i jobs in the chain. Let this subset of jobs be denoted by H 1 . Since the priorities of these jobs are fixed and they are the first i jobs in the chain, then we can compute the completion time of these jobs in any schedule obtained by applying the pLTRTL of any descendent of N i . We also associate with N i an instance I i which uses the priorities v for the jobs in H 1 and the original priorities for the remaining jobs. The release dates of the jobs in the chain are modified during the running of the algorithm. All the other release dates are unchanged.
The basic idea of the algorithm is to obtain a lower bound and an upper bound for instance I i at each iteration, which originally is equal to I. If the upper bound is equal to the lower bound the algorithm stops because that optimal solution was found. Otherwise, the instance I i is modified using some dominance rules. The only modifications needed are the release dates and delivery times of the chain jobs. When a modification is made, it means that we are changing from one node to another in the search tree of the enumerative method. We will prove the optimality of the algorithm and that it runs in polynomial time. ( )
= then the schedule σ i is optimal for I i , and consequently we do not need to branch from this node further.
then σ i has a job scheduled late, if min min
will changed the priority of such a job. Therefore the algorithm will be designated by early-late algorithm, since at each step the priority of one job will be adjusted to force the scheduling of this job earlier or later than it is in the current solution.
Next, we will present two important definitions and some results, followed by the description of the algorithm. Later on, we will prove that the early-late algorithm obtains the optimal solution for the ( )
, , , max problem in polynomial time.
Definition 1:
A schedule σ is late-active if there exists a job J l in the chain, such that J l is the first chain job in the schedule for which l K ∈ and r r l j K j < ∈ min .
Consider the following notation: define 
K . Also, let σ i be the schedule obtained at iteration i of the early-late algorithm by the pLTRTL considering the priorities of instance I i .
Theorem 6:
If schedule σ i is late-active, then exists at least a job J H k ∈ such that ( )
Consequently, r r j h
The first job J k in the chain verifying ( )
σ > is called the late-active job. Note that k l < and k K ∉ In this case, J k is scheduled "late", and as a result, we have no guarantee that this schedule is optimal. Thus, to get a possible improvement in the schedule we should complete the lateactive job earlier, which implies an increase in the priority of this job.
Next, we will define early-active schedule, which apply for the case where
Definition 2: A schedule σ is early-active if there exists a job J k H K k , ∈ ∩ , which is different from J c , the critical job, and J k is the last job in the critical path for whichk c
< .This job is called the early-active job.
For an early-active schedule, since J k is scheduled earlier than J c , we cannot prove optimality. To obtain a possible improvement of such a schedule, we will see next that we should decrease the priority of the early-active job.
13
The next theorem proves that we can decrease the priority of the early-late job J k , since we will not find a better schedule than σ if ~k c ≥ , where q j represents the priority of job J j . 
and ( )
The next lemma says that we can eliminate for further analysis all nodes where ~q Proof. The main idea behind this result is as follows. Observe that if we decrease the priority of some job J j , j H ∈ 1 , and apply the pLTRTL, this job is completed in ′ σ no earlier than ( ) The next theorem will prove that we can increment the lower bound of the completion time of the late-active job, and for all chain jobs before this one.
Theorem 9:
If J k is late-active at iteration i and we let q n k = , then there is no schedule σ better than the σ i where ( ) ( )
is the completion time of J k in the schedule σ i+1 obtained by the pLTRTL at iteration i + 1.
Therefore, we can update
Proof.
If σ 0 is late-active and J k is the active job, then we do q n k = . At σ 1 , iteration 1, J k has the higher priority at time t r k = and by the way we update q k , J k is fully scheduled between r k and r p Lets see now, the case that exists at least one l H ∈ 2 in the critical path. Let l H ∈ 2 be the first job in the critical path and, let k H ∈ 2 be the first job in the schedule for which
therefore σ is optimal. Furthermore, if σ is neither early-active or late-active then
The Early-Late Algorithm
Next, we describe the early-late algorithm. Assume that the input data already satisfies the conditions associated to the precedence constraints and time intervals, i.e. = − ' and for all j H ∈ ' let q n j = . In this case, we are going down in the search tree to level k by the left most path. Next, we will prove that the algorithm gives the optimal solution. The algorithm will maintain the best schedule found so far, designated by σ best . The algorithm stops when either
or when we obtain an optimal schedule to
Suppose that the algorithm stopped at node N i . Then, at any descendent of this node in which we consider different priorities to the jobs in the chain but not in H 1 , will not lead to a schedule of better value than ( ) LB I i . Consider any other node at the same level, to the right of N i . At this node, at least one of the jobs in H 1 has smaller priority than at N i . For these nodes, where none of the jobs in H 1 have higher priority than at N i , implies that at least some job J l will be completed no earlier than in σ i , and at some point, later. Therefore, some released dates will eventually increase, and so
( )
LB I i is a lower bound to the schedules associated with such nodes. If at least one job in H 1 has higher priority than in N i , we can apply the previous theorems and therefore, we have already seen that these nodes can be eliminated.
In this way, we visit some nodes in the search tree and eliminate all of the remaining ones by knowing that they do not lead to better schedules. Once the remaining nodes have been eliminated, we can conclude that the best schedule found is optimal. ∇ considering the chain J 9 < J 8 < J 5 , their respective time intervals and allowing preemption.
These, and other examples like this, lead us to think about how to use the one-machine scheduling problem with time-lags to obtain new lower bounds to the job-shop scheduling problem. 
Computational Results
In the section, we will present a computational experiment and the results obtained when several methods are applied to different versions of the one machine scheduling problems. We would like to point out that the main aim of this paper is to present the polynomial algorithm for the ( )
, , , max , however the objective of this section is to shown the potential applicability of the early-late algorithm.
We consider 10 instances of the one-machine scheduling problem obtained by relaxations of the job-shop scheduling problem. These instance were obtained throughout the running of teh Applegate and Cook (1991) branch-and-bound method. The methods applied to solve each version are:
• No time lags, pmtn ( ) With respect to these few examples we can make some observations:
• The release dates and the delivery times are strong enough, so the schedule obtained by applying the early-late algorithm does not violate the time-lag constraints, and in many cases the same thing happens even when we apply the Horn's rule. By considering all of the lags, in only one case, Example 1, we improve the lower bound with respect to the chain version of the problem.
• When we do not allow preemption, we observe that the instances were usually easily solved. If we apply Carlier's algorithm to solve this version (no lags/no pmtn), many times only one node of the search tree was needed, usually 2 or 3 and very few times 4 or more, and it runs very fast. Note that, we expected Carlier's algorithm to be fast, since the algorithm is known to perform well even in very large scale instances, and all instances for this problems have 10 jobs.
• When solving (all lags/no pmtn) version of the problem, we observed again that we need only to resolve very few conflicts in the order of the jobs, usually involving 2 jobs at most, and therefore we construct about 1 or 2 schedules. For this case of (all lags/ no pmtn), in four out of ten examples the bound was improved with respect to the case of (chain/pmtn).
But, we need to solve a NP-complete problem, and the question is whether it is worthwhile spending more time to obtain a stronger lower bound.
• In many of the schedules obtained, very few preemptions occur and most of them can be eliminated without affecting the length of the schedule, i.e., if the preemption does not occur, the length of the schedule is not changed.
• We pay special attention to the MT10 since for this instance, the bound improved only two times. Note that the only cases in Table 10 , in which the (all lags/no pmtn) does not help are examples from the MT10 instance. For this case, even if preemption is not allowed, it looks like the lower bound does not improve; in 6 examples, we get an improvement in only two. scheduling problems, as the job-shop problem. We also present examples of this application and some computational testing. From the computational experiment, we can conclude the potential application of the early-late algorithm.
Further developments of this work are related to the extensions of the one-machine scheduling problem with chain time-lags and preemption, and their application to obtain lower bounds to more complex scheduling problems. We observed that the directed graph of the precedence constraints was frequently an almost-bipartite graph, i.e., there are two subsets of jobs containing most of the jobs such that a job in the first group has only to be processed before some of the jobs in the second group. The previous characteristic is associated with a onemachine scheduling problem with several chains. Also, we would like to study if it is worth to solve the problem without preemption. Therefore, as an extension of this research, we would like to develop efficient algorithms to solve the above problems. Even for NP-complete problems, we should study the following question: does it pay off to spend more time to obtain the stronger lower-bounds or not?
