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Nonlinear State Feedback Synthesis by 
Global Input /Output Linearization 
This paper studies the design of feedback controllers for trajectory 
tracking in single-inputlsingle-output nonlinear systems X = f (x )  + g(x) u, 
y = h(x). A nonlinear transformation of the form z, = K ( X )  + X(x) u that 
transforms this nonlinear input/output system into a linear system is 
first constructed. On the basis of this transformation, an approach for 
designing control laws for trajectory tracking4s presented. The control 
law is robust in the sense that small changes in it do not produce large 
steady state errors or loss of stability. The theory provides a unified 
framework for treating control problems arising in nonlinear chemical 
processes; this is illustrated by a batch reactor control example. 
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introduction 
In chemical engineering there is a plethora of nonlinear pro- 
cesses; their nonlinear behavior seems to be well understood 
especially in the field of chemical reaction engineering, where 
there is a wide body of literature on steady state multiplicities 
and nonlinear oscillations in chemical reactors. However, in the 
process control field the customary approach has been to neglect 
these nonlinear effects by locally linearizing the nonlinear model 
around the operating conditions and then to apply linear theory 
to design linear controllers. For continuous processes with rela- 
tively mild nonlinearities that operate around steady states, the 
error introduced by locally linearizing around the steady state 
may be small enough so that it can be rejected easily by a suffi- 
ciently robust linear regulator. For the regulation of severely 
nonlinear chemical processes (pH processes, steam jets, some 
nonisothermal chemical reactors) a linear controller based on a 
linear model may have extremely poor performance and the use 
of nonlinear control elements may be a necessity (Shinskey, 
1979). The difficulties in applying linear theory for nonlinear 
processes are aggravated in servo control problems such as start- 
up/shut-down of continuous processes or optimal profile track- 
ing of batch processes; in these cases there is no appropriate 
point for local linearization. 
Any attempt to avoid the linear approximation step and study 
general nonlinear systems with general nonlinear control laws 
will face enormous technical difficulties that will prevent the 
development of general design methodologies. The only way to 
bypass these difficulties is to judiciously restrict the class of non- 
linear control laws under consideration so that (i) the closed- 
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loop responses can be easily analyzed; (ii) the class of control 
laws is rich enough to provide the flexibility of choosing one that 
gives desirable closed-loop characteristics. 
In this direction, there has been considerable effort in the 
recent literature to “globally” linearize nonlinear systems. 
Global linearization involves finding global nonlinear transfor- 
mations on the states and/or the manipulated inputs so that the 
transformed system possesses certain linearity characteristics. 
The idea was initiated by Brockett (1978) and further advanced 
by Su, Hunt, and Meyer (Su, 1982; Hunt et al., 1983), who pre- 
sented a general method of construction of state variable trans- 
formations and a state feedback transformation that transform 
a nonlinear state model into a linear state model with prespeci- 
fied dynamic characteristics. Their approach provides a simple 
and effective method for state feedback stabilization of nonlin- 
ear systems. In fact, Hoo and Kantor ( 1  985,1986) have success- 
fully applied it for the state feedback stabilization of unstable 
chemical and biological reactors. For the very special case of 
strictly first-order nonlinear systems, Ogunnaike (1 986) pre- 
sented a similar state-variable transformation technique by 
which special linear PI-controllable systems can be obtained. 
However, the use of the Su-Hunt-Meyer theory for set point 
tracking in the presence of disturbances seems to present theo- 
retical difficulties due to the fact that the controlled output will 
not in general depend linearly on the transformed states. 
The idea of globally linearizing a nonlinear system in an 
input/output sense was first introduced by Gilbert and Ha 
(1984). For trajectory tracking in a restricted class of nonlinear 
systems describing robot manipulators, they considered the 
problem of finding state-variable transformations and a state 
feedback control law that provide not only linearity of the trans- 
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formed state model but also a linear tracking error equation. 
The linearity of the error equation is extremely advantageous 
for design purposes and, once obtained, can be shown to lead to 
robust controller designs (Ha and Gilbert, 1985). However, in 
order to find such powerful transformations that globally linear- 
ize the state model and the tracking error equation, one will have 
to make a very restrictive assumption on the process dynamics, 
namely that the order of the process must be equal to the relative 
order of the process (see the section on input/output lineariza- 
tion below); this makes the applicability of the Gilbert-Ha work 
quite limited. 
In this work we are going to define and solve a more general 
input/output linearization problem in which we will only be 
seeking linearity of the transformed input/output map; the state 
model need not be transformed into a linear one. At this stage, 
the analysis is restricted to single-input/single-output (SISO) 
systems of the form 
x, = f 1 ( X , ,  . . . , x,) + &(XI, . . . , x,)u 
x, = f n ( X , ,  . . . , x,) + gAx1, . . . , x,)u 
This Lie derivative is also a C" scalar field on R". Thus, one can 
inductively define higher order Lie derivatives as follows: 
L:(h) = L,[Lj-'(h)] = (dL;-'(h), f ), k = 2 ,3 , .  . . (3) 
Givenf, g C" vector fields on R", the Lie bracket [ f, g]  is a vec- 
tor field defined by 
where af/ax and ag/ax are the Jacobians. [f, g]  is also a C" 
vector field on R", and one can define successive Lie brackets 
[ f, [ f, g ] ] ;  [ f, [ f, [ f, g ] ] ] ;  etc. We will use the standard nota- 
tion 
Y = h(x, ,  . . . 3 x,) (1) The following Leibnitz-type formula 
where u is the manipulated input, x I ,  . . . , x, are the states, and y 
is the output. It is noteworthy that almost all SISO chemical 
processes can be described by a model of the form of Eq. 1, in 
which the righthand side is a linear function of the manipulated 
input u. For such processes, a nonlinear algebraic transforma- 
tion z, = Q(x, u )  is sought such that the dependence of y on o is 
linear. A simple method for construction of such a transforma- 
tion is presented, such that the order of the transformed input/ 
output system is minimal. Once the transformation is con- 
structed, a controller design method is presented for trajectory 
tracking that is robust with respect to small errors in the linear- 
izing transformation. The approach is applied to a temperature 
tracking problem of a batch reactor. The simulation study shows 
a good tracking performance of the feedback controller designed 
as above, despite significant process noise and modeling error. 
The approach outlined in this work is a novel general frame- 
work for the design of control systems for nonlinear processes. 
By transforming a nonlinear input/output system into a linear 
input/output system, the nonlinear process control system de- 
k(k - l)(k - 2) 
3! 
- Lj-3 ( dh, ad&?)  ) 1 
+ 
will be useful. 
Su-Hunt-Meyer Linearization 
the problem of transforming a nonlinear system of the form 
Su, Hunt, and Meyer (Su, 1982; Hunt et al., 1983) studied 
x = f ( x )  + g ( x )  u ( 6 )  
sign problem reduces to the linear control system design prob- 
lem. Thus, the heritage of linear control theory is effectively 
used for the development of powerful control methods for non- 
where f and g are C" vector fields on R and u E R, into a con- 
trollable linear system of the form 
5 = A( + b~ (7) linear systems. 
Mathematical Preliminaries 
R", the Lie derivative of h with respect tofis defined as 
where A and b are n x n and n x 1 matrices, respectively, 
through transformations of the form Given J a C" vector field on R", and h, a C" scalar field on 
€1  = % ( x )  
L,(h) = ( d h , f )  (2) 
where ( - , - ) denotes the dual product, i.e., 
(8) 
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their problem reduced to that of finding transformations as  in 
Eq. 8 that transform Eq. 6 into Eq. 9. They showed that a neces- 
sary and sufficient condition for the existence of such transfor- 
mations is the existence of a scalar field q(x)  satisfying 
whose temperature is controlled by manipulating the heat inflow 
(see the final section below). 
2. Even if the involutivity condition is met and therefore a 
transformation Z exists, its calculation is not a t  all trivial. One 
will first have to solve the partial differential equations for q 
arising from Eq. 10; these may not admit a closed-form solution 
and their numerical solution can be quite involved. 
v (9) 
Using the well-known theorem of Frobenius (Boothby, 1975) 
they concluded that the latter condition is equivalent to 
g, ad j (g) ,  . . . , ad;-'(g) are linearly independent 
The set of vector fields {g, ad j (g) ,  . . . , ad;-2(g)) 
is involutive. 
( l  l )  I 
Once a q satisfying Eq. 10 is specified, the set of transforma- 
tions in Eq. 8 is constructed in a straightforward fashion: 
The Su-Hunt-Meyer approach provides a very general 
method of transforming a nonlinear state model into a linear 
state model. Notice, however, that in process control problems 
the objective is usually to force an output y = h(x,, x2, . . . , x,) 
to follow a set point in the presence of disturbances. This output 
will not in general depend linearly on the transformed states E,, 
E2, . . . , E ,  since the composite map h[E,(  e ) ,  Z2( a ) ,  . . . , En( .)I 
will not in general be linear. The (in general) nonlinearity of the 
v-y  system is a major disadvantage of the Su-Hunt-Meyer 
approach. To overcome this disadvantage, Kantor (1986) sug- 
gested that the control engineer could in some cases redefine the 
output so that it depends linearly on the transformed states t, ,  
. . . , En. Unless a physically meaningful output that depends 
linearly on the E's can be found, there will be serious difficulties 
in the design of control laws. 
The Su-Hunt-Meyer approach has other disadvantages, 
namely: 
1 .  The involutivity condition is rather restrictive. For exam- 
Input/Output Linearization 
Consider an input/output system of the form 
where f and g are C" vector fields in R ', h is a C" scalar field on 
R", and u E R. 
Definition 1 .  A system of the form of Eq. 13 is called input/ 
output linearizable if there exists a C" function from Rni' to 
R" 
u = Q(x,  u)  (14) 
with dQ/& # 0 and a linear differential operator of the form 
such that 
&,y = v (16) 
Definition 2. Assume that &. 13 is input/output linearizable. 
The smallest integer r for which there exists a transformation 
z, = Q(x,  u )  and a differential operator &,of the form of Eq. 15 
so that Eq. 16 is satisfied, is called the linearizability index of 
Eq. 13. 
Theorem 1 .  A necessary and suficient condition for input/ 
output linearizability is the existence of a positive integer r 
such that 
(dh,  ad;-'(g)) # 0 (17) 
The linearizability index is the smallest integer r for  which E q .  
17 is satisfied. 
Proof: We will first show sufficiency. Without loss of general- 
ity, assume that 
From Eq. 5 it easily follows that 
( d L j ( h ) , g )  = 0, k = 1, .  . . , r - 2 
(dLj- ' (h) ,  g )  = (- l ) r - ' (dh ,  a d j - ' ( g ) )  
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Thus Remark 2. In the work of Hirschorn ( 1  979) it is proved that a 
nonlinear system is left-invertible if and only if it has finite rela- 
tive order. Thus, we have the following corollary: 
Corollary 2. A sytem is inputloutput linearizable ifand only 
if it is left-invertible. 
Theorem 2. Assume that Eq. 13 is inputloutput linearizable 
with linearizability index r. Then the state feedback transfor- 
mation 
d kY :=L;(h), k = l ,  . . . ,  r -  1 
dt 
dt'  'Y = Lj(h)  + (- l)'-I(dh, adj- ' (g))  u ( 1  8 )  
It follows immediately that the transformation 
I 
v = Q(x, u )  = PkLj(h) + (-  l)'-'&(dh, ad j - ' (g) )u  (19) 
k-0 
v = Q(x, U) = Lj(h)  + ( - l ) ' - ' (dh ,  ad>-'(g))u 
satisfies aQ/du # 0 and d'yldt' = v, i.e., linearizes the input/ 
output system, Eq. 13. 
transforms the inputloutput system of Eq. 13 into 
TO show necessity, assume that 
(dh ,  ad j - ' (g ) )  = 0 for every k E N 
dky  
x f i k z 3 v  k-0 
Proof. Immediate consequence of Eq. 18. 
Remark 3. When the linearizability index r = n, i.e., Then from Eq. 5 one easily obtains by induction that 
(dLj - ' (h) ,  g )  = 0 for every k E N (dh,ad;(g))  = 0, k = 1,. . . , n  - 1 
But then (dh ,  ad;-l(g)) # 0 
d kY 7 = Lj (h )  
dt 
for every k E N 
and so 
then q = h satisfies Eq. 10. Therefore, by choosing according to 
Eq. 12 
is independent of u for every r and every set {Pk}. Therefore, all 
the transformations v = Q(x, u )  that satisfy an equation of the 
form of Eq. 16 will have dQ/au = 0. So the system will not be tn = E,(x) = (dE,- , ,  f )  = (dL;-2(h), f )  = L;-'(h) 
inputloutput linearizable. c.. u = a,+,(x, U) = ( d Z , , f )  + (dE, , ,g)u To complete the proof, let r be the linearizability index of Eq. 
13 and assume that there exists r' < r such that (dh ,  ad$-'(g)) 
f 0. Then the transformation 
= (dLj - ' (h) ,  f )  + (dL?- ' (h) ,  g)U 
= L;(h) + ( - l ) " - ' ( d h ,  ad;-'(g))u 
Eq. 13 is transformed into Eq. 9. But then d"y/dt" = v ,  i.e., the 
system is also linearized in an input/output sense. So, when r = 
v = Q(x, U) = LF(h) + ( - l )"-I(dh,  ad>-l(g))u 
n: 
output linearization as well. 
will satisfy aQ/au # 0 and d'yldt'' = v. This leads to contra- 
diction. 
Remark 1. It is interesting to note that in the special case of a 
linear system X = A x  + bu, y = cx, i.e., whenf(x) = Ax, g(x)  = 
1.  The Su-Hunt-Meyer linearization can provide an input/ 
2. The input/output linearizing transformation 
b, h (x )  = cx, we have v = Q(x, U) = L;(h) + ( -1)"- ' (dh,ad?- ' (g))u 
in conjunction with the state variable transformation ( - l ) i (dh ,ad i (g ) )  = cA'b, i = 0, 1,2, .  . . 
In other words, (- l) '( dh, ad i (g ) ) ,  i = 0, 1,2, . . . , are the Mar- 
kov parameters of the input/output system. Then the smallest 
integer r for which Eq. 17 is satisfied is simply the relative order 
of the input/output system. In nonlinear system theory, the rela- 
tive order is defined as the smallest integer for which Eq. 17 is 
satisfied (Hirschorn 1979). Using this definition one has the fol- 
lowing: 
Corollary 1. A system is inputloutput linearizable if and 
only i f  it has finite relative order. The linearizability index is 
equal to the relative order of the system. 
ti = L;-'(h), i = 1, .  . . , n 
linearizes the state equations as well. 
Thus the Su-Hunt-Meyer linearization can be viewed as a 
special case of input/output linearization when the linearizabil- 
ity index is equal to the order of the system; under this restrictive 
condition, both approaches solve the problem of Gilbert and 
Ha. 
Remark 4. The state feedback transformation, Eq. 19, trans- 
forms the input/output system of Eq. 13 into a linear system of 
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minimal order. This follows immediately from the definition of 
the linearizability index r. It may be possible to find state feed- 
back transformations u = Q(x, u) that transform Eq. 13 into 
linear systems of higher order. 
Remark 5.  The assumption of input/output linearizability is 
a very weak one. If a system is not input/output linearizable, 
then y and its derivatives of all orders are independent of u. Such 
uncontrollable systems are of no practical interest. 
Remark 6. There may be singular lines in the phase space for 
which an/& = p,( - l)‘-l ( d k ,  ad;-’ ( g ) )  = 0. These can be 
viewed as lines of linearizability index higher than r. Consider- 
ation of these singularities is beyond the scope of this work. 
Globally Linearizing Controllers 
transformation, Eq. 19, or equivalently 
We saw in the previous section that under the state feedback 
- 2 8 k L j ( h )  
(21) u = *(x, u )  = k-0 
(- I)’-’P,(dk, ad; - ’ (g) )  
an input/output system of the form of Eq. 13 with linearizability 
index r transforms into Eq. 20. Note that the parameters Po, PI, 
. . . , p, are completely arbitrary, which means that the u-y sys- 
tem can have arbitrarily placed poles and, therefore, prespeci- 
fied bounded-input/bounded-output (BIBO) stability charac- 
teristics. When the poles of the v-y system are appropriately 
placed “far left” in the complex plane, one can use an external 
PI loop 
to force the output y ( t )  to track a given desired trajectory yd(f). 
The resulting control structure, which we call the gtobaffy 
linearizing control (CLC) structure is depicted in Figure 1. 
Combining Eqs. 20 and 22, we obtain the closed-loop response of 
the GLC structure. This is the solution of 
which can be computed by standard Laplace transform tech- 
niques. It follows that the closed-loop system will be BIBO sta- 
ble and the tracking erroryd(t) - y ( t )  will eventually go to zero 
’d + -a I 
if and only if the roots of the characteristic equation 
have negative real parts. 
standard nonlinear feedback with control law 
It is important to note that the GLC structure is equivalent to 
This follows readily from Eqs. 21 and 22. 
simple and can be summarized as follows: 
system model. 
complex plane. 
The design procedure using the GLC structure is extremely 
1. Compute the linearizing transformation, Eq. 19, from the 
2 .  Select {p , }  so that the poles of Eq. 20 are far left in the 
3. Tune a PI controller for Eq. 20. 
Remark 7. More generally, one can use a non-PI linear con- 
troller, which is appropriately tuned for Eq. 20. 
Robustness Analysis 
We saw in the previous section that the nonlinear control law 
with 
“(X) = PkL:!(k), 
X(x )  = ( - l ) r - ’ @ r ( d k ,  ad; - ’ (g) )  
provides a prespecified closed-loop response, Eq. 23, for a sys- 
tem of the form of Eq. 13. The closed-loop error yd - y goes 
asymptotically to zero with speed determined by the roots of the 
characteristic equation, Eq. 24. 
In practice, due to modeling errors K (x) and h (x) will be cal- 
culated inaccurately, and therefore the actual closed-loop re- 
sponse will deviate from the prespecified one, Eq. 23. Thus the 
question is whether a control law of the form of Eq. 26 with inac- 
k-0 
-~ ~~ ~~ 
Figure 1. Globally linearizing control (GLC) structure. 
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curate K and X will be able to approximately bring the closed- 
loop error y d ( t )  - y ( t )  to zero in a stable fashion. 
Let o = K ( X )  + X(x) u be an exact linearizing transformation 
of Eq. 13, and V = i ( x )  + x ( x )  u an approximately linearizing 





Equation 27 represents the closed-loop system with an exactly 
linearizing control law, whereas Eq. 28 represents the closed- 
loop system with an approximately linearizing control law. 
To simplify the analysis, it will be assumed that yd is a con- 
stant. Perturbation theory for nonlinear systems (Hirsch and 
Smale, 1974) will be used to study the accuracy of the equilib- 
rium solution and its asymptotic stability. The same perturba- 
tion theory was used previously in a similar context (Su et al., 
1983; Gilbert and Ha, 1984). 
First, it is necessary to introduce appropriate measures 
of functional closeness and other notation. For an open set 
W C R", let C' (W) be the set of all C' vector fields on W. Let 
I 1 be the usual norm for R" and 11 a (1 be the usual operator norm 
in the set of n x n matrices. Then the C' norm )I f 11 of a vector 
fieldf E C' ( W )  is defined as 
where (a f /ax) (x )  is the Jacobian matrix off. Thus, two vector 
fieldsf and f a r e  ''Cl close" if and only if the functions and their 
derivatives are close. It is also necessary to define neighborhoods 
in Wand C' ( W ) .  Given x* E Wand t > 0, define 
N,(x*)  = {x  E W. ( x  - x * (  < (30) 
Givenf E C' ( W) and 7 > 0 define 
Theorem 3. Let (x * ,  z*) be an asymptotically stable equilib- 
rium point of Eq. 27 satisfying h ( x * )  = y,. Then for any t > 0 
there exist 6, > 0 and 6, > 0 such that for 112 - ~ 1 1 '  < 6, and 
llx - XI( I < S, EQ. 28 admits a unique equilibrium solution (7, 2) 
that is asymptotically stable and satisfies lyd - h (2) I < t. 
Remark 8. The only assumption in Theorem 3 is the existence 
of an asymptotically stable equilibrium ( x * ,  z*) of Eq. 27. That 
h (x*) = yd follows immediately from Eq. 27. 
Remark 9. The theorem shows that both the accuracy of the 
equilibrium solution and asymptotic stability can be maintained 
if i - K and x - X are sufficiently small in the indicated way. In 
practice, 6,, S, and the norms are difficult to evaluate, so the 
theorem should be viewed as a qualitative rather than a quanti- 
tative result. 
Remark 10. The theorem can easily be generalized to include 
errors in the measurement of y .  
The proof of Theorem 3 is straightforward given the following 
result, which is a simple rewording of results formed in Chapter 
16 of Hirsch and Smale (1974) (see also Gilbert and Ha, 1984). 
Details are omitted for brevity. 
Theorem 4 (Hirsch and Smale). Suppose W C R" is an open 
set and F E C'(W).  For x* E Wassume F ( x * )  = 0 and the 
Jacobian ( d F / d x ) ( x * )  is nonsingular. Then for any t > 0 satisfy- 
ing N, ( x * )  C W, there exists 7 > 0 such that for all F € N , ( F ) ,  
F ( x )  = 0 has a unique solution x = X satisfying IX - x*l  < E. 
Furthermore, if the real parts of the eigenvalues of (dF /dx ) (x * )  
are smaller than u < 0, it is possible to choose 11 so that the real 
parts of the eigenvalues of (dF /dx ) (x )  are smaller than u. 
- 
State Observers 
In the foregoing discussions it is assumed that all the state vari- 
ables required for the linearizing transformation are available by 
direct measurement. In practice, however, on-line measurement 
of all the states is often not possible. In such cases it is necessary 
to estimate the unavailable states on the basis of a dynamic model 
and output measurement. Figure 2 shows the globally linearizing 
cantrot (GLC) structure with a state observer. 
For linear systems, the observer theory has been well estab- 
lished and powerful design methods for observers are now 
widely available (Luenberger, 1966; Kailath, 1980). However, 
for nonlinear systems, due to their distinct behavior, few meth- 
ods are available with sufficient generality. 
Open-loop observers 
ing 
An open-loop observer computes state estimates 2 ( t )  by solv- 
P = f ( 2 )  + g(%)u, n(0) = no ( 3 2 )  
given on-line measurements of u and estimates of the initial 
states. For systems with asymptotically stable open-loop dy- 
namics, the open-loop observer given by Eq. 32 provides a simple 
method of reconstructing the states. 
The order of the observer (the number of the states to be esti- 
mated) may be reduced by one by making use of the measured 
output. Specifically, assume that one of the states, say x k ,  can be 
computed from the state /output relation y = h ( x )  as follows: 
Then, a reduced-order open-loop observer is constructed as fol- 
lows: 
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Figure 2. Globally linearizing control structure with a state observer. 
Closed-loop observers 
For open-loop unstable processes (where the error of an open- 
loop observer may grow without bound) or open-loop stable pro- 
cesses with slow dynamics (where a significant initial state error 
may decay quite slowly), a closed-loop observer can be con- 
structed by feeding back the difference between the actual pro- 
cess output and the estimated output as follows: 
(35) 
where [is an observer gain vector. Determination of the observer 
gain that provides a fast convergent estimate is a nontrivial task. 
For systems that operate around a steady state, a popular 
approach consists of linearizing Eq. 35 around the steady oper- 
ating point and applying well-known linear observer design 
methods (Safonov, 1980; Wallman, 1979). Convergence condi- 
tions are obtained by using Lyapunov theory, but general and 
simple conditions are not available. Furthermore, it is very diffi- 
cult in practice to determine the region around the steady oper- 
ating point in which the conditions are satisfied. Work on 
closed-loop nonlinear observers that is not based on linearization 
around a steady state is restricted to very limited classes of sys- 
tems (Kou et al., 1975; Banks, 1981; Krener and Isidori, 1983; 
Bestle and Zeitz, 1983). 
The design of convergent closed-loop observers for general 
nonlinear systems of the form of Eq. 13 is an open problem. In 
the application to be discussed in the next section, a simple 
reduced-order open-loop observer of the form of Eq. 34 will be 
used. 
Application to Batch Reactor Control 
Batch processes require a control strategy different from that 
for continuous processes since they do not operate on steady 
states. The control objectives is to force the system output to 
track a desired trajectory. 
A common approach to batch reactor control has been to 
apply optimal control theory in order to obtain optimal state tra- 
jectories and/or optimal control laws; these control laws were 
implemented in an open-loop fashion. A number of papers along 
this direction are reviewed by Rippin (1983). The common diffi- 
culty in these open-loop control strategies was that no compen- 
sation was made for modeling errors and random disturbances 
arising in process operation. As a result, the control strategies 
were quite sensitive to small errors or disturbances and the sub- 
sequent implementations on actual processes were often unsuc- 
cessful (Foss, 1973). 
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The subsequent interest in batch process control has shifted to 
the design of efficient controller configurations that will make 
the systems follow an optimal trajectory, which is calculated off- 
line. Several configurations that have been studied include cas- 
cade controllers (Marroquin and Luyben, 1972), combined 
feedback/feedforward controllers (Jutan and Uppal, 1984) and 
adaptive controllers (Cluett et al., 1985). 
In this section we propose the use of globally linearizing con- 
trollers (GLC) as an efficient feedback control approach for a 
class of batch process control problems. As an illustration, we 
consider a temperature tracking problem of a batch reactor in 
which the following consecutive reactions take place: 
ki k2 
A-B-C 
It is assumed that A - B has second-order kinetics whereas 
B - C has first-order kinetics. The component mass balances 
are then 
dCA -= - k , ( T ) C ; ,  CA(0) = CAo 
dt 
where 
Ray and Szekely (1973) found an optimal temperature trajec- 
tory for a maximum yield of B using optimal control theory 
under the following conditions: 
CA, = 1 
E ,  = 2.09 104 E,  = 4.18 x lo4 
A,, = 1 . 1  A20 = 172.2 
Tmin = 25 T,,,,, = 125 
Batch time = 1 h. 
The control objective in this example is to make the reactor 
track the optimum profile as closely as possible using GLC syn- 
thesis. 
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For general servo control of temperature, both heating and 
cooling of the process unit is necessary. For this batch reactor, 
the desired heating rate is controlled by regulating the pressure 
of saturated steam supplied into a heatingjacket and, hence, the 
temperature in the jacket. The desired cooling rate is obtained 
by manipulating the overall heat transfer coefficient of a cooling 
coil by adjusting the coolant flow rate. Then the heat balance is 
given by 
When two manipulated variables (T ,  and U,) are used to con- 
trol a single output ( T ) ,  the control system will be over-deter- 
mined. A way of solving this difficulty is to introduce a single 
parametric variable u, defined in the following manner (Jutan 
and Uppal 1984): 
where the maximum and minimum values of T, and U, are 
chosen from process or safety limits. Clearly, u = 0 represents 
the maximum cooling of the system and u = 1, maximum heat- 
ing. This parametric variable is used as a single control variable 
for our tracking problem. After substitution of Eqs. 39 and 40 
into Eq. 38 and rearrangement, we obtain 
+ (a ,  + a2T) + (b,  + b2T)u (41) 
where 
When we represent the process dynamics, Eqs. 36,37, and 41, 
in state variable form, Eq. 13 with x = (C,, C,, 7') and y = T, we 
have 
h ( x )  = T (44) 
Since 
this nonlinear system is input/output linearizable with the 
linearizability index r = 1. A straightforward computation 
gives 
q h )  = Y,k , (T)C:  + Y2k2(T)CB + (a,  + a2T) (46) 
Now following the design procedure developed previously, each 




Thus, the transformed input/output system is 
PI controller 
Observer 
c B ( t )  = exp - $' ~ , [ T ( T ) ]  d ~ ]  l o  
(50) 
Remark I I .  The process dynamics with A g, and h given by 
Eqs. 42, 43, and 44 is not linearizable in the sense of Su-Hunt- 
Meyer. It can be easily verified that the first two conditions of 
Eq. 10 (or, equivalently the involutivity condition in Eq. 11) 
imply that dk, /dT must be proportional to  dk2/dT, i.e., that the 
activation energies must be the same. Similar extremely restric- 
tive conditions result from the involutivity condition for more 
complex reaction systems. So, temperature control problems for 
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chemical reactors are a class of problems where the Su-Hunt- 
Meyer approach fundamentally breaks down. 
The performance of the proposed algorithm was evaluated by 
numerical simulations. The optimal trajectory calculated by 
Ray and Szekely (1973) is assumed to be reasonably approxi- 
mated by 
T d ( t )  = 54 + 71 exp (-2.5 x t ) .  (51) 
The parameters and correlations were given typical values in lit- 
erature (Coulson and Richardson, 1977) as follows: 
p = 1,000, c, = 1 
- A H ,  = 4.18 x 104, -AH, = 8.36 x 104 
A j / V =  30 A,/'V= 17 
T,,,, = 150, T,.,,, = 70, T, = 25 
U,,,,, = 4.42, Uc,min = 1.39, Uj = 1.16 
1 1 
(52) 
1 +-  U, - 4,550 F:' 10.8 _ _  
where F, denotes the coolant flow rate. 
Figure 3 shows the simulated closed-loop response under the 
condition of perfect model and exact initialization of the concen- 
tration observer. The values of the two manipulated variables, 
steam temperature and coolant flow rate, are also shown. The 
following design parameters were used: 0, = 1, 0,  = 3,600, K, = 
100, and 7, = 3,600. It can be seen that the control is saturated 
at  the maximum steam temperature and the minimum coolant 
flow rate up to t .- 180 in order to make the reactant (which is 
initially a t  25OC) reach the desired trajectory as quickly as pos- 
sible. After that point, a good temperature tracking was 
obtained by adjustment of heating and cooling rate through 
manipulation of the parametric variable u. 
The effect of process noise on the control performance was 
studied. Temperature measurement error was simulated by add- 
ing zero-mean random numbers with standard deviation of AT. 
Other process noises were also taken into account by adding a 
random disturbance with standard deviation w to the process 
dynamics, Eq. 41. However, any significant effect of these noises 
was not observed until the magnitude of the simulated errors 
became quite large. Figure 4 shows the response obtained for 
AT = 5 and w = 0.028. This process noise introduces an error 
ranging up to 15% in the righthand side of Eq. 41. Despite the 
relatively large noise, a good disturbance rejection was ob- 
tained. 
The effect of modeling errors and estimation errors was also 
studied with the parameters E l ,  E,, A,,, A,,, eAo perturbed by a 
significant amount (30-100%) in Eqs. 47 and 50. The resulting 
closed-loop response was almost identical to that depicted in 
Figure 3. Since in our design method modeling or state estima- 
tion errors only affect the value of u calculated by Eq. 47, those 
errors have the same effect as a process disturbance w of appro- 
priate size. Accordingly, the robust performance observed in the 
simulation can be explained by the good disturbance rejection 
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Figure 3. GLC temperature tracking without process noise. 
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Figure 4. GLC temperature tracking with added process noise. 
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Figure 5. PI temperature tracking without process noise. 
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Figure 6. PI temperature tracking with added process noise. 
It may be of interest to compare the performance of the GLC 
with that of conventional PI controllers. Of course, there is no 
established procedure for tuning the PI controller parameters 
for nonlinear tracking problems like this batch reactor; the con- 
troller tuning will have to be based on a trial-and-error proce- 
dure. This makes a good contrast to the systematic tuning proce- 
dure that is a part of the GLC synthesis. Figures 5 and 6 show 
the closed-loop responses obtained with a classical PI controller 
under the same process conditions as Figures 3 and 4, respec- 
tively, except for the values of K,  = 0.1, T, = 0.1, which were 
determined by trial and error. Figure 5 shows a comparable per- 
formance to that in Figure 3. However, as can be seen in Figure 
6, the control action u is so sensitive to small changes in T that it 
becomes very wild under process noise. 
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Notation 
A,, = frequency factor of reaction A -. B, m3 . kmol-' . s-' 
A,, = frequency factor of reaction B -. C, s-' 
A, = heat transfer area of cooling coil, m2 
A, = heat transfer area of heating jacket, m2 
ud;(g) = kth order Lie bracket of g with respect tof 
C, = concentration of species A, kmol . m-3 
C, = concentration of species B, kmol . m-3 
C = heat capacity, kJ . kg-' . OC-' 
C' = continuously differentiable 
u,, b, = coefficients, Eq. 41, "C . s-' 
u2, b, - coefficients, Eq. 41, s-' 
C' ( W) = space of continuously differentiable vector fields on W 
C" = infinitely many times continuously differentiable 
E = activation energy, kJ . kmol-' . K-' 
F, = coolant flow rate, m3 . s-l 
A g = vector fields that characterize the state model 
A H  = heat of reaction, kJ . kmol-' 
h = state/output map 
K,  = proportional gain 
k, = rate constant of reaction A -. B, m3 . kmol-l . s-' 
k, = rate constant of reaction B -. C, s-I 
L, = linear differential operator 
I = observer gain vector 
N = set of natural numbers 
N , ( x )  = €-neighborhood of x in W 
L;(h) = kth order Lie derivative of h with respect tof 
N , , ( f )  = 7-neighborhood offin C ' ( W )  
n - number of states 
R = ideal gas constant, kJ kmol-l - K-' 
R = set of real numbers 
r = linearizability index 
T = batch reactor temperature, "C 
T, = coolant temperature, O C  
T, = desired temperature, OC 
T, = steam temperature, O C  
U, = overall heat transfer coefficient of cooling coil, kJ . m-, . 
= overall heat transfer coefficient of heating jacket, kJ . m-* . 
r = time, s 
o c - I  . s-I 
oc-l . s-' 
u = control variable 
V = volume, m3 
v = transformed control variable 
W = open set in state space 
w = mean process noise, OC . s - ]  
x = state vector 
y = output variable 
y ,  = desired output 
z = augmented state, variable in Eqs. 27, 28 
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Greek letters 
@ = GLC design parameters, Eq. 15 
yI. y2 = coefficients, Eq. 41, “C - s-’  
AT = mean temperature measurement noise, OC 
K ,  X = transformed vector fields 
p = density, kg . m-3 
7, = reset time, s 
Z - Su-Hunt-Meyer transformation 
[ = transformed state variable, Eq. 7 * = transformation, EQ. 21 
Q = input-output linearizing transformation 
Set-theoretic symbols 
E = belongs to 
C = subset 
Superscripts 
= estimated quantity 
= inexact quantity 
* = equilibrium point 
- 
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