Parameter Estimation Methods
Within the 1PLM (Fischer & Molenaar, 1995; Rasch, 1960 Rasch, /1980 Wright & Stone, 1979) , many estimation methods can provide item and θ parameter estimates (Hoijtink & Boomsma, 1995; Molenaar, 1995) . Item and θ parameters can be estimated using joint maximum likelihood (JML; Wright & Stone, 1979) . The standard estimation method under the 1PLM for item parameters is conditional maximum likelihood (CML; e.g., Molenaar, 1995) . Marginal maximum likelihood (MML) estimation, using the expectation and maximization (EM) algorithm, also can be used to obtain item parameter estimates (Thissen, 1982) . In addition, Bayesian estimation can provide parameter estimates under the 1PLM (e.g., Swaminathan & Gifford, 1982) . Gibbs sampling approaches item and θ parameter estimation using the joint posterior distribution and can be seen as a simple tool for computing the posterior distribution in Bayesian inference. Even so, all methods should yield comparable item parameter estimates, especially when comparable priors are used or when ignorance or locally-uniform priors are used. This study was designed to determine the similarities and differences among parameter estimates obtained from these estimation methods in the context of the 1PLM.
JML
Consider binary responses to a test with n items by each of N examinees. A response of examinee i to item j is represented by a random variable Y ij , where i = 1, 2, . . . , N and j = 1, 2, . . . , n. The probability of a correct response by examinee i to item j is given by P (Y ij = 1|θ i , ξ j ) = P ij . The probability of an incorrect response is P (Y ij = 0|θ i , ξ j ) = 1 − P ij = Q ij , where ξ j is the item parameter (or the vector of item parameters).
The probability of obtaining the N × n response matrix Y (i.e., the likelihood function) is
where θ θ θ = (θ 1 , θ 2 , . . . , θ N ) , ξ ξ ξ = (ξ 1 , ξ 2 , . . . , ξ n ) , and l is the likelihood. In JML, item and θ parameter estimates are the values that maximize the likelihood (Birnbaum, 1968; Lord, 1980 Lord, , 1986 Wright & Stone, 1979) . Note that JML estimates might not be consistent (Andersen, 1980) . Swaminathan & Gifford (1982 , 1985 suggested joint Bayesian estimation, in which θ θ θ and ξ ξ ξ can be estimated by joint maximization with respect to the parameters of the posterior density,
where ∝ denotes proportionality, and p(θ θ θ, ξ ξ ξ) is the prior density of θ θ θ and ξ ξ ξ . A prior distribution represents what is known about unknown parameters before the data are obtained. Prior knowledge or even relative ignorance can be represented by such a distribution. Andersen (1970 Andersen ( , 1972 showed that consistent item parameter estimates can be obtained using CML. It is based on the availability of sufficient statistics for the θ parameters. Under the 1PLM, the number-correct score, R i = j Y ij , is the sufficient statistic for θ i , and the vector of number-correct scores R is the sufficient statistic for θ θ θ . For a given examinee with θ i , the conditional probability of the response vector
CML
Y i given R i is p(Y i |θ i , ξ ξ ξ) p(R i |θ i , ξ ξ ξ) = p(Y i |R i , ξ ξ ξ) ,(3)
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Item parameter estimates can be obtained by maximizing the conditional likelihood function without any reference to θ θ θ . θ parameters generally are estimated separately under CML.
MML
In MML, θ θ θ is integrated out from either the likelihood function or the posterior distribution. The marginal probability of obtaining the response vector Y i for examinee i sampled from a given population is
where p(θ i ) is the population distribution of θ i [e.g., θ i ∼ N(0, 1)]. The marginal probability of obtaining the N × n response matrix Y is given by
In MML, this marginal likelihood is maximized to obtain item parameter estimates (Bock & Aitkin, 1981; Thissen, 1982) . Bock and Aitkin indicated that MML and CML estimators of item parameters are consistent. θ parameters are estimated after the item parameter estimates are obtained, assuming that they are the true parameter values. MML can be extended to marginal Bayesian estimation of item parameters in which the marginal posterior distribution, p(ξ ξ ξ |Y) ∝ l(ξ ξ ξ |Y)p(ξ ξ ξ), is maximized to obtain Bayesian modal item parameter estimates (Mislevy, 1986) .
Gibbs Sampling
MCMC methods obtain a sample of parameter values from the posterior density in Equation 2 (Tanner, 1996) . This sample then can be used to estimate functions or moments (e.g., mean and variance) of a parameter's posterior density. In JML, CML, and MML, the task is to obtain modes of the likelihood function.
For the Gibbs sampling algorithm (Albert, 1992; Gelfand & Smith, 1990; Tanner, 1996) , let ω ω ω = (θ θ θ, ξ ξ ξ) be a vector of parameters with k elements. Suppose that the full or complete conditional distributions, p(ω i |ω j , Y), where i = 1, 2, . . . , k and j = i, are available. That is, samples might be generated by some method given values of the appropriate conditioning random variables. Assume an arbitrary set of starting values beginning with the superscript (0). Figure 1 illustrates the algorithm (θ i and ξ i are used for illustrative purposes). ω ω ω (0) , ω ω ω (1) , . . . , ω ω ω (t) are a realization of a Markov chain with a transition probability from ω ω ω (t) 
The joint distribution of ω ω ω (t) converges geometrically to the posterior distribution p(ω ω ω|Y) as t → ∞ (Bernardo & Smith, 1994; Geman & Geman, 1984) . In particular, ω (t) i tends to be distributed as a random quantity with density p(ω i |Y). Assume m replications of the t iterations. For large t, the replicates ω (t) i1 , . . . , ω (t) im are approximately a random sample from p(ω i |Y). If m is reasonably large,p(ω i |Y) can be obtained as a kernel density estimate derived from the replicates, or aŝ
Gibbs sampling attempts to obtain or sample parameter sets using the joint posterior density p(θ θ θ, ξ ξ ξ |Y). Because sampling a particular parameter is conditioned on all other parameters and the data, the simulated sample of parameters represents a sample from the marginalized posterior. Inferences about parameters can then be made using the sampled parameters. Note that inference for θ θ θ and ξ ξ ξ can be made from the Gibbs sampling procedure.
Steps of Gibbs Sampling
Gibbs sampling uses four steps (cf. Spiegelhalter, Best, Gilks, & Inskip, 1996) (Spiegelhalter, Thomas, Best, & Gilks, 1997) . In an item response dataset under the 1PLM, Y ij are independent, conditional on their parameters in P ij . For examinee i and item j , each P ij is a function of θ i , the location parameter β j , and the slope parameter α (cf. Thissen, 1982) . θ i are independently drawn from a standard normal distribution for scaling purposes. Figure 2 (adapted from Spiegelhalter, Thomas, shows a directed acyclic graph based on these assumptions. Each variable or quantity in the model appears as a node in the graph. Directed links correspond to direct dependencies. The solid arrow indicates probabilistic dependency; dashed arrows indicate functional or deterministic relationships. The model is directed because links between nodes are represented by arrows. It also can be seen as acyclic because it is impossible to return to a node after leaving it. Let v be a node in the graph, and V be the set of all nodes. A "parent" of v is defined as any node with an arrow extending from it and pointing toward v. A "child" (or "descendant") of v is defined as any node on a direct path beginning from v. To identify parents and children, deterministic links are combined so that, for example, the parent of Y ij is P ij . For any node v in Figure 2 , if the value of its parents is known, then no other nodes are informative concerning v except its children. Lauritzen, Dawid, Larsen, & Leimer (1990) indicated that the directed acyclic graph model is equivalent to assuming that the joint distribution of all random quantities is fully specified in terms of each node's conditional distribution, given its parents:
where P (·) denotes a probability distribution. This factorization not only allows extremely complex models to be built from local components, but it also provides an efficient basis for the implementation of MCMC methods .
Gibbs sampling using BUGS iteratively draws samples from the full conditional distributions of the model parameters using the adaptive rejection sampling algorithm (Gilks, 1996; Gilks & Wild, 1992) . The full conditional distributions for the 1PLM model are log-concave (Ghosh, Ghosh, Chen, & Agresti, 1999) . For any node v, the remaining nodes are denoted by V − v. The full conditional distribution, P (v|V − v), then has the form
The proportionality constant, which is a function of the remaining nodes, ensures that the distribution is a probability function that integrates to unity. To analyze item response data, the procedure begins by specifying the forms of the parentchild relationships in Figure 2 . Under the 1PLM (cf. Thissen, 1982) , the probability that examinee i responds correctly to item j is assumed to follow a logistic function,
For scaling purposes,
can be used, where θ i = αθ i −β is the 1PLM person parameter, b j = β j −β is the item difficulty parameter, and β = j β j /n is the mean of the location parameters. Because Y ij are Bernoulli variables with P ij ,
and
To complete the specification of a full probability model using BUGS, prior distributions of the nodes without parents (i.e., θ i , β j , and α) also must be specified. These priors can be defined in several ways. Priors can be imposed on β j and α using a hierarchical Bayesian approach (e.g., Kim, Cohen, Baker, Subkoviak, & Leonard, 1994; Swaminathan & Gifford, 1982 , 1985 . Uninformative priors could be imposed if they are not desired to be influential. It might also be useful to include external information as informative prior distributions. According to , casual use of standard improper priors should be avoided in MCMC modeling, because they might result in improper posterior distributions.
Starting values. The Gibbs sampler should be run long enough to be sufficiently updated from its initial states. However, performing a number of runs using different starting values can verify that the final results are not sensitive to the choice of starting values (Gelman, 1996) . Raftery (1996) indicated that extreme starting values could lead to a very long burn-in (i.e., the portion of Gibbs sampling iterations that is to be discarded because the sampled values are dependent upon the starting values) or stabilization process.
Output monitoring. The values for the unknown quantities generated by the Gibbs sampler can be graphically and statistically summarized to determine mixing and convergence. Gelman & Rubin's (1992) method (also Gelman, 1996) for monitoring Gibbs sampling was used in this study. (For a comparative review of convergence diagnostics for the MCMC algorithms, see Cowles & Carlin, 1996 .) For each parameter, Gelman-Rubin statistics estimate the reduction that would occur in the pooled estimate of variance if the runs were continued indefinitely. Gelman-Rubin statistics can be calculated sequentially as the runs proceed. To be assured that convergence has occurred, they should be close to 1.
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Summary statistics. The posterior mean of the Gibbs sampler can be obtained for each parameter. The posterior interval (PI), as well as the posterior standard deviation, also can be obtained for each parameter. Parameter estimates and PIs can be compared with those from other estimation procedures that use the normality assumption (e.g., CML, MML, and JML).
Method Data
Four datasets were used: (1) the Law School Admission Test Section 6 (LSAT6) data with 5 items and 1,000 examinees (Bock & Lieberman, 1970, p. 188 ; also analyzed by ; (2) memory test data (Thissen, 1982, p. 183) , containing 40 examinee responses to 10 items; (3) 3,000 examinee responses to 6 short constructed-response questions from one block of items in the 1992 Trial State Assessment in Reading of the National Assessment of Educational Progress (NAEP; Patz & Junker, 1999, p. 162) ; and (4) responses from 365 examinees to the 31-item English Usage Test (Kim, 1997) .
Analyses
Following , uninformative prior distributions were used in all datasets. The priors of β j and α were both N(0, 100 2 ). The range was restricted to α > 0 so that only positive values of the Gibbs sampler were found for the slope parameter. The α prior distribution was a halfnormal distribution or the singly truncated normal distribution (Johnson, Kotz, & Balakrishnan, 1994) .
Two preliminary analyses were performed for each dataset to evaluate (1) the sensitivity of the starting values and (2) the mixing and convergence of the Gibbs sampler. Three separate runs were performed for each dataset to evaluate the sensitivity of three sets of starting values for β j and α. Two additional runs were performed for each dataset to obtain the Gelman-Rubin (1992) statistics to evaluate mixing and convergence. Monitoring was done using the suite of S-functions called CODA (Best, Cowles, & Vines, 1997 ). Gelman-Rubin statistics (i.e., shrink factors) were plotted and inspected for all parameters to determine the number of iterations required to stabilize their medians.
Item parameter estimates were obtained for each dataset using CML, MML, and JML, from the computer programs PML (Molenaar, 1990) , BILOG (Mislevy & Bock, 1990) , and BIGSCALE (Wright, Linacre, & Schultz, 1989) , respectively. All default options were used. Item parameter estimates from BILOG were transformed from the posterior θ metric onto the usual 1PLM metric (i.e., the metric of either CML or JML, with the restriction j b j = 0) in order to make comparisons possible (this restriction was also applied in Gibbs sampling estimation). θ estimates were obtained for CML, MML, and JML. Under MML, θ parameters were estimated after obtaining item parameter estimates. Three estimation methods, maximum likelihood (ML), expected a posteriori (EAP), and maximum a posteriori (MAP), could be used to obtain θ parameter estimates. Because EAP is default in BILOG for θ and ML was used under CML and JML, EAP and ML were used under MML. Gibbs sampling PIs were constructed using sampled values. Confidence intervals (CIs) based on the normality assumption were obtained for CML, JML, and MML. To investigate the similarities and differences between estimation methods, correlation and root mean squared differences (RMSDs) were obtained between parameter estimate sets.
Results
Preliminary Analyses
Starting values. The three runs assessing starting values for each dataset showed that item parameters generated by the Gibbs sampler quickly converged. Starting values did not appear to affect final results in any dataset. Starting values of β j = 0 and α = 1 generally worked for applications under the 1PLM. In subsequent analyses of each dataset, therefore, β (0) j = 0 and α (0) = 1 were used.
Mixing and convergence. Substantial computing time was required for each Gibbs sampling run. Each 3,000-iteration run for the LSAT6 data, for example, required approximately 50 minutes on a Pentium 90 Mhz computer. Across the four datasets, all Gelman-Rubin statistics were very close to 1, indicating that reasonable convergence was realized for all parameters. In the LSAT6 data, medians for all β j were 1.00, with a 97.5th percentile of 1.01. The median for α was 1.00, with a 97.5th percentile of 1.02. These results suggest that, for all four datasets, the first 1,000 iterations of each run could be discarded, and the remaining samples pooled. Hence, the first 1,000 iterations were used as burn-in, and the subsequent 2,000 were used to obtain the posterior means and PIs of item and θ parameters. For the LSAT6, differences in b j occurred mostly in the second or third decimal places. Considering CI and PI sizes, there seemed to be no practical differences among the item parameter estimates.
Item Parameter Estimates
For the Memory Test, CIs and PIs were very large. However, there were only 40 examinees in the data. Gibbs sampling and MML yielded identical sets of item parameter estimates for the six NAEP questions. The CIs and PIs of the estimates were very narrow, because 3,000 examinees were used to calibrate items. Table 2 presents correlations and RMSDs for item parameter estimates from the four estimation methods for the LSAT6 and Usage Test. For both datasets, item parameter estimates from different estimation methods were essentially perfectly correlated. There were no major differences in RMSDs because the item parameter estimates differed only in the second or third decimal places.
θ θ θ Parameter Estimates θ estimates and PIs/CIs for the three datasets are reported in Table 3 for each number-correct score (Usage Test data results are not reported because there were 33 different scores ranging Table  3 for Gibbs sampling. Table 3 shows that θ estimates from Gibbs sampling and ML/EAP were very similar for all datasets. Both were obtained using a normal prior (i.e., a Bayesian method). CML, MML/ML, and JML yielded very similar θ estimates, with CML and MML/ML more similar than JML. Bayesian θ estimates from Gibbs sampling and EAP were different than those from ML methods. Table 4 reports correlations and RMSDs among the θ estimates for the LSAT6 and Usage Test datasets. For both datasets, the θ estimates from Gibbs sampling and MML/EAP were very similar, as were those between CML, MML/ML, and JML. Bayesian estimates from Gibbs sampling and EAP were clearly different than those obtained from the ML methods.
Conclusions
The primary difference between Gibbs sampling and other estimation methods lies in the way parameter estimates are obtained. Another difference is that examinees with the same response patterns might produce different θ estimates under Gibbs sampling, which is unacceptable. This occurs when item and θ parameters are obtained jointly. A solution might be to perform Gibbs sampling initially only to estimate item parameters. Once obtained, θ can be estimated using an ML or Bayesian method.
Item and θ parameter estimation using Gibbs sampling requires a considerable amount of computing time. This was particularly true for the computer program BUGS. One computer run for Gibbs sampling using the LSAT6 data took approximately 50 minutes, whereas for each of the other three estimation methods a run was completed in less than a minute. Implementing Gibbs sampling using lower level computer languages (e.g., FORTRAN or C++) might be helpful. The iterative nature of Gibbs sampling, however, might prohibit a noticeable reduction of computing time.
Gibbs sampling and general MCMC methods are likely to be useful when complicated models are employed. For example, Gibbs sampling can be applicable to parameter estimation in the hierarchical Bayesian approach (Mislevy, 1986; Swaminathan & Gifford, 1982 , 1985 . In this study, priors were imposed directly onto the parameters. Accuracy of Gibbs sampling with different kinds of priors-perhaps more informative in a Bayesian sense-should be investigated. This would be particularly valuable for small samples and short tests. An advantage to using Gibbs sampling (or general MCMC methods) is the incorporation of uncertainty in item parameter estimates into θ parameter estimation (e.g., Patz & Junker, 1999; Tsutakawa & Johnson, 1990) . The four datasets in this study did not clearly exhibit any pronounced effects of errors in item parameter estimates on the θ estimates, although θ estimate PIs obtained from Gibbs sampling were generally wider than those of MML/EAP. This type of investigation can use simulated data (e.g., Hulin, Lissak, & Drasgow, 1982) . Additional simulation studies might reveal whether such incorporation is valuable under the 1PLM. There are techniques available (e.g., Hoijtink & Boomsma, 1995 that can improve the quality of θ estimates when small datasets (e.g., less than 15 items) are used under the 1PLM for various estimation methods. These techniques were not used in this study. It is possible that the similarities among θ estimates, including those from Gibbs sampling, will be enhanced when these techniques are applied.
In this study, the 1PLM was used without addressing the problem of model selection, choice of linking function, or model fit. Evaluating the appropriateness of the Gibbs sampling model is an important topic for future research. Applying Gibbs sampling to estimation for other IRT models (e.g., logistic or probit models for binary items, the partial credit model, the graded response model, the linear logistic test model) might provide guidelines for its use.
