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1. INTRODUCTION
Let V ; R n, n G 2, be a bounded domain with sufficiently smooth
boundary ­ V. We consider the following overdetermined boundary value
problem for the polyharmonic operator:
m my1 D u s lu q m in V , 1.1 .  .
­ u ­ my 1u
u s s ??? s s 0 on ­ V , 1.2 .my 1­n ­n
­ mu
s c const. on ­ V , 1.3 .  .m­n
where l ) 0, m g R, ­r­n is the outward normal derivative and m is a
positive integer.
2w x  .When m s 1, l s 0, and m / 0, Serrin 18 showed that if u g C V
 .  .satisfies 1.1 ] 1.3 , then V must be a ball. The method of moving planes
used there was also shown to apply to more general elliptic equations and
somewhat more general boundary conditions. Serrin's basic result was
w xproved in an alternative manner by Weinberger 20 .
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w xWhen m s 2, l s 0, and m / 0, Bennett 4 modified Weinberger's
4 .  .  .method to establish that V is a ball if u g C V satisfies 1.1 ] 1.3 .
Unfortunately, Bennett's argument does not extend to more general equa-
tions. Using the method of moving planes and assuming in addition that
u G 0 in V, we were able to treat more general biharmonic equations and
 w x w x.systems see 8 and 9 .
 .  .In the present work we shall first reformulate problem 1.1 ] 1.3 in an
equivalent integral form.
THEOREM 1.1. Let l ) 0, m / 0. Assume that ­ V g C 3m , a for some
 xa g 0, 1 . Then the following statements are equi¨ alent:
2 m , a .  .  .  .i There exists u g C V satisfying 1.1 ] 1.3 .
 .ii There exists a constant d such that
­ my 1 w
w dx s d ds 1.4 .H H my 1­nV ­ V
2 m , a  .for all w g C V satisfying
m my1 D w s lw in V , 1.5 .  .
­ w ­ my 2 w
w s s ??? s s 0 on ­ V if m G 2. 1.6 .my 2­n ­n
THEOREM 1.2. Let l ) 0, m s 0. Assume that ­ V g C 3m , a for some
 xa g 0, 1 . Then the following statements are equi¨ alent:
2 m , a .  .  .  .i There exists u k 0 in C V satisfying 1.1 ] 1.3 .
 .ii
­ my 1 w
ds s 0, 1.7 .H my 1­n­ V
2 m , a  .  .  .for all w g C V satisfying 1.5 , 1.6 .
2 mqk , a  xRemark 1. Let ­ V be of class C for some k G 0, a g 0, 1 . If
2 m my1 2 mqk , a .  .  .  .  . u g C V l C V satisfies 1.1 , 1.2 , then u g C V see
w x.14 .
In the case where m s 1, Theorem 1.1 was proved by Chamberland,
w xGladwell, and Willms 6 . Various duality theorems were previously estab-
w xlished by Payne and Schaefer 15, 16 . The integral duals were then used to
deduce the spherical symmetry of V.
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We shall use Theorem 1.1 to establish the following result.
THEOREM 1.3. Let l ) 0, m / 0. Assume that ­ V g C5m , a for some
 xa g 0, 1 . Then the following statements are equi¨ alent:
2 m , a .  .  .  .i There exists u g C V satisfying 1.1 ] 1.3 .
4 m , a .  .  .ii There exists u g C V satisfying 1.2 and
D2 mu s l2 u q lm in V , 1.8 .
­ mu
s c9 const. on ­ V , 1.9 .  .m­n
m my1 D u s a const. / ym on ­ V , 1.10 .  .  .
­ mDmumy1 s b const. on ­ V , 1.11 .  .  .m­n
­Dmu ­ my 1Dmu
s ??? s s 0 on ­ V if m G 2. 1.12 .my 1­n ­n
A domain V with a C 2 connected boundary is said to have the Schiffer
property if, for any l, the only solution to the overdetermined boundary
 .  . value problem 1.1 ] 1.3 with c s 0 is the trivial solution u s 0 corre-
.sponding to m s 0 . The Schiffer conjecture asserts that, if for some
2 .  .  .l ) 0, m / 0, problem 1.1 ] 1.3 with c s 0 has a solution u g C V
when V is a domain with a C 2 connected boundary, then V is a ball.
w xA result due to Williams 21 asserts that any Lipschitz domain that does
not possess the Schiffer property has a real analytic boundary. Therefore,
using Theorem 1.1 with m s 1 and Remarks 1 and 6, the Schiffer conjec-
 w x.ture can be restated in the following way see also 6 .
2, a x  .  . If, for some fixed a g 0, 1 , every w g C V satisfying 1.5 with
. nm s 1 has vanishing mean over some fixed bounded domain V ; R with
a C 2, a connected boundary, must V be a ball?
 .Using Theorem 1.3 with c s 0 see Corollary 5.1 , Remark 1, and the
above result of Williams, The Schiffer conjecture can also be stated as
follows.
4 .If for some l ) 0, m / 0, there exists u g C V such that
D2 u s l2 u q lm in V , 1.13 .
­ u
us0, s c9 const. , .
­n
­Du
Dusa const. /m , s lc9 on ­ V , 1.14 .  .
­n
must V be a ball?
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THEOREM 1.4. Let l ) 0, m / 0. Assume that ­ V g C5, a for some
 xa g 0, 1 . Then the following statements are equi¨ alent:
4, a .  .  .  .i There exists u g C V satisfying 1.13 ] 1.14 .
 .ii There are constants d / y1rl and d9 such that
­ w
w dx s d ds q d9 Dw q lw ds, 1.15 .  .H H H
­nV ­ V ­ V
4, a  .for all w g C V satisfying
D2 w s l2 w in V . 1.16 .
w x w x w x w x.In some cases already mentioned 4 , 9 , 15 , 16 , duality theorems
have been used to give characterizations of open balls in R n by means of
integral identities. Since higher order elliptic equations do not have a
maximum principle in general, we cannot obtain the generalization to the
polyharmonic case. Nevertheless, we shall give some partial results.
w xWe first recall a theorem obtained by Grunau and Sweers 11 . We begin
with the definition of closeness of domains and operators.
w x  x k , aDEFINITION 1.1 11 . Let « ) 0, a g 0, 1 . V is called « close in C
k , asense to V*, if there exists a C mapping g : V*¬ V such that
 .g V* s V and
k , a5 5g y Id F « .C  .V*
Now consider the higher order elliptic problem
Lu G 0 in V , 1.17 .
­ u ­ my 1u
u s s ??? s s 0 on ­ V , 1.18 .my 1­n ­n
where V ; R2 and
m i j2­ ­ ­
L s y a q b , 1.19 . i j i j  /  / /­ x ­ x ­ x ­ xi j 1 21Fi , jF2 iqjF2 my1
2 my1, a 0, a .  .with a g C V , b g C V .i j i j
w xDEFINITION 1.2 11 . Let « ) 0 and let L be as above. The operator L
k , a m m .is called « close in C sense to y1 D on V, if, additionally,
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k , a  .a g C V andi j
k , a5 5 5 5a y d F « , b F « .C V . CV .i j i j i j
w x  2 < < 4THEOREM 1.5 11 . Let n s 2 and B s x g R ; x - 1 . There exists
 . w .« s « m ) 0 such that, for « g 0, « , we ha¨e the following.0 0 0
If ­ V g C 2 m , a, V is « close in C 2 m sense to B, and L is « close in
2 my1, a m m 2 m , a .  .C sense to y1 D on V, then e¨ery u g C V , u k 0, satisfy-
 .  .ing 1.17 , 1.18 is strictly positi¨ e in V.
m.  .m mWe denote by l the first eigenvalue of y1 D in V with Dirichlet1
boundary conditions. Using the notations of Theorem 1.5, we now state
one of our symmetry results.
3m , a  xTHEOREM 1.6. Let ­ V g C for some a g 0, 1 . Assume that either
 . 1.i m s 1 and 0 - l - l , or1
 . 4ii n s m s 2, V is « close in C sense to B and 0 - l F « - « .0
If there exists a constant d such that
­ my 1 w
w dx s d dsH H my 1­nV ­ V
2 m my1 .  .for all w g C V l C V satisfying
m my1 D w s lw in V , .
w s 0 on ­ V if m s 2,
then V is a ball.
In Section 2 we give some preliminary results. In particular, we recall a
w x w x w xtheorem obtained in 8 . Then, using some results of 11 and 12 , we study
the eigenspace corresponding to the first eigenvalue of higher order
elliptic operators, whose principal part is the mth power of a second-order
elliptic operator. Theorems 1.1, 1.2, and 1.3 are proved in Sections 3, 4,
and 5, respectively. Finally, in Section 6 we first show that the overdeter-
 .  . 2mined boundary value problem 1.13 , 1.14 has a solution when V ; R
is the unit ball. Then we prove Theorems 1.4 and 1.6 and another result
concerning the symmetry of the domain. We also make some remarks.
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2. PRELIMINARIES
We shall need the following lemma.
2 m .  .  .LEMMA 2.1. Let u g C V be a solution of problem 1.1 ] 1.3 . Then
n q 2m nc2
2 < <ml u dx q m u dx s V .H H2 2V V
Proof. The proof follows readily from a generalization of Pohozaev's
 w x .identity see 17 , pp. 701]702 .
The next lemma is easily proved by an induction argument. It will be
used repeatedly without referring to it.
k k .LEMMA 2.2. Let ­ V g C for some k G 1. If u g C V is such that
u s const. on ­ V ,
­ u ­ ky1u
s ??? s s 0 on ­ V if k G 2,ky1­n ­n
then
­ k u ­ k u
s n ??? n on ­ Vj jk 1 k­ x ??? ­ x ­nj j1 k
 4for j , . . . , j g 1, . . . , n .1 k
w x We first recall the following theorem obtained in 8 theoreme 3.1; seeÂ Á
w x.also 9 .
n  . 2THEOREM 2.1. Let V ; R n G 2 be a bounded domain with C
2  .boundary ­ V. Let f : R ª 0, ` satisfy the following condition.
 .For each ¨ g R, u ª f u, ¨ is nondecreasing, and for each u g R,
 .¨ ª f u, ¨ is nonincreasing.
4 3 .  .Let u g C V l C V be a solution of the o¨erdetermined boundary
¨alue problem
D2 u s f u , Du in V , .
­ u
u s s 0 on ­ V ,
­n
Du s d const. on ­ V . .
 n < < 4If u G 0 in V, then V is a ball. If V s x g R ; x y x - R for some0
n  .  < <.  .  .  xx g R , then u x s ¨ x y x , ¨ 9 - 0 in 0, R , and D¨ 9 ) 0 in 0, R .0 0
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4 . w xRemark 2. Notice that u g C V in 8 , but it is enough to assume
4 3 .  .that u g C V l C V .
4, a  xRemark 3. Assume that f ' 1, ­ V g C for some a g 0, 1 and
4 .u g C V . Then the assumption u G 0 in V can be removed. Indeed, this
w xis just Bennett's result 4 .
2 w .  .Remark 4. Assume that f : R ª 0, ` and that f u, ¨ ) 0 for u ) 0,
¨ g R. If u G 0, u k 0 in V, then the conclusion of Theorem 2.1 still
holds. This readily follows from the proof.
Under the assumptions of Theorem 1.5, the Green's function of L
  ..given by 1.19 for the Dirichlet problem in V is positive. Using the
Krein]Rutman theorem, we have the following.
COROLLARY 2.1. Under the assumptions of Theorem 1.5, there is a
positi¨ e eigenfunction for the first Dirichlet eigen¨alue of L in V.
 .Now we consider the case n s m s 2. The Green's function G x, y of
2  w x w x.D for the Dirichlet problem in B is known explicitly see 5 , 10 :
1 x2< < < < < <G x , y s x y y ln x y y y ln x y y .   /< <8p x
21 x 2< < < <q x y y y x y y 5 /< <2 x
 < < < < < < .for x, y g B, x / y if x s 0, replace x y y xr x by 1 .
 . < < < <LEMMA 2.3. D G x, y ) 0 for x s 1, y - 1.x
Proof. We easily get
1 x
< < < <D G x , y s 2 log x y y q 2 y 2 log x y y .x  < <4p x
y2x 2 2 2 2< < < < < < < < < <  :y2 x y y x y q y y 1 q y x , y . .< <x
< < 2y1 q y 5
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for x, y g B, x / y. We deduce that
1 2y2 2< < < <D G x , y s x y y 1 y y ) 0 .  .x 4p
< < < <for x s 1 and y - 1.
 .Let L be given by 1.19 with m s 2, V s B, and a s d . Assume thati j i j
3, a 2  x w xL is « close in C sense to D on B for some a g 0, 1 . From 12 we
 .know that the Green's function G x, y of L for the Dirichlet problem inL
w .B behaves like G if « g 0, « for « small enough:0 0
1
G x , y F G x , y F CG x , y , x , y g B , x / y. .  .  .LC
With the help of Theorem 1.5 and Lemma 2.3, we immediately deduce the
following lemma.
 .LEMMA 2.4. Let n s m s 2, V s B, and let L be gi¨ en by 1.19 with
w .a s d . There exists « ) 0 such that, for « g 0, « we ha¨e the following.i j i j 0 0
3, a 2 4, a  .If L is « close in C sense to D on B, then e¨ery u g C B , u k 0,
 .  . 2 2satisfying 1.17 , 1.18 is strictly positi¨ e in B and, moreo¨er, ­ ur­n ) 0
on ­ B.
w x w xNow using Remark 1 of 12, Sect. 5 and Proposition 2.4 of 11, p. 92 , we
obtain the following.
 .THEOREM 2.2. Let n s m s 2 and let L be gi¨ en by 1.19 with a s d .i j i j
w .There exists « ) 0 such that, for « g 0, « we ha¨e the following.0 0
If ­ V g C4, a, V is « close in C4 sense to B and L is « close in C 3, a sense
2 4, a  .  .  .to D on V, then e¨ery u g C V , u k 0, satisfying 1.17 , 1.18 is strictly
positi¨ e in V and, moreo¨er, ­ 2 ur­n 2 ) 0 on ­ V.
w xUsing the same arguments as in Amann 1]3 , we derive the following
corollary.
COROLLARY 2.2. Under the assumptions of Theorem 2.2, the first eigen-
¨alue of L in V with Dirichlet boundary conditions is simple.
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3. PROOF OF THEOREM 1.1
2 m , a 2 m , a .  .  .  .  .Let u g C V satisfy 1.1 ] 1.3 and let w g C V satisfy 1.5 ,
 .1.6 . Using repeated integrations by parts, we obtain
m ml uw dx q m w dx s y1 wD u dx .H H H
V V V
m ms y1 uD w dx . H
V
my jy1 jmy1 ­D u ­D w
j myjy1q D w y D u ds H  /­n ­n­ Vjs0
­ my 1 w ­ mu
s l uw dx y dsH H mmy1 ­n­nV ­ V
­ my 1 w
s l uw dx y c ds,H H my 1­nV ­ V
 .from which we deduce 1.4 , with d s ycrm.
 .Conversely, suppose that for some constant d, 1.4 holds for all w g
2 m , a  .  .  . w x w xC V satisfying 1.5 , 1.6 . The Fredholm alternative 13 , 14 gives
2 m , a  .the existence of a solution u g C V to the boundary value problem
2 m , a .  .  .  .  .1.1 , 1.2 . Now let w g C V satisfy 1.5 , 1.6 . Using, as before,
repeated integrations by parts, we obtain
­ my 1 w ­ mu
m w dx q ds s 0.H H mmy1 ­n­nV ­ V
 .Then condition 1.4 implies that
­ my 1 w ­ mu
md q ds s 0. 3.1 .H mmy1  /­n­n­ V
2 m , a  .  .  .We claim that we can find w g C V satisfying 1.5 , 1.6 and
­ my 1 w ­ mu
s md q on ­ V . 3.2 .mmy1 ­n­n
 .  .Then from 3.1 we deduce that 1.3 holds with c s ymd.
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3m , a  .Now we prove the claim. By Remark 1, u g C V . Therefore there
2 m , a  .exists w g C V such that
Dmw s 0 in V ,
­w ­ my 2w
w s s ??? s s 0 on ­ V if m G 2,my 2­n ­n
­ my 1w ­ mu
s md q on ­ V .mmy1 ­n­n
Consider the problem
m my1 D c s lc q lw in V , 3.3 .  .
­c ­ my 1c
c s s ??? s s 0 on ­ V . 3.4 .my 1­n ­n
 .m mIf l is not an eigenvalue of the polyharmonic operator y1 D in V with
 .  .Dirichlet boundary conditions, then 3.3 , 3.4 has a unique solution
2 m , a  .c g C V by the Fredholm alternative. Therefore w s w q c g
2 m , a  .  .  .  .C V satisfies 1.5 , 1.6 and 3.2 . The claim is proved in this case.
 .m mNow if l is an eigenvalue of y1 D in V with Dirichlet boundary
 .conditions, we denote by q its multiplicity and by w the corre-j 1F jF q
 .  .sponding orthonormalized set of eigenfunctions. Problem 3.3 , 3.4 has a
solution if and only if
ww dx s 0, j s 1, . . . , q. 3.5 .H j
V
On integrating by parts, we obtain
m ml ww dx s y1 wD w dx .H Hj j
V V
m ms y1 w D w dx . H j
V
my ky1 kmy1 ­D w ­D wjk myky1q D w y D w ds H j /­n ­n­ Vks0
­ my 1w ­ mw ­ mu ­ mwj js y ds s y md q dsH Hm m mmy1  /­n ­n ­n­n­ V ­ V
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 .for j s 1, . . . , q. Then 3.5 is equivalent to
­ mu ­ mwj
md q ds s 0, j s 1, . . . , q. 3.6 .H m m /­n ­n­ V
Now we write
q
u s c w q u , 3.7 . k k 0
ks1
2 m , a  .where c , k s 1, . . . , q are arbitrary constants, and u g C V is thek 0
 .  .particular solution of 1.1 , 1.2 orthogonal to w for j s 1, . . . , q, i.e.,j
satisfying
u w dx s 0, j s 1, . . . , q.H 0 j
V
 .Let M s M withi j 1F i, jF q
­ mw ­ mwi j
M s ds;Hi j m m­n ­n­ V
 .let e s e withj 1F jF q
­ mu ­ mw0 j
e s y md q ds,Hj m m /­n ­n­ V
 .  .  .and x s c . Using 3.7 , we can write 3.6 in the following form:j 1F jF q
Mx s e. 3.8 .
Since
2mq ­ wjTx Mx s c ds,H j m 5­n­ V js1
we deduce that M is positive semidefinite. Assume that M is not invert-
ible. Then there exist c , j s 1,???, q with c / 0 for some j and such thatj j
the Dirichlet eigenfunction
q
¨ s c w j j
js1
satisfies
­ m¨
s 0 on ­ V .m­n
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 .  .Therefore ¨ satisfies 1.1 ] 1.3 with m s c s 0. From Lemma 2.1 we
deduce that ¨ s 0 in V. Since the w 's are linearly independent, we obtainj
that c s 0 for j s 1,???, q, a contradiction. Therefore M is invertible. Wej
 .  .  .deduce that 3.8 has a solution. Then problem 3.3 , 3.4 has a solution c .
2 m , a  .  .  .  .Finally, w s w q c g C V satisfies 1.5 , 1.6 , and 3.2 . The proof is
complete.
3mqk , a  xRemark 5. Let ­ V be of class C for some k G 0, a g 0, 1 .
2 m , a  .  .Then we can replace w g C V in Theorem 1.1 ii by w g
2 mqk , a  .C V . This readily follows from the proof, using the elliptic regular-
ity theory and Remark 1.
Remark 6. The proof of Theorem 1.1 shows that c s 0 if and only if
d s 0.
4. PROOF OF THEOREM 1.2
2 m , a  .  .  .Let u g C V , u k 0, satisfy 1.1 ] 1.3 with m s 0 and let w g
2 m , a  .  .  .C V satisfy 1.5 , 1.6 . Using repeated integrations by parts, we
obtain
m ml uw dx s y1 wD u dx .H H
V V
m ms y1 uD w dx . H
V
my jy1 jmy1 ­D u ­D w
j myjy1q D w y D u ds H  /­n ­n­ Vjs0
­ my 1 w ­ mu
s l uw dx y dsH H mmy1 ­n­nV ­ V
­ my 1 w
s l uw dx y c ds.H H my 1­nV ­ V
 .Since by Lemma 2.1 c / 0, we deduce 1.7 .
2 m , a .  .Conversely, suppose that 1.7 holds for all w g C V satisfying
 .  .  .m m1.5 , 1.6 . Assume that l is not an eigenvalue of y1 D in V with
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2 m , a  .Dirichlet boundary conditions. Let r g C V be the solution of
Dmr s 0 in V ,
­r ­ my 2r
r s s ??? s s 0 on ­ V if m G 2,my 2­n ­n
­ my 1r
s 1 on ­ V .my 1­n
2 m , a  .The Fredholm alternative gives the existence of a solution ¨ g C V
to the boundary value problem
m my1 D ¨ s l¨ q lr in V , .
­ ¨ ­ my 1¨
¨ s s ??? s s 0 on ­ V .my 1­n ­n
2 m , a  .  .  .Then w s ¨ q r g C V satisfies 1.5 , 1.6 and
­ my 1 w
s 1 on ­ V .my 1­n
 .Since 1.7 does not hold, we reach a contradiction. Therefore l is an
 .m meigenvalue of y1 D in V with Dirichlet boundary conditions. Let
2 m , a  .  .  .u g C V be a solution of the boundary value problem 1.1 , 1.2
2 m , a  .  .  .with m s 0, and let w g C V satisfy 1.5 , 1.6 . Using, as before,
repeated integrations by parts, we obtain
­ my 1 w ­ mu
ds s 0.H mmy1 ­n­n­ V
 .Then condition 1.7 implies that
­ my 1 w ­ mu
c y ds s 0 4.1 .H mmy1  /­n­n­ V
2 m , a  .  .for any c g R. We claim that we can find w g C V satisfying 1.5 ,
 .1.6 and
­ my 1 w ­ mu
s c y on ­ Vmmy1 ­n­n
 .  .for any c g R. Then from 4.1 we deduce that 1.3 holds. If we choose
c / 0, then Lemma 2.1 implies that u k 0. To prove the claim, we use the
 .same arguments as in the proof of Theorem 1.1 with u s 0 in 3.7 .0
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5. PROOF OF THEOREM 1.3
2 m , a 4 m , a .  .  .  .If u g C V satisfies 1.1 ] 1.3 , then u g C V , since ­ V is
 .assumed to be sufficiently smooth see Remark 1 . Clearly u satisfies
 .  .1.8 ] 1.12 with c9 s c, a s m, and b s lc.
4 m , a 4 m , a .  .  .  .Conversely, let u g C V satisfy 1.8 ] 1.12 . Let w g C V be
 .  .a solution of 1.5 , 1.6 . On integrating by parts, we get
l2 uw dx q lm w dxH H
V V
s wD2 mu dxH
V
s uD2 m w dxH
V
2my1 2 myjy1 j­D u ­D w
j 2 myjy1q D w y D u ds H  /­n ­n­ Vjs0
s l2 uw dx q Q,H
V
where
­ my 1 w ­ mDmu ­ my 1Dm w ­ mu ­Dmy 1 w
mQ s q y D u dsH m mmy1 my1 /­n ­n ­n­n ­n­ V
if m s 2 p q 1, and
­ my 1 w ­ mDmu ­ my 1Dm w ­ mu ­Dmy 1 w
mQ s y q q D u dsH m mmy1 my1 /­n ­n ­n­n ­n­ V
if m s 2 p. Then
lm w dx s Q.H
V
 .From 1.5 we get
­ my 1Dm w ­ my 1 wms y1 l , .my 1 my1­n ­n
and using the divergence theorem, we can write
­Dmy 1 w m
ds s y1 l w dx. .H H
­n­ V V
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Then we deduce that
­ my 1 w
l m q a w dx s y b q lc9 ds, .  .H H my 1­nV ­ V
 .  .  .and 1.4 holds, with d s y b q lc9 rl m q a . Then Theorem 1.1 and
2 m , a  .  .  .Remark 5 imply that there exists u g C V satisfying 1.1 ] 1.3 .
The following corollary is an immediate consequence of the proof of
Theorem 1.3 and Remarks 1, 5, and 6.
COROLLARY 5.1. Let l ) 0, m / 0. Assume that ­ V g C5m , a. Then the
following statements are equi¨ alent:
2 m , a .  .  .  .i There exists u g C V satisfying 1.1 ] 1.3 with c s 0.
4 m , a .  .  .  .  .ii There exists u g C V satisfying 1.2 and 1.8 ] 1.12 with
b s ylc9.
6. PROOFS OF THEOREMS 1.4, 1.6 AND ANOTHER
SYMMETRY RESULT
 .We first show that the overdetermined boundary value problem 1.13 ,
 . 21.14 has a solution when V ; R is the unit ball. We recall some basic
 w x.properties of Bessel functions see 19 . Let J and J denote the Bessel0 1
functions of the first kind of order 0 and 1, respectively. Let I and I0 1
 .denote the modified Bessel functions corresponding to J and J : I z s0 1 k
yi kp r2  .e J iz , k s 0, 1. The functions J and I satisfy the equationsk 0 0
d2 1 d
J q J q J s 00 0 02 z dzdz
and
d2 1 d
I q I y I s 0,0 0 02 z dzdz
respectively. We have the following relation between the functions of
order 0 and 1:
d d
J s yJ and I s I .0 1 0 1dz dz
 .J , J , I , and I are all real valued on 0, ` . Moreover, I and I are0 1 0 1 0 1
 .  .  .positive on 0, ` . I is strictly increasing on 0, ` and lim I x s `.0 x ª` 0
J and J have only real zeros z and z , respectively, and lim z s0 1 0, n 1, n 0, n
lim z s `. Furthermore, the zeros of J and J separate each other and1, n 0 1
 .J is bounded on 0, ` .0
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Then there exists l ) 0 such that for infinitely many values of l G l0 0’ ’ ’ .  .  .we have J l s 0 and I l q J l ) 0. Now let l G l be such1 0 0 0’ .that J l s 0. Define1
’ ’ ’ ’¨ r s I l r q J l r y I l y J l . .  .  .  .  .0 0 0 0
 .  < <.  .  .Then u x s ¨ x , x g V, is a radial solution of 1.13 , 1.14 with
’ ’m s l I l q J l / 0, .  . .0 0
’ ’c9 s l I l / 0, .1
and
’ ’a s l I l y J l / m. .  . .0 0
’ .Now we consider the case c9 s 0. For any l ) 0 such that J l s 0,1
let
’ ’¨ r s J l r y J l . .  .  .0 0
 .  < <.  .  .Then u x s ¨ x , x g V, is a radial solution of 1.1 ] 1.3 with m s 1,
’ .  .  .m s l J l / 0, and c s 0. Clearly u satisfies 1.13 , 1.14 with m s0’ ’ .  .l J l , c9 s 0, and a s yl J l s ym.0 0
4, a  .  .  .Proof of Theorem 1.4. Let u g C V satisfy 1.13 , 1.14 and let
4, a  .  .w g C V satisfy 1.16 . On integrating by parts, we get
l2 uw dx q lm w dx s wD2 u dxH H H
V V V
­Du ­ w
2s uD w dx q w y Du dsH H  /­n ­nV ­ V
­ u ­Dw
q Dw y u dsH  /­n ­n­ V
­ w
2s l uw dx q lc9 w ds y a dsH H H
­nV ­ V ­ V
q c9 Dw ds,H
­ V
 .from which we deduce 1.15 , with d s yarlm / y1rl and d9 s c9rlm.
 .Conversely, suppose that for some constants d / y1rl and d9, 1.15
4, a 4, a .  .  .  .holds for all w g C V satisfying 1.16 . Let w g C V satisfy 1.5
 .  .with m s 1. Since 1.16 holds for w, 1.15 also holds with d / y1rl and
 .Dw q lw s 0 on ­ V. From 1.5 with m s 1, using the divergence theo-
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rem we can write
1 ­ w
w dx s y ds,H H
l ­nV ­ V
and we deduce that
w dx s 0.H
V
4, a  .By Theorem 1.1 and Remarks 1, 5, and 6, there exists u g C V
 .  .  .satisfying 1.1 ] 1.3 with m s 1 and c s 0. Clearly, u also satisfies 1.13 ,
 .1.14 with c9 s 0 and a s ym.
 .Remark 7. Clearly, Theorem 1.4 also holds with ii replaced by:
 .ii 9 There exists a constant d / y1rl such that
­ w
w dx s d ds,H H
­nV ­ V
4, a  .  .for all w g C V satisfying 1.16 and
Dw q lw s 0 on ­ V .
2, a .  .Proof of Theorem 1.6. i By Theorem 1.1 there exists u g C V
such that
Du q lu q 1 s 0 in V ,
u s 0 on ­ V ,
­ u
s c const. on ­ V . .
­n
1. Since u k 0 and 0 - l - l , we conclude that u ) 0 in V see Amann1
w x. w x3 . Then we can apply the result of Serrin 18 to conclude that V is a
ball.
4, a .  .ii By Theorem 1.1 there exists u g C V such that
D2 u s lu q 1 in V ,
­ u
u s s 0 on ­ V ,
­n
­ 2 u
s c const. on ­ V . .2­n
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Since u k 0 and 0 - l F « - « , Theorem 1.5 implies that u ) 0 in V.0
 .Then we can apply Theorem 2.1 to get the conclusion see Remark 4 .
 .Remark 8. In Theorem 1.6, necessarily d ) 0 in case i and d - 0 in
 .case ii . Indeed, the proof of Theorem 1.1 shows that c s yd. Since
u ) 0 in V in both cases, Lemma 2.1 implies that c / 0. Then the result
follows easily from Taylor's formula.
 . 2 COROLLARY 6.1. Assume that m s 2. Let E s x , x ; x q 1 q« 1 2 1
. 2 4« x - 1 denote an ellipse close to the unit ball and let 0 - l F « - « .2 0
4 1 .  .Then, for any d g R, there exists w g C E l C E such that« e
D2 w s lw in E ,«
w s 0 on ­ E ,«
and
­ w
w dx / d ds.H H
­nE ­ E« «
2 m , a  xPROPOSITION 6.1. Let l, m ) 0 and ­ V g C for some a g 0, 1 .
Assume that either
 .i m s 1, or
 .ii n s 2, m G 2, and the assumptions of Theorem 1.5 hold with
 .m mL s y1 D .
2 m , a  .  .  .Let u g C V be a solution of problem 1.1 ] 1.3 with the sign
m.  .condition lu q m G 0 in V. Then 0 - l - l , and the constant d in 1.41
is positi¨ e when m is odd and negati¨ e when m is e¨en.
m.  .Proof. Let w be an eigenvalue corresponding to l . In case i we can1
w x .assume that w ) 0 in V by the Courant nodal line theorem 7 , p. 452 . In
 .case ii there exists w ) 0 in V by Corollary 2.1. The maximum principle
implies that u ) 0 in V. By integration by parts, it follows immediately
that
mm. ml uw dx s y1 uD w dx .H H1
V V
m ms y1 wD u dx . H
V
s l uw dx q m w dx ,H H
V V
i.e.,
lm. y l uw dx s m w dx , .H H1
V V
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from which we deduce that lm. ) l. Since u ) 0 in V and l, m ) 0,1
Lemma 2.1 implies that c s ydm / 0. Then, using Taylor's formula, we
obtain the last part of the proposition.
PROPOSITION 6.2. Let l ) 0, m / 0, and ­ V g C 2 m , a for some a g
 x0, 1 . Assume that either
 .i m s 1, or
 .ii n s 2, m G 2 and the assumptions of Theorem 1.5 hold with
 .m mL s y1 D .
2 m , a m. .  .  .If problem 1.1 ] 1.3 has a solution u g C V , then l / l .1
 m. 4If , moreo¨er, c s 0, then l g l ; j G 2 .j
Proof. Assume that l s lm. and let w be a corresponding eigenfunc-1
tion. As before, in both cases we can assume that w ) 0 in V. Now the
Fredholm alternative implies that
w dx s 0,H
V
and we obtain a contradiction.
 .m mWhen c s 0, ­ ur­ x is a Dirichlet eigenfunction for y1 D on V,j
j s 1, . . . , n, corresponding to the eigenvalue l. The first part of the proof
 m. 4implies that l g l ; j G 2 .j
 .  .Now we consider problem 1.1 ] 1.3 with m s 0 and V a bounded
connected domain with smooth boundary. Clearly, the overdetermined
eigenvalue problem has radial solutions on balls for infinitely many values
of l. The problem is to prove the conjecture that the overspecification of
data on the boundary forces the domain to be a ball.
When m s 1 and c / 0, u is an eigenfunction corresponding to l1.. We1
w xcan assume that u ) 0 in V. Then by the classical result of Serrin 18 , V
is a ball. By Theorem 1.2 we can state: If
w dx s 0H
­ V
2 1. .  .for all w g C V l C V satisfying Dw q l w s 0 in V, then V is a1
ball.
The situation is quite different when m G 2, since the eigenfunctions
m. w xcorresponding to l are not necessarily of one sign. We refer to 11 for a1
detailed discussion of this problem. However, when m s 2, we have a
partial result.
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THEOREM 6.1. Assume that n s m s 2 and that ­ V g C 6, a for some
 x 2a g 0, 1 . Let the assumptions of Theorem 2.2 be satisfied with L s D . If
­ w
ds s 0H
­n­ V
4 1 .  .for all w g C V l C V satisfying
D2 w s l2.w in V ,1
w s 0 on ­ V ,
then V is a ball.
Proof. By Theorem 1.2 and Corollaries 2.1 and 2.2 there exists u g
4, a  .C V such that
D2 u s l2.u in V ,1
u ) 0 in V ,
­ u
u s s 0 on ­ V ,
­n
­ 2 u
s c const. on ­ V . .2­n
 .Then Theorem 2.1 implies that V is a ball see Remark 4 .
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