Abstract. The stability of the Gauss functional equation (1) 
Throughout the paper R denotes the set of all real numbers, C the set of all complex numbers and N the set of all positive integers. Moreover, by R we denote the set R U {-oo, +oo}.
Z. Gajda proved in [3] , that if / : E\ -»• E2 is a mapping between two (real) normed linear spaces, where E2 is complete, such that
\\f( x + y)-f( x )-f(y)\\<e(\\x\\r+\\yr)
for some e 6 [0;+oo),p € R \ {1}, and all x,y in E\, then there exists a unique additive mapping T : E\ -» E2 such that ||/(a; -r for p > 1.
2P -2
In the present paper we shall prove an analogous stability theorem for the Gauss functional equation
where / maps R into C. We shall consider the following inequality
Assume that 0° := 1. Putting p = 0 into (2), we obtain the stability problem of the equation (1) in its classical wording, i.e. in the Hyers-Ulam sense. For a broader study and the literature concerning this problem see [1] , also [2] . The following result of J. A. Baker [1] plays an essential role in our considerations. 
We start our considerations with the following theorem. Proof. Let an a € (0; -f-oo) be arbitrary but fixed. We define a function
Dividing (2) We define in R a binary operation "o". We set
Clearly (R, o) is a semigroup. Then by (6), the function ga satisfies for 6 := Sa assumptions of Theorem 1. Thus we get, that either
Making use of (8) and (9), respectively, and applying (4), we obtain that either
Since an a G (0;+oo) was chosen arbitrarily, then from (10) we obtain (3). This completes the proof.
Notice, that a solution of inequality (2) under the assumptions of Theorem 2, need not to be a solution of equation (1). This is shown by the following example. We will show that / satisfies (2) with some £ € [0; +oo) and p = 1. Evidently, the function / is even and continuous. Then we have to consider the following three cases.
Case 1° x,y G [0;e], It is obvious that (2) holds for e = 0, iff y/x 2 + y 2 G [0; e]. Suppose now that yjx 2 + y 2 G (e; +oo). Then, making use of the continuity of /, we obtain that (2) holds for some £i G [0;+oo). 
Hence
The last inequality implies that (2) holds for £3. Finally, making use of the eveness of the function / and the symmetry of (2), we obtain that / satisfies (2) with e = max{£i,£2,£3}-• Now we shall consider the case p G (-00; 0). The investigation of the solutions of (2), we begin with the following for n G N, we obtain (11). From (2) we obtain that for all y € R, n G N is Hence, applying (11), we have (12) lim fiy/t }.\ y2 } = f(y) for aU ye R.
n-+oo f{t n )
By (2), we have
and
The last two inequalities and the triangle inequality, yield for i,ieR,neN.
Making use of the last inequality, (11) and (12), we obtain (1). This ends the proof. Proof. Assume that the function g is unbounded. We are going to show that the function / satisfies (1) . From Theorem3 we obtain that if / is unbounded then it satisfies (1) . Assùme now that the function / is bounded.
Making use of unboundedness of the function g and boundedness of the function /, we obtain that there exists a sequence (t n ) n& n in R, and (2), we obtain (12). The further part of the proof of the Lemma runs analogously as in the proof of Theorem 3. Now we are able to prove the following theorem which is the main result of the paper. One can easily check that / satisfies (2) with e = 1 and p = -1.
We put
Clearly FQ, F\ satisfy (1). Then, one can obtain by simple calculation that (14) is fulfilled by the triples f,F = F 0 ,e = 1, and /, F = F x , 6 = 1. Now we shall present another stability result concerning the stability problem for the equation (1) . We shall consider the following, more "sharp" inequality instead of (2) Proof. Assume that / is unbounded. Then there exists a sequence ('tn)neN in R, such that lim n _,. +00 \f(t n )\ = +00. Then we have Making use of (16) and (15), we obtain (12). The further part of the proof of Theorem 5 is similar to that in the proof of Theorem 3.
