Generalized Forchheimer flows of isentropic gases by Celik, Emine et al.
ar
X
iv
:1
50
4.
00
74
2v
1 
 [m
ath
.A
P]
  3
 A
pr
 20
15
Generalized Forchheimer flows of isentropic gases
Emine Celika, Luan Hoanga and Thinh Kieub
March 5, 2018
aDepartment of Mathematics and Statistics, Texas Tech University, Box 41042, Lubbock, TX
79409–1042, U. S. A.
bDepartment of Mathematics, University of North Georgia, Gainesville Campus, 3820 Mundy Mill
Rd., Oakwood, GA 30566, U. S. A.
Email addresses: emine.celik@ttu.edu, luan.hoang@ttu.edu, thinh.kieu@ung.edu
Abstract
We consider generalized Forchheimer flows of either isentropic gases or slightly compress-
ible fluids in porous media. By using Muskat’s and Ward’s general form of the Forchheimer
equations, we describe the fluid dynamics by a doubly nonlinear parabolic equation for the ap-
propriately defined pseudo-pressure. The volumetric flux boundary condition is converted to a
time-dependent Robin-type boundary condition for this pseudo-pressure. We study the corre-
sponding initial boundary value problem, and estimate the L∞ and W 1,2−a (with 0 < a < 1)
norms for the solution on the entire domain in terms of the initial and boundary data. It
is carried out by using a suitable trace theorem and an appropriate modification of Moser’s
iteration.
1 Introduction
The most common equation to describe fluid flows in porous media is the Darcy law
−∇p = µ
k
v, (1.1)
where p, v, µ, k are, respectively (resp.), the pressure, velocity, absolute viscosity and permeability.
However, this linear equation is not valid in many situations, particularly, when the Reynolds
number increases, see [3,25]. Even in the early work, Darcy [4] already acknowledged the deviations
from equation (1.1). There have been many investigations into what equations for hydrodynamics in
porous media to replace Darcy’s law (1.1), see [3,25,26,28,33] and references therein. Forchheimer
[8, 9] established the following three nonlinear empirical models: two-term Forchheimer equation
−∇p = av + b|v|v, (1.2)
three-term Forchheimer equation
−∇p = av + b|v|v + c|v|2v, (1.3)
and Forchheimer’s power law
−∇p = av + d|v|m−1v, for some real number m ∈ (1, 2). (1.4)
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Above, the positive constants a, b, c, d are obtained from experiments.
While mathematics of Darcy’s flows have been studied intensively for a long time with vast
literature, see e.g. [31], there is a much smaller number of mathematical papers on Forchheimer
flows and they appeared much later. Among those, there are even fewer papers dedicated to
compressible fluids. (See [28] and references there in.)
In order to cover general nonlinear flows in porous media formulated from experiments, gener-
alized Forchheimer equations were proposed. They extend the models (1.2)–(1.4) and are of the
form
−∇p =
N∑
i=0
ai|v|αiv. (1.5)
These equations are analyzed numerically in [7,19,27], theoretically in [2,10–13,16] for single-phase
flows, and also in [14,15] for two-phase flows.
Our previous analysis [2, 10–13,16] was focused on a simplified model for slightly compressible
fluids. Though such a minor simplification is commonly used in reservoir engineering, the mathe-
matical rigor is compromised. Furthermore, since the model does not specify the dependence on the
density, its applications to gaseous flows would be inaccurate and might present artificial technical
difficulties. The goals of this paper are: (a) Developing a more accurate model for generalized
Forccheimer equations for gases, and (b) Analyzing it without making any simplifications.
For goal (a), we first have to modify (1.5) to reflect the dependence on the density. We return
to an idea by Muskat and Ward. By using dimension analysis, Muskat [25] and then Ward [33]
proposed the following equation for both laminar and turbulent flows in porous media:
−∇p = f(vαk α−32 ρα−1µ2−α), where f is a function of one variable. (1.6)
In particular, when α = 1, 2, Ward [33] established from experimental data that
−∇p = µ
k
v + cF
ρ√
k
|v|v, where cF > 0. (1.7)
Combining (1.5) with the suggestive form (1.6) for the dependence on ρ and v, we propose the
following equation
−∇p =
N∑
i=0
aiρ
αi |v|αiv, (1.8)
where N ≥ 1, α0 = 0 < α1 < . . . < αN are real numbers, the coefficients a0, . . . , aN are positive.
Here, the viscosity and permeability are considered constant and we do not specify the depen-
dence of ai’s on them. Our mathematical exposition below will allow all αi ≥ 1 in (1.8). In practice,
we can simply take αN ≤ 2 in (1.8) or use the popular model (1.7). Even in these cases, the results
obtained in this paper are still new.
Multiplying both sides of (1.8) by ρ gives
g(|ρv|)ρv = −ρ∇p, (1.9)
where g : R+ → R+ is a generalized polynomial with positive coefficients defined by
g(s) = a0s
α0 + a1s
α1 + · · · + aNsαN for s ≥ 0. (1.10)
We will study the following two types of compressible fluids.
1. Isentropic gases. For isentropic gases, the constitutive law is
p = cργ for some c, γ > 0. (1.11)
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Then from (1.9) and (1.11) follows
g(|ρv|)ρv = −ρ∇p = −∇u with u = cγρ
γ+1
γ + 1
. (1.12)
Solving for ρv from this equation yields
ρv = −K(|∇u|)∇u, (1.13)
where the function K : R+ → R+ is defined for ξ ≥ 0 by
K(ξ) =
1
g(s(ξ))
with s = s(ξ) being the unique non-negative solution of sg(s) = ξ. (1.14)
Recall the continuity equation
φρt + div(ρv) = 0, (1.15)
where constant φ ∈ (0, 1) is the porosity. Rewrite
ρ = (
γ + 1
cγ
)
1
γ+1uλ with λ =
1
γ + 1
∈ (0, 1). (1.16)
Combining (1.15) and (1.13) with relation (1.16), we have
(uλ)t =
1
φ
( cγ
γ + 1
)λ
∇ · (K(|∇u|)∇u)). (1.17)
2. Slightly compressible fluids. The equation of state is
1
ρ
dρ
dp
=
1
κ
= const. > 0. (1.18)
Note from (1.18) that ρ∇p = κ∇ρ. Then combining this with (1.9) gives
g(|ρv|)ρv = −∇u with u = κρ. (1.19)
which is the same as (1.12). Thus, we obtain formula (1.13) for ρv. By combining (1.13) and (1.15)
we have
ut =
κ
φ
∇ · (K(|∇u|)∇u). (1.20)
Observe that we can write ut = (u
λ)t with λ = 1 in (1.20). Therefore, the two equations (1.17)
and (1.20) are the same except for the factors on the right-hand sides. Then by scaling the time
variable in both (1.17) and (1.20), we obtain, for both isentropic gases and slightly compressible
fluids, the unified equation
(uλ)t = ∇ · (K(|∇u|)∇u)) with λ ∈ (0, 1]. (1.21)
This will be the partial differential equation (PDE) of our interest. It is derived and will be analyzed
without any simplifications (goal (b) above). Although the case of isentropic gases, i.e. λ < 1, is
the main focus, the analysis will also cover the case of slightly compressible fluids, i.e. λ = 1, at no
extra cost.
In case of ideal gases, i.e., γ = 1, we can derive from (1.21) a PDE for pseudo-pressure p2.
In general, we rewrite u in (1.12) as u = c′p
γ+1
γ for some c′ > 0, hence it is approximately the
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pseudo-pressure for isentropic gases (1.11). For simplicity, we refer to u as the pseudo-pressure.
Therefore, equation (1.21) is a PDE describing the dynamics of the pseudo-pressure u.
Regarding the boundary conditions, we focus on the volumetric flux condition v · ~ν = ψ, which
results in ρv · ~ν = ψρ, or,
−K(|∇u|)∇u · ~ν = ϕuλ, (1.22)
where λ ∈ (0, 1), ϕ = (γ+1cγ )
1
γ+1ψ in case isentropic gases, and λ = 1, ϕ = ψ/κ in case of slightly
compressible fluids. Here, ~ν is the outward normal vector on the boundary.
From mathematical point of view, equation (1.21) for λ < 1 is a doubly nonlinear parabolic
equation, which is an interesting topic of its own. Research on doubly nonlinear parabolic equations
follows the development of general parabolic equations [21, 22] and degenerate/singular parabolic
equations [5, 6]. However, it requires much more complicated techniques. See monograph [17],
review paper [18] and references therein. For other developments, see e.g. [1, 20,23,30,32].
There are two issues that did not attract attention in most existing papers: (1) Robin boundary
condition, and (2) Estimates for super-critical case. For instance, [23,30] give global L∞-estimates
but for homogeneous Dirichlet boundary condition in the sub-critical case, see discussion in Remark
3.2 below. Regarding interior estimates, the common result is
‖u‖L∞(Q(R/2,T/2)) ≤ CR,T (‖u‖α(q)Lq(Q(R,T )) + 1), (1.23)
where q ∈ (1,∞), CR,T > 0 depends explicitly on R and T , while Q(R,T ) denotes the cylinder
BR × (−T, 0). Surnachev [29] improves it to
‖u‖L∞(Q(R/2,T/2)) ≤ CR,T (‖u‖α(q)Lq(Q(R,T )) + ‖u‖
β(q)
Lq(Q(R,T ))) with α(q), β(q) > 0. (1.24)
We call (1.24) a quasi-homogeneous estimate (with respect to ‖u‖Lq(Q(R,T ))). The global version
of (1.24) is not known for doubly nonlinear equations, though it was established for degenerate
equations, see e.g. [13].
In this paper, we focus on both topics (1) and (2) listed above. In this case, the boundary
condition (1.22) gives rise to high power boundary integral which cannot be treated by the standard
trace theorem. Therefore, we derive and utilize a new, suitable trace inequality to obtain bounds
for the solutions of (1.21) in terms of initial and boundary data. For L∞-estimates, we make
some technical improvements in order to overcome the non-homogeneity of function K(·) and non-
zero boundary data. We carefully modify Moser’s iteration [24] and obtain quasi-homogeneous
estimates. Our results are for both (spatially) interior and global estimates, hence, extend the
previous interior improvement (1.24).
Throughout this paper, U is an open, bounded subset of Rn, with n = 2, 3, . . ., and has C1-
boundary Γ = ∂U . For physics problems n = 2, 3, but we consider here any natural number n ≥ 2.
Hereafter, we fix the functions g(s) in (1.9) and (1.10). Therefore, the exponents αi and coefficients
ai are all fixed, and so is the function K(ξ) in (1.14). Also, our calculations frequently use the
following exponent
a =
αN
αN + 1
∈ (0, 1). (1.25)
We consider the initial boundary value problem associated with (1.21) and (1.22), specifically,
∂(uλ)
∂t = ∇ · (K(|∇u|)∇u) in U × (0,∞),
u(x, 0) = u0(x) in U,
K(|∇u|)∂u∂~ν + ϕuλ = 0 on Γ× (0,∞),
(1.26)
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where u0(x) and ϕ(x, t) are given initial and boundary data, respectively. Again, ~ν denotes the
outward normal vector on Γ. Here, λ is a fixed number in (0, 1] for the remaining of the paper.
The current article is focused on studying non-negative solutions of problem (1.26). Section
2 contains new trace theorems and multiplicative Sobolev’s inequalities, which are suitable to the
Robin-type boundary condition (1.22), as well as the nature of our equation’s double nonlinearity.
In section 3, we estimate Lα-norms of the solutions for all α > 0, in terms of initial and boundary
data. These will also be used for later gradient and L∞ estimates. In section 4, we present estimates
for the gradient’s L2−a-norm for time t > 0. In section 5, we estimate the L∞-norm of the solution
in any compact subsets of the domain. Due to the basic Lebesgue norm relation in Proposition 5.2,
the Moser’s iteration is of a non-homogeneous form (5.22). We deal with this by using Lemma A.2
and obtain in Theorem 5.3 the quasi-homogeneous estimate. Section 6 is focused on estimating
the solution’s L∞-norm on the entire domain. In Proposition 6.2, the Lκα-norm is bounded by
the Lα+µ1-norm, where, unlike the interior case, both κ > 1 and µ1 > 0 depend on α, and the
constant depends on the boundary data. To manage the powers during iterations, we construct in
Lemma 6.4 two controlling sequences (αj)
∞
j=0 and (βj)
∞
j=0. Using these sequences for iterations, we
obtain in Theorem 6.6 the quasi-homogeneous estimates for the L∞-norm, and in Theorem 6.8 the
ultimate estimates in terms of initial and boundary data. The Appendix contains key Lemma A.2
in implementing Moser’s iteration with non-homogeneous inequalities.
2 Auxiliaries
First, we recall elementary inequalities that will be used frequently. Let x, y ≥ 0. Then
(x+ y)p ≤ 2p(xp + yp) for all p > 0, (2.1)
(x+ y)p ≤ xp + yp for all 0 < p ≤ 1, (2.2)
(x+ y)p ≤ 2p−1(xp + yp) for all p ≥ 1, (2.3)
xβ ≤ xα + xγ for all 0 ≤ α ≤ β ≤ γ, (2.4)
particularly,
xβ ≤ 1 + xγ for all 0 ≤ β ≤ γ. (2.5)
Second, we establish particular Poinca´re-Sobolev inequality and trace theorem for studying our
doubly nonlinear equation with Robin-type boundary condition.
For any 1 ≤ p < n, we denote by p∗ its Sobolev conjugate exponent, that is, p∗ = npn−p .
Lemma 2.1. In the following statements, u(x) is a function defined on U .
(i) If α ≥ s ≥ 0, α ≥ 1, and p > 1, then for any |u|α ∈W 1,1(U) and ε > 0 one has∫
Γ
|u|αdσ ≤ ε
∫
U
|u|α−s|∇u|pdx+ c1
∫
U
|u|αdx+ (c2α)
p
p−1 ε
− 1
p−1
∫
U
|u|α+ s−pp−1dx, (2.6)
where c1, c2 > 0 are constants depending on U , but not on u(x), α, s, p.
(ii) If n > p > 1, r > 0, α ≥ s ≥ 0, α ≥ p−sp−1 , and α > n(r+s−p)p , then for any ε > 0 one has∫
U
|u|α+rdx ≤ ε
∫
U
|u|α−s|∇u|pdx+ ε− θ1−θ 2 θ(α−s+p)1−θ (c3m)
θp
1−θ ‖u‖α+µ1Lα
+ 2θ(α−s+p)cθp4 |U |
θ(α(p−1)+s−p)
α ‖u‖α+rLα , (2.7)
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for all |u|m ∈W 1,p(U), where
m =
α− s+ p
p
, θ =
rn
n(p− s) + αp, µ1 =
r + θ(s− p)
1− θ , (2.8)
and constants c3, c4 > 0 depend on U, p, but not on u(x), α, s.
(iii) If n > p > 1, α ≥ s > p, and α > n(s−p)p−1 , then for any ε > 0, one has∫
Γ
|u|αdσ ≤ 2ε
∫
U
|u|α−s|∇u|pdx+ c1‖u‖αLα
+ ε−
1
p−1D1,α‖u‖α+rLα + ε−(
1
p−1
+ p
p−1
θ
1−θ
)D2,α‖u‖α+µ1Lα , (2.9)
for all functions u(x) satisfying |u|α ∈ W 1,1(U) and |u|m ∈ W 1,p(U), where m is defined by
(2.8),
θ =
1
(p− 1)( αpn(s−p) − 1)
, (2.10)
D1,α = 2
θ(α−s+p)(c2α)
p
p−1 cθp4 |U |
θ(α(p−1)+s−p)
α , D2,α = 2
θ(α−s+p)
1−θ (c2α)
p
p−1
1
1−θ (c3m)
θp
1−θ . (2.11)
Proof. We make a couple of comments before starting the proof. First, the boundary integrals in
(2.6) and (2.9) are in the sense of traces of |u|α on Γ. Second, observe that the conditions on u(x)
do not guarantee that the right-hand sides of (2.6), (2.7) and (2.9) are finite. In case they are not,
these inequalities are understood to be trivially true. Therefore, the following proof only needs to
cover the case when those right-hand sides are finite.
(i) We recall the trace theorem∫
Γ
|φ|dσ ≤ c1
∫
U
|φ|dx+ c2
∫
U
|∇φ|dx,
for all φ ∈ W 1,1(U), where c1 and c2 are positive constants depending on U . Applying this trace
theorem to φ = |u|α, we have∫
Γ
|u|αdσ ≤ c1
∫
U
|u|αdx+ c2α
∫
U
|u|α−1|∇u|dx. (2.12)
Rewriting c2α|u|α−1|∇u| in the last integral as a product of ε1/pu
α−s
p |∇u| and c2αε−1/pu
(p−1)α+s−p
p ,
and applying Young’s inequality with exponent p and p/(p− 1), we obtain inequality (2.6).
(ii) Since α ≥ s, the number m defined by (2.8) is greater or equal to 1. Then applying
Sobolev-Poincare´ inequality to |u|m yields
‖ |u|m ‖Lp∗ ≤ c3‖∇(|u|m)‖Lp + c4
∫
U
|u|mdx, (2.13)
where c3 and c4 are positive constants depending on U and p. Note that by definition (2.8) of m,
we have (m− 1)p = α− s. Hence (2.13) can be written as(∫
U
|u|p∗mdx
)1/p∗
≤ c3m
(∫
U
|u|α−s|∇u|pdx
)1/p
+ c4
∫
U
|u|mdx.
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Raising both sides to the power 1/m ≤ 1 and using inequality (2.2), we obtain(∫
U
up
∗mdx
) 1
p∗m ≤ (c3m)
1
m
(∫
U
uα−s|∇u|pdx
) 1
α−s+p
+ c
1
m
4
( ∫
U
umdx
) 1
m
. (2.14)
Note that
q = p∗m =
n(α− s+ p)
n− p . (2.15)
Then (2.14) yields
‖u‖Lq ≤ (c3m)
1
m
(∫
U
uα−s|∇u|pdx
) 1
α−s+p
+ c
1
m
4 ‖u‖Lm . (2.16)
Since n > p, r > 0, and α > n(r+s−p)p , one has α < α+ r < q. Then
1
α+ r
=
θ0
q
+
1− θ0
α
,
where θ0 ∈ (0, 1) is defined by
θ0 =
rq
(α+ r)(q − α) with q = p
∗m, (2.17)
Then interpolation inequality and (2.16) give
‖u‖Lα+r ≤ ‖u‖θ0Lq‖u‖1−θ0Lα ≤
{
(c3m)
1
m
(∫
U
uα−s|∇u|pdx
) 1
α−s+p
+ c
1
m
4 ‖u‖Lm
}θ0‖u‖1−θ0Lα .
Raising both sides to the power α+ r and applying inequality (2.1) for exponent θ0(α+ r) yield∫
U
uα+rdx ≤ 2θ0(α+r)
{
(c3m)
θ0(α+r)
m
(∫
U
uα−s|∇u|pdx
) θ0(α+r)
α−s+p
+ c
θ0(α+r)
m
4 ‖u‖θ0(α+r)Lm
}
‖u‖(1−θ0)(α+r)Lα
= 2θ0(α+r)(c3m)
θ0(α+r)
m ‖u‖(1−θ0)(α+r)Lα
(∫
U
uα−s|∇u|pdx
)θ
+ 2θ0(α+r)c
θ0(α+r)
m
4 ‖u‖(1−θ0)(α+r)Lα ‖u‖θ0(α+r)Lm ,
(2.18)
where
θ =
θ0(α+ r)
α− s+ p which is the same as in (2.8). (2.19)
Since α > n(r+s−p)p , we have θ ∈ (0, 1). Then applying Young’s inequality to the first term on the
right-hand side of (2.18) with powers 1θ and
1
1−θ , we obtain∫
U
uα+rdx ≤ ε
∫
U
uα−s|∇u|pdx+ ε− θ1−θ 2
θ0(α+r)
1−θ (c3m)
θ0(α+r)
m
1
1−θ ‖u‖(1−θ0)(α+r)
1
1−θ
Lα
+ 2θ0(α+r)c
θ0(α+r)
m
4 ‖u‖(1−θ0)(α+r)Lα ‖u‖θ0(α+r)Lm . (2.20)
Since α ≥ p−sp−1 , then m ≤ α. By applying Ho¨lder’s inequality to bound the Lm-norm of u on
the right-hand side of (2.20) by |U | 1m− 1α ‖u‖Lα , we obtain∫
U
|u|α+rdx ≤ ε
∫
U
|u|α−s|∇u|pdx+ ε− θ1−θ 2
θ0(α+r)
1−θ (c3m)
θ0(α+r)
m
1
1−θ ‖u‖(1−θ0)(α+r)
1
1−θ
Lα
+ 2θ0(α+r)c
θ0(α+r)
m
4 |U |θ0(α+r)(
1
m
− 1
α
)‖u‖α+rLα . (2.21)
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Re-calculations of the powers:
θ0(α+ r) = θ(α− s+ p), θ0(α+ r)/m = θp,
(1− θ0)(α + r) 1
1− θ =
(
1− θα− s+ p
α+ r
)α+ r
1− θ =
(1− θ)α+ r + θ(s− p)
1− θ
= α+
r + θ(s− p)
1− θ = α+ µ1,
θ0(α+ r)(
1
m
− 1
α
) = θ(α− s+ p)
( p
α− s+ p −
1
α
)
=
θ(α(p− 1) + s− p)
α
.
Thus, inequality (2.7) follows (2.21).
(iii) Define
r =
s− p
p− 1 . (2.22)
Given ε > 0. First, we apply inequality (2.6), and then estimate the last integral
∫
U |u|α+rdx
in (2.6) by using (2.7) with the parameter ε in (2.7) being set as
ε(c2α)
− p
p−1 ε
1
p−1 = ε
p
p−1 (c2α)
− p
p−1 = (ε−1c2α)
− p
p−1 .
This results in∫
Γ
uαdσ ≤ 2ε
∫
U
uα−s|∇u|pdx+ c1
∫
U
uαdx
+ (c2α)
p
p−1 ε
− 1
p−1 (ε−1c2α)
p
p−1
θ
1−θ 2
θ(α+s−p)
1−θ (c3m)
θp
1−θ ‖u‖α+µ1Lα
+ ε−
1
p−1 (c2α)
p
p−12θ(α−s+p)cθp4 |U |
θ(α(p−1)+s−p)
α ‖u‖α+rLα ,
where θ is defined in (2.8), which is the same as in (2.10) since r is now specified by (2.22).
Therefore (2.9) follows. Finally, we check the conditions on the exponents in (i) and (ii) to validate
our calculations. Since α ≥ s > p > 1, we have r > 0, (p − s)/(p − 1) < 0, and only need to check
α > n(r+s−p)p . With r defined by (2.22), this, in fact, is α > n(s− p)/(p − 1), which is already one
of the assumptions on α. The proof is complete.
In our particular case, we have following lemma. Define
δ = 1− λ ∈ [0, 1), α∗ = n(a− δ)/(2 − a) and µ0 = a− δ
1− a. (2.23)
Lemma 2.2. Assume a > δ, α ≥ 2− δ and α > nµ0. Let c∗ = max{c1, c2, c3, c4} with c1, c2, c3, c4
in Lemma 2.1, and
θ = θα
def
=
1
(1− a)(α/α∗ − 1) ∈ (0, 1). (2.24)
Then one has for any ε > 0 that∫
Γ
|u|αdσ ≤ 2ε
∫
U
|u|α+δ−2|∇u|2−adx+ c∗‖u‖αLα(U)
+D3,αε
− 1
1−a ‖u‖α+µ0Lα(U) +D4,αε−µ2‖u‖α+µ1Lα(U),
(2.25)
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where
µ1 = µ1,α
def
=
µ0(1 + θ(1− a))
1− θ , µ2 = µ2,α
def
=
1
1− a +
θ(2− a)
(1− θ)(1− a) , (2.26)
D3,α = 2
θ(α+δ−a)c
(2−a)(1+θ(1−a))
1−a∗ α
2−a
1−a |U | (1−a)(α+µ0)θα , (2.27)
D4,α = 2
θ(α+δ−a)
1−θ (c∗α)
(2−a)(1+θ(1−a))
(1−a)(1−θ) . (2.28)
Proof. We apply inequality (2.9) in Lemma 2.1 to p = 2−a and s = 2−δ. We recalculate exponents
for these particular values. Note, α− s+ p = α+ δ − a. Then from (2.8) and (2.22),
m =
α+ δ − a
2− a , r =
s− p
p− 1 =
a− δ
1− a = µ0.
Also, θ in (2.10) becomes (2.24), the number µ1 in (2.8) is the same as in (2.26). The exponent
of |U | is θ(α(1 − a) + a − δ)/α = θ(α(1 − a) + (1 − a)µ0)/α = (1 − a)θ(α+ µ0)/α. The exponent
of ε−1 in the last term of (2.9) is µ2. Also using the fact c1, c2, c3, c4 ≤ c∗ and m ≤ α, we have
D1,α ≤ D3,α and D2,α ≤ D4,α. Therefore, we obtain (2.25) from (2.9).
Next is a parabolic multiplicative Sobolev inequality.
Lemma 2.3. Assume
α ≥ 2− δ and α > α∗. (2.29)
If T > 0, then
( ∫ T
0
∫
U
|u|καdxdt
) 1
κα ≤ (c5α2−a)
1
κα
(∫ T
0
∫
U
|u|α+δ−adxdt+
∫ T
0
∫
U
|u|α+δ−2|∇u|2−adxdt
) θ˜
α+δ−a
· sup
t∈[0,T ]
( ∫
U
|u(x, t)|αdx
) 1−θ˜
α
,
(2.30)
where c5 ≥ 1 is independent of α and T, and
θ˜ = θ˜α
def
=
1
1 + α(2−a)n(α+δ−a)
, κ = κ(α)
def
= 1 +
2− a
n
− a− δ
α
= 1 + (a− δ)( 1
α∗
− 1
α
). (2.31)
In case U = BR - a ball of radius R - one has
(∫ T
0
∫
BR
|u|καdxdt
) 1
κα ≤ [c6(1 +R−1)2−aα2−a]
1
κα
·
[ ∫ T
0
∫
BR
|u|α+δ−adxdt+
∫ T
0
∫
BR
|u|α+δ−2|∇u|2−adxdt
] θ˜
α+δ−a
· sup
t∈[0,T ]
(∫
BR
|u(x, t)|αdx
) 1−θ˜
α
, (2.32)
where c6 ≥ 1 independent of α, R and T .
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Proof. Note that by definition of κ and θ˜ we have 1κα =
θ˜
p0
+ 1−θ˜α , where p0 =
n(α+δ−a)
n−(2−a) . Then
interpolation inequality gives( ∫
U
|u|καdx
) 1
κα ≤
(∫
U
|u|p0dx
) θ˜
p0 ·
(∫
U
|u|αdx
) 1−θ˜
α
. (2.33)
We estimate the first integral on the right-hand side of (2.33). We recall the following Sobolev’s
inequality
‖w‖L(2−a)∗ ≤ c7
(∫
U
|w|2−adx+
∫
U
|∇w|2−adx
) 1
2−a
,
where (2 − a)∗ is the Sobolev conjugate of 2 − a, and c7 ≥ 1 is independent of α. Applying this
inequality to w = |u|m with m = α+δ−a2−a ≥ 1, we obtain( ∫
U
|u|
n(α+δ−a)
n−(2−a) dx
) 1
(2−a)∗ ≤ c7
(∫
U
|u|α+δ−adx+m2−a
∫
U
|u|α+δ−2|∇u|2−adx
) 1
2−a
. (2.34)
Note that καθ˜ = α + δ − a and (2 − a)∗/p0 = (2 − a)/(α + δ − a). Then raising both sides of
inequality (2.34) by (2− a)∗καθ˜/p0 = 2− a results in(∫
U
|u|p0dx
)καθ˜
p0 ≤ c2−a7
(∫
U
|u|α+δ−adx+m2−a
∫
U
|u|α+δ−2|∇u|2−adx
)
. (2.35)
Raising both sides of (2.33) to the power κα, and using inequality (2.35), we get∫
U
|u|καdx ≤ (c7m)2−a
(∫
U
|u|α+δ−adx+m2−a
∫
U
|u|α+δ−2|∇u|2−adx
)( ∫
U
|u|αdx
)(1−θ˜)κ
.
Integrating this inequality in t from 0 to T and taking the supremum of the last integral for
t ∈ [0, T ] yield∫ T
0
∫
U
|u|καdxdt ≤ (c7m)2−a
(∫ T
0
∫
U
|u|α+δ−adxdt+
∫ T
0
∫
U
|u|α+δ−2|∇u|2−adxdt
)
· sup
t∈[0,T ]
( ∫
U
|u(x, t)|αdx
)(1−θ˜)κ
.
Taking both sides to the power 1κα =
θ˜
α+δ−a , we have( ∫ T
0
∫
U
|u|καdxdt
) 1
κα ≤ (c7m)
2−a
κα
(∫ T
0
∫
U
|u|α+δ−adxdt+
∫ T
0
∫
U
|u|α+δ−2|∇u|2−adxdt
) θ˜
α+δ−a
· sup
t∈[0,T ]
( ∫
U
|u(x, t)|αdx
) 1−θ˜
α
.
Note that m < α, then we obtain (2.30) with c5 = c
2−a
7 .
Consider the case U = BR. The Sobolev inequality for BR is
‖w‖L(2−a)∗ (BR) ≤ c8R−1
(∫
BR
|w|2−adx
) 1
2−a
+ c8
(∫
BR
|∇w|2−adx
) 1
2−a
, (2.36)
where c8 ≥ 1 is independent of R. Repeating the above proof with c7 replaced by c8(1 +R−1), we
obtain (2.30) with c5 replaced by [c8(1+R
−1)]2−a. Therefore, we obtain (2.32) with c6 = c2−a8 .
It is noteworthy that the explicit exponents and constants in Lemmas 2.2 and 2.3 play an
important role in Moser’s iterations in sections 5 and 6.
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3 Lα-estimates
We start studying problem (1.26). Hereafter, u(x, t) denotes a non-negative solution of (1.26).
Regarding the nonlinearity of the PDE in (1.26), we recall that the function K(ξ) has the
following properties: it is decreasing in ξ, maps [0,∞) onto (0, 1a0 ], and
d1
(1 + ξ)a
≤ K(ξ) ≤ d2
(1 + ξ)a
, (3.1)
d3(ξ
2−a − 1) ≤ K(ξ)ξ2 ≤ d2ξ2−a, (3.2)
where d1, d2, d3 are positive constants depending on g(s). (See [2] for the proof.)
Notation. The symbol C denotes a generic positive constant with varying values in different
places, while C1, C2, . . . and c1, c2, . . . have their values fixed. The constants C, Cˆ, Ci, cj , for i, j =
1, 2, 3, . . . , used in calculations can, otherwise stated, implicitly depend on number λ, function g,
the space dimension n, and U . We also use the positive and negative parts notation f+ = max{f, 0}
and f− = max{−f, 0}, and brief notation ‖ϕ(t)‖L∞(Γ) for ‖ϕ(·, t)‖L∞(Γ).
Recall δ, α∗ and µ0 are defined in (2.23). We assume hereafter that
a > δ, i.e., the number µ0 is positive. (3.3)
The case a ≤ δ is much simpler, see Remark 3.2 below. We begin with a differential inequality
for
∫
U u
αdx.
Lemma 3.1. Assume α ≥ 2− δ and α > nµ0. Then
d
dt
∫
U
uα(x, t)dx+C1
∫
U
|∇u(x, t)|2−auα+δ−2(x, t)dx ≤ C‖u(t)‖α+δ−2Lα(U) +C‖ϕ−(t)‖L∞(Γ)‖u(t)‖αLα(U)
+ C‖ϕ−(t)‖
2−a
1−a
L∞(Γ)‖u(t)‖α+µ0Lα(U) + C‖ϕ−(t)‖
2−a
(1−a)(1−θ)
L∞(Γ) ‖u(t)‖α+µ1Lα(U), (3.4)
with µ1 and θ in Lemma 2.2, where the positive constants C1 = C1,α and C > 0 depend on α.
Consequently, there is C2 = C2,α > 0 such that
d
dt
∫
U
uαdx+ C1
∫
U
|∇u|2−auα+δ−2dx ≤ C2
(
1 + ‖ϕ−(t)‖
2−a
(1−a)(1−θ)
L∞(Γ)
)(
1 +
∫
U
uαdx
)1+µ1/α
. (3.5)
Proof. Multiplying both sides of the first equation in (1.26) by uα+δ−1, integrating over domain U ,
and using integration by parts, we have
λ
α
d
dt
∫
U
uαdx =
∫
U
∇ · (K(|∇u|)∇u) uα+δ−1dx
= −(α− λ)
∫
U
K(|∇u|)|∇u|2uα+δ−2dx+
∫
Γ
K(|∇u|)∂u
∂~ν
uα+δ−1dσ
= −(α− λ)
∫
U
K(|∇u|)|∇u|2uα+δ−2dx−
∫
Γ
uαϕdσ. (3.6)
Using relation K(ξ)ξ2 ≥ d3(ξ2−a − 1) in (3.2), one has
−
∫
U
K(|∇u|)|∇u|2uα+δ−2dx ≤ −d3
∫
U
|∇u|2−auα+δ−2dx+ d3
∫
U
uα+δ−2dx
≤ −d3
∫
U
|∇u|2−auα+δ−2dx+ C‖u‖α+δ−2Lα . (3.7)
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Estimate the last integral of (3.6) by using the trace theorem in Lemma 2.2, we have
−
∫
Γ
uαϕdσ ≤
∫
Γ
uαϕ−dσ ≤ ‖ϕ−‖L∞(Γ)
∫
Γ
uαdσ
≤ ‖ϕ−‖L∞(Γ)
{
2ε
∫
U
|u|α+δ−2|∇u|2−adx+ C‖u‖αLα(U) + Cε−
1
1−a ‖u‖α+µ0Lα(U) + Cε−µ2‖u‖α+µ1Lα(U)
}
.
(3.8)
Combining (3.6),(3.7) and (3.8), we have
λ
α
d
dt
∫
U
uαdx ≤ −(α− λ)d3
∫
U
|∇u|2−auα+δ−2dx+ C‖u‖α+δ−2Lα + ‖ϕ−‖L∞(Γ)
·
{
2ε
∫
U
|u|α+δ−2|∇u|2−adx+ C‖u‖αLα(U) + Cε−
1
1−a ‖u‖α+µ0Lα(U) + Cε−µ2‖u‖α+µ1Lα(U)
}
. (3.9)
The case ‖ϕ−(t)‖L∞(Γ) = 0, inequality (3.4) immediately follows (3.9). Consider ‖ϕ−(t)‖L∞(Γ) 6= 0.
Select ε = d34‖ϕ−‖L∞(Γ) in (3.9). Then we obtain
λ
α
d
dt
∫
U
uαdx ≤ −(α− λ− 1
2
)d3
∫
U
|∇u|2−auα+δ−2dx+ C‖u‖α+δ−2Lα(U) + C‖ϕ−‖L∞(Γ)‖u‖αLα(U)
+ C‖ϕ−‖
2−a
1−a
L∞(Γ)‖u‖
α+µ0
Lα(U) + C‖ϕ−‖
µ2+1
L∞(Γ)‖u‖
α+µ1
Lα(U). (3.10)
Note that µ2 + 1 =
2−a
(1−a)(1−θ) . Multiplying both sides of (3.10) by α/λ, we get inequality (3.4).
Now, we prove (3.5). Denote β = 1 + µ1/α. Note that, on the right-hand side of (3.4), the
maximum power of ‖u‖Lα is α+µ1 = αβ, and the maximum power of ‖ϕ−‖L∞(Γ) is 2−a(1−a)(1−θ) . By
applying inequality (2.5),
‖u‖α+δ−2Lα(U) , ‖u‖αLα(U), ‖u‖
α+µ0
Lα(U) ≤ 1 + ‖u‖
αβ
Lα ,
‖ϕ−‖L∞(Γ), ‖ϕ−‖
2−a
1−a
L∞(Γ) ≤ 1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) .
Therefore, it follows from (3.4) that
d
dt
∫
U
uαdx+ C1
∫
U
|∇u|2−auα+δ−2dx ≤ C(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )(1 + ‖u‖αβLα)
≤ C(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )(1 + ‖u‖αLα)β .
Thus, inequality (3.5) follows.
Remark 3.2. In case a ≤ δ, by combining (3.6) and the simple trace inequality (2.6), we can find
λ
α
d
dt
∫
U
uαdx =
∫
U
∇ · (K(|∇u|)∇u) uα+δ−1dx
= −C1
∫
U
K(|∇u|)|∇u|2uα+δ−2dx+Cϕ
(∫
U
|u|αdx+
∫
U
|u|α+µ0dx
)
, (3.11)
where Cϕ > 0 depends on the function ϕ. Since µ0 ≤ 0 in this case, we can apply Ho¨lder’s inequality
and easily derive a differential inequality for
∫
U u
αdx, and consequently obtain its estimates. Hence,
there is no need to use more involved trace inequality (2.9), which is essential in the proof of Lemma
3.1 for the case a > δ. Therefore, we refer to a > δ as the super-critical case, and a < δ as the
sub-critical case. Note that papers [23,30] fall into the latter case.
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We now have local (in time) estimates for solutions.
Theorem 3.3. Assume α ≥ 2− δ and α > nµ0.
(i) If T > 0 satisfies ∫ T
0
(1 + ‖ϕ−(t)‖
2−a
(1−a)(1−θ)
L∞(Γ) )dt <
1
C3
(
1 +
∫
U
uα0 (x)dx
)−µ1/α
, (3.12)
where C3 = C3,α
def
= C2µ1/α > 0, then for all t ∈ (0, T ]:∫
U
uα(x, t)dx ≤
{(
1 +
∫
U
uα0 (x)dx
)−µ1/α − C3 ∫ t
0
(1 + ‖ϕ−(τ)‖
2−a
(1−a)(1−θ)
L∞(Γ) )dτ
}− α
µ1 . (3.13)
(ii) Consequently, if T > 0 satisfies∫ T
0
(1 + ‖ϕ−(t)‖
2−a
(1−a)(1−θ)
L∞(Γ) )dt ≤
1− 2−µ1/α
C3
(
1 +
∫
U
uα0 (x)dx
)−µ1/α
, (3.14)
then ∫
U
uα(x, t)dx ≤ 2
(
1 +
∫
U
uα0 (x)dx
)
for all t ∈ (0, T ], (3.15)
∫ T
0
∫
U
uα+δ−2(x, t)|∇u(x, t)|2−adxdt ≤ C
(
1 +
∫
U
uα0 (x)dx
)
, (3.16)
where C > 0 depends on α.
Proof. (i) Let V (t) = 1 +
∫
U u
α(x, t)dx. Then inequality (3.5) can be written as
d
dt
V (t) ≤ C2(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )V (t)
1+µ1/α. (3.17)
Solving this differential inequality gives
V (t) ≤
{
V (0)−µ1/α − µ1C2
α
∫ t
0
(1 + ‖ϕ−(τ)‖
2−a
(1−a)(1−θ)
L∞(Γ) )dτ
}−α/µ1
,
for all t ∈ (0, T ], with T > 0 satisfying (3.12). Hence we have (3.13).
(ii) When T > 0 satisfies (3.14), inequality (3.15) easily follows (3.13).
Integrating inequality (3.5) in time and using (3.15), we have∫ T
0
∫
U
uα+δ−2(x, t)|∇u(x, t)|2−adxdt
≤ C
∫
U
uα0 (x)dx+ C
∫ T
0
(
1 +
∫
U
uα(x, t)dx
)1+µ1/α(
1 + ‖ϕ−(t)‖
2−a
(1−a)(1−θ)
L∞(Γ)
)
dt.
≤ C
∫
U
uα0 (x)dx+ C
(
1 +
∫
U
uα0 (x)dx
)1+µ1/α ∫ T
0
(
1 + ‖ϕ−(t)‖
2−a
(1−a)(1−θ)
L∞(Γ)
)
dt.
Combining this with the bound (3.14) for the last integral, we obtain (3.16).
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4 Gradient estimates
In this section, we estimate
∫
U |∇u|2−a(x, t)dx for t > 0. Same as in [2], we will use the following
function
H(ξ) =
∫ ξ2
0
K(
√
s)ds for ξ ≥ 0. (4.1)
The function H(ξ) can be compared with ξ and K(ξ) by
K(ξ)ξ2 ≤ H(ξ) ≤ 2K(ξ)ξ2, (4.2)
and hence, as a consequence of (3.2) and (4.2), we have
d3(ξ
2−a − 1) ≤ H(ξ) ≤ 2d2ξ2−a. (4.3)
Proposition 4.1. Assume
α > max{nµ0, λ+ 1 + µ0}. (4.4)
If t > 0 then∫ t
0
∫
U
u1−λ|(uλ)t|2dxdτ +
∫
U
|∇u(x, t)|2−adx
≤ CE0 + CK(t) + C
∫ t
0
(
1 + ‖ϕ−(τ)‖
2−a
(1−a)(1−θ)
L∞(Γ)
)(
1 + ‖u(τ)‖α+µ1Lα(U)
)
dτ, (4.5)
where C > 0 depends on α,
E0 =
∫
U
uα0 (x)dx+
∫
U
|∇u0(x)|2−adx+
∫
Γ
uλ+10 (x)ϕ
+(x, 0)dσ, (4.6)
K(t) = 1 + ‖ϕ−(t)‖µ3L∞(Γ) +
∫ t
0
∫
Γ
|ϕt(x, τ)|
α
α−λ−1dσdτ, (4.7)
with
µ3 = µ3,α
def
=
(2− a)α
(1− a)(α− (λ+ 1 + µ0)) .
Proof. Multiplying both sides of the PDE in (1.26) by ut =
1
λ(u
λ)tu
1−λ, integrating over U and
using the boundary condition, we obtain
1
λ
∫
U
ut(u
λ)tdx+
1
2
d
dt
∫
U
H(|∇u(x, t)|)dx = −
∫
Γ
ϕuλutdσ
= − 1
λ+ 1
d
dt
∫
Γ
uλ+1ϕdσ +
1
λ+ 1
∫
Γ
uλ+1ϕtdσ.
(4.8)
Multiplying the equation by λ+ 1, and applying Young’s inequality to the last integral yield
λ+ 1
λ
∫
U
u1−λ[(uλ)t]2dx+
d
dt
(λ+ 1
2
∫
U
H(|∇u(x, t)|)dx +
∫
Γ
uλ+1ϕdσ
)
=
∫
Γ
uλ+1ϕtdσ
≤
∫
Γ
uαdσ +
∫
Γ
|ϕt|
α
α−λ−1dσ. (4.9)
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To estimate the second to last boundary integral, we use the trace inequality (2.25) in Lemma 2.2:∫
Γ
|u|αdσ ≤ 2ε
∫
U
|u|α+δ−2|∇u|2−adx+ C‖u‖αLα(U) +Cε−
1
1−a ‖u‖α+µ0Lα(U) +Cε−µ2‖u‖α+µ1Lα(U),
for any ε > 0. Using this inequality in (4.9), we have
λ+ 1
λ
∫
U
u1−λ(uλ)2t dx+
d
dt
(λ+ 1
2
∫
U
H(|∇u(x, t)|)dx +
∫
Γ
uλ+1ϕdσ
)
≤ 2ε
∫
U
|u|α+δ−2|∇u|2−adx+ C‖u‖αLα(U) + Cε−
1
1−a ‖u‖α+µ0Lα(U)
+Cε−µ2‖u‖α+µ1Lα(U) +
∫
Γ
|ϕt|
α
α−λ−1dσ.
(4.10)
Define
E(t) = λ+ 1
2
∫
U
H(|∇u(x, t)|)dx +
∫
Γ
uλ+1ϕdσ +
∫
U
uαdx. (4.11)
Adding (3.4) to (4.10) yields
λ+ 1
λ
∫
U
u1−λ(uλ)2tdx+
d
dt
E(t) + (C1 − 2ε)
∫
U
|u|α+δ−2|∇u|2−adx
≤ C(1 + ‖ϕ−‖L∞(Γ))‖u‖αLα(U) + C‖u‖α+δ−2Lα(U) + C(ε−
1
1−a + ‖ϕ−‖
2−a
1−a
L∞(Γ))‖u‖α+µ0Lα(U)
+C(ε−µ2 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )‖u‖
α+µ1
Lα(U) +
∫
Γ
|ϕt|
α
α−λ−1dσ. (4.12)
Choosing ε sufficiently small such that C1 − 2ε > 0, we derive
λ+ 1
λ
∫
U
u1−λ(uλ)2tdx+
d
dt
E(t) ≤ C(1 + ‖ϕ−‖L∞(Γ))‖u‖αLα(U) + C‖u‖α+δ−2Lα(U)
+ C(1 + ‖ϕ−‖
2−a
1−a
L∞(Γ))‖u‖α+µ0Lα(U) + C(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )‖u‖α+µ1Lα(U) +
∫
Γ
|ϕt|
α
α−λ−1dσ.
Note that α + δ − 2 < α < α + µ0 < α + µ1 and 1 < 2−a1−a < 2−a(1−a)(1−θ) . We apply Young’s
inequality for each norm on the right-hand side and obtain
λ+ 1
λ
∫
U
u1−λ(uλ)2t dx+
d
dt
E(t) ≤ C
∫
Γ
|ϕt|
α
α−λ−1dσ + C(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) ) · (1 + ‖u‖
α+µ1
Lα(U)).
Let t ∈ (0, T ). Integrating both sides of previous inequality in t, we obtain
λ+ 1
λ
∫ t
0
∫
U
u1−λ(uλ)2t dxdτ +
λ+ 1
2
∫
U
H(|∇u(x, t)|)dx +
∫
U
uαdx
≤ E(0) −
∫
Γ
uλ+1ϕdσ + C
∫ t
0
∫
Γ
|ϕt|
α
α−λ−1dσdτ + C
∫ t
0
(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )(1 + ‖u‖α+µ1Lα(U))dτ.
For the first integral on the right-hand side, applying inequality (2.6) in Lemma 2.1 with α = s =
λ+ 1 = 2− δ and p = 2− a, we have
−
∫
Γ
uλ+1ϕdσ ≤ ‖ϕ−‖L∞
∫
Γ
uλ+1dσ
≤ ‖ϕ−‖L∞
{
ε
∫
U
|∇u|2−adx+C
∫
U
|u|λ+1dx+ Cε− 11−a
∫
U
|u|λ+1+µ0dx
}
,
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for any ε > 0. Now, using H(|∇u|) ≥ C(|∇u|2−a − 1) from (4.3) and applying Young’s inequality
to the last two integrals with α > λ+ 1 + µ0 we obtain
−
∫
Γ
uλ+1ϕdσ ≤ C8ε‖ϕ−‖L∞(Γ)
∫
U
(H(|∇u(x, t)|) + 1)dx
+ (
1
4
∫
U
uαdx+ C‖ϕ−‖
α
α−λ−1
L∞(Γ) ) + (
1
4
∫
U
uαdx+ C{ε− 11−a ‖ϕ−‖L∞(Γ)}
α
α−λ−1−µ0 ).
Selecting ε = λ+14C8(1+‖ϕ−‖L∞) , we obtain
λ+ 1
λ
∫ t
0
∫
U
u1−λ(uλ)2t dxdτ +
λ+ 1
4
∫
U
H(|∇u(x, t)|)dx + 1
2
∫
U
uαdx
≤ E(0) +C + C‖ϕ−‖
α
α−λ−1
L∞(Γ) + C{(1 + ‖ϕ−‖L∞(Γ))
1
1−a ‖ϕ−‖L∞(Γ)}
α
α−λ−1−µ0
+ C
∫ t
0
∫
Γ
|ϕt|
α
α−λ−1dσdτ + C
∫ t
0
(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )(1 + ‖u‖α+µ1Lα(U))dτ
which gives∫ t
0
∫
U
u1−λ(uλ)2t dxdτ +
∫
U
H(|∇u(x, t)|)dx
≤ C
{
E(0) +K1(t) +
∫ t
0
(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )(1 + ‖u‖α+µ1Lα(U))dτ
}
, (4.13)
where
K1(t) = 1 + ‖ϕ−(t)‖
(2−a)α
(1−a)(α−λ−1−µ0)
L∞ + ‖ϕ−(t)‖
α
α−λ−1
L∞ +
∫ t
0
∫
Γ
|ϕt|
α
α−λ−1dσdτ.
Note that E(0) ≤ CE0 and, by Young’s inequality, K1(t) ≤ CK(t). Hence, we obtain from (4.13)∫ t
0
∫
U
u1−λ(uλ)2t dxdτ +
∫
U
H(|∇u(x, t)|)dx
≤ CE0 + CK(t) + C
∫ t
0
(1 + ‖ϕ−‖
2−a
(1−a)(1−θ)
L∞(Γ) )(1 + ‖u‖α+µ1Lα(U))dτ.
(4.14)
Last, using relation between H(x, t) and |∇u| again in (4.14), we obtain (4.5).
Now, we combine Theorem 3.3 and Proposition 4.1 to obtain a gradient estimate in terms of
initial and boundary data.
Theorem 4.2. Assume (4.4). If T > 0 satisfies (3.14) then for all t ∈ (0, T ], one has∫ t
0
∫
U
u1−λ|(uλ)t|2dxdτ +
∫
U
|∇u(x, t)|2−adx ≤ CE0 + CK(t), (4.15)
where E0 and K(t) are defined in Proposition 4.1, and C > 0 depends on α,
Proof. Using (3.15) to estimate the Lα-norm of u in (4.14), we get∫ t
0
∫
U
u1−λ(uλ)2t dxdτ +
∫
U
|∇u|2−adx ≤ CE0 +CK(t)
+C
(
1 +
∫
U
uα0 (x)dx
)α+µ1
α
∫ t
0
(1 + ‖ϕ−(τ)‖
2−a
(1−a)(1−θ)
L∞(Γ) )dτ.
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By using (3.14) to bound the last integral, we obtain∫ t
0
∫
U
u1−λ(uλ)2t dxdτ +
∫
U
|∇u|2−adx ≤ CE0 + CK(t) + C
(
1 +
∫
U
uα0 (x)dx
)
.
Then (4.15) follows.
5 Interior L∞-estimates
In this section, we estimate the L∞-norm of the solution in the interior of the domain by using
Moser’s iteration.
Lemma 5.1. Assume α ≥ 2− δ. Suppose BR and Bρ, with R > ρ > 0, are two concentric balls in
a compact subset of U . If T > T2 > T1 ≥ 0 then
sup
t∈[T2,T ]
∫
Bρ
uα(x, t)dx +
∫ T
T2
∫
Bρ
|∇u|2−auα+δ−2dxdt ≤ CαS, (5.1)
where
S =
∫ T
T1
∫
BR
uαdxdt+
( ∫ T
T1
∫
BR
uαdxdt
)α+δ−2
α
, (5.2)
Cα = Cα(ρ,R, T1, T2, T ) def= c9α2(1 + |BR|T )
(
1 +
1
T2 − T1 +
1
(R − ρ)2−a
)
, (5.3)
with c9 ≥ 1 independent of U , α, ρ, R, T1, T2, T .
Proof. Let ξ(x, t) = ξ1(|x|)ξ2(t) be the the cut-off function which is 1 on Bρ × (T2, T ) and has
compact support in BR × (T1, T ). More specifically, ξ1(|x|), ξ2(t) ∈ [0, 1] and satisfy
ξ1(|x|) =
{
1 if |x| < ρ,
0 if |x| > R, and ξ2(t) =
{
0 if 0 ≤ t ≤ T1,
1 if T2 < t < T.
Also, there is C > 0 such that
|ξt| ≤ C
T2 − T1 and |∇ξ| ≤
C
R− ρ. (5.4)
In the calculations within this proof, notation C denotes a generic constant independent of α, ρ,
R, T1, T2, T .
Recall that δ = 1 − λ. Multiplying the PDE in (1.26) by uα+δ−1ξ2, integrating over U , and
using integration by parts, we obtain
λ
∫
U
uα−1ξ2
∂u
∂t
dx =
∫
U
∇ · (K(|∇u|)∇u)uα+δ−1ξ2dx
= −(α− λ)
∫
U
K(|∇u|)|∇u|2uα+δ−2ξ2dx− 2
∫
U
K(|∇u|)∇u · ∇ξuα+δ−1ξdx.
Using properties (3.2), resp., (3.1) of function K(·) in the first, resp., second integral on the right-
hand side of the last identity, we find
λ
∫
U
uα−1ξ2
∂u
∂t
dx ≤ −d3(α− λ)
∫
U
|∇u|2−auα+δ−2ξ2dx+ d3(α− λ)
∫
U
uα+δ−2ξ2dx
+ 2d2
∫
U
|∇u|1−a|u|α+δ−1ξ|∇ξ|dx.
(5.5)
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Let ε > 0. Applying Young’s inequality to the last integral of (5.5), for conjugate exponents
2−a
1−a and 2− a, we have
λ
∫
U
∂uα
∂t
ξ2dx ≤ −d3(α− λ)
∫
U
|∇u|2−auα+δ−2ξ2dx+ d3(α− λ)
∫
U
uα+δ−2ξ2dx
+ ε
∫
U
|∇u|2−a|u|α+δ−2ξ2dx+ Cεa−1
∫
U
|u|α+δ−aξa|∇ξ|2−adx.
Choosing ε = d3(α−λ)2 , we then have
λ
α
d
dt
∫
U
uαξ2dx− 2λ
α
∫
U
uαξξtdx ≤ −d3(α− λ)
2
∫
U
|∇u|2−auα+δ−2ξ2dx
+C(α− λ)
∫
U
uα+δ−2ξ2dx+
C
(α− λ)(1−a)
∫
U
|u|α+δ−aξa|∇ξ|2−adx.
Then integrating the inequality in time from 0 to t gives
λ
α
∫
U
uα(x, t)ξ2(x, t)dx+
d3(α− λ)
2
∫ t
0
∫
U
|∇u|2−auα+δ−2ξ2dxdτ
≤ 2λ
α
∫ t
0
∫
U
uαξ|ξt|dxdτ + C(α− λ)
∫ t
0
∫
U
uα+δ−2ξ2dxdτ
+
C
(α− λ)(1−a)
∫ t
0
∫
U
|u|α+δ−aξa|∇ξ|2−adxdτ. (5.6)
Using (5.4) to estimate ξt and ∇ξ on the right-hand side of (5.6), the bound and support of ξ(x, t),
we have
J
def
=
λ
α
sup
t∈[T2,T ]
∫
Bρ
uα(x, t)dx +
d3(α− λ)
2
∫ T
T2
∫
Bρ
|∇u|2−auα+δ−2dxdτ
≤ λC
α(T2 − T1)
∫ T
T1
∫
BR
uαdxdτ + C(α− λ)
∫ T
T1
∫
BR
uα+δ−2dxdτ
+
C
(α− λ)1−a(R− ρ)2−a
∫ T
T1
∫
BR
uα+δ−adxdτ.
Note that λ ≤ 1 and α− λ ≥ 1. We then have
J ≤ C
T2 − T1
∫ T
T1
∫
BR
uαdxdτ + C(α− λ)
∫ T
T1
∫
BR
uα+δ−2dxdτ +
C
(R− ρ)2−a
∫ T
T1
∫
BR
|u|α+δ−adxdτ.
Inequality (2.4) gives uα+δ−a ≤ uα+δ−2 + uα, hence
J ≤ C(α− λ)
[
1 +
1
T2 − T1 +
1
(R− ρ)2−a
]
· J1,
where J1 =
∫ T
T1
∫
BR
uαdxdτ +
∫ T
T1
∫
BR
uα+δ−2dxdτ . Therefore,
sup
t∈[T2,T ]
∫
Bρ
uα(x, t)dx ≤ Cα2
[
1 +
1
T2 − T1 +
1
(R− ρ)2−a
]
· J1, (5.7)
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∫ T
T2
∫
Bρ
|∇u|2−auα+δ−2dxdτ ≤ C
[
1 +
1
T2 − T1 +
1
(R− ρ)2−a
]
· J1. (5.8)
Applying Ho¨lder’s inequality to the second integral of J1 using exponents
α
α+δ−2 and
α
2−δ we have
J1 ≤ (1 + (|BR|T )
2−δ
α )S ≤ 2(1 + |BR|T )S. (5.9)
Hence estimate (5.1) follows from (5.7), (5.8) and (5.9).
Proposition 5.2. Assume (2.29). Let BR, Bρ, and T , T2, T1 and Cα be as in Lemma 5.1. Then
‖u‖Lκα(Bρ×(T2,T )) ≤ A
1
α
α
(
‖u‖rLα(BR×(T1,T )) + ‖u‖sLα(BR×(T1,T ))
) 1
α
, (5.10)
where κ is defined in (2.31),
r = r(α)
def
= α+ δ − 2, s = s(α) def= α
2
α+ δ − a, (5.11)
Aα = c10(1 + ρ
−1)2−aα6−a(1 + |BR|T )2
(
1 +
1
T2 − T1 +
1
(R− ρ)2−a
)2
, (5.12)
with c10 ≥ 1 independent of U , α, ρ, R, T1, T2, T .
Proof. Applying Sobolev inequality (2.32) to the ball Bρ in place of BR, we have
J
def
=
(∫ T
T2
∫
Bρ
|u|καdxdt
) 1
κα ≤ cˆ 1κα
{
I θ˜ · sup
t∈[T2,T ]
( ∫
Bρ
|u|αdx
)1−θ˜} 1
α
, (5.13)
where cˆ = c6(1 + ρ
−1)2−aα2−a, exponent θ˜ is defined in (2.31), and
I =
( ∫ T
T2
∫
Bρ
|u|α+δ−adxdt+
∫ T
T2
∫
Bρ
|u|α+δ−2|∇u|2−adxdt
) α
α+δ−a
.
Using (2.1), we have
I ≤ C4
( ∫ T
T2
∫
Bρ
|u|α+δ−adxdt
) α
α+δ−a
+ C4
(∫ T
T2
∫
Bρ
|u|α+δ−2|∇u|2−adxdt
) α
α+δ−a
,
where C4 = 2
α
α+δ−a . Then applying Ho¨lder’s inequality to the first integral on the right-hand side
yields
I ≤ C4(T |Bρ|)
a−δ
α+δ−a
∫ T
T2
∫
Bρ
|u|αdxdt+ C4
(∫ T
T2
∫
Bρ
|u|α+δ−2|∇u|2−adxdt
) α
α+δ−a
. (5.14)
Estimating the second integral on the right-hand side of (5.14) by (5.1), and combining with (5.13)
give
J ≤ cˆ 1κα
{(
C4(T |Bρ|)
a−δ
α+δ−aS + C4(CαS)
α
α+δ−a
)θ˜
(CαS)1−θ˜
} 1
α
≤ cˆ 1κα
{(
C4(T |Bρ|)
a−δ
α+δ−aS + C4(CαS)
α
α+δ−a + CαS
)θ˜+1−θ˜} 1
α
≤ cˆ 1κα
{(
C4(T |Bρ|)
a−δ
α+δ−a + Cα
)S + C4C αα+δ−aα S αα+δ−a} 1α .
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Note by definition (5.2) that S = yαα + yα+δ−2α , where yα =
( ∫ T
T1
∫
BR
|u|αdxdt
) 1
α
. Thus, we find
that
J ≤ cˆ 1κα
{
(C4(T |Bρ|)
a−δ
α+δ−a + Cα)(yαα + yα+δ−2α ) +C4C
α
α+δ−a
α (y
α
α + y
α+δ−2
α )
α
α+δ−a
} 1
α
≤ cˆ 1κα
{
(M1y
α
α +M1y
α+δ−2
α +M2y
α2
α+δ−a
α +M2y
(α+δ−2)α
α+δ−a
α
} 1
α
where
M1 = C4(T |Bρ|)
a−δ
α+δ−a + Cα, M2 = C4C
α
α+δ−a
α 2
α
α+δ−a = C24C
α
α+δ−a
α . (5.15)
Note that α+ δ − 2 < (α+δ−2)αα+δ−a < α < α
2
α+δ−a , then by (2.4) we have
yαα, y
(α+δ−2)α
α+δ−a
α ≤ yα+δ−2α + y
α2
α+δ−a
α .
Therefore, we obtain
J ≤ [3cˆ 1κ (M1 +M2)]
1
α (yrα + y
s
α)
1
α . (5.16)
Because a−δα+δ−a ≤ 1, αα+δ−a ≤ 2, Cα ≥ 1 + |BR|T > 1, and 1 < C4 < 4, we have
M1 +M2 ≤ C4(1 + |BR|T ) + Cα + C24C2α ≤ C4Cα + Cα + C24C2α ≤ 3C24C2α ≤ 3(4Cα)2. (5.17)
Also, cˆ
1
κ ≤ cˆ. Combining (5.16) and (5.17), we obtain
J ≤ [122cˆ C2α]
1
α (yrα + y
s
α)
1
α .
Then (5.10) follows.
Iterating relation (5.10), we obtain the following local estimate for u.
Theorem 5.3. Assume α0 > 0 such that α = α0 satisfies (2.29). Let BR, with R > 0, be a ball in
a compact subset of U , and T > 0, σ ∈ (0, 1). Then
‖u‖L∞(BR/2×(σT,T )) ≤ ĈR,T,σmax
{
‖u‖µLα0 (BR×(0,T )), ‖u‖
ν
Lα0 (BR×(0,T ))
}
, (5.18)
where
µ =
∞∏
j=0
α0κ
j
∗ − 2 + δ
α0κ
j
∗
, ν =
∞∏
j=0
α0κ
j
∗
α0κ
j
∗ + δ − a
, (5.19)
ĈR,T,σ =
[
211c10α
6−a
0 (1 +R
−1)2(1 + |BR|T )3
(
1 +
1
σT
+
1
R2−a
)2]ω
, (5.20)
with κ∗ = κ(α0) defined in (2.31), constant c10 as in Proposition 5.2, and some positive number ω
depending on α0.
Proof. For j = 0, 1, 2, . . ., let
tj = σT (1− 1
2j
), ρj =
R
2
(1 +
1
2j
), Qj = Bρj × (tj , T ),
where Bρj is the ball of radius ρj having the same center as BR. Note
tj − tj+1 = σT
2j+1
, ρj − ρj+1 = R
2j+2
, lim
j→∞
tj = σT, lim
t→∞ ρj = R/2.
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Also, κ∗ > 1. Let αj = α0κ
j
∗. Then αj ≥ α0 gives κ(αj) ≥ κ(α0) = κ∗.
Define Yj = ‖u‖Lαj (Qj). Note that (Qj)∞j=0 is a sequence of nested cylinders. By Ho¨lder’s
inequality we obtain
‖u‖Lκ∗αj (Qj+1) ≤ ‖u‖Lκ(αj )αj (Qj+1)|Qj+1|
1
κ∗αj
− 1
κ(αj )αj ≤ (1 + |Q0|)
1
κ∗αj ‖u‖
Lκ(αj )αj (Qj+1)
.
Hence applying (5.10) to α = αj , ρ = ρj+1, R = ρj , T2 = tj+1 and T1 = tj gives
Yj+1 ≤ (1 + |Q0|)
1
κ∗αj A
1
αj
αj
[
Y
r(αj)
j + Y
s(αj)
j
] 1
αj .
Using definitions in (5.11) and (5.12), we denote
rj = r(αj) = αj − 2 + δ = α0κj∗ − 2 + δ,
sj = s(αj) = α
2
j/(αj + δ − a) = α20κ2j∗ /(α0κj∗ + δ − a),
Âj = (1 + |Q0|)
1
κ∗Aαj . (5.21)
Then
Yj+1 ≤ Â
1
αj
j
(
Y
rj
j + Y
sj
j
) 1
αj . (5.22)
We estimate Âj . We have from (5.12) that
Âj ≤ c10(1 + |Q0|) · (1 + 2/R)2α6−aj (1 + |Q0|)2
{
1 +
2j+1
σT
+
(2j+2
R
)2−a}2
≤ 4c10(1 +R−1)2(1 + |Q0|)3(α0κj∗)6−a16j+2(1 +
1
σT
+
1
R2−a
)2 ≤ Aj+1R,T,σ,
where
AR,T,σ = max
{
16κ6−a∗ , 4
5c10α
6−a
0 (1 +R
−1)2(1 + |Q0|)3
(
1 +
1
σT
+
1
R2−a
)2}
.
Since κ∗ ∈ (1, 2), we actually have
AR,T,σ = 4
5c10α
6−a
0 (1 +R
−1)2(1 + |Q0|)3
(
1 +
1
σT
+
1
R2−a
)2
≥ 1. (5.23)
Therefore,
Yj+1 ≤ A
j+1
αj
R,T,σ
[
Y
rj
j + Y
sj
j
] 1
αj ∀j ≥ 0. (5.24)
Since κ∗ > 1, we clearly have
∑∞
j=0(j + 1)/αj converges to a positive number. Note also that
0 <
∞∑
j=0
ln
sj
αj
=
∞∑
j=0
ln(1 +
a− δ
α0κ
j
∗ + δ − a
) ≤
∞∑
j=0
a− δ
α0κ
j
∗ + δ − a
<∞, (5.25)
and
0 < −
∞∑
j=0
ln
rj
αj
=
∞∑
j=0
ln
αj
rj
=
∞∑
j=0
ln(1 +
2 + δ
α0κ
j
∗ − 2− δ
) ≤
∞∑
j=0
2 + δ
α0κ
j
∗ − 2− δ
<∞. (5.26)
Therefore, Π∞j=0(rj/αj) and Π
∞
j=0(sj/αj) converge to positive numbers µ and ν, resp., given by
(5.19).
By (5.24), and applying Lemma A.2 to sequence (Yj)
∞
j=0, we obtain
‖u‖L∞(BR/2×(σT,T )) = limj→∞Yj ≤ (2AR,T,σ)
ωmax{Y µ0 , Y ν0 },
for some positive number ω. Then the desired estimate (5.18) follows.
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Remark 5.4. Inequality (5.18) obviously leads to the quasi-homogeneous estimate (1.24), which
was proved in [29] for equation
ut = ∇ ·A(x, t, u,∇u) (5.27)
with the homogeneous structure
A(x, t, u,∇u) · ∇u ≥ c|u|m−1|∇u|p, |A(x, t, u,∇u)| ≤ c′|u|m−1|∇u|p−1. (5.28)
Due to the non-homogeneity of function K(·), see (3.1), our equation (1.21) cannot be converted
to (5.27), (5.28). Therefore, above inequality (5.18) is an extension of (1.24) to the class of
equations (1.21) with non-homogeneous structure (3.1).
Now, we bound the L∞-norm of u, in any compact subsets of U , in terms of the initial and
boundary data.
Theorem 5.5. Let U ′ be an open, relatively compact subset of U , and α = α0 satisfy (2.29). Then
for T > 0, and 0 < ε < min{1, T}, one has
‖u‖L∞(U ′×(ε,T )) ≤ Cε−2ω(1 + T )3ωmax
{
‖u‖µLα0 (U×(0,T )), ‖u‖νLα0 (U×(0,T ))
}
, (5.29)
where ω, µ, ν are the same as in Theorem 5.3.
In particular, if T > 0 satisfies (3.12) for α = α0, then
‖u‖L∞(U ′×(ε,T )) ≤ Cε−2ω(1 + T )3ωmax
{(∫ T
0
Uα0(t)dt
) µ
α0 ,
( ∫ T
0
Uϕ,α0(t)dt
) ν
α0
}
, (5.30)
where
Uα0(t) =
{(
1 +
∫
U
uα00 (x)dx
)−µ1,α0
α0 − C3,α0
∫ t
0
(1 + ‖ϕ−(τ)‖L∞(Γ))
2−a
(1−a)(1−θα0 )dτ
}− α0
µ1,α0 . (5.31)
Furthermore, if T > 0 satisfies (3.14) for α = α0 then
‖u‖L∞(U ′×(ε,T )) ≤ Cε−2ω(1 + T )3ω+ν/α0(1 + ‖u0‖Lα0 (U))ν . (5.32)
Above, constant C > 0 depends on U , U ′ and α0.
Proof. Denote R = 12dist(U¯
′, ∂U) > 0. Because the set U¯ ′ is compact, there exists finitely many
xi ∈ U¯ ′, i = 1, . . . ,m for some m ∈ N such that {BR/2(xi)}mi=1 is an open covering of U¯ ′. For each
i, we have from (5.18) with ε = σT that
‖u‖L∞(BR/2(xi)×(ε,T )) ≤ CR,T,εmax
{
‖u‖µLα0 (U×(0,T )), ‖u‖νLα0 (U×(0,T ))
}
, (5.33)
where
CR,T,ε =
{
211c10α
6−a
0 (1 + |BR|T )3(1 +R−1)2(1 + ε−1 +Ra−2)2
}ω
≤ CRε−2ω(1 + T )3ω
for some positive number CR depending on R and α0. Summing up the estimates (5.33) in i, we
obtain (5.29).
In case T > 0 satisfies (3.12) for α = α0, we use (3.13) to estimate the L
α0-norm in (5.29), and
obtain
‖u‖L∞(U ′×(ε,T )) ≤ Cε−2ω(1 + T 3ω)max
{(∫ T
0
∫
BR
|u|α0dxdt
) µ
α0 ,
( ∫ T
0
∫
BR
|u|α0dxdt
) ν
α0
}
≤ Cε−2ω(1 + T 3ω)max
{(∫ T
0
Uα0dt
) µ
α0 ,
( ∫ T
0
Uα0dt
) ν
α0
}
,
This proves (5.30).
In case T satisfies (3.14) for α = α0, we use estimate (3.15) in (5.29) and note that ν ≥ µ. Then
we obtain (5.32).
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6 Global L∞-estimates
In this section, we estimate the L∞-norm on U of the solution u(x, t). We perform Moser’s iteration
on the entire domain, and take into account the effect of the Robin boundary condition. Thanks
to the contribution of the boundary terms, calculations need to be much more meticulous.
Lemma 6.1. Assume α > max{2− δ, nµ0}. Let θ, µ1, µ2, D3,α, D4,α be defined as in Lemma 2.2.
If T > T2 > T1 ≥ 0 then
sup
t∈[T2,T ]
∫
U
uαdx+
∫ T
T2
∫
U
|∇u|2−auα+δ−2dxdt ≤MS˜ (6.1)
with
S˜ =
∫ T
T1
∫
U
uα+µ1dxdt+
( ∫ T
T1
∫
U
uα+µ1dxdt
)α+δ−2
α+µ1 , (6.2)
M =M(α,ϕ, T1, T2, T ) def= c11α2(E1 + E2 + E3 + E4 + E5), (6.3)
where constant c11 > 0 is independent of α, T1, T2, T , while
E1 = (T2 − T1)−1(|U |T )
µ1
α+µ1 , E2 = (|U |T )
µ1−δ+2
α+µ1 , E3 = (|U |T )
µ1
α+µ1 ‖ϕ−‖L∞(Γ×(0,T )),
E4 = D3,α|U |
µ1(α+µ0)
α(α+µ1) T
µ1−µ0
α+µ1 ‖ϕ−‖
2−a
1−a
L∞(Γ×(0,T )), E5 = D4,α(d3/4)
−µ2 |U |µ1α ‖ϕ−‖µ4L∞(Γ×(0,T )),
with d3 > 0 defined in (3.2), and
µ4 = µ4,α
def
= µ2 + 1 =
2− a
(1− a)(1− θ) . (6.4)
Proof. Let ξ(t) be a smooth cut-off function with ξ(t) ∈ [0, 1], ξ(t) = 0 for 0 ≤ t ≤ T1, ξ(t) = 1 for
T2 < t < T , and
|ξt| ≤ C/(T2 − T1), (6.5)
for some C > 0 independent of T1, T2.
Multiplying the PDE in (1.26) by uα+δ−1ξ2, integrating over U , and using integration by parts
yield
λ
∫
U
uα−1ξ2
∂u
∂t
dx =
∫
U
uα+δ−1ξ2
∂(uλ)
∂t
=
∫
U
∇ · (K(|∇u|)∇u)uα+δ−1ξ2
= −(α− λ)
∫
U
K(|∇u|)|∇u|2uα+δ−2ξ2dx−
∫
Γ
ϕuαξ2dσ.
Using relation (3.2) we obtain
λ
∫
U
uα−1ξ2
∂u
∂t
dx ≤ −d3(α− λ)
∫
U
|∇u|2−auα+δ−2ξ2dx+ d3(α− λ)
∫
U
uα+δ−2ξ2dx+ J(t),
where
J(t) = ‖ϕ−(t)‖L∞(Γ)
∫
Γ
uα(x, t)ξ2(t)dσ.
Since α− λ ≥ 1, we have
λ
∫
U
uα−1ξ2
∂u
∂t
dx ≤ −d3
∫
U
|∇u|2−auα+δ−2ξ2dx+ d3α
∫
U
uα+δ−2ξ2dx+ J(t),
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Using the product rule on the left-hand side of the inequality we have
λ
α
d
dt
∫
U
uαξ2dx+ d3
∫
U
|∇u|2−auα+δ−2ξ2dx ≤ 2λ
α
∫
U
uαξξtdx+ d3α
∫
U
uα+δ−2ξ2dx+ J(t). (6.6)
Integrating from 0 to t, and taking supremum for t ∈ [0, T ] give
λ
α
sup
[0,T ]
∫
U
uα(x, t)ξ2(t)dx+ d3
∫ T
0
∫
U
|∇u|2−auα+δ−2ξ2dxdt ≤ 4λ
α
∫ T
0
∫
U
uαξ|ξt|dxdt
+ 2d3α
∫ T
0
∫
U
uα+δ−2ξ2dxdt+ 2
∫ T
0
J(t)dt. (6.7)
Using the trace inequality (2.25) and noting that ξ(t) is independent of x, we can estimate J
by
J(t) ≤ ‖ϕ−(t)‖L∞(Γ)
{
2ε
∫
U
|u|α+δ−2|∇u|2−aξ2dx+ c∗
∫
U
uαξ2dx+D3,αε
− 1
1−a
(∫
U
uαξ2dx
)α+µ0
α
+D4,αε
−µ2
(∫
U
uαξ2dx
)α+µ1
α
}
,
where µ2 is defined by (2.26). Hence,
2
∫ T
0
J(t)dt ≤ ‖ϕ−‖L∞(Γ×(0,T ))
{
4ε
∫ T
0
∫
U
|u|α+δ−2|∇u|2−aξ2dxdτ + C
∫ T
0
∫
U
uαξ2dxdτ
+ 2D3,αε
− 1
1−a
∫ T
0
(∫
U
uαξ2dx
)α+µ0
α
dτ + 2D4,αε
−µ2
∫ T
0
( ∫
U
uαξ2dx
)α+µ1
α
dτ
}
.
Next, applying Ho¨lder’s inequality to the last three integrals yields
2
∫ T
0
J(t)dt ≤ 4ε‖ϕ−‖L∞(Γ×(0,T ))
∫ T
0
∫
U
|u|α+δ−2|∇u|2−aξ2dxdτ + C‖ϕ−‖L∞(Γ×(0,T ))J0, (6.8)
where
J0 = (|U |T )
µ1
α+µ1 Y
α
α+µ1 +D3,αε
− 1
1−a |U |
µ1(α+µ0)
α(α+µ1) T
µ1−µ0
α+µ1 Y
α+µ0
α+µ1 +D4,αε
−µ2 |U |µ1α Y
with Y =
∫ T
0
∫
U u
α+µ1ξ2dxdτ . Combining (6.7) and (6.8) with properties of ξ(t) gives
λ
α
sup
[0,T ]
∫
U
uα(x, t)ξ2(t)dx+ (d3 − 4ε‖ϕ−‖L∞(U×(0,T )))
∫ T
0
∫
U
|∇u|2−auα+δ−2ξ2dxdτ
≤ C
α(T2 − T1)
∫ T
0
∫
U
uαξdxdτ + 2d3α
∫ T
0
∫
U
uα+δ−2ξ2dxdτ + C‖ϕ−‖L∞(Γ×(0,T ))J0
≤ C
α(T2 − T1)(|U |T )
µ1
α+µ1 Y
α
α+µ1 + 2d3α(|U |T )
µ1−δ+2
α+µ1 Y
α+δ−2
α+µ1 +C‖ϕ−‖L∞(Γ×(0,T ))J0. (6.9)
Choosing ε = d38‖ϕ−‖L∞(U×(0,T )) , and using properties of ξ(t), we have
λ
α
sup
t∈[T2,T ]
∫
U
uα(x, t)dx+
d3
2
∫ T
T2
∫
U
|∇u|2−auα+δ−2dxdτ
≤ C(E1/α+ E3)Y
α
α+µ1 + CαE2Y
α+δ−2
α+µ1 + CE4Y
α+µ0
α+µ1 + CE5Y.
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Note from the choice of the cut-off function ξ(t) that Y ≤ Y˜ def= ∫ TT1 ∫U uα+µ1dxdτ . Then
sup
t∈[T2,T ]
∫
U
uα(x, t)dx ≤ CαJ1 and
∫ T
T2
∫
U
|∇u|2−auα+δ−2dxdτ ≤ CJ1, (6.10)
where J1 = (E1/α+ E3)Y˜
α
α+µ1 + αE2Y˜
α+δ−2
α+µ1 + E4Y˜
α+µ0
α+µ1 + E5Y˜ .
Comparing the powers of Y˜ in J1’s formula and applying (2.4), we have
J1 ≤ 3(E1/α+ αE2 + E3 + E4 + E5)S˜ ≤ 3α(E1 +E2 + E3 + E4 + E5)S˜.
Hence,
sup
t∈[T2,T ]
∫
U
uα(x, t)dx+
∫ T
T2
∫
U
|∇u|2−auα+δ−2dxdτ ≤ CαJ1,
and we obtain (6.1).
Proposition 6.2. Assume α > max{2− δ, nµ0}. If T > T2 > T1 > 0 then
‖u‖Lκα(U×(T2,T )) ≤ A˜
1
α
α
(
‖u‖r˜Lα+µ1 (U×(T1,T )) + ‖u‖s˜Lα+µ1 (U×(T1,T ))
) 1
α
, (6.11)
where κ is defined by (2.31), µ1 is defined by (2.26),
r˜ = r˜(α)
def
=
α(α+ δ − 2)
α+ µ1
, s˜ = s˜(α)
def
=
α(α+ µ1)
α+ δ − a , (6.12)
A˜α = c12α
2−a[(T |U |) (µ1+a−δ)α(α+µ1)(α+δ−a) +M αα+µ1 +M αα+δ−a ], (6.13)
with M defined by (6.3), and c12 ≥ 1 independent of α, T1, T2, T .
Proof. We use Sobolev inequality (2.30) in Lemma 2.3:
J
def
=
( ∫ T
T2
∫
U
|u|καdxdt
) 1
κα ≤ cˆ 1κα
{
I θ˜ · sup
t∈[T2,T ]
( ∫
U
|u|αdx
)1−θ˜} 1
α
, (6.14)
where cˆ = c5α
2−a, the numbers θ˜ and κ are defined in (2.31) and
I =
[ ∫ T
T2
∫
U
|u|α+δ−adxdt+
∫ T
T2
∫
U
|u|α+δ−2|∇u|2−adxdt
] α
α+δ−a
Applying inequality (2.3), we find that
I ≤ C5
(∫ T
T2
∫
U
|u|α+δ−adxdt
) α
α+δ−a
+ C5
( ∫ T
T2
∫
U
|u|α+δ−2|∇u|2−adxdt
) α
α+δ−a
, (6.15)
where C5 = 2
α
α+δ−a
−1 = 2
a−δ
α+δ−a . Applying Ho¨lder’s inequality to the first integral on the right-hand
side of (6.15) with conjugate exponents α+µ1α+δ−a and
α+µ1
µ1−δ+a , we get
I ≤ C5(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a)
( ∫ T
T2
∫
U
|u|α+µ1dxdt
) α
α+µ1
+ C5
( ∫ T
T2
∫
U
|u|α+δ−2|∇u|2−adxdt
) α
α+δ−a
. (6.16)
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Next, we use (6.1) to estimate right-hand side of (6.16). Hence combining (6.14) and (6.16) yields
J ≤ cˆ 1κα
{[
C5(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a) S˜
α
α+µ1 + C5(MS˜)
α
α+δ−a
]θ˜
(MS˜)1−θ˜
} 1
α
≤ cˆ 1κα
{[
C5(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a) S˜
α
α+µ1 + C5(MS˜)
α
α+δ−a + CαS˜
]θ˜+1−θ˜} 1
α
= cˆ
1
κα
{
C5(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a) S˜
α
α+µ1 +MS˜ + C5M
α
α+δ−a S˜ αα+δ−a
} 1
α
.
Since αα+µ1 < 1 <
α
α+δ−a , we use (2.4) to estimate S˜ ≤ S˜
α
α+µ1 + S˜ αα+δ−a . Thus, we have
J ≤ cˆ 1κα
{
[C5(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a) +M
α
α+µ1 ]S˜
α
α+µ1 + [1 + C5]M
α
α+δ−a S˜ αα+δ−a
} 1
α
.
Denote J1 =
( ∫ T
T1
∫
U |u|α+µ1dxdt
) 1
α+µ1 . Then by definition (6.2) of S˜, and applying (2.2), resp.
(2.3), we find
S˜
α
α+µ1 = (Jα+µ11 + J
α+δ−2
1 )
α
α+µ1 ≤ Jα1 + J
α(α+δ−2)
α+µ1
1 ,
resp.,
S˜ αα+δ−a = (Jα+µ11 + Jα+δ−21 )
α
α+δ−a ≤ C5(J
α(α+µ1)
α+δ−a
1 + J
(α+δ−2)α
α+δ−a
1 ).
Therefore,
J ≤ cˆ 1κα
{
M˜1J
α
1 + M˜1J
α(α+δ−2)
α+µ1
1 + M˜2J
α(α+µ1)
α+δ−a
1 + M˜2J
(α+δ−2)α
α+δ−a
1
} 1
α
, (6.17)
where
M˜1 = C5(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a) +M
α
α+µ1 , M˜2 = C5(1 + C5)M
α
α+δ−a .
Since r˜ < α, (α+δ−2)αα+δ−a < s˜, we apply (2.4) to estimate the first and last summands on the right-hand
side of (6.17) by
Jα1 , J
(α+δ−2)α
α+δ−a
1 ≤ J
α(α+δ−2)
α+µ1
1 + J
α(α+µ1)
α+δ−a
1 .
Then it follows
J ≤ cˆ 1κα
{
3(M˜1 + M˜2)(J
r˜
1 + J
s˜
1 )
} 1
α
. (6.18)
Since α > 2 − δ > 2(a − δ), we have C5 ≤ 2, hence M˜1 + M˜2 ≤ 9M˜. Note also that cˆ 1κ ≤ cˆ, then
we obtain (6.11) from (6.18).
Now to perform the iteration we need to start with an initial exponent κ(α0)α0 such that
κ(α0)α0 > α0 + µ1,α0 , that is, κ(α0)α0/(α0 + µ1,α0) > 1. We define
κ¯(α) =
κ(α)α
α+ µ1,α
. (6.19)
The following properties are useful in later iterations.
Lemma 6.3. For α ∈ ((2 − a)α∗/(1 − a),∞), the functions α → µ1,α in (2.26) and α → µ4,α in
(6.4) are decreasing, while the function α→ κ¯(α) in (6.19) is increasing.
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Proof. First of all, we note that κ(α) defined in (2.31) is increasing, while θα defined in (2.24) is
decreasing. Since µ1 defined in terms of θ in (2.26) is increasing in θ, and θ = θα is decreasing in
α, then, as a composition, µ1,α is decreasing in α. Similar argument applies to µ4,α.
Next, if α′ > α we have κ(α′) ≥ κ(α) and µ1,α′ ≤ µ1,α, hence
κ¯(α′) =
κ(α′)α′
α′ + µ1,α′
≥ κ(α)α
′
α′ + µ1,α′
≥ κ(α)α
′
α′ + µ1,α
≥ κ(α)α
α+ µ1,α
= κ¯(α).
Therefore, κ¯(α) is increasing in α.
We construct two sequences of exponents in order to implement Moser’s iteration. (Regarding
the notation, the numbers αj ’s below are newly constructed and are not the exponents in (1.10).)
Lemma 6.4 (Construction of αj ’s and βj ’s.). Let
x∗ =
2 +
√
(2− a)(2 + 1n)− 1
1− a . (6.20)
Assume α0 > (1+x∗)α∗, let θ∗ = θα0 , µ∗ = µ1,α0 , κ∗ = κ(α0), and κ¯∗ = κ¯(α0). Define the sequence
(βj)
∞
j=0 by
β0 = α0 + µ∗, βj = κ¯j∗β0 for j ≥ 1. (6.21)
Then:
(i) κ¯∗ > 1.
(ii) There exists a strictly increasing sequence (αj)
∞
j=0 such that
βj = αj + µ1,αj ∀j ≥ 0. (6.22)
(iii) For all j ≥ 0,
θαj ≤ θ∗, µ1,αj ≤ µ∗, κ(αj) ≥ κ∗, κ¯(αj) ≥ κ¯∗. (6.23)
(iv) For all j ≥ 0,
αj < κ¯
j
∗β0, (6.24)
and there exists a number κˆ∗ > 1 such that
αj ≥ κˆj∗α0 ∀j ≥ 0. (6.25)
Proof. (i) Using definitions of κ, µ1 and µ0 in (2.31), (2.26) and (2.23), the inequality κ¯∗ > 1 is
rewritten explicitly as
α0
(
1 + (a− δ)( 1
α∗
− 1
α0
)
)
> α0 +
a−δ
1−a + θα0(a− δ)
1− θα0
,
which is equivalent to
α0
α∗
>
2− a
(1− a)(1− θα0)
.
Using formula (2.24) for θα0 , we convert this inequality to a quadratic inequality in α0 as
(1− a)α20 − 2(2 − a)α∗α0 + (2− a)α2∗ > 0.
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Its positive solutions are
α0 > (1 +
1 +
√
2− a
1− a )α∗. (6.26)
This is satisfied by our choice of α0. Therefore κ¯∗ > 1.
(ii) It follows from definition of βj that (βj)
∞
j=0, is unique and strictly increasing. Consider the
equation
βj = x+ µ1(x)
def
= f(x), (6.27)
where, for x > 0,
f(x) = x+
µ0 + (a− δ)Θ(x)
1−Θ(x) = x− (a− δ) +
(2− a)(a− δ)
(1− a)(1−Θ(x)) ,
with Θ(x) = α∗(1−a)(x−α∗) . We have f
′(x) = 1− (2−a)2Θ2(x)n(1−Θ(x))2 . Then f ′(x) > 0 if
1/Θ(x) > 1 +
2− a√
n
, that is, x > α∗
{ 1
1− a
(
1 +
2− a√
n
)
+ 1
}
.
Note that 2−a√
n
≤ √2− a, we already have from (6.26) that
α0 >
[ 1
1− a(
2− a√
n
+ 1) + 1
]
α∗.
Hence, f is strictly increasing on [α0,∞), f(α0) = β0 and f(∞) = ∞. Since the sequence (βj) is
strictly increasing, we have for any j ≥ 1 that βj > β0, and hence the number αj = f−1(βj) solves
(6.22). Clearly, the sequence (αj)
∞
j=0 is also strictly increasing.
(iii) By the monotonicity of θα, µ1,α, κ(α), κ¯(α) (Lemma 6.3 and its proof), and the fact
αj ≥ α0, we have
θαj ≤ θα0 = θ∗, µ1,αj ≤ µ1,α0 = µ∗, κ(αj) ≥ κ(α0) = κ∗, κ¯(αj) ≥ κ¯(α0) = κ¯∗
(iv) From (6.22), we have αj < βj and hence inequality (6.24) follows.
By (6.22) and the fact µ1,α is decreasing in α, we have for j ≥ 1 that
κ¯∗ =
βj
βj−1
<
αj + µ1,α0
αj−1
<
αj
αj−1
+
µ0
α0
1 + 1α0/α∗−1
1− 1(1−a)(α0/α∗−1)
.
Set α0 = (1 + xˆ)α∗, then xˆ > x∗. Thus,
κ¯∗ <
αj
αj−1
+
µ0(1− a)
α∗[(1 − a)xˆ− 1] =
αj
αj−1
+
2− a
n[(1− a)xˆ− 1] .
Hence,
αj
αj−1
− 1 > εˆ def= κ¯∗ − 1− 2− a
n[(1− a)xˆ− 1] . (6.28)
We have
κ¯∗ − 1 = κ∗α0
α0 + µ∗
− 1 = (1 + (a− δ)(1/α∗ − 1/α0))α0
α0 + µ∗
− 1 = (a− δ)xˆ− µ∗
(1 + xˆ) (a−δ)n2−a + µ∗
.
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Note that θα0 =
1
(1−a)xˆ , hence,
µ∗ =
µ0(1 + θα0(1− a))
1− θα0
=
(a− δ)(1 + 1xˆ)
(1− a)(1− 1(1−a)xˆ )
=
(a− δ)(xˆ + 1)
(1− a)xˆ− 1 .
Thus,
κ¯∗ − 1 =
xˆ
1+xˆ − 1(1−a)xˆ−1
n
2−a +
1
(1−a)xˆ−1
.
We aim at finding xˆ such that
εˆ =
xˆ
1+xˆ − 1(1−a)xˆ−1
n
2−a +
1
(1−a)xˆ−1
− 2− a
n[(1− a)xˆ− 1] > 0. (6.29)
If inequality (6.29) holds true then we choose κˆ∗ = 1+εˆ > 1, and by (6.28), αj/αj−1 ≥ 1+εˆ = κˆ∗.
Thus, αj ≥ κˆ∗αj−1, and by induction, αj ≥ κˆj∗α0 for all j ≥ 0.
It remains to verify (6.29). For xˆ > 11−a , inequality (6.29) is equivalent to
(1− a)2xˆ3 − 4(1− a)xˆ2 + (1 + 2a− 2− a
n
)xˆ+ 2− 2− a
n
> 0. (6.30)
Since 2− 2−an > 0, a sufficient condition for (6.30) is
(1− a)2xˆ2 − 4(1− a)xˆ+ (1 + 2a− 2− a
n
) > 0.
Solving this inequality gives
xˆ >
2 +
√
3− 2a+ 2−an
1− a = x∗,
which is satisfied by the choice of xˆ. The proof is complete.
The final preparation for Moser’s iteration is to estimate A˜α in (6.11).
Lemma 6.5. Let α0 be a positive number such that α = α0 satisfies (2.29). Then one has for any
α ≥ α0 that
A˜α ≤ Cˆαµ5(1 + T )µ6(1 + 1
T2 − T1 )
2(1 + ‖ϕ−‖L∞(Γ×(0,T )))µ7 , (6.31)
where µ5, µ6, µ7 > 0 and Cˆ > 0 depend on α0 but not on α.
Proof. In this proof, Cˆ denotes a generic positive constant depending on α0, but not on α.
In order to estimate A˜α, we estimate M from (6.3) first. Note that 0 ≤ µ2 ≤ µ2,α0 , hence
(d3/4)
−µ2 ≤ Cˆ. Then from (6.3), we find
M≤ Cˆα2(1 + 1
T2 − T1 )(1 + ‖ϕ
−‖L∞(Γ×(0,T )))µ4
{
(|U |T )
µ1
α+µ1 + (|U |T )
µ1−δ+2
α+µ1
+D3,α|U |
µ1(α+µ0)
α(α+µ1) T
µ1−µ0
α+µ1 +D4,α|U |
µ1
α
}
.
30 E. Celik, L. Hoang, and T. Kieu
Above, we used the fact that µ4 > 1 is the maximum among the exponents of ‖ϕ−‖L∞(Γ×(0,T )).
Next, using definitions of D3,α and D4,α in (2.27) and (2.28), we have
M≤ Cˆα2(1 + 1
T2 − T1 )(1 + ‖ϕ
−‖L∞(Γ×(0,T )))µ4
{
(|U |T )
µ1
α+µ1 + (|U |T )
µ1−δ+2
α+µ1
+ 2θ(α+δ−a)c
(2−a)(1+θ(1−a))
1−a∗ α
2−a
1−a |U | (1−a)(α+µ0)θα · |U |
µ1(α+µ0)
α(α+µ1) T
µ1−µ0
α+µ1
+ 2
θ(α+δ−a)
1−θ (c∗α)
(2−a)(1+θ(1−a))
(1−a)(1−θ) |U |µ1α
}
,
where constants are as in Lemma 2.2. For convenience in calculations below, we keep using c∗ to
denote max{1, c∗}. Also, using θ < 1 and m ≤ α, we have
M≤ Cˆα2(1 + 1
T2 − T1 )2
θ(α+δ−a)
1−θ (c∗α)
(2−a)(1+θ(1−a))
(1−a)(1−θ) (1 + ‖ϕ−‖L∞(Γ×(0,T )))µ4
·
{
(|U |T )
µ1
α+µ1 + (|U |T )
µ1−δ+2
α+µ1 + |U |
(1−a)(α+µ0)θ
α
+
µ1(α+µ0)
α(α+µ1) T
µ1−µ0
α+µ1 + |U |µ1α
}
.
Set θ∗ = θα0 and µ∗ = µ1,α0 . Since α ≥ α0, we have θα ≤ θ∗. Hence
(c∗α)
(2−a)(1+θ(1−a))
(1−a)(1−θ) ≤ (c∗α)
(2−a)2
(1−a)(1−θ) ≤ (c∗α)
(2−a)2
(1−a)(1−θ∗) ≤ Cˆαz1 , where z1 = (2− a)
2
(1− a)(1 − θ∗) .
Next, we want to bound 2
θ(α+δ−a)
1−θ by some number independent of α. From (2.24),
θ(α+ δ − a) = α+ δ − a
(1− a)(α/α∗ − 1) ,
which, due to the fact that α∗ > a− δ, is decreasing in α. Hence,
θ(α+ δ − a) ≤ z2 def= θ∗(α0 + δ − a) and 2
θ(α+δ−a)
1−θ ≤ 2
z2
1−θ∗ .
For exponents of |U |T , we note that
µ1
α+ µ1
,
µ1 − δ + 2
α+ µ1
≤ 1.
For the remaining power of T ,
µ1 − µ0
α+ µ1
≤ 1.
For the remaining powers of |U |,
(1− a)θα+ µ0
α
≤ α+ µ0
α
≤ 2, µ1(α+ µ0)
α(α + µ1)
≤ µ1
α
≤ µ∗,
Also, we have for the power of ‖ϕ−‖L∞(Γ×(0,T )):
µ4 ≤ z3 def= µ4,α0 =
2− a
(1− a)(1− θ∗) ,
due to the decrease of µ4 in α, see Lemma 6.3.
So we find
M≤ Cˆα2+z1(1 + 1
T2 − T1 )2
z2
1−θ∗ (1 + ‖ϕ−‖L∞(Γ×(0,T )))z3(1 + |U |)2+µ∗(1 + T ).
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Summing up, we obtain
M≤ M¯ def= Cˆα2+z1(1 + 1
T2 − T1 )(1 + T )(1 + ‖ϕ
−‖L∞(Γ×(0,T )))z3 . (6.32)
Since M¯ > 1 and αα+µ1 < αα+δ−a ≤ 2, using (6.32) in (6.13) we have
A˜α ≤ c12α2−a[(T |U |)
(µ1+a−δ)α
(α+µ1)(α+δ−a) + 2M¯2]. (6.33)
Note that a− δ = (1− a)µ0 and α+ δ − a ≥ 2− a, hence
(µ1 + a− δ)α
(α+ µ1)(α+ δ − a) =
µ0(2− a)α
(1− θ)(α+ µ1)(α + δ − a) ≤
µ0(2− a)
(1− θ∗)(α + δ − a) ≤
µ0
1− θ∗ . (6.34)
Hence by (6.32), (6.33) and (6.34),
A˜α ≤ Cˆα2−a+2(2+z1)(1 + 1
T2 − T1 )
2(1 + T )max
{
2,
µ0
1−θ∗
}
(1 + ‖ϕ−‖L∞(Γ×(0,T )))2z3 . (6.35)
Hence we obtain (6.31) from (6.35) with µ5 = 6− a+ 2z1, µ6 = max
{
2, µ01−θ∗
}
, and µ7 = 2z3.
Applying iteration process, we obtain:
Theorem 6.6. Assume
α0 > max{2− δ, (1 + x∗)α∗} (6.36)
with x∗ defined by (6.20). There are C, µ˜, ν˜, ω1, ω2, ω3 > 0 such that if T > 0 and σ ∈ (0, 1) then
‖u‖L∞(U×(σT,T )) ≤ C
(
1 +
1
σT
)ω1
(1 + T )ω2(1 + ‖ϕ−‖L∞(Γ×(0,T )))ω3
·max
{
‖u‖µ˜
Lβ0 (U×(0,T )), ‖u‖ν˜Lβ0 (U×(0,T ))
}
, (6.37)
where β0 = α0 + µ1,α0 .
Proof. Note that α∗ ≥ a−δ and nµ0 = α∗(2−a)/(1−a), then it is easy to check that α0 ≥ 2(a−δ)
and α0 > nµ0.
Let µ5, µ6 and µ7 be defined as in Lemma 6.5, and αj , βj , κ∗, κ¯∗, κˆ∗ be as in Lemma 6.4.
For j ≥ 0, let tj = σT (1− 12j ), Qj = U × (tj , T ), and define Yj = ‖u‖Lβj (Qj).
Applying (6.11) of Theorem 6.2 with α = αj, T2 = tj+1 and T1 = tj, we have
‖u‖
Lκ(αj )αj (U×(tj+1,T )) ≤ A˜
1
αj
αj
(
‖u‖r˜(αj)
L
αj+µ1,αj (U×(tj ,T ))
+ ‖u‖s˜(αj)
L
αj+µ1,αj (U×(tj ,T ))
) 1
αj
= A˜
1
αj
αj
(
‖u‖r˜j
Lβj (U×(tj ,T ))
+ ‖u‖s˜j
Lβj (U×(tj ,T ))
) 1
αj ,
where r˜j = r˜(αj) and s˜j = s˜(αj), see formula (6.12).
By part (iii) of Lemma 6.4, κ(αj)αj = κ¯(αj)βj ≥ κ¯∗βj = βj+1, then by Ho¨lder’s inequality
Yj+1 = ‖u‖Lβj+1 (Qj+1) ≤ |Qj+1|
1
βj+1
− 1
κ(αj )αj ‖u‖
Lκ(αj )αj (Qj+1)
.
Combining the above two inequalities give
Yj+1 ≤ Â
1
αj
j
(
Y
r˜j
j + Y
s˜j
j
) 1
αj , where Âj = |Qj+1|
αj
βj+1
− 1
κ(αj ) A˜αj . (6.38)
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Now we estimate Âj . From (6.31), (6.38), the fact that αj < βj+1, and (6.24), we have
Âj ≤ C(1 + |Qj+1|)
αj
βj+1 αµ5j (1 +
2j+1
σT
)2(1 + T )µ6(1 + ‖ϕ−‖L∞(Γ×(0,T )))µ7
≤ C(1 + |Q0|)(κ¯j∗β0)µ54j(1 +
1
σT
)2(1 + T )µ6(1 + ‖ϕ−‖L∞(Γ×(0,T )))µ7 ≤ Aj+1T,σ,ϕ,
where
AT,σ,ϕ = max
{
4κ¯µ5∗ , Cβ
µ5
0 (1 +
1
σT
)2(1 + |U |T )(1 + T )µ6(1 + ‖ϕ−‖L∞(Γ×(0,T )))µ7
}
> 1.
Hence
Yj+1 ≤ A
j+1
αj
T,σ,ϕ
(
Y
r˜j
j + Y
s˜j
j
) 1
αj . (6.39)
From (6.25) we have
∞∑
j=1
j + 1
αj
≤ 1
α0
∞∑
j=1
j + 1
κˆj∗
<∞.
Note that
1 ≥ r˜j
αj
=
αj + δ − 2
αj + µ1,αj
≥ αj + δ − 2
αj + µ∗
≥ κˆ
j
∗α0 + δ − 2
κˆj∗α0 + µ∗
≥ 1− µ∗ + 2− δ
κˆj∗α0
, (6.40)
1 ≤ s˜j
αj
=
αj + µ1,αj
αj + δ − a ≤
αj + µ∗
αj + δ − a ≤
κˆj∗α0 + µ∗
κˆj∗α0 + δ − a
= 1 +
µ∗ + a− δ
κˆj∗α0 + δ − a
. (6.41)
Then it is elementary, see (5.25) and (5.26), to show that the products
µ˜ = Π∞j=0
αj + δ − 2
αj + µ1,αj
and ν˜ = Π∞j=0
αj + µ1,αj
αj + δ − a (6.42)
converge to positive numbers. By (6.39) and Lemma A.2, we obtain
lim sup
j→∞
Yj ≤ (2AT,σ,ϕ)ωmax{Y µ˜0 , Y ν˜0 }, (6.43)
where ω = G∑∞j=1 j+1αj with G =∏∞k=1(s˜k/αk) ∈ (0,∞).
Note that
(2AT,σ,ϕ)
ω ≤ C(1 + 1
σT
)ω1(1 + T )ω2(1 + ‖ϕ−‖L∞(Γ×(0,T )))ω3 ,
where ω1 = 2ω, ω2 = (1 + µ6)ω and ω3 = µ7ω. Then estimate (6.37) follows (6.43).
Remark 6.7. (i) The exponents µ˜ and ν˜ in (6.37) are given by (6.42) but can, in fact, be replaced
by simpler and more explicit ones such as
µˆ = Π∞j=0
α0κˆ
j
∗ − 2 + δ
α0κˆ
j
∗ + µ∗
, νˆ = Π∞j=0
α0κˆ
j
∗ + µ∗
α0κˆ
j
∗ + δ − a
.
Indeed, it follows from estimates (6.40) and (6.41) that µˆ ≤ µ˜ ≤ ν˜ ≤ νˆ, and then applying (2.4)
gives
max{Y µ˜0 , Y ν˜0 } ≤ Y µˆ0 + Y νˆ0 ≤ 2max{Y µˆ0 , Y νˆ0 }.
(ii) Estimate (6.37) is a global version of the improvement (1.24) on interior estimates. See
also [13] for a similar global result for degenerate equations with the use of De Giorgi’s iteration
instead.
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We now have global L∞-estimates in terms of the initial and boundary data.
Theorem 6.8. Assume α0 satisfies (6.36). Let β0 = α0 + µ1,α0. Then there are positive numbers
C,ω1, ω2, ω3, µ˜, ν˜ such that:
(i) If T > 0 satisfies (3.12) with α = β0, and 0 < ε < min{1, T}, then
‖u‖L∞(U×(ε,T )) ≤ Cε−ω1(1 + T )ω2(1 + ‖ϕ−‖L∞(Γ×(0,T )))ω3
·max
{(∫ T
0
Uβ0(t)dt
) µ˜
β0 ,
( ∫ T
0
Uβ0(t)dt
) ν˜
β0
}
, (6.44)
where Uβ0(t) is defined by (5.31) with β0 replacing α0.
(ii) If T > 0 satisfies (3.14) with α = β0, then
‖u‖L∞(U×(ε,T )) ≤ Cε−ω1(1 + T )ω2+ν˜/β0
(
1 + ‖u0‖Lβ0 (U)
)ν˜
(1 + ‖ϕ−‖L∞(Γ×(0,T )))ω3 . (6.45)
Proof. (i) Applying (6.37) to σT = ε > 0, we have
‖u‖L∞(U×(ε,T )) ≤ Cε−ω1(1 + T )ω2(1 + ‖ϕ−‖L∞(Γ×(0,T )))ω3
·max
{(∫ T
0
∫
U
|u|β0dxdt
) µ˜
β0 ,
( ∫ T
0
∫
U
|u|β0dxdt
) ν˜
β0
}
. (6.46)
Using (3.13) we have ∫
U
|u(x, t)|β0dx ≤ Uβ0(t). (6.47)
Then (6.44) follows (6.46) and (6.47).
(ii) If T > 0 satisfies (3.14) with α = β0, then (3.15) gives∫
U
uβ0(x, t)dx ≤ 2
(
1 +
∫
U
uβ00 (x)dx
)
.
Combining this with (6.46) yields
‖u‖L∞(U×(ε,T )) ≤ Cε−ω1(1 + T )ω2(1 + ‖ϕ−‖L∞(Γ×(0,T )))ω3
·max
{(
2
∫ T
0
(1 +
∫
U
uβ00 (x)dx)dt
) µ˜
β0 ,
(
2
∫ T
0
(1 +
∫
U
uβ00 (x)dx)dt
) ν˜
β0
}
.
Since ν˜ > µ˜, then we obtain (6.45).
A Appendix
Let (yj)
∞
j=0 be a sequence of non-negative numbers.
Lemma A.1. Let (αj)
∞
j=0 and (βj)
∞
j=0 be sequences of positive numbers with
α¯
def
=
∞∑
j=0
αj <∞ and β¯ def=
∞∏
j=0
βj exists and belongs to ∈ (0,∞).
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Suppose there is A ≥ 1 such that
yj+1 ≤ Aαjyβjj ∀j ≥ 0. (A.1)
Then (yj)
∞
j=0 is a bounded sequence. More specifically, for all j ≥ 1,
yj ≤ ABj
∑j−1
i=0 αjy
β0β1...βj−1
0 , (A.2)
and consequently,
lim sup
j→∞
yj ≤ ABα¯yβ¯0 , (A.3)
where Bj = max{1, βmβm+1βm+2 . . . βn : 1 ≤ m ≤ n < j}, and B = lim supj→∞Bj .
Proof. Applying (A.1) recursively, we have
yj+1 ≤ Aαj (Aαj−1yβj−1j−1 )βj = Aαj+αj−1βjy
βj−1βj
j−1
≤ · · · ≤ Aαj+αj−1βj+αj−2βj−1βj+αj−3βj−2βj−1βj+...+α0β1β2...βj · yβ0β1...βj0 .
It follows that yj+1 ≤ ABj+1(
∑j
i=0 αi)y
β0β1...βj
0 . Hence, we obtain (A.2). Taking the limit superior of
(A.2) as j →∞, we obtain (A.3). Note that B <∞ by Cauchy’s criterion.
The next lemma is the main adaptation used in this paper.
Lemma A.2. Let κj > 0, sj ≥ rj > 0 and ωj ≥ 1 for all j ≥ 0. Suppose there is A ≥ 1 such that
yj+1 ≤ A
ωj
κj (y
rj
j + y
sj
j )
1
κj ∀j ≥ 0.
Denote βj = rj/κj and γj = sj/κj . Assume
α¯
def
=
∞∑
j=0
ωj
κj
<∞ and the products
∞∏
j=0
βj ,
∞∏
j=0
γj converge to positive numbers β¯, γ¯, resp.
Then
yj ≤ (2A)Gj α¯max
{
y
γ0...γj−1
0 , y
β0...βj−1
0
}
∀j ≥ 1, (A.4)
where Gj = max{1, γmγm+1 . . . γn : 1 ≤ m ≤ n < j}. Consequently,
lim sup
j→∞
yj ≤ (2A)Gα¯max{yγ¯0 , yβ¯0 }, where G = lim sup
j→∞
Gj . (A.5)
Proof. We prove (A.4) first. Define a sequence (zj)
∞
j=0 by z0 = y0 and zj+1 = A
ωj
κj (z
rj
j + z
sj
j )
1
κj for
j ≥ 0. Then
yj ≤ zj for all j ≥ 0. (A.6)
Therefore, it suffices to bound zj . We consider three cases.
Case 1: z0 ≥ 1. Clearly, zj ≥ 1 for all j. Hence,
zj+1 ≤ A
ωj
κj (2z
sj
j )
1
κj ≤ (2A)
ωj
κj z
γj
j .
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Then using Lemma A.1 we have
zj ≤ (2A)Gj
∑j−1
i=0 ωi/κiz
γ0γ1...γj−1
0 . (A.7)
Together with (A.6), we obtain (A.4).
Case 2: zj < 1 for all j ≥ 0. Then
zj+1 ≤ A
ωj
κj (2z
rj
j )
1
κj ≤ (2A)
ωj
κj z
βj
j .
Applying Lemma A.1 gives
zj ≤ (2A)Bj
∑j−1
i=0 ωi/κiz
β0β1...βj−1
0 , (A.8)
where Bj = max{1, βmβm+1 . . . βn : 1 ≤ m ≤ n < j} <∞. Note that Bj ≤ Gj . Then, again, (A.8)
and (A.6) yield (A.4).
Case 3: There is j0 ≥ 1 such that zj < 1 for 0 ≤ j < j0 and zj0 ≥ 1. Applying (A.8) to
1 ≤ j ≤ j0,
zj ≤ (2A)Bj
∑j−1
i=0 ωi/κiz
β0β1...βj−1
0 ≤ (2A)Gj
∑j−1
i=0 ωi/κiz
β0β1...βj−1
0 . (A.9)
Same as Case 1, zj ≥ 1 for all j ≥ j0. Then applying (A.7) for j > j0 gives
zj ≤ (2A)Gj0,j
∑j−1
i=j0
ωi/κiz
γj0γj0+1...γj−1
j0
, (A.10)
where Gj0,j = sup{1, γj0+mγj0+m+1 . . . γj0+n : 1 ≤ m ≤ n < j − j0} < ∞. Using inequality (A.9)
with j = j0 to estimate zj0 in (A.10), we have for j > j0 that
zj ≤ (2A)Gj0 ,j
∑j−1
i=j0
ωi/κi
{
(2A)Gj0
∑j0−1
i=0 ωi/κiz
β0β1...βj0−1
0
}γj0γj0+1...γj−1
= (2A)
Gj0 ,j(
∑j−1
i=j0
ωi/κi)+Gj0γj0γj0+1...γj−1(
∑j0−1
i=0 ωi/κi)z
β0β1...βj0−1γj0γj0+1...γj−1
0 .
Since z0 < 1, βi ≤ γi for all i, and Gj0,j, Gj0γj0γj0+1 . . . γj−1 ≤ Gj , we obtain
zj ≤ (2A)max{Gj0,j ,Gj0γj0γj0+1...γj−1}
∑j−1
i=0 ωi/κiz
β0β1...βj−1
0 ≤ (2A)Gj
∑j−1
i=0 ωi/κiz
β0β1...βj−1
0
(A.11)
for all j > j0. Then, (A.9), (A.11) and (A.6) imply (A.4). This completes the proof of (A.4) for all
cases.
Now, taking the limit superior of (A.4) as j →∞ yields (A.5).
Note that the numbers G, α¯, β¯ and γ¯ in inequality (A.5) are explicitly defined.
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