The asymptotic cumulants of the parameter estimators for the three-parameter logistic model in item response theory are derived up to the fourth order with the higher-order added asymptotic variances. The asymptotic cumulants of the corresponding Studentized estimators up to the third order are also given. The estimators are obtained by marginal maximum likelihood using the standard normal distribution for the latent variable with and without model misspecification. Numerical examples with fixed guessing parameters show advantages of the asymptotic expansions over the usual normal approximation.
Introduction
Models in item response theory (IRT) include latent variable(s) representing e.g., abilities of subjects or examinees. When the scores of the latent variables are seen as fixed values, they are unknown parameters to be estimated with structural item parameters (see e.g., Lord & Novick, 1968, Chapter 20; Lord, 1980, Chapter 12) , which gives joint maximum likelihood (JML) estimation. On the other hand, when the ability scores are seen as realized values of random variables, only the item parameters are estimated. The latter method was given by Bock and Lieberman (1970) and Bock (1972) for binary and polytomous nominal data, respectively using marginal maximum likelihood (MML) estimation, where the latent variables are integrated out in estimation. One of the problems in JML is that the number of ability parameters increases as the number of subjects (i.e., the problem of incidental parameters), from which MML is free. The method of MML was sophisticated by Bock and Aitkin (1981) using an EM algorithm, and seems to be a standard method currently used routinely in practice (Bock & Moustaki, 2007; Wirth & Edwards, 2007 , Table 1 ).
The asymptotic distributions of the parameter estimators by MML are available using the usual normal approximation with the asymptotic standard errors (see e.g., Bock and Lieberman, 1970) . The purpose of this article is to derive the asymptotic cumulants of the estimators up to the fourth order with the added higher-order asymptotic variances in the case of the three-parameter logistic model (3PLM) for binary responses with possible model misspecification. The asymptotic cumulants of the Studentized pivotal statistics up to the third order will also be derived.
By using real life data available in the literature with fixed guessing parameters, it will be shown that the asymptotic standard errors can be substantially different from the actual ones even when the sample size is as large as 1,000. It will also be shown that with the large sample size the distributions of the parameters can be biased and strongly skewed. The asymptotic standard errors currently available are based on the assumption that the model is true. In practice, models fitted to actual data are more or less misspecified especially when the unidimensional latent variable is used (note that most of IRT models used in practice are unidimensional). The correct asymptotic standard errors as well as other asymptotic cumulants under possible model misspecification will be derived. Simulations will be performed to see the accuracy of the asymptotic results in finite samples.
The models and the estimators
It is assumed that the probability of success for the i*-th examinee with ability * and j c are the discrimination, difficulty and guessing parameters, respectively for the j-th item. D=1.7 is a constant often employed for ease of comparison to the corresponding probit model. For actual computation illustrated in a later section, j c s are assumed to be known due to the difficulty of estimating them without strong priors or restrictions (see Thissen & Wainer, 1982; Ogasawara, 2002) . When j c =0, (2.1) reduces to the two-parameter logistic model (2PLM), which was used by Bock and Lieberman (1970) . With the assumption of the local independence when * i θ is given, the marginal maximum likelihood is obtained by the multinomial distribution for 2 n categories or patterns as 
with other partial derivatives defined in similar manners for simplicity of notation. From (3.1) and (3.2), we have β are given from (3.1) as in the case of covariance structure analysis (see Ogasawara, 2006 Ogasawara, , 2007 :
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(for (3.6) see e.g., Stuart & Ort, 1994 , Equation (7.18)),
where ( , , , ) J i j k l is the 3 N times the fourth-order multivariate cumulant of , , i j k p p p and l p , which is available as (see e.g., Stuart & Ort, 1994 , Equation (7.18))
;
and k Σ in (3.7) denotes the sum of k similar terms.
When the model is true, the expression of 2 β in (3.3) becomes simplified by using the inverse of the information matrix per observation. The expression of 2 β Δ in (3.5) has been somewhat simplified from the case of covariance structure analysis due to the exact covariance of (3.4). The expression of (3.3), (3.5) and (3.7) include partial derivatives of α with respect to p evaluated at T = p π up to the third order, which are given from the formulas of partial derivatives in implicit functions using the first-order condition of α .
The results will be given in the appendix.
In practice, the following Studentized pivotal statistic is used since usually population asymptotic standard errors are not available:
(3.9)
It is assumed that the Taylor expansion for t holds as
For the asymptotic cumulants of t up to the third order, we assume that
From (3.10) with (3.11), we have 
(see e.g., Hall, 1992a) , where the approximation up to β and 3 ' β as in (3.15).
Numerical illustration with simulations
Two sets of numerical examples are illustrated in this section. The data sets used are binary responses by 1,000 subjects to 5 selected items each in Sections 6 and 7 of the Law School Admission Test (LSAT). The data were provided by Bock and Lieberman (1970, p.188) and reanalyzed by Bock and Aitkin (1981) . While Bock and his colleagues used the two-parameter normal ogive model, 2PLM is used in this section.
The item parameters were estimated by MML with 15 quadrature points for the unidimensional ability distribution. The estimates (used as population vales in simulations) in the selected items are shown in Tables 1 and 2 for Sections 6 and 7, respectively, and were used with other estimates as the population parameters in simulations. Tables 1 and 2 show results with the assumption of true models (a misspecified case will be given later). In the simulations, the fitted proportions for response patterns were regarded as probabilities in the multinomial distribution. Using the distribution, random response vectors were generated. The sample sizes 1,000 and 2,000 were used. From the generated observations, the item parameters were estimated as for the original estimates. This procedure was replicated until 10,000 regular sets of estimates were obtained. The numbers of excluded samples due to nonconvergence are 40 (N=1,000, Table 1 ), 1 (N=2,000, Table   1 ), 2 (N=1,000, Table 2 ) and 0 (N=2,000, Table 2 ). The data for Section 7 seem to give more stable results than those of Section 6 though the items in Section 6 are more homogeneous than those in Section 7 (Bock & Lieberman, 1970, p.187) .
From 10,000 sets of estimates, the simulated cumulants were given from the k-statistics (unbiased estimators of cumulants) multiplied by appropriate powers of N for ease of comparison to the corresponding asymptotic values. The indexes of skewness and kurtosis of the non-Studentized estimators were given from the ratios of the associated asymptotic (simulated) cumulants raised by 1.5 or 2 for 2 2 ( ) β β . The simulated HASE/ASE is given by SD/ASE, where SD is the square root of the unbiased sample variance from 10,000
estimates for each parameter.
From the results in Table 1 Table 3 shows the similar results in Section 7 with model misspecification. The true probabilities of the multinomial distribution were given from the original sample proportions. In the simulations, the true probabilities were estimated simply by their corresponding sample proportions. While most of the results in Table 3 are similar to those in Table 2 
Some conclusive remarks
From the results of the numerical examples, we find that the normal approximations to the distributions of parameter estimators are not satisfactory even with the large sample size N=1,000 in the data, which gives advantages for the asymptotic expansions beyond the normal approximation. This corresponds to the finding that for models of categorical data as in IRT, sample sizes larger than those for the corresponding models of continuous variables are required for stable estimation (Wirth & Edwards, 2007, p.73 ). This may be partially explained by loss of information by categorizing continuous latent variables. The author conjectures that the asymptotic normality for the estimators in IRT generally appears more slowly than in factor analysis for continuous observable variables.
For the distribution of θ , the standard normal was used for simplicity, while the corresponding nonparametric distribution can be estimated by histograms (Bock & Aitkin, 1981; Mislevy, 1984) . In principle, the asymptotic expansions of the distributions of the estimated histograms can be obtained as well as those of the estimators of item parameters.
Note that for model identification, at least two restrictions should be imposed on the histograms to remove the indeterminacy of the location and scale of the distribution of θ .
The results of the numerical examples were given by the 2PLM. For the 3PLM with free c-parameters, the results of the partial derivatives are shown in the appendix. The theoretical results for the asymptotic expansion for the 3PLM can be obtained using the partial derivatives though the numerical results were not given in this paper due to the difficulty for the corresponding simulated results mentioned earlier. The theoretical results may be used as upper (lower) bounds for the asymptotic cumulants of the estimators with some restrictions for stable estimation used in practice.
Overall, the effect of model misspecification in the numerical examples was not large in practical sense. However, it is dangerous to generalize the conclusion to other data with e.g., gross model misspecification.
In this paper, the 3PLM with usual model specification i.e., 
where the existence of the inverse is assumed, 
1ˆˆˆˆˆˆˆ2ˆˆ( , , , 1,..., ; 1,..., ). The second partial derivatives are given as:
with the nonzero partial derivatives being
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The third partial derivatives are given below:
with the nonzero partial derivatives being 
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