We show the existence of an intermittent transition from temporal chaos to turbulence in a spatially extended dynamical system, namely, the forced and damped one-dimensional nonlinear Schrödinger equation. For some values of the forcing parameter, the system dynamics intermittently switches between ordered states and turbulent states, which may be seen as extreme events in some contexts. In a Fourier phase space, the intermittency takes place due to the loss of transversal stability of unstable periodic orbits embedded in a low-dimensional subspace. We mapped these transversely unstable regions and perturbed the system in order to significantly reduce the occurrence of extreme events of turbulence. The understanding of turbulence in spatially extended dynamical systems (SEDS) constitutes one of the most important problems of theoretical physics. The Kolmogorov theory of 1941 provided a very good description of the so-called fully developed turbulence [1] , but its onset still remains an open problem, as it is a far more complex question to address. In a nonlinear dynamics framework, the onset of turbulence corresponds to the moment when many of the infinite degrees of freedom of an extended system, which were previously inactive, become active through nonlinear interactions [2] . As there is more than one different way in which these degrees of freedom may be excited, there can be many distinct routes to turbulence [3, 4] .
The understanding of turbulence in spatially extended dynamical systems (SEDS) constitutes one of the most important problems of theoretical physics. The Kolmogorov theory of 1941 provided a very good description of the so-called fully developed turbulence [1] , but its onset still remains an open problem, as it is a far more complex question to address. In a nonlinear dynamics framework, the onset of turbulence corresponds to the moment when many of the infinite degrees of freedom of an extended system, which were previously inactive, become active through nonlinear interactions [2] . As there is more than one different way in which these degrees of freedom may be excited, there can be many distinct routes to turbulence [3, 4] .
A way to describe these SEDS is to make use of a Fourier decomposition, in which the amplitudes of the linearly independent Fourier modes form an infinite degree-of-freedom system. A laminar state can be identified as a low-dimensional attractor in a Fourier phase space, and a turbulent state lies in a higher-dimensional subspace where many more Fourier modes are excited. The onset of turbulence is a bifurcation in parameter space where the laminar state loses transversal stability through some dynamical mechanism, allowing a trajectory to explore other regions of the Fourier phase space [5, 6] .
One of the scenarios by which a laminar state can lose transversal stability is through the so-called bubbling mechanism [6, 7] . A chaotic attractor is embedded in a lowerdimensional subset of the phase space (in some simpler systems, this subspace can be proven to be an invariant manifold). This attractor has an infinite number of unstable periodic orbits (UPOs) which may lose transversal stability (with respect to the lower-dimensional laminar subspace), giving rise to intermittent excursions of a chaotic trajectory from the vicinity of the laminar state, which correspond to spiky events amid temporally chaotic behavior [5] [6] [7] [8] .
In many applications, these turbulent bursts are associated with extreme events, and in this sense their prediction and control are highly desired, but still remain a challenge. Here we show that if the bubbling mechanism is responsible for the intermittent turbulence, then it is possible to approximately * lopes@fisica.ufpr.br locate the regions of maximum transversal instability in the laminar state, perturbing the system, in order to decrease the occurrence of these extreme events, sometimes called DragonKings (DK), which are extreme events whose frequency of occurrence lies above a power-law distribution [9] . The mechanism proposed may be applied even without a precise knowledge of the laminar state topology.
As a prototypical model, the one-dimensional nonlinear Schrödinger equation (NLSE) was studied; it is one of the most important equations of mathematical physics, being derived in different fields as nonlinear optics [10, 11] , fluid dynamics [12, 13] , and plasma physics [14] . The NLSE provides a description for the envelope dynamics in weakly nonlinear, dispersive, energy-preserving systems [14] [15] [16] . As an external source of energy, we used a periodic complex forcing term [16] [17] [18] [19] [20] given by e −i 2 t , where is the amplitude of the driver and 2 is its frequency. Since the forcing term has no spatial dependency, the energy is injected solely in the purely temporal Fourier mode. We added to the equation a phenomenological linear damping with a coefficient γ [16] [17] [18] [19] [20] [21] [22] in order to keep the solution bounded for all times. We used periodic boundary conditions (x,t) = (x + L,t), and the change of variables ψ(x,t) = (x,t)e i 2 t was performed to simplify the equation, which can be written as [17, 23] 
The unperturbed NLSE has constants of motion in the form of integrals, among them,
where M and H are constants for = γ = 0, called the mass and Hamiltonian of the unperturbed system, respectively [19] . Whenever = 0 and γ = 0, M and H are no longer conserved quantities and may therefore experience fluctuations. The numerical integration of the equation was performed using the pseudospectral method, which expands the function ψ(x,t) in a truncated complex Fourier series, given by ψ( Each mode amplitude φ n (t) represents the importance of spatial fluctuations to the dynamics in the order of the wave number k n . The value of L was chosen such as 2π/L = 0.9; the values of γ = 0.01, g = 2, 2 = 0.45 and the notation ξ n = |φ n | are used. Due to the numerical method, N must be a power of 2, and in this work, N = 32. The comparison between results using N = 32 and larger values of N (N 64) shows no significant difference, suggesting that N = 32 is a reliable choice. As we analyzed the system in a dissipative regime, the dynamics takes place in a lower-dimensional manifold, sometimes called inertial manifold [24] , in a way that 32 Fourier modes were sufficient to fully represent the solutions of the system. As initial conditions, we used a random number uniformly distributed in the interval [0,1] for the first three modes of the expansion, and a small random amplitude for the remaining modes.
In Fig. 1 , we present the time evolution of the spatial profile for the wave amplitude |ψ(x,t)| and of the integrals M(t) and H (t), for two different values of the forcing parameter. In Figs. 1(a) and 1(b), we choose = 0.21 and the system presents a temporally chaotic behavior with the spatial profile approximately ordered, and only a few Fourier modes being involved in the dynamics. When is increased, the system becomes more disorganized (resembling a turbulent dynamics), in the sense that more Fourier modes are excited and become important. So for = 0.44, the spatial profile is already very irregular, as can be seen in Fig. 1(d) , and the time series for the mass and Hamiltonian of the system also become more disorganized with larger amplitude of fluctuations [ Fig. 1(c) ].
This transition to turbulence involves both an increase of chaoticity of the overall dynamics as well as the excitation of new and larger Fourier modes, as can be seen by the analysis of the time series for the system integrals and spatial profiles (Fig. 1) . In order to provide a numerical quantification for the onset of turbulence in the system, we analyzed its Lyapunov spectrum as a function of , displayed in Fig. 2(a) , where it is clear that the system presents a stronger chaos for higher values of , not only because the absolute value of the largest Lyapunov exponent is increasing, but also because new Lyapunov exponents are becoming positive. Each Lyapunov exponent is associated with a different direction of Fourier phase space, and whenever a Lyapunov exponent is close to zero, as it occurs for 0.21, one expects to observe both positive and negative finite-time fluctuations of local [25, 26] .
The Lyapunov spectrum alone is not enough to quantify a transition to spatiotemporal chaos (or turbulence), as an increase of the system chaoticity does not necessarily imply an increase of the number of excited Fourier modes. For that, we calculated the spectral mean [displayed in Fig. 2(b) ],
, which is roughly the average Fourier mode weighted by the mode amplitude. It is clear from Fig. 2(b) that, as the forcing parameter increases, so does the spectral mean, confirming that more Fourier modes are becoming relevant to the dynamics, and thus the system is also becoming more spatially disorganized, presenting a turbulencelike behavior.
Both Lyapunov exponents and spectral mean are quantifiers that are averaged over a long period of time (formally infinite). To obtain a more detailed description of this transition, one requires information about the dynamics of some intermediate value of the forcing parameter. In Fig. 3 , there are results for = 0.30. In Fig. 3(a) , we display the time evolution of both the mass (blue, upper curve) and Hamiltonian (green, lower curve) of the system, where the intermittent characteristic of the system stands out. Most of the time, the trajectory remains in a laminar state, similar to the more ordered state found for lower values of [ Fig. 1(a) ]. These laminar states are sometimes interrupted by bursts of intense activity, with a dynamics similar to that of higher values of [ Fig. 1(c) ].
This global intermittent feature of the system is caused by the intermittent excitation of higher Fourier modes. In fact, the dynamics of the lower modes are roughly the same at all times, even when the system has gone to a burst, as can be seen in Fig. 3(b) where the time series for the amplitude of the purely temporal Fourier mode [ξ 0 (t)] is depicted, and one can see that it is roughly the same throughout the bursts. When one looks at the time series for the amplitude of a higher Fourier mode, for example, ξ 14 (t), it is possible to see a very clear intermittent behavior, defined by periods of no activity at all, interrupted by large bursts.
This intermittent behavior for the larger Fourier modes is reflected by an intermittent shift between states of temporal chaos and turbulence, as depicted in Fig. 3(d) . The spatial profile starts approximately ordered, similar to Fig. 1(b) , until it goes into a burst of energy, which is reflected in the 040901-2 spatial profile by a burst of turbulence, resembling for a small period of time the profile in Fig. 1(d) .
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This phenomenon can be understood if one thinks of the existence of an ordered state that lies in a subset of the phase space, henceforth named state A, defined by the condition ξ n < η, for all n N where N is some large enough Fourier mode, and η is a real constant that is arbitrarily small. The exact value of N depends on the values of η and . A system trajectory can therefore be divided into two components, with one component inside A (longitudinal) and one outside (transversal).
The transversal dynamics is influenced by the dynamics within A, but not the other way around. This is so due to the existence of a chaotic attractor in A, in which there are an infinite number of UPOs. If the state in A is globally stable, it means that these UPOs are stable in the direction transverse to A (but unstable in the longitudinal direction). If some of these UPOs lose transversal stability, then the system may become locally transversely unstable. These channels of instability provide a way for nearby trajectories to be expelled away from the state A. In the literature, this loss of transversal stability is called unstable dimension variability (UDV) [25] , and it induces the intermittency in the system. Once an expelled trajectory is far from the state A, it will eventually be attracted back to its vicinity, as the infinite time transversal Lyapunov exponent is still negative. This UDV induced intermittency has been associated with the largely known mechanism called on-off intermittency [25] , which has been thoroughly studied in the literature. This kind of intermittent behavior can be very well characterized by the analysis of the waiting-time (τ ) distribution, which is the time between two successive bursts, i.e., the time interval where the condition ξ 14 < 10 −6
holds. The distribution P (τ ) is theorized, in the case of on-off intermittency, to have a power-law behavior P (τ ) ∼ τ −σ with σ = 3/2 [26] , in lower-dimensional systems. In our case, the exponent found was σ = 1.547, which is in very good agreement with the theoretical value.
In order to make clear the local characteristic of the transversal instabilities, in Fig. 4 we calculated a twodimensional probability distribution function (2D-PDF) of an appropriate projection of the phase space. Given a twodimensional infinitesimal interval in the ξ 0 × ξ 1 plane defined
, if a condition C is imposed, then the probability of finding the trajectory in this interval in a given instant of time t is represented as P (C). In this way, we define ρ A (ξ 0 ,ξ 1 ) and ρ E (ξ 0 ,ξ 1 ) as
where h is the time step used for integration; N = 14 in this case and η = 10 −8 . The function ρ A plotted in Fig. 4(a) is the distribution of points in the laminar state A, and ρ E [ Fig. 4(b) ] is an approximation of the distribution of the transversely unstable points of A, as only the points just before a burst occurrence were taken into account. The differences between these two distributions are made clear in Fig. 4(c) , where ρ E − ρ A is plotted. If the whole subspace A was losing transversal stability, then one would expect ρ A and ρ E to be virtually the same. However, that is not the case. ρ E is much more localized, which is in accordance with the fact that it is not the whole set A that loses transversal stability, but rather only some UPOs become transversely unstable. In this way, a typical trajectory that is near A and therefore subjected to its dynamics, corresponding to the laminar states of the system, may approach a transversely unstable region, in the vicinity of some transversely unstable UPO, and then be ejected away from A, allowing the system to explore regions of the Fourier phase space where more Fourier modes are excited, which corresponds to the turbulent bursts.
Once one knows the approximate position in phase space of the transversely unstable regions, i.e., the green (light gray) region inside the dashed circle in Fig. 4(c) , it is possible to predict whenever a turbulent burst is going to occur, and then perturb the system in order to reduce this intermittent behavior. In this sense, a small perturbation was added to the system whenever the dynamics would approach the point of maximum difference between ρ E and ρ A [(ξ 0 ,ξ 1 ) max = (0.60,0.20)] within a radius of 0.005. This small perturbation consists of a harmonic signal, with wave number equal to 2π/L and a Gaussian noise amplitude with standard deviation of 2 × 10 −2 , accompanied by a strong and local dissipation to ensure that the energy of the system is kept approximately the same. The perturbation signal was applied to the system only for small intervals of time in the order of 10 −2 . The system was perturbed for only 3.7% of the time of integration. Figure 5 depicts the PDFs for the system dynamics with (green dashed line) and without (blue solid line) control. Figure 5(a) is the PDF for ξ 0 , which is a Fourier mode in the longitudinal direction of the substate A, where the two PDFs are very similar, suggesting that the control has not changed much of the dynamics of the laminar states. The transversal dynamics, represented by a higher Fourier mode, namely ξ 14 , was significantly influenced by the presence of the perturbation, as can be seen in Fig. 5(b) . The probability of occurrence of turbulent events (larger values of ξ 14 ) has decreased to 55.7%, as the system stays for longer periods of time in laminar states where ξ 14 is very small. As a consequence, there has been a significant reduction of large amplitude events, or Dragon-Kings (DK) [9] , for the mass and Hamiltonian of the system [Figs. 5(c) and 5(d), respectively]. Extreme events are approximately 77.4% less likely to be observed in the mass time series, and approximately 78.1% less likely for the Hamiltonian time series. The small difference between the two percentages comes from the relative arbitrariness in determining the value of M (or H ) above which it will be considered to be an extreme event.
In this Rapid Communication, we have analyzed an intermittent transition to turbulence that takes place in a onedimensional spatially extended dispersive nonlinear dynamical system, here exemplified by the forced and damped NLSE. It was shown that the intermittent events are due to the loss of transversal stability of localized regions in a lower-dimension laminar subspace of the Fourier phase space. We were able to approximately map these regions of maximum transversal instability, and thus apply a small perturbation whenever the system approaches these regions, significantly reducing the occurrence of extreme events in the system. This work has the financial support of CNPq, CAPES, FINEP, and Fundação Araucária (Brazilian government agencies).
