SOCIAL INTERACTION ANALYSIS USING A MULTI-SENSOR APPROACH by GAN TIAN
SOCIAL INTERACTION ANALYSIS






USING A MULTI-SENSOR APPROACH
GAN TIAN
B.Sc., East China Normal University, 2010
A THESIS SUBMITTED
FOR THE DEGREE OF DOCTOR OF
PHILOSOPHY
SCHOOL OF COMPUTING
NATIONAL UNIVERSITY OF SINGAPORE
2015
Declaration
I hereby declare that this thesis is my original work and it
has been written by me in its entirety. I have duly
acknowledged all the sources of information which have been
used in the thesis.






Foremost, I would like to offer my sincere and deepest gratitude to my
advisor, Professor Mohan S. Kankanhalli, for his continuous support and
encouragement. He has been patient with my many mistakes, and provided
me appropriate guidance to learn from those mistakes and overcome them.
I would also express my deepest gratitude to the members of my thesis
committee, Professor Roger Zimmermann and Professor Wei Tsang Ooi,
for their efforts and valuable input at different stages of my Ph.D.
Finishing my research work would not be possible without the support
from all my friends from NUS and I2R. They have been a source of
great motivation and learning for me. Especially, I want to thank Dr.
Wong Yongkang and Dr. Wang Xiangyu for being so patient for all the
discussions.
A special thanks to the one who kept company with me and supported
me during a memorable time in my life.
At last, I take this opportunity to express my deepest thanks to my
parents. Without all of your kind words and encouragement, it would have




List of Tables vii
List of Figures ix
1 Introduction 3
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Social Interaction Analysis with Ambient Sensors . . 5
1.1.2 Social Interaction Analysis with Wearable Sensors . . 6
1.1.3 Social Interaction Analysis with Multi-Modal Ambi-
ent and Wearable Sensors . . . . . . . . . . . . . . . 7
1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Monitoring . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Smart Environments . . . . . . . . . . . . . . . . . . 10
1.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Literature Review 15
2.1 Human Activity Analysis . . . . . . . . . . . . . . . . . . . . 15
2.1.1 Pattern Recognition Approach . . . . . . . . . . . . . 16
2.1.2 State Models Approach . . . . . . . . . . . . . . . . . 17
2.1.3 Semantic Models Approach . . . . . . . . . . . . . . 18
2.1.4 Summary and Discussion . . . . . . . . . . . . . . . . 20
2.2 Social Signal Processing . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Taxonomy for Social Signals . . . . . . . . . . . . . . 23
2.2.2 Social Signals for Social Interaction Analysis . . . . . 25
2.2.3 Summary and Discussion . . . . . . . . . . . . . . . . 27
i
2.3 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 From Single Sensor to Multiple Sensors . . . . . . . . 30
2.3.2 From Ambient Sensors to Wearable Sensors . . . . . 33
2.3.3 Summary and Discussion . . . . . . . . . . . . . . . . 36
2.4 Issues in Multi-sensor-based Social Interaction Analytics . . 38
2.4.1 Social Interaction Representation . . . . . . . . . . . 38
2.4.2 Social Interaction Modelling and Recognition . . . . 38
2.4.3 Multi-sensor Issues . . . . . . . . . . . . . . . . . . . 39
2.4.4 Multi-modality Issues . . . . . . . . . . . . . . . . . . 39
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Temporal Encoded F-formation System for Social Interac-
tion Detection 43
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 Extended F-formation System . . . . . . . . . . . . . . . . . 52
3.5.1 Framework . . . . . . . . . . . . . . . . . . . . . . . 52
3.5.2 F-formation Detection . . . . . . . . . . . . . . . . . 53
3.5.3 Interactant Detection . . . . . . . . . . . . . . . . . . 57
3.6 Ambient Sensing Environment . . . . . . . . . . . . . . . . . 57
3.6.1 Best View Camera Selection . . . . . . . . . . . . . . 58
3.7 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7.1 Parameters Selection . . . . . . . . . . . . . . . . . . 61
3.7.2 Interaction Detection Experiments . . . . . . . . . . 62
3.7.3 Best View Camera Selection Experiments . . . . . . 70
3.8 Summary and Discussion . . . . . . . . . . . . . . . . . . . . 72
4 Recovering Social Interaction Spatial Structure from Mul-
tiple First-person Views 75
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
ii
4.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.5 Image to Local Coordinate System . . . . . . . . . . . . . . 79
4.6 Spatial Relationship & Constraint Extraction . . . . . . . . 80
4.6.1 Spatial Relationship . . . . . . . . . . . . . . . . . . 80
4.6.2 Spatial Constraints . . . . . . . . . . . . . . . . . . . 81
4.7 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . 82
4.8 Search of Configuration . . . . . . . . . . . . . . . . . . . . . 83
4.8.1 Extension with temporal information . . . . . . . . . 85
4.9 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.9.1 Evaluation on Simulation Data . . . . . . . . . . . . 88
4.9.2 Evaluation on Real-world Data . . . . . . . . . . . . 91
4.10 Summary and Discussion . . . . . . . . . . . . . . . . . . . . 93
5 Multi-sensor Self-Quantification of Presentations 95
5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.5 Assessment Rubric . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.2 Assessment Category . . . . . . . . . . . . . . . . . . 102
5.6 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . 104
5.6.1 Sensor Configuration . . . . . . . . . . . . . . . . . . 104
5.6.2 Multi-Sensor Analytics Framework . . . . . . . . . . 106
5.6.3 Feature Representation and Classification . . . . . . 107
5.6.4 Multi-Modality Analytics . . . . . . . . . . . . . . . 110
5.7 Multi-Sensor Presentation Dataset . . . . . . . . . . . . . . 111
5.8 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.8.1 Evaluation Protocol . . . . . . . . . . . . . . . . . . . 112
5.8.2 Result and Discussion . . . . . . . . . . . . . . . . . 112
5.9 User Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.9.1 Analytics . . . . . . . . . . . . . . . . . . . . . . . . 116
iii
5.9.2 Feedback from Speaker . . . . . . . . . . . . . . . . . 119
5.10 Summary and Discussion . . . . . . . . . . . . . . . . . . . . 121
6 Conclusion 123
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3.1 Enhanced Social Signal Processing in Sensor Envi-
ronments . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3.2 Multi-sensor Collaboration . . . . . . . . . . . . . . . 128




Humans are by nature social animals, and the interaction between humans
is an integral feature of human societies. Social interactions play an
important role in our daily lives: people organize themselves in groups
to share views, opinions, as well as thoughts. However, as the availability
of large-scale digitized information on social phenomena becomes prevalent,
it is beyond the scope of practicality to analyze the big data without
computational assistance. Also, recent developments in sensor technology,
such as the emergence of new sensors, advanced processing techniques,
and improved processing hardware, provide an opportunity to improve the
techniques for analyzing interactions by making use of more sensors in
terms of both modality and quantity.
This thesis focuses on the analysis of social interactions from the social
signal perspective in the multi-sensor setting. The thesis starts with
our first work, in which we propose an extended F-formation system for
robust interaction and interactant detection in a generic ambient sensor
environment. The results on interaction center detection and interactant
detection show improvement compared to the rule-based interaction detec-
tion method. Building upon this work, we study the spatial structure
of social interaction in a multiple wearable sensor environment. We
propose a search-based structure recovery method to reconstruct the social
interaction structure given multiple first-person views, where each view
contributes to the multi-faceted understanding of the social interaction.
The proposed method is much simpler than full 3D reconstruction and
suffices for the purpose of capturing the spatial structure of a social
interaction. The third work investigates “presentations”, a special type
of social interaction within a social group for the presentation of a topic.
A new multi-sensor analytics framework is proposed with conventional
ambient sensors (e.g., web camera, Kinect depth sensor, etc.) and
the emerging wearable sensor (e.g., Google Glass, GoPro, etc.) for a
substantially improved sensing of social interaction. We have conducted
single and multi-modal analysis on each sensor type, followed by sensor-
level fusion for improved presentation self-quantification. Feedback from
the presenters shows a lot of potential for the use of such analytics. At
the same time, we have recorded a new multi-sensor presentation dataset,
which consists of web cameras, a Kinect depth sensor, and multiple Google
Glasses. The new dataset consists of 51 presentations of varied duration
v
and topics.
To sum up, the three works have explored the social interaction
from ambient sensor environment to wearable sensor environment; generic
spatial structure of social interaction to a special type of social interaction
“presentation”. In the end, the limitations and the broad vision for social
interaction analysis in multi-sensor environments are discussed.
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Humans are by nature social animals and the interaction between humans
is an integral feature of human societies. A social interaction is defined as
a situation where “the behaviors of one actor are consciously reorganized
by, and influence the behaviors of, another actor, and vice versa” [Turner,
1988]. For example, any conversation, be it a long conversation between in-
timate friends or casual chat around the office pantry, is a social interaction.
It is the most elementary unit of sociological analysis by which the discipline
of psychology studies the behavior of individuals, whereas the field of
sociology studies the organization of individuals [Turner, 1988]. Also, it
is increasingly accepted that social interactions are critical for maintaining
physical, mental and social well-being [Venna et al., 2014]. However, as the
availability of large-scale and digitized information on social phenomena
becomes prevalent, it is beyond the scope of practicality to analyze the
big data without the help of the computational component [Hummon and
Fararo, 1995].
Advanced computational systems enable a variety of techniques to
collect, manage and analyze this vast array of information, to address
important social issues and to see beyond the more traditional disciplinary
analyses [Wang et al., 2007; Cioffi-Revilla, 2010]. Specifically, social
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interaction analysis, which is regarded as one type of complex human
activity analysis, is an active area of computer vision research. In
contrast, a social signal, which is a “communicative or informative signal
that either directly or indirectly provides information concerning social
interactions, social emotions, social attitudes or social relations” [Pantic
et al., 2011], provides a new way to study social interactions. Unlike
the conventional social behavior systems that require representation of
human interaction being directly linked to either linguistic structures (e.g.,
words, sentence) or to affective states (e.g., happy, angry), social signal
processing is based on relatively easy-to-measure statistical properties of
the signal such as voice segment duration while is much more robust
against noise and distortion [Vinciarelli, Pantic, and Bourlard, 2009]. At
the same time, recent developments in sensor technologies, such as the
emergence of new sensors, advanced processing techniques, and improved
processing hardware, provide both opportunities and challenges to improve
the interaction analysis techniques by making use of more sensors in terms
of both modality and quantity.
In this thesis, we mainly focus on social interaction analysis by exploring
the social signals in the multi-sensor environment. Consider the example of
us humans: our brain continuously monitors and analyzes sensory inputs,
recognizes events of importance, and finally initiates actions appropriately.
Similarly, the computational systems collect the social signals in the multi-
sensor environment analyze the “interesting” information, and trigger the
corresponding actions based on our requirements. In the rest of this
chapter, we first review the social interaction analysis under three sensor
configurations. Second, we provide a number of applications of social
interaction analysis. Third, we identify the important issues related to
social interaction analysis in the multi-sensor environment. Fourth, we list
the contributions of the thesis. At last, we provide an outline of the thesis.
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1.1 Background
We review the problems of social interaction analysis in three sensor
configurations: ambient sensors, wearable sensors, and multi-modality
ambient and wearable sensors.
1.1.1 Social Interaction Analysis with Ambient Sen-
sors
Traditional social interaction analysis work makes use of the existing
facilities such as the web cameras and surveillance cameras in the physical
space. Also, the existing social interaction analysis methods are customized
to their own applications by giving specific definitions in advance. For
example, the detection of predefined action sequences like “meet” or
“follow” in the scenario of surveillance offers an extended perception and
reasoning capability about human interactions that occur in the monitored
environments [Oliver, Rosario, and Pentland, 2000; Ivanov and Bobick,
2000; Park and Trivedi, 2007; Ryoo and Aggarwal, 2009; Lin et al., 2010;
Suk, Jain, and Lee, 2011]; the analysis of interaction like “shaking hands” or
“hugging” in the scenario of health monitoring services for tracking people’s
participation level in social interactions [Chen et al., 2007]. However, given
the static nature of these ambient sensors, combining multiple sensors
is needed to ensure the coverage of the monitored area. In addition,
considering the unconstrained nature of social interactions and the use
of different types of sensors, it is desirable to analyze the interactions with
more generic descriptions, rather than the specific definitions like “shaking
hands” or “talking interaction from audio sensor”. Figure 1.1 shows an

















Figure 1.1: Social interaction analysis in a multiple ambient sensors
environment.
1.1.2 Social Interaction Analysis with Wearable Sen-
sors
The technological advancements in microelectronics and computer systems
have enabled the development of new sensors and mobile devices with
unprecedented characteristics. One of the new categories of the device is the
wearable sensor, which has reduced size, weight and power consumption,
and is generally equipped with multiple sensors. Examples of wearable
sensors include Fitbit, smart watches, GoPro camera, and Google Glass. In
contrast to the ambient sensors, the wearable sensors allow high precision in
tracking the user’s activity and perception, and allow continuous usage for
daily activities. For example, the Kinect depth sensor is unable to extract
precise skeleton data if the profile view of a user is given, where the camera
configuration provides restricted field-of-view. Another key difference
resides in how the user interacts with the sensor [Lara and Labrador, 2013].
The ambient sensors are pre-configured with a pre-determined region of
interest, which requires user interactions to be constrained in a specific
spatial location. In contrast, the wearable sensor has no such constraints
and user can perform the desired action in any location. Examples of the
research work exploring the wearable sensors are: social interaction 3D gaze
6









Figure 1.3: Social interaction analysis in a multi-modality sensors environ-
ment.
concurrences detection [Park, Jain, and Sheikh, 2012], social interaction
spatial configuration detection [Fathi, Hodgins, and Rehg, 2012], and
social group detection [Alletto et al., 2014]. Figure 1.2 is an example of
human social interaction scene in a multiple wearable sensors environment.
Compared to the example in Figure 1.1, which uses third-person view
cameras, this example treats some of the individuals as cameras, which
are able to observe human frontal view with less occlusion.
1.1.3 Social Interaction Analysis with Multi-Modal
Ambient and Wearable Sensors
Inspired by the design of humans who are equipped with a multi-modal
perceptual mechanism, it is necessary to analyze social interactions using
data from multi-modality sensors. For example, multi-sensing using both
7
visual and audio data is effective in the detection surveillance events [Atrey,
Kankanhalli, and Jain, 2006]. However, despite its potential benefit, the
availability of additional modalities in return introduces new degrees of
freedom, which raises questions compared to exploiting each modality
separately. For example, the modalities may be correlated or independent;
different modalities usually have varying confidence levels in accomplishing
different tasks [Atrey et al., 2010]. Figure 1.3 is an example of a human
social interaction scene. In contrast to the example in Figure 1.1 or the
example in Figure 1.2 , which study the smart environments and the
wearable computing research independently, multi-modal data from both
ambient sensors and wearable sensors are integrated for the analysis.
1.2 Applications
This section examines the primary applications of interaction analysis,
which are organized into two domains: monitoring and smart environments.
1.2.1 Monitoring
Health Monitoring and Assistive Technology
Social Interaction is one of the most important indicators of physical or
mental changes in aging patients. Combining technical aids and mobile
technology allows people to benefit from both living environments and
remote health monitoring services. The CareGrid project [Dulay et al.,
2005] provides a secure and privacy preserving infrastructure for remote
patient monitoring. For example, a hospital would be informed when
certain patterns of interests were detected by the sensors worn by the risk
patients. Similarly, the ROBOCARE project [Cesta et al., 2007] aims to
create an integrated environment of software and robotic agents to actively
assist an elderly person at home. [Chen et al., 2007] investigated the
8
problem of detecting social interaction patterns of patients.
Surveillance
The problem of remote surveillance of unattended environments has
received particular attention in the past few years. The aim of this effort
is to increase security and safety in several application domains such as
national security, home and bank safety, traffic monitoring and navigation,
tourism, and military applications, etc. [Javed and Shah, 2008].
A surveillance system can be defined as a technological tool that assists
humans by offering an extended perception and reasoning capability about
situations of interest that occur in the monitored environments. Also,
social interactions between people are the major candidate event type
which needs to be monitored. Most video surveillance systems currently
in use share one feature: a human operator must constantly monitor
them. Their effectiveness and response is largely determined not by the
technological capabilities or placement of the cameras but by the vigilance
of the person monitoring the camera system. The number of cameras and
the area under surveillance are limited by the number of personnel available.
Even well-trained people cannot maintain their attention span for extended
periods of time. Furthermore, employing people to continuously monitor
surveillance videos is quite expensive [Javed and Shah, 2008]. Therefore,
the automation of all or parts of surveillance systems would obviously
offer dramatic benefits, ranging from a capability to alert an operator of
potential events of interest to a completely automatic detection and analysis
system [Ra¨ty, 2010].
Social Interaction in Workplace
Understanding processes in the workplace has been the subject of dif-
ferent disciplines, e.g., organizational psychology and management, for
9
decades [Gatica-Perez, 2015]. Particularly, the face-to-face social interac-
tion is a core element in the work environment, and a variety of phenomena,
like job stress, dominance, leadership, etc., can be perceived from the
social interaction process [Gatica-Perez, 2015]. Hoque et al. [Hoque et
al., 2013] proposed a social skill training system “MACH” in the context
of job interviews. During an interaction, the proposed system asks
common interview questions and recorded the interviewees’ behavior using
a camera. The system also mimics certain behavior of the interviewee
and exhibit appropriate nonverbal behaviors. After the interview, the
system will provide interviewees with personalized feedbacks. Similarly,
the works [Nguyen et al., 2013] and [Nguyen et al., 2014] predict the job




Smart meeting systems are designed to automatically record meetings for
future viewing. The aim of these systems is to archive, analyze, and
summarize a meeting so as to make the meeting process more efficient in its
organization and viewing. In smart meeting systems, an event, especially
the interaction between people, is the fundamental element to organize
the information. For example, Gatica-Perez et al. [Gatica-Perez et al.,
2005] proposed a method to segment and extract relevant segments from a
collection of meeting recordings. They used the concept of group interest
level to define relevance, phrasing it as the degree of engagement that
meeting participants display as a group during their interaction. Similarly,
Hung et al. [Hung et al., 2011] used the speaking length extracted from
audio segments as the feature to estimate dominance for the interaction on
the recorded meeting data.
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Presentation and Lectures
Recently there is an extensive effort of universities on developing publish
open courses to support distance learning. For example, MIT OpenCourse-
Ware (OCW) is a free publication of MIT course materials that publish all
of their course materials online and make them widely available to everyone.
According to the introduction of MIT OCW, the courses with video content
enriched the learning experience. However, they are often prohibitive due
to the labor-intensive cost of capturing and pre/post-processing. To reduce
the cost of these public resources, an automatic camera control system for
lecture recordings is required. The Microsoft iCam/iCam2 system [Zhang
et al., 2008] is an example of a complete automated end-to-end system
that supports capturing, broadcasting, viewing, archiving and searching
of presentations. The interactions between the speaker, audience, and
questioner are the basic event for each state, which can be modelled as a
Finite State Machine to trigger the operation of the cameras. Similarly,
Damian et al. [Damian et al., 2015] proposed a system that provides
realtime feedback to augment social interactions and provide real-time
feedback to the presenter during public speaking. In addition, this concept
can be extended to scenarios like job interviews and information-sensitive
conversations.
Automated Photo/Video Taking Systems
In the scenario of social gathering, the interactions between the participants
are often captured with multiple cameras or smartphones [Kindberg et
al., 2005]. In many cases, the event participants play the role of the
photographer, which forces them to become passive observers of the event.
This goes against the main purpose of a social event, which is to interact
with people. Therefore, the analysis of social interactions can benefit the
application of automated photo/video taking systems.
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1.3 Contribution
The goal of this thesis is to address the problems of social interaction
analysis within a multi-sensor environment. Particularly, we actualize the
goal with the following works:
1. social interaction detection in ambient sensor environment
2. social interaction detection in wearable sensor environment
3. social interaction analysis in multi-modal ambient and wearable
sensor environment
The first two works analyze the spatial property of general social
interactions, in which are explored in ambient sensor environment and
wearable sensor environment, respectively. The third work investigates
“presentations”, a special type of social interaction within a social group
for presenting a topic. It is typically a demonstration, lecture or speech
which is to inform, persuade, or build good will. Both ambient sensors
and wearable sensors are combined in this work for an enhanced sensing of
social interactions. The main contributions of the thesis are as follows:
1. We study the spatial social signals from multiple sensors to character-
ize social interactions. The sociological concept “F-formation”, which
is the spatial patterns maintained by the people who are interacting
with each other, is explored for the social interaction analysis. Our
proposed heat-map-based representation for F-formation addresses
the uncertainty of sensor data, combines the individual’s spatial
and temporal information to effectively model “unconstrained” social
interactions, and contributes towards the best view camera selection.
Also, multiple ambient sensors (ordinary RGB cameras and Kinect
depth sensors) are used to sense the environment, which enables
efficient 3D information extraction.
2. We proposed a search-based structure recovery method to reconstruct
the social interaction structures given multiple first-person views,
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where each view contributes to the multifaceted understanding of
social interactions. The proposed method is much simpler than full
3D reconstruction and suffices for capturing the social interaction
spatial structure.
3. We reviewed the existing literature and formalized a new assessment
rubric for presentation self-quantification in terms of the delivery
of the presentation. We proposed a new multi-sensor analytics
framework, which analyzes the data from both ambient sensors and
wearable sensors. We have quantitatively evaluated on the assessment
rubric under single sensor and multi-sensor scenarios, which provide
an insightful benchmark for multi-sensors based self-quantification
work. In addition, we have recorded a new multi-sensor presentation
dataset, which is the first dataset based on the number of sensor types
and the diverse backgrounds and topics of each presentation.
1.4 Organization
The remainder of this thesis is organized as follows: Chapter 2 gives a
comprehensive literature review and identifies the challenges in the context
of related work. Chapter 3 presents our social interaction detection work
based on the sociology concept of F-formation. Chapter 4 demonstrates our
work for spatial structure reconstruction of social interaction using multiple
first person view cameras. Chapter 5 presents a work for presentation
self-quantification in multi-modal multi-sensor environments. Chapter 6






Social interactions play an important role in our daily lives: people organize
themselves in groups to share views, opinions, as well as thoughts. Through
the analysis of social interactions, the behavioral traits or the social
characteristics of the interactant can be inferred [Vinciarelli, Pantic, and
Bourlard, 2009]. For this reason, the automatic modeling and analysis of
interactions have become an active research topic over the last few years.
In this chapter, we review the literature related to social interaction
analysis. First, we examine three types of approaches for human activity
analysis, in which a social interaction is regarded as one type of complex
human activity. Second, in contrast to conventional human activity
analysis, we review the social signal processing to analyze social interaction
from a different perspective. Third, we discuss the data acquisition process
from single sensor to multiple sensors, as well as from ambient sensors to
wearable sensors.
2.1 Human Activity Analysis
Social interaction analysis consists of modelling two components:
• individual/group activities;
• social relationships between individuals.
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In the literature, social interaction analysis is regarded as one type of
complex human activity analysis, which is an important area of computer
vision research. A comprehensive survey on human activity analysis can
be found in [Aggarwal and Ryoo, 2011]. Similar to the automatic video
event modelling approaches, based on the extent of which we make use
of the “semantic” meaning in interaction modelling, we can classify the
methods of interaction analysis into three main categories [Lavee, Rivlin,
and Rudzsky, 2009]: Pattern Recognition Approach, which uses minimal
semantic knowledge; State Models Approach, which integrates the semantic
information in specifying the state space of the model; and Semantic Models
Approach, which investigates the complex semantic properties explicitly. In
the remainder of this section, we will review the works in terms of these
three categories.
2.1.1 Pattern Recognition Approach
Instead of the modelling of interaction activities, the pattern recognition
approaches focus on recognizing the activities and formulate it as a
traditional pattern recognition problem. These approaches are usually
simple and straightforward to implement.
[Chen et al., 2007] addressed the problem of detecting social interaction
patterns of elderly patients in a health care scenario. The authors defined
an interaction as “mutual or reciprocal action that involves two or more
people and produces various characteristic visual/audio patterns”. An
ontology for social interactions was defined. Particularly, the interaction
detection problem was simplified as a problem of classifying the sensor
outputs of each one-second interval into two classes indicating interaction
and non-interaction, respectively. Various machine learning algorithms:
Decision Trees (DT), Naive Bayes Classifiers (NBC), Bayes Networks (BN),
Logistic Regression (LR), Support Vector Machines (SVM), Adaboost,
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and LogitBoost were used as the model for classifying interactions. Also,
physical sensors, e.g., Radio Frequency (RF) sensors, were used to track
the location of each patient, and algorithmic sensors, e.g., speech detection
algorithms, were applied on the audio signals.
The strength of the pattern recognition approaches, e.g. SVM and
Bayes networks used in this work, lies in their reliability to recognize
corresponding activities even in case of noisy inputs. However, the
interactions explored in these methods are usually simple, e.g., without
complex temporal structures. Also, a priori knowledge is always required
with a large amount of training data for these pattern recognition methods.
2.1.2 State Models Approach
State models improve the pattern recognition approach in that they
intrinsically model the structure of the state space of the model [Lavee,
Rivlin, and Rudzsky, 2009]. For example, the capturing of the hierarchical
nature and the temporal evolution of states, are inherent to human
activities. In most of the cases, the model structure is identified by human
intuition, and the model parameters are learned from the training data
using machine learning techniques.
In [Oliver, Rosario, and Pentland, 2000], two different state-based
statistical learning architectures, Hidden Markov Models (HMMs) and
Coupled Hidden Markov Models (CHMMs), were proposed to model human
interactions. An interaction consists of five predefined action sequences: (1)
follow, reach, and walk together; (2) approach, meet, and go on separately;
(3) approach, meet, and go on together; (4) change direction in order to
meet, approach, meet, and continue together; and (5) change direction in
order to meet, approach, meet, and go on separately. Pedestrian detection
and tracking were conducted to extract the 2D blob features as the feature.
A synthetic training system was used to develop flexible prior models.
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Similarly, both [Lin et al., 2010] and [Suk, Jain, and Lee, 2011] proposed to
use the state-based models to recognize human interaction. Human walking
trajectories were the main feature, and the predefined action sequences were
used as the interaction definition.
As we can see that Hidden Markov Models (HMMs) are among the most
popular formalism for activities modeling [Oliver, Rosario, and Pentland,
2000; Lin et al., 2010; Suk, Jain, and Lee, 2011]. The variations of
the basic HMM (e.g., Coupled HMMs [Oliver, Rosario, and Pentland,
2000], Asynchronous HMM [Lin et al., 2010], etc.) enable its ability
to capture more complex properties such as long-term dependence and
hierarchical composition. The challenge is to find a balance of the structural
constraints which can capture the properties well in real applications. In
addition, the need for training samples is a great limitation of this approach.
Furthermore, the topology and the number of states of the model have to be
determined, and the combinatorial blow up of the state-space, commonly
known as the state explosion problem, must be addressed for a real use.
2.1.3 Semantic Models Approach
Unlike state-based models, which define the entire state space, semantic
models construct the activity model using the semantic relationships.
This type of approach allows the activity model to capture the high-
level semantics such as long-term temporal dependence, concurrency, and
complex relations among the sub-activities. The semantic models make
use of the semantic knowledge to construct the models. Most of the time,
the high-level nature of human activities should be specified by a domain
expert manually.
[Ivanov and Bobick, 2000] described a probabilistic syntactic approach
for the detection and recognition of temporally extended activities and
interactions between multiple agents. They formulate interactions between
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objects in terms of tracker states. In particular, the lower-level detections
were performed using standard independent probabilistic event detectors
to propose candidate detections of low-level features. The outputs of these
detectors provide the input stream for a Stochastic Context-Free Grammar
(SCFG) parsing mechanism. [Ryoo and Aggarwal, 2006] proposed a general
framework which represents and recognizes high-level human actions and
human-human interactions, such as “shake-hands”, and “hug”. They first
divided their framework into four layers: the body-part extraction layer,
the pose layer, the gesture layer, and the action and interaction layer. A
pose is the abstraction of the state of one body part, and a gesture is
the abstraction of meaningful sub-sequence of those poses. At the highest
layer, the action and interactions layer, human activities are represented
in terms of time intervals and the relationships among them. The system
detectes human activities if there existed a time interval that satisfies all
conditions specified in the representation. Various pixel-level techniques
were used for the body-part extraction layer. Bayesian networks were
used to implement the pose layer, and hidden Markov models (HMMs)
were implemented for the gesture layer. At the highest layer, actions and
interactions are represented semantically using a context-free grammar
(CFG). The atomic actions were represented using operation triplets of
the form 〈agent − motion − target〉. A composite action is an action
containing two or more atomic actions, with the constraint that only
the actions of the same person can become the sub-events. In terms
of the elements of CFG, the atomic actions serve as terminals. On
the other hand, composite actions were treated as non-terminals. These
non-terminals can be converted to terminals recursively using production
rules. In terms of the recognition of composite actions, the CFG did
not create the sequences of poses or gestures directly; the recognition
of composite actions were conducted through detecting sequences that
19
satisfy the representation constructed with the CFG, that is to say,
the recognition of human activities was done by semantically matching
constructed representations with actual observations. [Ryoo and Aggarwal,
2009] extended the previous deterministic work [Ryoo and Aggarwal, 2006]
by introducing the methodology for the probabilistic recognition of human
activities. That is, based on the probability of the occurrence of atomic
actions, the probability for high-level events could be computed measuring
the confidence of the match. The probabilistic recognition process enables
the system to handle noisy inputs and compensate for the failures of low-
level processing. In addition, the recursive representation was allowed
to describe high-level activities, enabling the system to recognize human
activities with a continuous characteristic.
The semantic models can handle the sequence and hierarchical com-
positions in activities. However, the activity description and recognition
in semantic terms can only be achieved through manual specification of
the model using expert domain knowledge. Also, the semantic-model-
based approaches are not able to compensate for the failures of low-level
components (e.g., gesture detection failure). That is, most of the semantic-
model-based approaches have a deterministic high-level component.
2.1.4 Summary and Discussion
Table 2.1 summarizes our literature review. The advantages of using the
Pattern Recognition approach is that the methods are mathematically
formalized and practically implemented. However, these methods do not
have the ability to capture the semantic meaning of activities, such as
the spatial and temporal relationship among the activities. Therefore the
Pattern Recognition methods are most frequently used in the recognition
of the simple/atomic activities. The State Models improve the Pattern
Recognition methods because they intrinsically model the structure of the
20
state space of the activity domain, for example, the hierarchical nature
and the temporal evolution of state. Their popularity comes from the
combination of using human intuition to build the event structure and the
machine learning techniques to determine the model parameters. However,
if an activity gets more complex, these approaches need a greater amount
of training data, preventing these approaches from being applied to highly
complex activities. Built by human knowledge in the activity domain, the
Semantic Models do capture the structure of an activity well. However,
it is difficult for them to capture the uncertainty intrinsically, and they are
often less efficient in the activity recognition phase.
In addition to the comparison between different activity analysis models,
we can see that the definition for an interaction varies from application to
application. The pattern recognition approach [Chen et al., 2007] used the
sensor-dependent definition for every interaction. For example, “talking”
from the audio sensor and “shaking hands” from the visual sensor. The
state-based approach used the predefined actions as the interaction. For
example, [Oliver, Rosario, and Pentland, 2000] used five predefined action
sequences, e.g., meet and continue together, as interaction, and [Suk, Jain,
and Lee, 2011] followed this definition. Similarly, [Lin et al., 2010] used
eight predefined group activities (InGroup, Approach, WalkTogether, Split,
Ignore, Chase, Fight, RunTogether) as interaction. The semantic approach
models always define the activities in term of the hierarchical structure.
For example, [Ivanov and Bobick, 2000] defined the interaction as action
between objects in terms of tracker states; [Ryoo and Aggarwal, 2006; Ryoo
and Aggarwal, 2009] defined the interaction as actions and/or interactions
of two persons; and [Park and Trivedi, 2007] defined the interaction based
on an event hierarchy: interaction, action, body-part gesture, and poses.
The varieties of interaction definition make every work independent, thus


























































































































































































































































































































































































































































































































































































































































































































































































































































































2.2 Social Signal Processing
A social signal is “a communicative or informative signal that, either
directly or indirectly, provides information concerning social interaction-
s, social emotions, social attitudes or social relations” [Pantic et al.,
2011]. It includes interest, determination, friendliness, boredom, and
other “attitudes” towards a social situation and is conveyed through
multiple non-verbal behavioral cues including posture, facial expression,
voice quality, gestures, etc. [Gatica-Perez, 2009; Vinciarelli, Pantic, and
Bourlard, 2009]. Social Signal Processing (SSP) was first introduced by
Pentland in [Pentland, 2007].
Compared to actual social activities/behaviors, despite their similarity
of being manifested through a variety of non-verbal behavioral cues, social
signals typically last for a short time (like taking turn) while social
behaviors last longer (like agreement) [Vinciarelli, Pantic, and Bourlard,
2009]. Also, unlike the conventional social behavior system that requires
representations of human interactions directly to be linked to either
linguistic structures (e.g., words, sentence) or to affective states (e.g.,
happy, angry), social signals processing are based on relatively easy-to-
measure statistical properties of the signal such as voicing segment duration
that are much more robust against noise and distortion [Pentland, 2007].
As pointed out in [Pentland, 2007], social signaling is “what you perceive
when observing a conversation in an unfamiliar language and yet find that
you can still ‘see’ someone taking charge of a conversation or establishing
a friendly interaction”.
2.2.1 Taxonomy for Social Signals
Vinciarelli et al. organized the social behavioral cues into five categories:
(i) Physical Appearance, (ii) Gesture and Posture, (iii) Face and
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Eyes Behavior, (iv) Vocal Behavior, and (v) Space and Environ-
ment. These five behavioural cues are those that the research in psychology
has recognized as being the most important in human judgments of social
behaviour [Vinciarelli, Pantic, and Bourlard, 2009].
The physical appearance includes natural characteristics (e.g., height,
hair color, etc.) and artificial characteristics (e.g., clothes, make-up, etc.).
It is used to modify/accentuate the facial/body aspects. One of the
tasks related to the physical appearance social signal is the attractiveness
estimation.
Gesture and postures are used to describe body expressions associated
with emotions in animals and humans [Darwin, 1872]. Gestures allow
individuals to communicate a variety of feelings and thoughts (e.g.,
appreciation with thumbs-up gesture), or replacement for words (e.g.,
“hello” and “goodbye” with handwave gesture) etc. [Vinciarelli, Pantic,
and Bourlard, 2009]. In [Gatica-Perez et al., 2005], the authors used the
hand motion as one feature to evaluate the group interest level. Postures
are also typically assumed unconsciously and they are indicative of specific
emotions, thus resulting in the most reliable cues about the actual attitude
of people towards social situations [Richmond, McCroskey, and Payne,
1991]. In [Gatica-Perez et al., 2005], features related to a person’s pose
(eccentricity and orientation of hand blobs, and a rough measure of head
orientation) were used for group interest level evaluation. Similarly, [Biel
and Gatica-Perez, 2013] proposed the use of head pose to model the visual
focus of attention (VFOA).
The vocal behavior comprises all spoken cues that surround the verbal
message and influence its actual meaning. Five major components are
part of the vocal behavior: voice quality, linguistic and non-linguistic
vocalizations, silences, and turn-taking patterns [Vinciarelli, Pantic, and
Bourlard, 2009]. The speaking length and speaking rate were used to
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estimate the interest/dominance in the smart meeting [Gatica-Perez et
al., 2005; Jayagopi et al., 2009; Hung et al., 2011]. The average length
of voice segments, number of speech turns, etc. were used to estimate the
personality in [Biel and Gatica-Perez, 2013].
The choice of distance as a social relation cue relies on one of the most
basic and fundamental findings of proxemics: people tend to unconsciously
organize the space around them in concentric zones corresponding to
different degrees of intimacy [Hall, 1966]. The size of the zones changes
with a number of factors (culture, gender, physical constraints, etc.), but
the resulting effect remains the same: the more two people are intimate,
the closer they get. Furthermore, intimacy appears to correlate with
distance more than with other important proxemic cues like, e.g., mutual
orientation. The individual position, proximity and motion were used to
estimate the attraction in the speed-dates feedback scenario [Veenstra and
Hung, 2011]. The individual location and orientation were used to estimate
the social groups in [Cristani et al., 2011; Hung and Kro¨se, 2011; Bazzani
et al., 2013].
2.2.2 Social Signals for Social Interaction Analysis
The problem of machine analysis of human social signals includes two
main stages [Vinciarelli, Pantic, and Bourlard, 2009]: the preprocessing,
takes as input the recordings of social interaction and gives as output
the multimodal behavioral streams associated with each person; the social
interaction analysis maps the multimodal behavioral streams into social
signals and social behaviors. Hung further identified1 four main tasks in
social signal processing for social interaction: Dominance Estimation,
Personality Estimation, Attraction Estimation, and Social Group
Estimation. Combining the taxonomy of social signals (discussed in
1Retrieved on April 18th, 2015, from http://www.idiap.ch/~odobez/HAVSS/2012-
10-HAVSS-Wednesday-Hung-SocialBehavior-NonVerbalCues.pdf
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Sec. 2.2.1), the first three SSP tasks are closely related to the first four social
signals, which are finer behavioral cues, i.e., (i) physical appearance, (ii)
gesture and posture, (iii) face and eyes behavior, and (iv) vocal behavior.
In contrast, the Social Group Estimation is mainly dependent on the (v)
space and environment behavior cues, which are less important at larger
distance [Cristani, Murino, and Vinciarelli, 2010].
Dominance is the fundamental construct in social interaction [Vinciarelli,
Pantic, and Bourlard, 2009]. The examples of non-verbal expressions of
dominance are: talking louder, talking longer, attempting more interrup-
tions, etc. [Jayagopi et al., 2009] presents a study on dominance modeling
in group meetings from automatic non-verbal activity cues, in a multi-
camera, multi-microphone setting. They investigate efficient audio and
visual activity cues for the characterization of dominant behavior, analyzing
single and joint modalities. In contrast, [Hung et al., 2011] investigate the
task of automatically measuring dominance in small group meetings when
only a single audio source is available. Particularly, they rely solely on the
nonverbal information of each person as a cue for dominance. The most
dominant person is the person who had the longest total speaking length,
and is estimated from the speaker clusters generated from the speaker
diarization algorithm.
The Big-Five framework [McCrae and John, 1992] of personality is a
hierarchical model that organizes personality traits in terms of five basic
bipolar dimensions: Extraversion (E), Agreeableness (A), Conscientious-
ness (C), Neuroticism (N), and Openness to Experience (O). Though the
Big-Five model has not been universally accepted, it has considerable
support and has become the most widely used and researched model of
personality [Gosling, Rentfrow, and Swann Jr, 2003]. [Ma, Sim, and
Kankanhalli, 2013] proposed a Visual stimulus, Intent, and Person (VIP)
eye-gaze framework, which formally defines the dependence of social signal
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eye-gaze. Specifically, they define the eye-gaze data E as a function of
the 3 factors: E = f(V, I, P ), where V is the visual stimulus’ feature
vector, e.g., color, I is the immediate mental states feature vector, e.g.,
emotion states, and P is the set of persistent personal attributes, e.g.,
identity. With this unifying framework, the research problems on eye-gaze
data can be formally described. In particular, they proposed a personal
attribute classification problem from eye-gaze information. They assumed
that given some stimulus (c1), viewers having common intents (c2) but
differing personal attributes will have different eye-gaze patterns. Hence,
P ≈ f−1V=c1,I=c2(E). [Biel and Gatica-Perez, 2013] presented a study on
personality impressions from brief behavioral slices of conversational video
blogs (vlogs) extracted from YouTube. Though vlogs are not face-to-face
interactions, vloggers behave in ways that resemble having a conversation
with their audience through their web cameras.
Group interest level has been explored to define relevance for information
retrieval (IR) tasks on meeting recordings. [Gatica-Perez et al., 2005]
phrased the group interest-level as the degree of engagement that meeting
participants display as a group during their interaction. Both audio
and visual features were used in this work. Statistical model HMM
and multi-stream HMM (MS-HMM) were investigated on the continuous
recognition of high (and neutral) group interest level from audio-visual
data. In addition, human attraction estimation has been investigated in
the context of Speed-Dating applications for giving feedback by analyzing
behavior [Ranganath, Jurafsky, and McFarland, 2009; Veenstra and Hung,
2011] and job interviews for hirability prediction [Nguyen et al., 2013;
Nguyen et al., 2014]. [Veenstra and Hung, 2011] introduce video features
which are used to predict if people want to exchange contact information
with the other in a speed-date; they also use these features to predict how
physically attractive participants found their dates. The extracted features
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are related to position, proximity and motion.
The sociological concept “F-formation”, which exploits the space and
environment behavioral cues for analyzing social interactions, has been
studied to analyze the unconstrained social event scenario [Kendon, 1990;
Cristani et al., 2011]. There are a number of methods to detect F-formation
over the years [Cristani et al., 2011; Hung and Kro¨se, 2011; Bazzani et al.,
2013]. The details of F-formation are shown in Section 3.4.
2.2.3 Summary and Discussion
In this section, we have reviewed the definition for social signal and a
taxonomy for the social behavior cues. Compared to analyzing social
behavior directly, social signal processing based interaction analysis tries
to describe social interaction through various aspects, e.g., dominance
estimation in [Jayagopi et al., 2009; Hung et al., 2011], personality
estimation in [Biel and Gatica-Perez, 2013; Ma, Sim, and Kankanhalli,
2013], attraction estimation in [Ranganath, Jurafsky, and McFarland, 2009;
Veenstra and Hung, 2011], and social group estimation in [Hung and Kro¨se,
2011; Cristani et al., 2011; Bazzani et al., 2013].
Social signal processing is still at an early stage. As identified by [Vincia-
relli, Pantic, and Bourlard, 2009], there are four crucial challenges that need
to be addressed. First, computer scientists need to collaborate with social
scientists more closely in order to explore the mechanisms governing social
behaviors that the psychologists have investigated for decades. Second,
the multi-cue, multi-modal social signal analyses need to be investigated.
Multimedia data analysis has been studied for decades. However, the
fusion of multi-modal social signals is a big challenge. For example, face-
to-face interactions and social interactions on the online social networks
have different time scales that makes them difficult to combine. Third, the































































































































































































































































































































































































































































































































































































































































































































































































most of the works were produced in laboratories and artificial settings
[Jayagopi et al., 2009; Ranganath, Jurafsky, and McFarland, 2009; Hung
et al., 2011; Veenstra and Hung, 2011; Biel and Gatica-Perez, 2013]. The
real impact of the research on the artificially experiment is limited. Finally,
it is important to identify the applications which can benefit from social
signal processing.
2.3 Data Acquisition
Data is the most fundamental element in social interaction analysis,
because essentially social interaction analysis requires digging meaningful
information out of the huge volume of data produced. Data acquisition is
performed by means of a set of sensors. Based on the quantity of sensors
used, we can categorize sensors into single sensors or multiple sensors. We
can further classify them as ambient sensors or wearable sensors.
In earlier works, most research focused on single static sensors, or multi-
ple ambient/wearable sensors. With the development of sensor technology,
the trends goes towards building a large distributed heterogeneous sensor
network, and each sensor processes its data locally and collaborates with
each other on the application-specific tasks. The main type of ambient
sensors we discussed are auditory and visual sensors because they are the
most useful information sources in interaction analysis applications, and
they can obtain more complex observations about the real-world than the
simple scalar sensors like temperature or pressure sensors. For the wearable
sensors, we focus on the wearable cameras and smartphones.
2.3.1 From Single Sensor to Multiple Sensors
Interaction analysis from one single continuous captured stream is a
frequently studied domain. Single source data are often found in many
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real-world applications such as closed-circuit surveillance and video input
for human computer interaction. However, with the development of sensor
technology, new sensor types and more affordable sensors pose challenges to
us of how to make use of the additional information both in modality and
quantity. The basic premise behind them is that while an individual media
channel or a derived feature stream captures some aspects of an event, the
combination of all the streams that captures the entire intended semantics
of the content should make the interaction analysis easier or more effective
than only using one media or one aspect of that media [Liu, Gupta, and
Jain, 2005].
In the rest of this section, we discuss how traditional video surveillance
systems have been enhanced along the following three aspects: explored
multi-resolution view, enhanced view, and enlarged view [Cucchiara, 2005].
Multi-resolution view exploration is to obtain different granularity in
order to have multi-resolution description of the scene. For example, a
close view helps to recognize people by capturing zoomed faces. View
enhancement improves the understanding of the environment by the
adoption of redundant overlapping sensors or of multiple types of sensors.
View enlargement extends the view of the scene by using more non-
overlapping cameras.
Multi-resolution View
In [Horaud, Knossow, and Michaelis, 2006], the authors address the
problem of establishing a computational model for visual attention by using
two cooperating cameras. Specifically, they maintain a visual event, such as
moving person, within the field of view of a rotating and zooming camera.
This is achieved through the understanding and modeling of the geometric
and kinematic coupling between a static camera and an active camera. The
static camera has a wide field of view, thus is able to capture events at low
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resolution. The active camera can provide a high-resolution image of the
event.
The advantage of this work is to analyze events at different resolution
by the use of two cameras. Currently, most of the visual surveillance and
visual attention systems use a single camera. Through the cooperation
of two cameras, the event can be rapidly analyzed at low resolution, and
further recognition and interpretation is performed at high resolution. The
limitations of this work are the overhead of off-line calibration, and the
delay of initialization to ensure that the object detected by the fixed camera
falls within the mobile cameras field of view.
Enhanced View
Atrey et al. [Atrey, Kankanhalli, and Jain, 2006] presented a generic
framework for enhanced active multi-sensing. They used the term
“coopetitive” to characterize the relationship between the sensors: the
sensors are “competing” in a local context, yet they are still “cooperating”
towards a common goal in a global context by working together to obtain
a high-quality data. In addition, they also employed model predictive
control (MPC) based forward state estimation method for counter-acting
various delays faced in multi-sensor environments. To be specific, in the
Competition Phase, the tasks are assigned based on the explicit priority of
the available sensors; while in the Cooperation Phase, the sensors exchange
information to help other sensors. The MPC feedback mechanism is used
to predict the frame position of the tracking object rather than being
lagged by one frame in each iteration. The strength of this paper is the
combination of being both “competitive” and “cooperative”, by considering
both local competition and global cooperation. Meanwhile, the use of MPC
contributed significantly towards improving system performance.
The limitation of this work is that the system is still coordinated by a
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central agent, which lacks flexibility. In addition, the framework made the
assumption that the number of sensors should be larger than the number of
tasks, which is not always true in reality. For example, there may be more
people to track than the available sensors. Finally, the coopetition could
be further extended with different type of sensors, which is not addressed
in this paper.
In [Cristani, Bicego, and Murino, 2007], the authors propose a method
based on audio-video concurrence matrix to integrate the audio and visual
information for scene analysis. The intuition for using audio and visual
information is that generally almost all human-activity recognition systems
work mainly at visual level only, but other information modalities can be
easily available (e.g., audio) and are used as complementary information
to discover and explain interesting “activity patterns” in a scene. In
this approach, the authors define an audio video event (AVE) as the
one which occurs when a foreground (FG) audio and a foreground (FG)
video are synchronously present in a scene. They firstly start the audio
and visual background (BG) modeling and foreground (FG) detection
modules separately; then the audio-visual (AV) association is subsequently
developed by constructing the so-called AVC matrix, which encodes the
degree of simultaneity of the audio and video FG patterns. Finally, the
AV activities occurring in the scene are summarized and described by
the resulting AVC matrix. The experimental results in this work on real
sequences have shown promising results in terms of both classification and
clustering.
The advantages of this work are the use of multimodal audio-visual
information, which effectively characterize and discriminate events, there-
fore outperforming clustering and classification performances obtained by
using individual modalities. However, there are several drawbacks of this
approach: 1) The “Audio-video concurrence” fusion method is based on
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the assumption that, the audio and video data are synchronized. But the
authors did not address the problem of synchronization which is a key to
the effectiveness of this method; 2) as identified by the authors, this method
would not work if the events are overlapped.
Enlarged View
In [Yanmaz, 2009], the author addresses the problem of event coverage in
wireless sensor network, which is made up of Unmanned Aerial Vehicles
(UAVs). In this work, it is assumed that events are stationary and event
durations are finite. Meanwhile, the events occurred at a random location
in the geographical area to be monitored. Based on these assumptions,
they evaluate their methods by the probability of successful detection of
the UAV network flying in formation.
The main contribution of this work is an effective self-organized distribut-
ed mobility model for UAVs, which emphasized on solving the problem of
time constraint and high miss probability in the real scenarios. However,
we can still find that by the use of multiple sensors, the monitored area
is successfully covered, which is hardly achieved by using a single sensor.
The limitation of this work is the definition of event is in a generic way,
which assumes the events being stationary, of finite duration, and randomly
occurred.
2.3.2 From Ambient Sensors to Wearable Sensors
Significant amount of research in ambient sensing has focused on the
use of visual and audio activity detection. Examples of ambient sensors
include cameras, microphones, passive infrared sensors, etc. In [Gatica-
Perez et al., 2005] Gatica-Perez et al. propose a method to segment and
extract relevant segments from a collection of meeting recordings. The
meeting was recorded in a room equipped with three cameras and 12
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microphones. Ambient sensors have the advantage of providing more
accurate information about the spatial location and general activity of
the subject within the environment [Pansiot et al., 2007]. However,
they are fixed in the predetermined location, so the analysis of human
behaviors largely depends on the voluntariness of the users with the sensors.
Additionally, the data captured from ambient sensors suffers severely from
the occlusion problem. In contrast, the recent use of wearable sensors
provides an effective means of inferring humans’ activity. Wearable sensors
are positioned directly or indirectly on the body. They can be operated
hands-free, for example the Google Glass, smartwatch, smartphone, etc.
The unique features of wearable sensors create unique challenges for
creating wearable computing systems. In addition, the unique features
of wearable sensors enable novel and important applications for research in
wearable computing.
The recent and widespread availability of a number of appealing wearable
cameras, such as Google Glass and GoPro cameras, have increased the
urgency in research on these offerings. Park et al. used multiple head-
mounted cameras to estimate 3D social saliency [Park, Jain, and Sheikh,
2012]. They present a representation for social scene understanding in
terms of 3D gaze concurrences. In particular, they model individual
gazes as a cone-shaped distribution that captures the variation of the
eye-in-head motion. Then the head-mounted camera poses in 3D using
structure is constructed from motion to estimate the relationship between
the camera pose and the gaze ray. However, their work needs camera pose
3D registration in advance, which is not practical in real world scenarios.
The detection and recognition for the types of social interaction such as
dialogue, discussion, and monologue in first-person videos captured by
GoPro cameras has been addressed in [Fathi, Hodgins, and Rehg, 2012].
They construct a description of the scene by transferring faces to the 3D
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space and use the context provided by all the faces to estimate where each
person is attending. The patterns of attention are used to assign roles to
individuals in the scene. The roles and locations of the individuals are
analyzed over time to recognize social interactions. Similarly, in [Alletto
et al., 2014], social groups are detected from first-person camera views.
The authors developed a head pose estimation technique designed for first
person camera views and used it to compute the head poses of the subjects
in the scene. Furthermore, they estimate the 3D location of the people
without the need of camera calibration. Using these information, they
employ socially inspired features and a correlation clustering algorithm to
partition the people in the scene into related groups. The two works [Fathi,
Hodgins, and Rehg, 2012] and [Alletto et al., 2014] both analyze the spatial
information of social interaction . However, the authors only utilized single
wearable camera’s data for their analysis, in which each observation only
has a limited field of view, and can only capture a portion of the social
interaction.
In addition to wearable cameras, smartphones are good candidate for
wearable sensors because of their widespread use across many populations.
[Su, Tong, and Ji, 2014] listed out the most common sensors and their data
usage on smartphones. [Do et al., 2013] address the problem of interpreting
social activity from human-human interactions captured by mobile sensing
networks. Their analysis was conducted on interaction networks sensed
with Bluetooth and infrared sensors. The Bluetooth and infrared sensors
offer ways to approximate social interaction as spatial proximity or as the
co-location of wearable devices. They utilized the SocioMetric Badges
Corpus in their study, which were collected with the sensors equipped
with accelerometers, microphones, Bluetooth and infrared sensors. [Hung,
Englebienne, and Kools, 2013] estimate different types of social actions from
a single body-worn accelerometer in a crowded social setting. The social
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actions explored in this work are whether a person is speaking, laughing,
gesturing, drinking, or stepping. The use of only the accelerometer
achieves good result without explicitly recording what people look like
and what they are saying. This demonstrates the feasibility of using only
social signals without visual and audio data. [Polychroniou, Salamin, and
Vinciarelli, 2014] present a collection of 60 mobile phone calls between
unacquainted individuals. The corpus is designed to support research on
non-verbal behavior and it has been manually annotated into conversational
topics and behavioral events (laughter, fillers, back-channel, etc.). The
corpus is a valuable resource for studies in social signal processing, the
automatic analysis of nonverbal behavior during social interactions.
2.3.3 Summary and Discussion
In this section, we have reviewed two sensor revolution trajectories for
capturing social interactions. On the one hand, the proliferation of sensors
enables us to explore the benefits brought by the additional sensors. We can
see that the literature has demonstrated the advantages of Multi-resolution
View: [Horaud, Knossow, and Michaelis, 2006] maintains a visual event
within the field of view of a camera with a reasonable resolution, [Zhang
et al., 2008] transits from speaker view to show the close-up views of the
speaker to room view to show the whole activities; Enhanced View: [Atrey,
Kankanhalli, and Jain, 2006; Cristani, Bicego, and Murino, 2007] perform
surveillance event detection using both audio and video information; and
Enlarged View: [Yanmaz, 2009] detects event in a large area by using
multiple UAVs, [Detmold et al., 2009] optimizes the coverage of the area
under surveillance by controling multiple PTZ cameras. However, with
more sensors, we must face the problems of deciding how many sensors
are needed to solve the problem, e.g., how many sensors are needed to
cover a particular area; how to select the corresponding sensors to solve
37
Table 2.3: Data acquisition work comparisons
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MS is Multi-Sensor, MD is Multi-Modality. The modalities include: visual (V),
audio (A), motion (M), and others .
the problem, e.g., the sensor tasking problem; and how to fuse the data
from to achieve a single conclusion, e.g. how to resolve the inconsistencies
or conflicts among multiple sources.
On the other hand, the recent use of wearable sensors provides an
effective means of inferring humans’ activity therefore contributes to the
social interaction analysis. The works [Park, Jain, and Sheikh, 2012;
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Fathi, Hodgins, and Rehg, 2012; Alletto et al., 2014] analyze the social
interaction using wearable cameras. The works [Do et al., 2013; Hung,
Englebienne, and Kools, 2013; Polychroniou, Salamin, and Vinciarelli,
2014] use sensors of mobile phones. As we can see in these works, the
focus of wearable cameras is on visual modality; while other wearable
sensors focus on other modality data such as accelerometer, gyroscope,
etc. and have less emphasis on visual information. Therefore, there is an
opportunity to analyze the visual information with the help of other sensor
data.
2.4 Issues in Multi-sensor-based Social In-
teraction Analytics
In this chapter, we have reviewed three topics: human activity analysis,
social signal processing, and data acquisition. Based on the literature,
we identify the important issues that need to be considered for the
social interaction analysis in the multi-sensor environment in the following
paragraphs.
2.4.1 Social Interaction Representation
As shown in Table 2.1, in the traditional human behavior analysis
work, the representation of social interactions varies from work to work.
Considering the unconstrained nature of social interactions, it is not
possible to enumerate all the possible ad-hoc social interactions all over the
world. Therefore it is still challenging to generalize the social interaction
representation so that the method is meaningful in different application
scenarios.
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2.4.2 Social Interaction Modelling and Recognition
In order to recognize social interactions and analyze their semantic
meaning, we should first model social interactions. Social interaction can
be modelled based on the extent of how much “semantic” meaning is in
the model. For example, “motion”, “moving objects”, “human moving
hands”, and “two human are shaking hands” can refer to the same “social
interaction” corresponding to different models. Considering the spatial,
temporal, and semantic characteristics of social interaction as well as the
hierarchical nature of them, the following issues need to be considered:
1) Which semantic level the model should be on? For example, data level
“motion” or high level “human moving hands”. 2) What is the relationship
between different social interactions represented in the model? 3) What is
the corresponding recognition algorithm? Does the algorithm support real-
time applications?
2.4.3 Multi-sensor Issues
Given the static nature and the restricted field-of-view characters of
ambient sensors, combining multiple sensors is necessary to ensure the
coverage of the monitored area. Compared to ambient sensors, the wearable
sensors have no constraints on the users’ movement. However, a single
wearable sensor still has limited coverage and lacks a global reference. The
unique features of wearable sensors create unique challenges in wearable
computing systems [Chan et al., 2012]: system efficiency, reliability, and
unobtrusiveness; user needs, perception and acceptance; privacy, ethics,
and legal barriers. When multiple sensors are combined, the issues arise
as deciding how many sensors are needed to solve the problem, e.g.,
how many sensors are needed to cover a particular area; how to select
the corresponding sensors to solve the problem, e.g., the sensor tasking
problem; and how to fuse the data from to achieve a single conclusion, e.g.,
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how to resolve the inconsistencies or conflicts among multiple sources.
2.4.4 Multi-modality Issues
Multi-modality data describe the multifaceted nature of interactions.
However, it is difficult to fuse the heterogeneous data. As summarized
in [Atrey et al., 2010], the issues in the multi-modal fusion process
are: the choice of fusion levels, e.g., feature level or decision level; the
choice of granularity levels in time among asynchronized and diverse
data steams; the strategy for fusion with modality correlations, modality
confidence information, and context information; the strategy for fusing
complementary of contradicting information.
2.5 Summary
In this chapter, three topics related to social interaction analysis have
been reviewed: human activity analysis, social signal processing, and
data acquisition. First, we discussed the social interaction as one type
of complex human activity [Aggarwal and Ryoo, 2011]. The literature
on the social interaction analysis in terms of human activity analysis
falls into three categories: pattern recognition approaches, state models
approaches, and semantic models approaches. We have found that in these
approaches, the definition for social interaction varies from application to
application, which makes these methods difficult to compare becuase of
varying assumptions and definitions. Also, previous studies mainly focused
on the visual data for interaction analysis, which goes against the nature
of real world’s multi-modalities. Second, we reviewed the concept of social
signal, which was introduced as a communicative or informative signal for
the analysis of social interactions, social emotions, social attitudes, and
social relations [Pantic et al., 2011]. Social signals (e.g., eye-gaze, proximity,
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etc.) are based on the easy-to-measure statistical properties of the signal,
which do not require the direct link the human interaction representation
to linguistic structures (e.g., a hand-shaking interaction), thus making the
analysis much more robust against noise and distortion. However, the
research on social signal processing is still in its infancy [Vinciarelli, Pantic,
and Bourlard, 2009]: the utilization of social signals from the psychology
discipline to the computer science discipline is under exploration; the multi-
modal social signals fusion is indispensable; the real-world experiments
are necessary for the social signal validation; and more applications are
needed to be identified. Third, we discussed the data acquisition process
in the sensor network. Data is the most fundamental element in social
interaction analysis, because social interaction analysis is a way to dig
meaningful information out of the huge volume of data produced. Data
acquisition is performed by means of a set of sensors, therefore we reviewed
the data acquisition process based on two evolution paths of sensors:
from single to multiple and from ambient to wearable. Multiple sensors
enable us to obtain the multi-resolution view, enhanced view, and enlarged
view. Ambient sensors have the advantage of providing more accurate
information about the spatial location and general activity of the subject
within the environment. In contrast, wearable sensors, positioned directly





F-formation System for Social
Interaction Detection
3.1 Overview
In the literature, social interaction analysis is regarded as one type of
complex human activity analysis problem, in which specific definitions must
be provided in advance in order to customize the approach based on the
specific type of interaction. Considering the unconstrained nature of social
interactions, it is not possible to enumerate all the possible types of ad-
hoc social interactions all over the world. In this chapter, we propose
an extended F-formation system for robust interaction and interactant
detection. Differing from the existing works on human activity analysis,
we utilize the F-formation model from sociology that considers the spatial
aspect of social interactions, which is easier to be detected in the generic
social interaction settings. In addition, we also bring in the temporal
aspect of interactions. Our novel extended F-formation system employs a
heat map based feature representation for each unique individual, namely
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Interaction Space (IS), to model their respective location, orientation, and
temporal information. In our work, the individual’s spatial location and
orientation are detected with Kinect depth sensors. Given the interaction
space of all individuals, we detect the interaction centers (i.e., o-space)
and the respective interactants, as well as the location of the best-view
camera. The proposed temporal-encoded interaction space based approach
is evaluated on both the synthetic data and real-world experimental
environment. For the real-world scenario, we configure a test environment
with four Pan-Tilt-Zoom (PTZ) cameras and three Kinect depth sensors,
which enables the efficient detection of our extended F-formation system.
To the best of our knowledge, this is the first time F-formation is used for
automated social event photo-capture application. The work presented in
this chapter was initially published in [Gan et al., 2013].
3.2 Motivation
In social gatherings such as cocktail parties, conference receptions, etc., the
interactions between the event participants are often captured with multiple
cameras or smartphones. In many scenarios, the event participants play the
role of the photographer, which forces them to become passive observers
of the event. This goes against the primary purpose of socializing where
the participants ought to enjoy the events. Furthermore, the participants
may not capture all the important shots due to the fact that no one
is able to observe the whole event [Campanella and Hoonhout, 2008].
Therefore, it would be desirable to have the photos taken by the professional
photographer or by an automated photo-capture system. Hiring a
professional photographer is generally expensive and hence not affordable
for many types of informal social gatherings. With an automated photo-
capture system, the cost can be negligible. Moreover, these approaches can
44
be scaled to support closed-door events with privacy concerns, or a live
streaming system that shows the latest photo on a public display, or to
automatically annotate videos capturing a social event.
One potential solution for the automated photo-capture system is to
configure a set of cameras to record the entire event. The recorded
videos can be manually edited after the event, or analyzed using video
post-processing [Rui et al., 2004; Lampi et al., 2007; Saini et al.,
2012]. Such works have been proposed for various applications in the
literature, such as video summarization for video conferencing [Mikic,
Huang, and Trivedi, 2000], lecture webcasting [Rui et al., 2004; Lampi et
al., 2007], sport events [Sadlier and O’Connor, 2005], and video mash-up
for live performance [Shrestha et al., 2010; Saini et al., 2012]. However,
these approaches require large storage capacity for the videos, as well
as computationally expensive vision algorithms to analyze the footages.
Therefore, these approaches cannot be scaled for large-scale deployments.
In addition, the aforementioned approaches can only be applied to specific
predefined actions/tasks [Mikic, Huang, and Trivedi, 2000; Rui et al., 2004;
Sadlier and O’Connor, 2005; Lampi et al., 2007; Saini et al., 2012]. In
practice, one cannot predict a priori where the interesting “events” will
occur so it is difficult to zoom and take good photos by a priori set-up.
Also, recorded video analysis does not allow for spontaneous live sharing
on social media.
In contrast to the aforementioned methods, another approach is to em-
ploy the F-formation concept for detecting the social interaction [Cristani
et al., 2011; Marquardt, Hinckley, and Greenberg, 2012; Bazzani et al.,
2013]. The F-formation-based approach has two main benefits. Firstly,
a social interaction can easily be identified from the detection of o-
space, which is derived from the orientations and spatial locations of the
interactants. Secondly, the computational resources can be utilized only
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on the detected interaction regions. This also increases the likelihood of
capturing photos that are more “interesting” without recourse to dense
analysis on all video streams. However, most of the existing F-formation-
based approaches do not incorporate the temporal information. This
gives negative classification results for some interaction arrangements.
For example, two persons walking past each other would be immediately
considered as a valid F-formation. This is intuitively against the idea of
having a social interaction.
Recently, a heat map based approach has been proposed to recognize
the type of human group activity [Chu et al., 2012]. The heatmap-based
approach models the human movement trajectory as a heat map with
thermal diffusion. The resulting heat map is used to classify the query
activity as one of the predefined activities (e.g., gather, follow, separate,
etc.) with a surface fitting process [Chu et al., 2012]. We argue that
the surface fitting approach is not suitable for the aforementioned social
events. This is because the number of participants in social events is
generally high, which results high intraclass variance for each type of group
activity. Despite that, we acknowledge that the heatmap-based approach
is an effective method to incorporate the temporal information.
3.3 Contributions
There are three main contributions in this chapter:
• In contrast to following the traditional approach of using a specific
definition for social interaction detection, we model the social
interaction using the sociological concept “F-formation”, which is
derived from the orientation and spatial location of the interactants.
With the modelling of “F-formation”, the social interaction can be
easily detected in the generic scenario without predefinition or dense
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analysis on all video streams.
• We propose a heatmap-based representation for “F-formation”, which
addresses the uncertainty of the sensor data. Additionally, the
temporal information is explicitly encoded into the heatmap represen-
tation which effectively models “unconstrained” social interactions.
We show that the heatmap based approach outperforms the rule-
based approach. Also, the temporal information helps resolving the
ambiguity between pass-by scenario and true interaction.
• We propose an ambient sensor-based environment which combines
RGB image sensors and depth sensors. The real-world experiments
are conducted in this ambient sensor environment, which validate
the effectiveness of our approaches. A best view camera selection
method is designed based on our proposed heatmap representation in
this sensor environment. To demonstrate the view selection method,
we conducted a user study to compare our best view camera ranking
with humans ranking using real-world data. The results on visual
analytics and the user study agree with our expectation.
3.4 Related Works
In recent years, there has been growing interest in the detection of social
group behavior [Gatica-Perez, 2009; Cristani et al., 2011; Bazzani et al.,
2013]. Social interaction detection requires modeling of two components:
(1) individual activities, and (2) social relationships between individuals.
The literature can be categorized into three approaches. The first category
relies on the visual information and statistical models, as shown in what
we have reviewed in Section 2.1 human activity analysis. However, its
efficacy in real world application is questionable due to the uncontrolled








Figure 3.1: Example of various interaction arrangements in F-formation.
(a) Circular, (b) vis-a-vis, (c) side-by-side, and (d) L-arrangement
data collected from various sensors and performs multimodal processing
to detect interaction [Chen et al., 2007]. The third category analyzes the
social interactions using social behavioral cues (as shown in Section 2.2
social signal processing). In [Vinciarelli, Pantic, and Bourlard, 2009],
Vinciarelli et al. organized the social behavioral cues into five categories:
(i) physical appearance, (ii) gesture and posture, (iii) face and eyes
behavior, (iv) vocal behavior, and (v) space and environment. These cues
have been recognized in Psychology literature as the most important factors
in human judgments [Vinciarelli, Pantic, and Bourlard, 2009].
In this chapter, we focus on the space and environment social behavioral
cues for social interaction detection. A popular sociological concept to
exploit this behavioral cue is the F-formation system [Kendon, 1990]. By
creating and maintaining the F-formation, the information exchange during
interaction is more efficient and effective. In the sociological literature,
F-formation is defined as a set of spatial patterns maintained during social
interactions by two or more interactants, where the spatial and orientation
relationship among multiple persons forms an interaction space [Kendon,
1990; Cristani et al., 2011]. The F-formation is formalized into three social
spaces: o-space, p-space, and r-space (see Figure 3.1). The o-space, also
known as the joint transaction space, is the interaction space between the
interactants. In practical systems, we can conclude that a social interaction
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is formed whenever an o-space is created [Kendon, 1990]. The p-space
and r-space are the area occupied by the interactants and the area that
surrounds the interactants, respectively. Examples of various interaction
patterns are shown in Figure 3.1. This concept is commonly used in
computer-supported cooperative work, where the interaction is established
with an appropriate spatial relationship between participants. For example,
Yamashita et al. [Yamashita et al., 2008] examined how changes in seating
position across different sites affect the video-mediated communication
by exploring the F-formation. While in [Rios-Martinez, Spalanzani, and
Laugier, 2011], the F-formation knowledge is used to navigate the robot
to join an interaction group using a socially adapted behavior with lower
risk of collision and disturbance. Despite being tangentially relevant to the
social interaction detection, it inspired us to make use of the F-formation
to explore and analyze social interactions.
There are a number of methods to detect the F-formation. Hung et al. [Hung
and Kro¨se, 2011] presented an F-formation detection method by formulat-
ing the problem in terms of identifying dominant sets. This graph-theoretic
detection method is particularly designed for the crowded environment.
Marquardt et al. [Marquardt et al., 2012] used the ubiquitous computing
environment to sense the social proximity of people in the form of
F-formation. Their goal is to motivate group interactions. Specifically,
they define two persons to be in an F-formation if the following conditions
are met: (1) they are not standing behind each other; (2) the angle between
their orientation vectors is smaller than 180 degrees; (3) the distance
between them is small enough. After the three conditions are met, the
algorithm iterates over all pairs of people, calculates the distance and
angle between them, and assigns an F-formation type (i.e., side-by-side, L-
shaped, face-to-face, or none) based on tolerance thresholds. This work is
intended to prove that small-group interaction can be sensed in the form of
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F-formation. Cristani et al. [Cristani et al., 2011] designed an F-formation
recognizer based on the Hough-voting strategy. First, they take a certain
number of candidate sample interaction centers for each subject, and then
the candidate positions are voted by weighted samples. The interaction
center is selected as the position which has the highest value. Their method
incorporates the uncertainty by assuming the position and orientation of
each subject as Gaussian random variables. However, this method detects
the F-formation for each frame independently. Therefore, the temporal
information, or the continuous group interactions, is not explored in this
work. In [Bazzani et al., 2013], the social interaction is detected by
taking temporal information into consideration. They determine whether
two persons are interacting with each other when the following three
conditions are satisfied: (1) the distance between the subjects is closer
than 2 meters; (2) their Field of Views (FoVs) are overlapping; (3) their
heads are positioned inside the reciprocal FoVs. Then they accumulate
the existence of this relationship over a period of time. These conditions
assume that each person should have at least one person to be related
with, in terms of visual attention, within a single social group. However,
the three simple rules define the interaction as the pairwise relationship. It
cannot characterize many types of interaction spatial arrangements, such
as “side-by-side” (refer to Figure 3.1(c)), in which each person need not to
be in the reciprocal FoVs. This is a common scenario in social interaction,
that is, all people look towards a certain direction.
Different from F-formation-based analysis, the heatmap, a kind of
graphical representation of data, has been employed to analyze some types
of social interactions [Singh, Mingyan, and Jain, 2010; Chu et al., 2012]. It
highlights the “hot” data regions in a visually pleasant way. The heatmap
can also be interpreted as a kind of knowledge accumulation. A heatmap
can be created with various types of information, by which rich information
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might be retained in the heatmap for further analysis. For example,
Singh et al. [Singh, Mingyan, and Jain, 2010] aggregated social multimedia
data spatiotemporally to derive semantic situation information. The result
of the aggregated data is one kind of heatmap. Chu et al. [Chu et al., 2012]
proposed a heat-map based algorithm for group activity recognition. By
using the heatmap feature to represent activities, the temporal information
can be modeled effectively. The recognition of group activity is based on
this heatmap feature with the surface fitting process [Chu et al., 2012].
3.5 Extended F-formation System
We propose an extended F-formation system which uses a heatmap-based
representation to encode the spatial location, orientation, and temporal
information. In this work, we consider a video sequence of a social
event, where the spatial coordinate and orientation for person k at t-
th frame, ptk = 〈xtk, ytk, θtk〉, is first obtained from multiple Kinect depth
sensors with Kinect for Windows SDK1. The t-th frame is represented as
P t = {pt1,pt2, . . . ,pt|k|t} where |k|t is the cardinality of t-th frame. The aim
of this work is to identify all possible interaction centers, {I t1, I t2, . . . , I ti},
and their respective interactants P tIi ⊂ P t, t = 1, . . . , n.
We continue this section by first giving an overview of the proposed
framework, followed by describing the heat map based F-formation de-
tection algorithm. We then elaborate on the algorithm to detect the
interactants for each F-formation and their respective best view camera.
3.5.1 Framework
A conceptual diagram of the proposed framework is shown in Figure 3.2.















Figure 3.2: Conceptual diagram of the extended F-formation system. Given
the spatial coordinates and orientations of all individuals, the individual
Interaction Space (IS), global IS, and their respective temporal encoded IS
are computed. The temporal encoded IS are used to detect the interaction











Figure 3.3: Graphical example of the Interaction Space for person p at
location (x, y).
compute the individual Interaction Space (iIS), where the Interaction Space
(IS) is restricted by the individual’s field of attention (see Figure 3.3). The
IS is modeled as a heat map where the highest energy point is selected
with prior knowledge obtained from a sociology study [Hall, 1966]. For
each time frame, a global Interaction Space (gIS) is computed by averaging
the overlapping iIS. We then compute the temporal encoded IS for each
individual and the global view (denoted as TiIS and TgIS, respectively).
The computed TiIS and TgIS are used to detect the F-formation(s),
interactants, and the respective best view camera(s).
3.5.2 F-formation Detection
Individual Interaction Space
Given person k at frame t, ptk = 〈xtk, ytk, θtk〉, we first represent its iIS as a
heat map, where the point with the highest energy is called the individual’s














k + r sin θ
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k) (3.1)
where r and θ represent the distance from ptk’s spatial location and its
orientation, respectively. The ptk’s iIS has the highest energy at s
t
k and
diffuses towards the neighboring region. Furthermore, ptk’s field of view
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Input P1’s iIS P2’s iIS S1’s gIS S2’s gIS
Figure 3.4: Example of individual Interaction Space (iIS) and global
Interaction Space (gIS) in two scenarios. Top row: IS computed for each
static frame; Bottom row: Temporal information is encoded for each IS.
Red and blue indicate high and low energy level, respectively. Scenario 1
(S1) can represent the first frame when two persons (P1 and P2) form an
interaction (similar to the passing by scenario). Scenario 2 (S2) represents
a social interaction after a period of time.
is restricted between [−β, β] degrees with respect to its orientation and a
radius of r′. The field of view forms an active IS for each individual.
The value of iIStk is assumed to have a Gaussian distribution, and we
















for F tk(x, y)=1
0 otherwise
(3.2)
where δ2x and δ
2
y are the variance on x-axis and y-axis, respectively. F
t
k
represents the binary mask for ptk’s field of view. A conceptual example is
shown in Figure 3.3.
Global Interaction Space
Given the iIS for all individuals detected at t-th frame, where iISt =[
iISt1, iIS
t




, the gIS is computed to represent the common









iIStk(x, y) if ||iISt(x, y)||0 ≥ 2,
0 otherwise
(3.3)
where the notation ||iISt(x, y)||0 counts the number of nonzero entries of
iISt at location (x, y). Examples for iIS and gIS are shown in Figure 3.4.
Temporal encoded Interaction Space
To address the missing element of motion trajectory in the original
F-formation system, the temporal information is encoded in both iIS and
gIS using an energy decay based accumulation approach. In the following
discussions, we elaborate on the temporal encoding algorithm with gIS,
where the same method is applied to iIS. Consider the gIS at frame tcur,





1− e−Kt) · gISt · e−Kt·(tcur−t)dt (3.4)
where the term 1 − e−Kt is a scale factor to keep TgIStcur in the range of
[0, 1). The weight decay term e−Kt·(tcur−t) controls the contribution of gISt
whereas the most recent frame has the highest weight. The constant Kt
controls the rate of decay.
The example of IS and Temporal encoded IS are shown in Figure 3.4.
We demonstrate two unique scenarios here. In Scenario 1, Person 1 (P1)
and Person 2 (P2) initiate the first frame of the social interaction2. The gIS
(top) shows an IS with high energy level. Based on the proposed interaction
center detection algorithm (see Section 3.5.2), this will be classified as a
valid F-formation. On the other hand, the energy level in TgIS (bottom)
is much lower. In scenario 2, both P1 and P2 have maintained the social
2 This scenario is the same as the passing by scenario
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interaction for a period of time. Now, the energy level of TgIS has risen
to a high level (similar to gIS). This is indeed a desired property. Consider
a scenario where multiple persons are constantly walking pass each other,
the original F-formation would give many false alarms.
In experiments, we also observed that the temporal encoded iIS can
stabilize the detection error (a side effect from hair style, clothing or
accessories) from the Kinect depth sensors. In this case, the orientation
of some individual gives the shaking effect over a period of time. Based on
our observation, the temporal encoding can smooth the interaction space.
Interaction Centers Detection
The energy level in TgIS characterizes the location of social interactions
as several “hot spots”. To locate these “hot spots”, we first apply the
interaction threshold, Ti, to the heat map. Then, we apply a smoothing
function f(·), e.g. the Gaussian filter, to the thresholded TgIS. This
is because the temporal encoding step (i.e., Equation 3.4) introduces a
“staircase step” effect to the heat map. We note that this effect is largely
influenced by the moving speed of each person and the selected frame rate.
Given the thresholded and smoothed TgIS, we locate all the local maxima
in the heat map, which gives us a set of candidate centers (denoted
as CandiCenters). Then, we apply an iterative analysis to locate the
interaction centers. In each loop, we first locate the candidate center with
highest energy level, namely centermax. After that we create a MergeList
which is the set of the candidates located within rcenter from the centermax
and apply a merge function to them3. The output of the merge function is
classified as an interaction center. We remove all members of MergeList
from CandiCenters and repeat the loop until CandiCenters is empty.
The pseudo code of the interaction center detection algorithm is shown
3 The merge function can be a choice of mean, max, medium, etc. We use the max
function in this work.
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Algorithm 3.1 Pseudo code for interaction centers detection
Require: Global Interaction Space gIS ∈ RM×N , Interaction threshold
Ti ∈ [0, 1], Interaction center radius rcenter, and Smoothing function
f (·).
Ensure: Interaction centers I = {I1, I2, . . . , I i}
1: for all (x, y) ∈ gIS do
2: if gIS(x, y) < Ti then
3: gIS(x, y)← 0
4: end if
5: end for
6: gISsmooth ← f (gIS)
7: CandiCenters← findLocalMaxima(gISsmooth)
8: while |CandiCenters| > 0 do
9: Centermax ← findMaxCenters(CandiCenters)
10: mergeList = ∅
11: for all i = 1, 2, . . . , |CandiCenters| do
12: if dist(CandiCentersi,Centermax) ≤ rcenter then
13: mergeList = mergeList ∪ {CandiCentersi}
14: end if
15: end for
16: newCenter = merge(mergeList)
17: IC = IC + {newCenter}




The detection of interactants is performed by analyzing the contribution
of each individual with respect to the interaction center. Given a detected
interaction center Ii and a binary mask M
t
i for its o-space, we compute the
contribution score Sc for person k at frame t via:




TiIStk(x, y)×M ti (x, y)
]
(3.5)
The mask M ti has the value of 1 for a pixel within 2ri radius from Ii. We
consider a person as the interactant of Ii if and only if S
t
c (k, i) is smaller
than a predefined contribution threshold Tc. In other words, a person will







Figure 3.5: Snapshot of the experimental environment.
space for a period of time. We note that this is only valid for the TiIS.
For the non-temporal encoded IS, each individual will be considered as an
interactant when they enter the o-space.
3.6 Ambient Sensing Environment
In order to collect video sequences from a real-world environment, we
set up a set of cameras, including three Kinect depth sensors and four
PTZ cameras, in an indoor lab environment. The snapshot of the lab
environment and the floor plan are shown Figure 3.5 and 3.6, respectively.
All 7 cameras are calibrated to the ground plane. In addition, the Kinect
depth sensors are used to extract the location and the orientation of all
persons.
3.6.1 Best View Camera Selection
We formulate the best view camera selection method as a ranking system.
For each detected interaction space and the corresponding interactants, we
compute the camera selection score for each camera and rank the camera
based on the scores. As discussed in Section 3.4, the F-formation has three
interaction spaces: o-space, p-space, and r-space. We define a ring region
of camera ranking zone, A, on r-space, where the zone is equally divided
58
Observed Interactions Area











Figure 3.7: Conceptual diagram for the best view camera selection method.
The interaction space covers both the o-space and p-space.
in to N sub-zones.
The selection score for sub-zone n, s (An), and interaction center I i at









where |P tIi | is the cardinality of the interactant set P tIi .
For each camera, we assign the selection score of the sub-zone that is
located between the camera and I ti. Note that if the number of sub-
zones of the camera ranking zone is small, the number of cameras assigned
to each sub-zone would be higher. We argue that there is no rule of
thumb for the selection of this value: the selection should be based on
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the target application and the number of available cameras, or be learnt
for a particular application. A conceptual example is shown in Figure 3.7.
3.7 Experiments
In this section, we examine the performance of the proposed extended
F-formation system. We first evaluate the accuracy for both the interaction
center detection and interactant detection. Then, the output of the
best view camera selection algorithm is “visually inspected” on real-world
recording and also evaluated with a user study.
The experiments were conducted on synthetic data and real-world video
recording. For the synthetic data, we simulated two sets of data: scenario-
based and event-based. First, we simulated 10 scenarios of social interaction
with two variables (i.e., the number of unique individual and the concurrent
interaction centers). Each scenario is denoted by a standard name
scenario #people #center4. For each scenario, we randomly generate
5 sequences where each sequence consists of 600 frames with the frame rate
of 5 fps. Each frame consists of the individual’s ID, spatial location and
orientation, as well as the spatial location of the interaction centers. The
ground truth data consists of the number and location of each interaction
centers, and its corresponding interactants. It was generated by the
simulation script.
Second, we simulated the data concentrating the group spatial structure
evolution events. Typical group evolution patterns include birth, death,
growth, decay, merge and split [Bro´dka, Saganowski, and Kazienko, 2013;
Lee, Lakshmanan, and Milios, 2014]. Based on the literature [Bro´dka,
Saganowski, and Kazienko, 2013], six independent types of events have
been adopted changing the state of a group or groups:
4 The simulated scenarios are scenario 2 1, scenario 3 1, scenario 4 1, scenario 4 2,
scenario 5 1, scenario 5 2, scenario 10 1, scenario 10 2, scenario 10 3, and
scenario 10 4.
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1. Birth of a new group occurs when a group did not exist in the previous
time windows.
2. Death of a group happens when a group does not exist in the
subsequent time windows.
3. Growth: A group grows when some new individuals have joined the
group, making its size bigger than in the previous time window.
4. Decay : A group decays when some individuals leave the group,
making its size smaller than in the previous time window.
5. Merge: A new group has been created by the merge of several other
groups.
6. Split : A group splits into two or more groups.
We randomly generated sequences with the same configuration of the
scenario-based data, and labeled these six evolution events automatically
based on the simulation script. For each event, we combine the preceding
10 frames and succeeding 10 frames to create an event data with a total of
21 frames. For the sake of simplicity, we assume only one event occurs at
a particular time. For each event, we randomly select 100 data from the
generated sequences.
The real-world experiment has been conducted in the scenario described
in Section 3.6. Note that the extracted orientation information is more
reliable if the person’s orientation deviates within 30 degrees from the
Kinect’s principal axis. Therefore, we only consider the data that fall
within this range. In some scenarios, where the Kinect depth sensor could
not distinguish the frontal and back view, manual correction is applied.
Furthermore, we manually correlate the label for each person across the
seven cameras. For this work, we record three video sequences of four
persons with eight unique group interactions.
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Table 3.1: Experiment results for interaction center detection.
Method Precision Recall F1 score
Bazzani et al. [Bazzani et al., 2013] 0.745 0.631 0.674
Temporal encoded IS 0.798 0.770 0.783
IS 0.804 0.792 0.797
Table 3.2: Experiment results for interactant detection.
Method Precision Recall F1 score
Bazzani et al. [Bazzani et al., 2013] 0.687 0.690 0.688
Temporal encoded IS 0.823 0.849 0.836
IS 0.848 0.870 0.859
3.7.1 Parameters Selection
In our application, we can define some of the parameters with the study
from the sociological literature. Hall [Hall, 1966] introduced proxemics
as a theory to study the interpersonal spatial relationships. The physical
distance and the social distance between individuals can be correlated and
categorized into four discrete zones: (1) intimate (0m - 0.45m), (2) personal
(0.45m - 1.2m), (3) social (1.2m - 3.5m), and (4) public (> 3.5m). In this
work, we set r = 0.45m as the distance between person’s current location
and his or her interaction center, r′ = 3.5m as the maximum distance for
this person’s influence, 2β = 90 degrees as the individual Interaction Space
angle, and σ2x = σ
2
y = 0.6 to constrain the heat energy distribution. Based
on the experiments, the remaining parameters are as follows: Kt = 10,
Ti = 0.65, and Tc = 0.22.
3.7.2 Interaction Detection Experiments
In this subsection, we evaluate the accuracy for detecting the interaction









































































































































































Figure 3.8: Accuracy of detecting the interaction center on scenario-based
synthetic data over all frames where the groundtruth is available. The









































































































































































Figure 3.9: Accuracy of detecting the interactants on scenario-based
synthetic data over all frames where the groundtruth is available. The
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Figure 3.10: Accuracy of detecting the interaction center on event-based
synthetic data over all frames where the groundtruth is available. The
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Figure 3.11: Accuracy of detecting the interactants on event-based
synthetic data over all frames where the groundtruth is available. The
accuracy is defined as the precision, recall, and F1 score.
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with the F-measure metric, which is
F1 = 2 · precision · recall
precision + recall
(3.7)





The notations tp, fp, and fn are the total number of true positive,
false positive, and false negative (in term of center/interactant detection),
respectively.
We employ a similar evaluation metric as in [Cristani et al., 2011] for the
interaction center detection. The interaction center is considered correctly
detected if the distance between the detected interaction center and the
ground truth data is smaller than r (2m in our experiments), and at least
two-thirds of the participants of the ground truth are correctly identified.
For the interactants detection, we evaluate the performance only when the
interaction center is valid for frame t.
Two variants of our proposed method are evaluated. The first is
the heatmap-based F-formation system without encoding the temporal
information (denoted as IS), while the second is the Temporal-encoded
F-formation system (denoted as Temporal-encoded IS). We also compare
our method with Bazani et al.’s approach [Bazzani et al., 2013] (see
Section 3.4 for more details). We denote their method as Bazani et al..
The complete average precision, recall, and F1 scores on scenario-based
synthetic data are shown in Figure 3.8 and Figure 3.9. The average
performance for all scenarios are shown in Table 3.1 and 3.2. As shown
in the figure and tables, our approach outperforms Bazani et al. [Baz-
zani et al., 2013] by a noticeable margin. For the interaction center
detection, the F1 score of the Temporal-encoded IS and IS outperformed
Bazani et al. [Bazzani et al., 2013] by 16.2% and 18.2%, respectively.
We observed that all the results for scenario 10 1 are very low for all
approaches. This is because the ratio between the number of people and
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center is too high. The scenario is generally very crowded, therefore the
algorithms which study the spatial relationship between the interactants are
not suitable. Another observation is that the recall rate of the proposed
method (for both variance) outperforms Bazani et al. [Bazzani et al., 2013]
by a significant margin. For scenario 2 1, the improvement is about 43.4%
and 51.2% for Temporal encoded IS and IS, respectively. The results on
event-based synthetic data are shown in Figure 3.10 and Figure 3.11. We
can see that the results on event-based data have a trend similar to that
on the scenario-based data, except that the overall performance is slightly
lower than for the scenario-based data. This is because that the evolving
events capture the changes of the social interaction group spatial structure,
which is more difficult to be detected compared to the stable status of the
group structure. Also, the improvement of our proposed method on the
event-based data is more significant compared to that on the scenario-based
data, which further demonstrates the strength of the proposed method.
For the interactants detection experiment, the difference in performance
is even more obvious. Particularly, we fix the number of people and increase
the number of interaction centers (e.g., scenario 4 1 and scenario 4 2).
The difference of performance can be explained as follows. Our method
models the interaction space as a common interaction area, and it can
robustly handle group interaction with various spatial arrangements for a
group of people. In contrast, Bazzani et al. [Bazzani et al., 2013] define the
interaction as a pairwise relationship, where each person should be in the
reciprocal visual field of view and the group is established based on this
pairwise relationship. This method would fail to detect the common side-
by-side interaction pattern (refer to Figure 3.1(c)), where each person is not
within the reciprocal visual field of view of the corresponding interactant.
This phenomenon is more obvious when the number of interaction centers
















Figure 3.12: Experimental result with real-world video recording. Each
column represents a unique social interaction. (a) The spatial locations
and the orientations of the detected interactants, as well as the camera
ranking zone; (b) Temporal encoded global Interaction Space; (c-f) The
snapshots obtained from the top 4 ranked cameras with decreasing rank
order.
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Table 3.3: Simulated video sequence with no valid social interaction. Each
sequence has 4 individuals and 1 interaction center. The mean precision is




and the likelihood of the aforementioned problem is relatively higher.
During the comparison between the accuracy of IS and Temporal-
encoded IS, we find that the performance of Temporal encoded IS is
generally worse than IS. This is contradictory to our expectation and we
note that this is a problem of our ground truth data, where a frame is
considered having valid interaction center when two persons meet. The
Temporal-encoded IS can only identify an interaction center after a period
of time (a side effect of the energy decay-based accumulation approach).
Despite that, we cannot determine a reasonable frame duration to form
a mutual social interaction. Therefore, modifying the ground truth to
accommodate this scenario is not reasonable. To establish our hypothesis,
we generated 10 sets of simulated sequences with 4 individuals and 1
interaction center. Each sequence has a spatial dimension of 1000 × 1000
and 1000 frames in total. No interaction is allowed in these sequences and
only precision is reported. The results are shown in Table 3.3. The results
agree with our hypothesis where Temporal-encoded IS gives a precision of
0.999 and IS gives 0.800.
3.7.3 Best View Camera Selection Experiments
In this subsection, we demonstrate the effectiveness of the best view camera
selection method. The snapshots of the top 4 ranked cameras in three
unique social interactions are shown in Figure 3.12. Row (a) shows the
interactants’ spatial locations and the respective orientations. The camera
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ranking zone is shown around the interactants. Row (b) are the TgIS.
Row (c-f) are the snapshots obtained for each sequence where row (c)
indicates the top rank image and row (f) to be the lowest rank. Each
column shows a unique interaction. This experiment shows that the camera
ranking zone with the highest selection score is indeed corresponding to
TgIS. For the first and the third interactions, the top-2-ranked images also
show more frontal view when compared to snapshots located in row (f).
To validate the efficacy of the best view camera rank, we conducted
a user study to compare our camera ranking with human expectations as
well as a random selection (RS) method. This study was conducted on fifty
individuals (34 males and 16 females). The participants were asked to rank
the camera views from eight detected social interactions. Each interaction
consists of six views which were captured by different cameras at the same
time. In order to compare our ranking with the users’ camera view ranking
and the random selection view ranking, we calculate the average matching
accuracy of our top-N rank and random selection view rank with k variation
of users’ ranking. For each sequence, the result’s top-N ranked cameras
and users’ top-K ranked cameras are considered as matched if one of the
camera views was presented in both ranking. The results are presented
with Cumulative Match Characteristic (CMC) curve.
As shown in Figure 3.13, the top-1 rank from our algorithm only agrees
with 33% and 56% of users’ top-1 and top-2 rank, respectively. We argue
that the low accuracy for our top-1 rank is reasonable as the users’ top-1
ranked cameras are not consistent. When we consider the top-2 rank from
our algorithm, the matching accuracy raised significantly to 65% for users’
top-1 rank and 86% for users’ top-2 rank. This indicates that our method
generally agrees with users’ expectation. Further investigation of the data
shows that the performance is heavily biased by one specific detected social
interaction. In this sequence, the best view camera ranked by our algorithm
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Figure 3.13: The Cumulative Match Characteristic (CMC) curve of our
camera ranking with top-1 to top-3 users’ ranking. The user study was
conducted with 50 individuals on 8 unique detected social interactions.





















Figure 3.14: The Cumulative Match Characteristic (CMC) curve of our
camera ranking with top-1 to top-3 random selection’s ranking.
contains a person who is partially cropped from the view (due to camera
placement and interaction spatial location). Although the frontal face of
all three persons were visible in this view, most user ranked this view
as the worst. In addition, we evaluated the matching for the random
selection method. Specifically, we generated 1000 sequences of the random
selection’s ranking and reported the average results in Figure 3.14. The
comparison between our result with the random selection method’s results
further validates the usage of our proposed view rank algorithm. It must
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also be noted that this scenario can be useful in surveillance application as
well where the social interaction can help the camera decide on the focus
of their attention. We acknowledge this problem in our algorithm and
highlight that this can be further addressed with automated PTZ camera
control [Natarajan et al., 2012] to provide visually satisfying snapshots.
3.8 Summary and Discussion
In this chapter, we have proposed an extended F-formation system for
robust interaction and interactant detection. Inspired by the heatmap-
based method for human group activity recognition [Chu et al., 2012], we
defined the individual Interaction Space (iIS) and global Interaction Space
(gIS) to model the individuals’ spatial locations and orientation. In order
to address the problem of unintentional F-formation detection, such as
two persons passing by or a person walking past a social interaction, we
encoded the temporal information via an energy decay based accumulation
function. The heat map based Interaction Space was used to detect the
interaction center and the corresponding interactants. In addition, we
further utilized it to detect the camera with high probability to capture
good photos. We also proposed a camera configuration for the automated
photo capturing application. In addition to the standard PTZ cameras, we
added a number of Kinect depth sensors to obtain accurate spatial locations
and the respective orientations.
We evaluated our proposed method with both the synthetic data and
real-world video recording. Experiments on 10 unique scenarios show
that the proposed method outperforms the rule based F-formation system
proposed in [Bazzani et al., 2013]. The results on interaction center
detection in the precision, recall, and F1 score show improvement of 7.1%,
22.0%, and 16.1%, respectively. The results on interactant detection are
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even more convincing. We evaluated the best view camera selection with
the real-world video recording. The results of our visual analytic and a
user study agreed with our expectation.
In this chapter, spatial configuration properties of social interaction are
analyzed in the ambient sensor environment. However, the ambient sensors
are pre-configured with a pre-determined region of interest, which required
user interaction in a specific spatial location. In the next chapter, we also








In a typical multi-person social interaction, spatial information plays an im-
portant role for analyzing the structure of the social interaction. Previous
studies, which analyze spatial configuration of the social interactions using
one or more Third-Person View (TPV) cameras, suffer from the occlusion
problem [Gan et al., 2013]. With the increasing popularity of wearable
sensors, we are now able to obtain natural first-person observations with
limited occlusion. However, such observations have a limited Field of
View (FoV), and can only capture a portion of the social interaction.
To overcome the aforementioned limitation, we propose a search-based
structure recovery method in a small group conversational social interaction
scenario. The purpose is to reconstruct the spatial configuration of social
interaction from multiple First-Person Views (FPV), where each of them
contributes to the multifaceted understanding of the social interaction. We
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first transform the observed individuals in FPV into a local coordinate
system, which is built based on the camera wearer’s spatial location and
orientation. Second, a set of spatial relationships and constraints are
extracted from these local coordinate systems. Finally, the constraints
are used to search the spatial configuration of the observed individuals. In
addition, we have extended the methods with temporal information. The
proposed method is much simpler than full 3D reconstruction of the visual
scene, and suffices for capturing the spatial structure social interactions.
Experiments for both simulated and real-world data show the efficacy of
the proposed method. The work in this chapter was initially presented
in [Gan et al., 2014].
4.2 Motivation
Human social interactions play an important role in our daily lives. In
a typical social interaction, the spatial information is an important social
signal [Vinciarelli, Pantic, and Bourlard, 2009], which helps people both
understand as well as structure the ongoing social interaction. In this
chapter, we propose a method to recover the spatial structure of social
interaction from multiple first-person view videos. In prior work, social
interactions have been studied with the perspective of static third-person
view data (e.g. surveillance cameras and Kinect depth sensors) [Cristani
et al., 2011; Hung and Kro¨se, 2011; Bazzani et al., 2013; Gan et al.,
2013]. However, the static cameras’ usage is restricted by their fixed
locations; and the “looking from outside” nature of the third-person view
often results in severe occlusions. The detection and classification of the
social interaction types such as dialogue, discussion, and monologue in
first-person view video have been addressed in [Fathi, Hodgins, and Rehg,
2012]. Though the group “videographer” (i.e., the wearer of the FPV
76
Figure 4.1: Examples of the wearable cameras: GoPro camera, Google
Glass, and Vuzix.
device) can fully participate in the group experience, the “videographer” is
still out of the view because only a single camera-view has been considered
in this work. In contrast, we propose to use multiple first-person-view
cameras in the social interaction setting. With wearable computing devices
such as the Google Glass, everybody can wear such a device thus acting
as a “videographer”. In this way, each “videographer” will show up in
other videographers’ video. Additionally, multiple views contribute to a
better overall understanding of the social interaction. Figure 4.1 shows the
examples of three wearable cameras: GoPro camera, Google Glass, and
Vuzix. Park et al. used multiple head-mounted cameras to estimate 3D
social saliency [Park, Jain, and Sheikh, 2012]. They assume all the cameras
are reconstructed in 3D via structure from motion, which is impractical in
the real world. In comparison, our work uses multiple camera views to
reconstruct the human social interaction spatial structure (rough location
and orientation) using constraints from the different camera views without
employing full 3D reconstruction.
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4.3 Contributions
The contributions of this chapter are as follows:
• We combine multiple first-person view cameras to recover a social
interaction’s spatial configuration. This equips the interaction group
with multiple views, which is useful for understanding the complete
interaction structure.
• We propose a search-based reconstruction method, which is simpler
than 3D reconstruction yet useful in capturing the social interaction
spatial structure.
• We extend the proposed method with temporal accumulation from
the sensor observations and temporal update from the previous
results, which improves the performance on the data with noise.
• To the best of our knowledge, this is the first time the multiple first-
person-view cameras are combined to analyze the spatial structure of
social interaction.
The rest of this chapter is organized as follows. The details of the
proposed method are given in Section 4.4 to 4.8. Experiment and evaluation
are presented in Section 4.9. The main findings are covered in Section 4.10.
4.4 Overview
Given video sequences captured from multiple first-person-view cameras,
our goal is to recover the global spatial structure of human social interaction
from these local observations. Our proposed approach consists of the
following three stages:
1. For each local observation, we construct a two dimensional Local
Coordinate System (LCS) with the spatial location and viewing
direction of the observing camera positioned at the origin and 90



















Figure 4.2: Overview of the proposed method.
Automated face detection is applied to locate the observed people in
the corresponding LCS.
2. Given the constructed LCSs, a set of relationships and constraints are
derived based on the relative positions between the camera wearers
and the observed individuals.
3. By discretizing the persons’ locations and orientations in the LCSs,
all possible configurations (i.e., combination of all the people’s
spatial information) are enumerated with the spatial relationships
and constraints. The configuration which has with smallest matching
cost with the extracted constraints is selected as the recovered spatial
structure.
An overview of the proposed method is shown in Figure 4.2.
4.5 Image to Local Coordinate System
Given an image captured from a camera, face detection is applied to extract
the information about the observed individuals in the image. Assuming
that the camera’s viewing direction is the same as the m-th camera wearer’s
orientation cm, we create a 2D Local Coordinate System LCSm, in which









Figure 4.3: Illustration of the transformation from image to local coordinate
system.
respect to the x-axis positive direction. In order to represent all the
visible people from image in LCSm, we divide the image into (2 ∗ szgrid + 1)
zones in the horizontal direction. The center zone is the 0-th zone, and
its number increases/decreases along the positive/negative x-axis. This
zone number is used as the x coordinate for each individual. As for the
y coordinate, we calculate each individual’s face size and set a series of
threshold {σ1, σ2, . . . , σS} to estimate the distance. The value of y is based
on the index for its nearest threshold. In addition, we set each individual’s
orientation with respect to x-axis positive direction as the orientation α.
Figure 4.3 shows a visual illustration of the transformation process from
the observed image to LCS.
4.6 Spatial Relationship & Constraint Ex-
traction
The spatial relationship and constraints are derived from the LCS.
4.6.1 Spatial Relationship
Given each unique pair of camera wearer pr = 〈xr, yr, αr〉 and the respective








Figure 4.4: Illustration of spatial relationship and constraints.
R(pr, po) = 〈xro, yro, αro〉 represents po’s relative location and orientation with














αro = αo − αr
(4.1)
Similarly, the spatial relationship R(po, pr) = 〈xor, yor , αor〉 is calculated using
po as reference. The spatial relationships among the observed individuals
are not computed because their relationships are inferred through the
camera wearer, which are less reliable due to the high uncertainty of the
estimated orientation.
4.6.2 Spatial Constraints
The spatial constraints are a looser type of spatial relationships, which
indicate the regions of the observed individual with respect to the camera
wearer. Given the spatial relationship R(pr, po) = 〈xro, yro, αro〉, the spatial
constraint is:
C(pr, po) = Quadrant(αro) (4.2)
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Figure 4.4 visualizes the difference between the spatial relationship and
constraints. The spatial relationship indicates an exact location and
orientation for the observed individual. However, it is less reliable due
to the uncertainty of the estimated LCS. In contrast, the spatial constraint
is more accurate but indicates a larger discritized space for each observed
individual.
4.7 Problem Formulation
Assume that P = {p1, p2, . . . , pN} is the people set consisting of N unique
individuals. In the common 2D Global Coordinate System (GCS), each
individual pn is represented as a four-tuple: 〈xn, yn, αn, In〉, where xn, yn,
and αn are the spatial location and orientation, respectively. In represents
the identity of pn.
We further assume that the first M people in P are equipped with
wearable cameras. Given the m-th camera cm worn by person pm in GCS,
the pm’s spatial location and view direction defines the Local Coordinate
System (LCS) for pm, termed as LCSm. LCSm contains a set of people
Pm ⊆ P observed by pm, with pm being positioned at the origin and oriented
with 90 degrees anticlockwise with respect to the x-axis positive direction.
Let the spatial relationships R(P ) and the spatial constraints C(P ) among
all the observed individuals in P as defined in Equation 4.1 and Equation 4.2,
the goal of this work is to estimate the spatial locations and orientations Pˆ for
all observed people in P in GCS, such that the matching cost between the C(Pˆ )





Cost(C(Pˆ ), C(P )) (4.3)
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Algorithm 4.1 Pseudo code for the Search of Configuration
1: procedure Search(confirmed, cost, sSpace, relation, constraint) .
This is a recursive function: confirmed is the current confirmed people’s
configuration; cost is the cost for matching confirmed with constraint;
sSpace is the current search space; relation and constraint are the spatial
relationship and constraints; result and bestCost are the global variables
which store the results.
2: if NOT(confirmed)=0 then
3: result ← confirmed;
4: bestCost ← cost;
5: else
6: newIdx ← SelectConfirmation(relation)
7: for all newLoc in newIdx’s sSpace do
8: if IsOccupied(newLoc) then
9: continue
10: end if
11: newConfirmed ← confirmed + newIdx
12: newCost← CalcCost(newIdx,constraint)
13: if newCost < bestCost then
14: newsSpace ← UpdateSolutionSpace( sSpace, newIdx,
relation, constraint)













0, (a = b)
1, (a, b are neighbor sectors)
∞. (otherwise)
(4.5)
4.8 Search of Configuration
As the objective of this work is to recover the spatial structure of social
interaction, rather than the exact locations for all observed individuals, we
formulate our problem as a search problem instead of a 3D reconstruction. We
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first discretize the space and persons’ orientations, and assume that different
people must be in different grid locations; however, the overall solution space is
still relatively large. In order to address this issue, we limit the visible range of
all cameras, and specify the search space for each individual with the obtained
structure constraints (see Section 4.6). The structure constraints reduce the
search space significantly. For example, suppose we fix a location and orientation
for person pr, and we have the spatial constraint that person pa is in front of
camera wearer pr, then we will only search the area in front of pr, rather than
the entire space. The more constraints extracted from the local observations,
the smaller is the search space. In this way, the problem is formulated as to
find a configuration (combination of all the people’s spatial coordinates and
orientations) in a finite search space so that: (1) no more than one person is in
the same location; and (2) the pairwise relationship generated from the result
configuration matches the observed constraints best in every local coordinate
system (with least matching cost as defined in Equation 4.4).
We propose an algorithm to estimate the locations and orientations of all
individuals for the formulated search problem. The pseudo code is presented
in Algorithm 4.1. The function SelectConfirmation in Algorithm 4.1 chooses
an unconfirmed person prioritized by (a) a smaller search space and (b) more
constraints. The function CalcCost in Algorithm 4.1 calculates the additional
cost of adding the new individual newIdx’s estimated spatial location and
orientation. The function UpdateSolutionSpace in Algorithm 4.1 reduces the
solution space using the spatial relationships and constraints related to new
confirmed person newIdx. The spatial relationship is used to locate the initial
location for newIdx, while the spatial constraints restrict the areas of search
space for newIdx.
Suppose n people are observed in the available first-person view cameras,
and the size of the search space for each person is d, the worst-case run time
complexity is O(dn). In practice, given the small group interaction scenario (with
less than 10 interactants for one interaction group), and the constraints which




Figure 4.5: Extension with temporal information
However, we still limit the maximum amount of time spent as the stopping
criterion in the worst-case scenario.
4.8.1 Extension with temporal information
Our proposed methods in the previous sections fit into the flow as shown
in Figure 4.5(a), in which the processing is based on the data from a certain time
thus the temporal information is ignored. We extend this method with temporal
information at two stages as shown in Figure 4.5(b). First, the constraints
from the sensor observations are accumulated along the temporal dimension.
The duration for the the temporal accumulation is important because within
a short period of time, the overall spatial structure will not change too much.
However, the quality of the data within this duration varies due to motion of
the human subjects. This temporal accumulation is important and useful for
reducing the influence of the motion blur from the real-world data. Second,
instead of searching the whole space, the results from the previous time frame
are used to initialize the search space for the next search, which results in a
smoothed transition for the spatial structure in the result. The pseudo code for
temporal extension is presented in Algorithm 4.2.
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Algorithm 4.2 Pseudo code for the temporal extension
Require: observation from the camera of the preceeding Cdur frames
Ensure: result
1: while observationcur != empty do
2: for i = (cur - Cdur + 1) to cur do . Temporal accumulation
3: new relations ← ExtractRelation(observationi)
4: new constraints ← ExtractConstraint(observationi)
5: relations ← relations + new relations
6: constraints ← constraints + new constraints
7: end for
8: sSpace ← Initialize(preResult) . Temporal update
9: result ← Search([ ], 0, sSpace, relations, constraints)
10: preResult ← result
11: end while
4.9 Experiments
In this section, we examine the performance of the proposed work on both
synthetic data and real-world recordings. For the synthetic data, we simulate
social interactions with different number of individuals (from 2 to 10) in a
social group, with “valid social distance” from interpersonal distance proxemics
study [Hall, 1966] and “people maintaining a shared space” from F-formation
system constraints. Each type of interaction contains 100 test cases with 200
consecutive frames at the frame rate of 5fps. Each person inside the data can
be treated as a camera-wearer with 120◦ field of view. Individuals sit within
4 meters and ±90◦ from the frontal position with respect to the camera are
regarded as visible to the camera. In addition, a uniform reference noise with
the range [−dmax, dmax] for x and y, [−90◦,+90◦] for orientation is added on the
original simulation data for a version of data contains noise, where dmax is the
maximal visible distance from the camera.
The video sequences from our real-world environment are captured with four
first-person view cameras (two Google Glasses and two GoPro cameras) and a
static web camera in an indoor lab environment. A snapshot of the recording is
shown in Figure 4.6: the center image is captured by the static web camera; the
rest are four first-person views from the corresponding wearers’ cameras.
The face information (location and orientation) in each image are detected





Figure 4.6: Experiment setup for real world experiment. The center image
is captured by the static web camera; the rest are four first-person views
from the corresponding wearers’ cameras.
between different cameras is labeled by humans.
Following the work on spatial-similarity-based image retrieval [Gudivada
and Raghavan, 1995], we evaluate the spatial structure similarity of social
interaction between the result and ground truth based on the spatial orientation
relationship. Particularly, the social interaction structure generates a Spatial
Orientation Graph (SOG), in which a node is a person and an edge is the spatial
relationship between the corresponding persons. The similarity between two
social interaction structures is quantified based on the number as well as the
extent to which the edges of the resulting SOG conform to the corresponding
edges of the ground truth SOG. Formally, consider the example where pi and pj
are two nodes. The edge eij is defined as the angle for pj using pi as reference. If
the difference of angle against the ground truth is less than a predefined threshold
σtolerance, these two edges are regarded as similar. In our experiment, σtolerance
is choosen as 30 degrees. In this way, we quantitatively report the results with
the F-measure metric. The overall precision and recall are the average of all the
nodes’ precision and recall. For each node, the precision is Pi =
tp
tp+fp and the
recall is Ri =
tp
tp+fn , where the true positive tp and false positive fp are the
number of the “similar” and “dissimilar” edges in the result with respect to the
ground truth, the false negative fn is the number of edges which are “dissimilar”
or “missing” with respect to the result.



















Temporal Accmulation duration Cdur 
Figure 4.7: Experimental results on simulation data with respect to
temporal accumulation parameter Cdur.
individual’s spatial location with the result and the groundthruth. The Standard
Deviation of the Distance Ratio Distribution (SDDRD) is used to represent this
distribution [Li and Simske, 2002]. Formally, given the estimated individual







where pi and pj are the individuals in the estimated result, and d(.) is the
euclidean distance between two individuals.
4.9.1 Evaluation on Simulation Data
We first evaluate the influence of the temporal accumulation parameter Cdur
defined in Algorithm 4.2. The results of average F-1 score with respect to Cdur
on the simulation data (error-free, 5fps) are shown in Figure 4.7. When Cdur
is small, as Cdur increases, the average F-1 score also increases. When Cdur is
large enough, the increment of the average F-1 score with respect to Cdur is
neglectable. Therefore in the following experiments, we choose Cdur = 1 and
Cdur = 10 for comparison.
The results in Figure 4.8 show the average F-1 score, precision, recall, and
the SDDRD on the error-free data. The left column, i.e., (a) to (d), shows the
results which are computed based on each individual frame (Cdur = 1, without
temporal accumulation), termed as dur01 ; while the right column, i.e., (e) to (h),
shows the results computed based on the preceding 10 frames (Cdur = 10, with
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Figure 4.8: Experimental results on error free simulation data. (a) to (d)
are the results which compute the result based on each individual frame,
termed as dur01 ; (e) to (h) are the results which compute the result based
on preceding 10 consecutive frames, termed as dur10.
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Figure 4.9: Comparison between the temporal extension method. (a) to
(d) are the experimental results on error-free data; (e) to (h) are the
experimental results on data with 30% reference error. Four types of
temporal extension stategies are evaluated: compute the result based on
each individual frame (without temporal accumulation), termed as dur01 ;
compute the result based on result based on preceding 10 consecutive
frames (with temporal accumulation), termed as dur10 ; initialize the search
space with the previous result, termed as dur01 t and dur10 t.
temporal accumulation), termed as dur10. We can see that when the number of
cameras is less, the average precision on the result without temporal information
is higher than that with temporal accumulation. This is because the number of
recovered individuals is much less with fewer cameras, which is demonstrated
in the average recall results. The results of the average F-1 score show the
advantages of the temporal accumulation. For the average standard deviation
of the distance ratio distribution, the increment of the number of cameras helps
to reduce the value in the temporal accumulation method based results.
We further compared the method with/without temporal update on the error
free data and data with 30% reference noise as shown in Figure 4.9. The temporal








Figure 4.10: Experimental results on real-world data example (I).
are termed with dur01 t and dur10 t, respectively. The left column, subfigures
(a) and (b), show the result on error-free data, and the right column, subfigures
(c) and (d), show the result on the data with 30% reference noise. We can see
that the temporal accumulation of the observations significantly improve the
results. The temporal update’s influence on the error-free data is not obvious;
however, it shows a gap on the noisy data, which demonstrates its usage.
In terms of the overall performance with respect to the number of cameras, we
can see that as the number of cameras increases, the average F-1 score improves
and the average standard deviation also improves with a noticeable drop.
4.9.2 Evaluation on Real-world Data
Figure 4.10, 4.11, and 4.12 show three visual examples obtained from real-world
data using the method without temporal information. PX indicates view from
Person X. The GT is the camera view from the ground truth web camera.









Figure 4.11: Experimental results on real-world data example (II).
Table 4.1: Comparison of results on real-world and simulated data
Simulation data Real-world data
Method F1 Pre Rec F1 Pre Rec
dur01 0.606 0.820 0.424 0.470 0.703 0.379
dur01 t 0.618 0.839 0.443 0.492 0.720 0.397
dur10 0.680 0.723 0.640 0.612 0.673 0.539
dur10 t 0.690 0.739 0.653 0.621 0.674 0.566
the person who wears the camera is not shown in his own image, he or she can
show up in other camera views (e.g. Person 4 in P2). These second and third
examples are consecutive frames with the same social interaction structure. But
we notice a different result between these two examples in terms of Person 6.
From the raw camera data we can see that in Example 2 Person 6 turned his
head towards another side, resulting in the different constraints (Person 1 with
Person 6 and Person 5 with Person 6) from image, which improves the result









Figure 4.12: Experimental results on real-world data example (III).
We also run quantitative experiments on the real-world data. We use 10
scenarios of real-world data consisting of 2 to 10 people equipped with 4 cameras.
Each scenario contains 100 consecutive frames with the frame rate of 5fps. We
assume each scenario is with the same social interaction structure, and manually
label the ground truth. Table 4.1 compares the performance on real-world data
and simulation error free data with 4 cameras, 2 to 10 people. As we can see
from the table, the performance on real-world data follows similar trends as
the simulation data. The degradation in precision of real-world data compared
to simulation data comes from the error during the real-world image to local
coordinate process. Also, recall for the real-world data is much worse than
simulation data. This is due to the simplified simulation data not accounting
for occlusion, motion blur present in raw image data (e.g., the image from P8 in
Figure 4.10).
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4.10 Summary and Discussion
In this chapter, spatial configuration properties of social interactions are analyzed
in the multiple wearable sensor environment. We combined multiple first
person view cameras for social interaction spatial structure reconstruction. Our
proposed search-based method is much simpler than 3D reconstruction, and
achieves good performance for recovering the spatial social interaction structure.
In the next chapter, we investigate “presentations”, a special type of social








Presentation has been an effective method for delivering information to a group
for many years. Over the past few decades, technological advancements have
revolutionized the way humans deliver presentation. Despite that, the quality of
presentation can be varied and affected by a vast variety of reasons. Conventional
presentation evaluation usually requires painstaking manual analysis by experts.
Although the expert feedback can definitely assist user to improve their
presentation skills, manual evaluation suffers from high cost and often not
available to most people. Therefore in this chapter, we propose a novel multi-
sensor analytics framework that allows for automated self-quantification of a
presentation. Utilizing conventional ambient sensors (i.e., static cameras, Kinect
camera) and the emerging wearable egocentric sensors (i.e., Google Glass),
we first analyze the efficacy of each type of sensor with various nonverbal
assessment rubric, followed by our proposed multi-sensor presentation analytics
framework. The proposed framework is evaluated on a new presentation dataset,
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namely NUS Multi-Sensor Presentation (NUSMSP) dataset, which consists of 51
presentations covering a diverse range of topics. The dataset was recorded with
ambient static cameras, Kinect depth sensor, and Google Glass. In addition to
multi-sensor analytics, we have conducted a user study on the speakers to verify
the effectiveness of our system generated analytics, which received positive and
promising feedback. The work in this chapter is accepted in [Gan et al., 2015].
5.2 Motivation
Presentation is one of the most important methods to convey ideas to an
audience, where the ideas have generally been researched, organized, outlined
and practiced [Wrench et al., 2011]. The circumstances of a presentation
can range from public speech to academic seminar. Studies have shown that
effective oral communication skills are important in a variety of areas, such
as politics, business, and education [Dunbar, Brooks, and Kubicka-Miller,
2006]. Similarly, nonverbal communication, such as gesture, facial expression,
posture, and interaction with the audience, also plays a predominant role in
the effective delivery [Siegman and Feldstein, 2014]. Nowadays, presentation
software (e.g., PowerPoint, Keynote, etc.) is widely adapted to create quality
slides and content for a presentation. Nevertheless, presentation skills are still
critical to convey ideas.
A bad presentation could be a result of speech anxiety, lack of confidence,
insufficient preparation, communication apprehension, lack of practice, etc.
Studies from the clinical psychology show that a good presentation is “not a
gift bestowed by providence on only a few rarely endowed individuals” but
rather a skill to be taught and learned [Fawcett and Miller, 1975]. In order
to improve presentation skills, many works in the communication literature have
designed various scoring rubrics as guidance for presentation evaluation [Dunbar,
Brooks, and Kubicka-Miller, 2006; Morreale and Backlund, 2007; Morreale et al.,
1993; Quianthy, 1990; Schreiber, Paul, and Shibley, 2012; Thomson and Rucker,
2002]. Cognitive theory suggests that the feedback from an expert facilitates
96
deliberate practice, and these trial-and-error attempts allow for the successful
approximation of the target performance [Mayer, 2003]. These assessments can
be used for individual diagnostic purposes, where this feedback loop serves as
an effective information for training in making of effective presentations [Banta,
2007; Fawcett and Miller, 1975]. In spite of that, the manual assessment process
requires a human evaluator which is not always feasible in most real-world
scenarios.
In recent years, the advancement of sensor technologies has enabled the
development of automated presentation analytics algorithms. These algorithms
are designed for various ambient sensors, such as microphone, static cameras,
Kinect depth sensor, etc., and can be categorized into single modality analysis
and multi-modality analysis. Examples of single modality analysis include speech
fluency analysis [Audhkhasi et al., 2009] and speech rate detection [De Jong
and Wempe, 2009], where works on multi-modality analysis include body
language analysis with RGB camera and depth sensor [Chen et al., 2014a;
Chen et al., 2014b; Zhang, 2012]. Recently, wearable sensing devices have
enabled both opportunities and challenges for user behavior analytics [Gan et
al., 2014; Hernandez et al., 2014; Lara and Labrador, 2013]. These devices
are equipped with multiple sensors, which include First-Person-View (FPV)
visual sensor, microphone, proximity sensor, ambient light sensor, accelerometer,
and magnetometer. For example, wearable fitness devices have been heavily
deployed to record the physical activity of a user, where a comprehensive activity
report (i.e., quantified self) is automatically generated [Guo et al., 2013]. In
contrast, the use of wearable sensing device has not yet been explored for self-
quantification of presentations. This is in spite of the fact that a wearable sensor
will provide a constraint-free setting for the speaker’s movement, which makes
it an ideal device for self-quantification of presentations.
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5.3 Contributions
In this work, we propose a multi-sensor self-quantification framework for
presentations, where the framework can work with only a wearable sensor or
combined with existing ambient sensors for improved precision. To the best of
our knowledge, this is the first time that the wearable sensor is used to quantify
the performance of presentations. Our contributions are as follows:
• We review the past studies in communication, cognitive science, and
psychology along with the speech analysis literature, and formalize an
assessment rubric suitable for presentation self-quantification.
• We propose a multi-sensor analytics framework for presentation, which
analyzes both the conventional ambient sensors (audio, visual, and depth
sensor) and wearable sensors (audio, visual, and motion sensor). We
quantitatively evaluated our proposed framework on the assessment rubric
under single sensor and multi-sensor scenarios. These findings provide an
insightful benchmark for multi-sensors based self-quantification research.
• We recorded a new multi-sensor presentation dataset, namely NUS Multi-
Sensor Presentation (NUSMSP) dataset, which consists of web cameras,
Kinect depth sensor, and multiple Google Glasses. It consists of 51
presentations of varied durations and topics. In addition, we manually
annotated each presentation based on the proposed assessment rubric.
The dataset is now publicly available for the research community.
• We have conducted a user study with the presenters in this dataset. For
each presenter, we provided our system generated feedback and then the
presenter was asked to verify the effectiveness of this feedback. The study
shows positive results of our proposed system and provides several useful
insights for future research.
The remainder of the chapter is organized as follows. Section 5.4 provides
an overview of the related literature for presentations. Section 5.5 provides
the assessment rubrics for multi-sensor self-quantification of presentations. Sec-
tion 5.6 elaborates on the new presentation dataset and the proposed analytics
framework. Section 5.8 contains the experimental results and discussion, where
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Section 5.9 discusses the feedback from the user study. Section 5.10 concludes
this chapter.
5.4 Related Work
In the psychology studies, presentation in a small group or large public
environment is one of the well-studied areas in the last few decades [Brookhart
and Chen, 2014; Dunbar, Brooks, and Kubicka-Miller, 2006; Fawcett and Miller,
1975; Morreale and Backlund, 2007; Morreale et al., 1993; Quianthy, 1990;
Schreiber, Paul, and Shibley, 2012; Thomson and Rucker, 2002]. Generally,
the communication skill of a presentation is often assessed using certain rubric-
s [Brookhart and Chen, 2014; Dunbar, Brooks, and Kubicka-Miller, 2006]. In the
late 1970’s, the National Communication Association (NCA) conducted a large
scale study to identify the core competencies (including speaking and listening
skills) for students. Quianthy [Quianthy, 1990] identified eight competencies:
purpose determination, topic selection, organization, articulation, vocal variety,
nonverbal behavior, language use, and use of supporting material. Following the
study in [Quianthy, 1990], Morreale et al. [Morreale et al., 1993] developed the
“Competent Speaker Speech Evaluation Form”, which evaluates eight items in a
two-stage assessment process (i.e., preparation and content and presentation and
delivery). Several other assessment rubrics have also been individually developed
by different research groups [Morreale and Backlund, 2007; Schreiber, Paul, and
Shibley, 2012; Thomson and Rucker, 2002]. Across these assessment rubrics, the
core competencies only differ subtly where several items were adjusted to meet
the respective analytic requirements [Schreiber, Paul, and Shibley, 2012].
In the computer science literature, a vast variety of computational models have
been proposed to analyze various types of competencies in presentation delivery,
e.g., speech rate measurement [De Jong and Wempe, 2009], speech liveliness
measurement [Hincks, 2005], and social phobia analysis [Slater et al., 2006].
Kurihara et al. [Kurihara et al., 2007] proposed a presentation training system,
which analyzes the speaking rate, eye contact with the audience, and timing
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during the presentation. The proposed system consists of only two sensors:
“microphone” and “web camera”. As the performance of the training system
is mainly restricted by the analysis algorithms, the early prototype required
the presenter to wear a special visual marker over the head to enhance the
performance. Pfister and Robinson [Pfister and Robinson, 2010] proposed a
system to analyze the speech emotion for the same application. The audio-
based system focuses on the analysis of the various types of speech emotions
(i.e., competent, credible, dynamic, persuasive, and pleasant). Recently, more
modalities have been included for the analysis, especially for the depth channel
from Kinect depth sensor due to its robustness in tracking human body’s
motion. Several researchers have exploited the multi-modality data from the
visual data, audio data and depth information [Chen et al., 2014a; Chen et
al., 2014b; Echeverr´ıa et al., 2014; Nguyen, Chen, and Rauterberg, 2012].
Nguyen et al. [Nguyen, Chen, and Rauterberg, 2012] used the Kinect depth
sensor to recognize the bodily expression and provide the feedback on a scale
of five degrees (i.e., bad, not bad, neutral, good, and excellent). Similarly,
Echeverr´ıa et al. [Echeverr´ıa et al., 2014] proposed to use the same sensor to
grade the presenters’ performance using eye contact score and body posture
language score. Chen et al. [Chen et al., 2014a] presented their initial study on
the development of an automated scoring model, where they predict a singular
score based on the analysis of the multi-modal features. In comparison, their
later work [Chen et al., 2014b] provides scores on the delivery skills and slides
quality.
The technological advancements in microelectronics and computer systems
have enabled new sensors and mobile devices with unprecedented characteristics.
One of the new categories is the wearable sensing device, which has reduced size,
weight and power consumption, and generally equipped with multiple sensors.
Some examples of wearable sensing device include Fitbit, smartwatch, GoPro,
and Google Glass. In contrast to the aforementioned sensors, denoted as ambient
sensors in this work, the wearable sensor allows high precision in tracking the
user’s motion, and allow continuous usage for daily activities [Hernandez et
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al., 2014]. For example, the Kinect depth sensor is unable to extract precise
skeleton data if the profile view of a user is given. Another key difference
resides in how the user interacts with the sensor [Lara and Labrador, 2013].
The ambient sensors are pre-configured with a pre-determined region-of-interest,
which restrict user interaction in a specific spatial location [Gan et al., 2013].
In contrast, the wearable sensor has no such constraints and user can perform
the desired action in any location. There arise several new research problems
with the wearable sensors. Ermes et al. [Ermes et al., 2008] proposed to use
wearable sensors to detect daily activities and sports under both controlled and
uncontrolled conditions. Similarly, Hernandez et al. [Hernandez et al., 2014]
estimates the physiological signals of the wearer using head-mounted wearable
device. Gan et al. [Gan et al., 2014] proposed a framework that used multiple
egocentric visual sensors to recover the spatial structure of a social interaction.
To the best of our knowledge, this is the first time that the wearable sensor has
been used to quantify the performance of presentations.
5.5 Assessment Rubric
In this section, we detail the assessment rubric for multi-sensor self-quantification
of presentations. Different from the assessment rubrics in the literature, the new
rubric does not contain high level semantic concepts such as topic selection and
organization of ideas, which makes it more suitable for computational model
based analytics with sensors. This is motivated by the intention to make such
self-quantification process automated, cheap yet useful. In the following sections,
we first provide the overview of the proposed assessment rubric, followed by
detailed discussion of each category.
5.5.1 Overview
In the psychology and cognitive literature, the evaluation of presentation skills
is always associated with the guidance of an assessment rubric [Dunbar, Brooks,
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Figure 5.1: Proposed assessment rubrics for multi-sensor self-quantification
of presentations.
Quianthy, 1990; Schreiber, Paul, and Shibley, 2012; Thomson and Rucker,
2002]. A rubric is a coherent set of criteria that includes descriptions of
levels of performance quality on the criteria [Brookhart and Chen, 2014]. The
human evaluator, based on speaker’s behavior and the rubric, will decide the
presentation quality and provide feedback to the speaker.
The computer science literature follows similar process and provides a score
for each concept [Chen et al., 2014a; Chen et al., 2014b; Echeverr´ıa et al.,
2014; Nguyen, Chen, and Rauterberg, 2012]. However, these scores do not
provide sufficient semantic cue to the speaker. For example, the system provides
a speaking rate of 2 rather than a semantically meaningful label like “slow”.
Therefore, we have reviewed the prior work in the literature, and have proposed
a new assessment rubric which is not only semantically meaningful, but is also
more suitable for automated sensor-based analytics algorithms. The overview
diagram of the proposed assessment rubric for multi-sensor self-quantification of
presentations is shown in Figure 5.1.
The proposed assessment rubric consists of three layered hierarchical struc-
ture, namely category, concept and state. The category layer contains the
high level separation of behavior type in presentation, which consists of vocal
behavior, body language, engagement, and presentation state. The concept layer
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further segments each category into a more detailed behavior. For example,
the vocal behavior category contains the speaking rate, liveliness, and fluency
concepts. The state layer provides the semantically meaningful state/class for
each concept. For example, the gesture concept can be divided into three states
(i.e., normal, excessive, and insufficient). The detailed descriptions can be found
in the next section.
5.5.2 Assessment Category
Vocal Behavior
Presentation skill is multifaceted in nature, including lexical usage, fluency,
pronunciation, and prosody [Chen et al., 2014b]. This work focuses on the
nonverbal vocal behaviors, where the prosodic features (e.g., pitch, tempo,
energy, etc.) correspond to the voice quality [Vinciarelli, Pantic, and Bourlard,
2009]. We have identified three concepts which are frequently used in the
assessment rubric [Dunbar, Brooks, and Kubicka-Miller, 2006; Morreale and
Backlund, 2007; Morreale et al., 1993; Quianthy, 1990; Schreiber, Paul, and
Shibley, 2012; Thomson and Rucker, 2002]: speaking rate, liveliness, and
fluency. The speaking rate is a good predictor of the subjective concept
fluency and liveliness. Liveliness is defined as the variation in intonation,
rhythm and loudness. Fluency is a speech language pathology term that means
the smoothness or flow with which sounds, syllables, words and phrases are
joined together when speaking quickly. These three cognitive concepts can be
interpreted in the computational measurement such as the number of syllables
per minute, variation in pitch, and the number of filled pauses per minute. In
our work, we quantify these concepts into three states: insufficient, normal and
excessive.
Body Language
Body language is a form of nonverbal delivery method to strengthen the
messages during presentation [Klima, 1979], where the messages are expressed
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by physical behaviors, such as facial expression, body posture, gesture, and eye
contact. As the facial analysis techniques are still far from perfect for real-world
applications [Zeng et al., 2009], we deliberately exclude facial expression and eye
contact in this work. In addition, the speaker is often far away from the audience,
resulting in low facial image resolution in the video footage. Two concepts,
namely body movement and gestures, are included in the proposed rubric. The
body movement relates to the usage of space and posture of the body. On the
other hand, gestures, which are movements of the head, hands, and arms, can be
used to convey specific messages that have linguistic translations. In our work,
we quantify these concepts into three states: insufficient, normal and excessive.
Engagement
Engagement with audience in training or educational presentations is the key
factor for effective idea delivery [Webster and Ho, 1997]. In this category,
we evaluate both the speaker’s and audience’s attention, which are useful to
characterize the engagement. During the presentation, the speaker may pay
attention on script, audience, or computer. Therefore, we list out the most
common objects/scenes in a presentation and include an “others” category
for completeness. Formally, the states for speaker’s attention concept are
audience, screen, computer, script and others. For the audience’s engagement, we
have formalized three states which are no attention, attention without feedback,
and attention with feedback. The feedback can be reflected as the behavior
like nodding head to show acknowledgment, or involvement of the interaction
between the audience and the speaker. For each state, the classifier will provide
a binary decision for the presence of the state.
Presentation State
Question Answering (QA) is the interactive element of presentation. It provides
speaker an opportunity to learn the current state of the audience, and gives the
audience a chance to convey their concerns. For this category, we have designed



















Figure 5.2: The sensor environment and the proposed framework. AM-
S and AM-K are the ambient static camera and ambient Kinect depth
sensor. WS indicate the wearable sensor, where WS-S and WS-A represent
























Figure 5.3: The snapshots of the data captured in the sensor environment
in Figure 5.2. AM-S and AM-K are the ambient static camera and ambient
Kinect depth sensor. WS indicate the wearable sensor, where WS-S and
WS-A represent WS from speaker and audience, respectively.
presentation characterizes the period where the speaker is the dominant person
in the presentation, whereas QA characterize the interval where the audience is
asking questions or is having some discussion. The analytics on the presentation
state mainly reflects the transition and flow of the presentation.
5.6 Proposed Method
In this section, we first provide an overview of the sensor configuration, followed
by the proposed multi-sensor self-quantification framework and the details of the
sensor analytics components.
5.6.1 Sensor Configuration
We set up our experiment environment in a meeting room with a Kinect
depth sensor (denoted as AM-K) and two static RGB cameras with microphone
(denoted as AM-S 1 and AM-S 2). AM-S 1 and AM-S 2 capture the speaker and
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audience from two different locations, whereas AM-K is configured to capture
the behavior of the speaker with both RGB and depth channel. For each
presentation, three Google Glasses are deployed, where one is worn by the
speaker (denoted as WS-S) and the remaining two are worn by two randomly
chosen audience members (denoted as WS-A 1 and WS-A 2). The overview of
the sensor configuration and the approximate spatial location of the speaker and
the audience are shown in Figure 5.2.
5.6.2 Multi-Sensor Analytics Framework
In the context of multi-sensor and multi-modality analysis, we assume that the
data from each sensor can be modeled as a collection of feature set X, where
each member Xm,i is the feature extracted from the m modality and i feature
type. In this work, we consider the acoustic, visual, depth, and motion modality,
where the corresponding features of each modality are presented in the following
sections. The feature Xm,i is further divided into N segments with an interval
of T seconds: Xm,i = {xm,i1 ,xm,i2 , . . . ,xm,iN }. Given the extracted feature, the
task is to learn the respective classifier Fc : xm,in 7→ rcn to produce rcn, where rcn
is the predicted state/class for the corresponding c concept. The overview of our
proposed framework is shown in Figure 5.2.
5.6.3 Feature Representation and Classification
Acoustic Feature
Four types of acoustic feature accounting for the speaking style are extracted
from raw audio data using the Praat script [Boersma and Weenink, 2002]. The
selected acoustic features are pitch, intensity, formants, and syllables.
Pitch is an auditory sensation which allows the ordering of sounds on a
frequency-related scale. It is defined in the music literature as a stretch of sound
whose frequency is clear and stable enough to be heard as not noise [Randel,
2003]. Follow the work in [Hincks, 2005], we compute the Pitch Variation
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Quotient (PVQ) feature as follows:
xA,pitchn = µ(p)n/σ(p)n (5.1)
where p is the pitch feature computed from a T seconds interval.
The second feature is called the acoustic intensity and is defined as the sound
power per unit area. The sound intensity is highly related to the subjective
measure loudness. The n acoustic intensity feature, xA,intensityn , is defined as the
mean and standard deviation of intensity over T seconds. These two features
xA,pitch and xA,intensity are used to predict the liveliness concept. In this work,
T is set to 10 seconds as it guarantee the inclusion of a fair amount of speech at
normal pausing rates [Hincks, 2005].
Formant is a concentration of acoustic energy around a particular frequency in
the speech wave. The fluency of speech is related to the presence of filled pauses,
which are the hesitation sounds that speakers employ to indicate uncertainty or
to maintain control of a conversation while thinking of what to say next. The
formant information is used to characterize the fluency of a speech due to its
ability of detecting filled pauses [Audhkhasi et al., 2009]. Based on the work
in [Audhkhasi et al., 2009], we first compute the formant at a frame rate of
10 ms. Then the standard deviation of the first and second formant, σ(F1)
and σ(F2), are computed over a window of T seconds centered on the current
frame. The distribution of the σ(F1) and σ(F2) are discretized into 51 bins over
the range from 0 to 200, which leads to a 51-point probability mass function
F1 = fσF1(i) and F2 = fσF2(i) for i = 1, 2, . . . , 51. We follow the work [Luzardo
et al., 2014] to extract the feature r(F ), which is the ratio of the sum of the
frequencies at the left side of a given frequency point. This feature is extracted
for both F1 and F2 when the frequency point is 100Hz, r1(F ), and 40Hz, r2(F ),
and is used to predict the fluency concept:
xA,fluency = [r1(F1), r1(F2), r2(F1), r2(F2)]. (5.2)
The last feature, syllables, is related to the speaking rate concept , which is
108
a critical component of speech delivery. The speaking rate can be measured as
the total number of words or syllables per minute. Generally, speech with a
slower speaking rate is more intelligible than faster one. However, the variation
in speaking rate may also contribute to the liveliness of speech [De Jong and
Wempe, 2009; Tasko and Greilick, 2010]. Use the method in [De Jong and
Wempe, 2009], we extracted the location of the syllables for audio segment. For
each n-th segment, we further count the number of syllables ||syln|| within every
one second, and discretize this distribution into 4 bins, which results in:
xA,speakingrate = hist(||syln||). (5.3)
This feature is used to predict the state of the speaking rate concept.
In order to detect the presentation state, it is important to understand
the dominant role in a conversation (i.e., who is currently speaking?), as well
as the identity of the speaker (i.e., who is the presenter and who are the
audience?). In this work, we first adopt the open-source speaker diarization
toolkit LIUM [Meignier and Merlin, 2010] to learn the identity (i.e., speaker
or audience) from the audio data of the whole presentation. Conceptually, we
perform an audio clustering where each cluster represents a unique person. Then,
under the assumption that the presenter is the person who speaks for the longest
duration, we label the audio data from this person as the presenter and the
rest are labeled as audience. Given this information, the diarization feature
is computed as a binary T -dimensional vector xA,speakerID that indicate the
speaker is currently speaking, where the t dimension corresponding to t second
of the segmented data. This feature is used to predict the presentation state
concept.
Visual Feature
The class of scene (e.g., audience, computer, script, etc.) from the speaker’s
FPV image is a good indicator of where the speaker is paying attention to.
Given an image set In from the n-th segment, we first extract the PHOW
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features [Bosch, Zisserman, and Mun˜oz, 2007] from each image and represent
it as a Bag-of-Words (BoW) descriptor with vector quantization. Due to the
scalability to perform scene classification in each frame, we pool all the frames
from each seconds into a BoW descriptor dtn. Inspired by the multi-instance
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where each dtn is considered as an instance. Following a recent multi-instance
learning approach [Wei, Wu, and Zhou, 2014], the BOW descriptorDn is mapped
into Fisher Vector to represent the n video segment:
xV,scenen = Mf (Dn, p), (5.4)
where Mf is the mapping function proposed in [Wei, Wu, and Zhou, 2014], and
p is the Gaussian Mixture Model (GMM).
Depth Feature
The recent advancements in depth sensing have created many opportunities
for human behavior analysis [Zhang, 2012]. By using Kinect sensor and the
provided API, the Kinect skeletal tracking can represent the human body by
a number of joints such as head, neck, shoulders. The skeleton information
is useful in characterizing the behavior of the speaker, for example the body
language. To differentiate the body movement and gesture, we use two kinds of
features. First, the movement of the body, which is calculated by the average
and standard deviation of the displacement of 12 upper body joints1 disUpper
over T seconds, are used to describe the body movement; second, an average and
standard deviation of relative displacement of the selected joints2 with respect
to the human body center over T seconds are used to describe the gesture. In
addition, the facial features like the landmarks of the face and orientation of
the face can be obtained more efficiently and robustly with depth images when
compared to extracting using only RGB images. Specifically, the head direction
vector oriXYZ are used:
1 The upper joints are HipCenter, Spine, ShoulderCenter, Head, ShoulderLeft, ElbowLeft,
WristLeft, HandLeft, ShoulderRight, ElbowRight, WristRight, HandRight, and HipLeft.
2 ElbowLeft, WristLeft, HandLeft, ElbowRight, WristRight, and HandRight.
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xD,body = [µ(disUpper), σ(disUpper)]
xD,gesture = [µ(disUpper relative), σ(disUpper relative)]
xD,head = [µ(oriXYZ ), σ(oriXYZ )]
(5.5)
Motion Feature
In addition to the visual RGB sensor, Google Glass is also equipped with sensors
like gyroscope, magnetometer, and accelerometer. These inertial motion sensors
provide information about the device wearer’s viewing direction and motion
pattern. In contrast with the use of visual information to track human’s head,
which will fail in the non-frontal view, the sensor data is more accurate and
robust. Two features, the mean and standard deviation of the camera viewing
direction vector oriXYZ , and the linear acceleration of the camera accXYZ over
T seconds are used:
xM = [µ(oriXYZ), σ(oriXYZ), µ(accXYZ), σ(accXYZ)] (5.6)
5.6.4 Multi-Modality Analytics
For every single feature, we employ machine learning approach to predict the
state of the concept. The multi-class SVM using a polynomial kernel was utilized
as the machine learning tool. For multiple features, for example xA and xB,
where A and B can be cross-sensors with the same type of feature, or cross-
modalities from the same sensor, decision level fusion is done by training-based
super-kernel fusion [Wu et al., 2004].
5.7 Multi-Sensor Presentation Dataset
We have collected a new presentation dataset, termed NUSMSP3, which is de-
signed for experiments in multi-sensor based self-quantification of presentations
3http://mmas.comp.nus.edu.sg/NUSMSP.html
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under real-world conditions. These are real presentations in our university.
The dataset is collected in a meeting room equipped with two static cameras
(with built-in microphone), one Kinect depth sensor, and three Google Glasses.
The configuration of the sensor environment is shown in Figure 5.2. For each
presentation, the ambient Kinect depth sensor (denoted as AM-K) captured the
speaker’s behavior with RGBD data. A high resolution video recording the
audience’s behavior was captured using an ambient static camera (denoted as
AM-S) with a resolution of 1920x1080 at 30fps in MP4 format. Meanwhile,
another ambient static camera (denoted as AM-S 2) captured the overview
of both the speaker and audience’s behavior with the same specification.
The speaker and two randomly chosen audience members were asked to wear
a Google Glass. The Google Glass records the video with a resolution
of 1280x720 at 30fps in MP4 format. In addition, the standard Android
sensor data TYPE LINEAR ACCELERATION, TYPE ACCELEROMETER,
TYPE LIGHT, TYPE ROTATION VECTOR, TYPE MAGNETIC FIELD,
TYPE GYROSCOPE, TYPE GRAVITY on the Glass4 were recorded at 10fps.
All the six sensors, except the Kinect depth sensor, have a build-in microphone,
which records the audio during the presentation. The synchronization of the
five devices with audio data is done by measuring delay between the audio
signals through the calculation of cross-correlations. The Kinect depth sensor is
synchronized with the rest by a periodic LED visual signal. This synchronization
method works well in a small room environment, however, it has potential
limitations in different environment, especially due to reverberations in a large
room. The snapshots of the data captured in this sensor environment are shown
in Figure 5.3.
In total, 51 subjects (32 males and 19 females) were recruited for our data
collection. Each subject was asked to prepare and deliver a 10 to 15 minutes
presentation with no restriction on the topic. For each recording (presentation),
the number of audience members ranged from 4 to 8. In total, we have about 10
hours of valid presentation data. Due to the unpredictable recording conditions,
4Retrieved on April 18th, 2015, from https://developers.google.com/glass/
develop/gdk/location-sensors
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Table 5.1: The configuration of sensor type, data modality, and concept
to be analyzed. The red, blue, and green columns represent concepts from
the body language, engagement, and presentation state, respectively. The
sensor type Am-S and Am-K are ambient static camera and ambient Kinect
sensor, where WS-S and WS-A are the wearable sensor on Speaker and
Audience, respectively.
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a small portion of data from the sensors failed to record the presentation.
We also employed humans to manually annotate the recorded data. The 10
hours video data are segmented into multiple clips with duration of 10 seconds
for each clip. For each clip, at least five people annotated the state of each
assessment rubric concept (see Figure 5.1 for details). We accepted the annotated
ground truth only if more than three persons annotated the same state, otherwise
additional person was requested to annotate this state.
5.8 Experiment
In this section, we first describe the evaluation protocol, followed by the
discussion of the results.
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5.8.1 Evaluation Protocol
The prediction performance was examined by the 5-fold cross-validation test.
The configuration of the sensor type, data modality, and concept to be evaluated
are listed out in Table 5.1. We use the existing methods [Audhkhasi et al., 2009;
De Jong and Wempe, 2009; Hincks, 2005] with audio data for the vocal behaviors’
classification, which are therefore not evaluated.
5.8.2 Result and Discussion
In this section, we present the performance on the concept body movement,
gesture, speaker’s attention, audience’s engagement, and presentation state.
Table 5.2 shows the classification result on body language category. The
“Body Movement” and “Gesture” concept have three states: “In”, insufficient ;
“Norm”, normal ; and “Exc”, excessive. The ambient Kinect depth sensor
(D) data and the speaker’s wearable motion sensor (M) data are used for the
classification. The depth modality performs the best for the insufficient state in
both body movement and gesture concept, however, does not perform well on the
normal and excessive states. The reason is because the insufficient state mostly
has little amount of joint location displacement, and is comparatively easier to
differentiate from normal or excessive states. In comparison, the distinction
between normal and excessive is less obvious, even in the human annotated
ground truth. The motion data performs average on the three states, in which the
performance on the gesture concept is comparatively worse than body movement.
This is because the motion information from the head-mounted wearable sensors
have less relationship with the gesture compared to the body movement. The
fusion of depth data and motion data indeed helps in the classification of the body
movement concept’s insufficient and excessive state. The poor performance
on the normal state further validates the ambiguous boundary between two
consecutive states.
The results on speaker’s attention are shown in Table 5.3. The classification
on four states script, audience, computer, and screen are evaluated. The head
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Table 5.2: Average classification accuracy on body language category. D
and M represent AM-K-Depth and WS-S-Motion, respectively.
Modality
Body Movement Gesture
In Norm Exc In Norm Exc
D 81.28 26.73 36.28 80.13 38.59 30.65
M 52.07 42.04 65.13 48.58 53.77 34.18
D+M 84.33 10.10 63.46 67.69 29.73 51.27
Table 5.3: Average classification accuracy on speaker’s attention concept.
D, V, M represent AM-K-Depth, WS-S-Visual and WS-S-Motion, respec-
tively.
Modality Script Audience Computer Screen
D 65.83 56.35 62.67 66.15
V 96.25 78.94 86.21 85.03
M 77.36 71.97 66.30 79.44
V + M 95.97 82.71 84.26 83.36
D + V 95.97 82.71 84.96 84.76
D + M 77.36 73.08 67.13 80.28
D + V + M 95.97 82.71 84.54 83.50
tracking information from the ambient Kinect sensor (D), the visual information
(V) and the motion information (M) from the speaker’s wearable sensor are
used for the classification. In general, the visual modality performs best among
D, V, and M. The superiority is less prominent for the audience state. This
is because compared to script, computer, and screen, the audience state has
more visual variations. The depth information performs the worst among these
three modalities. This is because the depth head tracking which provides the
head orientation works well only when the human showing frontal view. The
performance on the motion sensor data which also provide the orientation
information is much more accurate than on the depth data. The fusion of
these modalities performs similar with their corresponding single modality on
the state script, computer, screen, in which the V is the dominating modality.
In comparison, the fusion on audience state helps improve the performance.
Table 5.4 reports the result of the audience’s engagement. The three states
are no, yes without feedback, and yes with feedback. The performance on the no
state is worse than the two other states. This is because the audience mostly
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Table 5.4: Average classification accuracy on audience’s engagement
concept. V and M represent WS-A-Visual and WS-A-Motion, respectively.




V 59.28 63.73 65.07
M 42.94 68.95 65.80
V+M 68.37 62.85 64.48





focus on the other audience members, screen, or engaged in the discussion with
speaker and other audience in the yes states. In comparison, the no state has
more variations. The fusion of V and M helps improve the performance on no
state, with slight decrement on the two other states.
The presentation state is detected based on the speaker diarization information
using the audio modality: the audio from the ambient static sensor, the speaker’s
wearable sensor, and the audience’s wearable sensors. As shown in Table 5.5,
the ambient sensor’s performance on the “QA” class is significantly worse than
the performance using wearable sensors’ data. By analyzing the result we found
out that the audio from the speaker’s and audience’s FPV sensor achieves better
performance on the speaker diarization than the ambient sensor. The role of
speaker’s and audience’s FPV sensor helps to diarize the speaker and audience
better.
To sum up, in terms of the cross-sensor analysis, based on the sensor
configuration in Table 5.1, the speaker’s wearable sensor WS-S can classify
the speaker’s attention and the presentation state well. The performance on
the body language is not satisfying on our selected head-mounted wearable
sensor. This may be improved by other new types of sensors such as smart
watches. The traditional ambient sensors can also classify the same set of
concepts with better performance on analyzing human body language during
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presentations. However, the performance of the ambient sensors on tracking the
speaker’s attention is poor, due to its speaker frontal view restriction. Also,
the performance on the presentation state is worse from the ambient audio data
compared to the wearable sensors’ audio data. Compared to the traditional way
of counting the number of faces or tracking the audience member’s face [Mansell
et al., 1999; Mu¨ller et al., 2009; Wei and Yang, 2012], which is unreliable in the
unconstrained environment, the wearable sensors on the audience can provide
detailed information about audience’s engagement. It can also provide accurate
information on the presentation state. However, the audience’s engagement is
based on the selected audience members who wear the sensor. It is difficult to
equip every audience member with wearables and to expect them to share their
data.
5.9 User Study
In this section, we present the user study with the automated self-quantification
of a presentation. We first describe the system generated analytic feedback,
followed by a discussion of the feedback.
5.9.1 Analytics
Based on the computed results on every concept in the proposed assessment
rubric, we generate two figures to summarize each speaker’s presentation as a
form of feedback. Two examples of the system generated analytic feedback are
shown in Figure 5.4 and Figure 5.5.
The first row in each example is the accumulated summary of each of the
time-series result, showing the fraction of time that they spent in each state.
The second row of the feedback shows the time series result, in which the first
five concepts speaking rate, fluency, liveliness, body movement, and gesture have
the states insufficient, normal, and excessive shown from the bottom to the top.
The speaker’s attention concept is shown as the red occupation mark at each
































































Figure 5.4: Example of system generated analytic feedbacks (I). For each
feedback, the six snapshots are taken from the ambient sensors (top row)
and wearable first-person-view sensors (bottom row).
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Figure 5.5: Example of system generated analytic feedbacks (II). For each
feedback, the six snapshots are taken from the ambient sensors (top row)
and wearable first-person-view sensors (bottom row).
119
t-th segment, the corresponding location on the audience’s row will be marked
as red. Multiple attention states are allowed for the same segment, e.g., when
the speaker is switching between the audience and screen, both the audience
and the screen are marked with attention. If none of the state in audience,
screen, computer, or script, the attention will be shown as others. The last two
concepts are audience’s engagement, in which the corresponding states are no
attention, attention without feedback and attention with feedback from bottom to
top. These concepts (except for the speaker’s attention) are highlighted in red,
purple, and grey, representing presentation state, QA state, and unavailable state
(this may due to the error of the sensor). The last row from the two examples are
the snapshots of the corresponding moment highlighted in the time-series result.
Speaker A shown in Figure 5.4 and Speaker B shown in Figure 5.5 have very
different behaviors during presentation. Speaker A looked at the screen most
of the time. From the time-series result we notice that during certain periods,
speaker A focused only on the screen, without interacting or even looking at
the audience. In contrast, although Speaker B spent around 70% of the time
looking at the screen, from the time series result we can see that he kept switching
between the screen and the audience. Also, his presentation involves significant
time of QA state. For example, the snapshot in this example is in the state
where a question triggers the audience members discussing among themselves.
5.9.2 Feedback from Speaker
In order to further validate the utility of our summarized feedback, we present
our analytics results to the speakers and asked them the following questions:
1. Are the analytics results surprising to you?
2. Are the analytics results useful to you?
3. Can these results help you improve your presentation skills? If so, could
you please precisely explain how they can do so?
4. Do you find it intrusive to use the wearable sensor (like Google Glass)
during the presentation? Please elaborate on your experience.
5. If the technology is mature and unintrusive enough to provide such
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feedback with good accuracy, would you like to use it?
6. Do you have any other suggestions for improving this analytics feedback?
The first five questions are to be answered using a score from 1 to 5, ranging
from “strongly disagree” to “strongly agree”. Question 4 to Question 6 have free
form parts which seek opinions of the speaker. We received in total 21 responses
from the speakers, with an average score of 3.59, 4.27, 4.36, 2.79, 4.58 for the
first five questions.
Generally speaking, we found that the speakers held a positive attitude
towards our summarized feedback. One of the speakers who was “surprised”
by the results responded with “Maybe more gestures during the presentation
(not only during QA session) will be beneficial.” Most of the speakers found
the presentation behavior patterns identified by the system to be accurate, and
agreed that the feedback is useful (4.27) as well as helpful for improvement (4.36).
Their feedbacks for the results are: “Avoid excessive gestures and have more eye
contacts with the audience.” By the synchronization with the presentation state,
one speaker responded that “Also, maybe more gestures during the presentation
(not only during QA session) will be beneficial.”, which implies the actual usage
of the combination of presentation concept and gesture concept. The opinions
about the “intrusiveness” of the Google Glass are mostly neutral or positive,
except that three of the speakers criticized the design of the Google Glass: “ I just
could not help looking at the small screen of Google Glass. It’s not comfortable
since have to roll my eye to one side to see it clearly.”, “ Very intrusive, the
Google glass block my view and is very heavy.”, “Not convenience especially for
people who wear glasses”. The answers for trying this type of system are positive
(4.58), with all the responses from ranging from agree to strongly agree.
The suggestions from the speakers can be summarized as follows: (1) compar-
ison with the average performance or good performance will be helpful as one
speaker mentioned that “A reference frame would be useful, e.g., the average
score of all participants or the best score for a good presentation. If I don’t
know what I am compared with, I won’t know how I could improve.”; (2) timely
feedback after the presentation: “If I am given the results right after the
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presentation, I can remember what I did to lose my audience’s attention, or
why I had a bad body expression, etc.”; (3) showing the examples of the typical
behavior: “Maybe examples of ‘insufficient’, ‘normal’, and ‘excessive’ behaviors
will be useful, in form of short video clips?” We can see that the speakers all agree
that this kind of information is useful, however, timely feedback immediately
after the presentation and reference statistics can help them better to interpret
the data. Also, they are interested in observing their actual behavior for each
concept.
5.10 Summary and Discussion
In this chapter, we have proposed a multi-sensors analytics framework to provide
the analysis of a presentation. The proposed framework consists of ambient
sensors (e.g., visual sensors and depth sensors), First-Person-View (FPV) sensor
on speakers, and multiple FPV sensors worn by the audience. Based on the
literature from both social science and computing, we have developed a novel
assessment rubric for presentations. We evaluate the performance of existing
computational models and analyze the efficacy by combining multiple sensors.
To complement the research, we have recorded a new dataset, which consists
of 51 subjects giving presentations on diverse topics. We have conducted user
studies on the speakers with our generated analytics report, which provides good





In this thesis we have looked at the problem of social interaction analysis from a
novel multi-sensor perspective. In contrast to the earlier works, which take social
interaction as one type of complex human behaviors, we model social interactions
using the social signals. Additionally, we explicitly take the sensor environment
into consideration including both ambient sensors and wearable sensors. In
the first work, we modelled social interactions using the sociology concept “F-
formation”, which analyzes the spatial properties of social interactions in a
generic ambient sensor environment. Following the first work, we studied the
spatial structure of social interactions in a multiple wearable sensor environment.
Finally, we combined ambient sensors and wearable sensors to investigate a
special yet broad class of social interactions “presentation” in this multi-sensor
and multi-modal sensor environment.
In Chapter 3, we proposed an extended F-formation system for robust
interaction and interactant detection. The sociological concept of F-formation
is one type of spatial and environment social signal, which defines interaction
in terms of the topological relationships during interactions. The extended
F-formation system employs a heatmap-based feature representation for each
unique individual, namely Interaction Space (IS), to model their respective
location, orientation, and temporal information. Additionally, the temporal
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aspect of interactions has been taken into consideration. In this work, the
individual’s spatial location and orientation are computed with the help of Kinect
depth sensors. Given the interaction space of all individuals in any frame, we
detect the interaction centers (i.e., o-space) and the respective interactants, as
well as the location of the best view camera. The proposed temporal-encoded
interaction space based approach is evaluated on the synthetic data as well as
within a real-world experimental environment.
Previous studies that have analyzed the spatial structure of social interactions
using one or more third-person view cameras suffer from the occlusion problem.
With the increasing popularity of wearable computing devices, it is easy to
obtain natural first-person observations with limited occlusion. However, such
observations have a limited field of view and can only capture a narrow window of
the social interaction. To overcome these limitations, in Chapter 4, we proposed
a search-based structure recovery method to reconstruct the social interaction
structure given multiple first-person views, where each view contributes to the
multifaceted understanding of the social interaction. The proposed method is
much simpler than doing the full 3D reconstruction and suffices for capturing
the spatial structure of social interaction. Experiments for both simulated and
real-world data show the efficacy of the proposed method.
Inspired by biological systems like humans who are equipped with multi-modal
perceptual mechanisms, we attempted to analyze social interactions on the data
from multi-modality sensors. In Chapter 5, we investigated “presentation”,
a special type of social interaction within a social group for presenting a
topic. A novel multi-sensor analytics framework that allows for automated
self-quantification of a presentation was proposed in this work. Specifically,
we formalized an assessment rubric, which links concepts from psychology and
cognitive literature with the observation state from sensors. For the multi-sensor
multi-modal sensing environment, both ambient sensors (e.g., static cameras,
Kinect camera) and the emerging wearable First-Person-View (FPV) sensors
(e.g., Google Glass) were combined in this work. Additionally, we have collected
a new presentation dataset, which consists of 51 presentations covering a diverse
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range of topics in this sensor environment. For the analytics with respect to the
presentation assessment, our proposed framework analyzes the efficacy of each
type of sensor for various aspects of non-verbal delivery assessment rubric and
generates an analytics report for each speaker. The user studies on the speakers
with our generated analytics report provide good insights for further research.
6.2 Contributions
We first explored the spatial properties of social interaction in both ambient and
wearable sensor environment separately. The main contributions are as follows:
• Existing works consider social interaction as one type of complex human
activity, in which the definition for a social interaction varies from appli-
cation to application. In contrast to traditional approaches, we modelled
a social interaction using the sociological concept “F-formation”, which is
derived from the orientation and spatial location of the interactants. With
the “F-formation”, the social interaction can be easily detected in a general
settings without predefinition or dense analysis on all video streams.
• We proposed a heatmap-based representation for F-formation, which
addresses the uncertainty of the sensor data. Additionally, the temporal
information was explicitly encoded into the heatmap representation which
effectively modelled unconstrained social interactions. We showed that the
heatmap-based approach outperforms the existing rule-based approach.
Also, the temporal information helps resolving the ambiguity of passing
by scenario compared to true interactions.
• A best-view camera selection method was designed based on our proposed
heatmap representation in this sensor environment. To demonstrate the
view selection method, we conducted a user study to compare our best-
view camera ranking with humans ranking using real-world data. The
results on visual analytics and the user study agree with our expectations.
• We explored the choices of sensor environments explicitly in our work.
We first proposed an ambientsensor-based environment which combines
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RGB image sensors and depth sensors. The real-world experiments
were conducted in this ambient sensor environment, which validated the
effectiveness of the sensor environment. Furthermore, after identifying the
limitations of the ambient sensor environment, e.g., pre-configured with
a pre-determined region of interest, which required user interaction in
a specific spatial location, we investigated the case of multiple wearable
sensors (first-person view cameras in our case) environment. To the best of
our knowledge, this is the first time that multiple first-person view cameras
are combined to analyze the spatial structure of social interaction.
• In the wearable sensor environment, we proposed a novel search-based
structure recovery method to reconstruct the social interaction structures
given multiple first-person views, where each view contributes to the
multifaceted understanding of the social interaction. The proposed
method is much simpler than full 3D reconstruction, and suffices for
capturing the spatial structure of social interaction.
We have also explored an important case of social interaction “presentation”
in a multi-modal multiple ambient and wearable sensors environment. The
contributions for this work are as follows:
• In contrast to a score-based presentation assessment provided in the
computational model-based literature, we reviewed the past studies in
communication, cognitive science, psychology along with the speech
analysis literature, and formalized a new assessment rubric suitable for
presentation self-quantification.
• We proposed a new multi-sensor analytics framework, which consists
of the conventional ambient sensors (e.g., web camera, Kinect depth
sensor, etc.) and the emerging wearable sensors (e.g., Google Glass,
GoPro, etc.). We have conducted single and multi-modal analysis on
each sensor, followed by sensor-level fusion for improved presentation self-
quantification. The previous studies have explored the usage of ambient
sensors in the presentation assessment. However, to the best of our
knowledge, this is the first time the wearable sensors were explored in
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this type of research.
• We have recorded a new multi-sensor presentation dataset, which consists
of web cameras, Kinect depth sensors, and multiple Google Glasses. The
new dataset consists of 51 presentations of varied duration and topics. In
addition, we have manually annotated the data based on the proposed
assessment rubric. We have put this dataset under the public domain.
• We have conducted a user study on the presenters in this dataset. For
each presenter, we provided our system-generated feedback, and then the
presenter was asked to verify the effectiveness of this system feedback.
The study showed positive results on our proposed system and provided
several useful insights for future research.
6.3 Future Work
The work can be extended in multiple directions as described below.
6.3.1 Enhanced Social Signal Processing in Sensor
Environments
In Chapter 3 and Chapter 4, we have investigated the spatial properties of
social interactions for social group estimation in both ambient sensor and
wearable sensor environments. However, as reviewed in Section 2.2, many
other categories of social signals, e.g., posture and gesture, face and gaze,
etc., can be modelled to understand more comprehensive social dynamics, e.g.,
group dominance, individual personality, individual attraction, etc., during social
interactions [Vinciarelli, Pantic, and Bourlard, 2009].
To fully understand a social interaction, the first issue in social signal
processing that needs to be addressed is the specific challenge arising from the
nature of this research that requires the support from social sciences. Specifically,
no automated analysis of social interaction is possible without taking into
account the basic mechanisms, such as the presence of roles in groups, from
social sciences [Vinciarelli, Pantic, and Bourlard, 2009]. Second, the selection of
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social signals in the sensor environments is a useful but challenging problem, as
different types of sensors have their own strengths and limitations, and thus are
suitable for different types of social signals. For example, ambient sensors can
provide a better global view over the whole scenario, while the wearable sensors
are better for recording the physical activity of an individual.
6.3.2 Multi-sensor Collaboration
When we combine multiple ambient sensors and wearable sensors together to
interpret the scene, analysis generally requires fusing information from all these
different types of sensors. In Chapter 5, we have explored the usage of multiple
types of sensors for social interaction analysis with oﬄine processing. However,
real-time processing is needed for many real-world application, such as interactive
media, which will greatly benefit from the system that can capture relevant
nonverbal affective cues among users during social interactions [Varni, Volpe, and
Camurri, 2010]. Pulling all the data from a large number of sensors is expensive
and inherently does not scale. In contrast, informed selective collaboration of
sensors can reduce latency, minimize bandwidth consumption, and mitigate the
risk of network failures [Zhao, Shin, and Reich, 2002].
In order to achieve effective multi-sensor collaboration, many issues need to
be addressed: first, how to choose the architecture of cooperation among the
sensors, for example, centralized or distributed; second, the scalability of the
sensor networks, e.g., can we add or remove sensors without influencing the
function of the network; third, how to handle the cooperation among different
types of sensors; at last, we need to consider the latencies and information loss
during the cooperation.
6.3.3 Multi-sensor and Multi-modal Data Fusion
In the multi-sensor environments, data from multiple modalities describe the
multifaceted nature of a situation. The global properties, which are not obvious
from the observation of their individual dynamics, are shown by the social
interaction between individuals [Varni, Volpe, and Camurri, 2010]. However,
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it is difficult to fuse the heterogeneous data. For example, two data sources may
provide a same tendency towards one result, which increases the reliability of
the result; On the other hand, the two data sources may also conflict with each
other which require us to resolve the inconsistencies between them.
Data fusion is the process to integrate multiple sources of data and knowledge
to represent the same object into a consistent, accurate, and useful representa-
tion. In Chapter 5, we have adopted a simple fusion method to combine multi-
modal data, which resulted in a better performance in some of the scenarios.
However, the performance can be further improved through more sophisticated
fusion strategies. As summarized in [Atrey et al., 2010], the issues in multi-modal
fusion process are: the choice of fusion levels, e.g., feature-level or decision level;
the choice of granularity levels in time among asynchronized and diverse data
streams; the strategy for fusion with modality correlations, modality confidence
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