In this paper we establish an explicit relation between the growth of the maximum modulus and the Taylor coefficients of the entire solutions to the higher-dimensional Cauchy-Riemann system in R n+1 . This allows us to determine the exact value for the growth order of the maximum modulus for all entire monogenic functions without knowing the precise value for the maximum modulus. Furthermore, it enables us to construct easily examples of entire monogenic functions that exhibit growth behavior of order ρ for any real value 0 ρ ∞.
Introduction
One of the central topics in complex analysis is the study of the asymptotic growth behavior of holomorphic and meromorphic functions.
This line of investigation started basically with early works of E. Lindelöf [14] and A. Pringsheim [16] and a short time later by the school of A. Wiman [20] and G. Valiron [19] in the first two decades of the 20th century-first only in the context of entire holomorphic functions. In 1925 R. Nevanlinna [15] and his students managed to develop a far more general theory which then permitted a quantitative description of the growth behavior of all meromorphic functions. Their methods provided much useful information on the behavior of the solutions of many important complex partial differential equations, as is very nicely described for example in [10, 11] and elsewhere. This is only one important reason why this particular line of research has evolved into a field of vast interest within complex function theory.
A number of the classical results can be carried over relatively directly to the framework of several complex variables, in particular many central parts of Wiman's and Valiron's theory, as illustrated for instance in textbook [10] .
Several complex variables theory, however, is a function theory exclusively for evendimensional spaces.
In view of many applications in physics and engineering, one is specially interested in higherdimensional analogues of function theoretical methods to R n also for odd n, in particular, for n = 3.
Clifford analysis offers another possibility of generalizing complex function theory to higher dimensions, with the supplementary advantage of meeting exactly this end. It considers Clifford algebra valued functions that are defined in open subsets of R n for arbitrary finite n ∈ N and that are solutions of higher-dimensional Cauchy-Riemann or Riesz systems. These are often called Clifford holomorphic or monogenic functions.
For this class of functions it was possible to establish a lot of nice generalizations of central theorems and concepts from complex analysis to arbitrary finite-dimensional vector spaces. For instance one has an explicit Cauchy integral formula, a residue and singularity theory and an explicit argument principle. For details, we refer the reader for example to [4, 8, 9, 12] . Since the higher-dimensional Cauchy-Riemann operator is a generalization of the Laplacian, this function theory actually permitted an effective treatment of a number of important 3D boundary value problems from mathematical physics and engineering, as described for example in [9, 13, 18] .
According to our current knowledge many central questions about the growth behavior of monogenic functions and related function classes remained untouched so far. In [1] M.A. Abul-Ez and the first author introduced the notion of the growth order and the type for a particular subclass of Clifford holomorphic functions which the authors called special monogenic functions. These are functions generated by a special subfamily of monogenic polynomials. In the follow-up papers [2, 3] it was analyzed under which growth conditions the related basic set of special polynomials form a Cannon set which gave some first results on some questions around the growth of this particular subclass.
However, a number of central questions concerning the asymptotic growth behavior of monogenic functions remained still open, even for the subset of special monogenic functions.
In the recent paper [6] the basis of a generalized Wiman-Valiron theory for general entire monogenic functions was established. In particular, generalizations of the maximum term and of the central index to Clifford analysis were introduced, which gave much more quantitative insight in the asymptotic growth behavior of the maximum modulus of general monogenic functions.
However, only for a few concrete examples we were able to determine the precise value of the growth order
where M(r, f ) := max z =r { f (z) } is the maximum modulus of the monogenic function f . In general it is very difficult or even impossible to determine the value of M(r, f ) explicitly.
In this paper, we establish an explicit relationship between the growth of the maximum modulus and the Taylor coefficients of an arbitrary entire monogenic function. We are able to set up a complete analogy of the famous Lindelöf-Pringsheim theorem [14, 16] (cf. also [10, p. 24] ) on this kind of relation in the Clifford analysis setting.
This then allows us to compute ρ(f ) for all entire monogenic functions explicitly. As examples, we determine the growth order of the higher-dimensional monogenic generalizations of a number of elementary functions such as cos z, sin z, e z m (m ∈ N), cosh z, cosh √ z and J 0 (z). Furthermore, it enables us to construct very easily to any given growth order 0 ρ +∞ examples of entire monogenic functions that have this growth order. In particular, the existence of monogenic functions to any arbitrary growth order is shown.
Moreover, we generalize a well-known result from S.M. Shah (1946) [17] providing a useful estimate of the lower growth order of any entire monogenic function
in terms of its Taylor coefficients.
Preliminaries

Special notation in this paper
In order to present the calculations in a more compact form, the following notations will be used, where m = (m 1 , . . . , m n ) ∈ N n 0 is an n-dimensional multi-index:
Clifford algebras
It is well known that the treatment of the two-dimensional vector space R 2 in terms of complex numbers has the advantage of providing an additional multiplication operator on R 2 .
One appropriate higher-dimensional associative analogue of the complex numbers are real Clifford algebras. For details about Clifford algebras and the basic concepts of its associated function theory we refer the interested reader for example to [8, 9] .
Let {e 1 , e 2 , . . . , e n } be the standard basis of the Euclidean vector space R n . The associated real Clifford algebra Cl n is the free algebra generated by R n modulo
where x ∈ R n and e 0 is the neutral element with respect to the multiplication operation in the Clifford algebra Cl n . The defining relation induces the multiplication rule e i e j + e j e i = −2δ ij , where δ ij denotes the Kronecker symbol. In particular, e 2 i = −1 for all i = 1, . . . , n. The standard basis vectors thus operate as imaginary units.
A vector space basis for Cl n is given by the set {e A : A ⊆ {1, . . . , n}} with e A = e l 1 e l 2 · · · e l r , where 1 l 1 < · · · < l r n, e ∅ := e 0 := 1. Each a ∈ Cl n can be written in the form a = A a A e A with a A ∈ R. The conjugation in the Clifford algebra Cl n is defined by a = A a A e A , where e A = e l r e l r−1 · · · e l 1 and e j = −e j for j = 1, . . . , n, e 0 = e 0 = 1.
The linear subspace span R {1, e 1 , . . . , e n } = R ⊕ R n ⊂ Cl n is the so-called space of paravectors z = x 0 + x 1 e 1 + x 2 e 2 + · · · + x n e n which we simply identify with R n+1 .
Furthermore, the Clifford norm of an arbitrary a = A a A e A is defined by a = ( A |a A | 2 ) 1/2 . Each paravector z ∈ R n+1 \ {0} has an inverse element in R n+1 which can be represented in the form z −1 = z/ z 2 .
Clifford analysis
Clifford analysis can be regarded as a higher-dimensional generalization of complex function theory in the sense of the Riemann approach. Let U ⊆ R n+1 be an open subset. Then a function g : U → Cl n that satisfies Dg = 0 in U , where
is the generalized Cauchy-Riemann operator in R n+1 , is called Clifford-holomorphic or monogenic. Monogenic functions satisfy a generalized Cauchy integral formula. Let us denote by A n+1 the n-dimensional "surface area" of the n + 1-dimensional unit ball, and by q 0 (z) = z z n+1 the Cauchy kernel function. Then every function g that is monogenic in a neighborhood of the closure G of a domain G satisfies
where
In contrast to complex analysis, the ordinary powers of the hypercomplex variables are not null-solutions to the generalized Cauchy-Riemann system. In Clifford analysis these are substituted by the Fueter polynomials defined by [7] that the coefficients satisfy a Cauchy type inequality. The sharp upper bound has been established in [5] to be
Here, and in all that follows, M(r, g) := M(r) := max z =r { g(z) } denotes the maximum modulus of the function g in the closed ball with radius r. The optimality of the constant
has been established very recently in [5] .
In this paper we focus on entire monogenic functions which have a Taylor series expansion of infinite convergence radius. For the description of the asymptotic growth behavior of the maximum modulus of entire monogenic functions we need: 
A characterization of the growth behavior of entire monogenic functions by the Taylor coefficients
In this section we prove a theorem which provides a generalization to the context of entire monogenic functions of the famous theorem of Lindelöf and Pringsheim on the growth and the Taylor coefficients. 
Then ρ(g) = Π .
Remark.
In the cases where a m = 0 one puts lim sup |m|→+∞ |m| log |m| −log 
Proof. We start from the well-known formula
Next, we make the substitution y = x 1 + · · · + x n . According to the multinomial formula, we have that
Performing this substitution in (5) leads to the identity
where we put c(n, 0) := 1. In particular, we obtain for x 1 = · · · = x n =: t
Since the function f (t) := (1 − nt) −n has only an isolated pole at t = 1/n, it follows by elementary function theory that the convergence radius of the series in (6) equals exactly 1/n. The lemma is hereby established. 2
This lemma enables us now to prove Theorem 1.
Proof of Theorem 1. We first show that ρ(g) Π .
For Π = 0 this inequality is trivial. So let us assume that 0 < Π +∞ in what follows. In view of (3) there exist infinitely many m ∈ N n 0 with
where c is a real constant to be chosen such that c := Π − ε > 0 with an ε > 0 if Π < ∞. In the case where Π = ∞ one can take for c any arbitrary positive real number. We then have
The coefficients of a monogenic Taylor series satisfy Cauchy's inequality:
Hence, we may infer that (n, m) a m + |m| log r (7) |m| log r − |m| c log |m|.
If we now insert r = (e|m|) 1/c into (8), then we obtain for these arbitrarily large r the following inequality:
log M(r) |m| log e|m| 1/c − |m| c log |m|
This permits us to conclude that
log r c = Π − ε for arbitrary ε > 0. For ε → 0, we then obtain ρ(g) Π .
It remains to show that Π ρ(g).
In the case where Π = +∞ there is nothing to prove. So, let us assume without loss of generality that 0 Π < ∞. Since g is an entire function, we have that lim |m|→+∞ a m = 0. Because of this property and in view of (3) Since we are only interested in the asymptotic behavior for r → +∞ we can assume without loss of generality that r > 1 in all that follows. Under this assumption, it holds that The first series in the previous line can be rewritten in the form
In Lemma 1 we have computed that lim sup p→+∞ ( |m|=p c(n, m)) 1/p = n. So, we obtain that
Series (10) actually converges to a positive real, say L 2 .
Consequently, we can write
The remaining series expression is majorized by the series
Applying again Lemma 1 yields
The series in (11) hereby converges to a positive real constant, say L 3 . Summarizing, we have obtained
, with δ > 0 adequately chosen. Therefore, ρ Π + (n + 1)δ. If we finally let δ tend to zero, then we arrive at the desired estimate ρ Π and the theorem is hereby proved. 2
This theorem allows us to determine directly the precise growth order of each entire monogenic function when knowing its Taylor coefficients explicitly-without determining the exact value of M(r) which is very difficult and even impossible in most of the cases. 
has also growth order equal to 1. In complex analysis one can easily give examples of entire holomorphic functions of arbitrary integer growth order just by making the construction e z n . As proved in [6] also the various already existing hypercomplex generalizations of the exponential function, as for example the monogenic exponential function from [4, p. 117]
have growth order equal to 1. E(z) was one of the few examples where it was possible to determine M(r) explicitly. One could expect to get entire monogenic functions of growth order p (p ∈ N) just by taking E(z p ). However, in contrast to complex analysis, the composition operation is not monogenicity preserving-E(z p ) is not a monogenic function for p > 1. Since the set of monogenic functions only forms a right Clifford module, it thus turns out to be more convenient for our needs to look at the Taylor series representation of E(z), which-following [4, p. 117] has the form 
and
which both turn out to have growth order equal to 1 2 by directly applying Theorem 1.
Examples of each real growth order. We can say more. Theorem 1 even allows us to produce systematically examples of entire monogenic Taylor series to any arbitrary given real growth order 0 ρ +∞.
Applying Lemma 1, one can establish by using the Hadamard formula that the convergence radius of the following series: 
An estimate of the inferior growth order in terms of the Taylor coefficients
A natural question that arises in this context is to ask whether one can also obtain a similar relation for the inferior order of growth. However, already in the complex case in general one only has an inequality in one direction, as proved by S.M. Shah in 1946 [17] . The following theorem provides a generalization of S.M. Shah's result to the Clifford analysis setting. It gives us an upper bound estimate of the inferior order of a given general entire monogenic function in terms of its Taylor coefficients. 
