A key control on the response of an urban drainage model is how well the observed rainfall records represent the real rainfall variability. Particularly in urban catchments with fast response flow regimes, the selection of temporal resolution in rainfall data collection is critical. Furthermore, the impact of the rainfall variability on the model response is amplified for water quality estimates, as uncertainty in rainfall intensity affects both the rainfall-runoff and pollutant wash-off sub-models, thus compounding uncertainties. A modelling study was designed to investigate the impact of altering rainfall temporal resolution on the magnitude and behaviour of uncertainties associated with the hydrological modelling compared with water quality modelling. The case study was an 85-ha combined sewer sub-catchment in Bogotá (Colombia). Water quality estimates showed greater sensitivity to the inter-event variability in rainfall hyetograph characteristics than to changes in the rainfall input temporal resolution. Overall, uncertainties from the water quality model were two-to five-fold those of the hydrological model. However, owing to the intrinsic scarcity of observations in urban water quality modelling, total model output uncertainties, especially from the water quality model, were too large to make recommendations for particular model structures or parameter values with respect to rainfall temporal resolution.
INTRODUCTION
Two decades ago it was accepted that significant efforts will have to be made to vastly improve the spatial and temporal resolution of rainfall records to drive urban drainage models (Schilling ) . Indeed, appropriate representation of time and space scales is particularly needed for rainfall, as this has a key influence on the model response (Aronica et al. ) . In urban catchments with short concentration times it is known that the shape, timing and peak of hydrographs are influenced by the temporal resolution rainfall observations and its accuracy in capturing the true temporal rainfall variability (Aronica et al. ; Freni et al. ) : too coarse temporal resolution of rainfall data causes systematic under-prediction of peak runoff. Furthermore, the effect of coarse rainfall resolution further propagates through the pollutant wash-off sub-model, leading to a compounded degree of uncertainty (Aronica et al. ; Freni et al. ) . However, there are few previous studies on this aspect. Rauch et al. () suggested that measurement uncertainties (and hence temporal resolution) from rainfall data have only a low impact on water quality modelling uncertainties. Freni et al. () demonstrated that while water quality models are more sensitive to rainfall temporal resolution than rainfall-runoff models, efficient and good calibration results can be attained despite using largerthan-ideal rainfall time resolution. This suggests that model parameters compensate for the loss of information in rainfall records in order to fit model outputs to observations, resulting in a loss of physical significance in the parameter values (Freni et al. ) .
The objective of this work is to investigate the impact of varying the temporal resolution of model input rainfall records on the resulting model behaviour of coupled urban water quantity and water quality models. Furthermore, the work assesses how sources of uncertainty within the modelling process (i.e. in the hydrological and water quality models) and their respective magnitudes vary with changing temporal resolution. Changes in parameter distributions and their significance are assessed, and recommendations on the model structure and parameter values are made.
METHODOLOGY The models
Hydrological and quality modelling was performed using the open source CITY DRAIN © toolbox (Achleitner et al. ) . This software is designed for integrated modelling of urban drainage systems aiming to provide a flexible and adjustable tool for different scenarios. In the present study, for the hydrological model, a simple catchment-loss model was coupled to a simplified derivation of the Muskingum routing method. Both the catchment-loss and routing models consisted of three parameters (loss model: runoff coefficient, initial and permanent losses; routing model: Muskingum routing parameters X, K, N) each with initial variation ranges constrained by physical limits.
For the water quality modelling, Rodríguez et al. () implemented different mathematical formulations for pollutant accumulation during the dry weather period and their wash-off during rainfall events. These numerical approaches estimate accumulation, erosion and transport of pollutants on urban surfaces and in sewers by means of a simplified, lumped representation. The selection of models was based primarily on the benchmark proposed by Kanso et al. () . The used models are summarised in Table 1 , where M a (t) is the pollutant mass at time t (kg). D accu represents the accumulation rate (kg ha À1 d À1 ), D ero the erosion rate (d À1 ) and A i the impervious area (ha). I(t) is the rainfall intensity (mm hr À1 ), Q c (t) the runoff rate (m 3 s À1 ) and m c (t) the deposited surface mass at time t (kg ha À1 ). W e , w, K e , a w1 , a w2 , C 1 , C 2 and C 3 are all dimensionless calibration parameters.
Case study: Caracas 77 sub-catchment
Monitoring data for this modelling study stems from an experimental sub-catchment (Caracas 77), which forms part of the Bogotá sewer system. The catchment is 85 ha in size, 60% of which is impervious, and is predominantly residential (for details and a map of the catchment, see Rodríguez et al. () ). One-minute rainfall records were collected between June 2000 and June 2001 using three rain gauges with 0.1 mm resolution (Uniandes-EAAB ). Additionally, sewer flows were monitored at the catchment outlet with an Isco sampler, which can collect up to 24 water samples at specified intervals, and is triggered when a specified stage height is surpassed. Out of 21 monitored rainfall events, only two events (3 and 8 May 2001) offered the highest number of observations of total suspended solids (TSS) concentration at 5 min temporal resolution. These two events were previously modelled by Rodríguez et al. () to establish the suitability of the implemented models, and have been selected in this work for the water quality modelling. 
W2 (based on rainfall and M a (t)) Temporal rainfall re-sampling
The 1-min reference resolution rainfall records for the 21 monitored events were re-sampled at 4-, 8-and 16-min resolution by accumulating and averaging the total rainfall depth over periods (time steps) of 4, 8 and 16 min, respectively. The effect of coarser rainfall inputs was assessed by comparison with rainfall, flow and water quality observations. For rainfalls and flows the loss of information was assessed against observations at 1 min resolution using the Resampling Accuracy Index (RAI; see Equation (1) and Freni et al. () ) and Nash-Sutcliffe Efficiency (NSE; Nash & Sutcliffe ) criteria, respectively. RAI is an analogue of the NSE criterion applied to rainfall hyetographs:
where σ 2 e is the variance of errors between the real and rescaled rainfalls and σ 2 0 is the variance of the observed rainfall. By calculating the RAI for every re-sampled rainfall hyetograph, the loss in accuracy relative to the reference resolution can be observed. RAI is a useful link between modelling uncertainty, rainfall characteristics and rainfall time step (Freni et al. ) . A comparison between RAI and NSE for either flows or TSS concentration can show how uncertainties are propagated through the entire water quality modelling process. Hence, it will allow assessment of the proportion and relation of different uncertainty sources (rainfall inputs, rainfall-runoff transformation, and water quality model structure and parameter uncertainties). For water quality observations, the resolution of available TSS measurements (i.e. 5 min) was maintained throughout all simulations.
Calibration and uncertainty estimation
The rainfall-runoff and the different water quality sub-model combinations were calibrated and uncertainties quantified by applying Generalized Likelihood Uncertainty Estimation (GLUE; see Beven & Binley () for methodology). GLUE is a widely applied procedure within urban stormwater modelling (see Dotto et al. () and references therein), but is known to usually generate larger model output uncertainty estimates than Bayesian methods as it also includes the unknown uncertainty associated with model and input data errors (Freni et al. a) . The GLUE uncertainty estimation is affected by: The prior parameter ranges were defined by physical limits for the rainfall-runoff parameters, and using recommended variation ranges from other studies (Kanso ; Artina et al. ; Estupiñan ) for the water quality parameters, as these have no direct physical meaning (see Table 2 ).
In this study, three different model calibration modes were used and their results compared.
• Fixed: The rainfall-runoff model was calibrated separately for the two selected events. Optimal rainfall-runoff parameter sets (based on NSE flow ) were fixed prior to water quality modelling. This mode excludes rainfallrunoff modelling uncertainties from the final uncertainty estimate.
• Re-evaluated: All combined parameter sets (rainfallrunoff and water quality) that were behavioural based Parameter range
on NSE flow ! 0.7 and NSE TSS ! 0.0 were retained. Hence, this mode included uncertainties from the rainfall-runoff and water quality modelling in the final uncertainty estimate.
• Varied: This approach was identical to the re-evaluated approach with the exception that instead of specific behavioural rainfall-runoff parameter sets being passed on to the water quality simulations, the entire parameter variation ranges described by these parameter sets were retained. While considering rainfall-runoff and water quality modelling uncertainties, this mode did not warrant that all rainfall-runoff parameter sets were behavioural, particularly if the parameter response surfaces were likely to be highly complex with a lot of local maxima.
To evaluate the model performance and behaviour a number of statistics were assessed: the highest NSE score from any Monte Carlo simulation (5,000 model iterations), the number of behavioural parameter sets, the percentage of observations within the uncertainty bounds and the Average Relative Interval Length (ARIL; Dotto et al. ):
where N is the number of observations, X i the i-th observations, and Limit upper,i and Limit lower,i the upper and lower uncertainty bounds of the 90% uncertainty interval. A combination of low ARIL value with a high percentage of observations within uncertainty bounds implies better model performance (i.e. low uncertainty, good fit). Changes in the coefficient of variation (CoV) of a parameter at reference resolution are compared with the maximum difference in the mean value (Δ mean) of this parameter across all resolutions. Both variables are expressed as ratios relative to the mean of the parameter distribution at reference resolution. The different uncertainty sources (i.e. rainfall-runoff sub-module/water quality sub-module) were compared via the ARIL values of the different simulations. The ARIL ratio of the fixed to re-evaluated simulations (ARIL fixed /ARIL re-evaluated ) approximates the uncertainty associated with the water quality sub-module, as the fixed simulation does not include hydrological parameter uncertainty, but the re-evaluated simulation does. By corollary, the reciprocal (1 À ARIL fixed /ARIL re-evaluated ) returns the rainfall-runoff modelling uncertainty. These inferences are based on the assumption that uncertainties are independent as they have different underlying causes.
RESULTS AND DISCUSSION

Rainfall observations and rainfall-runoff modelling
The rainfall and rainfall-runoff characteristics of the two selected events are summarised in Figure 1 and compared with the total sample of 21 events in Table 3 . The results show that while the two events had a similar total rainfall depth, 3 May 2001 was a longer, low intensity event with multiple peaks, whereas 8 May 2001 was a short, singlepeaked event with a much higher peak intensity (24 mm/h compared with 6 mm/h). The contrasting characteristics make these two events a suitably robust test for the proposed assessment. Accordingly, the two events also behaved differently under rainfall re-sampling: whereas the RAI value for 3 May 2001 dropped significantly from 1 to 4 min, but then only decreased very slowly afterwards, the value for 8 May 2001 decreased more consistently as the resolution became coarser. These changes in RAI are reflected in Figure 1 , which shows a similar hyetograph for all resampled resolutions of 3 May, but major alterations in the hyetograph shape of 8 May as the resolution changes. The good calibration results (NSE !0.93; Table 3 ) suggest that the rainfall-runoff model is able to predict the flow behaviour reliably even at time steps of only half the catchment time of concentration, which is estimated to be 27 min. However, low parameter resolution and high parameter correlation (correlation coefficients up to 0.8) among loss model and routing parameters for both events and across all resolutions, suggests the model structural complexity could be reduced without loss of accuracy. The findings agree with previous studies, which report strong parameter compensation (Willems ) and hence insensitivity to temporal resolution for rainfall-runoff models (Rauch et al. ; Freni et al. ) .
Water quality modelling
The preliminary results confirm those of Rodríguez et al. () in that all available build-up and wash-off model combinations (A1-A3/W1-W4) generated some behavioural parameter sets at 1 min reference resolution. However, of the accumulation models only combinations with the asymptotic model (A2) returned a sufficiently large number of behavioural parameters sets that allowed assessment of model prediction uncertainty using GLUE (50 behavioural sets out of 5,000 model iterations). Superior asymptotic accumulation model performance supports the theory that sediment accumulation occurs relatively quickly after a rainfall event, but slows down after several days as redistribution dominates (Vaze & Chiew ) . With regard to the wash-off process representation, model combinations with W1 did not return a sufficient number of behavioural parameter sets (<1% behavioural) at reference resolution, while the same applied to the runoff-based W3 model at larger time steps of 4 min and above, leaving the two rainfall-based models W2 and W4. From a process representation perspective this suggests that the rainfall intensity is a better predictor for water quality than flow rate, as the latter is also dependent on the performance of the rainfall-runoff model and its respective uncertainties. It also supports findings from previous monitoring studies (Vaze & Chiew ; McCarthy et al. ) , suggesting that the kinetic energy of rainfall drops is the primary process in sediment transport. Given these preliminary results, detailed model behaviour and uncertainty assessments focused on the model combinations A2W2 and A2W4 (see Figure 2) . As was to be expected from the preliminary results, model performance in terms of best NSE was generally very high and only dropped below NSE WQ ¼ 0.7 at a time step of 16 min for the fixed mode, suggesting that at this resolution the rainfall hyetograph structure is no longer captured, although varying rainfall-runoff and water quality parameters simultaneously can compensate for this. There are no major inter-model differences at this stage, suggesting that the simpler model structure of the A2W2 model is comparable with the A2W4 model in terms of performance.
For both of these model combinations the mean ARIL value across all time steps and calibration modes for 3 May 2001 exceeded that of 8 May 2001 by more than factor two (ARIL May3 ¼ 2.71, ARIL May8 ¼ 1.25). A comparison of these inter-event differences (mean ΔARIL ¼ 1.46) with the change in ARIL across the different resolutions assessed for any event and calibration mode (max ΔARIL ¼ 0.60) showed that the event-specific rainfall characteristics are a dominant control on total model output uncertainty compared with the choice of rainfall input resolution. Comparison between the uncertainties generated by the different calibration modes showed that uncertainty from calibration with varying hydrological parameters (varied and reevaluated modes) exceeded the uncertainty from calibration with fixed hydrological parameters (fixed mode). On average, across both events and all models, uncertainty band width associated with the water quality sub-module exceeded the uncertainty band width associated with the hydrological sub-module by a ratio of 4:1. This is comparable with the results reported by Willems () that the uncertainty contribution by water quality sub-models is 60-80%, whereas those from flow sub-models and rainfall inputs accumulate to 20-40%. However, at a very large time step (16 min), and especially for the single-peaked event (8 May 2001) , this decreased to a ratio of 1:1. The effect of increasing the model input resolution may therefore be interpreted as increasing the uncertainty of the rainfallrunoff transformation.
Furthermore, the ARIL value of the varied mode exceeded that of the re-evaluated mode by 5%, on average, suggesting a moderately complex parameter distribution response surface and highlighting the importance of selecting exact parameter sets over merely reducing parameter variation ranges in order to limit uncertainty. The magnitude of this effect is likely to depend on how far the parameter distributions have actually converged in the calibration process. Similarly, the fact that the percentage of observations within the uncertainty bounds appears to be positively correlated to ARIL points to a trade-off between decreasing model output uncertainty and increasing the number of predicted observations, thereby highlighting the importance of converged parameter distributions.
Parameter distributions for the model combinations A2W2 and A2W4 showed low identifiability of optimal parameter values (i.e. relative CoV > 0.4) for all water quality parameters with the exception of the parameters C 1 and C 2 in model A2W4. While C 1 is likely to be subject to overly confined prior parameter variation ranges, mean values for C 2 were well-defined (3 May 2001: 1.82; 8 May 2001: 1.88), but showed no sensitivity to temporal resolution. High model sensitivity to the parameter C 2 has been reported by Artina et al. () , who suggest it has a significant impact on reducing peak pollutant concentration. Of all parameters, only the exponential parameter w in A2W2 showed significant sensitivity to temporal resolution (high relative CoV compared with low relative Δ mean). The magnitude and signal of this sensitivity differ between events and calibration mode, and no general trends were observed. Overall, event characteristics were more important in determining parameter values and sensitivities than calibration mode or temporal resolution.
Ultimately, it needs to be emphasised that uncertainty results and parameter distributions are likely to be skewed by the fact that TSS observations did not cover the increasing leg of the pollutograph and hence there is also doubt if the observations covered the true peak concentration (see Figure 1 ). As the timing of the TSS peak can therefore not be determined reliably, an assessment of first-flush behaviour is also not possible. The limited coverage means that selection of parameter sets based on objective functions loses representativeness. This is a general short-coming of samplers that are only triggered at a certain stage height. Hence, the study thereby reiterates the problem of low data availability as a key limitation to water quality modelling using build-up and wash-off equations (Freni et al. b) .
CONCLUSIONS
The main conclusions of this study can be summarised as follows.
• Asymptotic accumulation models outperformed linear models or those assuming infinite sediment supply. Wash-off models based on rainfall intensity performed better than those based on flow rate and are therefore recommended. The latter was affected by a poorer rainfallrunoff transformation at coarser resolutions.
• Comparison of the uncertainty bandwidth suggests that 80% of the model output uncertainty originates from water quality modelling, whereas only 20% stems from rainfall-runoff modelling, including rainfall input uncertainties, but this ratio decreases as the rainfall-runoff transformation becomes poorer at coarser resolutions.
• Model prediction uncertainty is sensitive to time resolution and choice of wash-off model, but more so to the event-specific rainfall characteristics. Selecting exact parameter sets generates better results than restricted posterior parameter variation ranges, which highlights the importance of converged parameter distributions.
• Both rainfall-runoff and water quality models are highly parameterised (minimum of nine tuneable parameters altogether), leading to large parameter uncertainties, not allowing for trends in parameter distributions across different temporal resolutions to be identifiable.
• Overall, the two modelled events show contrasting model behaviour. The models performed better for the singlepeaked, high-intensity event than for the more complex, multi-peaked event, but model performance deteriorated faster for the former than the latter. As only two events were assessed, the results need to be confirmed and further substantiated by modelling a more diverse spectrum of rainfall event characteristics in the future.
As highlighted in the study, generalisations on the effect of changing the rainfall input resolution are difficult to make, as they differ from event to event. This reiterates the recurrent theme in urban water quality modelling that while we have well-developed models and calibration methods available, the major limiting factor on the accuracy of urban water quality models is the scarcity and paucity of water quality observations (Freni et al. b) . Improving data availability, through continuous monitoring using surrogate parameters (e.g. turbidity), needs to remain the principal focus.
