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Site suitability analysis with geographical information system multi-criteria decision-making 
(GIS-MCDM) techniques forms a significant process in wind and solar energy exploration at the 
utility-scale level. The process unveils viable sites for exploration, however, few is known about 
the variability investigation of these sites before physical site development. Besides, soft 
computing techniques like Adaptive Neurofuzzy Inference System (ANFIS) at standalone and 
hybrid with population-based optimization models like Particle Swarm Optimization (PSO), and 
Genetic Algorithm (GA), have been effective in understanding the variability and intermittency in 
wind and solar resources. Hence, their integration with GIS-based site suitability analysis for 
variability investigation in viable sites for utility-scale wind and solar resources offers a high 
potential for strategic and operational resource planning. Pilot studies that investigate the 
effectiveness of the developed standalone ANFIS, GA-ANFIS, and PSO-ANFIS models were 
carried out and all these present PSO-ANFIS as highly effective, however at a higher 
computational time(CT). Furthermore, site-specific investigations on wind and solar resources 
predictions using standalone ANFIS and PSO-ANFIS models were performed. First, the 
significance of data clustering (Fuzzy-c-means (FCM), Subtractive Clustering (SC), and Grid 
Partitioning (GP)) on the two models using wind power time-series data was investigated. The SC-
based PSO-ANFIS model performed best among the three models with root mean square error 
(RMSE)= 0.127, mean absolute deviation (MAD) = 0.078, mean absolute percentage error 
(MAPE)= 28.11, relative mean bias error (rMBE) of 0.190 and Variance Accounted For (VAF) of 
94.311, and CT= 47.21 secs. Second, the effectiveness of GA and PSO-based ANFIS models on 
power forecast for three wind turbine generators(WTG) was performed and the PSO-ANFIS model 
performed better on the first WTG with RMSE= 0.180, MAD= 0.091, R2= 0.914, and CT= 702.3 
secs. In the same study, further investigations on the feasibility of embedded generation for 
powering a nearby agricultural farm was carried out. Similarly, wavelet-based ANFIS models were 
investigated on solar radiation forecast and it was established that standalone models performed 
better than wavelet hybrids, though many factors can be responsible for this. With the effectiveness 
of the soft computing model assured, they were used for resource variability investigation in 
candidate viable sites obtained from GIS-based site suitability analysis for wind and solar energy 
in the Eastern and Western Cape Provinces respectively. Twenty years historical satellite data for 
wind and global horizontal irradiance (GHI) obtained from the National Aeronautics and Space 
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Administration (NASA) database were used. For wind resource, Levenberg-Marquardt 
backpropagation neural network (LMBP-ANN) outperformed other models with RMSE= 0.4379, 
MAD= 0.2742, average absolute percentage relative error (AAPRE) of 8.2828, rMBE= 0.1007, 
VAF= 79.61, relative coefficient of variation (RCoV) of 0.0652, and CT= 11.9 secs. Also, for 
variability investigation of the solar resource using clearness index, gradient descent with adaptive 
learning rate neural network (GDALRNN) outperformed other soft computing techniques. In 
conclusion, the facility location of renewable energy systems for power generation is a multi-
criteria process involving GIS-MCDM techniques. Soft computing methods for resource 
variability prediction is also effective, however, both can be integrated towards investment 
viability before site development. 
Keywords: ANFIS, Facility location, Genetic algorithm, GIS-MCDM, Particle swarm 
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GLOSSARY OF TERMS  
 
Adaptive Neurofuzzy Inference system (ANFIS): This is a soft computing artificial intelligence 
model comprising a nexus of artificial neural network and fuzzy inference system. It is based on 
the Takagi Sugeno fuzzy inference system. 
Analytical Hierarchical Process (AHP): This is a multi-criteria decision-making process for 
complex decision making, which proceeds by ranking decision units according to hierarchy and 
performing a pairwise comparison between them. 
Artificial intelligence- It is a branch of computer science with efficient problem-solving 
techniques, whose manner of reasoning mimics that of human intelligence. 
Fuzzy Logic: This is many-valued logic where the degree of truth can take values between zero 
(0) and one (1) unlike the Boolean logic where truth values take sharp boundaries of zero(0) or 
(1). It allows the translation of qualitative thought to a reasoning system. 
Genetic algorithm: This is a metaheuristic optimization process influenced by the theory of 
natural evolution as proposed by Charles Darwin. 
Geographical information system: It is a system designed with the capability of capturing, 
storage, managing, analyzing, and visualizing geospatial data. 
Light detection and ranging (LiDAR): This is a remote sensing methodology, which uses the 
principle of light radiated from a pulsed laser to measure the distance from a target to the earth. 
They can be used to measure wind speeds. 
Multi-criteria decision-making: This technique is a method in operations research for evaluating 
complex problems involving multiple conflicting criteria in the decision-making process. 
Neural Networks: These are biologically-inspired algorithms consisting of a network of artificial 
neurons through which a computer is capable of learning from observatory data. 
Particle swarm optimization:  This is a population-based optimization technique developed using 




Soft computing: It is a problem-solving technique that provides near-optimal solutions to a 
problem with inherent imprecision and complexity. It basically comprises artificial neural 
networks, fuzzy logic, population-based optimization, and probabilistic reasoning. It finds 
relevance in problems that are non-tractable or with high computational intensity. 
Solar energy: This is the energy derived from solar radiation and can be converted to thermal or 
electrical energy. 
Sound detection and ranging (SONAR): This is a wind profiling meteorological instrument that 
uses atmospheric turbulence to measure the scattering of sound waves at various heights. 
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1.0 INTRODUCTION  
1.1. Background of Study 
Energy, among many other factors, plays a vital role in the drive towards a sustainable future. In 
recent times, the expanding global economy, metamorphosis in the industrial revolution, 
population growth, urbanization, increased energy access, and improved standard of living have 
increased energy demand [1] [2], and future energy consumption calls for global concern. Also, 
the advent of energy-consuming technologies has triggered the development of several alternatives 
to non-renewable energy sources (non-RES) [3]. Industrially, the growing daily demands in the 
service and manufacturing industries have indirectly translated into increased energy consumption. 
Since the advent of the first industrial revolution, global energy demand has increased 
significantly. The first industrial revolution started with fossil-fuels and increasingly and subtly, 
other revolutions in the industrial sector have an undertone of fossil fuels. The third industrial 
revolution is chiefly pioneered by the non-RES, however, with a nuance of RES as shown in Figure 
1. 1. The uptake of RES has received an increase in the fourth industrial revolution. While some 
country’s economies are chiefly built on these sources, RESs play significant roles in some others, 
for example, China [4,5].  
Industry 
1.0 Steam and water powered mechanical machines 

















Figure 1. 1. The integration between the industrial revolution and energy systems 
 
From the inception of the development of mitigation strategies towards climate change, the RES 
had gradually gained traction in many countries whose economies heavily rely on coal and other 
2 
 
fossil fuels towards reducing their national carbon footprints, for example, South Africa [6]. With 
obvious demerits of non-RES, increasing research is being carried out on the use of renewable 
energy in the product manufacturing sector due to the energy consumption attributed to this sector. 
The high availability index and pollution-free operation of renewable energy harvesting 
technologies have increased their acceptability even though many of these sources like solar and 
wind energies are characterized by their intermittency and variability [7]. With a continuous supply 
of energy needed for domestic, industrial, and other uses, a nexus of these energy sources is 
essential. Also, the spatial dependency of renewable energy on resource abundance significantly 
shows a need for critical investigation of locations with seeming abundant RES and ensuring no 
conflicts with environmental factors/features in viable locations. This, therefore, integrates 
location science into renewable energy exploration in the form of land suitability analysis. 
The process of locating suitable sites for renewable energy exploration is multi-criteria in nature 
[8]. Many conflicting variables for land use are considered in the process to ensure that the RES 
investment is environmentally safe, socially acceptable, financially viable, and policy-friendly. 
The multi-criteria decision making (MCDM) process is viewed from two perspectives: the multi-
attribute decision making (MADM) and the multi-objective decision making (MODM) process. 
The MADM problem selects the best alternative from a set of alternatives with specific criteria for 
the selection process [9,10]. The MODM problem, however, uses the mathematical programming 
approach to find an optimal solution to a problem design with a set of constraints [11]. Multi-
criteria methods have been found suitable for energy system problems due to their flexibility and 
robustness in integrating decisions from several decision-makers [12]. It provides a better 
knowledge of the problem from multiple views of decision-makers [13]. Different MCDM 
approaches have been developed in the literature, for example, the analytical hierarchical process 
(AHP), the technique for order processing by similarity to ideal solution (TOPSIS), the analytical 
network process (ANP), ELimination and Choice Expressing the Reality (ELECTRE), and so on. 
The strengths and weaknesses of each technique inform their selection in modelling. A nexus of 
these approaches have also been applied in geographical information system (GIS)-based site 
suitability analysis in some studies even outside renewable energy resource planning [14,15].  
Many studies in renewable energy systems have used GIS as a tool for site suitability due to its 
robustness in data archiving, retrieval, processing, and analysis of spatial data [16,17]. Further to 
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this, the ability of GIS to perform integrated analysis with attributes of spatial data and the ease of 
visualization and interpretation of its output makes it stand out in land suitability analysis [18]. In 
GIS, spatial data is presented in the form of a raster or vector each of which contains attributes that 
can be further processed. Several studies aimed at locating best sites for renewable energy 
exploration using GIS-based technique has increased tremendously in recent years. For wind 
energy exploration, several studies have emerged in locating resource-abundant and 
environmentally non-conflicting sites. For example, Jangid et al. [19] investigated the suitability 
of Rajasthan in India for wind energy exploration using five criteria. Similarly, Ali et al. [20]  
investigated Songkhla in Thailand, Ayodele et al. [21]  considered the Nigerian case study, 
Latinopoulos and Kechagia [22] used Greece, and Villacreses et al. [23] investigated Continental 
Ecuador for wind energy exploration using GIS approach. Similarly, for site suitability in solar-
PV harvesting, several studies have been carried out using GIS techniques. For instance, Sánchez-
Lozano et al. [14] carried out this study using Spain as a case study, Al Garni and Awasthi [24] 
used Saudi Arabia as a case study and Noorollahi et al. [25] used Iran as a case study, these to 
mention a few. A more explicit study on this is presented in section 2.4 of this thesis. All these 
studies terminated at the location of suitable sites. Further investigations on resource variability 
and intermittency, the economic viability of the location, and/or policy constraints were not carried 
out on such potentially viable land areas. One of the potent investigations recommended for 
suitable sites is the comprehensive ground verification and this can be costly. However, the use of 
artificial intelligence offers a high prospect for long-term resource temporal variability verification 
before actual ground verification. In the literature, an integration of this technique with GIS 
methodology is sparse. 
The advent of an intensive thinking-machine whose method of reasoning mimics the human 
nervous system is one of the breakthroughs of the twenty-first (21st) century. This is contrary to 
the statement made by a French philosopher and mathematician, Rene Descartes in 1637 that it is 
impossible to develop machines that mimic the thinking at the human level [26]. On the contrary, 
Alan Turing envisaged a machine capable of replicating human intelligence in every form [27]. 
Ever since the advent of artificial intelligence, its use in renewable energy has gained traction in 
the area of system optimization and resource forecast. Energy systems are often non-linear. At the 
systems level, several non-linear correlated variables culminate into the behaviour of the system, 
and modelling such systems could be complex. This complex relationship has been studied using 
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statistical linear models like linear regression and moving averages, which have demonstrated 
successes, however, these models fail either when large data or more variables are involved. The 
artificial intelligence models, however, have capabilities to process a large volume of data without 
prior knowledge of the system being modelled [28]. Recent developments in energy systems have 
increased the volume and veracity of data being generated from these systems. Hence, there is a 
need for highly robust systems for data storage, retrieval, processing, and analysis of this avalanche 
of data in real-time.   
Land suitability analysis is gradually getting “intelligent” as the field of artificial intelligence 
improves. While the literature is replete with conventional approach to land suitability, few studies 
exist where it is integrated with artificial intelligence except in the classification space for land 
use. Mokarram et al. [29] used a machine learning approach to classify agricultural land use. The 
authors identified the accuracy of ensemble classifiers over other single classifiers. The study used 
Rotational Forest and AdaBoost for land suitability classification, thus forming a hybrid model 
referred to as RotBoost. The study used two performance evaluation techniques, bootstrap and 
cross-validation and compared the hybrid model with their standalone. Model accuracies of 99.95 
% and 88.49 % were recorded for both performance measures respectively. Also, in agriculture, 
Vincent et al. [30] used neural network and multilayer perceptron neural networks for classifying 
agricultural lands into more suitable, suitable, moderately suitable, and unsuitable land areas using 
a sensor-based technology. The sensors used in the study logs in real-time climatic, soil, and 
groundwater properties which are pH, soil moisture, salinity, and electromagnetic property. Data 
exchange occurs through a module in real-time and model performance evaluation metrics 
associated with classification models like precision, recall, F1-score were used for evaluation. The 
two models were observed to be significantly accurate for classifying suitable land areas for 
agricultural purposes. Similar to this, Bagherzadeh et al. [31] applied fuzzy methods and neural 
networks in classifying land units into suitability classes for soybeans production. The study used 
interpolation function in GIS for mapping values to scores relative to land characteristics and 
utilization types. Land indexes were used for the neural network and fuzzy models. A high 
correlation (𝑅2 = 0.966) between the two models was recorded. Many other studies [32–34] have 
integrated artificial intelligence into land suitability, however, these studies were for agricultural 
land use. Also, it was observed that the integration between land suitability and artificial 
intelligence in the literature focuses on classification modeling. Its use for further investigation of 
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the characteristics of the seemingly viable sites is still less explored. Further to this, the integration 
of artificial intelligence with renewable energy land suitability analysis has also remained a less 
explored terrain. 
Soft computing techniques have been perceived as more advantageous than hard-computing 
techniques in artificial intelligence. Their capability to map solution space when imprecision exists 
makes them more preferable in many studies. These techniques present more flexibility, less 
assumption, and self-adaptive approaches to problem-solving [35]. As one of the components of 
real-world computing, soft computing techniques use the concept of fuzzy reasoning towards using 
intuitive and multi-valued logical reasoning approach to problem-solving [36]. The adaptive 
neurofuzzy inference system (ANFIS) is one of the potent tools under this technique, which 
combines the principles of neural network with a fuzzy inference system to map inputs to an output 
space [37]. ANFIS model consists of five layers with two of these consisting of adaptive nodes 
and the rest of fixed nodes. The ANFIS model uses backpropagation gradient descent and least 
square techniques for antecedent and consequent parameter optimization respectively [38]. ANFIS 
as the standalone model has been applied in several fields, which has yielded positive results. For 
example, its use in intelligent fault diagnosis [39], wind energy system optimization [40], solar 
resource prediction [41–43], energy recovery prediction from waste and biomass [44] has proved 
its effectiveness as a predictive model. However, further studies have revealed increased 
effectiveness when the ANFIS model is optimized with optimization models, basically population-
based models like the genetic algorithm (GA), particle swarm optimization (PSO), ant colony 
optimization (ACO), and so on [45–48]. The author of this thesis has explored the artificial neural 
network, the standalone ANFIS model, and its hybrid with population-based optimization models. 
All these are well reported in this thesis.  
The literature is replete with several studies in the use of GIS-MCDM techniques for site suitability 
analysis for different renewable energy facilities. These range from solar-photovoltaic energy 
(solar-PV) [49–52], concentrated solar power (solar-CSP) [53,54], wind energy (onshore and 
offshore) [55–59], geothermal [60,61], biomass and biorefineries [62–64], hydropower [65–67]. 
These studies have opened up virgin locations suitable for siting renewable energy facilities for 
resource exploration. However, they have limited their scope to site identification. Further 
investigation on these suitable sites to ensure resource abundance via resource forecast is sparse 
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in the literature. This research seeks to extend the boundary of knowledge in further investigating 
suitable sites using artificial intelligence techniques.  
1.2.  Non-Renewable and Renewable Energy Sources  
The energy value chain has increased in its robustness and sustainability over the past few decades 
with both RES and non-RES playing significant roles in the national energy nexus of different 
countries. These two energy sources have globally revolutionized many economies of the world, 
however, the first industrial revolution can be actively traced to the advent of the non-RES. This 
subsection further explains more about the two energy sources. 
 
1.2.1. Non-Renewable Energy  
Non-RES have their origin from fossil fuels. These energy sources are finitely available and 
constantly un-replenished. The common non-RES are as shown in Figure 1. 2. The non-RES were 
the pioneers of the first industrial revolution with more of these resources explored to meet 
industrial demand and they constitute over 85 % of the global source of energy [68]. The non-RES 
are largely notable for high capacity factors and higher environmental impacts compared to RES 
[69]. It is believed that anthropogenic activities emerging from the use of non-RES are the main 
cause of global warming [68]. Despite the environmental effects of non-RES, they form the 
bedrock of many highly industrialized countries with a lot of their economies heavily built on 







Figure 1. 2. The common non-renewable energy sources 
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a. Petroleum  
Petroleum as an energy source has been long used with high benefits in standalone microgrids and 
the transportation sector. About 95 % of the world’s transportation sector is driven by petroleum-
based fuels like diesel and gasoline [70]. Petroleum and coal are associated with high carbon 
emission and they are envisaged to deplete in use in the future due to the growth of RES [71]. 
b. Natural Gas 
Natural gas has been considered as the cleanest fossil fuel capable of increased acceptance among 
the future energy sources in a carbon-constraint era [72]. Based on carbon dioxide emission, 
natural gas is considered 60 % cleaner than coal [73]. In many cases, natural gas is included as a 
source of sustainable energy due to its more favourable environmental quality [74]. Recently, 
several opinions were ensured among participants of the International Ministerial Conference on 
Nuclear Power in the twenty-first century on the importance of nuclear energy in mitigating 
climate change [75]. This is still riddled with several controversies, however, this energy source 
still occupies a large percentage of the energy mix of many countries like Iran, Pakistan, etc. 
[76,77]. 
c. Coal  
Energy from coal pioneered the industrial revolution and manufacturing systems during the first 
world war. This energy source has remained highly viable due to its high capacity factor. Coal 
with its high energy content, for example, has dominated the South African economy with almost 
95 % of her energy source from coal [78].  Despite its high energy content, coal is attributed to 
high level of pollution and the highest carbon footprint tendency along its supply chain from cradle 
to grave. However, with the advent of technological advancements, clean coal technologies have 
emerged whose carbon footprint is reduced across the value chain through the use of fabric filter, 
flue-gas desulphurization plant, the location of the coal pile in a controlled environment as shown 
in Figure 1. 3, and heat and ash reuse technologies. A typical clean coal plant that the author visited 




Figure 1. 3. Coal pile in a controlled environment to minimize pollution 
 
 
Figure 1. 4. A coal-fired power plant in Civitavecchia operated with clean coal. Closer to the 





d. Nuclear Energy 
Nuclear energy is one of the viable energy sources for power generation since the 1950s [79] 
however, public opinions and many environmental groups have considered playing it down as 
attractive. This has been due to a possible meltdown of the nuclear reactors, which has both 
environmental and destructive social impacts [80]. Globally, the decline in nuclear power energy 
was largely due to the shutdowns of nuclear plants in 2010, but interestingly, one-third of the total 
low-carbon energy sources were still traced to nuclear energy in the same year [81]. 
 
1.2.2. Renewable Energy  
RES are energy sources that are inexhaustible, infinitely available, and constantly replenished [82]. 
These energy sources even though have less capacity factor compared to the non-RES, have been 
observed to be advantageous from the emission and replenishability perspectives. Shown in Figure 
1. 5 is a list of common RES. Renewable energy is gradually gaining traction in many countries 
that have them in explorable amount. For example, Renewable energy with the inclusion of 
hydropower accounts for about 80 % of Kenya’s electricity generation [83,84]. Similarly, Costa 
Rica has her energy mix comprising 73.26 % hydropower, 13.05 % geothermal, 10.86 % wind, 
1.45 % thermal fuel, 1.36 % biomass, and 0.02 % solar [85]  to achieve a 100 % renewable energy 
target by 2030.  
In response to the global warming issue, renewable energy has become one of the head points for 
consideration. Diversification of energy mix at the national level of highly fossil-dependent 
countries is encouraged to reduce carbon footprints, mitigate climate change, and abate global 
warming [86]. Different RES have been discovered over the years as shown in Figure 1. 5.  
a. Biomass (Biofuel) 
Biomass potential for energy production has also been harnessed from ancient times solid-state 
like firewood. Up to date, biomass remains one of the highly popular energy sources globally and 
most prevalent in developing countries [87]. Several concerted efforts have been harnessed to 
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Figure 1. 5. Renewable Energy Sources 
b. Hydropower  
Hydropower is one of the cheap and clean energy sources with a high capacity factor [89]. Just 
like other RES, the hydropower energy source is largely geospatially dependent. It is harnessed 
mostly in areas with large water bodies (Figure 1. 6) even though natural reservoirs in the absence 





Figure 1. 6. Hydropower dam on Tevere River, Italy 
(Photo credit: Author) 
 
c. Wave/ Tidal/Ocean Thermal Energy  
Wave, ocean thermal, and tidal energy sources are classified as marine energy sources [90]. These 
energy sources are apparently at their infant stage compared to other sources like wind, solar, 
hydropower, and geothermal and consequentially have received less attention. Also, these energy 
sources are not present in landlocked countries and so they could only be harvested in countries 
bordered by the sea. These energy sources are gradually increasing in their uptake in countries 
with their abundance and further studies are still ongoing on how effectively they can be harnessed 
for power generation. 
d. Geothermal Energy  
Geothermal energy is obtained from the temperature gradient between the earth's surface and its 
inner core (geothermal gradient). This energy source is a product of heat trapped about 6, 400km 
down the earth core along the rift [68]. Geothermal energy has been less explored due to several 
reasons. First, the cost of exploration is relatively very high. Second, it is geospatially dependent 
as not every location has high-enthalpy geothermal potential, even though areas with low-enthalpy 
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geothermal potential are now being harnessed for geothermal energy [91]. Third, some areas lack 
suitable permeability rock at the required depth [92]. Geothermal energy has been harvested in 
few countries like Kenya, Italy (Figure 1. 7 and Figure 1. 8) while some other countries even 
though have an abundance of the resource, have less explored its full potential. 
 
 
Figure 1. 7. The first location for the discovery of geothermal energy in the world (Larderello, 
Italy) 




Figure 1. 8. One of the geothermal wells in Larderello geothermal plant, Italy 
(Photo credit: Author) 
e. Solar Energy  
Approximately 3, 400,000 EJ of solar radiation reaches the earth's surface yearly [93,94], whose 
capacity for power generation has been less harnessed. Solar energy, on the other hand, is obtained 
from solar radiation. Solar energy reaches the earth's surface either as direct normal irradiance 
(DNI) or diffuse horizontal irradiance (DHI) and the aggregate of these two angular reflections 
forms the global horizontal irradiance (GHI). While the DNI component is of significance to 
concentrated solar power (CSP), the DHI is of interest to solar-PV technology [95]. Utility-scale 
harvesting of solar energy often requires a large expanse of land as shown in Figure 1. 9. It is often 
ensured that land use for solar-PV and concentrated solar power (CSP) generation are barren lands 
to prevent conflicts of land use between agriculture and power generation, though colocation of 




Figure 1. 9. A typical solar farm in the Western Cape, South Africa 
 (Photo credit: Author) 
 
f. Wind Energy  
Wind energy has increased in its global acceptance at the utility-scale level due to its temporal 
availability compared to solar energy. Energy from the wind is also geospatially dependent and 
wind speed considered as economically viable for power generation varies from different authors. 
For instance, Ayodele et al.[21] considered a wind speed of 4.4 m/s and above as viable, 
Villacreses et al. [23] considers 3 m/s and above as economic wind speed. This speed also varies 
depending on the hub height and the resource availability in a location. With increasing harvesting 
of wind energy, the sector has experienced unprecedented growth in technological advancement. 
Different generations of wind turbines have existed over the years with more advancements to be 
unveiled in the future.  Utility-scale wind energy harvesting often requires locating wind farms in 
resource hotspots as shown in Figure 1. 10. Coupled with resource abundance, site suitability 
assessment must be carefully carried out to ensure that a proposed site does not conflict with other 
environmental components that can significantly affect the investment or lead it eventually into 




Figure 1. 10. A typical wind farm in the Eastern Cape Province, South Africa 
(Photo credit: Author) 
 
1.3.  Geographical Information System (GIS) in Location Science  
Location science has is history from the seventeenth century with Pierre de Fermat, Evangelistica 
Torricelli and Battista Cavallieri as pioneers, and each of them proposing Euclidean spatial median 
technique [96]. The concept of the theory of location science officially began with the Alfred 
Weber model aimed at locating a single warehouse within a minimal distance between the 
warehouse and its customers. Recently, the facility location problem has attracted the attention of 
different fields ranging from geography, engineering, to economics, and other disciplines [97]. 
From the first law of geography by Tobler which states that “Everything is related to everything 
else, but near things are more related than distant things” [98], the need for resources to be located 
at hotspots and close to access to sub-facilities has widely gained traction in different fields. 
Minimization of manufacturing costs and increased edge in a competitive environment has further 
increased the significance of locating resources close to the point of use without compromising 
relative distance to the sources of raw materials [99]. Many facilities have been wrongly located 
or located in inferior places and this has consequently made such investments a white elephant 
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project. Hence, facility location answers the “where” question of investment planning and so this 
process can neither be underestimated nor overemphasized.  Concerning this, Church and Murray 
[98], proposed three (3) laws of location science (Figure 1. 11), the first two of which this research 
is premised [98]. 
Some locations are better than others 
for a given purpose 
Spatial context can alter site efficiencies  
Sites of an optimal multisite pattern 
must be selected simultaneously rather 





Figure 1. 11. Three laws of location science   
 
GIS is a database-oriented technique that often uses a relational database management system for 
spatial data storage and management. By way of definition, GIS is software, hardware, and 
procedures that support decision making by acquiring, managing, manipulating, analysing, and 
displaying spatially referenced data [98,100–102]. GIS technique was not developed to solve 
location models but rather for a much broader application to support different needs through 
mappings, spatial queries, visualization, and inherent statistical tools [98]. 
The centrality of geographical space in location problems has made the GIS tool a very vital 
one[103] in locating renewable energy facilities. While analytical models like covering models, 
centre models, p-median techniques have achieved great results in locating facilities relative to a 
set of constraints [104,105], the GIS model has increasingly been used in renewable energy studies 
due to its ability to take into consideration the spatial component in a more effective manner. Most 
importantly, its use in the identification of viable sites for resource exploration has greatly 
increased in recent times. Several studies as earlier mentioned and will be further discussed in the 
thesis have used GIS for renewable energy source harvesting. Ground verification and 
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investigation follow the identification of highly suitable sites. While many of these studies have 
successfully located viable areas, the concept of remote investigation of identified viable sites and 
leveraging the prowess of artificial intelligence for this process has received less attention in the 
literature.  
1.4.  Artificial Intelligence in Renewable Energy  
Artificial intelligence models are black-box models whose problem-solving abilities are similar to 
that of humans, however, they are not explicitly in the thinking process the process which they 
undergo to achieve their results [38]. Compared to the white box models which are equation-
driven, artificial intelligence models are mostly empirical. These models possess the capability of 
unraveling the complex relationships without prior knowledge of the system being modelled 
towards making intelligence decisions at system and component levels.  
From computational perspectives, artificial intelligence can be categorized into two: hard 
computing and soft computing. Hard computing techniques are based on binary logic, crisp 
system, and numerical analysis [106]. This computing technique requires a clearly stated analytical 
model of the system under consideration to return precise outputs using algorithms that consider 
the physical governing principles of the system modelled [107]. Hard computing techniques can 
be very accurate, however, they require exhaustive model information and high computational cost 
[107]. 
The soft computing techniques, unlike the hard computing techniques, explore the tolerance of 
uncertainty, imprecision, approximation, and partial truth in real-world problems to achieve 
tractability, feasibility, and robustness at a minimal solution cost [108,109]. Soft computing 
techniques include neural networks, fuzzy reasoning, probabilistic reasoning, genetic algorithm, 
particle swarm optimization [110]. One of the highly effective soft computing techniques is the 
ANFIS model. Its capability of effective performance in systems with uncertainty and fuzziness 
qualifies it for use in renewable energy system forecasts. RES, most especially wind and solar 
resources are notable for inherent variability and intermittency and a better understanding of these 
fuzzy attributes can be provided using soft computing techniques. A hybrid of soft computing 
models has proffered increased accuracy.  
One of the areas where artificial intelligence is gradually being integrated is the GIS. Its integration 
with GIS has mostly been used in the area of feature extraction and classification [102,111].  Its 
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integration for prediction is relatively less explored in the literature. Its potential for intelligent 
prediction of spatial attributes solar and wind resources in locations with high insolation and wind 
speeds respectively provides effective predictability of inherent variability in these spatially 
dependent attributes.  
 
1.5.  Problem Statement 
Wind and solar-PV resource uptake have tremendously increased among other RES in recent 
years. This upsurge in exploration can be traced to improved technological advancement and the 
unveiling of more resource viable sites in large-scale exploration. Technological advancements in 
wind and solar resources harvesting equipment have increased their uptake. Some of these 
advancements include increased intelligence in harvesting equipment, more efficient designs at 
component and systems-level, more efficient blades using vortex generators, fibre composite 
laminate laying, fabric-based blades for wind turbines [112,113], improved solar cells, efficient 
panel cleaning systems using internet of things for solar-PV systems [114] and so on. In obtaining 
more viable locations for resource harvesting, the site suitability analysis using the GIS technique 
has been prominently used. Physical investigation of viable sites follows the site suitability 
analysis. This process before site development assesses the resource abundance, wind flow model, 
power curve verification, turbine micro-siting, wind farm yield optimization, and so on [115]. With 
improved technologies the light detection and ranging (LiDAR) and sound detection and ranging 
(SONAR) have been prominently used as remote sensing techniques. With increasing technology, 
taking a step further from the identification of extremely viable sites to virtual site investigation 
by leveraging the strengths of artificial intelligence is highly promising.  
Most studies in site suitability for wind and solar-PV resource exploration ends at locating viable 
sites for resource harvesting. Transcending site identification to the resource variability 
investigation of a representative site using satellite data prior to site development, most especially 
the use of artificial intelligence is sparse in the literature. Therefore, this research fills this gap 
using the Eastern Cape Province for wind resource and Western Cape Province for the solar-PV 
resource as case studies. 
Soft computing techniques have increasingly gained prominence among the artificial intelligence 
community. With inherent variability and intermittency in the wind and solar resource, leveraging 
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the strengths of soft computing techniques in their tolerance for imprecision and uncertainty have 
increased their chances of being used in solar and wind resources modeling to better predict these 
variabilities.  ANFIS is one of the prominently used techniques among this class of model that 
integrates the strengths of artificial neural networks in complex systems involving numerical data 
and the ability of fuzzy inference systems in processing complex systems at semantic or linguistic 
level [110]. ANFIS model is increasingly used in forecasting, however, a further investigation on 
tuning its model parameters using population-based metaheuristic optimization models like PSO 
and GA in the wind and solar satellite data-based site investigation remains a novel area. In both 
the standalone ANFIS model and its hybrid with metaheuristic models, the investigation of the 
influence of the choice of clustering techniques on the model accuracy is also less explored. 
1.6.  Motivation for Research 
This research was motivated by the drive towards ensuring a low-carbon economy in South Africa 
through the creation of power corridors across the country for renewable energy exploration. 
Further to this, the increasing advancement in the use of artificial intelligence in the energy sector 
informed the investigation of how it can be used to further extend the status quo of site suitability 
analysis in renewable energy exploration. Wind and solar energy developers are often faced with 
resource variability, which significantly affects utility-scale investment of wind and solar-PV 
systems. One of the ways by which variability in these systems can be better understood for 
effective strategic and operational planning is by integrating artificial intelligence into the site 
suitability process. 
1.7.  Research Hypotheses 
Achieving the aim and objectives of this research requires the author developing hypotheses on 
which the research is based. The hypotheses for this thesis are as follows: 
a. Future energy demands can be satisfied with a nexus of RES. 
b. ANFIS-based models are effective in renewable energy resource forecasting. 
c. Artificial intelligence can be integrated with GIS-MCDM-based analysis for 
site suitability analysis of wind and solar energies. 
20 
 
1.8.  Aim and Objectives 
This research is aimed at developing a framework for integrating GIS and artificial intelligence by 
investigating resource variability in candidate viable sites using ANFIS-based predictive models. 
To achieve this aim, the following objectives were pursued and realized: 
a. Review of renewable energy as a means of satisfying future energy demand from a global 
and South African perspective.  
b. Review of the state of GIS-MCDM techniques and its synergy with artificial intelligence 
specifically ANFIS-based models for wind and solar energy resources.  
c. A pilot study for testing the developed ANFIS-based models using energy consumption 
data. 
d. Location-specific GIS-based wind and solar resource forecast for Eastern and Western 
Cape provinces and feasibility of embedded generation.  
e. Development of a framework for satellite data-driven resource investigation of temporal 
variability in GIS-based site suitability analysis for utility-scale wind and solar-PV 
harvesting using artificial intelligence. 
 
1.9.  Scope of Research  
There are two commonly used methods for locating viable sites for wind and solar-PV resource 
harvesting and these include the analytical facility location and the GIS approach. However, the 
GIS approach has been adopted in this research because of the significance of the spatial dimension 
of solar and wind energy facility siting and also due to its ability to effectively integrate both spatial 
and non-spatial attributes of criteria data. Also, with several methods for ranking criteria influence 
on the study, like AHP, TOPSIS, ANP, ELECTRE, etc, the AHP process was used in this research 
due to its computational simplicity and ease of interpretation. Furthermore, in this research, among 
different artificial intelligence modeling techniques, the ANFIS model and its hybrid with GA and 
PSO were selected for resource GIS-based location-specific resource investigation and virtual 
investigation of extremely suitable representative sites. This choice was influenced by the 
capability of the ANFIS model and its hybrid in efficiently modeling complex systems where 
imprecision and uncertainty exist as observed in the wind and solar-PV resource harvesting.  
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1.10. Thesis Outline  
This thesis is based on scholarly articles that have been published and submitted by this research 
student. It has therefore been divided into five chapters as follows: 
Chapter 1: This chapter provides the background to the study and a brief discussion on critical 
themes to the research. The chapter provides the problem statement, the motivation for research, 
research hypothesis, aim and objectives, and the scope of the study. 
Chapter 2: This chapter presents all the research outputs which have been published and 
submitted to ISI/Scopus-indexed journals which are accredited by the Department of Higher 
Education and Training (DHET). Eleven (11) journal articles, which were prepared and submitted 
for peer review based on the objectives of this thesis are presented in this chapter. As of the 
submission of this thesis, seven (7) of these have been published and four (4) are under review. 
Article 1 presents a review of the roadmap towards securing renewable energy in from the global 
perspective and Article 2 presents a South African focused survey of the same. Article 3 presents 
a review paper that discusses the integration of artificial intelligence and the GIS-MCDM 
technique for site suitability and highlights areas for further research. Article 4 reviews essential 
factors towards ensuring accurate results for a GIS site suitability study. Articles 5 and 6 report 
evaluations of the artificial intelligence model using energy consumption data and site-specific 
wind data respectively. Articles 7 and 8 present integrated frameworks of artificial intelligence 
and GIS-MCDM technique for wind and solar resource harvesting respectively. Article 9 reports 
a national long-term forecast of the solar resource using wavelet-based soft computing models 
previously evaluated. Beyond resource forecasting, Article 10 reports an investigation on the 
feasibility of embedded generation for an agricultural facility using wind energy. With the 
significance of the lifecycle inventory (LCI) in the future renewable energy system, Article 11 
presents a motivation for the use of artificial intelligence in LCI. The research motivation, 
methodology, data analysis, and a discussion of the results were clearly stated in each article. 
Chapter 3: This chapter presents articles submitted, presented, and published in Scopus-indexed 
conferences. In this chapter, five (5) articles were drafted, submitted, accepted, presented, and 
published, all towards fulfilling the objectives of this thesis. Articles 1 and 2 here provide a 
background to the study and Articles 3 and 4 are pilot studies to the artificial intelligence model 
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evaluation. Article 5 provides salient dynamics of siting wind farms, an issue which is often not 
rigorously considered.   
Chapter 4: A book chapter drafted in response to a call from a reputable publisher (CRC Press, 
Taylor and Francis) submitted, peer-reviewed, accepted, and published is presented. The chapter 
presents an overview of the ANFIS model in renewable energy and water resources with examples 
and prospects in these fields. 




















CHAPTER TWO  
ISI/SCOPUS listed published journal articles and submitted manuscripts  
2.1. Introduction  
This chapter consists of all manuscripts from this research that have been published and submitted 
to ISI/SCOPUS indexed journals accredited by DHET. Each of the journals has been prepared 
according to the format of the publisher of the journal and so are presented as same as published 
or submitted. The author conceptualized and carried out all the literature review, designed the 



















2.2. Article 1 
A feasible roadmap for securing renewable energy sources in the energy transition era  
Under Review to International Journal of Energy Sector Management (2020), Emerald Publishers 
The motivation for this article is based on the rapid global embrace of RES as alternatives for fossil 
fuels. The proliferation of RES in the global energy mix of several countries is fast increasing with 
many countries phasing-out non-RES. Hence, there is a need for developing a roadmap towards 
securing the RES in the energy transition. This study reviews the current state of the renewable 
energy amidst other energy sources across the globe and further develops a roadmap towards 
securing energy generated from renewable energy. The roadmap was developed with three indices: 
energy resource availability, technological index, and socio-political index. Several factors were 
identified to culminate into these indices under which extensive discussion of their current status 
across the globe was presented.  
Policy implementation was suggested at the end of the study and on the overall, it was discovered 
that securing the “energy of the future” chiefly lies in maximising the available renewable energy 
resource in each geospatial location, smart energy consumption with the embedded generation, 
and careful consideration of socio-political factors which determines the feasibility and 
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energy transition era
Abstract 
Purpose- This study develops a roadmap towards securing renewable energy sources (RES) in the energy 
transition era by systematically reviewing energy security indices within the confinement of the literature, nation-
specific reports, and data repositories.
Approach- The study, using the literature survey approach, establishes the possibility of using 100 % RES for 
the future based on country-specific case studies. Factors on which the three indices depend were further 
elucidated with critical analysis. It further develops a roadmap consisting of three indices; energy resource 
availability, technology, and socio-political indices on which sustainability of RES is hinged.
Findings- There is need for a synergy between qualitative and quantitative measures both from stakeholders and 
end-users in the energy supply chain to achieve secured energy of the future. Asides resource availability and 
technological upscaling, favourable policies significantly contribute to securing the RES at national and 
transboundary levels.
Originality/value- Increase in technological advancement and unwavering policies towards low-carbon economy 
on the global scale will increase the uptake of RES, hence, there is need for a roadmap to sustain nexus of sources 
towards ensuring a sustainable power supply globally.
Keywords Energy security; energy transition; renewable energy sources; non-renewable energy; regional 
interconnectivity
Paper Type General review
1. Introduction
Energy is more of a necessity than of luxury in the twenty-first century (Kuo and Pan, 2018), and with increasing 
population, the statistical projection shows that from 1950 to 2050, global rural-to-urban migration would have 
increased by 40 % with the urban population increased from 30 % to 65 % over the same horizon (Helm, 2010). 
Consequently, an increase in energy consumption is bound to emerge in the future. Projected global energy 
consumption of both renewable and non-renewable energy sources (non-RESs) shows a rapid increase till 2040 
as shown in Figure 1. Obviously, non-RESs have played a significant role in the global energy mix during the 
first industrial revolution, however, despite their usefulness and efficiency for heat, light, and mechanical energy, 
they are associated with environmental side-effects with tremendous disruptive impact on the planet. The global 
report shows that the average non-RES-related CO2 emission increased by a factor of 1.4 % in 2017, this amount 
to a historic value of 32.5 gigatonnes (Gt) (IEA, 2018a). This statistic, however, was not uniform across all 
countries. While most economies experienced emissions higher than the global average, some experienced CO2 
emissions lower than the global average (e.g. Japan, the United States, the United Kingdom, and Mexico) due to 
the large integration of renewable energy in their energy mix (World Energy Council, 2016). At the sectoral level, 
over the years, many manufacturing and service industries, residential, and non-residential buildings have resolved 
to the standalone microgrids using fossil fuel-powered electricity generators. Asides the enormous pollutants 
associated with these technologies, they cause noise pollution during their operation, of which a consistent 
exposure to their noise could lead to hearing loss in victims.  Recent energy statistics showed an increase in the 
global primary energy demand in 2017 (Figure 2), where an increase in subsequent years is anticipated following 
the present rate of consumption, the present rise in incomes, and the projected additional 1.7 billion people to the 
global population mostly in the urban areas in 2040 (International Energy Agency, 2018). With the anticipated 
increase in global energy consumption in the future, a concomitant increase in the generation side of energy is 
expected if the anticipated increase in demand will be met. This becomes a question of whether the anticipated 
demand will be sustainably satisfied by non-RESs or the RES. Integration of the RESs into the global energy mix 
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is gradually gaining traction, however, with the mentioned shortcomings of non-RESs coupled with the 
intermittency, variability and infancy of the RESs at the moment; ensuring a secured “energy of the future” has 
therefore become a global concern. 
 Further to this, anthropogenic activities, which use fossil fuels are fast increasing and pollutions resulting 
from these processes have been a major source of global warming (Adedeji et al., 2019). The reality of the increase 
in temperature observed in the past two decades has been established as having a significant correlation with these 
activities (Hegerl and Wallace, 2002; Singer, 2001), which concomitantly has a direct relationship with the 
dominance of the non-RES in the global energy mix. Coal, being one of the major fossil fuels with a high level of 
pollution accounts for about 41 % of the global electricity (World Coal Association, 2000). Its abundant reserve 
in China, Russia, the USA, and India have contributed immensely to the economic growth of these countries. 
Statistics from the World Coal Association in 2000 shows that over 50 countries mine coal commercially and over 
70 countries have recoverable coal reserves being used for electric power generation and other uses (World Coal 
Association, 2000). 
Figure 1. Global energy consumption (EIA, 2017)
A study by Dunmade et al. (2019) that investigates the environmental impacts of the coal process of a coal-fired 
power plant in South Africa revealed that the process has 95 % potential for global warming, 4 % potential for 
eutrophication, and 1 % potential for acidification. A similar study conducted in India by Liang et al. (2013) 
assessing the energy, environmental and economic implication of electricity generation using coal-fired power 
plant showed that carbon capture sequestration (CCS) has a high potential of reducing the CO2 emission of the 
process, however, a higher level of CO2 was observed to be produced by these mitigation technologies during 
operation. A similar case is observed with petroleum fuels in developing countries where the main grid is not 
reliable. The continuous use of this fuel has increased the level of pollution in the atmosphere as well as the level 
of CO2 in the atmosphere, which consequentially result in global warming. The dynamics involved in climate 
change keep shifting, which raises these questions around the ability of current global climate models to accurately 
predict climate changes since the reliability of observatory data used to obtain temperature trends and the reality 
of anthropogenic-induced climate change are dynamic (Fu et al., 2004).
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Figure 2. Percentage of global primary energy demand. (Lane, 2018)
The energy sector has gone through a series of transformations concomitant with the industrial revolution. The 
evolvement of the steam engine, harnessing the energy from coal for powering railroads, and textile factories 
came with the first industrial revolution (1IR) (Clark, 2014; Guerado, 2017). Transformations up to the second 
industrial revolution (2IR) occurred, bringing along the green industrial revolution (GIR) (Clark and Cooke, 
2014). This was notable for the use of combustion engines and nuclear plants. The RES and digital manufacturing 
technologies ushered in the Third Industrial Revolution (3IR) (Heinonen et al., 2015). Despite the renewables 
taking a giant stride in the energy sector, many countries still live in the first and second revolutions. With the 
advent of the fourth industrial revolution (4IR), the survival of the economy of these countries in the revolution 
paradigm shift and the advocacy for the low-carbon economy era could be challenging. International Energy 
Agency (2019) defined energy security as a reasonably-priced uninterrupted energy supply. This includes the 
long-term energy security, which addresses timely investments towards supplying energy in response to evolving 
economic and environmental development; and short-term energy security, which focuses on the real-time 
response of the energy system to demand-supply imbalance. Thus, to secure RESs in the era of the industrial 
revolution, it is important to understand critical factors that could militate against its achievement and develop a 
feasible dynamic roadmap towards its achievement.
1.1. Motivation for research
Phasing off non-RESs has been challenging for countries whose economies strongly rely on them. Even though 
many of these countries might have abundance of RESs, their strong tie to non-RESs has affected transition from 
non-RES to RES. With increasing technological advancements in RES conversion technologies, some countries 
are largely dependent on RESs for power generation like Costa Rica (Manuel and Manufac-, 2017) and Iceland 
(National Energy Authority of Iceland, 2019). Many economies currently aims at such targets, however, the 
energy transition is riddled with several questions around roadmaps to secure the paradigm shift. Questions on 
effective replacement sources for non-RESs, how emerging replacement can be sustained and a roadmap which 
ensures energy security during the transition from a global perspective have ensured a debate in the literature 
(IRENA, 2015; Radovanović et al., 2017). Hence, there is need for a roadmap to secure RES in the energy 
transition era for fossil-fuel driven economies and economies built on hybrid of non-RES and RES. This study, 
therefore, develops a roadmap which depends on three indices which include energy resource availability, 
technology and socio-political indices using a structured literature review approach. Section 2 of this article 
presents the methodology adopted in this review and section 3 discusses the roadmap towards securing the 
renewables while section 4 concludes the study. 

































































A strategic and systematic approach to literature review on peer-reviewed publications containing extensive 
discussion on topics on the transition from the non-RES to RES and securing the RES system was carried out. 
The indices that constitute energy security according to the survey of different indices from the literature were 
also highlighted. 
Significant to this study are data and statistics of global and country-specific trends in the effort towards 
achieving a secured “energy of the future”. The publications indexed in the Scopus database and recent reports 
were considered for credibility. The literature search proceeded with the following keywords: energy transition, 
energy security, energy sustainability, climate change, renewable energy, and its state on a global perspective. 
Other words related to the identified dependent factors were also considered in the search. Data from the 
International Energy Agency and country-specific databases were also used in this study to establish facts. Energy 
transition has lately become a global mantra in the literature with an avalanche of studies in the domain. Thus, a 
careful selection of highly relevant studies was performed. These publications were organized using the Mendeley 
Reference Manager. 
Metrics which constitute energy security has been demystified in the literature. Several indices or dimensions 
to evaluate energy security under several studies have been investigated in the literature as presented in Table 1. 
While many other authors have investigated the indices that describe energy security, some important dimensions 
appear common to many studies. From these studies (Table 1) some indices play a vital role in securing RES, 
hence, these indices were classified into energy resource availability, technology, and socio-political indices. 
These indices form the framework for this roadmap towards securing the energy obtainable from the RES as 
shown in Figure 3. This study further considered associated sub-indices upon which energy resource availability, 
technology, and socio-political indices rely. 
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Figure 3. Energy security indices and their components in the context of the energy transition. 
3. Discussion 
A sustainable energy system has been described in terms of energy reliability, affordability, efficiency, and 
environmental impacts. This crystallizes into the fundamental requirement of an energy system as being able to 
generate enough power to satisfy the expected need at an affordable price in a clean, reliable, and safe manner. 
This section discusses the three indices and their identified supporting criteria both to establish their significance 
and also proffer strategies for ensuring their positive contribution towards securing the renewables.
3.1. Energy Resource Availability Index
3.1.1. Facility location in resource hotspots
Maximizing power output is highly essential for the sustainability of the energy transition. RESs are 
geospatially dependent with some locations having high prospects to yield maximum energy output than the 
others. This problem is considered a multi-criteria decision-making problem because several criteria asides 
resource availability criterion are considered to determine optimal geographical location. For example, harvesting 
maximum RES requires siting the plant in locations with high direct normal irradiation (for photo-voltaic (PV) 
systems), water bodies with high altitude (for hydroelectricity), high wind speeds (for wind power), strong tides; 
(for tidal energy), high geothermal gradient (for geothermal energy) (Ye et al., 2018) and high waste generation 
sites (for biogas generation). Several approaches to solving spatially related problems as observed in siting RES 
involve the integration of Geographical Information System (GIS) into the suitability analysis (Resch et l., 2014). 
Interestingly, these resource hotspots vary from one geographical location to another, even within the same 
country. For example, the tropical regions are generally characterized by a high diurnal range of temperature 
(Galvin, 2007), which supports the location of concentrated solar power (CSP) compared to the temperate climate 
in polar regions.  With increasing research on the standalone and hybrid RE systems as well as optimal sizing of 
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these systems to satisfy known deterministic and stochastic energy demands, the incorporation of GIS elements 
to locate energy-rich sites is still in its infancy (Resch et al., 2014).
Technologies for harvesting RES are often associated with the high cost and the exploration on a large-scale is 
highly capital intensive. Intermittency and variability of the resource also mean resource unavailability at a 
specific time of the day which is prevalent in solar and wind exploration. Hence, the viability of the plant, meeting 
the day-ahead energy demand, and securing RES in the future energy mix requires that such resource be sited at 
optimal locations which not only maximizes resource availability but also minimizes environmental and social 
concerns. 
3.1.2. Alternative energy source for the transportation sector 
The transportation sector is one of the sectors that consume a significant volume of non-renewable fuels. The 
road transportation sector involving motor vehicles accounts for 16 % of the anthropogenic CO2 emission (Figure 
4) thus contributing to about 13 % of the greenhouse gas emission (OICA, 2010). In 2012, the International Energy 
Agency stated that 94 % of the energy demand by the transportation sector was supplied by oil, 3 % by natural 
gas and other fuels, 2 % by biofuels, and 1 % by electricity (Cozzi, 2012). A report by the agency in 2018 puts 
the percentage of energy demand from the transport sector met by oil to 95 % (IEA, 2018b). This indeed is highly 
significant and strategies to replace oil completely with the RES in the transport sector are of high necessity.
Figure 4. Percentage CO2 emissions by fuel use.
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The choice of the transport sector was informed by the significant variation in total energy consumption 
observed in the organization for economic cooperation and development (OECD) and the non-OECD countries 
in Asia regions compared to other regions of the world as shown in Figure 5. The OECD countries and the non-
OECD countries in Asia largely accounts for a larger percentage of global energy consumption. 
A further investigation of energy consumption at the sectoral level (Figure 6) for the OECD region was 
performed since the region accounts for the highest percentage of global energy consumption. Across the time 
scale, the industrial sector initially took the lead in the total energy consumption between 1971 and 1988. This 
period historically marked the era of industrial revolutions (Frader, 2006). However, an increase in the energy 
consumption of the industrial sector was closely followed by that in the transportation sector. In the twentieth 
century, the transportation sector in the OECD countries tops the list at the sectoral level in terms of energy 
consumption (Figure 6). 
Figure 6. Total energy consumption for OECD countries from 1971 to 2016 (IEA, 2016)
Further drill-down on the energy-consuming component of the transport sector attributes a larger percentage 
of the oil consumption in the sector to trucks. The statistic shows that between 2000 to 2017, the oil demand by 
trucks was recorded to be about 4 mb/d (IEA, 2018c). The product supply chain in majorly manufacturing 
industries has increased this consumption either by the virtue of the number of vehicles involved in the 
transportation sector or the distance covered. The greenhouse gas emissions associated with this sector are also 
alarming. To increase the percentage of RES in the transport sector, thereby significantly replacing oil fuel and 
minimizing environmental pollutants associated with it, we hereby propose the following solutions: 
a. Car sharing technology- This is a paradigm shift in the transport sector that helps to minimize the number 
of vehicles on the road, thus minimizing congestions and environmen al pollution in the transportation 
sector. The car-sharing services which originated from Germany and Switzerland have now gained 
acceptance in 6 continents, 46 countries with an estimate of 15 million members sharing more than 157, 
000 vehicles (Shaheen and Cohen, 2016) in 2016. Presently, technology has increased in patronage with 
its prominence limited to inner-city transportation networks (Illgen and Höck, 2018). This new mobility 
policy has been in use in many areas in Europe, Japan, China, Australia, and the USA (Mattia et al., 
2019). Its global acceptance and practice in both developed and developing countries will not only reduce 
the global CO2 emissions, and reduce traffic congestions but also reduce the lifecycle cost of motor 
vehicles. 
b. Alternative fuel technology- While light-duty vehicles have experienced a drastic change in the use of an 
electrical charging system to store energy for use in them, such as heavy-duty cars has narrow feasibility. 
However, several technology-based approaches have been developed in addressing this towards 
reduction or achieving a zero-emission motor-vehicle system. Some of these include the use of real-time 
electricity, the use of fuel cells, the use of battery systems, and the use of second-generation biofuels 
such as biomass-to-liquid, renewable diesel, cellulosic ethanol. The use of electricity to power motor 
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transition from fossil fuels to electrification will require an increase in the power generation (Keller et 
al., 2019). Fuel cells offer a higher prospect in decarbonizing both light, medium, and heavy-duty 
vehicles, however, significant investment to ensure that its affordability and sustainability is still in 
progress.
Battery-operated electric trucks in today’s conventional road freights is considered as a potential option 
for the future. In 2015, a substantial output in the research and development space towards the 
electrification of heavy-duty vehicles experienced a substantial growth (Wetstone et al., 2016). Studies 
have shown that its feasibility is hinged on the advent of improved technologies in the form of more 
efficient batteries and the presence of battery-swapping technologies predicate its feasibility (Çabukoglu 
et al., 2019). Amazingly, Tesla released prototypes of its electric truck for road freights in 2017 with its 
specifications outweighing user expectations of the moment (Tesla, 2017). 
Second-generation biofuels on the other hand are hypothesized to have a prospect of reducing CO2 
emissions by 90 % compared to conventional fuels (OICA, 2008). Towards actualizing this, several 
sources are been experimented such that heating value is maximized and environmental pollution from 
these sources is grossly minimized.
c. Fuel Efficiency- As economies transcend from fossil-powered vehicles to the electrically-powered types, 
efforts are being made to ensure that the modern fossil-based vehicles consume less fuel without 
compromising the system efficiency. This space is opened to more research towards building fuel-
efficient and affordable vehicles to substitute the fuel-intensive ones in the market. 
3.2. Technology Index 
3.2.1. Smart energy-efficient equipment and devices
One of the pillars of the fourth industrial revolution (4IR) is the emergence of smart systems (Dobrica, 2018). 
This consequently has spurred a radical change in manufacturing industries and other economic sectors. Securing 
the energy obtainable from RES requires smart energy-efficient technologies replacing the largely human-
dependent non-energy-efficient ones. Smart devices are electronic tools with the ability to operate autonomously 
and interactively. These devices can leverage data mining techniques and utilize information obtained from such 
intelligent decision making (Galar and Kumar, 2017). They constitute today’s ubiquitous computing referred to 
as “Everyware”. 
Technological response to the human desire for convenience and easy ways of getting things done has triggered 
an upgrade of domestic and manufacturing equipment. The antique and heavy equipment are fast giving way to 
the modern and miniaturized ones. For example, statistics show that about 40-50 % of residential energy 
consumption in China is consumed by refrigerators (Cheng et al., 2017). However, there exist refrigerating 
devices with energy-efficient configurations. Flattening of the energy demand curve to reduce the peak close to 
the average through the adoption of smart equipment is highly essential in sustaining the transition (Energize, 
2018).
Similarly, the manufacturing approach is fast revolutionizing with smart manufacturing gradually replacing 
obsolete technologies. Smart manufacturing incorporates; right data in the proper form, the right people with the 
right knowledge, the right technology as well as the right operations at every stage of the manufacturing enterprise 
(Edgar and Pistikopoulos, 2017; SMLC Report, 2011). Among the efficiency measures for smart manufacturing 
are its energy consumption and energy efficiency (Edgar and Pistikopoulos, 2017).  The total transition to RES in 
manufacturing systems opens-up a need for energy-efficient equipment, which inherently is also efficient in 
operation. The use of auto-process optimizing equipment, which minimizes the number of operations and travels 
require for a specific operation is gradually increasing. These systems, in turn, reduce the energy consumed in 
manufacturing. 
Therefore, securing the energy obtainable from RES is also hinged on a shift towards the manufacture of smart 
energy-efficient equipment for domestic use as well as embracing energy efficient, intelligent manufacturing 
systems.  
3.2.2. Embedded on-grid and off-grid hybrid renewable energy generation
Statistics show globally that about 1.2 billion people have no access to electricity (Rahman et al., 2016) with 
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the present and common practice of a centralized energy system from the national grid. Transmitting centralized 
electricity to end-users in distant locations from the generation plant may be highly financially non-viable due to 
power losses and cabling costs. For example, some geographical locations have small-scale industries, however, 
with less energy consumption. Many of these manufacturing industries resolve the use of off-grid non-RES for 
their daily operations. This further contributes to the atmospheric carbon concentration, which culminates into 
global warming. 
The embedded generation with standalone energy sources profits little in achieving sustainable energy, 
however, a nexus of sources appears promising and optimal sizing of the renewable sources involved in the 
network is essential to achieving success in the embedded generation. This further helps to overcome the 
fluctuation and intermittency in individual sources (Acuna et al., 2017). The most commonly explored 
configuration is the wind-PV-battery hybrid, due to its low cost compared to a hybrid of hydropower. Even though 
this hybrid system has been largely used for rural electrification and some service industries, it is less embraced 
by manufacturing systems.
Centralized energy systems have demonstrated advantages in their economies of scale (unit cost of production 
relative to size) and their controllability, however, their demerits like network investment cost, network losses, 
the cost for remote, and low-population density areas, and environmental factors increases the chances of the 
decentralized systems. The emergence of off-grid decentralized power generation has given rise to a pertinent 
question of whether it will phase-off the conventional and centralized on-grid system most especially for domestic 
use (Rolffs et al., 2015; Sergi et al., 2018). In the era of RES, location-specific mini-grids with regulations on the 
maximum safety generation, compensation for reactive power in synchronous generators (Bello and Carter-
Brown, 2010), and high voltage direct current (HVDC) transmission systems should be encouraged for the 
sustainability of the energy transition and maximization of the obtainable energy from the renewables. 
The autonomy of on-grid and off-grid power generation at state or provincial level and prosumer integration 
into the big energy market (ENA, 2014) with centralized regulating bodies responsible for the installation 
supervision, operational monitoring, and control has high prospects in the sustainability and maximization of 
obtainable energy from RES in the future. 
3.2.3. Efficient large energy storage technology
Most RESs depend on climatic and environmental elements like solar irradiation, wind speed, tidal rise, 
underneath thermal gradient, and so on. These militate against the continuous availability of these sources. Hence, 
the need for a storage mechanism during peak periods of generation, to ensure uninterrupted supply during off-
peak periods, remains one of the vital problems of sustainable energy (Do et al., 2016). Storage technologies can 
be viewed from different perspectives depending on the type of source considered. Olabi (2017) classified energy 
storage technologies into electrochemical, magnetic, hydro, pneumatic, thermal, and mechanical storage systems. 
It is affirmative that soon, large electricity storage technologies will be available at an affordable cost (Trainer, 
2017).  In the meantime, empirical research on the use of electrochemical storage systems has been considered in 
hybrid systems (Belmili et al., 2017; Do et al., 2016; Sawle et al., 2017; Starke et al., 2018) with more areas 
opened for further developments. Battery technologies and supercapacitors have been incorporated into small-
scale generation. Asides these technologies facing considerable setbacks in their lack of functionalities like self-
charging, early safety alarm, deformability, they are also unable to operate efficiently under extremely harsh 
environmental conditions (Ye et al., 2018). Similarly, their deployment on a large-scale requires a very high initial 
cost. Some studies advocate low-cost Na-ion batteries due to the abundance of sodium compared to Lithium 
(Kumar et al., 2017; Palomares et al., 2012) as a chemical storage system, and latent thermal storage materials 
with high thermal conductivity (Salunkhe and Jaya Krishna, 2017) as a thermal storage system. Some recommend 
superconducting magnetic technologies as magnetic energy storage (Dondapati et al., 2017), isobaric 
accumulators in pneumatic energy storage (Buhagiar and Sant, 2017), and carbon nanotube mechanical spring 
consolidated in mechanical and electrical devices (Rossi et al., 2015) as the mechanical energy storage. 
Compressed Air Energy Storage (CAES) technology on the other hand has received less attention from its 
inception as a means of electricity storage. In recent times, this technology has experienced a dramatic change in 
acceptability as a means of energy storage (Budt et al., 2016). There has been an evolution of this technology 
from the simple charging by electrically driven compressors to diabatic, adiabatic, and isothermal techniques 
based on heat management during air compression and before air expansion. These improved CAES techniques 
each differ in qualitative performance parameters like cycle efficiency, start-up time, energy density, 
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developmental stage, and area of application (Budt et al., 2016). 
In preparation for the energy transition and optimal use of obtainable energy from the RES nexus, the use of 
hybrid storage technologies is highly promising. Large hybrid energy storage farms are needed to sustain this 
transition. Optimization of the right mix of efficient and smart storage technologies and size at minimal cost 
should be considered on a large scale.
3.3. Socio-political index
3.3.1. Skilling and re-skilling employees
     The advent of Industry 4.0 with the cyber-physical system has increased complexities in the daily activities of 
industrial machine operators (Longo et al., 2017) and service providers. A good number of manufacturing 
industries are recently faced with the integration of technologies in the fourth industrial revolution for increased 
productivity, even though, the workforce is not well prepared for such (Prinz et al., 2016). In the service industry, 
there exists self-service equipment which renders service to customers in record time with a high degree of 
accuracy and appreciable level of customer satisfaction. Similarly, industrial automation has improved so much 
that unit operations are performed by automated systems. However, the need for human inputs has not been invalid 
in all these operations. New technologies and intelligent approach to service provision in this context require re-
skilling non-RE sector employees to be transitioned to dynamically adapt to their demands. 
Historically, rapid developments have been observed in the conversion technologies of wind, solar, and 
geothermal energy sources. Automated digital systems for plant operation and management have phased-off the 
old analog generation plant facilities. Remote monitoring through the Supervisory Control and Data Acquisition 
(SCADA) systems are common in modern RES plants, hence a different skill requirement in terms of 
technological and operational skills exist in the RE sector. Consequentially, the transition to the RES has 
threatened jobs in the current non-RES plants, and the questions of skill transfer between countries which does 
not empower the locals and its associated cost still require an answer. In response to this, Kammen and Kapadia 
(2004) established that the proliferation of RE power generation plants can translate into more jobs, however, 
further investigations on the impact of replacing a unit of conventional fossil fuel with the RE is of more 
significance. The study further established that the RE sector provides more jobs per average megawatt delivered 
compared to the non-RE sector. Also, in the Middle East, Van der Zwaan et al. (2013) estimated 270,000 direct 
and indirect jobs to be provided by the RE sector from installation to operation and maintenance  with a larger 
part of these jobs to be delivered as local contents. It is established from the literature that an increase in RE plants 
will further create more jobs (Böhringer et al., 2013; Van der Zwaan et al., 2013), however, the fate of the non-
RES workers in the paradigm shift is important.
To maximize and secure the energy obtainable from the RES, smoothen the energy transition, the 
International Labour Organization (ILO, 2011) suggests identification and provision of requisite skills for new 
and existing jobs in the RE and non-RES. Increasing the white and blue-collar skills required in the RE sector 
among the locals will minimize the cost of skill importation. While new employees need skilling, the transitioning 
employees require a re-skilling. One fact which cannot be overlooked is the number and nature of jobs in a typical 
large-scale non-RE plant compared to the RE plants on a plant basis. More employees exist at the operational 
level of non-RE systems compared to the RE system, though this could be relative to the energy source. Therefore, 
not all the employees in the non-RE sector may be transitioned to the RE sector, however, delivery of requisite 
skills to employees in the RE sector predicates maximization and security of the energy obtainable from the 
system. Integration of learning factories in the RE sector employee skilling and re-skilling offers a high prospect 
in this context. 
3.3.2. Regional interconnectivity
Recent discussions have identified regional interconnectivity and cross-border electricity as one of the 
security and sustainability plans for the energy of the future (Nangia, 2019). RES being a geospatially dependent 
resource varies in availability from one country and region to another. While some countries live in surplus energy, 
some within the same region are in a deficit of energy supply. Thus, establishing a working regional 
interconnection will foster energy access and also secure the energy obtainable from RES in the future. We, 
therefore, elaborate more on its significance in the context of its socio-political influence. 
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It is noteworthy that some countries in specific regions, however, have active regional interconnectivity 
in the form of regional energy trade which has fostered energy supply among member states. For example in 
Africa, the Southern Africa Development Community (SADC), established in 1992 established a Southern Africa 
Power Pool (SAPP) in 1995 (Wright and Coller, 2018). The SAPP presently has 16 member co-operations all 
working towards ensuring energy security. Also, there exists the West African Power Pool (WAPP), the East 
Africa Power Pool (EAPP), and the Central Africa Power Pool (CAPP). A 10-year (2005 to 2015) simulation 
study carried out by Rosnes and Vennemo (Eberhard et al., 2012) on the potential benefits of regional power trade 
in sub-Saharan Africa under two scenarios: trade stagnation and trade expansion revealed a 3-10 % reduction in 
the power cost of the SSA. This was identified to come from the potential substitution of thermal plants with 
hydropower plants and the reduction in investment cost on power infrastructures among member states. 
Similarly, the Association of Southeast Asian Nations (ASEAN) also has a power pool agenda published 
in 1997 under the caption, “ASEAN Vision 2020”. This document emphasizes the need for a transboundary energy 
network with the ASEAN Power Grid (APG) and Trans-ASEAN Gas Pipeline (TAGP) being its major 
components. The APG was aimed at uniting member states with a single energy network that maximizes electricity 
efficiency and flexibility in supply, increase in the use of clean energy, and increased access to modern energy to 
member states (Andrews-speed, 2016). 
Regional interconnectivity has a high prospect of ensuring energy security among member states within a 
regional nexus. However, its feasibility and effectiveness are riddled with several concerns that are still open to 
debate in the literature. Some of these concerns include:
a. Empowering regional regulations and institutions: Many countries have energy regulatory bodies 
that ensure the compliance of players within the electricity supply chain to the national standard and 
acceptable grid code. Similarly, the success of regional interconnectivity is premised on the strength 
of regional regulatory bodies such that member states comply with accepted regulations, operational 
plans, and bilateral treaties. Empowering institutions responsible for trans-boundary monitoring and 
sanctions is vital to the survival of regional interconnectivity. Independence of concerned institutions 
from the government and political influence is highly essential. However, the question of how 
effectively this can be achieved with national differences and values among member states is a subtle 
concern.
b. Cross border financing in project management: Electricity pool across a region involving several 
countries is capital intensive and thus involve financial investments of member states according to 
the agreed plan and stake in the energy plan. Asides the unifying network, infrastructural 
development to ensure the effectiveness of the grid at the national level such that failure in a member 
stated does not significantly negatively affect others is highly important. Financing the project 
becomes a humongous task when the economic status of some member states is relatively low 
compared to the others and the energy demand of such states is relatively higher than the big financial 
players in the pool. Solving this riddle requires a clearly stated financial obligation of the individual 
member state to prevent one from “milking” the others.
c. Diplomatic role: This plays a significant role in the respect to treaties and conventions, facilitation 
of strategic energy agreement in cases where any form of unrest in the form of war, or disaster erupt 
in member states to whom vital facilities along the energy network are domiciled. This ensures that 
such instability does not affect the polylateral agreement among member states. 
d. Political stability: Compliance to agreements between member states of a regional energy pool 
largely depends on the political stability of each. This becomes a vital component for the success of 
regional connectivity in establishing a synergy along the different pathways of member states, most 
especially for member states hosting the resource and critical facilities along the energy supply 
chain. This factor determines the business environment both for public and private players along 
with the generation, and transmission system of the network. Change in government is expected not 
to affect the existing agreement among member states.
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3.3.3. Public-private partnership in the energy sector 
Public and private partnerships (PPPs) have emerged as one of the means of infrastructural development, 
which complement the infrastructures provided by the government towards national development (Rajpukar, 
2015).  The PPP system leverages the expertise and efficiency of private investments, which involves a shared 
resource, risk, and reward between public and private investments towards proffering a higher efficiency. Apart 
from its involvement in other sectors, the energy sector is gradually adopting this strategy towards ensuring energy 
availability, sustainability, and security. This is observed both in the era of conventional fuels and clean fuels. The 
synergy between these two parties is not spontaneous but requires gradual development and integration between 
partners involved (Heldeweg et al., 2015). Many renewable energy projects have proceeded along with the PPP 
system, thus taking advantage of the profit-driven private investor and public concerns like value maximization, 
risk minimization, satisfying regulation and authorities, political and legislative wills, and so on. The Portuguese 
case study in wind power generation as examined by Martins et al. (2011), the roof-top solar project in India 
(Younsung, 2017), and so on. 
Some view PPP systems as one involving two entities each with contrasting objectives which makes their 
synergy a futile effort. In his report, Hall (2015) established that the private sectors aim at maximizing profit to 
keep themselves in the business, the public sector, however, is concerned with environmental protection and 
safeguarding universal access to quality public services. The author stated some well-planned PPP system and a 
general issue often associated with the PPP system with national and sectorial case studies some of which include 
the claim that PPP brings more funds into public services infrastructure, risk transfer, false forecast of potential 
benefits, lack of transparency and so advocates for the public alternative for infrastructural development. 
Renewable energy investments are often capital-intensive with high maintenance costs and complex 
constructions of which the return on investment is not always commensurate. The PPP system is one of the ways 
of overcoming the financing phase by integrating the private capital (Coviello et al., 2012). In recent times, the 
traditional rule of thumb which involves a high-risk transfer to the private partner is now been reorganized such 
that both parties are involved in all the developmental phases of the project from cradle to grave. Several PPP 
models have been adopted by the renewable energy space, however, the most common of them all is the build-
own-operate-transfer (BOOT) model used for large-scale and grid-connected projects; the small-scale projects 
employ the lease/hire purchase and the dealer credit sale, models. The BOOT model is effective for large-scale 
projects as it associates risks in the order of competency of its management, though this method can be extremely 
complex with high transaction costs and could be costly to the public if risk misallocation occurs. The lease/hire 
purchase and dealer credit sale models on the other hand foster donor-subsidized microcredits and ownership by 
consumers, though this model may pose a risk of the dealer losing the investment when products fail to deliver 
good service (Asian Development Bank, 2015). An exploration of opportunities in the PPP system with a well-
defined responsibility between parties can contribute to upscaling the percentage of RE at country levels for 
upcoming RE investments. 
4. Conclusions 
This study develops a roadmap for securing the energy obtainable from it both for established and the growing 
economies based on three indices: energy resource availability, technological and socio-political indices. It was 
established that siting RES facility in energy hotspots to maximize the investment and reduce resource variability 
and intermittency is needful. Also, with high dependence of the transportation sector on fossil fuels globally, 
alternative energy sources will significantly improve the RES security. Smart energy-efficient equipment and 
devices, and embedded on-grid and off-grid hybrid RE power generation, coupled with efficient large energy 
storage systems also play vital roles in ensuring the security of RES in the energy transition. The impact of socio-
political factors in determining the level of security of the RES dominance in the national energy mix was also 
discussed. Here, it was emphasised that skilling and re-skilling of employees towards the paradigm shift from 
non-RES to RES, and increasing regional connectivity all play vital roles. Synergistic relationship between the 
public and the private sectors in the energy space was also reiterated. 
Finally, the diffusion of RES into the global energy mix will not only affect countries considered as front liners 
in the fossil fuel export and use; coal and petroleum-rich countries being main targets (Hache, 2018) but also the 
developing economies. However, securing the transition requires a giant stride at country levels towards 
mitigating climate change, abating global warming, and turning the table from non-RES dominance to the RES 
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in all sectors. 
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The motivation for this study is the South African drive towards a low-carbon economy. South 
Africa is a coal-driven economy with many active coal-based power plants that supply the 
country’s electricity. However, in allegiance to the global climate change policies and mitigations, 
the country has also integrated renewable energy in her energy mix. This has influenced the 
development of power corridors for renewable energy exploration across the provinces in the 
country. Despite the advent of RES in the country, the country is still significantly powered by 
coal-fired power plants. Therefore, there is a need for investigating the question of increased 
energy availability and sustainability on the road to a low-carbon economy. This study, therefore, 
presents a survey of the state of the renewable energy system in the country and further develops 
a roadmap towards ensuring energy availability and sustainability from physical, climatic, human, 
prosumer concept and political points of view. 
It was concluded that South Africa is highly endowed with an abundance of RES, however, for 
continuous availability and sustainability of the resources, a synergy between individuals and the 
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Abstract 
The drive towards low-carbon economy in South Africa has necessitated alternative energy sources for electricity generation. 
More alternative sources have evolved in recent times with a view to making energy available to all and sundry. However, 
asides proliferation of these sources and extensions in form of micro-grids, the questions of increased availability and 
sustainability has become a growing concern. This survey investigates the state of the renewable energy system in South 
Africa with focus on the elements, which enhance energy availability and sustainability in the emerging transition to a low-
carbon economy. Case studies of other countries were reviewed and considered in the South African context. It was observed 
that energy availability on the journey to the low-carbon economy is influenced by physical, climatic, human, prosumer 
concept and political factors. In sustaining the transition and progressing to a green economy, intelligent use of data from 
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1. Introduction
About 30 % of the global energy generated is 
transformed into electricity [1]. However, population 
increase, economic growth, rural to urban migration and 
technological development have necessitated increased 
demand for energy in the form of electricity. International 
Energy Agency anticipate a 40 % increase in global energy 
*Corresponding author. Email: pauladedeji2k5@gmail.com 
consumption by 2040 [2]. South Africa, as a country has 
experienced a significant increase in electrification both in 
the rural and the urban areas from less than 33 % in 1990 
to 58 % in 1996 [3,4] and to about 90 % in 2016, success 
courtesy of government policies and interventions [5]. The 
country is ranked globally as the seventh largest coal 
producer with the primary type of coal explored being the 
bituminous coal [6,7] The abundance of coal in the country 
has influenced her power sector as South Africa produces 
about 77 % of its electricity from coal [8]. With the quest 
EAI Endorsed Transactions 
on Energy Web Research Article 
EAI Endorsed Transactions on 
Energy Web 
01 2020 - 03 2020 | Volume 7 | Issue 26 | e2
P. A. Adedeji et al.
2 
to ensure environmental sustainability and reduced 
emissions in the country, there is advocacy for the use of 
mitigation technologies like Flue Gas Desulphurization 
(FGD) plant in coal-fired power plants [9]. However, the 
FGD plants only reduces the flue gas emission; they do not 
eliminate them completely. Despite the country’s huge 
reliance on her coal-fired plants as primary energy sources, 
it operates one of the highly successful Renewable Energy 
Independent Power Producer Procurement Programme 
(REI4P) globally, which has attracted renewable energy 
(RE) investors [10]. The REI4P established in 2011 [11] 
was aimed at incorporating more RE generation into the 
South African energy mix. 
RE integration into the energy mix of the country 
has been systematically viewed as one of the potent means 
through which the country responds to climate change and 
energy security [12].  With all the policies developed to 
favour RE in the country, the question of the country’s 
disposition to effective policy implementation is of high 
necessity. Notable in the country is the use of RES such as 
concentrated solar power (CSP), photo-voltaic (PV), wind, 
hydropower, biomass for power generation  [13]. However, 
integrating more of these sources into the South African 
energy mix without adequate consideration of their 
sustainability makes them short-lived. RE projects have 
taken a good lift in South Africa [14], though more from 
the standalone perspective. Microgrids are fast springing 
up with new policies supporting their existence [5,13,15]. 
However, a cointegration of several RE sources in the 
national grid and government policies and support schemes 
to foster their increase and viability in the country need 
adequate attention.   
In the last decade, the implementation of RES as 
substitutes for non-renewable sources for electricity 
generation in the country has been on the increase. Eskom, 
a government-owned electricity manager anticipates a 30 
% power generation from CO2-free sources by 2030 [16]. 
However, wind, hydropower, PV, biomass and the CSP are 
still at the infant stage in their exploration for electricity 
generation in the country compared to the age-long coal 
fuel. With the integration of RES into the country’s energy 
mix, there is an anticipated increase in the costs of coal-
based power generation. This consequentially will increase 
the financial viability of RE technologies thereby causing 
a reduction in the power generation subsidy [17]. 
Mini-grids, microgrids, and small-scale RE 
projects have lately received preference in their use for 
electricity generation in South Africa. However, the 
question of how energy (electricity) sustainability and 
increased availability can contribute to the low-carbon 
transition is of keen interest in this study. While this section 
of the article introduces the topic, section 2 provides the 
methodology adopted in this survey and gives an overview 
of the present state of RE and low-carbon economy in 
South Africa. Section 3 focuses on energy availability and 
section 4 and 5 focuses on energy sustainability and 
† www.statssa.gov.za 
availability measures respectively. Section 5 concludes the 
paper. 
2. Methodology
In this study, a desktop literature survey was 
carried out on relevant and recent Scopus indexed articles 
from reputable journals. Recent reports and bulletins from 
the South African government and globally recognized 
energy-related databases were also consulted. Trends in 
energy-related concepts were identified and case studies of 
other countries were reviewed and compared with the 
South African case study. Deductions from these case 
studies were considered and applied to create a roadmap 
towards ensuring energy availability and sustainability as 
the country journey towards low-carbon economy.  
2.1. The Present State of RE in South 
Africa 
About six RES have been identified as feasible 
sources in South Africa. They include; solar, wind, 
hydropower, biomass, and tidal energy [8]. These 
identified sources vary in viability from one province to 
another. Shown in Figure 1 is the historical data of power 
generation from the three prominent RESs (hydropower, 
wind and solar) in South Africa collected from the South 
African Databank† from 1991 to 2015.  
From Figure 1, energy from hydropower 
stations have offered a high prospect over the years. South 
Africa has three categories of hydropower plants: the run-
of-river (Colley Wobbles, First and second falls and 
Ncora), the conventional reservoirs (Gariep and 
Vanderkloof) and the pumped hydropower plants (Palmiet 
and Drakensberg) [18]. In 2012, a gradual increase in the 
harvesting of other RES (Figure 1) with hydropower 
contributing the highest (4.211 MWh) was observed. In 
recent years, more investments have been committed into 
solar energy harvesting both (PVs and CSPs) [19,20].  
In the present-day South Africa, the solar PV, 
CSP and wind energy resource lead the RE space. At the 
end of 2018, statistics show that a total of 2,078 MW of 
wind, 1,479 MW of solar PV, and 400 MW of CSP in South 
Africa were in operation [21]. 
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These three RESs at the end of 2018 supplied 4.6 
% of the South African energy system as shown in Figure 
2. While there exists an increase in the amount of energy
generated from wind energy and the CSP between 2017
and 2018, the amount of energy generated from solar PV
remains the same in the two years. The constant percentage
occupied by solar PV in the energy mix was as a result of
the same number average amount of power generated from
the fourth bidding window in 2017 and 2018. In the first
quarter of 2019, a total of 3.0 TWh from a nexus of wind,
solar PV, and CSP was produced and over 12 TWh is
estimated for the rest of 2019 [22]. Wind energy was
conservatively estimated by van der Linde and Sayigh [23]
in 1999 as having the potential of meeting approximately 5
% to 6 % of the South African energy demand.  The present
status of the wind resource shows about 50 % of this
estimate. These reveal that the wind energy resource is still
less explored in the country. 
At provincial level in South Africa, RESs are 
widely dispersed with some provinces having higher 
prospect of a nexus of resources than the others. Shown in 
Figure 3 is a mapping of potential distribution of RES at 
provincial level. Efforts are been made to expand and 
validate this mapping using more reliable and accurate 
data. 
With a focus on the growth of RE and low-carbon 
economy in South Africa, spaces of extrastatecraft, which 












































Residual Load Wind Solar PV CSP
2017 96.2 2.1 1.4 0.3
2018 95.4 2.8 1.4 0.4
Figure 2. The percentage occupied by CSP, Solar PV,  and Wind energy resource in 2017 and 2018 [20].
Figure 1. Power Generation from renewable sources from 1991 to 2015
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and called the renewable energy development zones 
(REDZs) [25]. The Department of Energy (DoE) in South 
Africa developed the first numerically verifiable wind  
energy atlas for Phase 1 of the transition towards the 
renewable energy era for power generation. After the Phase 
1 of the transition towards RE in the country by the 
Strategic Environmental Assessment (SEA) for RE growth 
in South Africa, the National Department of Environmental 
Affairs (DEA) approved the Council for Scientific 
Research (CSIR) to develop a large-scale high-resolution 
wind resource map for both wind and solar resources. The 
Phase 2 project was approved for gazetting in February 
2016 [26]. Suitability analysis in the country for wind and 
solar energy was carried out using a multicriteria and 
multidisciplinary approach. The Phase 1 successfully 
identified eight (8) REDZs, which yielded global minimum 
for environmental impact and global maximum for 
resource economic and social benefit on the South African 
map.  The Phase 2 project was aimed at identifying more 
REDZs and reviewing the four tiers sensitivity maps 
developed during the Phase 1 using recent datasets [27]. 
Several rounds of bids have been rolled out in the past few 
years and the development of farms rolled out in the Round 
4 presently under construction and more rounds are still in 
progress. 
Areas identified are still being explored by 
investors in the RE space. Despite the variability and 
intermittency of RES, the sector plays significant role in 
the South African electricity mix. Even though South 
Africa is not placed high in the use of RE compared to the 
Organization of Economic Cooperation and Development 
(OECD) countries and Africa as a whole, effort is being 
made to increase the share of the RE sources in the energy 
mix of the country [28]. 
2.2 Low Carbon Economy 
A low-carbon economy is defined as, “A way of 
thinking, behaving and operating which minimizes carbon 
emissions while enabling sustainable use of resources, 
economic growth and improvement in the quality of 
life”[29]. This thinking focuses on both economic growth 
and environmental issues from resource efficiency and 
low-carbon products and services perspectives [30]. From 
the conceptual framework of Garza-Reyes and Juan 
Martinez [31], the low-carbon economy is a mid-way 
transition between the brown economy and the green 
economy as illustrated in Figure 4. Each transition from 
one economic state to another is replete with several 
integral stages and factors which culminates to determine 
which state an economy is.  
Figure 3. Renewable energy distributio n at provincial scale in South 
Africa [23] 
P. A. Adedeji et al.
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Anthropogenic activities have been on the 
increase since the first industrial revolution. Their effects 
have significantly affected the biosphere one of which is 
temperature increase. Therefore, keeping the average 
global temperature below a threshold of 1.5 oC, which is 
considered to be above the pre-industrial range [32] calls 
for deliberate effort in emission reduction.  Low-carbon 
economy has been perceived as a bifurcated concept of 
either low-carbon production or a low-carbon consumption 
[33]. Its concept is hinged on efficient energy consumption 
and low pollution achievable with clean energy at the 
generation side of the energy value chain.  
As one of the outcomes of the Paris agreement in 
December 2015, the global community aims at forestalling 
rise in temperature to about 2 oC [34]. In pursue of this, 
several measures have been put in place towards ensuring 
a low-carbon economy both at the global and national 
scale.  
One of these is the policy support for power generation 
using RESs. More like it is the advocacy for efficient 
energy consumption along the energy value chain.  
Low-carbon economy has become an irreversible 
global mantra, which all at the national level are meant to 
embrace to achieve its global impact before the reality of 
its non-compliance meets the global community. The 
pathway towards sustainable low-carbon transition is 
packed with several strategies.  
 
 
These range from high-level resource efficiency 
in all sectors directly and indirectly connected to energy 
[35], strong advocacy for engineered processes and 
services to deliver low-carbon-based products [36], highly 
significant decarbonization of the electricity generation 























Highly significant decarbonization of :
Figure 5. Strategies for low -carbon economy.
Towards low-carbon energy state in South Africa: a survey of energy availability and sustainability 
EAI Endorsed Transactions on 
Energy Web 
01 2020 - 03 2020 | Volume 7 | Issue 26 | e2
6 
highly significant decarbonization of heat systems, 
including space heating and strong advocacy for clean and 
low-carbon cooking technologies as shown in Figure 5. 
These networks do not significantly recognize the complex 
dynamics and strong interconnection between the existing 
systems due to their lock-in processes, which have 
developed a path-dependent clusters and entrapments over 
a long period of time [37]. At organisational level, 
advocacy and integration of climate change mitigation 
policies into the organisation’s goals is fast becoming part 
of the corporate strategy [37]. 
Achieving a low carbon economy amidst the 
complex existing nexus of operational systems in a national 
economy has necessitated an identification of principal 
areas of change along the environmental impact scenario. 
Kane [38] from the technical point of view identified the 
principal elements that culminates into environmental 
impacts. These are the sources, the pathways and the 
receptors as shown in Figure 6. Mitigating these impacts 
involves either eliminating the receptors (which is a 
herculean task, e.g. eliminating waterbodies inside which 
wastes are illegally disposed), removing the pathways, thus 
creating a barrier which prevents impacts from the source 
from reaching the receptors (this could be done using 
mitigation technologies like the use of the FGD plants in 
coal-fired power plants), and the elimination of the source 
(which is more potent and feasible in practice). Presently, 
South Africa employs the use mitigation technologies 
along the pathways from source to receptors. This is 
observed in the use of FGD plants in some coal-fired power 
plants. 
 
Stringent policies and effective monitoring of 
organizational compliance to low-carbon policies across all 
strata are being developed in several countries at national 
levels and also organizational levels of both manufacturing 
and service industries. South Africa being one of the most 
carbon-intensive economies, due to her huge reliance on 
coal-fired power plants for electricity generation, have 
adopted several strategies in a view to moving towards 
low-carbon economy [7,39]. Two agenda towards ensuring 
low-carbon economy in the country was identified in this 
study: agenda 2030 and agenda 2050 [40]. The agenda 
2030 aim at: 
a. Achieving the peak, a plateau and decline
trajectory for greenhouse gas emission with
the peak occurring at 2025.
b. Entrenching an economy-wide carbon price
by 2030.
c. Enforcing the zero-emission building 
standards by 2030.
d. Significant reduction in the yearly volume of
waste disposed to landfill.
According to the Department of Environmental 
Affairs [40], the agenda 2030 depicted in Figure 7 can be 
divided into three phases which are the peak phase, the 
stationary emission phase and the decline phase. Before the 
peak period is the pre-2020 period where no emission 
limits are set at sectorial and company levels. The 
stationary and decline phases are embedded in the post-
2020 period where the climate change bill/act would have 
been formally approved by the government. These include 
carbon budgets and sectoral emission targets for individual 
companies and sectors respectively with strict measures to 
ensure compliance after which the dynamics of the carbon 
market in the country can be fully understood. 
The agenda 2050 on the other hand aim at 
establishing an integration between the national and 
international commitments towards reduction of carbon 
emissions from the climate change, socio-economic and 
developmental perspectives. This is to be achieved through 
integrated energy planning for the country.  
Presently, mitigation technologies are used with 
an increase in the integration of RESs into the country’s 
electricity mix, however, the transport sector is still highly 
dominated with carbon-dominant liquid fuels. The space 
heating and cooking is also dominated by electricity and 
also by liquid, gaseous and solid fuels, which are associated 

















Figure 7. The 2030 agenda for carbon emission
pathway.
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Figure 6. Environmental impact pathway
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3. Energy Availability
Availability constitutes one of the hallmarks of 
energy in a country. Energy (electricity) availability is a 
significant factor in siting of industries and a cogent factor 
in socio-economic development [41]. Factors that 
constitutes availability varies from one energy resource to 
the other as well as from one geographical location to 
another. This section highlights the energy availability 
factors for RES as the country progresses towards a low-
carbon economy. Four of these factors relevant to the South 
African case study were discussed in this study. 
a. Physical Factors
Several physical factors militate against RE
availability in South Africa. One of these factors is siting 
RE plants in energy hotspots close to the point of source 
[42], with investors operating only at the designated 
REDZs.  
RES are known for intermittency and variability 
[43–45], which militate against their reliability. However, 
maximizing the available RES requires locating energy 
harvesting facilities in energy rich sites. Most of the 
country’s coal-fired plants are sited in the northern part to 
minimize the transportation of coal from mining sites to the 
power plants. Same practice for RES increases efficiency 
of the harvesting technologies and minimizes transmission 
losses [46].  
Asides viability of geographical areas for RES 
prospects, several criteria are involved in siting RES plants 
which include economic, environmental, socio-political 
[47] and technical criteria. These result into a multi-criteria
decision making (MCDM) problem, often solved by
known techniques such as Analytical Hierarchical Process
(AHP), Fuzzy Technique for Order Processing by
Similarity to Ideal Solution (Fuzzy-TOPSIS) and so on.
Suitability analysis of geographical locations applies
spatial geographical information systems to spatially locate
RE plants for power generation. The mapping in Figure 2
shows that every province has potential of generating
energy from at least one RES even though the national
energy demand and available supply relationship should be
critically examined. However, distributed system which
harnesses RE potentials per province is fundamental to
energy availability in the country.
b. Climatic factors
The wind and solar energy are two RESs largely
explored presently in South Africa. The availability of 
these sources significantly depends on climatic factors 
associated with their operation. After a careful site 
suitability analysis is carried out on a resource hotspot and 
less environmental impacts during operation is ensured, the 
climatic condition of the wind or solar farms largely affects 
the active power of the energy harvesting technology.  
For example, for a wind turbine, availability of the 
wind resource largely depends on the wind speed per time, 
whose variation is largely influenced by weather patterns 
[48]. In South Africa, the seasonal variation in the 
movement of air masses significantly varies between the 
summer and winter seasons. During summer period, the 
south-east trade wind influences the north-eastern part of 
the country and as such, increased wind speed is observed 
around the Limpopo province across to the Free State 
Province. Also, the south-east trade winds resulting from 
the ridging of the South Atlantic High is observed to the 
strong and persistent and hence influences the southern, 
western, and the south-eastern coastal areas and its adjacent 
interiors. However, in the winter seasons, the wind 
circulation is observed more in the north. Strong cold fonts 
that moves mostly over the southern half of the country and 
its ridging high-pressure systems results in strong winds 
during the winter season. The cold fonts often significantly 
travel over the southern and central part of the subcontinent 
and more likely through to the north. The strong westerlies 
consequentially have its area of influence within the 
southern, western, and the south-eastern coastal areas 
including the adjacent interior. The strong movement of the 
Atlantic high pressure towards the east can result in gale 
force winds spreading to the KwaZulu Natal coast and even 
through to the Mozambique channel [48]. Shown in Figure 
8 is the South African wind resource map at 100 m height. 
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Similarly, the solar resource in South Africa is a 
geospatial variant; it is abundant with higher irradiance in 
certain provinces and not in some others. It has been 
established that South Africa has one of the highest solar 
irradiance as well as yearly horizontal solar irradiation on 
the global scale. On the average, daily solar radiation in 
South Africa falls between 4.5 and 6.5 kWh/m2/day as 
compared to about 3.6 kWh/m2/day observed in some parts 
of the USA and about 2.5 kWh/m2/day experienced in the 
United Kingdom and Europe [50,51].  
A comparison between Industrialized countries 
harnessing solar energy at larger scale shows that South 
Africa province with the lowest potential possess a higher 
level of solar irradiation than these countries [52]. A study 
by Fluri [53] shows that five of the nine provinces in South 
Africa (Northern Cape, North West, Eastern Cape, Western 
Cape, and Free State) has annual average direct normal 
irradiation higher than 7.0 kWh/m2/day. In the study, the 
Northern Cape has the highest potential for concentrated 
solar power (CSP) facility with a total area of 14, 288km2 
viable sites. Table 1 shows the South African solar 
potential compared with some selected global locations. 
The feasibility of PV plant location is dependent on several 
factors like temperature, direct normal irradiation, cloud 
cover and so on. Figure 9 shows a map of solar PV resource 
potential in South Africa.  
Table 1.  Comparison between the annual radiation











The United States 
Barstow, California 35oN 2,725 




Other Countries  
Northern Mexico 26-30oN 2,835 
Wadi Rum, Jordan 30oN 2,500 
Quarzazate, Morocco 31oN 2,364 
Crete 35oN 2,293 
Jodhpur, India 26oN 2,200 
Spain 34oN 2,100 
Source: [55] 
Figure 8. The South African wind r esource map at 100 m height.[49].
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Several studies on South Africa renewable energy 
status has established variation in Solar and Wind energy 
across the country’s nine provinces, which has significant 
effect on their harnessing for power generation [52,56,57]. 
c. Human Components
One of the non-deterministic components which
affects energy availability is the human component. The 
human component of the energy sector is a psychological 
variable, which varies globally from one geographical 
location to another. The energy sector, regardless of its 
level of automation, still requires human inputs either at 
operational, strategic, or administrative level to a certain 
degree. Decision making, physical monitoring, and facility 
management are primarily done by humans to a higher 
degree.  
Certain human dynamics affects the productivity 
of industrial organizations which power generation 
industries are not exceptions. These dynamics has 
consequential effects on the energy availability, which 
could affect productivity and profitability of the system. 
Some of these dynamics are the personnel’s attitude to 
work and the skillset. Regarding the attitude to work, 
mental and muscle power is necessary for organisational 
development; however, the will power has a tendency to 
overrule these. A study by Surender [58] on the attitude of 
South African  
paid workers to work and social grants reveals about 78 % 
of the paid workers having a notion of hanging on a job 
even when it is not of your interest. The study was carried 
out on 39 focus groups in the Eastern Cape and the Western 
Cape Provinces and comprises a total of 386 respondents. 
Similar study with a total of 2, 885 South Africans across 
the nine provinces shows that about two-third of the 
employed expresses a level of satisfaction with their job, 
however, Black African workers remained less satisfied 
with their jobs than their white counterparts [59,60]. 
Mncwango [59] stated that job satisfaction, measured in 
terms of  tends to increase with age, social status and the 
level of education and a higher degree of job satisfaction is 
noticed in the men than in the women. Since job 
satisfaction is directly proportion to productivity, an 
unsatisfied workforce is most likely to negatively affect the 
energy system in terms of availability with a ripple effect 
on the country’s economy.  
In term of skill, even though the country is 
increasingly developing local citizens in the renewable 
energy industry, the absence of enough manpower with 
requisite skills in the renewable energy space who can take 
up the upcoming energy challenge is still prevalent. 
Although South African Renewable Energy Technology 
Centre (SARETEC) is taking the lead in this regard, there 
are still so much to be done. The institution is immensely 
contributing to the growth of RE in the country by 
providing requisite industrial skills to participants 
specifically in the solar and wind energy space, however, 
Figure 9. South Africa’s photovoltaic  resource potential. [54]
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the cost of training is considered significantly high for 
many citizens and participation in the trainings often 
requires a sponsorship for students. To foster energy 
availability in the country in the coming energy transition, 
there is need for local competent personnel with necessary 
skills in the supply chain of RES from cradle to grave. This 
would reduce the overhead cost and in turn could reduce 
the electricity tariff but most importantly increase system 
availability. 
d. Prosumer concept and policy
The prosumer concept represents the dual nature
of energy consumers not only consuming but also 
producing even if it is in micro-scale. It is obvious from 
Figure 2 that every province in South Africa has one or 
more renewable energy resources which can be harnessed 
in small or large scale. The use of solar powered heaters 
not only reduces energy consumption from the grid in its 
use but also reduces cost of energy on the part of its users. 
Availability of biomass feedstock in all provinces is 
established [19] even though this may not be available on 
a commercial scale across all provinces. Small-scale bio-
digesters in homes reduces electricity cost expended on 
space heating and cooking. However, the efficiency of the 
prosumer concept lies on supporting government policies. 
Gleaning from prosumer schemes from other countries, we 
considered a study by Inderberg et al. [61] conducted on 
Norway, Germany, and the United Kingdom (UK). The 
study investigated the vital factors that increase the number 
of prosumers in the energy sector. The study investigates 
direct regulatory provisions, support schemes and the third-
party installer markets. While the introduction of third-
party installation markets in all the three countries 
increased the numbers of prosumers, this factor was 
observed to be dependent on support schemes. The number 
of prosumers was observed to increase in economies 
ardently in need of decarbonization as in the case of 
Germany and the UK. Regulatory factors in the form of 
licenses, pricing, was observed to also depend on support 
schemes from each of the countries. Adequate support 
schemes which fosters prosumerism could be adopted in 
the South African case study, thus increasing the level of 
decarbonization and energy availability. Small-scale 
embedded generation is encouraged by the country since 
the relaxing of the Electricity Regulation Act in the year 
2007, which allows feed-in to the grid [62]. However, 
policies which accrues incentives to small-scale embedded 
generation has great prospects on the journey to the low 
carbon state. By this, manufacturing industries will not 
only experience reduction in their carbon footprints but 
also cut down on their carbon tax bills at the end of each 
fiscal year.  
The prosumer business models are hinged on five 
(5) categorical key principles as identified by Brown et al.
[63]. These include; the customer interface (customer’s
integration in the model design phase), value proposition
(service delivery across multiple energy vectors can
increase higher value creation and capturing), the supply
chain (prosumer business models must positively improve
existing energy value chain as it still depends on it despites 
its high level of decentralization), financial model (revenue 
increase for new prosumer models can be achieved by: 
increase in self-consumption behind the meter; price 
improvement on exported power; ensuring litheness, 
balance and improvement in ancillary service market; a 
shift in energy vectors asides electricity) and governance 
(explicitness of government policies on energy). More on 
these principles can be found in [63].  
e. Political Factors
The political factor forms one of the major key
issues in the energy sector and significantly determines 
both energy availability and sustainability. Reform, policy 
adoption, and bills are positively related to each political 
era and so can be drivers or barriers to energy availability. 
Energy reforms and policies on energy access is more 
likely to be risky in a country with one-party rule or a 
limited electoral competition [64–66]. In the energy sector, 
the organisational structure of regulatory bodies and the 
degree of autonomy of elected political institutions 
influences the degree of regulatory risks and existing 
policies [67]. This is because increased autonomy among 
regulators may likely resist political pressures. It was 
argued by de Jongh [68] that clear and favourable political 
climate in the form of clear policies and well-defined RE 
objectives predicates the viability of RE investments. The 
South African government energy policy as stated in the 
1998  [69] and 2003 [17] white papers from the Department 
of Minerals and Energy, was geared towards the following: 
(a) increased access to affordable energy services (b)
fostering economic development (c) managing
environmental impacts associated with the energy sector
(d) improvement on energy governance (e) energy security
through diversification of sources. With this in place, the
country has been on the train by encouraging renewable
energy integration into the country’s energy mainstream.
The post-apartheid era in South Africa gave an emergence
to the country’s Renewable Energy Independent Power
Procurement Programme (REI4P) aimed at installing
17.8GW electrical power into the country’s mainstream
using RES comprising the wind, solar, biomass,
hydropower, and biogas by 2030 [14]. While gradually
planning to phase-off the coal power plant [7], it is
anticipated that jobs will be lost from the present coal
plants during the transition. The present unemployment
rate in the country stands at 25 % with the economic
development plan aiming at about 300,000 jobs to be
created in the green economy [70].  Creation of more jobs
and retention of the existing jobs have been place on
priority list of political campaigns [70], hence the
reluctance is observed in the phasing-off of ageing coal-
fired power plants, which have consequentially affected the
transition from the brown economy to the low-carbon
economy in the country.
However, the South African National 
Development plant 2030 (NDP 2030), with employment 
goals as one of its aims, has favoured governmental support 
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for REI4P. Although the first two rounds of the REI4P have 
successfully integrated new and smaller companies in the 
renewable energy space into the power sector, the big 
renewable energy companies have also benefitted in the 
subsequent rounds, however, improved policy is highly 
essential to ensure the relevance of small bidders. This is 
expected to have impact on the tariff, diversification, and 
proliferation of renewable sources in the energy mix, thus 
accelerating the low-carbon transition and increasing 
energy availability in the country.  
4. Energy Sustainability
Sustainability has been defined by World 
Commission on Environmental Development (WCED) as 
“Development that meets the need of the present without 
compromising the ability of the future generations to meet 
their own needs” [71,72]. Sustainability in energy system 
is vital to its continuous supply and in turn affects national 
economy. Energy sustainability is a tripartite concept 
which includes economic, social and environmental 
sustainability pillars. This section considers some measures 
toward ensuring energy sustainability in South Africa 
relative to the three pillars of sustainability. 
4.1 Intelligent data mining and 
warehousing 
Power generation to final consumption by end 
user produces a large pool of data along the supply chain, 
which when harnessed makes the system more efficient 
and reliable. The journey towards low-carbon state requires 
efficient use of data for system sustainability considering 
the non-deterministic nature of energy consumption 
[35,36]. As one of the indices of cyber-physical systems, 
data mining holds a crucial role in achieving a sustainable 
RE system [73]. This in turn fosters economic 
sustainability of the energy system as data-driven decisions 
can be made for increased profitability across all the tiers 
involved in the electricity delivery to the end-user. The 
various data mining techniques functions as either a 
predictive or descriptive technique as shown in Figure 10 
with each technique performing different functions in the 
process. This survey emphasises the relevance of the 
predictive model in energy sustainability. We consider the 
three phases of energy system; the generation, 
transmission, and distribution and how these three relate to 




Predictive Techniques Descriptive Techniques
Figure 10. Classification of data mining techniques based 
on functionality. 
4.1.1 Generation 
A revolution in power generation system is 
noticed over the past decade. Power generation plants now 
operates on Supervisory Control and Data Acquisition 
(SCADA) system, which gives the state of the system in 
real time. Condition monitoring, as well as easy 
troubleshooting, is enhanced with this system put in place 
[74,75]. Despite a shift to the SCADA system, many power 
plants only store data acquired on an integrated database 
without fully harnessing its power at both operational and 
strategic decision-making levels. In order to enhance 
sustainability of RES plants, the concept of machine 
learning to unravel hidden patterns of data must be 
implemented at the design stage of the plants. A system 
which reveals the rate of production relative to set daily 
demand target to be fed into the transmission system is 
highly essential. The system must be capable of 
intelligently performing a sensitivity analysis of the effect 
of increasing generation above threshold on the lifecycle of 
the plant, both at system and component level. For 
sustainability, the SCADA system must readily integrate 
the power plant with data from external environment such 
that the effect of environmental conditions can be 
quantified on the system’s performance in real time. 
Integrating weather forecast will foster the efficiency of the 
plants, to predict when energy is available for transmission 
unit both at long term and short term. All these capabilities 
and more are strongly dependent on an efficient and 
effective data mining system.  
In South Africa, data mining and its efficient use 
on the SCADAs of both independent power producer (IPP) 
plants and other subsidiary plants offer a great potential in 
ensuring a reliable electricity. Real-time nowcasting and 
forecasting can be performed with real-time intelligent 
condition monitoring and robustness in the operation of 
generation plants using highly effective artificial intelligent 
algorithms. Presently in the country, data from generation 
plants have been under-utilized. Its efficient use will foster 
economic sustainability in the form of minimization waste 
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in the system, environmental sustainability through 
reduction in emission as optimal production schedule will 
be religiously followed, and the social sustainability in the 
form minimization and maximization of negative and 
positive impacts respectively on the immediate 
community.  
4.1.2 Transmission 
Transmission system connects the generation and 
the load in an interconnected manner ensuring seamless 
delivery and enhanced reliability. Renewable energy 
systems for electricity generation are commonly operated 
in the form of microgrid, or mini-grid systems; only a few 
countries run on RES as the major grid. In such case, a 
nexus of the sources is used. Most often, electricity is 
transmitted through long distances at high voltage and low 
current to reduce losses. Data from the transmission system 
of electricity in terms of losses during transmission to 
substations and frequency of failures of interconnected 
grids can be used to redesign the RE system. RES, which 
are associated with intermittency in harvesting, requires a 
maximum use of the generated energy, hence losses due to 
transmission should be grossly reduced. The practice of 
embedded generation, such that energy is generated close 
to its point of use is therefore encouraged.  
Also, increasing energy sustainability in the 
power transmission space requires real-time monitoring. 
Condition monitoring of the transmission lines for on-line 
fault diagnosis and the monitoring of this echelon in the 
electricity supply chain is essential. This will require on-
line learning of faults and system conditions using 
intelligent empirical models. The effectiveness of these 
models is, however, hinged on effective data capturing, 
processing, storage, and retrieval. Eskom, being the 
eleventh largest power utility company on the global scale 
dominates the electricity sector of South Africa generating 
over 90% of the country’s electricity. The company has 
26,000 km of transmission lines cutting across the country 
and extending to most Southern African Development 
Community (SADC) countries [76]. Integrated data 
logging on this domain can be useful for condition 
monitoring to ensure grid stability as well as useful life 
prediction of infrastructure within the transmission space. 
4.1.3 Distribution 
Asides minimizing power losses at the 
distribution phase of electricity, which often results from 
resistance in electric cables, fraud, instrumental errors [77], 
an efficient data management system determines the 
economic viability and technical sustainability of this 
phase. The electricity distribution network of South Africa 
is mainly carried out by more than 278 municipalities [78]. 
These supply electricity to end users, which comprises 
domestic, industrial, and commercial consumers. Data of 
who buys what are generated on daily basis from 
procurement outlets. These data can be harnessed to 
determine: 
i. The number of households that purchased
electricity within a specific period.
ii. The number of households connected to the grid
and did not purchase between a time frame. This
will help to detect leakages, illegal connections,
and easy fault tracing, as this is the practice in
certain areas.
iii. The consumption in the next fiscal year
considering the rate of increase in electrification
and buildings. Such data will help to forecast
consumptions per sector for strategic planning
both for distribution network as well as generation
network.
iv. Real time effect of outages from planned and
unplanned maintenance and other causes, which
can be observed from consumers resistance and
complaints.
v. A total quality management system, which entails
customer satisfaction, quality of service with six
sigma concepts can built from data obtained from
this unit.
Electricity sector, like other business enterprises, is 
established to meet the needs of consumers and make profit 
in the process. All these at the distribution level enables the 
electricity sector to remain economically sustainable. 
4.2. End-user energy consumption 
South Africa has been an energy-intensive 
country contributes about 1.1 % to the global greenhouse 
gas emissions and environmental pollution [79]. This effect 
has been linked to the inefficient use of the energy 
produced at all strata [80]. It is internationally established 
that saving a unit of energy is cheaper than producing one 
unit of energy [62]. Data from end user is relatively out of 
the loop, however, this can help in building energy efficient 
devices for end-user community. Data, in the form of 
energy consumption within a specific time, enables user to 
plan and optimize budget for same period. Asides the 
development of smart meters, energy consumption data 
from end user will help to build more efficient energy 
optimizer for end users. This can also help to eliminate 
standby energy consumption from plug load devices.  
In the South African case study, many homes in 
the metropolitan cities have prepaid smart meters installed 
in their homes except some houses in the townships. The 
current smart metering in the end-user domain quantifies 
the real-time energy consumption as calculated from the 
voltage, phase angle, and frequency in the system. 
However, smart metering devices capable of bidirectional 
communication of energy consumption from the user to the 
supplier with data-logging facilities for user data-driven 
decision making is essential.  
4.3 Systems thinking 
Systems thinking emphasizes the nonlinear and 
dynamic nature of causes and effects [81]. Systems 
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thinking approach enables both policy makers and 
operational level of decision making to visually consider 
the bipolar effect of every action. To ensure sustainability 
of RE system, the concept of systems thinking should be 
practiced at all levels of energy production from cradle to 
grave. The energy system is a complex system with several 
components interacting to produce the behaviour of the 
system. The complexity of the system increases as the 
number of components in the system increases. The 
journey towards low-carbon state entails a hybrid 
renewable energy system. System thinking considers not 
only the benefits of these sources but also the disbenefits 
within the causal loop. It considers the ripple effect of 
siting RES plants on the biosphere. Conceptualization of a 
system as holistic analysis and synthesis forms the bedrock 
of systems thinking [82]. Analysis of component factors 
involved in RE system, which include the environmental, 
economic, socio-political, and technical criteria and a 
synthesis of them all gives a holistic picture of the RE 
system.  
For the South African case study, a critical 
evaluation of the power sector in its transition to the low-
carbon state is highly essential. The question of the effects 
of the transition to low-carbon economy on other sectors 
when the country’s economy is driven by RE sources 
requires an honest answer. The pros and cons of this 
transition should be weighted in a causal loop manner, thus 
unravelling salient effects likely to erupt over time. Further 
studies on the renewable energy dynamics of South Africa 
using systems dynamics approach is greatly encouraged. 
This will not only unravel latent variables but also improve 
strategic planning and policy formulation in the energy 
sector. 
5. Conclusions
Low-carbon energy state in South Africa is an 
achievable feat, however, its realization is hinged on 
viewing potential alternative energy sources from the 
standpoint of availability and sustainability. This study has 
highlighted several factors which contribute to energy 
availability and sustainability on the journey towards low-
carbon economy in South Africa. Renewable power 
generation on a large scale also involves the tripartite 
energy phases: generation, transmission, and distribution. 
A holistic view of the three with a view to harnessing data 
obtained from each process for strategic and operational 
planning predicates a sustainable low-carbon South Africa. 
Consumer efficiency and system thinking concept in 
energy system fosters the use of scarce energy resources in 
an efficient manner with an awareness of positive and 
negative impacts of misuse. On the overall, the peak of 
energy availability and sustainability in South Africa is an 
achievable feat, however, its realization is centres around 
an efficient synergy between all energy components in the 
energy system dynamics. Integration of artificial 
intelligence tools in the RE space is open for further 
research in South Africa. This not only ensures data-driven 
and informed decision making towards ensuring a low-
carbon economy in the country but also a strategic roadmap 
to a robust and sustainable energy system in the country. 
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2.4. Article 3 
Neuro-fuzzy resource forecast in site suitability assessment for wind and solar energy: A 
mini review  
Published in Journal of Cleaner Production 269 (2020)  Elsevier  
DOI: https://doi.org/10.1016/j.jclepro.2020.122104 
This review is influenced by the gap in the literature between artificial intelligence and 
geographical information system-based multicriteria decision-making (GIS-MCDM) site 
suitability analysis. Site suitability since its advent has proven to be effective in locating viable 
sites for renewable energy exploration due to its ability to integrate the spatial component into the 
problem. It has been widely used both for renewable energy developers and academics. On the 
other hand, the advent of artificial intelligence has positively influenced the strategic planning of 
renewable energy resources. However, these two themes have been considered in isolation either 
in research or review articles. To the best of this author’s knowledge, there has been no review 
that looks into the prospect of integrating artificial intelligence for resource forecasting in 
potentially viable sites.  This study, therefore, presents a review of the state of GIS-MCDM in 
different country-specific case studies, the MCDM technique used in these studies against the 
potentially useful techniques in this domain, the state of adaptive neurofuzzy inference system 
(ANFIS)-based resource forecast in solar and wind energies. 
Overall, gaps in the literature were identified like insufficient criteria data, lack of studies that 
promote the possibility of site investigation with satellite data before ground verification process 
which might be costly, non-use of artificial intelligence for resource forecast in seemingly viable 
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Site suitability problems in renewable energy studies have taken a new turn since the advent of
geographical information system (GIS). GIS has been used for site suitability analysis for renewable
energy due to its prowess in processing and analyzing attributes with geospatial components. Multi-
criteria decision-making (MCDM) tools are further used for criteria ranking in the order of influence
on the study. Upon location of most appropriate sites, the need for intelligent resource forecast to aid in
strategic and operational planning becomes necessary if viability of the investment will be enhanced and
resource variability will be better understood. One of such intelligent models is the adaptive neuro-fuzzy
inference system (ANFIS) and its variants. This study presents a mini-review of GIS-based MCDM facility
location problems in wind and solar resource site suitability analysis and resource forecast using ANFIS-
based models. Also,a framework for the integration of the two concepts in wind and solar energy studies
was presented. Various MCDM techniques for decision making with their strengths and weaknesses
were presented. Country specific studies that apply GIS-based method in site suitability were presented
with the criteria considered. Similarly, country-specific studies in ANFIS-based resource forecasts for
wind and solar energy were also presented. From our findings, there has been no technically valid range
of values for spatial criteria in site suitability process for wind and solar resource exploration and the
analytical hierarchical process (AHP) has been commonly used for criteria ranking, thus, leaving other
MCDM techniques less explored. Also, hybrid ANFIS models are more effective compared to standalone
ANFIS models in resource forecast, and ANFIS optimized with population-based models has been mostly
used. Finally, we present a roadmap for integrating GIS-MCDM site suitability studies with ANFIS-based
modeling for improved strategic and operational planning.
© 2020 Elsevier Ltd. All rights reserved.Contents
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The global paradigm shift from the non-renewable energy
sources (non-RES) to the renewable energy sources (RES) has
placed more demands on the RES to ensure maximum resource
conversion using different resource-specific conversion technolo-
gies (Adedeji et al., 2019; Ajagekar and You, 2019). Optimality of the
resource conversion is largely dependent on the location of the
conversion technologies, thus, emphasizing the relevance of site
suitability analysis. This condition has consequentially made
renewable energy (RE) resource location problems more complex
as several criteria like environmental, technological, social and
economic are required to be satisfied to achieve optimal geospatial
location for RE projects (Bandoc et al., 2018; Jahangiri et al., 2016;
Mao et al., 2015; Su et al., 2018). Hence, these problems are clas-
sified as multicriteria decision making (MCDM) problems. In the
past few decades, the quest for sustainable clean energy sources
has increased the penetration of RES in the energy mix of many
countries. Among many RESs being explored globally, solar energy
and wind energy have blazed the trail due to their capacity factor,
availability, “degree of cleanliness”, and investment cost compared
to other renewable resources. In terms of investment cost, scal-
ability, and ease of maintenance, solar and wind energy harvesting
remain preferable. It has been observed that the capacity factors of
solar and wind energy are fast increasing due to more inclinations
to their utilization for power generation. For example, the global
averagewind power capacity factor increased from less than 22% in
2010 to over 24% in 2017 and offshore wind power gradually ap-
proaches a capacity factor of 50% (IEA, 2018). Also, in 2017, solar
resource uptake experienced tremendous growth far above the
aggregate of fossil fuels (Evans, 2018).
The geographical information system (GIS)-based land suit-
ability technique had its footings from the late nineteenth to the
early twentieth century, where American landscape architects use
hand-drawn overlay technique, a technique which was further
improved upon by mapping data on natural and human-made at-
tributes in the environment of a study area (Malczewski, 2004).
These information are further presented in individual transparent
maps using light and dark shades, which depict high suitability and
low suitability respectively. These individual transparent maps are
then superimposed over one another to create an overall suitability
map for specific land use (McHarg,1969). The advent of information
technology has translated this technique of problem-solving to the
virtual environment, thus giving birth to the GIS tool, which further
increases the accuracy and precision of the process. The advance-
ment and growth of internet connectivity have in turn influenced
the current state of GIS modeling technique. This is seen in the
development of data warehouse and the proliferation of spatial
data both at national and global levels (Peng and Tsou, 2003). Thegeospatial dimension of location problems has attracted more
relevance in location science, therefore, two techniques have been
developed in the identification of prospective viable sites. These
methods are; land suitability analysis and land screening process.
While land suitability analysis scores each land area based on its
ability to support specific land use, the land screening process
spatially removes land areas from the feasibility region based on
their attributes (Cova and Church, 2000). GIS-based location
problems are multicriteria, thus, solutions to these problems have
been obtained using GIS and MCDM tools most especially in RE
facility location for ranking criteria and alternative viable areas.
Forecasting wind and solar resources in hotspot areas have
taken a new turn from the traditional statistical methods to the use
of intelligent techniques in the artificial intelligence (AI) space. This
giant stride has increased the level of data-driven decisions both for
strategic and operational planning inwind and solar uptake and the
RE sector at large. AI techniques have demonstrated increasing
reliability in modeling complex and nonlinear relationships be-
tween a set of inputs and system response (output) and unravelling
latent patterns that exist between datasets (Malekmohamadi et al.,
2011). AI methodologies have been described as exhibiting human-
like traits, which are acquired through a learning process (Joshi,
2020). The literature has established four learning types for AI
models which include: supervised learning, unsupervised learning,
reinforced learning and ensemble learning (Voyant et al., 2017). The
supervised learning models require data labels for learning data
and thus follow the input/output process. The unsupervised
learning technique on the other hand does not require data labels
to learn data but learns trends and historical patterns in the input.
The reinforced learning technique learns dynamic data through
continuous interaction and searching within the solution space. It
also integratesfeedback from the environment. The ensemble
learning method consists of multiple base learners as ensemble
learners whose predictions are combined into a single output for
better performance when compared with the performances of in-
dividual members of the ensemble with an uncorrelated error on
the target dataset (Gala et al., 2016; Voyant et al., 2017). The
adaptive neurofuzzy inference system (ANFIS) is an example of a
supervised learning technique, which integrates the self-learning
capabilities of artificial neural network (ANN) and the problem-
solving prowess of fuzzy logic (FL) to effectively perform a func-
tion approximation especially when imprecision exist (Adedeji
et al., 2019; Liu et al., 2017). This technique consists of five layers:
three layers which consist of non-adaptive nodes and the other two
layers consist of adaptive nodes that enable ANFIS to perform
parameter adjustment according to the input/output data pairs. At
first, ANFIS models are associated with gradient descent or back-
propagation learningmethods, however, the slow convergence rate
and local minima problems of backpropagation techniques have
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(Suparta and Alhasa, 2016) which will be further discussed in this
study. The use of ANFIS and its variant models in wind and solar
energy have tremendously increased in the past decades after its
development by Jang in 1993. The structure, classification and ap-
plications of ANFIS model will be extensively discussed later in this
study.
GIS-based approach to site suitability analysis provides infor-
mation about land areas that are not only viable for RE resource
exploration but also dispute-free in terms of specific constraints
that need to be satisfied before the plant siting process. Its use with
MCDM techniques offers flexibility in the decision-making pro-
cesses for decision-makers. In the RE sector, the viability of the
investment is highly essential if a low-carbon economy will be a
sustainable reality. Consequent to this, resource forecast in the RE
sector has often been performed in perceived resource-rich sites.
The literature is replete with studies that have adopted data from
the supervisory control and data acquisition (SCADA) system of RE
plants. Such plants had passed through the site suitability analysis
before site development. Hence, there exists a synergy between
GIS-based approach to RE facility location and RE resource forecast.1.1. Renewable energy
The quest for a low-carbon economy on the global scale has
necessitated the increase in the use of RESs as alternatives to fossil
fuels. Contrary to the non-RES that are not easily replenished but
become depleted over a period of time, the RES replenish them-
selves within a short period of time, and are freely available in
nature. Among all RESs, on a global scale, thewind and solar energy
resources are blazing the trail, though biomass has been acknowl-
edged to have a potential in liquid fuel production (Olatunji et al.,
2020).This section presents a brief overview of the governing
principles related to wind and solar energy exploration with an
emphasis on power generation.1.1.1. Wind energy
Wind energy remains one of the potent RESs largely harnessed
globally asides solar energy. The wind has been the prominent
means of sailing ships until the invention of the steam engine in the
18th century by James Watts (Johnson, 2006). Wind as a source of
energy began in Denmark with the 23 m diameter wind turbine.
The technology became commercially available in the American
market around 1925 with the most common brands having two
and three blades as propellers. They generate 200e1200 W (Win-
charger model) and 1.5e3 kW (Jacob model) (Johnson, 2006). Over
the last two decades, wind energy has been considered to be among
the fastest-growing RE resources (GWEC, 2017; Katinas et al., 2014)
and many countries presently harness this resource for power
generation due to its free, environmentally friendly, and inex-
haustible nature (Mohammadi et al., 2015c). In this light, Murthy
and Rahi (2017) refer to wind energy as the centerpiece of
economical and efficient energy.While fossil fuels have a finite time
for which they are abundant for exploration in a particular location,
the wind energy does not suffer this constraint. Asides the
mentioned attributes, wind energy is considered the cheapest
among the RESs whose efficiency is highly dependent on the
geographical location of the wind turbine. A poor location of the
technology results in investment loss.
Wind energy is available as kinetic energy produced from large
masses of air moving across the earth’s surface. The harvesting
technology receives the kinetic energy through the blades and the
efficiency of its conversion largely depends on the efficiency of the
rotor interaction with the wind.1.1.1.1. Power available in the wind spectra. The kinetic energy (K.E)





During wind energy harvesting, a rotor of a cross-sectional
area, Ar exposed to the stream of air with volume, v and air density,
rareceives the kinetic energy. The kinetic energy available to the





since m ¼ rava
However, the air parcel with constant interaction with the rotor
in real-time possess a cross-sectional area equivalent to that of the
rotor (Ar) and a thickness equal to the wind velocity, V. Therefore,






From Eqn. (3), the power available in the stream of air is directly
proportional to the air density, the area of the rotor and the cube of
the wind velocity. Wind velocity, however, has a predominant ef-
fect on the power available for the harvesting equipment due to its
cubic relationship. From the general gas equation, certain factors
affect air density. These include, air temperature, elevation, atmo-
spheric pressure, and air constituents as expressed by:
pva ¼ n RT (4)
where p is the air pressure, va is the volume of air, n represents the
number of moles of air, R is the universal gas constant, and T is the
air temperature.















Hence, air density decreases with increasing site elevation and
temperature.
Eqn. (3) gives the theoretically available power which can be
extracted by the turbine. However, wind turbines do not extract the
available power completely. While the power harvested the by
rotor is determined by the kinetic energy of the air stream that
reaches the rotor, the rest is carried away by the moving stream of
air. Thus, the actual power produced by the rotor is a function of the
efficiency of the energy conversion that takes place within the rotor
and the stream of air, called the power coefficient (Cp). This can be
expressed as the ratio of the power developed by the rotor to the
theoretical power available in the wind as shown in Eqn. (7).
Cp ¼ 2 PT
ra Ar V3
(7)
where PT represents the turbine power. It is also essential to note
that several factors affect the power developed by the turbine.
Some of these factors include the arrangement of the blades, the
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the maximum theoretical torque transmitted by the rotor of radius,





However, in practice, the rotor only transmits a fraction of this
torque due to transmission losses. The torque coefficient, CT can
then be expressed as the ratio of the actual torque, TT transmitted




(10)1.1.1.2. Wind resource characterization. Characterization of avail-
able resource is highly essential for wind energy resource location
to determine resource abundance, its persistence, availability, and
intermittency. The reliability of the results from the characteriza-
tion metrics is highly dependent on data resolution, data integrity,
and recency. Some studies use the wind power density as a mea-
sure of the resource and not wind speed because the wind power
density accounts for variation in air density. The two-parameter
Weibull distribution; f ðVÞ has been used over time for fitting
wind resource distribution. This probability density function con-
sists of two parameters; the shape parameter, k, and the scale

















The shape parameter accounts for the skewness in the Weibull
distribution and thus significantly influences the fits of the wind
speed with an inverse relationship between its value and the tail of
the Weibull distribution (Gunturu and Schlosser, 2012). Due to the
cubic relationship between the wind power density and the wind
speed, a small perturbation in the wind speed can translate into a
large increase in wind power density (Gunturu and Schlosser,
2012). It is reported that daytime winds are near-Weibull than
the night time winds which are notable to show positive skewness
than the Weibull distribution (He et al., 2010). Interestingly, it was
discovered that some wind regimes defies the two-parameter
Weibull distribution and so its generalization may not be accurate
(Jaramillo and Borja, 2004; Morrissey et al., 2004).
In wind resource characterization, it is expected that the varia-
tion between cycles of uptime and downtime also called inter-
mittency, be determined for a specific location. Intermittency
integrates the availability and persistence of the wind resource.
Further to this, one significant metric for measuring the reliability
of power generation is the persistence of the wind power density.
As proposed by Gunturu and Schlosser (2012), this involves
determining the statistics of wind power episode lengths, the sta-
tistics of no-wind power episode lengths, availability/unavailability
of wind power, the probability distribution of wind power episode
lengths, and the probability of no-wind power episode lengths. By
wind power episode length, we refer to the length of time where
wind power is harvestable (above the set threshold) for successive
hours.
Persistence is a measure of the consistency of wind power abovethe threshold for which power generation occurs. It is a measure of
median wind power episode length which is the median of all
continuous harvestable periods when the wind power is above the
threshold value. This can be estimated using:
Persistence¼medianð∞ðPiÞÞ (12)
where∞ðPiÞ is the duration of times whenwind power density, Pi is
greater than the threshold (200 W=m2).
The availability metric is one of the measures of the reliability of
the wind energy harvesting system. The degree to which wind
power is available in a specific location can be expressed as Eqn.
(13). The metric is calculated relative to wind power density of
200W=m2 because it is assumed that power density less than a
threshold of 200 W=m2 is a no-power condition.
Availability
¼ Total no of hours wind power density  200 W

m2
Total number of hours
(13)













Constant wind power is the most desirable, however, from the
nature of the resource, variability is unavoidable. Variability of the
resource calculated in terms of the robust coefficient of variation
(RcoV) can be estimated using (Yip et al., 2016):
RcoV ¼ Pmedian jPi  Pmedianj
Pmedian
(15)
where Pmedian is the median of the wind power density and Pi is the
observed wind power density.1.1.2. Solar energy
Solar energy is one of the clean and inexhaustible energy
sources in the universe. Solar power becomes more useful for
electricity generation by two conversion methods: photovoltaic
(PV) and concentrated solar power (CSP). While the first converts
solar power directly to electricity the second converts solar power
first to heat and then to electricity using a heat engine (Ren et al.,
2015). In these two conversion methods, the solar irradiance in-
dex G, which is the amount of solar energy a surface receives per
unit area per unit time on the earth, plays a vital role. The solar
irradiance index can be affected by the time of the day, spatial
location, and cloud/haze cover. Eqn. (16) gives a mathematical









sinqs ¼ cos h cos d cos 4þ sin d sin (17)
where qs ¼ solar angle
h ¼ solar hour angle
d ¼ local latitude
d ¼ date sequence of the year
a ¼ cloud/haze cover index
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The solar irradiance can be categorized into three: direct,
diffuse, and global. The direct normal irradiance (DNI) is the solar
irradiance directly incidence on a surface from the sun, the diffused
horizontal irradiance (DHI) is the scattered solar irradiance and the
global horizontal irradiance (GHI) is the aggregate of the DNI and
DHI. Shown in Fig. 1 is a representation of the DNI and DHI. While
the GHI is relevant for solar resource harvesting through PV tech-
nologies (Pravalie et al., 2019), a sufficiently high DNI is of interest
in harvesting solar resource through concentrated solar power
(CSP) technologies (Clifton and Boruff, 2010). Solar energy is not
available in a large-scale explorable amount in all parts of theworld
either for solar PV or CSP conversion technologies, thus a suitability
classification based on annual sunshine, location and geospatial
characteristics as presented by Qui and Li (2019) is summarized in
Table 1.
One of the pioneer studies on the spatial distribution of solar
energy across the 7 continents established the gap in the avail-
ability of sufficient representative data and accuracy of instruments
of measurement at available meteorological stations per continent
(L€of et al., 1966). However, advancements in technology and the
discovery of more usefulness of these data have provided a more
reliable distribution of solar energy across the continent. The solar
resource space has experienced a proliferation of data and
increased access in recent years. Certain websites now make solar
energy resource maps available for the public. For example, PVGIS
and SOLARGIS websites.
The global transition from the non-RES to RES has increased the
uptake of wind and solar energy ranging from small to large-scale
investments; standalone, embedded generation and grid-
connected systems. Recent developments at component and sys-
tems levels have improved energy harvesting equipment associ-
ated with these two sources. For instance, for wind turbines, there
has been reliability improvement in the gearbox (Musial et al.,
2007), blades (Mohle, 2009), method of operation (Amit Kumar
and Anshuman, 2012), vibration isolation systems (Van der
Woude and Narasimhan, 2014) and so on. Wind turbine capacity
hase also improved significantly with significant growth in the
capacity factors of the turbines. Typical wind turbines in 1985 have
rated capacity of 0.05 MW with a rotor diameter of 15 m, however,
in recent times, wind turbine capacities now range between 3 and
5 MW for offshore wind turbines and about 2 MW for onshore
types and some commercial wind turbines are rated 8 MW (IRENA,
2019a). For solar energy, recent developments in this field has
shown different technological improvements in the solar cells,Fig. 1. Schematic diagram showing the direct and diffuse irradiance.solar modules trackers, mounting structures, inverters and elec-
trical components. With the expansion in the solar PV markets and
the fall in price of its associated components, more players are
being involved in the manufacturing of its polysilicon (which is
often the most costly), like Apple and Tesla (IRENA, 2019b). Recent
developments in the cell material with transition from the crys-
talline silicon to advanced silicon cells like passivated emitter and
rear cell/contact (PERC), tandem cells, perovkites and thin film
technologies some of which are silicon-based and non-silicon
based have provided excellent absorption of light, higher internal
reflectivity among many other advantages (Fraunhofer, 2019).
These advancements have increased the percentage of solar radi-
ation which can be converted to electricity, thus reducing de-
pendency on non-RES. The trend of investment on solar
technologies as a whole still tops the list when compared with
wind energy as shown in Fig. 2 some of which is due to reduction in
price of its highly priced components.
1.2. Geographical information system
Geographical information system (GIS) is a potent tool in loca-
tion science, which collects, manages, manipulates and analyzes
map geospatial data for effective decision-making process (Bruno
and Giannikos, 2015; Nematollahi et al., 2016). The GIS tool takes
two data representation formats: the raster/image and vector. The
raster/image files contain rectangular grids known as pixels with
each cell in the grid containing a single-valued attribute of the cell.
Attribute data are stored in relational database models in the form
of tables consisting of rows and columns. The vector files, however,
hold a geometric figure in the form of lines, polygons and points
and define a limit associated with a georeferencing system. A
geodatabase houses these information to maintain order, structure
and standard for the data. To store these spatial data, the computer
is expected to be able to successfully hold both the locational and
the attribute dimensions of data (Wise, 2014). Unlike other data
types, geographical data are seemingly complex in that they sub-
sume information about position, likely topological associations,
and attributes of displayed objects (Crosetto et al., 2000). GIS tool
offers capabilities that enable geospatial analysts to analyze to-
pology and spatial attributes, and a combination of spatial and non-
spatial data attributes (Burrough and McDonnell, 1998). Significant
to the result of the analysis in the GIS tool is the condition of the
data. Data to be used must be up-to-date, accurate, and reliable.
Most GIS applications are data-hungry and computationally
intensive depending on the size of the data being analyzed. For
raster files, large cell sizes could resort into an unnecessarily
generalized data, however, a very small cell size resorts to hu-
mongous data size, thus leading to high data processing time. For
vector files, however, data representation in its original resolution
without generalization is just sufficient. Regarding GIS-based
analysis, it is noteworthy that the data quality assurance process
is often costlier than procurement of the tool (Bruno and Giannikos,
2015).
GIS has found its usefulness in site selection problems including
land suitability analysis for RES. The tool can be used to screen a
large area of land against a list of criteria to determine which areas
are suitable for a specific purpose. In conjunction with the GIS tool
are the MCDM tools, which further screen suitable land areas
against a ranking methodology for criteria ranking and for deter-
mining the most suitable sites. Simply put, the GIS technique for
land suitability analysis proceeds by applying restrictive criteria for
the elimination of unsuitable land areas and a classification metrics
to order the useful land areas according to their suitability
(Yushchenko et al., 2018). Weight assignment is carried out based
on the relative importance of the considered factors. After the
Table 1




Highly favourable 15 N to 35 N and 15 S to
35 S
>3000 h Semi-arid, limited cloud cover, less rainfall, high direct radiation.
Moderately
favourable
0 and 15 N >2500 h High humidity, frequent cloud cover, high scattered radiation.
Less favourable 35 N to 45 N and 35 S to
45 S
Solar radiation in winter is less than other seasons of the year.
Least favourable <45 N About 50% of total radiation being diffused and largely occurs in the winter season than summer,
extensive cloud cover.
Fig. 2. Global trends in renewable energy investments (Frankfurt School-UNEP Centre, 2018)
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ground verification be carried out, which involves a physical
investigation of the location proposed to be highly suitable for RE
exploration.1.3. Artificial intelligence in renewable energy resource forecast
A paradigm shift from the statistical forecasting methods to
empirical data-driven artificial intelligent models has been
observed in the literature. The statistical forecasting models are
based on mathematical principles of recognizing relationships and
patterns in historical data. Many of these models are based on time
series data with significance on the time dimension of data. Ex-
amples include smoothing techniques, moving average and autor-
egressive moving average models (Ahmed and Khalid, 2019). The
persistence model is also one of the elementary forecasting tech-
niques against which the performances of other advanced model
are benchmarked. These statistical-based models have less
computational time due to less model complexity and could
perform exceptionally better than the AI-based models in simple
non-complex datasets. A comparison between the statistical-based
and AI-based models by Makridakis et al. (2018) confirms this.
However, these models chiefly rely on their history and, thus have
difficulty comprehending latent and intricate patterns when non-
linearity exists in the data. Also, they are inefficient when big
data are to be learned. Further to this, statistical forecasting models
could fit data effectively rather than learning the future.
On the contrary, AI models leverage their fast computational
ability, near-accuracy nature without the need for an internal
knowledge of a nonlinear complex system (Hossain et al., 2018). For
RE resource forecasting, deterministic input variables with highcorrelation to the output variable or autocorrelated variables must
be considered in order to reflect reality. For example, in forecasting
solar irradiance or solar power output, dependent variables like
solar irradiance, atmospheric pressure, atmospheric temperature,
cloud cover, the conversion efficiency of the panels, installation
angle, surface impurity like dust on the panel, and other random
influential variables are highly important as they affect the power
output from the solar panel (Kumar and Kalavathi, 2018).
Empirical models are data-driven models, which unravel the
latent patterns in an avalanche of data for informed decision-
making (Adedeji et al., 2019). They are often referred to as black-
box models because they do not explicitly explain their internal
input-output mapping or data learning process (Adedeji et al.,
2019). Large-scale exploration of RES is associated with an
avalanche of time series data fromwhich data-driven decisions can
be made either at the operational level or strategic level of
management.
With technological growth in RE harvesting, the five dimensions
of data (volume, variety, veracity, velocity and value) are observed
to increase on daily-basis and an increase in resource exploration
also adds to the data pool, hence the associated storage concern.
Thanks to artificial intelligence and the evolving quantum
computing technologies (Ajagekar and You, 2019) which have
assisted in data archiving. Often, the nature of the big data gener-
ated through RE exploration requires further processing in prepa-
ration for use by the AI model to enhance the performance and
improve forecast accuracy (Okumus and Dinler, 2016). Such pro-
cessing includes; the removal of outliers, handling missing data,
filtering, de-noising, dimensional reduction, normalization and so
on. This is as shown in Fig. 3. Furthermore, it is expedient that
features of interest be extracted from the pre-processed data for
Fig. 3. Data flow from “cradle to grave” for AI forecasting models.
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tained from RE systems like wind and solar energy systems can also
be associated with imbalances. The use of ensemble learners like
bootstrap aggregation (Bagging) and adaptive boosting (AdaBoost),
which have the capability of accounting for imbalance in data
provides a good solution to this (Ren et al., 2015).
The prowess of deep learning techniques in understanding
complex relationships in unstructured/unlabeled data has also
been harnessed in RE resource forecast. One of the notable ad-
vantages of deep learning models is its ability to combine low-level
features to generate high-level features in an input data across each
step in its execution (Peng et al., 2020; H. Wang et al., 2019a).
Several deep learning models like simple recurrent neural network
(RNN), long short-term memory (LSTM) neural network, convolu-
tional neural network (CNN), gated recurrent unit (GRU) have been
used in the RE space with prominence in wind and solar resource
forecasting. For example, in wind energy prediction, Chen et al.
(2019) developed a two-layer model comprising a nexus of inte-
grated deep learning models (ELM, Elman Neural Network, LSTM)
for short-term predictions of wind speed. Also, Hu and Chen (2018)
used a hybrid of LSTM, differential evolution (DE), hysteretic
extreme learning machine (HELM), and nonlinear combined
mechanism for wind speed forecasting. The study comprises of
parameter optimization in LSTM using DE, and performance
improvement of ELM by integrating hysteresis. Similarly, predicting
wind power using an integration of isolated forest (IF) and deep
learning was performed by Lin et al. (2020). In their study, the
authors used related features of wind power obtained from the
SCADA to forecast wind power in which laudable results were ob-
tained when compared with conventional predictive models. The
use of deep learning models is also gradually gaining traction in
solar resource forecasts. For example, Kaba et al. (2018) used as-
tronomical variables like extraterrestrial radiation, sunshine dura-
tion, cloud cover, maximum and minimum temperature to forecast
global solar radiation. Also, a forecast of solar resource using deep
learning integrated with portfolio theory was performed by Lima
et al. (2020) and a hybrid model aggregating the prowess of ma-
chine learning models and statistical methods to forecast solar
power was investigated in a hybrid model of the two by AlKandari
and Ahmad (2019). Deep learning models have suffered some set-
backs in their longer training time, large memory requirement and
the need for a large dataset for training compared to other AI al-
gorithms (Kamilaris and Prenafeta-Boldú, 2018). Further to this, the
learning technique is generally nonconvex, hence training deep
networks and optimizing its parameters is difficult (H. Wang et al.,
2019a).
Several other AI techniques applied in RE forecasting haverecorded significant success. Some of these models are either
regressive or classifying models. Examples of these models include
artificial neural network (ANN) (Al-sbou and Alawasa, 2017; Buga
et al., 2018; Mellit et al., 2013), adaptive neuro-fuzzy inference
system (ANFIS) (Chauvin et al., 2014), particle swarm optimization
hybrid with adaptive neuro-fuzzy inference system (PSO-ANFIS)
(Douiri, 2019; Semero et al., 2018), support vector machine (SVM)
(Dong et al., 2015), support vector machine hybrid (Mohammadi
et al., 2015b; Olatomiwa et al., 2015), support vector regression
(SVR) (Mohammadi et al., 2015a), recurrent neural network (RNN)
and so on. Based on their strengths and weaknesses, while some
perform well on a large dataset, some others do not. Some can be
computationally efficient while some are computatio-
nallyintensive. However, these models have demonstrated a
divergence from the traditional forecasting models with laudable
efficiencies in the resource forecast compared to the conventional
statistical models. ANFIS model has recently received more atten-
tion and its hybrid has been noticeably used for solar resource
forecast (Kumar and Kalavathi, 2018; Perveen et al., 2019). While
ANN shows prowess in learning numeric data obtained from non-
linear systems but limited when handling linguistic variables, the
FL model on the other hand demonstrates capability in unravelling
systems represented by linguistic variables through a rule-based
system (Mohandes et al., 2011). The FL, however, is unable to
learn knowledge stored in numerical form. These twomodels (ANN
and FL) infuse to form the ANFIS model with each leveraging the
strengths of the other. A concentrated focus on the status of
research in the use of ANFIS model and its hybrids for forecasting
solar and wind resources is presented in section 4.4.
1.4. Significance of the review
Several studies have applied the GIS-MCDM technique for site
suitability towards increased RE uptake both in resource hotspot
areas and areas with perceived potentials for power generation.
Also, the use of artificial intelligent methods for RE resource fore-
cast is fast increasing with hybrid models gaining traction. How-
ever, to the best of our knowledge, there have not been studies that
integrate the two themes and establish a synergistic relationship
between them. Further to this, several review articles have pre-
sented the current state of knowledge on GIS application in wind
and solar resource location (Choi et al., 2019; Jahangiri et al., 2016;
Malczewski, 2004) and intelligent forecast of solar andwind energy
resource (Ahmed et al., 2020; Guermoui et al., 2020; Shihabudheen
and Pillai, 2018; Suganthi et al., 2015; Suganthi and Samuel, 2012),
however, in isolation. To the best of our knowledge, there has been
no review article that presents the state of knowledge in the
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and synergistically the prospect of integrating a soft computing
technique like ANFIS for wind and solar resource forecast in a
potentially viable site. Also, authors are not aware of any frame-
work presented in the literature, which integrates these two
themes. Further to this, this mini review presents the state of
knowledge in the choice of criteria parameters for wind and solar
site suitability analysis, which is essential for developing a common
framework for site suitability analysis for prospective upscaling of
wind and solar resource harvesting. Resource variability and
intermittency are inherent characteristics of wind and solar energy,
hence the choice of ANFIS modeling approach in this study. ANFIS
model as a soft computing technique capable of modeling un-
certainties, and imprecisions, can self-learn and adapt in fuzzy
environments towards obtaining near-optimal solutions in systems
where precision could be costly and complex. Hence, this mini-
review (i) presents the state of knowledge in GIS-MCDM-based
site suitability analysis and resource forecast with focus on wind
and solar resources; (ii) presents the state of research in ANFIS-
based modeling for wind and solar resource forecast (iii) moti-
vates for the integration of the two themes to set a pace for a
paradigm shift in GIS-MCDM-based site suitability analysis through
the development of a framework for its integration.
An outline of the succeeding sections is as follows. Section 2
presents the state of knowledge in GIS-MCDM site suitability and
ANFIS-based modeling for wind, and solar energy uptake among
key players across the globe. The current state of different MCDM
techniques, an integral of GIS-based site and several studies where
they have been used were also presented (section 3). Section 4
presents a review of ANFIS architecture, suitable performance
measures and the state of research in its use for solar, and wind
resource forecasting. Section 5 presents a framework for the inte-
gration of GIS-MCDM-based site suitability and ANFIS-based
resource forecast, section 6 concludes the study and section 7
presents recommendations for future studies.
2. Review methodology
This section presents the methodology adopted in selecting the
most appropriate articles that are significant to this study. First,
representative countries tagged as the “key players” in wind and
solar exploration were selected from six continents (Africa, Asia,
North America, South America, Australia and Europe) of the world
based on their power generation from wind and solar energy in
their continent. The selectionwas not based on resource abundance
as there are many countries with more resource than the selected,
but rather on a fifty-three (53)-year report of cumulative solar PV
and wind power generation as obtained from www.
ourworldindata.org/renewable-energy (Ritchie and Max, 2019), a
database which houses global data of sustainable development
goals (SDGs). The representative countries and their location on the
global map are shown in Fig. 4 created using ArcGIS 10.4.1. Table 2
also presents the countries considered for wind and solar-based on
their statistic of power generation from wind and solar in 2018 as
obtained from www.ourworldindata.org/renewable-energy
(Ritchie and Max, 2019).
From Fig. 5 and Fig. 6, China, representing the Asian continent,
leads on the global scale in both solar and wind power with
366.6 GWh and 177.5 GWh generation respectively. It should be
noted that presently in the African continent, the largest wind farm
is in Kenya with an installed capacity of 310 MW (Gabisch et al.,
2011) however, the database used in this review does not have
historical data for the country.
Also, from Figs. 5 and 6, a comparison between the power
generation from solar PV and wind energy shows that more poweris generated from the wind than solar PV. This can be due to many
factors some of which could include the power factor, the installed
capacity, the resource availability, and so on. Also, while power
generation from wind experienced an increase in the last two de-
cades in all representative countries, power generation from the
solar PV only received significant attention in less than two decades
ago.
Scopus database was used to search for credible articles (con-
ference proceedings and journal articles) in both themes of this
study: GIS-based wind and solar resource assessment and ANFIS-
based solar and wind resource forecast. Search operators were
used for exactness and similarity between search keywords. These
operators include the AND, OR, and “”. In this regard, “GIS-based
site suitability for wind”, “GIS-based site suitability for solar” were
two keywords used to investigate the trend of GIS-based studies in
both resources. From Fig. 7, within the last decade, the studies in
solar resource site suitability were observed to increase gradually
with the highest increase experienced in 2019. Similarly, the wind
resource site suitability analysis also experienced a significant in-
crease in the same year. The increase in the number of studies
shows that more prospective areas for wind and solar exploration
are been unveiled for developers to explore, hence an increase in
the percentage of RE in the energy mix of the countries concerned
may likely occur in the future. From the previous list of the studies,
further criteriawere spelled out in selecting which article to further
review. These criteria include explicitness of exclusion criteria, and
the use of the MCDM technique for optimal site selection. These
criteria are further explained in section 4. Studies in representative
countries selected in the six continents were given preference. This
is to determine whether more areas are been unveiled in these
countries.
Furthermore, for the second theme of this study which is con-
cerned with ANFIS-based forecasting of wind and solar energy, two
keywords were selected vis-a-vis: “ANFIS-based wind resource
forecast” and “ANFIS-based solar resource forecast” were queried
from the Scopus database. From Fig. 8, wind energy forecast using
ANFIS-based technique experienced significant attention compared
to the solar resource forecast using the same technique. This
skewness can be due to the proliferation of wind farms and data
availability. From Fig. 9 and Fig. 10, India leads in the number of
studies which use ANFIS-based techniques for solar and wind
resource forecast. Even though the country was not listed among
the big players in the exploration of the two resources, it is given
that development and awareness of intelligent models are being
created in the country for use to enhance strategic and operational
decision-making.
3. Multicriteria decision making techniques in renewable
energy exploration
Variety of MCDM tools have emerged in recent times to aid
decision-making both at strategic and operational levels of orga-
nization. Decisions are often dynamic and increasingly becoming
complex owing to different criteria to be considered and a near-
balance to be established. Decision-making becomes more com-
plex when subjectivity in criteria ranking and selection of alter-
native is relatively high and final decisions can make or mar the
system under consideration. In real-life applications, variables
within the decision space are often a mix of tangible/quantitative
criteria and the intangible/qualitative criteria. MCDM problems can
be broadly classified into two vis-a-vis multi-objective decision
making (MODM) and multi-attribute decision making (MADM).
While MODM finds suitability in evaluating alternatives with
continuous data type where constraints integrating decision vari-
ables are specified, MADM considers system characteristics/
Fig. 4. Location of representative countries in the six continents.
Table 2
Power generation from representative countries in 2018.
Continent Wind Energy Solar Energy
Country Power generation (TWh) Country Power generation (TWh)
Africa South Africa 6.895 South Africa 4.935
Asia China 366.600 China 177.500
Australia Australia 16.267 Australia 12.081
Europe Germany 111.590 Germany 46.164
North America United States 277.729 Mexico 2.243
South America Brazil 48.480 Chile 5.119
Source (Ritchie and Max, 2019):
Fig. 5. Trend of wind energy generation in representative countries from 1965 to 2018 (Ritchie and Max, 2019)..
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alternative from a set of alternatives with specific criteria for the
selection process but the MODM problem extends the mathemat-
ical programming approach to finding an optimal solution to a
problem design with a set of constraints (Jankowski, 1995). MostGIS-based problems often apply MADM approaches for problem-
solving.
There exist several MCDM techniques in the literature with each
having its strengths and weaknesses. Some are improvements on
some others (e.g. ANP, ELECTRE, PROMETHEE). Therefore, a wide
Fig. 6. Trend of power generation from solar PV in representative countries from 1965 to 2018 (Ritchie and Max, 2019).
Fig. 7. Trend of GIS-based solar and wind resource forecast from 2009 to 2019.
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rationwas performed through a random search and their strengths,
weaknesses and concise procedures were further outlined and
presented in Table 3.3.1. GIS-based MCDM techniques in solar and wind energy
exploration
Unlike the non-RE facilities, the location of RE facilities strongly
requires the concerned plants to be located in proximity to the
energy resource for effectiveness and investment viability. Hence,
RE power plants must be sited in geographical locations with an
abundance of RE resource, or with at least resource availability
higher than the threshold required for plant functionality. Asides
plant location in resource-rich zones, there exist several factors
needed to be considered in the choice of specific locations (Tuler
et al., 2014; Villacreses et al., 2017). Hence this becomes a multi-
criteria optimization problem. These criteria differ from oneresource to another. Presented in Table 5 is a resource-based (wind
and solar) review of applications of GIS-based MCDM techniques.
The various criteria considered by authors and location where the
study was carried out was specified. Studies that are not explicit
with their criteria or values selectionwere not reviewed. Preference
was first placed on the selected representative countries in each
continent, however, studies from these countries ares sparse in the
literature and so, a wide literature survey was carried out on these
two energy sources.
It is important to establish that wind energy resource explora-
tion can be carried out in two different ways: offshore-based
exploration and onshore-based exploration. While onshore wind
energy exploration is concerned with wind resource on land, the
offshore wind energy exploration is concerned with wind energy
on the sea (either floating foundation (water depth 50m) or fixed
foundation (water depth  50 m)) (Arapogianni et al., 2013; M€oller
et al., 2012). The criteria for offshore-based exploration distinctly
differs from onshore-based exploration. Table 4 presents the
Fig. 8. Trend of ANFIS-based wind and solar forecast from 2008 to 2019.
Fig. 9. Country-based analytics of ANFIS-based solar resource forecast studies.
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(Castro-santos et al., 2019; Mahdy and Bahaj, 2018; Saleous et al.,
2016). However, for the course of this review, studies focussed on
onshore-based wind energy exploration were considered and
presented in Table 5.
The trend of studies in solar exploration as presented in Table 5
unveils some criteria which are very vital to the solar resourceassessment like solar radiation (GHI or DNI), slope, elevation, as-
pects, air temperature, distance from transmission/power lines,
distance from residential areas, distance from airports, distance
from protected areas, distance from transportation network, and
distance from waterbodies. It is expected that site suitability anal-
ysis be as robust and possible with several criteria considered to
ensure that seemingly viable land areas are free from
Fig. 10. ANFIS-based wind resource forecast by country.
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have used less data due to the unavailability of necessary data in
their national database. Rather than complete dependence on na-
tional database for country-specific data, international geograph-
ical database with high data integrity and accuracy can be
consulted in such case. Examples of global databases from which
credible data can be obtained are presented in Table 6.
A critical look into the studies reviewed shows that AHP and its
fuzzy variant have been mostly applied for criteria ranking and
selection of the best site among feasible locations.
Also, from the trend of study in Table 5, certain criteria are
observed to be vital to wind and solar resource site suitability
analysis. For wind energy exploration, the wind speed, slope, dis-
tance from transmission/power lines, distance from road networks,
distance from the airport, distance fromwaterbodies, and distance
from protected areas of all kinds are observed to be highly essential
for the analysis. This further reveals the multicriteria nature of the
wind resource site suitability process. The buffer values and criteria
were observed to vary from one author to another based on their
personal literature search and more skewed to subjectivity of the
decision-makers. Currently, there has not been any standard values
for these criteria. One of the reasons could be because of geospatial
variations in the degree of each of these criteria. Also, from all the
studies reviewed, among several MCDM techniques for selecting
the optimal site, the AHP method is prominently used. This can be
due to its computational simplicity. Other MCDM techniques whichavoid subjectivity (Table 3) as much as possible have been less
utilized in the literature.
It can be observed that there exists a point of integration be-
tween the criteria for solar and wind energy exploration. This point
of integration is observed in the distance-related criteria. Also, the
slope and elevation of the land area form another point of inte-
gration even though the values to be selected for solar and wind
energy exploration might slightly differ. It should be stated that the
values of these criteria may significantly vary depending on the size
of the wind/solar farm under consideration. While large farms
could require higher values in exclusion criteria to avoid conflict
with the environment and higher energy resource values for eco-
nomic viability, the small-scale farms stand on the contrary. Also,
the annual review of specific criteria like protected areas and
important bird areas require that land suitability for future explo-
ration should be reviewed relative to these criteria maps. This will
prevent encroachment into such areas and further enhance
viability of the investment.4. Adaptive neurofuzzy inference system modeling
The ANFIS model integrates ANN and Fuzzy Inference System
(FIS) such that optimal distribution of membership function is
obtained from input-to-output mapping (Jang, 1993; Olatunji et al.,
2019a). Based on the literature survey in this study, we can classify
ANFIS models by two metrics: (a) by structure (b) by algorithm as
Table 3
Common MCDM techniques, their concise procedures, strengths, and weaknesses.






where Xi is the overall score of the
alternative and mij is the
normalized value of the alternative
1. Applies relative values to avoid
homogeneity problems.
2. It solves MCDM problems with the
same criteria.
It prioritizes or deprioritizes
alternative which his far from
average, thus leading to
undesirable results.
(Carbonneau and Vahidov,





Jweighted sum ¼ w1J1 þ w2J2 þ
… wmJm
where J is a function of the design
vector and w1 ði¼ 1; 2;3; …mÞ is a
weighting factor for ith objective.
The best alternative becomes
maxðJweighted sumÞ.
1. Computational simplicity.
2. Suitability for a single dimensional
problem.
1. It does not integrate
multiple preferences
2. Difficulties in weight
allocation to objective
functions
3. It does not achieve Pareto
optimal solution in non-
convex problems.
(El Amine et al., 2014; Kim








where Jiis the ith largest of ai andPm
i¼1wi ¼ 1.
1. Provides alternative aggregation
through adjustment of “and” and
“or” extreme criteria satisfaction.
2. Coefficients are associated with
ordered positions rather than
attributes.
3. Addresses uncertainties in the
interaction of criteria.




effect on the operator’s
output.
(Gorsevski et al., 2012;
Khodadadi et al., 2017;
Kiavarz and Jelokhani-




1. Create criteria and alternative
matrix
2. Calculate the preference rating
relative to non-beneficial
criteria.
3. For each criterion, compute
linear preference rating.
4. Calculate the preference rating
relative to each beneficial
criterion.
5. Compute output preference
rating.
6. Compute the overall preference
and ranking the preference
order.
1. The procedure is robust.
2. Intuitively accounts for the
preferences of decision-makers.
3. It is a non-parametric method.
4. It separately treats alternatives with
respect to maximization and
minimization.
5. It can integrate both qualitative and
quantitative criteria.
1. It allows for crisp data. An
enhanced version is
needed for a fuzzy
situation.
2. Performance rating is
calculated only by
applying a single scalar
measurement to inputs
and outputs.
(Madic et al., 2016, 2015;








1. Calculate the relative weights of
one criterion to a reference
criterion
2. Calculate the dominance of one
alternative over another with
respect to a criterion.
3. Calculate the overall dominance
degree of one alternative over
the other alternatives.
4. Calculate the overall
performance of each alternative.
5. Calculate the overall normalized
performance of each alternative.
6. Rank all alternatives according
to the normalized overall
performance index.
1. Simplicity of implementation.
2. Accounts for decision maker’s
behavior.
3. Ability to reflect risk preferences
through gains and losses.
1. It is sensitive to new
weight vector.
(Llamazares, 2018; S. M. Yu
et al., 2018a; Zhang and Xu,
2014; Zhou et al., 2020)
Analytical Hierarchical
Process (AHP)
1. Decompose the problem into
hierarchical elements.
2. Develop a pairwise comparison
matrix using the Saaty scale.
3. Normalize matrix and obtain





2. Method adaptability and
applicability.
3. Evaluates qualitative and
quantitative criteria and alternatives
on a similar preference scale.
4. It follows the intuitive method of
problem-solving.
1. Suffers from rank reversal
problem.
2. Results are affected by the
interdependency between
objectives and criteria.
3. Model complexity occurs
when more decision-
makers are involved.
(Anwar et al., 2019; Ishizaka





1. Detailed problem description
2. Determine control criteria and
subcriteria for benefits,
opportunities, costs, and risks.
3. Determine a global network of
model components as
applicable to all control criteria.
4. Determine feedback with
influence and approach for the
analysis of influences
1. It accommodates interdependencies
and feedback between criteria and
alternatives.
2. Useful in solving complex decision
problems involving feedbacks and
interdependence based on benefits,
opportunities, cost, and risks.
3. Decisions are descriptive and not
normative.
1. Judgment could be
subjective but based on a
garbage-in-garbage-out
principle.
(Melani et al., 2018; Saaty,
2006, 2004)
(continued on next page)
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Table 3 (continued )
Method Procedure Strength Weakness Reference
5. Supermatrix construction
6. Pairwise comparison of
elements and clusters based on
their influences.
7. Compute priority vectors for
supermatrix and synthesize for
each of the four benefits.
8. Calculate overall synthesis and
perform sensitivity analysis.
Technique for Order
Preference by Similarity to
Ideal Solutions (TOPSIS)
1. Calculate the decision matrix
and create a weighted
normalized decision matrix
2. Determine the ideal positive and
negative solutions.
3. Calculate the distance of each
alternative from the ideal
positive and negative solutions.
4. Calculate the relative closeness
to the ideal solution
5. Rank alternatives by sorting the
results from (4).
1. It makes use of all attribute
information.
2. The interdependency of attribute
preferences is not required.
1. All attribute values must
be numeric.
2. Attribute values must
increase or decrease
monotonically.
3. It is built on Euclidean
distance function and so




(Lee and Chang, 2018; Wang






1. Determine the ideal positive and
negative solutions.
2. Calculate the normalized
Manhattan and normalized
Chebyshev distances.
3. Compute Qi based on
calculations in (2).
4. Rank all alternatives by sorting
Qi in increasing order.
1. It provides a complete ranking of
alternatives.
2. It takes into significance the relative
distances and not farthest
distance.to ideal solutions
3. It proffers a compromise solution
close to the most decision-makers’
choice.
4. Computational simplicity.




relative to criteria is crisp
which inadequately
models real-life situations.
(Çalı and Balaman, 2019;
Chatterjee and Chakraborty,
2016; Lee and Chang, 2018;
Quijano et al., 2012; Tavana
et al., 2016)
ELimination Et Choix




1. Construction of one or more
outranking relations.
2. Development of an exploitation
procedure based on the
problem (either choice, ranking,
or sorting problem).




IV) and sorting problems (ELECTRE-
TRI).
4. Integrates both qualitative and
quantitative features of criteria.








(Danila and Roy, 1986;






1. Obtain an evaluation matrix and
perform a pairwise comparison
of them with each criterion.
2. Assign preference function
based on the difference
between pairs with values from
0 to 1.
3. Calculate the global matrix and
its rank through the addition of
column which expresses the
significance of one alternative
over the other.
1. Applicable in partial ranking
(PROMETHEE I), complete ranking
(PROMETHEE II), ranking according
to intervals (PROMETHEE III),
continuous situations (PROMETHEE
IV).
2. It supports group-level decision
making.
3. It can integrate both qualitative and
quantitative criteria and
heterogeneous criteria scores.
1. It has no formal guidelines
for weight assignment and
so this depends on the
decision-maker.
2. It has complicated
preference information
processing which is hard
for a novice to understand.
3. The clarity in problem
definition and result
interpretation could be
difficult in the case of
many criteria.
(Brans and Mareschal, 2005;
De Keyser and Peeters, 1996;
Kumar et al., 2017)
Decision Making Trial and
Evaluation Laboratory
(DEMATEL)
1. Formulate group direct
influence matrix
2. Compute normalized direct
influence matrix.
3. Determine the total influence
matrix.
4. Create the influential relation
map for decision making.
1. The capability of solving cause and
effect relationship between criteria.
2. Visualization of interrelationships
between factors for a clear
understanding of mutual influences
is possible.
3. Critical evaluation criteria and their
weights can be easily deduced.




in the decision making.
2. In culminating personal
judgments of experts into
group assessment, the
relative weights of experts
are not considered.
3. It does not take into
account the aspiration
levels of alternatives.
4. Often hybridized with
other MCDM techniques
for better performance
(Chen et al., 2014; Ren and
Sovacool, 2014; Si et al.,




1. Compute decision matrix
2. Normalize matrix elements
according to cost and benefit
criteria.
3. Calculate elements of weighted
matrix
1. Computational simplicity.
2. Stability of output results.
3. Reliability in rational decision
making.
4. It accounts for latent gains and losses
in the problem.
1. All criteria are assumed
compensatory.
(Gigovic et al., 2017; Luo and
Xing, 2019; J. Wang et al.,
2019b)
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Table 3 (continued )
Method Procedure Strength Weakness Reference
4. Determine the matrix of border
approximation areas
5. Compute the distance of
alternatives from border
approximation areas.
6. Rank the alternatives.
5. It is easily hybridized with other
MCDM techniques.
Table 4
Criteria for offshore-based wind energy site suitability analysis.
Criteria Desirability decision
Wind speed Maximize
Oil exploration areas Avoid
Fishing areas Avoid
Water depths (bathymetry) Minimize
Soil status, type, and depth Sandy sedimentary areas close to the seabed
Distance from submerged cable paths Maximize
Distance from protected areas Maximize
Distance to shoreline Minimize
Distance to military base/zones Maximize
Distance to shipping routes Maximize
Distance to the national grid Maximize
Distance from seismic fault lines Maximize
Distance from supply pipes Maximize
Anchorage areas Avoid
Buoys for tanker vessels Avoid
Distance from ports, shipyards, docks Maximize
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4.1. Classification by structure
Self-organizing ANFIS models are notable for their self-tuning
ability both in structure and parameters during the training pro-
cess. Nodal learning occurs with self-adaptation towards devel-
oping an optimal rule base by deleting and adding of rules
according to the learning method. This structure of ANFIS is asso-
ciated with an on-line learning technique that characteristically
allows for dynamic rule update by an aligned clustering-based al-
gorithm (Juang and Lin, 1998).
The static-structured ANFIS model is the most common ANFIS
structure. This structure entails the number of rules, the inputs and
outputs, the antecedent and consequent parameters (Adedeji et al.,
2020). This structure remains constant during the training process
and a good number of gradient-based, and population-based ANFIS
models belong to this category by structure.
4.2. Classification by algorithm
a. Gradient-based ANFIS models: These are built on steepest
descent method for nonlinear function minimization. Twonot-
ablemerits of this technique are its ease of computation and low
storage requirement. One of the most important build-ups of
the gradient technique is the backpropagation-based learning
method. The backpropagation methods have been widely used
in neuro-fuzzy techniques for deployment in different fields
(Meza, 2010; Petkovic, 2015). For building reasoning capability,
three fuzzymodels are prevalent: the zero order Takagi-Sugeno-
Kang (TSK) which has constant consequent parameter, the first
order TSK whose consequent is a first order linear equation and
the Mamdani fuzzy systems whose consequents are fuzzy var-
iables (Shihabudheen and Pillai, 2018). Generally, gradient
descent-based ANFIS models are relatively slow with likelihood
of convergence to local minima. It has been observed that initialsetting of fuzzy rules is often difficult in neurofuzzy models
based on gradient descent technique alonewhen large dataset is
involved and also, training ANFIS model with gradient descent
technique alone can result in weak firing strength (Shi and
Mizumoto, 2000).
b. Hybrid-based ANFIS models: Models under this category use
two or more learning techniques for ANFIS parameter estima-
tion such that fast convergence and model stability are-
enhanced. The need for hybrid learning method in neurofuzzy
inference system hails from the problems associated with single
learning technique. Single learning methods often give less
optimal outputs when very large datasets are involved. Also,
training the model when large parameter and model structure
prevail becomes a great challenge (Shihabudheen and Pillai,
2018).
c. Population-based ANFIS models: These models are im-
provements on the generalized ANFIS structure where param-
eter estimation of both antecedent and consequence are
optimally determined by a population-based optimization
model. Some of the commonly used population-based optimi-
zation techniques are genetic algorithm (GA), particle swarm
optimization (PSO), ant colony optimization (ACO), and artificial
bee colony (ABC) (Olatunji et al., 2019b, 2019c; Sarkar et al.,
2019; Zainuddin et al., 2019). Here, the initial parameters spe-
cific to optimization model are supplied. These data are used
across the solution space to determine optimal values for the
antecedents and consequence of the ANFIS model. The mem-
bership function values are determined in this process. One of
the merits of population-based neurofuzzy models is their in-
dependence of differentials, which makes them more effective
in cases where differentials are difficult or not present
(Shihabudheen and Pillai, 2018).
The ANFIS structure in sequential order consists of the fuzzy
layer, the product layer, the normalized layer, the de-fuzzy layer
and the total output layer (Adedeji et al., 2018; Jang, 1993; Rosadi
Table 5
Applications of GIS-based MDCM techniques in solar and wind energy site suitability analysis.
Resource MCDM Method Reference Criteria (suitable) Location
Solar-PV AHP/TOPSIS Sanchez-Lozano et al.
(2013)
(Authors here specified percentage weights for all criteria)
Climatic
1. Solar radiation potential [23.802]
2. Average Temperature [4.7604]
Location
3. Distance to main road [4.291]
4. Distance to power lines [32.539]
5. Distance to villages [2.849]






10. Agrological Capacity [5.553]
South-eastern
Spain











2. Slope ½x 321; x 10 20.
3. Distance from wetlands, rivers and conservation areas
½x 100m20; x 400m 21.
4. Distance from lakes ½x 300m20; x 500m 21.
5. Distance from urban areas ½x 1000m20; x 5000m 21.
6. Distance from rural area ½x 300m20 ; x 700m 21.
7. Distance from dense forest ½x 100m20; x 500m 21.
8. Distance from vegetation cover ½x 100m20; x 400m 21.
9. Distance from flood zones ½x 100m20; x 400m 21.
Khuzestan
Province, Iran
AHP Ali et al. (2019) Physiographic








2. Slope s ½0  1 %
3. Elevation ½0  50m
Environmental
4. Distance from urban areas ½>1500 m.
5. Distance from rural area ½>1500 m.
6. Distance from wetlands ½>1000 m.
7. Distance from airports½>2000 m
8. Distance from Forest ½>1500 m
9. Distance from main roads ½>500m  2000 m
10. Distance from transmission lines ½0  2000 m
11. Land area ½>1500 m2
Songkhla, Thailand









2. Sunshine duration ½>225:25 hrs
3. Temperature ½<19:80 C
4. Relative humidity ½>72:03 %
Topography
5. Elevations ½>816m
6. Slope ½<1:1 %
7. Aspect ½North ð%Þ
Location
8. Proximity to road ½<433:3m
9. Proximity to grid ½<998:0m
Mauritius










2. Sunshine duration ½<2000:174 hrs
3. Air temperature ½<2:277 C
4. Relative humidity ½<75:372 %
Orography
5. Slope ½<2 
6. Aspect [Horizontal and south]
Vegetation
7. Normalized difference vegetation index (NDVI) ½<0
Serbia










2. Average annual temperature ½
Location
3. Distance from power transmission lines ½<50 km
4. Distance from major roads ½>0:1 km ; <50 km
5. Distance from residential areas½City <2 km; villages <0:5 km 
Iran
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Table 5 (continued )
Resource MCDM Method Reference Criteria (suitable) Location
6. Distance from faults ½>0:5 km
7. Distance from lake and waterbodies ½>1 km
8. Distance from protected areas ½>2 km
Environment
9. Elevation ½<2:2:km
10. Slope ½<10 %
11. Land use ½
Meteorology
12. Average annual cloudy days ½
13. Average annual humidity ½
14. Average annual dusty days ½
AHP Al Garni and Awasthi
(2017)
Technical feasibility criteria
1. Solar Irradiation ½N =S
2. Air temperature ½N =S
Economic criteria
3. Slope ½ 5o
4. Land aspect ½south  facing 
5. Proximity to power lines ½<50 km
6. Proximity to urban areas ½>1:5 km ; <50 km
7. Proximity to highways ½<500 m 
8. Protected lands ½<1000 m 
Saudi Arabia
TOPSIS/ELECTRE TRI Sanchez-Lozano et al.
(2016)
1. Agrological capacity ½N =S
2. Slope ½N =S
3. Area ½N =S
4. Field orientation ½N =S
5. Distance to main roads ½N =S
6. Distance to power lines ½N =S
7. Distance to cities ½N =S
8. Distance to electricity transformer substation ½N =S
9. Potential solar radiation ½N =S










2. Slope ½0  7 %
3. Elevation ½>50m
Environmental 4. Distance from urban areas ½>3000 m.
5. Distance from rural area ½>2000 m.
6. Distance from wetlands ½>1000 m.
7. Distance from airports½>4000 m
8. Distance from Forest ½>3000 m
9. Distance from main roads ½>500 m  2000 m
10. Distance from transmission lines ½0  2000 m
11. Land area ½>6000 m2
Songkhla, Thailand





2. Distance from residential houses ½>500 m:
3. Land use and land cover Wind speed ½fallow and bare land
4. Distance from roads ½>100m
5. Slope ½>10 %
Rajasthan, India







2. Slope ½<15 %
3. Proximity to gridlines ½250m
4. Proximity to roads ½<500m
Environmental/Social
6. Distance from urban areas ½>2000 m.
7. Distance from waterbodies ½>200m.
8. Distance from airports½>5000 m
9. Distance from important bird areas (IBA) ½>300 m
10. Distance from protected areas ½>500m
11. Land cover ½exclude forests; woodlands; wetlands
Nigeria








2. Proximity to gridlines ½<10; 000 m
3. Proximity to highway and roads ½<10; 000m
Planning
4. Distance from settlements ½>5000 m.
5. Distance from airports½>2500 m
Saudi Arabia






(continued on next page)
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Table 5 (continued )
Resource MCDM Method Reference Criteria (suitable) Location
2. Distance from important bird areas (IBA) ½>30; 000m
3. Land use ½baren; shrub; pasture; cropland
Economic factors
4. Proximity to gridlines ½<1000 m
5. Proximity to major transportation ½<1000 m
6. Soil type ½Gravel.
7. Population density ½>200 = km2.









2. Slope ½<5 %
Economic
3. Distance to road network ½200 m
Environmental
4. Distance from Natura 2000 areas ½>3000 m
Environmental/Economic
5. Current land use ½5  point Likert Scale
Environmental/Social/Economic
6. Distance from specific sites (archeological, tourism, historical and protected
landscape) ½>3000 m.
Greece









2. Distance from electric power lines ½>250m.
3. Distance from highway and roads ½>1000 m
Physiological
4. Digital elevation ½<2000 m.
5. Slope ½<15 %.
Environmental
6. Distance to cities ½>1000 m  villages ½>500 m
7. Distance from railway lines ½>300m
8. Distance from airports: military airports ½>15; 000 m; commercial
airports ½>2; 500 m.
9. Distance from ancient and cultural monuments ½>700 m.
10. Distance from rivers ½>500m.
11. Distance from coast lines and wetlands ½>500m.
12. Distance from environmental protected areas ½>2000 m.
13. Distance from lakes and water bodies ½<1000 m:
14. Distance from faults ½>500m.
Western Iran
AHP. OWA, OCRA, VIKOR
and TOPSIS
Villacreses et al. (2017) (Authors specified weights for all criteria)
Meteorological
1. Wind speed ½0:3982.




4. Distance to substation ½0:1009.
5. Distance road network ½0:0432.
6. Distance to urban areas ½0:0432.
7. Distance to transmission lines ½0:0185.
8. Distance to charging ports ½0:0092.
Environmental
9. Vegetation coverage and land use ½0:0390.
Continental
Ecuador
DEMATEL, ANP and MABAC Gigovic et al. (2017) 1. Wind speed ½>3:5 m =s
2. Land use ½non  wet areas
3. Distance to urban areas ½500 m
4. Distance to protected areas ½2000 m
5. Distance to electricity network ½200m
6. Slope ½<7 %
7. Distance to roads ½200m
8. Distance to telecommunication network ½250m
9. Distance to airports ½3000 m
10. Distance to tourists cites ½1000 m
11. Distance to military facilities ½5000 m.
Vojvodina, Serbia
* means the criterion has varying classes with each class having distinct values. Readers should see the referenced articles for further details on such criterion. Also, N/S
means not specified. Studies with such did not specify the values of the criteria used in explicit terms.
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layers are presented as follows:
First layer: The first layer has every node as adaptive and so
each adapts to a function parameter. The layer output consists of
fuzzy membership functions with output functions for each node
represented by eqns. (18) and (19).O1j ¼ mAjðI1Þ ; j ¼ 1; 2 (18)
O1j ¼ mBjðI2Þ ; j ¼ 1; 2 (19)
Second layer: The second layer consists of nonadaptive nodes,
Table 6
Examples of global databases from which criteria data can be accessed.
Name Available data Web address
Food and Agricultural
organization of the United
Nations




The World Bank Wind speed, Transportation
network, transmission line network
https://datacatalog.worldbank.org/search/field_wbddh_data_type/geospatial–fbcb7053-4dc3-
4748-8ed7-2d4ed86ec71a?sort_by¼changed&f%5B0%5D¼field_wbddh_data_type%3A295
Birdlife International Important Bird Areas http://datazone.birdlife.org/site/requestgis
SolarGIS Solar irradiation https://solargis.com/maps-and-gis-data/overview
Fig. 11. Classification of ANFIS model based on structure and algorithm.
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operator as presented in eqn. (20).
O2j ¼ wj ¼ mAj ðI1Þ : mBjðI2Þ ; j ¼ 1; 2 (20)
Third layer: This layer also consists of fixed/nonadaptive nodes.
Here, the ratio between the firing strength in the jthnode and the
sum of all firing strengths from all the rules (eqn. (21)) is used to
normalize the firing strength at the jthnode of the ANFIS structure.




Fourth layer: All nodes in this layer are adaptive. The effect of
jth rule towards the output is expressed by a node function in eqn.Fig. 12. The ANFIS(22):
O4j ¼ wl

pjI1 þ qjI2 þ rj
	
¼ wlzj (22)
where pj; qj; rj is a parameter set of the node and wi is the
normalized firing strength of the third layer.
Fifth layer: The fifth layer has nonadaptive nodes, which
compute a summation of all in-coming signals from the previous
node through a summing function (Suparta and Alhasa, 2016)










From Fig. 12, the first order Takagi-Sugeno fuzzy model has
fuzzy rules with the structure:
Rule 1: If I1 is A1 AND I2 is B1 then f1 ¼ p1I1 þ q1I2 þ r1.
Rule 2: If I1 is A2 AND I2 is B2 then f2 ¼ p2I1 þ q2I2 þ r2.
4.3. Performance metrics for ANFIS-based models
Model evaluation is expected in forecasting to assess its effec-
tiveness on unfamiliar data and performance metrics used differ
depending on the problem type. For example, performance metrics
for classification models differ from those of data fitting models.
Since the focus of this study is the use of ANFIS-based models for
data fitting, performance evaluation metrics reviewed will be
limited to the same.architecture.
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based techniques for model performance evaluation to determine
the accuracy and deviation of the forecast. Table 7 presents a list of
common performance evaluation metrics, their formulae, the sig-
nificance of the metrics and their desirability measurement. For
each performance metric, yk is the observed data, cyk is the pre-
dicted data, N is the number of observations, y is the mean of
observed data. From Table 7, it can be observed that performance
metrics for evaluating the forecast are either measuring the level of
dispersion, the variance between the observed and the predicted,
the reliability of the model and its prospect when used for further
forecast, and model precision. Further to this, one of the perfor-
mance metrics used in recent times for evaluating the efficiency of
the model is the computational time (CT). This measures the speed
with which the computation was performed from training to
testing phase. However, this metric suffers some limitations to its
use and so, it must be carefully interpreted and all surrounding
premises clearly stated. For instance, CT strongly depends on the
computational power of the computing machine being used. Also,
CT varies with the data size. For example, a model which requires
less CT in a scenario involving small dataset mightincure a higher
CT when a larger dataset is involved. Furthermore, the presence of
loops in the model can also affect the CT, hence the experience ofTable 7
Common performance metrics for ANFIS-based techniques.
Performance Metrics Formula Signifi
Mean square error (MSE)
MSE ¼
PN
k¼1½yk  cyk 2
N
Measu
Root mean square error (RMSE): RMSE ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1½yk  cyk 2
N
s Deter



















Mean Absolute Percentage Error (MAPE) also










Mean Absolute Error (MAE) also known as Mean



















 cyk  yk
yk
 Measu
















Variance accounted for (VAF) VAF ¼ 1






Computational time (CT) N/A Measuthe programmer can influence its value. CT is highly useful when
different models are to be compared with one another, thus
providing more information on the computational intensity of each
model. It should also be noted that the longer the CT the more the
machine utilization time. Hence, an increase in CT is not econom-
ically viable in time and space.4.4. ANFIS in wind and solar energy resource forecast
This survey was made to largely cut across the representative
countries and other countries in the continents with applications of
these techniques for solar PV and wind energy forecast. For each
study, the location of study or data collection, explicitness in the
input and output model variables, model type, and the results of
themodel are reported. Any literature outside these criteriawas not
considered in Table 8. Further to this, few studies presented in
Table 8 further considered other models, however, results of ANFIS
and ANFIS-basedmodels were reported in this study. Emphasis was
also placed on the input and output variables for input/output (I/O)
models and the input in the case of self-organizing techniques.
The affiliation of authors does not necessarily depicts the study
area of an article. This clear distinction was also carefully put into
consideration. Therefore, the report in Table 8 for forecasting iscance Evaluation
res the average degree of the forecasting error. Lower value is most
preferred.
mines model precision. Lower value is most
preferred.
mines model precision. Lower value is most
preferred.
res the average degree of the forecasting error. Lower value is most
preferred.
res model accuracy. Lower value is most
preferred.
res the average prediction error. Lower value is most
preferred.
res dispersion/variation Lower value is most
preferred.
res model capability. Value closer to zero is
most preferred.
res the relationship between observed and predicted
s
Values close to unity
(1) are most preferred.
res the relationship between observed and predicted
s.
Values close to unity
(1) are most preferred.
res the proportion of variance in the prediction that is
ated with the predictor. (fundamentally the same as R2).
Value close to 100% is
most preferred.
res the model efficiency Lower value is most
preferred/
Table 8
ANFIS modeling in wind and solar resource forecast.
Resource Technique Reference Continent/
Location
Data Size Model Configuration Performance metrics
Wind
Energy






i. MSE ¼ 0.0031
ii. RMSE 0.0558
iii. MAE ¼ 0.0175
iv. St.D ¼ 0.0531











iii. SDE ¼ 26.86






iii. SDE ¼ 25.34






iii. SDE ¼ 11.29






iii. SDE ¼ 11.29
ANFIS-FNNa Okumus and Dinler (2016) Turkey 2 years (data resolution ¼ 1 h) Input: Historical wind
speed
Output: wind speed
Site 1: i. MAE ¼ 0.1868
ii. MSE ¼ 0.0595
iii. MAPE ¼ 3.3530
Site 2: i. MAE ¼ 0.1178
ii. MSE ¼ 0.0270
iii. MAPE ¼ 2.2598
Site 3: i. MAE ¼ 0.0774
ii. MSE ¼ 0.0133
iii. MAPE ¼ 3.8589










Moreno and dos Santos
Coelho (2018)
Brazil 1000 datapoints (data
resolution ¼ 10 min)
Input: Wind speed ANFIS-FCM i.
MAE ¼ 0.51360
ii. MSE ¼ 0.46828
iii. RMSE ¼ 0.68431
iv. St. D ¼ 0.66950
v. R2 ¼ 0.85195
SSA-ANFIS-FCM i.
MAE ¼ 0.20583
ii. MSE ¼ 0.08776
iii. RMSE ¼ 0.29625
iv. St. D ¼ 0.29646











ANFIS i. RMSE ¼ 0.5442
ii. AAPRE ¼ 1.6147
iii. R2 ¼ 0.98
PSO-ANFIS i.
RMSE ¼ 0.3723
ii. AAPRE ¼ 1.6262
iii. R2 ¼ 0.99
GA-ANFIS i. RMSE ¼ 0.3736
ii. AAPRE ¼ 1.5843
iii. R2 ¼ 0.99
Krill-ANFIS i.
RMSE ¼ 0.3617
ii. AAPRE ¼ 1.6294
iii. R2 ¼ 0.99
ANFIS-PSO Khosravi et al. (2018a) Iran 15,624 datapoints (data
resolution ¼ multi-resolution)




Outputs: i. Wind speed
ii. Wind direction





ii. MSE ¼ 562.3316
iii. R ¼ 0.9612
10-mins interval i.
RMSE ¼ 0.37068
ii. MSE ¼ 1374.0433
iii. R ¼ 0.9074
30-mins interval i.
RMSE ¼ 61.2601
(continued on next page)
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Table 8 (continued )
Resource Technique Reference Continent/
Location
Data Size Model Configuration Performance metrics
ii. MSE ¼ 3752.7941
iii. R ¼ 0.7201
1-hr interval i.
RMSE ¼ 87.9549
ii. MSE ¼ 7736.056
iii. R ¼ 0.5368













iii. RMSE ¼ 38.8443
iv. SDE ¼ 38.7981






iii. RMSE ¼ 5.2647
iv. SDE ¼ 5.2130
Summer






iii. RMSE ¼ 6.6542
iv. SDE ¼ 6.6092
Fall






iii. RMSE ¼ 10.0181
iv. SDE ¼ 8.8529























ANFIS i. RMSE ¼ 0.3667
ii. RRMSE ¼ 2.1453
iii. r ¼ 0.9945
iv. R2 ¼ 0.9887
v. MABE ¼ 0.2957
vi. MAPE ¼ 1.7186
ANFIS-PSO i.
RMSE ¼ 0.3065
ii. RRMSE ¼ 1.7933
iii. r ¼ 0.9963
iv. R2 ¼ 0.9921
v. MABE ¼ 0.2482
vi. MAPE ¼ 1.4097
ANFIS-GA i. RMSE ¼ 0.3228
ii. RRMSE ¼ 1.8886
iii. r ¼ 0.9954
iv. R2 ¼ 0.9912
v. MABE ¼ 0.2618
vi. MAPE ¼ 1.5146
ANFIS-DE i. RMSE ¼ 0.3701
ii. RRMSE ¼ 2.1654
iii. r ¼ 0.9942
iv. R2 ¼ 0.9885
v. MABE ¼ 0.3133
vi. MAPE ¼ 1.7980




Output: a. Active power
PV Plant 1 i. MSE ¼ 0.2284
ii. RMSE 0.4601
iii. MAE ¼ 0.1952
iv. St.D ¼ 0.4370
PV Plant 2 i. MSE ¼ 0.0023
ii. RMSE 0.0479
iii. MAE ¼ 0.0110
iv. St.D ¼ 0.0467
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Table 8 (continued )
Resource Technique Reference Continent/
Location

















ANFIS i. RMSE ¼ 1.6954
ii. R2 ¼ 0.7363
GA-ANFIS i. RMSE ¼ 1.3008
ii. R2 ¼ 0.8385
PSO-ANFIS i.
RMSE ¼ 1.3838
ii. R2 ¼ 0.8058
ANFIS
PSO-ANFIS
Yadav et al. (2019) India 1 month (data resolution ¼ 15mins) Input: PV power output ANFIS
Week 3 i. RMSE ¼ 0.0185
ii. MAPE ¼ 4.2765
iii. sMAPE ¼ 6.3387
Week 4 i. RMSE ¼ 0.0335
ii. MAPE ¼ 4.2765
iii. sMAPE ¼ 9.3187
PSO-ANFIS
Week 3 i. RMSE ¼ 0.0174
ii. MAPE ¼ 3.5196
iii. sMAPE ¼ 3.3094
Week 4 iv. RMSE ¼ 0.0285
v. MAPE ¼ 8.11917











ANFIS-GP i. R ¼ 0.94938
ii. RMSE ¼ 86.1513
ANFIS-SC i. R ¼ 0.9456
ii. RMSE ¼ 84.8125
ANFIS-FCM i. R ¼ 0.95279
ii. RMSE ¼ 83.1365
ANFIS Chauvin et al. (2014) USA 12 years (data resolution ¼ 40 min) Inputs i. Day of the year






Single block (tþ 5h)
NRMSE ¼ 3.84
a ANFIS-FNN ¼ ANFIS- Feedforward Neural Network; DSA ¼ Double-Stage ANFIS; PSO- Particle Swarm Optimization; DE ¼ Differential Evolution; GA ¼ Genetic Algorithm;
GP ¼ Grid Partitioning; SC¼ Subtractive Clustering; FCM¼ Fuzzy c-means; SSA¼ Singular Spectrum Analysis.
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study considered, the data size and results obtained in the form of
metrics used for model performance evaluationwere also reported.
Model comparison was made based on the results from their per-
formancemetrics. Also, the data resolution reported is based on the
collected data but in cases where this is not reported, the resolution
of the forecast was reported. Furthermore, the performance eval-
uation metrics reported are for the hold-out data and not the
training datasets.
From Table 8, ANFISmodels have been used either as standalone
or hybrid for forecasting in solar and wind energy studies. Good
results have been recorded from standalone ANFIS models, how-
ever, studies that compared standalone with hybrid models prove
that hybrid models outperform the standalone models. This is
because of the parameter tuning capacity of the optimization
model such that local optimal is not reached, the loss function is
reduced during the learning process, and the optimization con-
vergesat a satisfactory solution.
By model structure, it was observed that solar or wind resource
forecast can be performed either by historical univariate means or
through the use of meteorological or climatological data which hasa close relationship with the resource to be forecast. In both re-
sources, it was observed that in all the literature reviewed, where
power is forecast, the active power was considered while the
reactive power was not. This is because reactive power does not
translate into financial yield for the investors. Based on perfor-
mance metrics for model evaluation, it was observed that statistical
performance metrics that measure the relationship between the
observed values and the predicted values of the hold-out data and
those metrics that evaluate the model accuracy are seldom used
complimentarily. Hence, evaluation of the model can be skewed to
a statistical measure of dispersion and variance, thereby leaving out
a measure of model accuracy. Among all the literature reviewed,
studies that compare two or more ANFIS-based models did not
evaluate the computational time of the models. This is observed to
be essential, most especially when two or more models are
involved. This further amplifies the influence of the hybridizing
model on the base model. Based on the horizon of the forecast,
ANFIS-based models have been used for very short-term, short-
term, mid-term and long-term forecasts with a significant level of
accuracy recorded across these horizons.
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GIS-MCDM-based site suitability process for wind and solar
energy studies is aimed at obtaining extremely viable sites, which
satisfy technical, environmental, location, orographic, and eco-
nomic criteria. However, integrating ANFIS-based models for vir-
tual investigation of prevalent resource variability of a selected site
before ground investigation offers cost-saving and improved reli-
ability on resource planning for operational and strategic processes.
This further enables wind and solar energy developers to better
understand characteristic randomness and variability of the
resource in the proposed site before site development. The
framework for achieving this is presented in Fig. 13.
With the established effectiveness of hybrid ANFIS models, they
can be efficiently applied to viable sites obtained from GIS-MCDM-
based models for wind and solar investigations. Prior to the
application of ANFIS-based model for resource forecast, a virtual
investigation of the viable site is performed using historical time
series data of the selected location. These data can be virtually
obtained from reputable databases like the National Aeronautics
and Space Administration (NASA). The accuracy of the forecast can
be significantly improved and data complexity reduced by pre-
processing the data inputs (Nelles, 2001). Inherent in real-time data
collected from data acquisition instruments is missing data, outliers
due to unexpected events, noise, and distortion, which must be
eliminated to enable the learning algorithm to learn the right data.
Some of the commonly used preprocessing techniques which can
be useful in solar and wind resource forecasting include; window
length technique, historical lag identification, wavelet transform,
and normalization and unsupervised learning techniques like self-
organizing maps (SOMs) (Moosavi et al., 2014). The preprocessed
data then forms an input to the ANFIS-based model. The built
intelligent model is evaluated with performance metrics identifiedFig. 13. The integration framework for GIS-MCDM and ANin Table 7 for effectiveness and efficiency prior to the use of new
datasets for day-ahead forecasts for the wind or solar farm.
6. Conclusions and recommendations
6.1. Conclusions
GIS-based model for suitability analysis is highly effective in
solar and wind energy exploration and its preference is rapidly
increasing based on its spatial data-archiving and processing,
visualization and analytical abilities. While studies opening up new
areas for wind and solar exploration are evolving from developing
countries, developed countries are further increasing the percent-
age of renewables in their energy mix. In this study, a mini-review
of two complementary themes: GIS-based site suitability analysis
and ANFIS-based solar andwind resource forecast were carried out.
The site suitability analysis predicates the intelligent resource
forecast as data for the intelligent forecast is obtained from viable
sites, hence a need to establish the state of research in these two
andmotivate for a point of integration. The status of countries in six
continents considered as key players in the wind and solar energy
exploration based on the available data was also presented. The
Scopus database was used in this study owing to its credibility and
search was conducted based on keywords dominant in the two
themes of this review. The following conclusions were drawn based
on our findings:
i. Certain criteria are common to both wind and solar energy
resource exploration in new sites. These criteria are exclusion
criteria, which could make co-location of solar and wind
resources in geographical locations with an abundance of
both resources possible. The choice of values for these
exclusion criteria was observed to vary across the literatureFIS-based modeling for wind and solar exploration.
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studies in the same domain. However, to date, there has been
no standard distance measures per exclusion criteria. This
non-standardization, however, could be due to the differ-
ences in geospatial characteristics across countries. Also,
resource-based criteria often classified as technical criteria
do not have standard values, however, a wind speed above
5 m/s is considered as viable for small wind farms. Solar farm
on the other hand has three basic components; the DNI, DHI,
and GHI, whose selection depends on the mode of explora-
tion: solar PV or CSP. For solar PV the DHI and DNI are suit-
able with a minimum of 1800 kWh/m2/year (Yushchenko
et al., 2018) required for viable power generation. However,
for CSP, the DNI is of interest with a minimum of 2000 kWh/
m2 required for power generation (Al Garni and Awasthi,
2017; Clifton and Boruff, 2010).
ii. It was observed that among many MDCM techniques for
decision-making, the AHP has been preferred due to its
computational simplicity and its intuitive approach to
problem-solving despite its propensity to be complex when
more decision makers are involved. Few studies have used
TOPSIS, WLC, DEMATEL, OCRA methods, or a combination of
different techniques. These other techniques have remained
less explored in GIS-based site suitability studies.
iii. Hybrid ANFIS models are overly more effective than the
standalone ANFIS models both for wind and solar resource
forecasts. This is due to parameter tuning of both anteced-
ence and consequence of the ANFIS model by non-
standalone ANFIS models, most especially the population-
based architectures, such that high loss function during
model training and model convergence at local optimal are
avoided. In this regard, population-based ANFIS which uses
GA, DE, or PSO has been observed to record high accuracy.
Further to this, the PSO-based ANFIS model is less compu-
tationally intensive compared to other population-based
ANFIS models. On the overall, a trade-off between accuracy
and CT of hybrid models exists. Statistical evaluation
methods that measure dispersion/variance between the
observed and the predicted values have been solely used in
some studies. This might not be sufficient to evaluate model
performance. Hence, a combination of measure of variance,
accuracy, and computational intensity (when two or more
algorithms are compared) is essential.6.2. Recommendations for future studies
Artificial intelligence integrated GIS-based site suitability
methodology is still at its infant stage. However, based on our
findings, the following recommendations are made for further
studies:
i. Asides AHP, other MCDM techniques like ELECTRE, PROM-
ETHEE, and VIKOR can be explored and their performances
compared with the commonly used AHP method for criteria
ranking and site selection in site suitability process.
ii. Presently, with no generally valid range of criteria for GIS site
suitability analysis due to geospatial variations that could
occur, a hemispherical range of values for these criteria and
other resource-based criteria in wind and solar studies is
feasible and thus open for further research.
iii. Site suitability analysis and resource forecast using artificial
intelligence have been performed in isolation. To the best of
the authors’ knowledge, there has been no study that har-
nesses the two. Thus, creating a projection into resourceviability in areas classified as most suitable from GIS tech-
nique using the proposed framework in this study is open for
further studies.
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Nomenclature




d Date sequence of the year
F Thrust force, N
ra Air density, kg/m
3
qs Solar angle, rad
h Solar hour angle, rad
G0 Solar irradiance constant
O1j Output of adaptive node k
Ii Input of layer i
k Shape parameter
m Mass of air, kg
n Number of moles
N Number of observations
p Atmospheric pressure, N/m2
P Output power, kW
Pi Wind power density, W=m2
PT Turbine power, kW
R Universal gas constant
Rr Rotor radius, m
RcoV Coefficient of variation
T Air temperature, K
TT Actual torque, Nm
va Air volume, m3
V Wind speed, m/s
y Mean of observed datacyk Predicted data
yk Observed data
Z Site elevation
a Cloud/haze cover index
d Local latitude
mAj Membership function of fuzzy set A
Abbreviations
ABC Artificial bee colony
ACO Ant colony optimization
AHP Analytical hierarchical process
ANN Artificial neural network
ANFIS Adaptive neurofuzzy inference System
ANP Analytical network process
CSP Concentrated solar power
DE Differential evolution
DEMATEL Decision Making Trial and Evaluation Laboratory
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DNI Direct normal irradiation
DSA Double-stage ANFIS
ELECTRE ELimination and Choice Expressing the REality
FCM Fuzzy c-means
FIS Fuzzy inference system
FL Fuzzy logic
FNN Feedforward neural network
GA Genetic algorithm
GHI Global horizontal irradiance
GIS Geographical information system
GP Grid partitioning
MABAC Multi-Attributive Border Approximation area
Comparison
MCDM Multi-criteria decision-making
PROMETHEE Preference Ranking Organization Method for
Enrichment of Evaluations
OCRA Occupational Competitiveness Rating Analysis
PSO Particle swarm optimization
PV Photo-voltaic
RE Renewable energy
RES Renewable energy sources
RNN Recurrent neural network
SC Subtractive clustering
SSA Singular spectrum analysis
SVM Support vector machine
SVR Support vector regression
TOPSIS Technique for order preference by similarity to ideal
solution
TODIM TOmadao de Desicao Interactiva Multicriterio
(Portuguese acronym for Interactive and Multicriteria
Decision Making)
VIKOR VIseKriterijumska Optimizacija I KompromisnoResenje
WLC Weighted Linear CombinationReferences
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The motivation for this study is the lack of a guide for ensuring the accuracy of the spatial location 
of renewable energy plants using a geographical information system. It was observed from the 
literature that renewable energy site suitability analysis and resource assessment is gradually been 
taken up by experts and non-experts in the field and its residency with geography and physical 
sciences is shifting grounds. Hence, there is a need for the provision of necessary nuggets to be 
carefully considered when performing site suitability analysis for renewable energy systems. The 
study considered data integrity, sensitivity analysis, correct use of tools, and significance of criteria 
weight assignment as vital to the process. 
It was concluded that the premium should be placed on the four factors and most importantly, 
ground verification must be carried out to ensure that conflict of land use is avoided prior to the 















Spatial Location of Renewable Energy
Plants: How Good Is Good Enough?
Paul A. Adedeji, Stephen Akinlabi, Nkosinathi Madushele,
and Obafemi O. Olatunji
Abstract Land suitability analysis for renewable energy (RE) plants is gradually
becoming multidisciplinary. The integration of Geographical Information System
(GIS) with Multi-Criteria Decision Making (MCDM) tools has proven effective in
such studies. From the trend in the literature, both experts in GIS and non-experts use
these tools. There exist several factors that determine the suitability of a site for an
intended purpose. In this study, factors specific to the reliability and accuracy of the
results of GIS-MCDM approach to siting RE plants are reviewed. The reliability of
the results from this integrated tool is hinged on the accuracy of principal milestones
in the analysis. Four of these were identified in this article: data integrity, sensitivity
analysis, correct use of tools, criteria weight assignment. It was concluded that apart
from the identified dots in achieving high reliability and accuracy of the suitability
analysis, ground verification is highly essential as this helps to verify the reality of
the seemingly virtual analysis.
Keywords GIS · Land suitability analysis · Multi-criteria decision making ·
Renewable energy plant
1 Introduction
Spatial location of renewable energy (RE) plants largely depends on the availability
of sources, which is a geospatial variant and as such vary from one geographical
location to another. Asides climatic factors, RE facility location problem depends on
other criteria, like economic, technological, social, and physiological factors [1–3].
P. A. Adedeji (B) · N. Madushele · O. O. Olatunji




Department of Mechanical and Industrial Engineering, University of Johannesburg, Johannesburg,
South Africa
Department of Mechanical Engineering, Covenant University Ota, Ota, Nigeria
© Springer Nature Singapore Pte Ltd. 2021
S. Vijayan et al. (eds.), Trends in Manufacturing and Engineering Management,
Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-4745-4_91
1055
1056 P. A. Adedeji et al.
This results in a multi-criteria optimization problem. In recent times, siting RE plants
have been established as a geospatial problem, hence the relevance of Geographical
Information System (GIS) [4–7]. GIS technique fosters the analysis and synthesis
of spatial data. It helps to integrate spatially referenced data for problem-solving
[8]. The technique has found usefulness in several areas like crime area analysis,
facility management and planning, resource monitoring, mineral exploration, water
resource management, energy system facility location and planning, and so on [9–
13]. Rather than the use of analytical models that offer a closed-form of solution,
the GIS technique uses empirical modelling technique with georeferenced data such
that the location component of the system been analyzed is not played down.
The literature is replete with solutions to the “how” and the “what” dimensions
of RE resources, however, the “where” dimension (geospatial component) has lately
attracted attention. GIS is highly effective in locating RE resources with multi-criteria
considerations by means of what is called land suitability analysis. Land suitability
analysis considers several criteria represented as layers in GIS software. These layers
represent constraints to be satisfied, which varies from one energy resource to another.
Presented in Table 1 are some criteria considered in the literature when carrying out
land suitability analysis for specific RE resources.
While some criteria are common to almost all RE farms like distance from residen-
tial areas, the government reserved areas, road networks, some criteria are peculiar
to each RE resource like distance from communication networks peculiar to locating
wind farms [14] and gradient peculiar to solar farms [1, 29, 30], proximity to hot
springs peculiar to geothermal resources [23] and so on. This results from peculiar
interference with and dependence on identified physical features. The results of the
suitability analysis give the best location of RE facilities based on stated criteria.
However, the question of the degree of suitability of the geospatial solution domain
is the focus of this study.
In a view to overcoming climate change and its associated effects on the biosphere,
alternative sources of energy, which are clean and green are explored to replace the
conventional sources. RE resources, which are energy sources that can be replenished
within a short period [30] is fast gaining relevance both at national and global levels
and are deployed as an off-grid, mini-grid, or on-grid system [31]. In any of these,
proximity to energy sources or siting plants in energy hotspot among other factors
is highly essential for the plant’s efficiency, effectiveness, and sustainability. Two
common approaches have been explored in the literature in solving this problem: the
mathematical approach and the GIS-MCDM approach. This study, however, focuses
on the GIS-MCDM approach.
Several techniques have been developed over the years to determine land suitabil-
ity for RE resources. However, the most commonly used technique is the integration
of MCDM techniques with GIS [32]. This technique considers the spatial component
of criteria relative to identified feature raster files often in a projected coordinate sys-
tem. This integrated method has recorded success over time in determining suitable
locations for wind farms [1, 14, 33], solar farms [1, 29, 30, 34], biogas plants [26,
35, 36], geothermal plants [37], hydropower plant [38] and so on. This method is
associated with uncertainties, which can be due to the nature of the data used, human
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Table 1 Land suitability criteria for RE resources
Resource Selection criteria References
Wind Energy Wind speed, Elevation, slope,
Distance from
1. Energy transmission lines
2. Lakes and rivers
3. Roads
4. Protected Areas
5. Airports and Railway stations
6. Mining sites
7. Fault Lines
8. Radio and TV stations
9. Urban areas
[7, 14–17]
Solar Energy Solar irradiation potential, average temperature,




















2. Power transmission line
3. Dam reservoir
[24]
Biomass/biogas Biomass resource, slope, geomorphological factors,
Distance from:
1. Industrial areas
2. Hydrological networks (e.g. rivers, streams, etc.)
3. Flora and fauna





judgement, weighting factors used, inherent variability in the model used [39, 40].
However, in reality, criteria for suitability analysis of a RE plant are inexhaustible.
Attempts are often made by modellers to cover critical factors, that largely influence
RE facility location.
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MCDM-GIS approach to land suitability analysis is efficient, however, essential
factors that predicate the reliability of its results most especially, when land suitability
for RE in power generation is considered are discussed briefly. These are fundamental
pitfalls that compromise the accuracy of MCDM-GIS approach to the location of RE
plants. This study aims at carrying out a mini-review on four identified areas to take
into consideration by energy researchers to ensure the reliability of land suitability
analysis in energy research and RE plant location.
2 Reliability Factors for Geospatial Approach to RE Plant
Location
2.1 Data Integrity
Data integrity emphasizes data accuracy and consistency in quality and recency.
The recency of the geospatial data either raster or vector plays a significant role in
the reliability of the suitable sites obtained for RE plant. The advent of GIS as a
potent tool for spatial analysis has led to the proliferation of geographic databases
globally. Individual data creator also makes efforts in populating these databases
with digital maps of physical features and attributes; an example is raster files for
road networks, places, locations, etc. The accuracy of these data, the expertise and
integrity of the data creator is highly significant to the reliability of the study which
uses the data. Government organizations also populate databases for public use. They
often update these data with recent developments about the geospatial location of
features. The analysis which makes use of data from trusted database (e.g. national
database) however, without recency may likely falsify the results of land suitability
analysis of RE plants. For example, protected areas in the database of a year may
not be completely accurate for a study in the next year. Certain areas may have been
considered as non-protected areas due to political or anthropogenic activities. The
recency of the data reveals the present status of surfaces or features.
Data quality, on the other hand, depends on several factors among which is data
projection. Incorrect projection of the data presents the wrong spatial location of the
site. Geospatial data used for spatial analysis are obtained from metadata, which is
either in the form of raster or vector [41]. These metadata contain information that
describes the data like the projection (either spherical or projected coordinate system).
The quality of the input data into a model determines the quality and reliability of
its output [39].
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2.2 Sensitivity Analysis
Aside tractability and feasibility, a good model is expected to be robust, which sensi-
tivity analysis constitutes one of the tools in achieving this. As part of good modelling
practice, it is expected that a modeller gives a level of confidence to which the model
efficiently represents the system [39]. Sensitivity analysis helps to account for inac-
curacy, ambiguity, and imprecision of GIS-multi-criteria evaluation process [42] and
also enhances understanding of land suitability results for informed decision making
[43]. It is a related practice to uncertainty analysis, and it is aimed at identifying
principal inputs significantly responsible for output variations [44]. Many empirical
facility location models follow this trend. However, few GIS integrated models, espe-
cially in RE plant consider this. Sensitivity analysis in spatial models differs from
that of analytical and other empirical models due to the nature of the data. There
are several methods, which have been developed over the years for performing sen-
sitivity analysis on spatial models. Some of these are extensively discussed in [39,
45, 46]. However, in RE farm site suitability problems, a pixel by pixel validation
to ensure satisfactory results is sometimes used. Here, a cadastral plot is selected at
random and exported as a single layer, where a similar process of adding factors to its
attribute table is performed [18]. The result is compared with the main analysis for
consistency. The simple weighted model aggregate scoring method of essential fac-
tors of influence is also commonly used in RE plant suitability analysis. This method
is efficient in RE plant land suitability analysis because sometimes, the suitability of
a site for RE farm may be due to an aggregate of trivial factors rather than crucial
and technical factors [47]. Sensitivity analysis in RE farm location also enables the
modeller to identify principal factors, which aggregates to the ranking score. This
analysis is highly essential before actual ground verification.
2.3 Choice of Appropriate Tool
GIS software like the ArcMap is multi-functional and so contains many tools, which
can be harnessed for geospatially related problems in many fields. The choice of
an appropriate tool for each analysis determines the validity and reliability of the
results. For example, in determining land suitability for a RE plant using GIS-MCDM
approach, several criteria are considered to ensure that the proposed site for the plant
does not interfere with physical or environmental features. To ensure this, exclusion
rules are developed with specific distances from physical features of significance
to the study [7, 14]. Exclusion criteria use inequalities, which require it been care-
fully specified using appropriate tools. A commonly used distance function is the
Euclidean distance. This calculates a straight-line distance from one point to another
as a crow would fly. It has found usefulness in the RE land suitability analysis in
the specification of distance from criteria like waterways, roads, seismic, volcanic
1060 P. A. Adedeji et al.
faults [2, 18, 48], etc. The Euclidean distance tool contains several fields like max-
imum distance. The maximum distance displays raster files with subclasses to the
maximum distance specified. Further exclusion criteria with distances greater than
the already specified distance do become irresponsive to such criteria. Incorrect use
of tools as such may lead to misleading results and wrong location for RE plant.
2.4 Subjectivity in Assigning Criteria Weights
Determining suitable land areas for RE plants requires a combination of critical,
subjective, and objective inputs/criteria [49]. Criteria weight assignment contributes
immensely to the controversy and uncertainty associated with MCDM-GIS approach
to land suitability analysis in RE farm [46]. The impact of this is significant when
several decision-makers are involved. Rather than one set of weights, a range of
weights is derived. A slight perturbation in the weights can significantly affect the
ranking of possible alternatives, which in some cases causes inaccuracy in the results
and undesirable consequences [50].
While objective criteria are easily represented in quantitative forms, subjective
criteria come in qualitative forms. This is often observed when maps are to be clas-
sified into fuzzy classes [23, 51]. On the other hand, critical inputs/criteria emanate
from the successful integration of objective and subjective inputs/criteria. They form
principal criteria in the model for further analysis. In spatial RE farm location prob-
lem, subjectivity in decision making is demonstrated when site choices are to be
made based on criteria of influence [52]. Commonly used MCDM techniques for
this include, analytic hierarchy process (AHP), analytic network process (ANP),
technique for order processing by similarity to ideal solution (TOPSIS), elimination
and choice expressing reality (ELECTRE), multi-criteria optimization and compro-
mise solution (VIKOR) and their integrated fuzzy hybrids, as decision support sys-
tem. These methods incorporate weight assignment techniques like rating, ranking,
trade-off, pairwise comparison [23]. In RE studies, rating, ranking, and pairwise
comparison techniques are commonly used for weight assignment and selection of
alternatives. This process is subjective and may likely result in a disparity in the
model result. Experts’ knowledge is leveraged, as there is no technical documenta-
tion for this. These methods are chosen due to their simplicity in computation, though
computation becomes complex for large criteria size.
One of the problems associated with subjectivity transformation is inconsistency
in the formulation of the criteria matrix on the part of the modeller. To avoid this
pitfall, Eigen method for criteria matrix is recommended [49], such that a square
matrix of criteria has an aggregate of its eigenvalues equal to its trace. The trace is
the sum of the diagonal elements of the criteria matrix.
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3 Conclusions
It is observed in the recent decade that studies on suitability analysis for RE plants
using GIS-MCDM as a tool is gradually becoming multidisciplinary. This study,
therefore, focused on specific milestones in the analysis, which contributes to the
reliability and credibility of results obtained. The study discussed the relevance of
data integrity with a focus on obtaining recent data from credible sources. We also
established the importance of sensitivity analysis and the use of appropriate tools
in ensuring the reliability of the result. Effort is being made to reduce subjectivity
in transforming qualitative variables to quantitative equivalence based on experts’
knowledge. The study identified Eigen matrix method with singularity of the trace
elements as a method of ensuring consistency in subjective to the objective transfor-
mation process. Asides these identified dots in achieving high reliability and accuracy
of the results, ground verification is highly essential as this helps to verify the reality
of the seemingly virtual analysis.
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ABSTRACT
This study compares the performance of standalone adaptive neuro-fuzzy inference system (ANFIS) and its
hybrid with particle swarm optimisation (PSO) in predicting the energy consumption from climatic fac-
tors for a multi-campus institution in South Africa. Monthly weather condition datasets (average wind
speed, average maximum temperature, average minimum temperature, average dew point and average
relative humidity) for 36 months were mapped with the corresponding monthly energy consumption
for each campus as the model inputs and output respectively. The ANFIS and ANFIS-PSO models were
trained and tested with 70% and 30% of the dataset respectively. The root mean square error (RMSE),
mean absolute deviation (MAD),mean absolute percentage error (MAPE) and the computational timewere
used to evaluate the model for the four campuses. The ANFIS standalone model developed for campus
C outperforms other standalone models for campus A, B and D with the following performance indices:
RMSE = 1.27, MAD = 1.01, MAPE = 13.34, computational time = 14.61 secs. On the contrary, the ANFIS-
PSO model developed for campus D outperforms both the standalone and the hybrid models for campus
A, B and Cwith the following values of performance indices except for computational time: RMSE = 0.147,
MAD = 0.125, MAPE = 2.89, computational time = 95.60 secs. This study concludes that tuning ANFIS
parameters with PSO offers a better prediction accuracy, which is reliable for strategic energy planning,
though at a higher computational time.
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Xdi Position Component of particle i at dth dimen-
sion
Vdi Velocity component of particle i at dth dimen-
sion
Pi Best position of the ith particle
Pg Global best position
a1, a2 Particle acceleration coefficient
w Particle inertia weight
rand1di , rand2
d
i Randomly generated numbers between 0
and 1.
c Cluster
vc Centre of cluster c
m Weighting exponent
A Positive definite weight matrix
N Number of observations
I1...5 Model input
C Total number of clusters
O1j Output of layer 1 in node j
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μAj (I1) Fuzzy membership function of input I1 at
node Aj .
μBj (I2) Fuzzy membership function of input I2 at
node Bj .
wj Firing strength at jth node.
wj Normalised firing strength at jth node.




zj Consequent at jth node.
1. Introduction
Data-driven decision-making process is fast gaining roots in the
field of energy systems. This has enabled informed decision-
making at the strategic management level of both service and
manufacturing industries. One of these data-driven processes,
which has tremendously influenced industrial systems is fore-
casting. Theuniversity campus, associatedwithhighenergy con-
sumption due to its numerous plug-load devices and buildings
requires intelligent energy management systems to minimise
cost expended on energy. With increasing technological devel-
opment in equipment for multi-disciplinary research, there is
anticipated increase in plug-load devices (Hafer 2017), which
© 2020 Informa UK Limited, trading as Taylor & Francis Group
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translates into an increase in energy consumption (Moorefield,
Frazer, andBendt 2011). Similarly, the enrolment rate of students
of higher institutions increases on a yearly basis. This in turn
necessitates an increase in both residential buildings as well as
lecture theatres to accommodate the increasing population. A
ripple effect is anticipated on the expenses on energy consump-
tion in every fiscal year. The situation becomesmore complex in
universities with multiple campuses like the case considered in
this study.
Theenergy consumption in residential andcommercial build-
ings, which educational institutions belong, varies with geo-
graphical location, season andtype of activities. From the hemi-
spherical perspective, countries located around the northern
hemisphere are hotter (with annual average surface temper-
ature of 14.6°C) (Jones et al. 1999) than those in the south-
ern hemisphere (with annual average surface temperature of
13.4°C) (Jones et al. 1999; Kang et al. 2015) due to several
reasons, one of which is the gradual heating of ocean trans-
ports across the great circle. Consequentially, the energy con-
sumption in the southern hemisphere is much higher than
the northern hemisphere counterpart (Oree, Khoodaruth, and
Teemul 2016). Sudden Stratospheric Warming (SSW) – a sud-
den warming in the stratosphere associated with the winter
period, which often occurs in the northern hemisphere sel-
dom occurs in the southern hemisphere (Smith-Johnsen et al.
2018). Most studies on energy consumption forecast and mod-
eling have been carried out on buildings around the western
and northern hemispheres (Khosravani et al. 2016; Li and Su
2010; Tahmassebi and Gandomi 2018), which leaves the south-
ern hemisphere less explored. Among the few studies in the
energy consumption forecast in the southern hemisphere is
the study by Mohamed and Bodger (Mohamed and Bodger
2005). The study investigated the effect of selected demo-
graphic (population) and economic variables (gross domestic
product, average price of electricity) on annual energy con-
sumption in New Zealand. The study employed multiple linear
regression, whose result showed a correlation between all the
independent variables and the electricity consumption in the
country.
Energy consumption forecast predicates an energy-efficient
policy as well as optimisation of usage. Several studies have
been carried out in forecasting energy consumption in tertiary
institutions. For example, Deb et al., (Deb et al. 2015) investi-
gated the use of adaptive neuro-fuzzy inference system (ANFIS)
and Artificial Neural Network (ANN) in forecasting energy con-
sumed by cooling load devices in three institutional build-
ings in Singapore. Three inputs (air temperature, humidity and
solar radiation) were used against energy consumption. While
subtractive clustering was used for data clustering in ANFIS,
back-propagation neural network trained with Bayesian reg-
ularisation was used for the ANN model. Both models gave
good predictions, however, ANN model gave a better result
with an average R-squared value of 0.974. Similar to this is the
study by Amber et al.,(Amber, Aslam, and Hussain 2015) which
used two models; the Multiple Regression (MR) and Genetic
Programming (GP) to forecast energy consumption in South
Bank University using five independent variables- ambient tem-
perature, relative humidity, solar radiation, wind speed and
weekday index. GP model outperformed the MR model with
a total absolute error of 6% compared to 7% recorded for MR
model.
A good number of institutional energy forecast in the liter-
ature considers a single campus institution with multi-campus
institutions receiving less attention. It could be argued that each
campus can be considered as a single entity, however, the cam-
puses considered in this study possess a centralised system of
administration. The energy cost is bored by the central sys-
tem and not by individual campuses. Also, student migration
between campuses makes attributing energy consumption in
a campus to students on that campus fuzzy. Several forecast-
ing techniques have been used in energy consumption forecast
(Amber, Aslam, andHussain 2015; Barak and Sadegh2016; Boran
2014; Tahmassebi and Gandomi 2018) and it has been estab-
lished that using heuristic algorithms in training ANFIS model
gives better predictive results, with GA, particle swarm optimi-
sation (PSO) and Artificial Bee Colony (ABC) heuristics ranking
top three in ANFIS training (Karaboga and Kaya 2018). How-
ever, studies on the effectiveness and efficiency of PSO-ANFIS
model onmulti-campus energy consumption forecast andmost
especially in the southern hemispherical part of the world is
sparse in the literature. Close to this study is the use of stan-
dalone ANFIS and its hybrid with PSO, Genetic Algorithm (GA)
and Differential Evolution (DE) for monthly prediction of solar
radiation usingmeteorological parameters (sunshine, minimum
andmaximumair temperature, rainfall and clearness index) (Hal-
abi, Mekhilef, and Hossain 2018). Hybrid ANFIS models in the
study demonstrated a high reliability in solar radiation forecast
than the standalone ANFIS model.
The increasing revolution in the field of artificial intelligence
has opened a new chapter for hybrid algorithms towards model
parameter optimisation for enhanced model effectiveness and
efficiency. ANFIS model is preferred to other intelligent learn-
ing algorithms like ANN, Support Vector Machine (SVM), k-
nearest neighbour (k-NN) and so on due to its robustness in
its performance, online adaptability and its self-adjusting abil-
ity to obtain minimum global error on non-linear problems
(Adedeji et al. 2019; Shihabudheen and Pillai 2018). To fur-
ther enhance these capabilities, a hybrid of ANFIS with evolu-
tionary algorithms to effectively integrate the relational struc-
ture and learning capability of the ANN, the dynamic nature of
the fuzzy logic in decision making (Karaboga and Kaya 2018)
and the parameter-tuning capability of evolutionary techniques
towards model performance improvement is fast gaining trac-
tion. PSO-ANFIS model is one of the hybrid models which
offers improved model accuracies in several areas where it has
been applied and reduced computational time compared to
some other hybrid ANFIS models like, ANFIS-GA and ANFIS-
DE even though this factor also depends on the computing
power of the computing device. For example, Hossain et al.
(2018) experimented hybridised ANFIS with GA, DE and PSO
for long-term prediction of wind power density. The authors
compared the effectiveness of the three hybridmodels and con-
cluded that the PSO and GA hybrids of ANFIS model outper-
formed the DE hybrid. However, a comparison between their
computational times was not reported. Similarly, (Olatunji et al.
2019a) investigated the effectiveness and efficiency of ANFIS-
PSO in predicting enthalpy of combustionmunicipal solid waste
based on its elemental compositions. Statistical performance
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measures were used for model evaluations and a mean abso-
lute percentage error (MAPE) of 22.6202, mean absolute devi-
ation (MAD) of 2.562, root mean square error of 3.4443 and
log accuracy ratio of 0.0337 were obtained at the model test-
ing phase. Also, the model computational time of 36.96 secs
was computed on similar computing device as used in this
study. This further commends the quick converging prowess of
PSO-based ANFIS model. The same authors further investigated
the effectiveness of ANFIS-PSO in predicting elemental com-
positions from the proximate values of biomass using a large
dataset (Olatunji et al. 2019b). For all the elemental compositions
predicted, ANFIS-PSO outperformed standalone ANFIS model
with an average computational time of 36.8 secs, which fur-
ther emphasises the model’s quick convergence and predictive
accuracy. Training ANFIS models with evolutionary algorithms
improves themodel’s adaptive layer parameters towardsobtain-
ing a global minimum error, rapid convergence and improved
model accuracy at a lower throughput (Adedeji et al. 2019).
This informed the selection of the ANFIS-PSO model for this
study.
Energy consumption in buildings exhibits dynamic pat-
tern, which gives relevance to PSO-ANFIS in energy consump-
tion forecast. Forecasting energy consumption in educational
buildings is not novel in the literature, however, forecasting
for a multi-campus university whose campuses have different
weather conditions and different electricity consumption pat-
tern (with central energy cost centre) using an ANFIS model
optimised with an evolutionary algorithm stands as the nov-
elty of this study. This study therefore (i) predicts the energy
consumption of a multi-campus institution from meteorolog-
ical data of the campuses using ANFIS and PSO-ANFIS mod-
els. (ii) compares the performance of the two models using
statistical performance metrics in all the campuses. The rest
of this article presents the methodology adopted (Section
2), the results (Section 3), which entails a comparison of
the PSO-ANFIS with standalone ANFIS model and Section 4
concludes the work.
Table 1. Calendar dates in the southern hemisphere.
Southern hemisphere Calendar dates
Autumn 1 March to 31 May
Winter 1 June to 31 August
Spring 1 September to 30 November
Summer 1 December to 28/29 February
Source: (SA Weather Service 2015)
2. Methodology
2.1. Data description
The University of Johannesburg was used as a case study.
The university is a multi-campus institution located in Gaut-
eng Province of South Africa. Each campus is located at differ-
ent geospatial locaations. Weather station used was correlated
with the geographical locations of the campuses using Google
Earth Pro. Climatic data (averagewind speed, averagemaximum
andminimum temperature, average dew point, average relative
humidity) from 2015 to 2017 onmonthly basis (36months) were
collected from the South African Weather Service. The choice of
these parameters stems from their high correlation with energy
consumption in residential and non-residential buildings (Ida-
hosa, Marwa, and Akotey 2017; Wang, Liu, and Brown 2017),
most especially in the southern hemisphere. These climatic data
were used as inputs against one output (energy consumption)
for each campus as shown in Figure 1.
Monthly energy consumption data (in megawatt-hour) for
all the campuses within the same time horizon was used. The
energy consumption data were collected from the energy man-
agement department of the university, which spans the four
campuses. Their mode of data collection is through a data log-
ger, which keeps a historical record of energy consumption in
real time. Highest and lowest energy consumptions in each
campus and the seasons when these occurred were identi-
fied. Weather classification of the southern hemisphere by the
South African Weather Service, based on climatological and
Figure 1. Model architecture comprising the standalone and PSO-ANFIS models.
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sociological grounds as presented in Table 1 was used to deter-
mine seasons with high, and low energy consumption.
2.2. Model description
2.2.1. PSO optimisation
The PSO optimisation technique forms one of the common
population-based stochastic algorithms inspired by social and
biological behaviour (Lynn, Ali, and Nagaratnam 2018). It is one
of the few optimisation search algorithms notable for its sim-
plicity and quick convergence after a stochastic search within a
high-dimensional search space. The PSO optimisation algorithm
consists essentially of swarm of particles with each particle
representing a potential solution and the properties of each
particle being the parameters to be optimised (Engelbrecht,
Cleghorn, and Engelbrecht 2019). With a random position of
particles within the solution space, each particle possesses a
random velocity value. The particle velocity (step size) controls
the optimisation process. It presents the experiential knowledge
gathered by the particle and the socially exchanged informa-
tion regarding viable areas within the solution feasibility region.
Thus, the flight of each particle is controlled by its personal flying
experience and the experience of its flying companions. These
two experiences represent the two model parameters called
the cognitive and the social acceleration coefficients respec-
tively. Every particle in the solution space temporarily stores
its best position so far within the search space. In the course
of each iteration, each particle’s velocity is adjusted relative to
its previous best position and the best position obtained from
any particle within its region (Lynn, Ali, and Nagaratnam 2018).
The position and velocity of the particle are updated using
population topology functions as defined in (Shi and Eberhart
1998) as
Vdi = [w × Vdi ] + [a1 × rand1di (Pdi − Xdi )]
+ [a2 × rand2di [Pdg − Xdi ]] (1)
Xdi = Xdi − Vdi (2)
such that each particle i in N population possesses Xdi position
component andVdi velocity component at dthdimension. Pi rep-
resents the best position of the ith particle and Pg the global
best position. The acceleration coefficients are definedby a1 and
a2, w is the linearly decreasing inertia weight. The a1 and a2
arepositive cognitive and social acceleration coefficients respec-
tively of which stability of the algorithm is ensured when
a1 + a2 ≤ 4 (Kennedy1998). The rand1di and rand2di components
of the equation are randomly generated numbers within the
range of 0 and 1.
2.2.2. ANFISmodel
The ANFIS model integrates ANN and Fuzzy Inference System
(FIS) such that optimal distribution of membership function is
obtained from input-to-output mapping (Jang 1993). A typ-
ical ANFIS network is a five-layer structure consisting of the
fuzzy layer, the product layer, the normalised layer, the de-fuzzy
layer and the total output layer (Adedeji, Madushele, and Akin-
labi 2018; Jang 1993; Rosadi, Subanar, and Suhartono 2013) as
shown in Figure 2. ANFIS model with Takagi-Sugeno fuzzy infer-
ence system mapped the five climatic variables as inputs to the
energy consumption (the output) across three parameterised
Gaussianmembership functions used in this study. ANFISmodel
requires a clustering technique of which Fuzzy c-Means (FCM)
was used.
The first layer consists of fuzzy membership functions with
output functions for each node represented by Equations (3)
and (4):
O1j = μAj (I1), j = 1, 2 (3)
O1j = μBj (I2), j = 1, 2 (4)
The second layer computes the firing strength of a rule using
multiplicative operator as:
O2j = wj = μAj (I1).μBj (I2), j = 1, 2 (5)
Normalisation of the firing strength at the jth node of the
structure using the ratio between the firing strength in the
jth node and the sum of all firing strengths from all the rules
Equation (6) is performed in the third layer. Nodes in this layer
are non-adaptive.
O3j = wj =
wj
w1 + w2 j = 1, 2 (6)
A nodal function exists in the fourth layer, which calculates
the effect of jth rule towards the output of the model using
Figure 2. ANFIS model architecture.
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Equation (7):
O4j = wl(pjI1 + qjI2 + rj) = wlzj (7)
where pj , qj , rj is a parameter set of the node and wi is the nor-
malised firing strength of the third (3) layer.
The fifth layer has a single non-adaptive node, which calcu-
lates the overall output of the ANFIS model using a summing









Fuzzy rules. From Figure 2, the first order Takagi-Sugeno fuzzy
model has fuzzy rules with the structure:
Rule 1: If I1 is A1 AND I2 is B1 then f1 = p1I1 + q1I2 + r1.
Rule 2: If I1 is A2 AND I2 is B2 then f2 = p2I1 + q2I2 + r2.
In this work, the above rules where adapted with input
Ii(i = 1 . . . 5), output O1 and cluster Cj(j = 1 . . . 10) with equal
weights using fuzzy c-means clustering technique. The rules
then follow:
Rule 1: If I1 is in I1C1 AND I2 is in I2C1 and I3 is in I3C1 and I4 is
in I4C1 and I5 is in I5C1 then O1 is in O1C1.
Rule 2: If I1 is in I1C2 AND I2 is in I2C2 and I3 is in I3C2 and I4 is
in I4C2 and I5 is in I5C2 then O1 is in O1C2.
Rule 3: If I1 is in I1C3 AND I2 is in I2C3 and I3 is in I3C3 and I4 is
in I4C3 and I5 is in I5C3 then O1 is in O1C3.
RuleN: If I1 is in I1CN AND I2 is in I2CN and I3 is in I3CN and I4 is
in I4CN and I5 is in I5CN then O1 is in O1CN.
The rule structure applies to all the campuses. Shown in
Figure 3 is the resulting ANFIS structure for a campus, which
applies to the remaining three campuses.
2.2.3. PSO-ANFIS hybridmodel
ANFISwith FCM clusteringwas trained using PSO algorithm. The
FCM minimises generalised least square error function Jm(U, v)
in Equation (9), such that each data point xk in N observations






μmkj‖xk − vc‖2A, 1 ≤ m ≤ ∞
for C = number of clusters|2 ≤ C < n (9)
where m is the weighting exponent, A is a positive definite
(n × n)weightmatrix, || || is ann − dimensional Euclidean space
wherein sample data belong and vc is the centre of cluster c. The
procedure for the hybrid model is described as follvnows:
Step 1: Structure the inputs and output to the model.
Step 2: Generate initial fuzzy inference system (FIS) structure.
Step 3: Generate initial swarm as follows:
(i) Generate random population size (Particles), P of length
Var_Size each and positions pk,l ∈ (Pmin, Pmax) such that
k = 1, 2, 3, . . . , PopSize; l = 1, 2, 3, . . . , Var_Size
(ii) Initialise the velocity of each particle (Inital_Vel = 0).
(iii) Initialise the best cost at Gbest (Inital_BestCost = ∞).
Step 4: Create next generation of particle with updated posi-
tion, velocity and inertia weight according to the Equations (1),
(2) and (10), respectively (Semero, Zheng, and Zhang 2018).
ω = ωdamp × ω (10)
where ω is the weight inertia, and ωdamp is the inertia weight
damping ratio.
Step 5: Assign optimised particle parameters to the ANFIS
structure.
Figure 3. Structure of ANFIS used in this study.
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Step 6: Evaluate the cost of each particle using a conditional









Step 7: Check if stopping criterion of maximum iteration is
satisfied. If not satisfied, the algorithm returns to step 4, else
proceed to step 8.
Step 8: Perform a short-term forecast of electricity consump-
tion for the four campuses.
Step 9: Perform statistical performance evaluation on the
forecast.
Step 10: Plot a comparison between actual electricity con-
sumption and the predicted within the same time horizon.
Step 11: Terminate the programme.
An initial population of 25 and initial weight damping ratio of
0.99 was used for all campuses. The cognitive and social accel-
eration parameters were both chosen to be equal (c1 = c2 = 2)
based on the recommendation of Kennedy (1998) and previous
studies. A maximum iteration of 1000 was used such that the
convergence at values,whichminimises the training error objec-
tive functionwasmade a stopping criteria. Themodel flow chart
is as shown in Figure 4. The ANFIS model was trained using the
PSO algorithmuntil the convergence,minimum training error or
maximum number of iterations is reached.
The computation was performed in MATLAB (R2015a). The
two models were trained using 70% of the data while 30% was
used for model validation. The hybrid model was compared
with the ordinary ANFIS model for each campus and the result
presented in Section 3.
3. Results
3.1. Data analysis
Shown in Figure 5 is the proportion by mean of the energy
consumption on campus basis. Campus A has the highest
average energy consumption (71.50MWh) consuming 57%
of the institution’s energy. Campus D with average energy
consumption of 14.41MWh consumes less energy compared
to campus A and it takes 19% of the total energy con-
sumed by the institution. Campus B and C accounts for 13%
and 11% of the institution energy consumption, respectively.
Shown in Figure 6 is the maximum and minimum energy
consumption for each campus. While the maximum energy
consumption occurred in the winter season, the minimum
energy consumption occurred in the summer season in all four
campuses.
From Figure 6, average energy consumption in campus A
accounts for more than twice of those consumed by each of
the other campuses. This high consumption in campus A is
due to its high number of plug-load equipment, high number
of student hostels as well as lecture halls compared to other
Figure 4. ANFIS-PSO flow chart.
Figure 5. Mean proportion of energy consumption per campus (in MWh).
campuses. More so, campus A is the administrative headquar-
ters of the institution and so has more buildings than the other
campuses.
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Figure 6. Minimum and maximum energy consumption per campus.
Figure 7. Prediction of energy consumption- Campus A.
3.2. Simulation results
Energy consumption data and corresponding weather data for
11 months in the series, which signifies 30% of the data were
used for model validation. Shown in Figures 7–10 is the result
for the model validation for campus A, B, C and D. There exists
a close relationship between the observed energy consump-
tion and the PSO-ANFIS predicted results for all the campuses.
ANFIS model gave similar results, however, there exist larger
deviations between energy consumption obtained from ANFIS
standalone model and the observed energy consumption. The
results obtained for PSO-ANFIS models show a minimal devia-
tion from the observed values. The effectiveness of bothmodels
in relation to computational time performance evaluation of
both the training and testing data were also recorded as well as
the model computational time.
Shown in Figures 7–10 are comparison plots between the
observed electricity consumption, the predictions from the stan-
dalone ANFIS and the ANFIS-PSO models for campus A, B, C
and D, respectively. There exists variability in the electricity con-
sumption fromonemonth to another in all the four campuses as
there is no month with the same electricity consumption both
from the observed and the model-predicted results for all the
four campuses. Standalone ANFIS technique for prediction has
offered good results in many studies, however, in this study, the
hybrid ANFIS (ANFIS-PSO) predicted electricity consumption for
all the four campuses better than the standalone ANFIS model,
Figure 8. Prediction of energy consumption- Campus B.
Figure 9. Prediction of energy consumption- Campus C.
Table 2. Model comparison- Campus A.
Model RMSE MAD MAPE Computational time (seconds)
ANFIS 3.56 2.90 13.44 15.64
PSO-ANFIS 0.810 0.694 3.37 94.60
which agrees with some findings in the literature on predic-
tive application of the model (Chen 2013; Olatunji et al. 2019b).
Campus A consumes more electricity compared to the other
three campuses and the standalone ANFIS model predicts with
a higher deviation from the observed electricity consumption.
However, theANFIS-PSOmodel predicts electricity consumption
more accurately compared to the standalone ANFIS model with
the same test dataset as shown in Figure 7. Increased accuracy in
the predictions obtained from the ANFIS-PSOmodels compared
to the standalone ANFISmodel was observed in the forecasts for
Campus B, C and D as shown in Figures 8–10, respectively. How-
ever, this increased prediction accuracy attracted an increase in
computational time as presented in Table 2–5. This is due to the
optimisation process performed by the PSO algorithm such that
membership function parameters are tuned to achieve optimal-
ity. The PSO optimisation model searches for the best solution
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Figure 10. Prediction of energy consumption- Campus D.
Table 3. Model comparison- Campus B.
Model RMSE MAD MAPE Computational time (seconds)
ANFIS 2.21 1.88 51.59 16.29
PSO-ANFIS 0.183 0.137 4.31 51.15
Table 4. Model comparison- Campus C.
Model RMSE MAD MAPE Computational time (seconds)
ANFIS 1.27 1.01 13.34 14.61
PSO-ANFIS 0.276 0.245 3.52 64.16
Table 5. Model comparison- Campus D.
Model RMSE MAD MAPE Computational time (seconds)
ANFIS 1.55 1.23 26.52 14.80
PSO-ANFIS 0.147 0.125 2.89 95.60
within the solution space. The optimal membership function
parameters are then used by the ANFIS model in the ANFIS-
PSO model. Campus C consumes the least amount of electricity
and the forecast obtained from the ANFIS-PSO is closer to the
observed consumption compared to the relativeness between
the forecast obtained from ANFIS-PSO and the observed for
Campuses A, B and D. This is also revealed in the results of
the error analysis performed between the predicted results of
both the standalone ANFIS and the ANFIS-PSO which were also
reported.
3.3. Model evaluation
Performance evaluation of the two models in terms of the error
between the observed values and the predicted values, and the
model computational timewas performed. A desktop computer
workstation with configuration 64 bits, 32GB RAM Intel (R) Core
(TM) i7 5960X was used for this study. The root mean square
error (RMSE), MAD and MAPE were performed as a measure of
model accuracy and deviation of the model from the observed
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ANFIS model is a good tool for predictive analysis, most espe-
cially in a fuzzy environment. Tables 2–5 present the model
evaluation results for each of the campuses. Among the ANFIS
standalonemodels for the four campuses, ANFISmodel for cam-
pus C has the least RMSE and MAD values of 1.27 and 1.01,
respectively. Campus A, however, records the highest RMSE and
MAD values of 3.56 and 2.90 respectively. Similarly, the MAPE
values obtained from the standalone ANFIS model for campus
C (MAPE = 13.34) is the least compared to that obtained from
other campuses. From the results obtained for the standalone
ANFIS models, the model developed for campus C predicts the
best compared to other campuses. However, the computational
time for each standalone ANFISmodel centres around themean
for all the campuses. Thus, there is no significant difference
between the computational time of the standalone ANFIS mod-
els across the four campuses.
For the PSO-ANFIS models, by comparison on campus basis,
the hybridmodel for campusDperforms optimally than the oth-
ers with predicted electricity consumption close to the observed
consumption. This hybrid model (campus D) records the least
RMSE andMADof 0.147 and 0.125, respectively, while themodel
for campus A records the highest RMSE and MAD values of
0.810 and 0.694 respectively. Contrary to the standalone ANFIS
model, the PSO-ANFIS model for tuning the adaptive layers of
theANFISmodelwith PSO is observed to increase themodel per-
formance and reduce the statistical error between the predicted
and the actual, however with a trade-off in the computational
time (Tables 2–5).
Similar studies that used PSO-ANFIS model for predicting
energy consumption in buildings reported a significant accu-
racy however, an increase in computational time. Presented in
Table 6 is a comparisonbetween the results of few studies,which
used PSO optimised ANFIS for system modeling based on their
Table 6. PSO-ANFIS model with VAF performance measurement.
Ghasemi, Kalhori, and Bagherpour (2016) Shahnazar et al. (2017) Mottahedi, Sereshki, and Ataei (2018) This study
Area of Application Mining Ground Vibration Underground Excavation Electricity Consumption
VAF (%) 93.37 98.35 93.42 94.84
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variance account for (VAF) as calculated using:






From our study, a VAF of 90.41, 98.99, 93.47 and 96.47%
were obtained for PSO-ANFIS models for campus A, B, C and
D, respectively. On average, a VAF of 94.84% was recorded by
the PSO-ANFIS model. From Table 6, the model in this study
performs better than that obtained by Shahnazar et al. (2017)
but themodels by Ghasemi, Kalhori, and Bagherpour (2016) and
Mottahedi, Sereshki, andAtaei (2018) performsmarginally better
in application than the model in this study. Perhaps, the dispar-
ity between these results could be due to the different choice of
control parameters of the PSOoptimisationmodel (Engelbrecht,
Cleghorn, and Engelbrecht 2019) and the type of data (either
skewed or un-skewed).
4. Conclusion
Energy consumption in university campuses is complex, most
especially when the university is a multi-campus institution and
is residential. The electricity consumption depends on several
factors of which climatic factors are significant. This study inves-
tigates the effectiveness and efficiency of the standalone ANFIS
model and PSO-ANFIS model, where ANFIS adaptive layer is
tuned. While the standalone ANFIS model offers good predic-
tion, its hybrid with PSO offers a significant improvement in
model accuracy across all the campuses considered. Tuning
ANFISmodel with PSO ensures quick convergence and adaptive
parameter optimisation, thus mapping the inputs to the corre-
sponding output in an intelligent manner. However, this occurs
at the expense of the model computational time. In congru-
ence with the literature, PSO-ANFIS models often record high
accuracy, however, at a very high computational time (Halabi,
Mekhilef, and Hossain 2018; Rezakazemi et al. 2017). This study,
being the preliminary part of an ongoing research, the trade-off
between PSO-ANFIS accuracy and computational time is open
for further research. The use of parallel computing technique
in this hybrid ANFIS model is recommended for further studies.
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2.7. Article 6 
Wind turbine power output very short-term forecast: A comparative study of data clustering 
techniques in a PSO-ANFIS model 
Published in Journal of Cleaner Production. 254 (2020), Elsevier  
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The motivation for this research is to investigate the effect of the choice of clustering techniques 
in ANFIS and PSO-ANFIS models in very-short term wind power output forecast. Wind resource 
uptake is gradually increasing in South Africa in wind-rich areas like the Eastern Cape province 
with more areas been developed after each bidding window. Hence, this study develops a wind 
speed profile for the Eastern Cape province, identifies a hotspot for wind energy harvesting in the 
province, and develops six models based on ANFIS and PSO-ANFIS models using three clustering 
techniques: the grid partitioning, subtractive clustering, and fuzzy c-means clustering. The gross 
wind power was obtained synthetically using Windographer software by hypothetically deploying 
a utility-scale wind turbine to a site with economic wind speed but is yet to be explored. The 
models were tested using hold-out data comprising 30 % of the dataset and statistical performance 
evaluation metrics were used to evaluate the models. The subtractive clustering technique recorded 
the best accuracy and least computational time both at the standalone ANFIS and PSO-ANFIS 
model. However, between the subtractive clustering-based ANFIS and PSO-ANFIS, the PSO-
ANFIS model recorded a better forecast accuracy.  
As a follow-up on Article 6 in section 2.6, the PSO-ANFIS model gave the best prediction accuracy 
among other models with other clustering techniques. The choice of clustering technique plays an 
important role and in ANFIS model, subtractive and fuzzy c-means clustering techniques perform 
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The emergence of new sites for wind energy exploration in South Africa requires an accurate prediction
of the potential power output of a typical utility-scale wind turbine in such areas. However, careful
selection of data clustering technique is very essential as it has a significant impact on the accuracy of the
prediction. Adaptive neurofuzzy inference system (ANFIS), both in its standalone and hybrid form has
been applied in offline and online forecast in wind energy studies, however, the effect of clustering
techniques has not been reported despite its significance. Therefore, this study investigates the effect of
the choice of clustering algorithm on the performance of a standalone ANFIS and ANFIS optimized with
particle swarm optimization (PSO) technique using a synthetic wind turbine power output data of a
potential site in the Eastern Cape, South Africa. In this study a wind resource map for the Eastern Cape
province was developed. Also, autoregressive ANFIS models and their hybrids with PSO were developed.
Each model was evaluated based on three clustering techniques (grid partitioning (GP), subtractive
clustering (SC), and fuzzy-c-means (FCM)). The gross wind power of the model wind turbine was esti-
mated from the wind speed data collected from the potential site at 10 min data resolution using
Windographer software. The standalone and hybrid models were trained and tested with 70% and 30% of
the dataset respectively. The performance of each clustering technique was compared for both stand-
alone and PSO-ANFIS models using known statistical metrics. From our findings, ANFIS standalone model
clustered with SC performed best among the standalone models with a root mean square error (RMSE) of
0.132, mean absolute percentage error (MAPE) of 30.94, a mean absolute deviation (MAD) of 0.077,
relative mean bias error (rMBE) of 0.190 and variance accounted for (VAF) of 94.307. Also, PSO-ANFIS
model clustered with SC technique performed the best among the three hybrid models with RMSE of
0.127, MAPE of 28.11, MAD of 0.078, rMBE of 0.190 and VAF of 94.311. The ANFIS-SC model recorded the
lowest computational time of 30.23secs among the standalone models. However, the PSO-ANFIS-SC
model recorded a computational time of 47.21secs. Based on our findings, a hybrid ANFIS model gives
better forecast accuracy compared to the standalone model, though with a trade-off in the computational
time. Since, the choice of clustering technique was observed to play a vital role in the forecast accuracy of
standalone and hybrid models, this study recommends SC technique for ANFIS modeling at both
standalone and hybrid models.
© 2020 Elsevier Ltd. All rights reserved.1. Introduction
The need to diversify South Africa’s energy mix has necessitated
the development and deployment of renewable energy. Interest-
ingly, wind energy uptake has reasonably increased in the country,dedeji).thus making it one of the fastest growing renewable energy re-
sources. Studies have shown that the country has wind resource in
a harvestable amount sufficient for power generation in specific
areas (Ayodele and Ogunjuyigbe, 2016; Sørensen et al., 2018; Van
der Linde, 1996). However, South Africa is ranked the seventh
largest coal producer on the global scale (Dunmade et al., 2019) and
this has influenced her use of coal as primary source of fuel for
electricity generation, though this trend is changing since the
country has embraced the low-carbon economy mantra. The
Nomenclature
P Wind turbine gross output power (MW)
t Time




f0 Mean constantbfi Coefficient of autoregressive equation
εt Error term
yi Mean gross power output at ith delay
k ANFIS node
O1k Output of adaptive node k
mAi Membership function of fuzzy set A
Vadj Adjusted wind speed
vsite Wind speed of the proposed site
yadj Adjusted wind turbine output power
rsite Air density at the proposed site (kg/m
3)
ro Nominal air density (kg/m
3)
c Number of clusters
Pr i Potential of cluster i being a cluster centre
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Copenhagen climate change summit, where the president pledged
to reduce the country’s greenhouse gas emissions by 34% in 2020
and 44% by 2025 (Baker et al., 2014). This commitment was sup-
ported by the development of Renewable Energy Independent
Power Producer Procurement Programme (REI4P), a public-private
partnership programme, launched in 2011 (McEwan, 2017). Over 77
projects have been awarded to the private sector with a 20-year
power purchase agreement between Eskom, the country’s elec-
tricity management company, and the independent power pro-
ducers (IPPs) (McEwan, 2017). Five (5) rounds of the project have
been rolled out with the fifth round under development by de-
velopers. Each round consists of a nexus of renewable energy
sources (wind and solar resources) for power generation. Within
the past two decades, wind energy has been harnessed for power
generation at a micro-grid level by several investors and this has
consequentially increased with high uptake in the Northern,
Western, and Eastern Cape provinces. Based on the analysis carried
out by the South African National Energy Development Institute
(SANEDI) (Cape-ducluzeau and van der Westhuizen, 2015) to
identify renewable energy development zones (REDZs), the Eastern
Cape Province is one of the corridors identified with the abundance
of wind energy (SANEDI, 2016), though generally, harvestable wind
energy for power generation in South Africa is geospatially
dependent.
The age-long fossil fuels have directly and indirectly engendered
economic transformation, both at national and global levels. These
conventional sources of energy formed the basis of the first in-
dustrial revolution in the 1800’s (Nehrenheim, 2018). However,
these energy sources are fast being replacedwith renewable energy
sources with the aim of reducing carbon emission and mitigating
global warming. Unfortunately, renewable energy sources are
notable for intermittency and variability, which consequentially
affect their reliability. However, despite these setbacks, solar and
wind energy have recorded significant successes at on-grid and off-
grid levels with renewed commitments to ensure optimality in the
system design and the selection of the system components (Khalili
et al., 2019). The off-grid systems, which comprise local loads with
distinct electrical boundaries, generation units and energy storagesystem often rely on a nexus of renewable energy sources to
maximize energy availability (Erenoglu et al., 2019). In contrast, on-
grid systems consist of the interconnected power generation units,
the transformer and the substation through which they feed into to
the grid according to the specified grid code. The grid-connected
system leverages the aggregation of several power generation
units with the optimization of technological constraints and the
efficiency of generation. In term of pricing and availability, wind
energy is considered as highly naturally abundant, reasonably
priced, and evenly distributed. Wind energy has also been identi-
fied as the high spot of economical and efficient energy on earth,
with high potential for sustainability (Murthy and Rahi, 2017;
Shoaib et al., 2019). The wind energy is harvested using wind tur-
bine system (WTS) whose generation capacity varies depending on
the climatic condition of the location and the turbine power curve.
Thus, aWTS can be at its peak in an hour and generate its minimum
possible power at the following hour (Pelacchi and Poli, 2010). The
wind turbines are capable of generating electrical energy at opti-
mumwind conditions either during the day or at night as compared
to solar photovoltaic systems (Eminoglu and Turksoy, 2019; Keeley
and Ikeda, 2017). WTSs can be classified on the basis of the speed
and axis of rotation. Based on speed, the WTSs can be divided into
two: the constant speed and the variable speed wind turbines.
Power losses (in terms of aerodynamic, electrical and mechanical
losses) in these two types of WTS largely depend not only on the
wind speed but also on the size, structure and type of mechanical
and electrical system (Eminoglu and Turksoy, 2019). Based on axis
of rotation, theWTSs can be divided into the vertical and horizontal
axis wind turbines. The vertical axis wind turbines (VAWT) can
receive wind at any direction, thus eliminating the yawing mech-
anism as observed in the horizontal axis wind turbines (HAWT).
However, these types of turbines are not self-starting, which is
critical to the operation of the system and their overall efficiency is
lower than that of the HAWT (Mathew, 2006). The HAWTs on the
other hand have many drawbacks like sensitivity to wind direction,
low cut-in speed, design complexity and so on (Stathopoulos et al.,
2018). The integration of active energy generated from the WTSs
with the utility follows specific grid code within which these
generating units can be connected to the utility (Hagh and Khalili,
2019). The problem of spatiotemporal variability and intermit-
tency associated with renewable energy (Liu et al., 2019) have
necessitated real-time forecast of resource availability from
dependent variables. This helps in strategic and operational plan-
ning, in order to maximize energy availability.
Research in the field of forecasting has evolved from the use of
conventional linear models such as autoregressive integrated
moving average (ARIMA) to the intelligent non-linear forecasting
models like the artificial neural network (ANN), support vector
regression (SVR), ANFIS and so on (Adedeji et al., 2019a,b). Linear
models assume that data exhibits a linear relationship between
past data values and the errors (Box et al., 2013; de Oliveira and
Ludermir, 2016), however, real-world problems are non-linear.
Hence, the use of non-linear models for prediction is highly
essential in achieving robustness and model sensitivity to pertur-
bation. There are several standalone non-linear forecasting tech-
niques developed over the years, whose accuracy on new datasets
is highly reliable. Examples of these are the self-organizing ANN,
support vector machine (SVM), the k-nearest neighbour (k-NN),
ANFIS, probabilistic neural network (PNN), the random threshold
network (RTN) and so on. These techniques are not one-size-fits-
all; they possess peculiar characteristics, which makes them
applicable in each domain. Several non-linear forecasting models
have been employed in wind energy studies. For example, singular
spectrum analysis and ANFIS were used by Moreno and dos Santos
Coelho (2018) to forecast wind speed, thus decomposing the wind
P.A. Adedeji et al. / Journal of Cleaner Production 254 (2020) 120135 3speed into several additive components using singular spectrum
analysis and forecasting a step ahead using the ANFIS model. The
study evaluated the decomposed components to ensure that
influential elements from the decomposition are considered for the
next phase of the model. Also, Chang et al. (2017) investigated the
effectiveness of a radial basis function neural network improved
with an error feedback scheme in the short-term forecast of wind
speed and power of a typical wind farm near central Taiwan.
Another non-linear technique which has been used to forecast
wind power is the random forest technique (Lahouar and Hadj,
2017).
Soft computing techniques have helped in solving problems
related tomodel design complexity, accuracy, computational speed,
near abstraction of reality in intelligent prediction, modeling, and
the control of non-linear systems (Shihabudheen and Pillai, 2018),
though the efficiency and effectiveness of these techniques are
highly dependent on the optimal choice of parameters for the
model components (Adedeji et al., 2019a,b). ANFIS forms one of the
forecasting techniques in this domain, which have been explored
across several fields due to its non-linear input-output mapping
within a solution space such that local optimal value is avoided and
fuzzy variables are taken into consideration. ANFIS has been
applied in the fields like hydrological studies (Nourani and
Partoviyan, 2018; Pramanik and Panda, 2009), econometrics
(Najib et al., 2016), enterprise systems (Pan, 2009), molecular
studies (Barati-Harooni et al., 2016), energy systems (Adedeji et al.,
2018; Shabaan et al., 2018) and so on. The ANFIS technique, which
follows the Takagi-Sugeno fuzzy inference system, is a five-layered
network with two adaptive layers (the first and fourth layer) and
the others being fixed/nonadaptive layers. The output of the
adaptive layers is a function of node parameterswhich aremodified
according to the learning rules in order to minimise the prescribed
error (Chahkoutahi and Khashei, 2017).
The relevance of ANFIS model, either as standalone or tuned
with other algorithms, in renewable energy space has been re-
ported in recent studies. As a standalone model, Stefanakos (2016)
used the fuzzy logic and ANFIS techniques in a point-wise and field-
wise forecasting of wind and wave parameters. Data of a decade
long at 3-h time interval with significant wave height, wind speed,
and peak wave period was used in the study. The study established
that the hybrid model outperforms the standalone models of FIS
and ANFIS. Similarly, Kassa et al. (2017) explored the use of
standalone ANFIS on short-term prediction of wind power of an
installed wind turbine in Beijing. The study compared the perfor-
mance of ANFIS with backpropagation neural network (BP-NN) and
its hybrid with genetic algorithm (BP-NN-GA). From their findings,
ANFIS model outperformed BP-NN and BP-NN-GA with a mean
absolute error of 28.39, a root mean square error (RMSE) value of
46.06 and a mean absolute percentage error (MAPE) of 4.45, thus
emphasising the reliability and accuracy of ANFIS model. Dong and
Shi (2019) also investigated the use of ANFIS for wind power
forecast in selected regions in China. The model takes as inputs the
outputs from an efficiencymeasuring technique (data envelopment
analysis-DEA) and a multi-criteria optimization technique (tech-
nique for order preference by similarity to an ideal solution- TOP-
SIS). An absolute error less than 1 and an RMSE of 2.7527 were
obtained from the test samples. The study further established key
factors affecting China’s exploration of wind energy, using a
regression model. Also, ANFIS optimized with other algorithms has
been investigated in the literature. Pousinho et al. (2011) optimized
ANFIS with particle swarm optimization (PSO) to predict wind
power. In the study, wind resource was divided based on the four
seasons experienced in Portugal and the accuracy of the model for
the four seasons were commendable. Asides in wind resource
forecast, the hybrid ANFIS models have also been explored inpredicting other renewable energy resources. For example,
Khosravi et al. (2018) investigated the performance of several
artificial intelligence techniques in estimating daily global solar
radiation. The study compared intelligent forecasting techniques
and the conventional methods. In the study, group method of data
handling (GMDH) neural network, multilayer feedforward neural
network (MLFFNN), ANN and ANFIS hybrids with PSO, genetic al-
gorithm (GA), and ant colony optimization (ACO) were investigated.
Of all the models in the study, the GMDH neural network out-
performed the other models with a RMSE of 0.2466 kWh/m2.
However, among the hybrid ANFIS models used, the ANFIS hybrid
with PSO recorded the least RMSE of 0.4412 kWh/m2. In all these
studies, despite the significant effectiveness demonstrated by PSO-
ANFIS model, the effect of clustering technique was not
investigated.
In recent times, the significant technological developments in
renewable energy harvesting technologies is now concomitant
with an avalanche of data generated from sensor technologies of
these systems towards improved system efficiency, thus making
data clustering to be of high importance. Most real-time systems
are built with data logging capabilities with a three-dimensional
data definition: the data velocity, complexity, and size (Tang and
Fong, 2018; Torrecilla and Romo, 2018). This tripartite nature of
the data has therefore made its analysis, retrieval, and processing
both challenging and time-consuming (Sassi Hidri et al., 2018). Data
clustering has recently been used in the data analysis problem
wherein the clustering process compacts the data while retaining
the data information. Clustering is an essential process in ANFIS
modeling. Clustering techniques are used to identify the group
where an observation belongs with a balance between homoge-
neity within the clusters and heterogeneity between the clusters
(Shamshirband et al., 2016; Sheikh et al., 2008). In reference to
South Africa, the development of allocated wind sites for the round
five is ongoing in Eastern Cape Province. The next bidding window
is on its way and more wind farms will be sited in the area, thus an
effective intelligent model, which effectively forecasts the expected
gross output power and better clusters the data is vital to optimal
plant operation and strategic decision-making.
Against this background, themotivation of this study is to bridge
the knowledge gap by investigating the significance of the clus-
tering technique in both standalone ANFIS and optimized ANFIS
models on awind turbine output data of a potential site prior to the
wind turbine installation. The gross and not the net power output
of the proposed wind turbine is of interest in this study due to
variability in losses. Most feasibility studies often assume a loss
factor to calculate the net power output of the turbine. However, in
the reality, the loss factor is a geospatial variant. The selection of the
PSO-ANFIS hybrid model was due to its efficiency and robustness in
previous studies in forecasting. The use of PSO in ANFIS model
resolves one of the major problems called parameter tuning, which
is often associated with black box models. Asides optimality in the
model parameters, the type of clustering technique in the hybrid
model is hypothesized to plays an important role in ensuringmodel
effectiveness and efficiency. This study therefore (i) develops a
resource map for Eastern Cape Province and identified an area rich
inwind energy, (ii) develops three autoregressive standalone ANFIS
models (ANFIS-GP, ANFIS-SC, and ANFIS-FCM) using three different
clustering techniques: the grid partitioning (GP), the subtractive
clustering(SC), and the fuzzy c-means clustering(FCM), (iii) de-
velops PSO-ANFIS models with three clustering techniques (PSO-
ANFIS-GP, PSO-ANFIS-SC, and PSO-ANFIS-FCM) to forecast gross
power output of a wind turbine (iv) evaluates the relative perfor-
mance of the standalone and hybrid ANFIS models using relevant
statistical metrics and also tests the hypothesis that the choice of
clustering technique significantly affects the model effectiveness
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study therefore recommends the best clustering technique in ANFIS
modeling among the three clustering techniques considered.
The rest of the study is structured as follows: section 2 discusses
the mathematical tools used in this study, thus giving a background
knowledge of the concepts used in this study, ranging from data
clustering techniques, autoregressive and ANFIS models. The
method of data collection and the wind resource mapping of the
study area was also discussed. Section 3 presents the results of the
standalone and hybrid models on the case study, while section 4
concludes the study.2. Mathematical tools
2.1. Data clustering
The advent of internet of things (IoT) have revolutionized the
data space with an increasing competition in both manufacturing
and service industries. Big data has helped to unravel the cause
behind events explained with traditional analytic techniques for
improved decision making both at strategic and operational level
(Ghasemaghaei et al., 2018; Ghasemaghaei and Calic, 2019; Horita
et al., 2017). Clustering techniques have formed significant part in
data mining algorithms. Clustering unveils the intrinsic relation-
ships that exist between a set of unlabelled data, thus ensuring a
high inter-similarity within same cluster and inter-similarity across
clusters (Tang and Fong, 2018). In clustering techniques, a dataset Y
is partitioned into a set of Ci clusters ð4i¼ 1;2;…cÞ often per-
formed in an unsupervised manner (Hernandez et al., 2012).
Clustering techniques used in data mining algorithms can be
categorized into four as shown in Fig. 1 and discussed briefly
follows:
a. The hierarchical techniques: the operation of these techniques
is based on a measure of distance between objects or features with
the premise that features are more related to the near features than
the far ones. Hierarchical techniques decompose a dataset Y , rep-
resenting it using a dendogram, a tree that iteratively divides the
dataset into smaller subsets till each subset contains only one
observation. A bottom-up approach (agglomerative approach),
merging the clusters at each step or a top-down approach (divisive
approach), diving the clusters at each step relative to the leaf
orientation can be used (Ester et al., 1996; Grün, 2016). In hierar-
chical clustering, the number of clusters are not determined in
advance, thus eliminating the challenges of local minima and
initialization (Kuwil et al., 2014).
b. The partitioning techniques: This technique partitions the
dataset Y consisting of n observations into c clusters proceeding
basically in a two-step manner. First, a k representative which
minimizes an objective function is determined and second, each
observation is assigned to a cluster with its representative with the
highest proximity to the observation in question. The partition is





Fig. 1. Categories of data ccontains each cluster thereby forming a convex shape, which is
highly restrictive (Awan and Bae, 2014; Ester et al., 1996; Nayak
et al., 2013). Basically, partition clustering techniques are catego-
rized into two: hard (crisp) and the soft (fuzzy) clustering. While an
observation can belong to one and only one cluster in hard clus-
tering, the observation can belong to more than one cluster to a
certain degree in soft clustering. Partitioning clustering techniques
are considered as dynamic with mobility of observations from one
cluster to another (Kuwil et al., 2014). One of the most common
algorithms in this space is the k-means algorithm. A modified form
of this algorithm is the fuzzy c-means clustering, which is an
improvement on the k-means technique.
c. The density-based techniques: The density-based clustering
technique was introduced with the Density-Based Spatial Clus-
tering of Applications with Noise (DBSCAN) by Martin et al. (Ester
et al., 1996). In this technique, each cluster point in its neighbour-
hood according to a given radius contains several points or obser-
vations whose density exceeds a threshold either in a 2-
dimensional or 3-dimensional space. A multi-resolution grid is
used as a data structure to establish clusters. One of the advantages
of density-based clustering techniques is that it does not require
pre-specifications (Kuwil et al., 2014). It also performs well even
when the data is highly noisy. However, its efficiency is reduced in
data with high dimensionality. This technique is notable for speed
and the speed is not a function of the number of observations in the
dataset, though this is a function of the amount of cells in the so-
lution space (Kuwil et al., 2014; Verma et al., 2012).
d. Model-based techniques: these category of clustering tech-
nique is also an unsupervised learning model whose foundation is
in the probability theory (Csereklyei et al., 2017). Model-based
clustering techniques aim at optimizing the fit between a dataset
and specific mathematical models with an assumption that the
data originates from a mix of different probability distributions
(Tang and Fong, 2018). Model-based techniques can estimate the
number of classes present in a dataset as well as their parameters
(Melnykov and Zhu, 2018). Also, its mode of operation is fuzzy and
not crispy, hence a form of soft clustering technique. However,
model-based techniques accrue a high computational time espe-
cially when a large dataset is involved. Also, the fundamental
models on which the new model is built must be specified. A
common example of this technique is the Expectation Maximiza-
tion (EM) technique, often used in estimating maximum likelihood
of parameters and ensuring the convergence of the likelihood
function (Andrews and McNicholas, 2013; Sammaknejad et al.,
2019).2.2. Autoregressive model
The conventional ANFIS model follows an input-output para-
digm. However, a univariate time series data of the gross power
output was used in this study. The autoregressive (AR) model was
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of the past values with a random error in the series. Unlike the
moving average (MA) techniquewhose parameter estimation is not
simple and the autoregressive moving average (ARMA) model
associated with parameter redundancy and stationarity problems,
the AR model suffers less from these (Dinda and O’Hallaron., 2000;
Endo and Randall, 2007). To predict the gross energy output of the
selected wind turbine, the model was structured such that the next
gross power output Pðtþ1Þ minute along the trend can be pre-
dicted using lagged time vectors with a delay diði ¼ 1;…5Þ. Model
inputs were the time series data with the delays, while the output
forms the actual gross power output from thewind turbine. Given a
time series P1; P2; …Pn of a sample size n, the future values of the
series are predicted from the past values within the series ac-
cording to:






where FðLÞPt ¼ 1 41L… 4p Lp gives that the lag-polynomial
with model order p and 40 is a series mean constant. In autore-
gressive models, the stationarity condition must be satisfied rela-
tive to the restriction that εt is independent of Pt1; Pt2 ; … and
that s2
ε
>0 (Hillier, 2001; Wang et al., 2014). In that case, a sta-
tionary solution exists if and only if the autoregressive character-
istic equation has the absolute value of its root exceeding unity.
PðtÞ¼ f ðPðt1Þ; …Pðt dÞÞ (2)
From the least square method, the autoregressive model pa-
rameters were calculated using:





41 ; 42 ; …: ; 4p
T ¼ðLhhÞ1pp ðLhÞp1 (4)







Ptp i ¼ 0;1; …p (5)
and the Lhh ¼ ðSijÞpp is a matrix in the pth order, however,
Lh ¼ ðS1; S2 ; …; Sp ÞT is a column vector in the pth order, whose












ðPt  P0Þ ðPti  PiÞ i ¼ 1;2;…; p (7)
Estimating the coefficient of the autoregressive characteristic
equation (1), b40; b41; b42 ; …; b4p , the autoregressive prediction
model equation then becomes:
bynþljn ¼ b40 þ Xp
i¼1
b4i ynþlijn (8)
such that bynþljn is the l step-ahead prediction at a time n þ l.2.3. Adaptive neuro-fuzzy inference system (ANFIS) model
ANFIS is a multi-layer feedforward network, which combines
the neural network and fuzzy logic modeling capabilities in an
adaptive manner to imitate an expert decision-making process
(Fattahi, 2016). The architectural framework of ANFIS consists of
five layers vis-a-vis the fuzzy, product, normalization, defuzzifica-
tion, and the summation layer in the order of layers from 1 to 5 as
shown in Fig. 2 (Adedeji et al., 2018; Jang, 1993; Karaboga and Kaya,
2018). The ANFIS modeling technique is a variant of the Takagi-
Sugeno fuzzy system, which has two components: the antecedent
and the consequence.
This technique uses hybrid learning rule comprising of back-
propagation gradient descent and least square methods for model
premise and consequent parameter optimization. Shown in Fig. 2 is
the conventional model architecture of an ANFIS network while
Fig. 3 shows the integrated framework of the model with three
clustering techniques.
In Fig. 1, layer 1 consists of fuzzy membership functions with
output functions for each node represented as:
O1k ¼ mAkðxÞ ; k ¼ 1; 2 (9)
O1k ¼ mBkðyÞ ; k ¼ 1; 2 (10)
Layer 2 computes the firing strength of a rule using multipli-
cative operator as:
O2k ¼ wk ¼ mAkðxÞ : mBkðyÞ ; k ¼ 1; 2 (11)
Layer 3 normalizes the firing strength at the kth node of the
structure using the ratio between the firing strength in the kth
node and the sum of all firing strengths from all the rules (Eqn.
(12)). Nodes in this layer are non-adaptive.




Layer 4 uses a nodal function to calculate the effect of kth rule
towards the output of the model using:
O4k ¼ wið pkxþ qkyþ rkÞ¼ wizk (13)
where pk; qk; and rk are parameter sets of the node and wi is the
normalized firing strength of the third (3) layer.
Layer 5 has a single non-adaptive node, which calculates the
overall output of the ANFIS model using a summation operation










The wind speed data used in this study is the Wind Atlas of
South Africa (WASA 2) dataset collected with cup anemometers
mounted at 60 m over a period of 6months. The geographical
location of mounting is the Rhodes located in Eastern Cape, South
Africa. The meteorological mast from where the data was collected
is located at 28.07351oE, 30.81436oS as shown with a placemark in
Fig. 4. The location offers a high potential for wind energy gener-
ation owing to its associated high wind speed. The measuring in-
strument logs climatological data at a data resolution of 10 min,






























Fig. 3. Standalone and hybrid ANFIS model framework with the three clustering techniques. Each clustering technique was considered independently, resulting in six models in all.
P.A. Adedeji et al. / Journal of Cleaner Production 254 (2020) 1201356the proposed site was developed using ArcGIS 10.4 with a resolu-
tion of 30  30 m. Fig. 4 shows areas in the Eastern Cape province
with a wind speed of 5 m/s and above. The area is highly viable for
wind energy generation with prospect of wind speed up to 19 m/s.
Very short-term forecast in a time step of 10minwas performed
on the gross power output of a typical wind turbine. There are
several wind turbine manufacturers with each product different in
effectiveness, efficiency, and application. For this study, a utility
scale wind turbine was chosen without preferences or skewness to
manufacturer. The characteristics of the turbine are as presented in
Table 1.2.5. Gross mean power output
Wind energy is harvested by converting the kinetic energy in a
wind stream to mechanical energy and then to electrical energy.
The gross mean power output of the turbine presents the total
power expected from the turbine. This depends basically on four
factors: the power curve of the wind turbine, the air density, the
wind speed at the hub height, and the blade swept area
(Hernandez-Escobedo et al., 2014; Lee et al., 2012). The net power
output can be estimated from the gross power output using the loss
factor. The power curve of the turbine model considered in thisstudy is shown in Fig. 4. Neglecting losses such as wakes, turbine
downtime, electrical losses and so on, the gross mean power output
can be determined using the time series datasets of wind speed and
air density collected at specific hub height. The power output was
calculated at the adjusted wind speed (Hernandez-Escobedo et al.,








where rsite represents the air density of the proposed site (in kg/m
3)
and ro is the nominal air density (in kg/m
3) for which the power
curve is described. For the utility scale wind turbine, the adjusted







where P is the turbine output power (in MW) for a specified speed
at nominal air density. The wind speed varies at different time in-
tervals across the period of measurement. This apparently makes
the gross power output of the turbine to vary periodically.
Shown in Fig. 5 is the power curve of the selected wind turbine.
Fig. 4. Wind speed distribution of Eastern Cape Province, South Africa. The location with a placemark is where the data was collected.
Table 1
Characteristics of the selected turbine.
Features AW 70/1500
Rated Power (MW) 1.5
Cut-in wind speed (ms1) 4.0
Rated wind speed (ms1) 11.6
Cut-out wind speed (ms1) 25.0
Rotor Diameter (m) 70.0
Swept Area (m2) 3,848
Power density (W/m2) 389.8
Hub Height (m) 60/80
Onshore Yes
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speed, and the rated output power as presented in Table 1. The
gross wind power for the selected turbine was estimated using the
professional edition of Windographer 4.1.14 software.
The six-month dataset was divided into training and testing
data in the ratio of 70% and 30% respectively. Three clustering
techniques were investigated on the data and their results
compared. These are grid partitioning (GP), subtractive clustering
(SC), and fuzzy c-means clustering (FCM) which are further dis-
cussed in subsection 2.6.2.6. Clustering techniques
Determining membership function for each input is essential in
fuzzy processes. Data clustering is one of the essential processes of
the ANFIS modeling as it groups observed data into similar fuzzy
clusters for the purpose of assigning a fuzzy membership function.It is used to establish representative behaviour of a multi-
dimensional non-linear system comprising a large time series
dataset (Çakit and Karwowski, 2015; Zare and Koch, 2018). Data
clustering is employed in image segmentation (Dhanachandra
et al., 2015; Gogoi and Sarma, 2012), pattern recognition (Rezaei
and Zarandi, 2011), fault diagnosis (Zuo et al., 2010), and so on.
Details of these clustering techniques are discussed as follow;2.6.1. Grid partitioning
Fuzzy partitioning techniques are useful in obtaining fuzzy
members from a dataset. There are three common fuzzy parti-
tioning techniques used in fuzzy modeling. These include grid, tree,
and scatter partitioning. Unlike the other two types, the GP tech-
nique uses similar membership functions on the input space to
generate equal partitions within the symmetric membership
function (Galindo, 2008). It divides the input space into different
fuzzy slices with each associated with a membership function.
Fuzzy rules can be generated from the input-output dataset used
for model training. The model performance is highly dependent on
the grid definition as better performance is obtained from a finer
grid. In the process, the antecedent parameters are optimized as the
grid is created (Ramon and Dopico, 2011). One associated drawback
of this technique is an exponential explosion of the number of
membership functions as the input variables increase. This setback
is called curse of dimensionality (Vasileva-Stojanovska et al., 2015).
In this study, the Gaussian membership function is selected and its
parameters were calculated as follows (Narayanan et al., 2015) and
the GP model parameters are as presented in Table 2.
Fig. 5. The power curve of the model turbine.
Table 2
ANFIS parameters for ANFIS-GP model.
ANFIS Parameter Value
Number of nodes 92
Number of nonlinear parameters 192
Total number of parameters 212
Training data pairs 12,197
Testing data pairs 5,227
Clustering Parameters
Input membership function Gaussian
Output membership function Linear
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Number of clusters: c
Membership function type: Gaussian
Model input: 
Model Output:  for the Gaussian membership function (mf) 
start
for each gross power output in 






end 2.6.2. Subtractive clustering technique
The subtractive clustering technique identifies a data point with
the highest potential as a cluster centre. This is based on the dis-
tance function. The technique estimates the prospect of a data point





where a ¼ gr2a , Pr i represents the potential of the ith data point
being a cluster centre, n is total the number of data points, Pi and Pj
are data vectors within the observations including inputs and
output, g is a positive constant, ra is a positive constant which
defines radius of the hypercluster in the observation space. The
emergence of a new centre cluster attracts a penalty for clusters
within the neighbourhood of the new cluster. The potential for new
clusters is calculated by subtraction using:
Pr i ¼ Pr i  P*r k z (18)
where z ¼ ebPick2 ; b ¼ 4r2b ; rb ¼ h*ra
Pr k
* represents the potential of kth cluster centre, xi is data
point subtracted, ck is the kth cluster centre, h is the squash factor
(>1). It is ensured that the constant rb > ra to prevent closely
spaced cluster centres. There are basically four parameters, which
influence the number of rules and error performance measures in
subtractive clustering technique. These are the accept ratio, the
reject ratio, the cluster radius, and the squash factor. One of the
main advantages of this technique is its ability to process many
input observations (Tien Bui et al., 2012), which is the case in this
study. More details on the technique can be obtained from (Demirli
et al., 2003). In this study, the following values were chosen for
these parameters as presented in Table 3.2.6.3. Fuzzy c-means clustering
The FCM clustering method is a fuzzified version of the k-means
algorithm. The technique originates from conventional Euclidean
distance function that includes hyper spherical clusters
(Küçükdeniz et al., 2012). The algorithm starts with an initial guess
of a cluster centre. This technique gives membership degree to each
data and guides the data centres through by continuously updating
the centres and the membership of each data point unlike the hard
clustering techniques where an observation can only belong to one
and only one cluster (Barak and Sadegh, 2016; Rezakazemi et al.,
2017; Ross, 2004; Shamshirband et al., 2016). In FCM, a goal
Table 3
Model parameters for ANFIS-SC model.
ANFIS Parameter Value
Number of nodes 44
Number of linear parameters 18
Number of nonlinear parameters 30
Total number of parameters 48
Training data pairs 12, 197




Initial step size 0.01
Step size decrease rate 0.90
Step size increase rate 1.10
Table 4
Model parameters for ANFIS-FCM model.
ANFIS Parameter Value
Number of nodes 44
Number of linear parameters 18
Number of nonlinear parameters 30
Total number of parameters 48
Training data pairs 12,197
Test data pairs 5,227
Clustering Parameters
Number of clusters 10
Partitioning matrix exponent 2
Maximum number of iterations 100
Minimum Improvement 1e-5
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Umij Pi  v2jA ; 1  m  ∞
where vj ¼ the centre of cluster j
c ¼ number of clusters | 2  c <n
Pi ¼ vector data of observations of power output
m ¼ weighting exponent
A ¼ positive definite ðnnÞ weight matrix
kk ¼ n dimensional Euclidean space wherein sample data
belong.
The FCM technique was computed as follows:
a. Initialize randomly a mo membership matrix.


















such that 1  i  c ; 1  j  n
d. Compare mðtþ1Þ with mðtÞ; where t ¼ number of iterations.
e. If mðtþ1Þ  mðtÞ < ε stop, else, return to step 2,
where ε is the convergence value.
The model parameters used in this study is as presented in
Table 4.2.7. PSO- ANFIS hybrid multi-cluster model
The PSO algorithm is hails from its strong relationship with
artificial life but more closely related to the swarmmethodology. In
its mode of operation, the PSO is similar to the genetic algorithm
(GA). However, it does not suffer the many difficulties as associatedwith GA where a perturbation in genetic population results into a
destruction of the previous knowledge of the problem except in the
case of elitism. In contrast to this, PSO retains the knowledge of
good solutions within the particles (Eberhart and Kennedy, 2002).
The algorithm is based on five principles of swarm intelligence as
specified by Millonas (1994). They are the proximity, quality,
diverse response, stability, and adaptability principles, which
enhance its performance compared to GA.
In this study, PSO optimization model tunes the parameters of
the adaptive layers (first and fourth layers) of the three standalone
ANFIS models (ANFIS-GP, ANFIS-SC, and ANFIS-FCM) thus avoiding
local minima. A vector comprising the antecedent and consequent
parameters of the ANFISmodel are optimized by the PSO algorithm.
Initialization into random values of the variables of all particles in
the swarm in performed with the error criterion as the fitness
function. Upon initialization, the PSO algorithm updates all particle
positions and velocities accordingly to set rules over stipulated
number of generations until convergence is achieved. In each
iteration, the values of the antecedent and the consequence pa-
rameters of the ANFIS model are considered such that a conse-
quential update of the personal and global best experiences is
performed. When the cost function of any particle is lower than the
Pbest obtained since the inception of the iteration, the present cost
function is set as the new Pbest. Similarly, the cost function of the
best particle is compared with the previously achieved costs. If the
cost function at the present iteration is better, the present cost is
made the new Gbest . The iterative process is repeated until spec-
ified convergence criterion is satisfied. The results of the PSO are
optimized values for the antecedent and the consequent of the
ANFIS model, which are assigned accordingly. The procedure for
the hybrid model is described as follows:
Step 1: Create a time series data of the model input
Step 2: Generate initial FIS structure using the three different
clustering techniques in the ANFIS standalone (GP, SC, and FCM)
Step 3: Generate initial swarm as follows:
(i) Generate random population size (Particles), P of length
Var Size each and positions pk;l 2ðPmin; PmaxÞ such that k ¼
1; 2; 3; …; PopSize; l ¼ 1;2;3;…;Var Size
(ii) Initialize the velocity of each particle ðInital Vel ¼ 0Þ.
(iii) Initialize the best cost at Gbest ðInital BestCost ¼ ∞Þ.
Step 4: Create next generation of particle with updated position,
velocity, and inertia weight according to the equations
(21)e(23) respectively (Semero et al., 2018).
xiðtÞ¼ xiðt1Þ þ viðtÞ (21)
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u¼ udamp  u (23)
such that the random variables r1 ¼ C1r1 and r2 ¼ C2r2 ; r1; r2 
Uð0;1Þ; C1 and C2 are positive cognitive and social acceleration
coefficients respectively of which stability of the algorithm is
ensured when C1 þ C2  4 (Kennedy, 1998), u is the weight
inertia, and udamp is the inertia weight damping ratio.
Step 5: Assign optimized particle parameters to the ANFIS
structure.
Step 6: Evaluate the cost of each particle using a conditional
statement, updating the Pbest and Gbest values, such that:
 If  | <    
      | =   
  | =     
If <   
 =   
       =   
 
  Table 5
Model parameters for the PSO algorithm.
Model Parameter Value
Initial swarm size 20
Maximum iteration 600
Social acceleration coefficient (C2) 2
Cognitive acceleration coefficient (C1) 2
Inertia weight, u 0.5
Inertia weight damping ratio, udamp 0.8Step 7: Check if stopping criterion of maximum iteration is
satisfied. If not satisfied, the algorithm returns to step 4, else
proceed to step 8.
Step 8: Perform a very short-term forecast of the gross power
output of the wind turbine.
Step 9: Perform statistical performance evaluation on the
forecast.
Step 10: Plot a comparison between actual turbine output and
PSO-ANFIS forecast.
Step 11: Terminate the program.
The PSO optimization control parameters used for the three
PSO-ANFIS models are presented in Table 5. These parameters were
chosen based on literature (Engelbrecht et al., 2019). This procedure
was repeated for PSO-ANFIS-GP, PSO-ANFIS-SC, and PSO-ANFIS-
FCM models. A flow diagram of the model is as shown in Fig. 6.3. Results and discussions
The ANFIS program was computed with MATLAB (R2015a)
installed on a desktop computer workstationwith configuration 64
bits, 32 GB RAM Intel (R) Core (TM) i7 5960X. This was to ensure
lesser computational time because some clustering techniques like
grid partitioning can be computationally intensive. As previously
stated, 70% of the data was used for training while 30% of the data
was used at themodel testing phase for both standalone and hybrid
models.
3.1. ANFIS standalone
Figs. 7e9 show comparison plots between the observed power
output of the utility scale wind turbine and the forecast produced
by standalone ANFIS models clustered with GP, SC and FCM
respectively. It is observed that a strong agreement exists between
the observed and the predicted power output for the three models.
Each plot demonstrates variability associated with the wind
resource which the predicted values closely approximates. Over-
predictions and under-predictions occurred more with the GP-
clustered model as shown in Fig. 7 compared to the SC and FCM-
clustered models as there are more over-predicted data points.
Similarly, the FCM-clustered model also exhibits overprediction
which is significant compared to the SC-based model. These over-
predictions and underpredictions are due to underestimation or
overestimation of the ANFIS model control parameters (Olatunji
et al., 2019b).
Among the three standalone models, the SC-clustered model
provides the most satisfactory agreement between the observed
and the predicted power output with the least number of miss-
predictions.
3.2. Hybrid ANFIS result
ANFIS hybridized with PSO for each of the three clustering
techniques was experimented. The forecast using 30% of the
observed data was used for the PSO-ANFIS-GP, PSO-ANFIS-SC, and
PSO-ANFIS-FCM. To ensure a basis for comparison with the ANFIS
standalone models, the same testing data was used for the hybrid
ANFIS model. Shown in Fig. 10 is the plot of the observed and the
predicted gross energy output for GP-clustered model with data
resolution being 10 min. The GP clustering technique performed
poorly on the data in the hybrid ANFIS compared with the stand-
alone ANFIS model. Many datapoints were underpredicted, thus
affecting the model accuracy. Several runs were performed with
different parameters, however, same trend of prediction existed,
thus, emphasising the preference of standalone GP-clusteredmodel
over its hybrid. The GP clustering technique is often associated with
a large rule-base when used on a high-dimensional problem like
this study. This increases the model complexity and could lead to
curse of dimensionality. This performance shows that the optimi-
zation technique was not able to achieve global optimal values for
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Fig. 6. The flowchart of the standalone and hybrid ANFIS model.
P.A. Adedeji et al. / Journal of Cleaner Production 254 (2020) 120135 11model performance largely depends.
Shown in Figs. 11e12 is the plot of the hybrid SC and FCM-
clustered ANFIS model respectively. A strong agreement between
the observed and the predicted power output is observed with less
underpredictions and over predictions. The SC clustering technique
(Fig. 11), however, performs better than the FCM and GP in the
hybrid ANFIS model with less variation between the observed and
the predicted values. Similar agreement between the observed and
predicted power output is observed in the FCM-clustered model as
shown in Fig. 12 except for its more mis-predictions. Asides visual
observation of the predicted against the actual gross power, a sta-
tistical measure of accuracy of the model was performed and pre-
sented in Table 6.3.3. Model evaluation
The model was tested for reliability and capability by perform-
ing error analysis on the hold-out data set (30% of the observation
data) used for new prediction. Common statistical metrics for
model reliability measures were performed on the test data. These
include the root mean square error (RMSE), mean absolute devia-
tion (MAD), mean absolute percentage error (MAPE) and the rela-
tivemean bias error (rMBE) were used as performancemetrics. As a
measure of capability of the models, the relative mean bias error
(rMBE) was introduced. This performance metric evaluates the
reliability of the model. The closer its value is to zero, the more
reliable the model is (Eminoglu and Turksoy, 2019) and a negative
value signifies model capability to underestimate (Kwon et al.,
Fig. 7. Test results of ANFIS-GP model with new observations compared with the
predicted results.
Fig. 8. Plot of ANFIS-SC model with new observations compared with the predicted
results.
Fig. 9. Test plot for ANFIS-FCM model with new observations compared with the
predicted results.
Fig. 10. Plot of PSO-ANFIS-GP model with new observations compared with the pre-
dicted results.
Fig. 11. Plot of PSO-ANFIS-SC model with new observations compared with the pre-
dicted results.
Fig. 12. Plot of PSO-ANFIS-FCM model with new observations compared with the
predicted results.
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Root Mean square Error (RMSE):
RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN









jyk  yj (25)















Variance Accounted for (VAF):
Table 6
Performance evaluation of models at the testing phase using new observations.
Metrics Standalone Models Hybrid Models
ANFIS-SC ANFIS-GP ANFIS-FCM PSO-ANFIS-SC PSO-ANFIS-GP PSO-ANFIS-FCM
MAD 0.077 0.085 0.078 0.078 0.375 0.079
MAPE 30.940 33.160 48.190 28.110 54.570 35.000
RMSE 0.132 0.189 0.139 0.127 0.461 0.137
VAF 94.307 89.410 93.630 94.311 51.581 94.332
rMBE 0.190 0.250 0.220 0.190 0.063 0.250
CT (secs) 30.23 385.06 77.25 47.21 256.06 355.84






Table 6 presents the performance evaluation results obtained
for the three clustering techniques and their hybrid models at
testing phase.
3.3.1. Statistical performance metrics
From Table 6, MAD, MAPE, RMSE, VAF, and rMBE were used as
statistical performance measures for the standalone and hybrid
models to clearly evaluate the model performance. While the MAD
and RMSE measures the magnitude of the average error of pre-
diction and the eligibility of themodel for prediction (Olatunji et al.,
2019a), the MAPE measures the models’ forecast accuracy/good-
ness of fit. Closeness of the value of these metrics to zero is more
preferred. However, to account for the asymmetric nature of the
MAPE, the VAF metric was introduced to account for the actual
variance between the observed power output and the predicted
that is explained by the model. A value close to 100% is highly
preferred.
In the standalone models, ANFIS clustered with SC technique
offered the best results with a lowest MAD and RMSE values of
0.077 and 0.132 respectively (Table 6), though these values are just
slightly lower compared to the results obtained from the FCM
clustered model. Hence, the average error of the prediction is lesser
in the SC-clustered standalonemodel compared to the FCM and GP-
clusteredmodels. Similarly, theMAPE results obtained from the SC-
clustered model is lower compared to that obtained from the FCM
and GP-clustered models. However, despite the high values of
RMSE and MAD values obtained from the GP model ðRMSE ¼
0:189;MAD ¼ 0:085Þ, its MAPE value is lesser than the FCM-
clustered model i:e:MAPEANFISGPð33:16Þ< MAPEANFISFCMð48:19Þ.
Hence by implication the GP-based model can be accurate in pre-
diction, but the average error of the prediction can be higher than
that of the FCM-based model. Comparing the reliability of the
standalone models using their respective rMBE values, the SC-
clustered model has the least rMBE value ðrMBEANFISSC ¼ 0:19)
compared to the other two models. Although the prediction accu-
racy of the GP-clustered model is higher than the FCM-clustered
model, the model offers a lesser reliability compared to the FCM-
clustered model. From the values of the VAFs obtained for each
model, the SC-clustered model is capable of accounting for 94.307%
of the variance between the predicted and the observed gross po-
wer output of the models compared to the FCM and GP-based
models with VAF values of 93.63 and 89.41% respectively. This
further proves the effectiveness of the SC-clustered model.
Also, similar behaviour in the model performance was obtained
in the hybrid models. From Table 6, the SC-clustered model has the
least MAD and RMSE values of 0.078 and 0.127 respectively. How-
ever, a marginal difference exists between these values and that
obtained from the FCM-clustered model, thus presenting FCM-
based model as also effective with less prediction error. Thehybrid SC-clustered model had the least MAPE value
ðMAPEANFISSC ¼ 28:11Þ among the six models, thus emphasising
the positive effects of clustering with SC technique and optimizing
the model control parameters. Based on the values of VAFs ob-
tained, the SC and FCM clustering techniques are capable of ac-
counting for a high percentage of variance in the model compared
to the GP-clustered model. From the rMBE values, the SC and FCM-
clustered models offer high reliability, while the GP-clustered
model has a high prospect for underestimation, hence unreliable
in this study.3.3.2. Computational time
Table 6 also presents the computational time of each of the six
models as standalone and hybrid. It can be observed that the SC and
FCM-clustered models requires lower computational time
compared to the GPmodel. However, the computational time of the
SC and FCM-clustered model increased by 16.98secs and 278.59secs
respectively with model hybridization while an unexpected
decreasewas observed for GP-clusteredmodel. Characteristic of the
GP technique is the high reliance of its learning time on the grid
definition process. A one-pass build-up of the grid definition pro-
cess reduces the learning time as described by Joo and Chen (2011),
which consequentially reduces the model’s computational time.
This probably describes the reduction in computational time of the
GP model when hybridized with PSO. However, this observation
was only limited to the standalone ANFIS but not in the hybrid
model. This could be due to optimization of one aspect of the curse
of dimensionality associated with GP clustering and not others.
Several aspects of curse of dimensionality exist in the GP clustering
technique. These include scalability of the grid construction, noise
and optimization of the density function across the data space to-
wards selecting relevant attributes (Aggarwal and Reddy, 2013).
The PSO function successfully achieved a one-pass build-up of the
grid structure in the ANFIS model, however, a finer grid, which
largely determines the model accuracy was not achieved. It is
recommended that the grid-based partitioning of the input space
be discarded in high-dimensional problems to minimise model
complexity which could lead to overestimation or underestimation
in the model (Nelles, 2001).
On the overall, FCM and SC are good clustering techniques,
however, a comparison between the FCM-based ANFIS and the SC-
based ANFIS models, at hybrid and standalone, shows that the SC-
clustered model exceeds the FCM-based model in accuracy. Also,
when computational time is to be minimized, the SC model is
desirable since lesser time translate to lower cost of machine uti-
lization. Similarly, parameter tuning of ANFIS model with PSO al-
gorithm increases the prediction accuracy of the SC clustered ANFIS
model, though at a higher computational time. The computational
time, however, depends on several factors among which is the
processor of the computing device, which can vary from one
computing device to another.
P.A. Adedeji et al. / Journal of Cleaner Production 254 (2020) 120135144. Conclusions
Renewable energy is fast replacing the fossil fuels with wind and
solar energy harvesting increasing in dominance on a global scale.
The wind energy is much preferred due to its higher capacity factor
compared to the solar energy, though at a higher initial investment
cost, which gives credence to resource forecasting. This study
compares three data clustering techniques (SC, FCM, and GP tech-
niques) in ANFIS modeling involving very short-term forecasting of
the gross wind power output of a utility-scale wind turbine pro-
posed to be deployed to Rhodes, Eastern Cape, South Africa. These
clustering techniques were considered in standalone ANFIS and in
ANFIS tuned with PSO in an autoregressive manner. From our
findings, SC and FCM clustering techniques could be effective,
though computational time could be a trade-off. Both models are
reliable for the wind power forecast as observed from their rMBE
values. However, the SC clustering technique performed best on
both standalone and optimized ANFIS models compared to the FCM
and GP clustering technique. The SC-based ANFIS models recorded
the lowest RMSE, MAD, and MAPE values, though the variations
between these performance indices at its standalone and hybrid
models are not very significant. The closeness of the predicted test
data to the observed power output showed the potential of PSO-
ANFIS-SC model as an effective predictive model in wind energy
studies. However, model parameter underestimation occurred in
the hybrid GP-basedmodel which lead to a low prediction accuracy
of the model.
The SC clustered ANFIS model performed best among the three
clustering techniques considered either as standalone or hybrid.
This validates its recommendation in the literature (Casalino et al.,
2014; Chang et al., 2014; Chang and Chang, 2006) for data clus-
tering. The accuracy of the SC-clustered model is hinged on an
optimal selection of the radius of influence. Parameter tuning of
ANFIS model with PSO algorithm, however, increases the model
accuracy though at the expense of the computational time, thus
resulting into a higher machine utilization cost to be accounted for.
However, the use of parallel computing in hybrid ANFIS models is
recommended for further studies to reduce the computational time
in hybrid ANFIS model.
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2.8. Article 7 
Hybrid neurofuzzy investigation of short-term variability of wind resource in site 
suitability analysis: a case study in South Africa  
Under Review in Neural Computing and Applications, Springer  
 
This article seeks to fill the gap of GIS and artificial intelligence integration identified in the 
literature. First, a site suitability analysis for wind energy exploration using the Eastern Cape 
Province as a case study was carried out. The GIS-MCDM approach was used with the analytical 
hierarchical process (AHP) technique for criteria weighting. The final suitability map was 
generated and compared with the national study and the delineated power corridors. A 
representative site which classes as an extremely suitable site and falls within the power corridor 
in the province but is yet to be explored was selected for further investigation. Historical satellite 
data comprising 20 years of wind speed data for the virgin site was obtained using the National 
Aeronautics and Space Administration (NASA) database. Four soft computing models (Levenberg 
Marquardt backpropagation Neural Network (LMBP-ANN), ANFIS, PSO-ANFIS, and GA-
ANFIS) were developed to investigate wind resource variability in the candidate site for strategic 
planning if such site were to be developed for wind energy exploration. The models were evaluated 
using statistical performance metrics and the LMBP-ANN model performed better than other 
models. This, however, establishes that asides from the effectiveness of the PSO-ANFIS model as 
established in Articles 5 and 6, neural network models if effectively tuned can also perform with 
high accuracy. 
In concluding the article, it was discovered that the Eastern power corridor encroaches into some 
marked-out important bird areas, hence a need for revision of the power corridor was 
recommended. Also, some land areas that classes as extremely viable areas in the study fall along 
the boundary of Lesotho, hence a motivation of cross-border wind exploration and energy 
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Abstract 
Energy generation from wind resources is now a mature technology with the ability to compete with traditional 
energy sources at utility scales in many countries, through the identification of suitable sites. However, beyond 
site suitability, predicting the wind resource variability of the potentially viable site presents overarching benefits 
in strategic and operational planning prior to site development. This study, therefore, combines geographical 
information systems multi-criteria decision making (GIS-MCDM) and hybrid neurofuzzy modeling tools for site 
suitability and resource variability forecast respectively in the Eastern Cape province of South Africa. The GIS 
model uses two factors (climatological and environmental) and analytical hierarchical process was used for 
evaluating criteria degree of influence. Wind resource variability using diurnal satellite-based data for the 
candidate site was used on the models. Adaptive neurofuzzy inference system models hybrid with genetic 
algorithm (GA-ANFIS) and particle swarm optimization (PSO-ANFIS) were compared with standalone ANFIS 
and Levenberg Marquardt backpropagation neural network (LMBP-ANN) using six statistical measures of error, 
accuracy, and variability. The GA-ANFIS and PSO-ANFIS accurately model the resource with PSO-ANFIS 
having lesser computational time compared to GA-ANFIS. However, LMBP-ANN is most robust and resistant in 
modeling the resource variability among the four models. Hence, wind resource variability investigation on a 
potentially viable site obtained from the GIS-MCDM model can complement on-site investigations prior to site 
development. Also, tuning ANFIS with evolutionary algorithms offers improved accuracy over standalone ANFIS 
model for wind resource forecast and further its robustness in predicting variability of the resource. From our 
findings, cross-boundary wind resource exploration between South Africa and Lesotho could foster regional 
interconnectivity. 
Keywords: ANFIS; GIS-MCDM; GA; PSO; site suitability analysis; South Africa; Wind energy 
1. Introduction 
Wind energy is one of the cleanest sources of energy with a high prospect of contributing to the sustainable energy 
of the future [1,2]. This energy has been highly preferred based on several merits. First, it has a quick average 
return on investment estimated to be between 5 to 10 years, though quicker returns occur in systems with larger 
capacities [3]. Asides being carbon-free, wind energy has smaller energy and carbon footprints and repays its 
carbon footprint within six months or less[4] compared to solar or hydropower and also on the scale of 
biodiversity, where it leaves about 98 % of the land undisturbed for other land use activities [4,5]. In recent times, 
large-scale exploration has been observed both at private and national levels towards mitigating the menace of 
climate change. Determining a suitable site for wind farm installation is the first challenge in designing and 
developing a wind farm [6]. It is expected that such a site must not only be a wind resource hotspot but also must 
not conflict with environmental, social-economic factors. This, therefore, requires a site suitability analysis 
process. 
Geographical information system (GIS)-based site suitability analysis is a multicriteria decision-making (MCDM) 
process, which hails from the hand-drawn overlay techniques often used by American landscape architects in the 
nineteenth to early twentieth century [7]. In recent years, it is highly encouraging to note the advancement in the 
use of GIS as a tool for gathering and organizing spatial data for decision support in the potential assessment of 
locations for specific land use [8–12]. For large-scale wind exploration, asides wind resource availability, there is 
a need for all other dependent factors to satisfy the central objective and a final suitability map obtained prior to 
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site development. To ensure that land areas that emerge as highly suitable in the final suitability map do not 
conflict with environmental and socio-economic criteria, buffers and exclusion processes are adopted in the GIS 
analysis with specified distances from region of interest. Some of these criteria include vegetation cover, local 
terrain, land use pattern, distance to roads, railway lines, waterbodies, airports, transmission lines, important bird 
areas (IBAs), and so on [11]. These criteria are ranked in their order of influence on the central objective using 
MCDM techniques. These techniques have proven to be potent tools in solving complex decision-making 
problems of this type, most especially in a case where multiple factors affect a central objective [13–16]. This has 
informed its integration into GIS-based site suitability analysis for wind resource. Different MCDM techniques 
have been developed in the literature and used for wind resource site suitability analysis based on their merits as 
clearly highlighted by Adedeji et al. [17]. Some of the commonly used MCDM techniques for wind farm site 
suitability analysis include the analytical hierarchical process (AHP) [6,18–21], technique for order processing by 
similarity to ideal solutions (TOPSIS) [20], ordered weighted average (OWA) [20], decision making trial and 
evaluation laboratory (DEMATEL) [22], VIseKriterijumska Optimizacija I KompromisnoResenje (VIKOR) [20], 
weighted linear combinations (WLC) [11,23],  and multi-attributive border approximation area comparison 
(MABAC) [22]. Among these techniques, the AHP method has been commonly used due to its computational 
simplicity, ability to structure a multi-attribute, multi-person, multi-period problem hierarchically, its unique way 
of quantifying judgmental consistency,  and its intuitive processing ability for quantitative and qualitative data 
[24–26]. These merits informed its choice in this study. The final land suitability map is generated to contain 
classified land area according to their suitability for wind resource exploration.  
Wind resource variability and intermittency are two inherent characteristics, which increase the complexity of 
wind energy integration into the grid. Most significantly, the variability of wind energy is influenced by spatial 
and temporal scales. It is significant to note that variability becomes less significant with increasing spatial (as 
focus increases to a large area e.g. a continent) and temporal scales (as data resolution increases to years) [27,28]. 
In an attempt to better understand the resource variability, different forecasting techniques have been developed 
to estimate the wind resource at different temporal scales depending on the objective and horizon of interest [29]. 
These forecasting techniques have been categorized into physical (e.g. Numerical Weather Prediction (NWP)), 
statistical (e.g. autoregressive moving average (ARMA)), artificial intelligence (e.g. artificial neural network 
(ANN)) and hybrid techniques [29]. The NWP systems are known for accurate predictions; however, they require 
high cost which is most affordable in huge facilities [30]. This demerit, however, has made statistical, intelligent, 
and hybrid models popular. Though statistical techniques have been used in the literature due to their simplicity, 
a tradeoff in accuracy and robustness exists in them. This has influenced a paradigm shift from classical reasoning 
to artificial intelligence in wind resource forecast.  
Artificial intelligent techniques possess the ability to map complex relationships that exist in nonlinear systems 
through a learning process (supervised, unsupervised, semi-supervised, and reinforced learning techniques) using 
historical data to predict the subsequent events at high level of accuracy. The supervised learning techniques map 
a set of input space to an output such that the model is guided by an input-output relationship. Here, the training 
samples are labelled [31]. Examples of these models are the artificial neural networks (ANN), adaptive neurofuzzy 
inference system (ANFIS), linear discriminant analysis (LDA), support vector regression (SVR) and so on. The 
unsupervised learning technique does not follow the input-output paradigm, instead, it proceeds with unlabeled 
training samples. The technique uses clustering process for memory creation [32]. Examples of models in this 
category include the principal component analysis (PCA), [33]. The semi-supervised learning systems, however, 
use both labelled and unlabeled samples for training the classifier. The impossibility and cost ineffectiveness of 
labelling all the data like in image classification gave rise to this learning technique [34]. The true distribution of 
the labeled data is estimated using the unlabeled data. This learning is often effective when a well-discriminative 
cluster is formed by samples in the same class [35]. The reinforced learning technique on the other hand combines 
the supervised and unsupervised learning approach in a manner that learning process occurs from feedbacks and 
interactive relationship between the avalanche of data in the environment. Among the supervised learning 
techniques, ANFIS has been explored in renewable energy resource modeling due to its ability to integrate the 
self-learning ability of artificial neural networks and problem-solving prowess of fuzzy inference system, mapping 
input-output solution space in a non-linear manner [36]. This capability informed its choice in this study. 
Neurofuzzy models have been used in the literature for wind resource forecast at varying temporal scales due to 




































































for this purpose. For example, Pérez et al. [37] applied standalone ANFIS model for short-term wind speed 
forecast in Isthmus of Tehuantepec region of Mexico using exogenous variables (temperature, barometric 
pressure, and calendar date). The study evaluated the model at varying hourly temporal scales (16h, 24h, and 48h) 
using the mean square error (MSE) and coefficient of correlation (R). The best R-value was obtained from the 
16h prediction (R= 0.811), however, at a higher computational time of 23 mins. ANFIS model also performs 
effectively at varying altitudes of wind speed measurements as reported in the study by Mohandes et al. [38]. The 
study investigated its use at heights 10, 20, 30, and 40 m which in this case, the model performed most effectively 
in forecasting wind speeds at 40 m with a mean absolute percentage error (MAPE) of 3 %. However, the need for 
significant improvements in the model architecture has placed significance on parameter tuning in ANFIS models. 
Consequentially, many studies have alluded to the use of evolutionary algorithms as effective optimization tools 
in tuning both antecedent and consequent model parameters in ANFIS models in different applications. Among 
several of these optimization models, the particle swarm optimization (PSO) and the genetic algorithm (GA) have 
been commonly used due to their robust search process and effective performance in tuning artificial intelligence-
based models [21]. While GA-ANFIS and PSO-ANFIS have been applied in other wind resource components, 
there exist few applications in wind speed forecast. For instance, Hassanien et al.[39] applied GA-ANFIS and 
PSO-ANFIS in wind speed forecasting and their performances were compared to the proposed hybrid Krill ANFIS 
model. From their result, their proposed model, GA-ANFIS, and PSO-ANFIS models all performed effectively 
with a coefficient of determination value of 0.99 each. Similarly, Khosravi et al. [32] compared the performance 
of these two hybrids with other machine learning models like group method of data handling (GMDH), multilayer 
feedforward neural network (MLFFNN) and support vector regression (SVR) on varying time horizons of wind 
speed data. The study alluded to the increase in the performance of ANFIS standalone model by hybridizing with 
GA and PSO optimization techniques. The effectiveness of these two hybrids informed their choice in this study 
and their comparison with the Levenberg Marquardt feedforward backpropagation ANN (LMBP-ANN) and 
standalone ANFIS for modeling wind resource variability.  
Resource variability is an integral factor in utility-scale wind energy exploration, which influences its integration 
into the grid. Attempts to model this factor has been a growing concern in fully operational utility-scale wind 
exploration sites. This challenge has informed the development of several intelligent techniques in the domain of 
soft computing techniques. However, investigating wind resource variability prior to site development in a suitable 
candidate site will improve the decision-making process in strategic and operational resource planning for grid 
operations and management in utility-scale wind energy exploration. 
 
1.1. Wind energy in South Africa  
From utilization point of view, wind energy in Africa is less utilized for power generation and country-specific 
statistics show that only a few countries hold notable installed wind energy capacity in Africa, and South Africa 
forms a major part of this (~ 1.5GW, which is approximately 40 % of the continental capacity) [40]. It was 
estimated that South Africa's potential wind resource has the capacity of meeting 5-6 % of the country’s energy 
demand [41]. However, from the present state of power generation from wind in South Africa, only about 50 % 
of this estimate is currently being met, thus leaving wind energy resource in a state of under-utilization [42]. The 
development of wind atlas for South Africa (WASA) for large-scale exploration of wind energy was a giant stride 
meant to increase the uptake of wind energy resource. This was developed by the Department of Energy (DoE) in 
partnership with South African National Energy Development Institute (SANEDI) and the contract 
implementation partners, which include, the Council for Scientific and Industrial Research (CSIR), University of 
Cape Town (UCT) climate system analysis group, South African Weather Service and Technical University of 
Denmark-wind energy [43]. As expected, this development has increased wind energy uptake in the country, and 
consequentially influenced the development of the Renewable Energy Development Zones (REDZs) for large-
scale wind and solar photovoltaic energy exploration in the country. Further to this national response is the 
establishment of the Renewable Energy Independent Power Producers Procurement Programme (REI4P) in 2011. 
The outcomes of each round of the programme are presented in Table 1. A good number of solar projects are 
concentrated in the Northern Cape province and the wind projects are largely concentrated in the Western and  
Eastern Cape Provinces [44]. A 20-year power purchase agreement exists between Eskom, the country’s 




































































IPPs is hinged on not only obtaining feasible sites for wind exploration but also the nature of such hotspot need 
to be understood to maximize the renewable resources and ensure overall sustainability.  
 
Table 1. Rounds of REI4P and the associated renewable energy projects.[44] 








1 20 8 - - - 
2 10 7 - 2 - 
3 8 7 1 - 1 
4 6 5 1 1 - 
 
1.2. Motivation for the study  
While site suitability analysis for large-scale wind energy exploration effectively screens a large region to obtain 
highly suitable sites for its harvesting, it does not provide information about the resource variability. Wind 
resource is inherently variable, however, the extent to which this can be predicted has a significant effect on the 
overall dynamics of the power system. While short-term variability is significant to a better understanding of the 
demand fluctuation, balancing and power system scheduling, the long-term variability (monthly, seasonal, intra-
annual, etc.) is significant to electricity trading and power system planning. Hence, prior to the development of 
an extremely suitable site obtained from the GIS-based site suitability process, understanding the long-term 
variability of the wind resource in the location presents overarching benefits for wind developers in the aspect of 
electricity trading and power system planning. In this light, several studies have been conducted in the field of 
site suitability for wind resource harvesting [45–47], however, to the best of our knowledge, no study has gone 
beyond delineating viable areas to further investigating the wind resource variability in the area. Variability 
investigations have been carried out using an onsite measurement of wind speed in many studies. However, the 
use of satellite-based time series data for such investigations has been perceived as an excellent supplement (not 
a substitute) for in situ measurements [48]. Although some concerns have been raised regarding the accuracy of 
satellite-based wind speed data, such have been addressed in its comparison with ground-based data for 
determining wind speed characteristics for the Black Sea region [49]. As such, the accuracy of the satellite-based 
data was reported to be better than the ground-based measurements in determining the wind speed characteristics 
in the location. With the inherent cost associated with the wind farm planning process, some studies have alluded 
to the fact that satellite-based wind speed data will offer a cost-effective wind resource assessment approach for 
wind farm developers [50].  
Hence, the novelty in this study is in taking site suitability analysis for large-scale wind energy exploration further 
to the integration of variability study using near real-time satellite-derived daily wind speeds as a supplement to 
ground-based variability assessment prior to the development of viable sites obtained from the suitability analysis.  
To achieve this, this study performed site suitability analysis over the Eastern Cape province of South Africa using 
relevant cartographic data and the final suitability map was compared with the national Eastern power corridor in 
the province. For a representative suitable site, 20 years near-real-time daily satellite-derived wind speed data 
from the National Aeronautics and Space Administration (NASA) database was collected using RETScreen 
Expert software. It was ensured that the representative site is presently unexplored and falls within the marked out 
Eastern power corridor. ANFIS tuned with PSO was used for the resource forecast and the result was compared 
with the standalone ANFIS model using statistical evaluation metrics to determine their accuracy. As an outline 
of the subsequent sessions, section 2 presents the methodology adopted both for the GIS-based site suitability and 
the wind resource forecast using the hybrid ANFIS models. Section 3 presents the results obtained for the two 







































































This study presents to sections; the site suitability analysis and the resource forecast using hybrid ANFIS model. 
This framework proceeds according to the flowchart shown in Fig. 1. 
Selection of 
geographical location 










Collect wind speed data 












Fig. 1 Flowchart of the methodology integrating the GIS-MCDM phase with the artificial intelligent modeling 
phase 
2.1. Description of the study area 
The Eastern Cape province is one of the nine provinces in South Africa. It is located within 32.2968o S and 
26.4194o E and bounded in the north by Lesotho, in the south by the Indian Ocean, in the northeast by Kwazulu 
Natal province, in the northwest by the Northern Cape province and in the west by the Western Cape. Within the 
province are two large cities; East London and Port Elizabeth. At the provincial level, the Eastern Cape Province 
falls among the provinces with viable wind energy resource harvesting [51]. The province is notable for several 
species of birds and consequentially, there exist several locations marked out as Important Bird Areas (IBAs). 
2.2. Data collection and geoprocessing 
The geographical model includes multiple variables, which represent both the technical/economic and 
environmental criteria for the study. The data digitization, conversion, manipulation and analysis for each criterion 
is mapped using the GIS platform by Environmental Systems Research Institute (ESRI), the ArcGIS 10.4.1 
software and converted into raster format with each dataset resampled into 30 m × 30 m cell size, thus representing 
the map data resolution. Each variable was introduced into the GIS software as thematic layers. The results of 
each geospatial analysis are saved as new layers for further processing. It was also ensured that all spatial data are 
in the same reference coordinate system.  
In evaluating each area relative to its distance to a spatial feature, the Euclidean distance function in ArcMap was 
used. The output of this process was further used to create exclusions for unsuitable areas. The exclusion criteria 
used in this study are presented in Table 2. We further reclassified each raster file into 9 bins of integer values 




































































areas with wind speeds lower than 5 m/s are considered less suitable for wind energy exploration. The wind speed 
map was reclassified after locations with wind speed less than 5 m/s were excluded. The resource reclassification 
was based on the Saaty scale of importance from 1 to 9 for ranking of the objectives with the highest wind speed 
having a value of 9 and the lowest wind speed having a value of 1.  
Table 2 Spatial data and their sources 
Factors Category of 
Criteria 
Criteria Data source  
Technical  Wind speed ≥ 5 m/s Wind Atlas for South Africa  
 Distance to 
transmission lines  
>250 m The World Bank  
 Distance to 
highway and roads 
> 500 m The World Bank 
 Elevation  < 2000 m National Geospatial Information  
 
Environmental Distance to 
wetlands 
> 500 m South Africa National Biodiversity Institute (SANBI-GIS)  
 Distance to 
waterbodies 
>1000 m South Africa National Biodiversity Institute (SANBI-GIS)  
 Distance to airports, 
helistops, and 
airfields 
> 2500 m World Food Programme GeoNode (WFPGeoNode) 
 Distance to Urban 
areas  
> 2000 m from 
cities and > 500 
m from villages 
Socioeconomic Data and Application Centre (SEDAC) 
 Distance to railways 
lines 
> 300 m New York University Libraries 
 Distance to 
protected areas 
Excluded  Department of Environmental Affairs, Republic of South Africa 
 Important Bird 
Areas (IBA) 
Excluded Birdlife International 
 
2.3. GIS Multicriteria Decision Analysis  
We collected relevant national geospatial data from different sources as presented in Table 2 and the data of the 
province of interest was clipped out for further processing. It was ensured that the data is of the same georeferenced 
point. 
2.3.1. Technical factors 
Wind speed: Wind speed is a very significant criterion in wind farm siting and has been treated the same in many 
studies in this area [52–54]. A concomitant increase in the energy output of wind turbines is observed upon an 
increase in wind speed until nominal wind speed is attained, thus maximizing the power generation [55]. Hence, 
locations with high wind speeds are more economically viable compared to locations with low wind speeds. From 
the wind map of this area shown in Fig. 2, there are locations with wind speeds below 5 m/s which may not be 
economically viable for wind resource exploration. However, wind speeds between 5.1 m/s to 8 m/s are most 





































































Fig. 2 Wind map of Eastern Cape province with locations with wind speed greater than 5 m/s 
 
Distance to transmission lines: Proximity to transmission lines has been considered by wind farm developers as 
very essential in wind farm site suitability analysis. Minimizing the distance between transmission lines and wind 
farms reduces the transmission cost and transmission losses incurred when power is to be transmitted over a long 
distance. Also, siting wind farms in locations far from transmission lines will require the installation of new 
transmission lines. This, though only presents an initial cost, increases the overall project cost. There has not been 
a definite maximum distance in the literature for the proximity of the wind farm to transmission lines, however, 
regarding the rotor diameter of the wind turbine, suitable areas should not be within a rotor diameter from the 
transmission lines to prevent interference of the turbine with the transmission lines during operation. Studies in 
the domain have also considered this criterion even though there has not been a generally valid distance for this 
criterion. Ali et al. [56] considered land areas within 2000 m  and Gorsevski et al. [55]considered distance less 
than 1000 m as highly suitable for a wind farm.  
Distance to major roads: Minimizing the cost of construction for wind farms requires that the farm be sited close 
to the road network. Recent developments have increased the performance of wind turbines which many of these 
turbines come in apparently large sizes, thus transporting these massive structures to the site of installation can be 
costly if the site is far from the road [55]. Hence, the distance of the road to the potential farm should be minimized 
to reduce transportation costs. In many wind farm siting studies, locations closer to the road are termed suitable 
compared to locations farther from roads [46,47,57], even though there has been no generally accepted maximum 
distance to which wind farms should be to road network. Different distances have been selected by many 
researchers based on the same economical ground. 
Elevation: Land areas with high elevation are notable for strong winds which increases the average availability 
of wind for power generation [47,58]. On the other hand, very high elevations could create difficulty in installation 
[52]. For this criterion, there has not been a definite generally valid height, rather many studies have chosen 
arbitrary values based on economic reasons. From the dynamics of wind power against air pressure, the power 
output of the turbine is proportional to the air density which in turn is proportional to the air pressure. Therefore, 
a specific wind speed produces less power from a particular turbine at higher elevations due to lesser air pressure 
[59]. For example, a wind turbine sited at an elevation of 100 m above the sea level will just produce about 90 % 
of the power it will produce at the same sea level for the same air temperature and wind speed. On the overall, to 




































































al. [11] considered land areas with elevations greater than 2000 m as unsuitable for wind farm location. Also, Ali 
et al. [56] considered an elevation above 200 m as exclusion criteria for their study. 
2.3.2. Environmental factors 
Wind energy like other renewable energy sources is very much advantageous compared to conventional fuels in 
terms of environmental effects. The optimal benefit of the investment on a large-scale requires the exclusion of 
environmental barriers as much as possible. We present a brief discussion of these barriers as used in this study 
as follows and the values used for these criteria are presented in Table 2. 
Distance to wetlands: Wetlands are distinct land areas flooded by water either permanently or on a seasonal basis. 
It is necessary to consider such areas during wind farm siting because wetlands are not favourable for electrical 
installations [54]. Also, construction activities during wind farm site development affect wetlands, aquatic habitats 
and indirectly migrating birds [5] who feed on aquatic life associated with it either through direct anthropogenic 
activities or indirectly from erosion caused by construction activities. This criterion has been considered as crucial 
in many wind farm siting problems with no generally acceptable distance to be buffered from the wind farm to 
wetlands. Sadeghi and Karimi [60] considered a distance of 500 m from wetlands, Ali [56] used a minimum 
distance of 400 m, Sliz-Szkliniarz and Vogt [61] considered 250 m from streams and 200 m each for inland water 
and flood areas. 
Distance to waterbodies: The effect of waterbodies on wind farm site suitability analysis is similar to that of 
wetlands, however, the volume of water resident in the two criteria and the dynamics of the water differs. This 
makes us consider them individually. Waterbodies include lakes, rivers, sea, etc. Asides the fact that areas closer 
to waterbodies may not be good for electrical installations on the wind farm, the soil structure around this area 
and the load-bearing capacity might not be favourable for wind farm exploration. Hence, buffers were created 
around such areas and the value used in this study is presented among other criteria in Table 2.  
Distance to airports, helistops, and airfields: The airport is one of the national key points in South Africa with 
the utmost security. In obtaining viable sites, distance from the farm to these facilities was considered for aircraft 
safety and visibility reasons. This in turn protects lives, properties, flight security and also preserving airport 
aesthetics. Distance to the airports has been considered as important by other previous studies, even though the 
maximum distance varies across the literature [56,62]. While Aydin et al.[63] considered a minimum distance of 
3000 m and a maximum distance of 6000 m, Villacreses et al. [12]  considered a distance of 2500 m. Also, Baseer 
et al. [57] considered a distance greater of 2500 m from the airports as suitable. Similarly, there has been no 
generally valid distance for this in the literature. 
Distance to urban areas:  In siting wind farms, its distance to urban areas should be considered for safety, noise 
pollution, aesthetics, and visual effects of the wind farm on the inhabitant of this area [54].  There has been no 
generally acceptable distance in the literature for this criterion. Different studies have adopted different distances, 
however, based on the aforementioned premise. For example, Ayodele et al. [54] considered a distance of 2000 
m from urban areas under the same reason. Villacreses et al. [12] considered a distance of 3000 m from urban 
areas based on the effect of wind farms on the wellbeing of people.  
Distance to railway lines: This criterion becomes more significant in countries where the rail transportation 
system is electrically powered like South Africa. Distance to railway lines has been considered in few studies in 
the siting of wind farms in the literature. For example Sliz-Szkliniarz and Vogt [61] considered a distance of 100 
m from railway lines suitable but Noorollahi et al. [11] considered a distance of 300 m from railway lines as 
suitable. 
Distance protected areas: Chapter 2 of the National Environmental Management of the Protected Areas Act 2003 
of South Africa delineates specific areas as protected areas [64]. These include national parks, natural reserves, 
special nature reserves, mountain catchment areas, and so on. This mapping is periodically reviewed with more 
areas included. It is expedient that wind farms be situated far from protected areas. These areas were excluded 
from the analysis in this study. Similar studies in this domain have also recognized an exclusion of such areas 
from the model feasibility zone. For example, Atici et al. [65] eliminated areas greater than 2000 m from protected 
areas, however, Villacreses et al [12] considered a lesser distance of 250 m from the national system of protected 




































































of 300 m from protected areas as less suitable for wind farm exploration. In this study, two categories of areas fall 
under the protected areas in the Eastern Cape province. They include the botanical gardens and biosphere reserves. 
All areas in these categories were excluded in our analysis (Fig. 3). 
 
Fig. 3 Protected areas located in the Eastern Cape province 
Distance to important bird areas (IBAs): One of the components of the biosphere which suffers most in the 
exploration of wind energy is the avian habitat. The avian habitat has suffered tremendously since the advent of 
power generation from wind energy due to collision with the wind turbines [67,68]. South Africa is one of the 
few countries with a biodiversity act of which one of its aims is to protect threatened bird species and endangered 
ecosystems [69]. About 132 species of birds have been listed in South Africa as regionally threatened birds; 47 of 
these are termed near threatened and the rest highly threatened species [69]. Hence, this criterion is therefore seen 
as essential in the site suitability analysis. Part of the endangered species of birds in South Africa is the Cape 
Vulture, bats, eagles, raptors, blue crane, swallows, songbirds as reported in the results of operational monitoring 
after the REI4P round 1 wind farms in South Africa [70]. IBAs were not considered as part of the national 
protected areas, hence a need to consider them differently. In this regard, the IBA for South Africa was obtained 
from Birdlife International specifying the areas with one or more avian species use either during their nesting, 
migrating or winter seasons and Euclidean distance around these areas was estimated. From the national IBA map, 
we clipped out the province of interest in our study and discovered that sixteen (16) areas fall under these zones 
as shown in Fig. 4 and so were excluded from our analysis. 
 




































































2.4. AHP Criteria evaluation process  
The AHP technique developed by Thomas L. Saaty [71] is based on four principles: homogeneity, reciprocity, 
synthesis, and expectation [56]. The technique has proven efficient in solving complex decision-making processes. 
The AHP is a multi-attribute decision-function based technique, which decomposes unstructured complex multi-
component problem into hierarchical components. The technique proceeds with a decision matrix obtained by 
pairwise comparison of each criterion relative to the others to evaluate the value of each criterion [72]. The 
consistency ratio (CR) is evaluated to screen-out inconsistency in the judgments of decisions made on the pairwise 
comparison process. The pairwise comparison matrix was populated based on expert opinions reported in 
reputable studies previously cited in this study. The AHP technique follows three broad steps: problem 
decomposition, comparative analysis, and determination of priorities [73], all of which are decomposed into 
sequential steps highlighted as follows: 
Step 1: A pairwise comparison matrix 𝑚 of 𝑛 number of criteria and size 𝑛 × 𝑛 is created using a preference score 
𝑃𝑖𝑗 , of the degree of preference of criterion 𝑖 to 𝑗, whose value is selected from the Saaty’s scale as presented in 
Table 3. From Table 6, while odd number scales (1,3,5,7 and 9) indicate distinct boundaries of decisions, the even 
number scales indicate compromise values of importance. The preference score in the comparison matrix table 
must satisfy the condition in Eqn. (1). 
𝑃𝑖𝑗 . 𝑃𝑗𝑖 = 1                                                                               (1) 
Table 3. AHP fundamental Saaty’s scale using and their interpretations 
Degree of 
importance 
Meaning  Explanation  
1 Equal significance Criteria i and j equally influence the objective 
3 Moderate significance of one over 
another 
Experience and judgment slightly favours criteria i 
over j. 
5 Essential or strong significance  Experience and judgment strongly favours criteria i 
over j. 
7 Very strong significance Criteria i is favoured very strongly over j with its 
dominance observed in practice 
9 Extreme significance  The favour of criteria i over j is of the highest 
possible order of affirmation. 
2,4,6,8 Intermediate values  Used when concession is needed. 
 
Step 2: A normalized pairwise comparison matrix, ?̅? is created such that the sum of each column is equal to unity 
(1). This is obtained from the normalized preference score, 𝑃𝑖𝑗̅̅ ̅ for each entry of ?̅? calculated using Eqn. (2). 





                                                                         (2) 
Step 3: Average across each row of ?̅? is calculated to obtain the relative weights of each criterion using Eqn. (3). 
The relative weight of each criterion falls between 0 and 1, such that higher weights show greater influence on 
the wind farm site and vice versa.  





                                                                           (3) 
Step 4: the consistency index (CI) is calculated by obtaining the eigenvector and maximum eigenvalue 𝜆𝑚𝑎𝑥  for 
the pairwise comparison matrix. The CI is then evaluated using Eqn. (5). 
𝐶𝐼 =  
𝜆𝑚𝑎𝑥 − 𝑛
𝑛 − 1
                                                                       (5) 




































































𝐶𝑅 =  
𝐶𝐼
𝑅𝐶𝐼
                                                                                         (6) 
where RCI is the random consistency index. From the literature, the degree of consistency is considered 
satisfactory if 𝐶𝑅 ≤ 0.10, however, a significant inconsistency occurs if 𝐶𝑅 ≥  0.10. In cases of inconsistency, 
a non-satisfactory result may ensure from the AHP model [25,74], hence, a re-evaluation of the pairwise 
comparison matrix is necessary.  
Step 5: Site suitability map was obtained through the aggregation of the product of criteria value, 𝑥𝑖  and their 
corresponding weight, 𝑤𝑖  for all suitable sites such that: 
𝑆𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑚𝑎𝑝 =  ∑ 𝑥𝑖  .  𝑤𝑖
𝑛
𝑖=1
                                         (7) 
In this study, the AHP pairwise comparison was performed using the BPMSG AHP priority calculator, a non-
commercial online-based software developed by Goepel [75].  
2.5. Data collection and processing for a candidate site 
A site which has not yet been developed (not within the two REDZs), but classified in this study as extremely 
viable for wind resource exploration and falls within the proposed Eastern power corridor was selected. This 
location was further checked using Google Earth Pro to ensure that the cost of site construction is minimal based 
on the site topography. Also, the elevation of the site is 1026 m, which satisfies the elevation criteria in Table 2. 
Twenty (20) years of daily wind speed data from January 2000- December 2019 for the location was obtained 
from the NASA database through the RETScreen Expert Viewer 7.1.0.95 software.  
The data were preprocessed to remove noise and insignificant variation prior to its use in the artificial intelligent 
models using the moving window technique. This technique is one of the commonly used data smoothing 
techniques for removing noise in data by sliding a window along the dataset computing the mean of each point 
inside each of the windows, thus eliminating insignificant variations between successive data points. This 
technique has been used in many wind resource variability studies [76–78]. While investigating the robustness of 
the model in predicting wind resource variability in the selected location, it was ensured that significant variability 
to be predicted was not affected. Two window sizes (3 and 5) were investigated and a window size of five (5) was 
selected based on closeness to the original data and reduced error.   
The dataset was divided into training and hold-out data in the ratio of 70 % to 30 % respectively for both models. 
A short-term prediction was performed using diurnal data resolution of the hold-out data and comparison plot 
between the observed and the predicted wind speeds for both the LMBP-ANN, ANFIS, and PSO-ANFIS models 
were presented.  
 
2.6. LMBP-ANN technique 
The Levenberg Marquardt backpropagation ANN (LMBP-ANN) is one of the most efficient gradient-based 
techniques which approximates Newton’s method [46]. LMBP-ANN approaches the second-order training speed 
without the need for computing the Hessian matrix [46,47], thus aiming at shifting to Newton’s method as fast as 
possible. When the scalar μ is zero, it approximates the Hessian matrix, however, for a large size of μ, gradient 
descent with a small step size is adopted. This is such that the scalar μ is reduced after each successful step and 
an increase is observed only when an increase in performance function is envisaged by a tentative step. Thus, a 
reduction in the performance function, which is typically a sum of squares for feedforward backpropagation 
networks, is observed at every iteration during the network training process [48]. 
The Jacobian matrix, which contains the first derivatives of the network errors as a vector with respect to the 
weights and biases can be computed using a standard backpropagation method. This computation is observed to 
be less complex than the Hessian matrix. The weight 𝑤𝑗𝑖  update of j at neuron in a layer and ith neuron in the 
subsequent layer at time step t is performed as follows: 




































































such that  
∆𝑤𝑗𝑖(𝑡) =  
1
[𝑱𝑇 (𝑤)𝑱(𝑤) +  𝜇𝑰]
 𝑱𝑇 (𝑤)𝐸(𝑤)                                                 (3) 
where 𝑱 is the Jacobian matrix, 𝜇 is a scalar constant, and 𝑰 is an identity matrix. 
In this study, the multi-layer LMBP-ANN was adopted with two hidden layers consisting of 4 and 5 neurons in 
the first and second hidden layers respectively, and a maximum iteration of 1000. The log sigmoid and softmax 
transfer functions were used for the two hidden layers. The training dataset was divided into training, testing, and 
validation data in the ratio 6:2:2 respectively. A 30 % hold-out data was used to test the model and the forecast 
was evaluated with statistical performance metrics as explained in section 2.9. 
2.7. Standalone ANFIS model 
The ANFIS model is a hybrid integrated soft computing technique comprising of the ANN and the fuzzy inference 
system (FIS) topologies. The technique based on the Takagi-Sugeno fuzzy system uses the hybrid learning rule 
comprising of backpropagation gradient descent and least square methods for antecedent and consequent 
parameters optimization [79,80]. The ANFIS modeling technique belongs to the class of adaptive multi-layer 
feedforward networks in the space of non-linear forecasting, which forecasts values of samples ahead using its 
historical data [81]. The technique is a five-layered model with the first and fourth layers being adaptive and the 
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Fig. 5 ANFIS framework showing the interrelationship between each layer 
 
Fuzzy membership functions in the first layer have their nodal output functions represented as: 
𝑂𝑗
1 =  𝜇𝐴𝑗(𝐼1) , 𝑗 = 1, 2                                                   (9) 
𝑂𝑗
1 =  𝜇𝐵𝑗(𝐼2) , 𝑗 = 1, 2                                                    (10) 
A multiplicative operator is used to compute the firing strength of each rule in the second layer using according 
to: 
𝑂𝑗
2 =  𝑤𝑗 =   𝜇𝐴𝑗(𝐼1) . 𝜇𝐵𝑗(𝐼2)     , 𝑗 = 1, 2                    (11) 
The normalization process was performed in the third layer where the firing strength at the 𝑗𝑡ℎ node is normalized. 
This is achieved using the ratio between a node’s firing strength and the aggregate of all firing strengths for all 
rules according to Eqn. (12). 
𝑂𝑗
3 =  𝑤𝑗̅̅ ̅ =  
𝑤𝑗
𝑤1 +  𝑤2
         𝑗 = 1, 2                            (12) 





































































4 =  𝑤𝑙̅̅ ̅( 𝑝𝑗𝐼1 +  𝑞𝑗𝐼2 +  𝑟𝑗) =  𝑤𝑙̅̅ ̅𝑧𝑗                            (13)  
where 𝑝𝑗 , 𝑞𝑗 , 𝑟𝑗 is a parameter set of the node and 𝑤𝑖̅̅ ̅ is the normalized firing strength of the third layer.  
The fifth layer is another non-adaptive layer that evaluates the overall model output using an aggregating function 
[82] expressed as: 
𝑂𝑗
5 =  ∑ 𝑤𝑖̅̅ ̅𝑧𝑗  =  
∑ 𝑤𝑗𝑧𝑗  𝑗
∑ 𝑤𝑗𝑗
𝑗
                                    (14) 
The FCM clustering technique is one of the soft clustering techniques based on the Euclidean distance function, 
which permits a data point to belong to two or more clusters according to a membership degree [83]. The data 
centres and membership are guided through a continuous update process. During this process, a goal 
function, 𝐽𝑚(𝑈, 𝑣) which represents the relative distance of a data to the center weighted by degree of membership 
is minimized according to  [84–87]:  
 𝐽𝑚(𝑈, 𝑣) =  ∑ ∑ 𝑈𝑖𝑗
𝑚𝐶
𝑗=1 ‖𝑦𝑖 − 𝑣𝑗‖𝐴
2
,           1 ≤ 𝑚 ≤ ∞                                                                               (15)𝑁𝑖=1  
where 𝑣𝑗 is the centre of cluster 𝑗, 𝐶 is number of clusters | 2 ≤ 𝐶 < 𝑛, 𝑦𝑖  represents vector data of observations, 
𝑚 is the weighting exponent, 𝐴 is positive definite (𝑛 × 𝑛) weight matrix, and ∥  ∥ is the 𝑛 −dimensional 
Euclidean space wherein sample data belong. For the FCM clustering, the parameters in Table 4 were used as 
obtained from the literature. The computational process is further explained as follows: 
Step 1: A random initialization of a 𝜇𝑜 membership matrix is performed. 
Step 2: Compute the prototype vectors, 𝑣𝑖 using: 







 ;          1 ≤ 𝑖 ≤ 𝑐               (16) 
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such that 1 ≤ 𝑖 ≤ 𝑐      , 1 ≤ 𝑗 ≤ 𝑛       
 
Step 4: Compare 𝜇(𝑡+1) with 𝜇(𝑡), where  𝑡= number of iterations. 
Step 5: If ‖𝜇(𝑡+1) −  𝜇(𝑡)‖ < 𝜀  stop, else, return to step 2, 
where 𝜀 is the convergence. 






2.8. GA-ANFIS technique  
The GA method is one of the stochastic population-driven search methods intensively used the optimization of 
non-linear systems. The technique seeks to avoid local optima by exploring the solution space as compared to the 
exploitative approach in some models like the backpropagation technique [88]. GA technique applies three 
operators: selection, crossover, and mutation to select the best solution, produce hybrid solutions, and search for 
new solutions all within the feasible regions respectively [21]. As part of its advantages, the GA technique is 
Parameters Value 
No of rules 8 
Rule weight 1 
Input membership function  Gaussian 




































































derivative-free, can be applied to both continuous and discrete optimization problems. Further to this, it applies 
stochastic operators rather than deterministic rules for an optimum solution with a reduction in convergence at 
local minima [89]. The GA model commences with a random generation of an initial population of individuals, 
which are potential solutions. Every individual is further evaluated against the fitness function with a score 
associated with this step. The score of each individual is compared across the population to determine the fittest 
individual. The algorithm stops with this if the stopping criteria are satisfied, else, it produces new individuals for 
the next generation using a selection rule, a crossover rule for combining selected parents to produce new offspring 
and a mutation rule to randomly select the genes on the chromosomes resulting from the crossover, whose values 
are less than the predefined mutation rate to replace it with another not already in the chromosome [90]. 
For the GA-ANFIS model, an initial population of 25 was used. A maximum iteration of 20 was selected because 
no improvement was observed in further iterations. Also, 70 % crossover percentage, 0.15 mutation rate, beta 
pressure of 8, gamma value of 0.7 were used in the model. These parameters were selected based on performance 
in the literature [91]. 
 
2.9. PSO- ANFIS technique 
The PSO optimization technique is based on the swarm methodology established on the five postulates of swarm 
intelligence identified by Millonas [92]. These include proximity, quality, diverse response, stability, and 
adaptability principles. In the PSO model, the particles (flock of birds in search of food) move through a search 
space towards finding an optimal solution through a process of information sharing from their neighbour particles 
[93]. This forms their local best solution. The technique has similarities with the genetic algorithm (GA) and some 
other population-based optimization models. However, unlike GA, PSO does not destroy previous knowledge of 
the problem except in the instance of elitism. PSO technique holds the information of high prospect solutions 
within the particles [94]. Some of the reasons for the preference of PSO over some other population-based 
optimization models are its computational simplicity, model effectiveness, and efficiency [95]. However, it also 
has some drawbacks, some of which include the possibility of premature convergence and its dependence on 
model parameter settings, which were addressed by ensuring diversity of solutions and selection of model 
parameters from the literature respectively. 
The PSO technique was used to optimize the parameters of the adaptive layers of the ANFIS model. First, the 
values of particles in the swarm are initialized and the positions and velocities of all particles are updated 
accordingly to set rules over a definite number of generations until convergence is achieved. In each iteration, a 
consequential update of the personal and global best experience of each particle is performed relative to the values 
of the antecedent and the consequence parameters of the ANFIS model [96]. The cost function of each particle is 
considered from the start of the iteration, such that a decrease in this value from the previous iteration sets the 
present cost function as the new local optimum (Pbest). Further to this, the new Pbest is compared with the 
historical Pbest values. If the new Pbest is the best achieved, it is made the new global optimum (Gbest). The 
ANFIS model takes the optimal values for the model antecedence and consequence. The optimization process 
proceeds iteratively until convergence. The position  𝑥𝑖(𝑡), velocity, 𝑉𝑖(𝑡) and inertia weight of each particle is 
updated according to Eqn. (18) and (19) [97]. 
𝑥𝑖(𝑡) =  𝑥𝑖(𝑡 − 1) + 𝑣𝑖(𝑡)                                                                                                (18) 
𝑉𝑖(𝑡) = 𝜔𝑣𝑖(𝑡 − 1) + 𝜌1(𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡 − 1) + 𝜌2(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡 − 1)                (19) 
          𝜔 =  𝜔𝑑𝑎𝑚𝑝  × 𝜔                                                                                                                 (20) 
where random variables 𝜌1 =  𝐶1𝑟1 and 𝜌2 = 𝐶2𝑟2;  𝑟1, 𝑟2 ~ 𝑈(0,1),   𝐶1 = 2 𝑎𝑛𝑑 𝐶2 = 2 signifies the positive 
cognitive and social acceleration coefficients respectively. The stability of the algorithm is retained when 𝐶1 +
 𝐶2  ≤ 4  [98]. The parameters (𝜔 = 0.5) and  (𝜔𝑑𝑎𝑚𝑝 = 0.8) are weight inertia and inertia weight damping ratio 
respectively. Also, an initial swarm size of 20 and maximum iteration of 100 was used. Values were selected 
according to the literature [99].  
The computation for all the models was performed using Matlab (R2017a) software installed on a laptop with 




































































2.10. Model Performance Evaluation  
The models developed were evaluated for effectiveness using statistical performance metrics (root mean square 
error (RMSE), mean absolute deviation (MAD), average absolute percentage relative error (AAPRE), relative 
mean bias error (rMBE), the variance accounted for (VAF)). Also, one of the significant estimators of variability 
which is both statistically robust and resistant is the robust coefficient of variation (RCoV). This metric has been 
used in evaluating wind speed variability and recommended for the systematic estimation of variability in the 
literature [100,101]. These were calculated using Eqn. (21) to (26). The computational time (CT) was used as a 
measure of model efficiency.  
𝑅𝑀𝑆𝐸 =  √




                                                              (21) 
𝑀𝐴𝐷 =  
1
𝑁
 ∑|𝑦𝑘 −  ?̅?|
𝑁
𝑘=1










× 100%                                                     (23) 









                                                                      (24) 
𝑉𝐴𝐹 = 1 − [
𝑣𝑎𝑟( 𝑦?̂? −  𝑦𝑘)
𝑣𝑎𝑟(𝑦𝑘)
]  × 100                                                       (25) 
𝑅𝐶𝑜𝑉 =  
𝑚𝑒𝑑𝑖𝑎𝑛 | 𝑦?̂? −  𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂ |
𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂
                                                       (26) 
where N is the number of hold-out data, 𝑦𝑘 , is the observed wind speed,  𝑦?̂? , is the predicted wind speed 𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂  
is the median of the predicted wind speed and ?̅? is the mean wind speed. 
3. Results and discussion 
3.1. Criteria maps 
Presented in Table 5 is the relative importance of each criterion under our study as obtained from the analytical 
hierarchical process (AHP). Also, presented in Appendix A is the reclassified criteria maps of the technical/ 
economic and environmental factors. The pairwise comparison matrix of the AHP technique was used to 
determine the weight and the relative importance of these criteria. The intensity of the weights was determined 
from the literature [45,46] and adapted to this study.  







Technical  50.40 Wind speed 22.70 
  Distance to transmission lines 15.40 
  Distance to major roads 8.10 
  Elevation 4.20 
Environmental  49.60 Distance to airports, helistops, and 
airfields 
13.70 
  Distance to waterbodies 10.10 
  Distance to urban areas 9.60 
  Distance to wetlands 8.20 





































































From Table 5, the technical factor is relatively more important (50.40 %) compared to the environmental factor 
(49.60 %), even though the variation between these two is not wide. For the profitability of the investment and 
avoidance of conflicts between the other environmental components and the wind farm after site development, it 
is highly necessary to consider environmental criteria during the site suitability process. Downplaying the 
environmental factors could result in the project going into force majeure. From the criteria perspective, wind 
speed has the highest relative importance (22.70 %), thus showing the significance of resource availability in any 
viable area to be considered. This is also in congruence with other studies in this domain [47,55,61]. Asides the 
wind speed of the prospective locations, some other criteria also rank high in relevance like distance to 
transmission lines (15.40 %), distance to airports (13.70 %), distance to waterbodies (10.10 %) and distance to 
urban areas (9.60%). Based on the already established premises, it was observed that these criteria are vital from 
economic and environmental perspectives. 
A weight overlay was performed on each criterion using the weights and the criteria score using the weighted sum 
tool in ArcGIS to obtain the final suitability map as shown in Fig. 6 and the final suitability map was reclassified 
using a score from 1 to 4 to signify unsuitable areas (1), suitable areas (2), very suitable areas (3), and the extremely 
suitable areas (4). Each suitability class was evaluated as a percentage of the total land area as presented in Table 
6. From the results, it can be said that 56.38% of the total land is generally suitable even though only 4.60 % of 
the total land area in the province was observed to be extremely suitable land for wind energy exploration. 
However, nearly half of the land area in the province is unsuitable for the study (43.62 %).  
Table 6. Percentage suitability of the land area for wind exploration 
Class % of total land area 
Unsuitable land 43.62 
Suitable land 33.11 
Very suitable land 18.67 
Extremely suitable land 4.60 
 
 
Fig. 6 Final suitability map for wind resource exploration in the Eastern Cape 
Comparing our suitability map with the eastern corridor and the REDZs, it was discovered that two zones existed 
for wind resource exploration as shown in Fig. 7; Cookhouse and Stormberg and some land areas considered 




































































area. Further to this, it was observed that there exist some land areas classified as extremely viable areas for wind 
resource exploration which are yet to be explored. Further investigation on these lands through Google earth Pro, 
revealed that some of these areas are mountain areas, which could attract high construction cost both for the wind 
turbines and access roads. Also, some areas slightly fall within the important bird areas (IBA) in the marked-out 
Eastern power Corridor when compared with the IBA map. This could be due to the annual delineation of IBAs 
by Birdlife South Africa, thus calling for a revision of land areas for the power corridor. This reveals that 
harvesting wind energy in these areas is in potential conflict with the avian habitat and could cause the extinction 
of rare species of birds. Increased bird mortality could lead to force majeure of the plant, which is not viable for 
the wind farm investment.   
 
Fig. 7 A comparison between this study, the present REDZs, and the power corridors for wind energy 
exploration in the Eastern Cape Province 
3.2. Wind speed forecast  
Hold-out data of 6 years was used to test the models for accuracy by comparing the forecast with the observed 
wind speed for the LMBP-ANN, ANFIS standalone, GA-ANFIS, and PSO-ANFIS models. Shown in Fig. 8, is 
the comparison between the observed and the predicted wind speed using the LMBP-ANN model. A close 
agreement between the observed and predicted resource values were observed and the trends of wind speed for 
each day were well predicted. Similarly, a close agreement between the observed and predicted wind speed using 
the ANFIS standalone model was observed as shown in Fig. 9, however, the standalone ANFIS model predicted 
more closely compared with the LMBP-ANN, thus demonstrating the accuracy of ANFIS model in predicting the 
variability of the wind resource in the selected location.  
Furthermore, the predicted wind speeds using the GA-ANFIS and the PSO-ANFIS models were compared with 
the observed as presented in Fig. 10 and Fig. 11 respectively. Both models significantly predict the wind speeds 
in the location more accurately compared to the LMBP-ANN and standalone ANFIS models. This further 
emphasizes the significance of parameter optimization in ANFIS model. There exist some mispredictions in the 
four models, which could be due to parameter underestimation or overestimation, however, these cases are lesser 
in the GA-ANFIS and PSO-ANFIS models compared to the LMBP-ANN and the standalone ANFIS models. It 
can be rightly said that the GA-ANFIS and PSO-ANFIS techniques rightly model the variability of the wind speed 






































































Fig. 8 Comparison plot between LMBP-ANN predicted wind speeds and the observed values 
 






































































Fig. 10 GA-ANFIS results for hold-out data 
 
Fig. 11 PSO-ANFIS comparison between observed and predicted wind speed 
To statistically establish the model accuracy, selected statistical performance metrics were used to further evaluate 
the forecast and their results are presented in Table 7. Statistical measures of error, accuracy, and variability were 
used to avoid bias and establish the robustness of each of the predictive models. Lower error higher accuracy 
performance metrics were observed for standalone ANFIS compared to the LMBP-ANN model which establishes 
its reliability in wind resource forecasting. However, while the standalone ANFIS model performs more accurately 
compared to the LMBP-ANN model, it is significantly computationally intensive. This accounted for its increase 
in computational time (𝐶𝑇𝐴𝑁𝐹𝐼𝑆 = 264.8 𝑠 ≫ 𝐶𝑇𝐿𝑀𝐵𝑃−𝐴𝑁𝑁 = 11.9 𝑠). The increased computational time in 
standalone ANFIS model can be as a result of hybrid optimization of the antecedent parameters, which commonly 
proceeds with the backpropagation and gradient descent algorithms. However, based on robustness and resistance 
in predicting the variability of the wind resource as measured by the RCoV metric, the LMBP-ANN model 
outperforms the standalone ANFIS model (𝑅𝐶𝑜𝑉𝐿𝑀𝐵𝑃−𝐴𝑁𝑁 = 0.0652 < 𝑅𝐶𝑜𝑉𝐴𝑁𝐹𝐼𝑆 = 0.1412 ). Hence, 




































































It can be observed that the GA-ANFIS and PSO-ANFIS models recorded the same performance metrics except 
for the computational intensiveness of the two models. This can be observed in variation between their 
computational times (𝐶𝑇𝐺𝐴−𝐴𝑁𝐹𝐼𝑆 = 50.3 𝑠 > 𝐶𝑇𝑃𝑆𝑂−𝐴𝑁𝐹𝐼𝑆 = 39.8 𝑠. The two models demonstrated a better 
forecasting accuracy compared to the standalone ANFIS model and the LMBP-ANN models. However, their 
robustness and resistance in measuring variability is lesser compared to the LMBP-ANN model 
(𝑅𝐶𝑜𝑉𝐺𝐴/𝑃𝑆𝑂−𝐴𝑁𝐹𝐼𝑆 = 0.1399 >  𝑅𝐶𝑜𝑉𝐿𝑀𝐵𝑃−𝐴𝑁𝑁 = 0.0652 ) even though more robust compared to the 
standalone ANFIS model (𝑅𝐶𝑜𝑉𝐺𝐴/𝑃𝑆𝑂−𝐴𝑁𝐹𝐼𝑆 = 0.1399 <  𝑅𝐶𝑜𝑉𝐴𝑁𝐹𝐼𝑆 = 0.1412 ). This is because a lesser value 
of RCoV is more desirable than a higher value [102]. These two hybrid models did not only predicted the wind 
resource accurately (𝐴𝐴𝑃𝑅𝐸 = 5.7237) but also significantly models the variability of the resource though not 
as much as the LMBP-ANN model.  
Based on accuracy as measured using the AAPRE, the PSO-ANFIS provides a better forecast at a lesser 
computational time, which enhances operational and strategic planning in the potential wind farm, even though a 
tradeoff exists between accuracy and variability modeling when compared with the LMBP-ANN. It was also 
observed, that tuning the parameters of the ANFIS model with evolutionary algorithms like the GA and PSO 
improves its accuracy and robustness in modeling the variability of the wind resource. 
Table 7. Performance measures of the two models 
Model RMSE MAD AAPRE rMBE VAF RCoV  CT(s) 
LMBP-ANN 0.4379 0.2742 8.2828 0.1007 79.61 0.0652 11.9 
ANFIS  0.3085 0.2569 5.9594 0.0022 88.50 0.1412 264.8 
GA-ANFIS 0.3181 0.2485 5.7237 0.0023 89.24 0.1399 50.3 
PSO-ANFIS 0.3181 0.2485 5.7237 0.0023 89.24 0.1399 39.8 
 
4. Conclusions and recommendations 
In this study, it was established that in addition to site suitability analysis for a large-scale wind farm, potentially 
viable sites obtained can be further investigated for resource variability using artificial intelligence models to 
complement on-site investigation. This further provides more information for wind farm developers prior to 
ground verification and physical mounting of the light detection and ranging (LIDAR) instruments for on-site 
investigations. Also, the artificial intelligence phase of the study further presents an effective and efficient model 
of variability inherent in wind resource. Also, it was established that an annual review of spaces of extrastatecraft 
for wind resource exploration is necessary. This is due to the annual update of wind-related criteria maps of which 
accuracy of the geospatial analysis is hinged on data recency. For instance, developing a wind farm that encroaches 
into recent protected areas or IBAs could result in the project going into force majeure.  
Furthermore, it was discovered that the Eastern power corridor occupies 65 % of the total land area in the Eastern 
Cape, however, there are still locations with an abundance of wind resource and do not conflict with the 
environmental criteria but are yet to be explored in the Eastern corridor. With a roll-out of several bidding 
windows by independent power producers (IPPs), there is a need for further exploration of these areas to further 
reduce the country’s dependency on coal for power generation. Certain areas considered as extremely viable in 
our study and within the eastern power corridor is located along the border of Lesotho. Hence, a motivation for 
cross-boundary and regional interconnectivity is feasible in these areas if wind power is explored and the prospect 
of power wheeling from the nearest wind farm to manufacturing industries within the feasibility zone will reduce 
the tension on the power consumption from the national grid. This will also reduce transmission losses and 
improve the South African economy.  
Variability of wind resources in the selected location can be predicted to a large extent by the artificial intelligent 
models used. This is a significantly laudable for wind farm developers for strategic and operational planning. In 
modeling the wind resource in the selected location, the PSO-ANFIS model can be selected when a premium is 
to be placed on accuracy and reduced computational time. However, when robustness and resistance in modeling 
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Fig. (a) to (i): (a) Wind speed (b) distance to transmission lines (c) distance to roads (d) distance to roads (e) 
elevation (f) distance to wetlands (g) distance to waterbodies (h) distance to airports (i) distance to urban places 
(j) distance to railway lines                                                               
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2.9. Article 8 
Investigation of temporal variability in site suitability for utility-scale solar-PV using soft 
computing techniques 
Under review in Applied Energy, Elsevier 
 
The motivation for this study was towards filling the gap between GIS-MCDM-based site 
suitability analysis and artificial intelligence as identified in the literature (Article 3). This article 
proceeds with a similar methodology in Article 7, however, the difference between these two is 
observed in the case studies used, the resource investigated and the number of criteria used. With 
the prospect of solar-PV energy harvesting in the Western Cape province of South Africa, this 
study develops a solar resource map for the province using the global horizontal irradiance (GHI) 
component of solar radiation. A more robust list of criteria was used to generate a suitable site 
with the analytical hierarchical process (AHP) used for criteria weighting. The final suitability 
map was compared with the three power corridors in the province (the eastern, central, and western 
corridors) and the renewable energy development zones (REDZs) in the province. The 
representative site which classifies as an extremely suitable land area falls within the power 
corridors and has not yet been explored was selected for further resource investigation. Five soft 
computing techniques (gradient descent with adaptive learning rate neural network (GDALRNN), 
resilient backpropagation neural network (RBNN), adaptive neurofuzzy inference system 
(ANFIS), genetic algorithm-based ANFIS (GA-ANFIS), and particle swarm optimization based 
ANFIS (PSO-ANFIS)) were applied. The final suitability map was compared with both the power 
corridors in the province and the renewable energy development zones (REDZs). Each model was 
trained and tested with 70 % and 30 % of the clearness index respectively for the representative 
site. GDALRNN model outperforms all other models with RMSE= 0.0316, coefficient of variation 
of RMSE (CV(RMSE)) of 4.7590, relative mean bias error of -0.2951 %, MAPE= 4.0998, robust 
coefficient of variation (RCoV) of 0.0403, skill score of 10.7345, and computational time of 9.71s. 
Finally, it was found that simple intelligent models can be more effective than complex hybrid 
models in solar resource variability modelling and a revision of the delineation of the power 
corridors was recommended. 
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Abstract   
The quest for climate change mitigation strategies has increased the solar resource uptake among other renewable 
energy sources across the globe. However, inherent variability associated with solar radiation affects its 
exploration. Asides locating suitable sites for utility-scale solar-PV exploration, a step further to modelling 
resource temporal variability will be of importance in integrating solar energy into the grid. This study performs 
a geographical information system (GIS)-based multi-criteria site suitability analysis for solar-PV in the Western 
Cape Province, South Africa using three factors: climatological, topographic, and location. A candidate site was 
selected from the final suitability map and five soft computing techniques (gradient descent with adaptive learning 
rate neural network (GDALRNN), resilient backpropagation neural network (RBNN), adaptive neurofuzzy 
inference system (ANFIS), genetic algorithm-based ANFIS (GA-ANFIS) and particle swarm optimization based 
ANFIS (PSO-ANFIS)) were applied. The final suitability map was compared with both the power corridors in the 
province and the renewable energy development zones (REDZs). Each model was trained with 70 % of the 
clearness index from satellite-derived historical global horizontal irradiance (GHI) data for the representative site. 
A short-term forecast with 30 % of the dataset was performed and the results were compared with the observed 
clearness index. GDALRNN model outperforms all other models with a root mean square error (RMSE) of 
0.0316, coefficient of variation of RMSE (CV(RMSE)) of 4.7590 %, relative mean bias error of -0.2951 %, mean 
absolute percentage error of 4.0998, robust coefficient of variation of 0.0403, skill score of 10.7345 and 
computational time of 9.71s. Finally, it was found that simple intelligent models can be more effective than 
complex hybrid models in solar resource variability modelling. 
Keywords: Clearness index; GIS; site suitability analysis; soft computing; solar energy. 
1. Introduction 
The recent global drive for a low-carbon economy has increased the utilization of renewable energy resources for 
power generation and solar energy has been appraised as important with significant potentials. Studies have shown 
that annually, approximately 3, 400, 000 EJ of solar radiation reaches the earth's surface and at a conversion 
efficiency of 10 %, about 0.1 % of this incident solar energy on the earth's surface is capable of producing about 
3000 GW of power [1,2]. This resource availability and many other factors have made solar energy to be the most 
common and easily harvestable renewable energy source on the globe and also considered as the largest among 
the natural energy resources [3,4]. Harvesting solar resource for photovoltaic (PV) has experienced an 
unprecedented upsurge in the last decade with utilization varying from small-scale to large-scale plants. The need 
for more viable sites for utility-scale solar exploration is still on the increase and efforts are being made to explore 
this inexhaustible resource.  
In recent years, advancements in facility location problems have increased the acceptance of a GIS-based approach 
to site suitability for utility-scale solar-PV plants. This technique uses geospatial data in the form of digital maps, 
thereby making scale transformation unnecessary and map projection conversion easier [5]. Two types of data are 
used in this process: the raster and the vector. Raster files are image files in rectangular grids known as pixels 
having a defined resolution and attribute [6]. The vector files contain geometric figures, which come in the form 
of polygons, lines, and points that define a boundary around a georeferenced point. GIS-based site suitability 


































































analysis has been used in conjunction with multicriteria decision making (MCDM) techniques for criteria ranking 
towards selecting the best sites for solar-PV exploration. These MCDM techniques include the analytical 
hierarchical process (AHP), fuzzy- AHP, technique for order preference by similarity to ideal solution (TOPSIS), 
Preference Ranking Organization Method for Enrichment of Evaluations (PROMETHEE), ELimination Et Choix 
Traduisant la REalite - ELimination and Choice Expressing the REality (ELECTRE), VIseKriterijumska 
Optimizacija I KompromisnoResenje (VIKOR), TOmadao de Desicao Interactiva Multicriterio (TODIM)- 
(Portuguese acronym for Interactive and Multicriteria Decision Making), Occupational Competitiveness Rating 
Analysis (OCRA) and so on [7]. Among these techniques, the AHP is highly preferred to others in many GIS-
based renewable energy site suitability projects due to their computational simplicity, adaptability of the method, 
and their intuitive method of problem-solving [8–11]. These qualities influenced its choice in this study. 
The GIS-based technique has proven efficient in utility-scale solar-PV resource facility locations in many 
countries with laudable successes recorded in each study. For instance, Garni and Awsthi [12] carried out a GIS-
based solar-PV plant site selection in Saudi Arabia. In the study, the authors used two basic factors which are the 
technical factor and economic factor. Solar radiation and air temperature criteria were considered for the technical 
feasibility factor and the economic factor consisted of slope, land aspect, proximity to power lines, proximity to 
urban areas, proximity to highways, and proximity to protected areas. The study used the AHP technique for 
criteria ranking. Similarly, Noorollahi et al. [13] carried out a solar resource suitability analysis in Iran using four 
factors: climatological (solar radiation, average annual temperature), location (proximity to power transmission 
lines, major roads, residential areas, faults, lakes, and waterbodies, protected areas), environmental (elevation, 
slope, land use), meteorological (average annual cloudy days, average annual humidity, average annual dusty 
days) factors. For criteria ranking, the study applied the fuzzy-AHP technique. Also, Doljak and Stanojević [14] 
evaluated Serbia for potential areas viable for solar resource facility. In the study,  four factors which include 
climatic (GHI, sunshine duration, air temperature, relative humidity), orographic (slope, aspect), vegetation 
(normalized difference vegetation index) were used. The selection of the most suitable site was based on the AHP 
technique. Further to this, Sánchez-Lozano et al. [15] investigated the feasibility of solar resource facility location 
in south-eastern Spain also using four factors: the climatic (solar radiation potential, average temperature), 
location (proximity to main road, power lines, villages, substations), geomorphological (slope, orientation, area) 
and environmental capacity (agrological capacity) factor. The assessment of viable alternatives was based on the 
TOPSIS technique. Also, another notable study was carried out in Mauritius [16] where three factors were used: 
the climatological (GHI, sunshine duration, temperature, relative humidity), topographical (elevation, slope, 
aspect), and location (proximity to road, grid) factor. For the selection of alternative viable sites, the AHP method 
was used. On the overall, it can be inferred from these studies that land suitability analysis for solar resource 
exploration requires three factors: the climatological factor, which is influenced by solar radiation, mean 
temperature, and relative humidity; the orographic factor, which is influenced by slope, orientation, and area; and 
the location factor, which is influenced by distances roads, power lines, substations, villages, protected areas, 
railway lines, airports, etc. However, the choice of criteria for each factor is dependent on certain elements among 
which are data availability, nature of the land, and level of understanding of the investigator on the influence of a 
criterion on the overall study. Up till now, there has not been any standard list of criteria and their respective 
quantitative/qualitative values for the solar resource harvesting process. 
Locating the most viable areas for solar resource exploration is significant to its integration into the grid, however, 
further investigations on the variability of the solar resource in such location further affect grid operations and 
this has received less attention in the literature. Solar resource variability is largely influenced by spatial and 
temporal scales and an increase in either scales reduces its variability [17]. In solar resource, variability is largely 
caused either by the movement of the sun or the movement of the cloud. While variability resulting from the 
movement of the sun is predictable, the other is not predictable. It is highly recommended that variability induced 
by solar geometry due to the sun’s apparent movement be eliminated to better understand the variability of solar 
resource [17]. One of the commonly used indices in achieving this is the clearness index, Kt (ratio of ground-level 
irradiance to extraterrestrial irradiance). This index ranges from 0 to 1 and can be used to classify the degree of 
cloudiness of a day as proposed by [18,19] as follows: 
 Clear sky day = 0.7 ≤  𝐾𝑡 < 0.9 


































































 Cloudy sky day = 0.3 <  𝐾𝑡 
Short and long-term variability investigations have different impacts on grid operation. While short-term 
variability is significant to a better understanding of the demand fluctuation, balancing and power system 
scheduling, the long-term variability (monthly, seasonal, intra-annual, etc.) is significant to electricity trading and 
power system planning. While grid security challenges could be more severe in shorter time scales, strategic 
planning of the grid on the long-term scale and optimal location of the solar plant could be influenced by inter-
annual and seasonal variabilities [20]. This consequential effect has influenced some studies on long term studies 
of solar resource variability [21,22].  
1.1. Soft computing in solar resource forecasting 
Soft computing techniques form a general class of modelling technique that parallels the human intuitive ability 
by leveraging imprecision and uncertainty to solve complex decision-making problems, ensuring tractability, low 
computational cost, and sturdiness [23,24]. These techniques address problem-solving in an expert manner such 
that imprecisions that occur in real-life problems are accounted for. Soft computing techniques find their footings 
in biological and societal behavioural patterns from which models like artificial neural network (ANN), 
probabilistic reasoning (PR), fuzzy logic (FL), genetic algorithm (GA), particle swarm optimization (PSO), 
bacterial foraging optimization (BFO), ant colony optimization (ACO), simulated annealing (SA), artificial bee 
colony (ABC) algorithms all emanated [25,26] as shown in Figure 1. Soft computing and its variant techniques 
have received significant attention in the literature as suitable tools for solar resource forecasting, due to their 
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Figure 1. Categorization of solar resource forecasting based on the model used and horizon. 
One of the most utilized soft computing models for solar resource forecasting is the ANN model. It has been used 
to forecast solar radiation either directly or using clearness index. For example, Kheradmand et al. [28] predicted 
clearness index for 19 cites in Iran using environmental and atmospheric factors but used an integrated ANN 
model as a tool. In their study, the result of the proposed model shows good compatibility with the observed values 
with RMSE of 4.338 %, MAPE of 3.475 %, and R2 value of 0.994. Also, Khatib et al. [29] applied latitude and 
longitude, day number, and sunshine ratio as inputs to forecast clearness index using the MLP ANN model. The 
study concluded that the MLP ANN is effective for solar radiation forecast based on the selected performance 


































































and Radial Basis Function (RBF) model in predicting solar radiation in the form of clearness index for 8 
meteorological stations in Oman. The study used the month of the year, longitude and latitude, altitude, and 
sunshine ratio by estimating the clearness index of the location as inputs. The study also alluded to the 
effectiveness of MLP and RBF are good forecasting models, however, the RBF was more preferred due to its low 
computational intensity and time.  
The probabilistic reasoning technique presents a measure of evaluating systems influenced by probabilistic 
uncertainty. It is aimed at giving either a predictive density of the future state or predict the interval between which 
the future state of a system falls according to a specified confidence level [31]. Few studies exist in its use to 
forecast solar radiation at different temporal scales. For instance, Chu and Coimbra [32] used k- nearest neighbour 
(kNN) to generate probability density function (PDF) short-term forecasts for direct normal irradiance (DNI) using 
diffused irradiance and cloud cover data as exogenous inputs. The study demonstrates the significant performance 
of kNN hybrid with adaptive ensemble PDF for DNI forecast. Also, Fatemi et al. [33] proposed the use of beta 
and two-sided power distributions to forecast solar irradiance. Evaluating these models on three sites, the study 
concluded that these methods give lower logarithmic scores for baseline forecasts which uses marginal 
distributions. While probabilistic reasoning does not distinguish between uncertainty and lack of complete 
knowledge, fuzzy logic, however, presents this distinction [34]. However, rather than using fuzzy logic as a 
standalone model to forecast solar radiation, it has been rather used as a hybrid of other soft computing models. 
For example, Chen et al. [35] combined ANN and fuzzy logic in a stepwise manner to perform a short-term 
forecast solar radiation. The output of the trained feedforward ANN model was used to define a relationship 
between the real and classified scenarios. 
The inaccuracies associated with single models and their inherent deficiencies have informed the development of 
hybrid models [36]. It is believed that the deficiency of one can be complemented with the strength of the other. 
Neurofuzzy models are examples of these hybrid soft computing techniques, which integrate the prowess of 
artificial neural network (ANN) and fuzzy inference systems (FIS) in a complementary manner with each 
leveraging the strength of the other for problem-solving [24,37]. The adaptive neurofuzzy inference system 
(ANFIS) is one of the soft computing techniques which has globally drawn the attention of many studies involving 
solar resource forecast. Its ability to integrate the prowess of both ANN and FIS in a complimentary manner makes 
it a choice for many forecasting studies. Its adaptive nature makes tuning of its adaptive layers with population-
based algorithms easier. Many studies have used the ANFIS model either as a standalone or as a hybrid of other 
models for forecasting purposes. For example, the technique has been used in forecasting electricity consumption 
in multi-campus institutions [38,39], predicting global solar radiation [40–42], forecasting wind power [24], and 
predicting biomass resource components [43]. As a standalone model, the ANFIS model has recorded laudable 
results, however, improved model accuracy occurs when ANFIS is hybridized with optimization algorithms like 
a genetic algorithm (GA), particle swarm optimization (PSO), differential evolution (DE) [44–46] and so on. 
Population-based optimization techniques like GA and PSO have commonly been used due to their robustness in 
optimizing the model parameters, however, the simplicity, ease of computation, and effectiveness [47,48] of the 
PSO has influenced its choice over other population-based optimization models in tuning ANFIS model 
parameters. ANFIS model becomes more complex to optimize when more input variables are considered, hence 
a less complex optimization model effectively and efficiently optimizes its parameters. Few studies have applied 
hybrids of GA, PSO, and ANFIS to forecast solar radiation components. Among these is the study by Salisu et al. 
[42] where authors predicted horizontal solar radiation using PSO-ANFIS. The study used meteorological data 
(monthly mean minimum temperature, maximum temperature, relative humidity, and sunshine hours) as model 
inputs. Root mean square error (RMSE) and the coefficient of determination (R2) were used as performance 
evaluation metrics with a value of 1.3838 and 0.8058 obtained respectively at the testing phase. The evaluation 
metrics used in the study can be said to be insignificant as normalized values of RMSE were not considered.  
While some studies have used GHI values directly, some advocate for the use of clearness index, which is 
considered as an indicator of atmospheric effect on radiation [49]. Since clearness index references the season and 
time of the year, the climatic condition, and geographic location, it is therefore considered as site-specific and 
region-dependent. Among all factors which result in solar radiation losses, change in cloudiness is considered to 
play the most important role because of its seasonal dependency [28]. This makes clearness index one of the 


































































place, thus making it more preferred to the direct use of GHI. However, studies that used hybrid neurofuzzy 
systems to model the variability of solar radiation using clearness index are still sparse in the literature.  
1.2. Motivation for research 
From the literature, there have been several studies on GIS-based site suitability analysis for renewable energy 
exploration aimed at unravelling more potential areas with high prospects for renewables [13,16,50]. Many of 
these studies have established viable areas for possible exploration of renewable energy sources, however, these 
studies end at site identification. Further investigation of solar resource variability for viable sites before site 
development is not performed. Site suitability analysis considers spatial-related factors and essentially resource 
abundance, however, temporal variableness of the solar resource in selected locations is not accounted for. While 
this effect may not be significant in small scale solar-PV plant development, its effect is highly significant when 
a utility-scale solar-PV farm is to be developed [7]. As alluded to by Suh et al. [50], extensive field investigation 
of candidate sites before site development is highly required. Sun et al. [51] in their attempt to developed a GIS-
based model to determine a suitable site for solar PV generation in Fujian Province investigated the spatial 
variability of the resource, the study did not further model temporal variability.  
The significance of resource variability in integrating solar energy into the grid cannot be underestimated, 
however, modelling this remains a challenge at operational and strategic planning phases for grid management. 
This has informed the development of different models for its prediction ranging from classical to artificial 
intelligent models. While site suitability analysis and resource variability studies are different concepts and have 
been studied differently in the literature, this study propose an integration of these prior to the site development 
stage for a site classified as extremely viable. Such knowledge of solar resource variability in any proposed site 
must be clearly understood to provide first-hand knowledge of the dynamics of the resource and its effect on 
power forecast to developers before site development. This study does not propose this as a replacement for on-
site investigations but rather a complement to this process to further enhance the viability of solar-PV plants.  
One of the most reliable data collection methods for solar energy applications is the ground-based radiometry 
[52]. However, the high instrumentation cost, calibration, and quality control problems have made very reliable 
long term ground-based measurements scarce [52]. This has influenced the exploration of alternative data sources 
and remotely-sensed data like satellite-based time series data. While the use of satellite-derived data as opposed 
to ground-based data to forecast solar irradiance has been questioned in the literature,  Yang and Perez [53] alluded 
to the comparable mean square error (MSE) obtained when ground-based and satellite-derived data are used for 
solar irradiance forecasting. Also, Perez et al. [54] proposed the use of satellite-derived data for assessing the 
potential of PV generation in a condition where ground-based data is readily accessible and the ground station is 
beyond 50 km from the proposed site. Further to this, Voyant et al. [55] performed a large-scale global radiation 
forecast with satellite-derived data using ANN. The proposed ANN model outperformed the scaled persistence, 
persistence, and clear sky models to which it was compared with a normalized RMSE of 16.54 %. Hence, satellite-
derived solar data can be used where ground-based solar data is not available. 
Artificial intelligence has offered a high prospect in the intelligent decision-making process. To the best of our 
knowledge, there has been no study that further investigated solar resource temporal variability in GIS-based site 
suitability analysis in potentially viable sites. This, therefore, forms the novelty of this study and its point of 
departure from other related studies. Since this study used the Western Cape Province of South Africa as a case 
study, the marked out Renewable Energy Development Zones (REDZs) in the country within which utility-scale 
renewable energy exploration is allowed were recognized. This national study is extensive with several criteria 
put into consideration such that areas marked out are free from environmental, structural, and other interferences. 
However, as the point of departure, this present study further proceeds beyond suitable site identification to 
resource variability investigation in the viable site prior to site development using soft computing techniques. This 
is to improve economic benefits and enhance resource predictability in strategic and operational resource 
planning. This present study, therefore (i) performs a GIS-MCDM-based site suitability analysis for utility-scale 
solar-PV resource in the Western Cape Province in South Africa, (ii) compares the final suitability map with the 
power corridors in the western cape province as marked out by SANEDI (iii) investigates GHI potential in a 
candidate site classified as extremely suitable for large-scale solar-PV harvesting, which falls within the western 


































































of solar resource for utility-scale PV plant in a candidate viable site using near-real-time NASA satellite estimate 
data (v) finally, it evaluates each model result against accuracy and variability metrics. The rest of this study 
presents the methodology adopted in this work both for the MCDM GIS and the artificial intelligence modelling 
(Section 2), the results obtained for the MCDM GIS-based, and the artificial intelligence modelling (Section 3). 
Section 4 concludes the work with recommendations for future research.  
2. Methodology  
This section presents the methodology adopted in this study. Shown in Figure 2 is the flowchart of the site 
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Figure 2. The flowchart of the site suitability process and the artificial intelligence phase. 
2.1. Description of the study area  
The Western Cape Province is one of the provinces in South Africa with the high GHI favourable for solar-PV 
installation. The province is located between latitude 33.2278o S and longitude 21.8569o E with its coast bordering 
the Atlantic and the Indian Oceans. The Western Cape Province occupies 11.3 % of the national population with 
the lowest unemployment rate of 20. 93% in the country and located in the province is the oldest city in South 
Africa, Cape Town [56]. Also, the Western Cape Province has an average contribution of 14% to the South African 
gross domestic product (GDP) with the largest influence in the agricultural sector [57]. The province has one of 
the most diversified clean energy sources like gas and renewables (solar and wind energy). Solar resource is 
abundant in the province and this has influenced the proliferation of solar-PV with over 70 solar-PV sites 
excluding the off-grid and REI4P installations [58]. Also, the Western Cape province has attracted 5 solar-PV 
IPPs which have contributed 134 MW of the total provincial capacity [59]. 
2.2. GIS-based MCDM technique  
2.2.1. Data collection  
In this study, the GIS-MCDM method proceeded with data collection from different databases both nationally and 


































































the reliability of the result. Also, ArcGIS 10.4 was used for the geospatial analysis and visualization with all the 
data converted to the same coordinate system, and a spatial resolution of 30 by 30 m was used for all spatial data. 
Table 1. Criteria used for this study, their value, and data sources 
Factor Criterion Suitable land areas  Data source 
Climatological Global Horizontal Irradiance  >1300 kWh/m2/year SolarGIS  
 Average air temperature  < 15o C South African Weather 
Authority 
Topographical  Slope  < 3o Calculated from elevation 
data  
 Elevation  < 2200 m National Geospatial 
Information 
 Land Cover Bare lands are suitable; 
Land cover tagged as 
thicket/dense bush, water, 
wetlands, forest, 
woody/open bush, 
grassland, low shrubland, 
cultivated, forest 
plantations, mine and 




Republic of South Africa 
Location  Distance from wetlands > 500 m South Africa National 
Biodiversity Institute 
(SANBI-GIS) 
 Distance from transmission lines < 1609 m The World Bank 
 Distance from major roads < 5000 m The World Bank 
 Distance from waterbodies > 1000 m South Africa National 
Biodiversity Institute 
(SANBI-GIS) 
 Distance from airports ≥ 2500 m World Food Programme 
GeoNode 
(WFPGeoNode) 
 Distance from urban areas > 5000 m Socioeconomic Data and 
Application Centre 
(SEDAC) 
 Distance from railway lines > 2000 m New York University 
Libraries 
 Distance from protected areas Excluded Department of 
Environmental Affairs, 
Republic of South Africa 
 Distance from important bird 
areas (IBAs) 
Excluded Birdlife International 
 
2.2.2. Climatological criteria 
 
i. Global Horizontal irradiance:  This is the most essential data for solar PV site suitability analysis. The 
global horizontal irradiance determines the number of resources available for the harvesting technology 
from which power is generated [16]. In this study, the GHI raster data was obtained from the SolarGIS 
website [60]. Studies in solar PV siting have considered different GHI values for site suitability. For 
example, Yushchenko et al. [61] considered areas with GHI > 2300 kWh/m2/year as best suitable, 
Noorollahi et al.  [13] considered solar radiation greater than 1300 kWh/m2/year as best suitable, Doorga 


































































considered GHI > 3.5 kWh/m2/day as best suitable. For this study, the criterion used for GHI is as 
presented in Table 1.  
ii. Average air temperature: The average air temperature influences the PV module temperature and this, 
in turn, affects the cell temperature. It has been established that an increase in the module cell temperature 
causes a decrease in cell voltage and a slight increase in the cell current [64,65]. On the overall, the output 
of the PV generator is reduced. In light of this, several studies have considered different values for this 
in solar resource site suitability analysis. For example, Doorga et al. [62] considered areas with a 
temperature value of less than 19.8 oC as suitable. Doljak et al [14] considered areas with air temperature 
less than 2.277 oC as highly preferable for solar resource location, however, Skoplaki et al. [66] 
recommend an average temperature between 10o C and 20o  C as suitable.  It is noteworthy that the choice 
of this criterion is mostly based on the average temperature of the study area. Hence, for this model, 
based on the average temperature of the province areas below 15 oC were considered as suitable for solar 
harvesting. The national average air temperature data were obtained from the South African Weather 
Authority for further geospatial analysis.  
 
2.2.3. Topographic factors 
 
iii. Slope: Flat terrain or fairly-steep/gentle slope is often preferred to higher degrees of slope in large-scale 
solar resource siting operations. There has not been a consensus in the literature regarding the standard 
slope for solar PV farms. This has made several researchers use different degrees of slope in their studies, 
however, each selection is conscious of panel shadows which could lead to a decrease in the overall 
efficiency of the system. For example, Noorollahi et al.  [13] considered areas higher than 11 % as 
unsuitable, Doorga [67] considered a slope greater than 10 % as unsuitable,  Uyan [68] considered a 
slope greater than 3 % as unsuitable but Doljak et al. proposed areas less than 2o as suitable for solar PV 
siting process and Garni et al. [12] considered a slope ≤ 5o as suitable. For this study, areas with a slope 
less than 3o as suitable based on the topography of the province were considered. 
iv. Elevation: Locating solar PV farms in areas of high altitude often poses difficulty in construction and 
can have negative impacts on transmission facilities. According to Wang et al. [69], altitudes higher than 
5800 m are not recommended for large-scale solar PV harvesting, though this depends on the land terrain 
of the study area. While Mahmoud et al. [70] considered an elevation of less than 60 m as suitable, 
Noorollahi et al. [13] used areas less than 2.2 km as suitable,  
v. Land cover: Large-scale solar resource harvesting is notable for a large area of land and hence its conflict 
with agricultural farming activities is often carefully considered. In most solar suitability analysis, barren 
lands that satisfy other site suitability criteria are often considered far above arable lands [68]. In this 
study, the land use for the province is classified into 12. Out of these classes, land cover tagged as 
thicket/dense bush, water, wetlands, forest, woody/open bush, grassland, low shrubland, cultivated, 
forest plantations, mine, and built-up are considered unsuitable for the study, and only bare lands were 
considered as suitable for solar-PV exploration. 
 
2.2.4. Location  Criteria  
 
vi. Distance from wetlands: Wetlands are distinct land areas flooded by water either permanently or on a 
seasonal basis. Such areas are associated with aquatic lives whose survival can be negatively affected 
during site development. Such areas are also not suitable for electrical installations [71] and could have 
the potential for flooding, hence destroying expensive equipment on the site. Different distances from 
wetlands have been considered by researchers but no specific distance has been agreed upon as 
conventional. For example, Noorollahi [13] considered areas with a distance of less than 1000 m from 
wetlands as unsuitable for solar PV farms. Also, a minimum distance of 400 m from wetlands was 
considered by Ali et al. [63], Arnette and Zobel [72] considered a buffer of 500 m. However, Table 1 
presents the distance used in this study.  
vii. Distance from transmission lines: The proximity of the solar PV farm to the nearest transmission line is 
highly essential for economic reasons. First, to minimize transmission losses most especially if the 


































































transmission lines to the farm. There has not been any generally acceptable distance in the literature, 
however, decision-makers in many studies ensure that the distance is as close to the solar PV farm as 
possible. For example, Suh and Browson [50] considered a maximum distance of 2636 m from the 
nearest transmission line as suitable. Also, Noorollahi et al. [13] considered areas whose distance from 
the transmission line exceeds 50 km as unsuitable. NREL suggested areas whose distance from the 
nearest transmission line is less than 1 mile (1609 m) as suitable for solar PV farm exploration. Majumdar 
et al. [73] considered the same criterion as NREL (1609 m). In this study, a distance of 1609 m from the 
nearest transmission line as suitable for the solar PV farm used.  
viii. Distance from major roads:  Minimizing construction cost is essential in solar PV projects, hence, 
potential sites for the project should not be far from the road network to facilitate transportation of 
equipment to the site and for easy accessibility to the site during operation. This criterion was considered 
in this study following previous studies in this domain. Many studies have considered different distances 
from major road networks.  Majumdar et al. [73] considered distance between 80 m and 1609 m as highly 
suitable for solar PV farm, Noorollahi et al. [13] considered distances more than 50 km as unsuitable, 
Youseffi et al. [74] considered the distance between 1 km and 10 km as suitable and Aly [75] considered 
distance greater than 20 km as unsuitable for the purpose. Further to this, Uyan et al. [68] considered 
distance greater than 5km as unsuitable and Garni [12] created a buffer around areas less than 500 m. In 
this study, the minimum distance favourable distance is presented in Table 1. 
ix. Distance from waterbodies: Waterbodies are similar to wetlands, however, the volume of water in the 
two differs and their potential effect differs, hence they are considered differently in this study. The 
potential for flooding in solar PV farms close to waterbodies is high. Only a few studies have considered 
this criterion for the solar-PV farm siting process. While Aly et al. [75] considered locations whose 
proximity to waterbodies is less than 3000 m as highly preferable sites and  Noorollahi et al. [13] 
considered 1000 m as the suitable distance from any waterbody,  
x. Distance from airports: Airports are considered as national key-points in South Africa and so the distance 
from this facility was considered as a criterion in this study. Hence, a solar-PV facility is expected to be 
sited not too close to the nearest airports. To the best of our knowledge, no study in solar-PV site 
suitability has used this criterion, probably due to the sparseness of the data. However, this criterion was 
considered in this study and selected a reasonable distance as presented in Table 1. 
xi. Distance from urban areas: Proximity of supply to demand helps to reduce congestion in the 
transmission network, reduces the transmission cost, and maximizes the prospect of labour from these 
areas [75]. Yousefi et al. [74] considered a distance between 2000 m and 20,000 m from urban areas as 
suitable for solar-PV farms.  For proximity to cities with inhabitants above 250, 000, Aly et al. [75] 
considered a distance between 8000 m and 15000 m as highly suitable. From the residential area point 
of view, Uyan et al.[68] considered areas with a distance greater than 5,000 m as suitable and 
Yushchenko et al. [61] also considered a distance greater than 5,000 m from urban settlements with over 
10,000 inhabitants as suitable. However, in this study, the distance considered is presented in Table 1.  
xii. Distance from railway lines: It is essential to consider the distance between prospective sites and current 
railway lines to prevent future possibilities of expansion of the network from affecting the large-scale 
solar PV farm [73] and very few studies have considered this criterion. Majumdar and Pasqualetti [73] 
considered areas with a distance less than 804 m as unsuitable for large-scale solar-PV farms. The 
distance selected in this study is presented in Table 1. 
xiii. Distance protected areas: Specific areas have been designated as protected areas by Chapter 2 of the 
National Environmental Management of the Protected Areas Act 2003 of South Africa [76]. These 
include national parks, natural reserves, special nature reserves, mountain catchment areas, and so on. 
These areas are periodically reviewed by the Department of Environmental Affairs of the country and 
data stored in the South African Protected Areas Database (SAPAD) and the South African Conversation 
Areas Database (SACAD) from where the data for this study was obtained. It is expedient that solar-PV 
farms should not be sited within or close to protected areas. Few studies have also considered this 
criterion as essential for solar PV studies. For example, Noorollahi et al. [13] considered land areas with 
a distance of 2000 m from protected areas as suitable. Yousefi et al. [74] considered areas with a distance 
greater than 300 m from protected areas as suitable. For this study, 11 locations have been nationally 


































































xiv. Distance from international bird areas (IBA): Unlike the wind turbines which possess more harm to the 
avian habitat, the solar farm has less impact on these habitats. In wind energy harvesting on a large scale, 
the avian habitat suffers from this exploration in two ways. First, through the collision of birds with the 
wind turbines and second, through collision with associated power transmission lines. However, in the 
case of solar-PV resource harvesting, collision with the solar panel is minimal (if any), though some bird 
species could misinterpret the reflective surface of the solar panel for water surface, however, 
electrocution from a collision with power transmission lines and disruption of the natural habitat of birds, 
which may cause the extinction of rare bird species cannot be overruled. Hence, this criterion was 
considered in this study as also essential. To the best of our knowledge, there has not been any study that 
has considered the distance of the potential solar-PV farm from IBAs. From the IBA map for the Western 
Cape province, there exist some areas marked out as habitats for endangered or rare species of birds and 
the construction of a new transmission line or expansion of the grid along these areas could lead to the 
death of such birds. A total of 23 locations in the Western Cape Province have been marked out as IBAs, 
hence these areas were excluded and a distance from them to a potential solar-PV site is presented in 
Table 1. 
 
2.3. Analytical Hierarchical Process  
The AHP is a multi-attribute decision-function based technique developed by Thomas L. Saaty [77], which 
decomposes unstructured complex multi-component problem into hierarchical components. In this study, the AHP 
was chosen for criteria ranking not only due to its high regard in energy system problems [75] but also based on 
its computational simplicity, ability to quantify judgmental consistency and its capability to process both 
quantitative and qualitative data [78–80]. The pairwise comparison matrix was populated based on expert opinions 
reported in reputable studies previously cited in this work. The AHP technique follows three broad steps: problem 
decomposition, comparative analysis, and synthesis of priorities [9] which are explained as follows: 
Step 1: Development of a pairwise comparison matrix 𝑚 for 𝑛  number of criteria with size 𝑛 × 𝑛 is created using 
a preference score 𝑃𝑖𝑗 , of the degree of preference of criterion 𝑖 to 𝑗, whose value is selected from the Saaty’s scale 
as presented in Table 2. In the Saaty scale presented in Table 2, the odd number scales (1, 3, 5, 7, and 9) represent 
distinct boundaries of decisions and the even number scales indicate compromise values of importance. However, 
the preference score in the comparison matrix table must satisfy the condition in Eqn. (1). 
𝑃𝑖𝑗 . 𝑃𝑗𝑖 = 1                                                                               (1) 
Table 2. AHP fundamental Saaty’s scale using and their interpretations 
Degree of 
importance 
Definition  Explanation  
1 Equal importance Criteria i and j contribute equally to the objective 
3 Moderate importance of one over another Experience and judgment slightly favour criteria i 
over j. 
5 Essential or strong importance Experience and judgment strongly favour criteria i 
over j. 
7 Very strong importance  Criteria i is favoured very strongly over j with its 
dominance observed in practice 
9 Extreme importance  The favour of criteria i over j is of the highest 
possible order of affirmation. 
2,4,6,8 Intermediate values  Used when concession is needed. 
 
Step 2: The pairwise comparison matrix, ?̅?  is normalized with the sum of each column equal to unity (1). This 
is obtained from the normalized preference score, 𝑃𝑖𝑗̅̅ ̅ for each entry of ?̅? calculated using Eqn. (2). 







































































Step 3: The mean of each row of the normalized matrix, ?̅? is calculated to obtain the relative weights of each 
criterion using Eqn. (3). The relative weight of each criterion is between 0 and 1 with higher weights representing 






                                                                           (3) 
Step 4: Evaluating the consistency index (CI) using the eigenvector and maximum eigenvalue 𝜆𝑚𝑎𝑥  for the 
pairwise comparison matrix of 𝑛 total number of criteria is performed using Eqn. (5). 
𝐶𝐼 =  
𝜆𝑚𝑎𝑥 − 𝑛
𝑛 − 1
                                                                       (5) 
The consistency judgment is validated to ensure consistency of the pairwise comparison matrix using the 
consistency ratio expressed as: 
𝐶𝑅 =  
𝐶𝐼
𝑅𝐶𝐼
                                                                                         (6) 
where RCI is the random consistency index. From the literature, the degree of consistency is considered 
satisfactory if 𝐶𝑅 ≤ 0.10, however, a significant inconsistency occurs if 𝐶𝑅 ≥  0.10. In cases of inconsistency, 
a non-satisfactory result may ensue from the AHP model [68,79], hence, a re-evaluation of the pairwise 
comparison matrix is necessary.  
Step 5: To obtain the final site suitability map, an aggregation of the product of criteria value, 𝑥𝑖  and their 
corresponding weight, 𝑤𝑖  for all suitable sites is performed using: 
𝑆𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑚𝑎𝑝 =  ∑𝑥𝑖  .  𝑤𝑖
𝑛
𝑖=1
                                         (7) 
The AHP pairwise comparison was calculated using the BPMSG AHP priority calculator, a non-commercial 
online-based software developed by Goepel [81].  
2.4. Data collection of representative site  
From the final suitability map, a candidate site (21°46'6.08"E  32°36'17.451"S) among the land areas classed as 
extremely suitable sites which falls within the marked out Western power corridor was selected. The selection 
was based on the solar resource abundance, its non-conflict with environmental factors of concern (as established 
from the GIS model), and its terrain. Also, it was ensured that the candidate site is not presently explored, however, 
falls within the REDZs to conform to the national gazette. The GHI for this site was obtained from the National 
Aeronautics and Space Administration (NASA) database through RETScreen Expert 7.1.0.95 software. Historical 
daily GHI (kWh/m2/day) data for 20 years was obtained for the candidate site.  
Figure 3 shows the monthly average of daily GHI in the representative site. From the classification of the seasons 
in the southern hemisphere, the summer season spans between December to February, the autumn between March 
and May, the winter season between June and August, and the spring season between September and November 
[82]. For the selected site, very high GHI is recorded during the summer and spring seasons but higher during the 
summer season. On the contrary, the low GHI occurs in the autumn and winter seasons. Hence, energy production 
is anticipated to be higher during summer than during winter periods. However, it should be noted that the 




































































Figure 3. Monthly average of the daily direct horizontal irradiance from 2000 to 2019. 
The monthly mean daily clearness index was calculated from the GHI and used in the models. The clearness index 
was used as this index brings out greater clarity of variations due to climatic influences like site cloudiness, 
altitude, and atmospheric turbidity in estimating global solar radiation [83]. The daily extraterrestrial solar 




𝐺𝑠𝑐 (1 + 0.033 𝑐𝑜𝑠
360𝑛𝑑𝑎𝑦
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)  ×  (cos𝜑 cos 𝛿 sin𝜔𝑠 +
𝜋𝜔𝑠
180
sin𝜑 sin 𝛿)      (8) 
where  
𝜔𝑠 = 𝑐𝑜𝑠
−1 (− tan𝜑 tan 𝛿)                                            (9) 
𝛿 = 23.45 sin (
(𝑛𝑑𝑎𝑦 + 284)  × 360
365
)                         (10) 
where 𝑛𝑑𝑎𝑦  is the day of the year as counted from 1st January, 𝜑 is the latitude of the proposed site, 𝜔𝑠 and 𝛿 are 
the daily solar declination and sunrise hour angle (in radians) respectively. In this study, the monthly mean daily 
average was used for the estimation. The estimated clearness index was used as input for the GDALRNN, RBNN, 
ANFIS, GA-ANFIS, and PSO-ANFIS models.  
2.5. Soft Computing Techniques  
2.5.1 Gradient Descent with Adaptive Learning Rate Neural Network 
The gradient descent with adaptive learning rate neural network (GDALRNN) is designed as an improvement of 
the steepest descent algorithm, such that learning rate changes during the training process. GDALRNN model 
accomplishes this by keeping the learning step size as large as possible while attempting to achieve stable learning. 
The initial network output and errors are calculated and at each iteration, new weights and biases are calculated 
using the present learning rate. Then, new network output and errors are calculated.  When the new errors exceed 
the set maximum performance increase ratio, the new weight is discarded and the learning rate parameter is 
decreased by a decreasing scalar parameter. On the contrary, the new weights and biases are kept. In conditions 
where the new network error is lesser than the old error, the learning rate is increased by a multiplying parameter 
to the maximum threshold that the network can learn without incurring large errors[85]. A balance between the 
learning rate and stability of the learning process is ensured.  
For each training data, the weights and biases parameter updating in conventional steepest gradient descent 
algorithm is performed using: 
𝜃𝑡+1 = 𝜃𝑡 −  𝜂. ∇𝜃𝑡𝐸 (𝜃𝑡; 𝑥


















































































































where 𝜃 represents the weights and biases, 𝑥(𝑖) is the input of the training sample, 𝑦(𝑖) is the target label, 𝜂 is the 
learning rate and 𝐸 is the loss function.  
Two hidden layers were used for the GDALRNN with each containing 3 and 5 neurons respectively. The choice 
of the neurons was made after several trials. Softmax and logsigmoid transfer functions were used for each hidden 
layer and the maximum number of iterations was made the stopping criterion.  
2.5.2.    Resilient Backpropagation Neural Network 
As one of the quick training algorithms, resilient backpropagation neural network (RBNN) eliminates the effects 
caused by partial derivatives, which are often associated with multi-layered networks trained with sigmoid 
functions. The slope of sigmoid functions used in multi-layer perceptron approaches zeros as input size gets larger. 
This becomes a problem when steepest descent with sigmoid functions are used for network training. A slight 
change in the gradient value causes a slight change in the values of the weights and biases, even when the weights 
and biases are not close to their optimal values [85].  
Rather than using the magnitude of the gradient, the RBNN algorithm uses the weight step based local gradient 
sign. When the updated value of each weight is adapted, the delta weights, ∆𝑤𝑗𝑖  are changed as follows [86]: 





 −𝐴𝑗𝑖(𝑘)                   𝑖𝑓 
𝜕𝐸
𝜕𝑤𝑗𝑖(𝑘 − 1) 




𝐴𝑗𝑖(𝑘)                       𝑖𝑓 
𝜕𝐸
𝜕𝑤𝑗𝑖(𝑘 − 1) 
   
𝜕𝐸
𝜕𝑤𝑗𝑖(𝑘)
 <  0 
0                                𝑒𝑙𝑠𝑒                                                
                         (4) 
where individual value change is 𝐴𝑗𝑖(𝑘) and the error function is 𝐸.  
Just like the GDALRNN model, two hidden layers were used with each containing 3 and 5 neurons respectively. 
The choice of the neurons was made after several trials. Softmax and logsigmoid transfer functions were used for 
each hidden layer and the maximum number of iterations was made the stopping criterion.  
2.5.3. Standalone adaptive neurofuzzy inference system 
The ANFIS model consists of five layers having a feedforward network structure and two of these layers consist 
of adaptive nodes and the rest are fixed nodes as shown and labelled in Figure 4 [39,87,88]. A brief description 
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Figure 4. The ANFIS standalone architecture.  
Nodes in the first layer are all adaptive with each adapting to a function parameter. Each node consists of a fuzzy 
membership function whose output function is calculated by:  
𝑂𝑗



































































1 = 𝜇𝐵𝑗(𝐼2) , 𝑗 = 1, 2                                                    (10) 
The second layer, on the other hand, has all its nodes non-adaptive in which the firing strength of each rule is 
evaluated from a multiplicative operator according to Eqn. (11). 
𝑂𝑗
2 =  𝑤𝑗 =  𝜇𝐴𝑗(𝐼1) . 𝜇𝐵𝑗(𝐼2)     , 𝑗 = 1, 2                    (11) 
The third layer also has all its node as fixed with normalization of the firing strength, 𝑤𝑖̅̅ ̅  in the 𝑗𝑡ℎ node performed 
using the ratio of its firing strength and the aggregate of all firing strengths from all rules according to [89]: 
𝑂𝑗
3 = 𝑤𝑗̅̅ ̅ =  
𝑤𝑗
𝑤1 + 𝑤2
         𝑗 = 1, 2                            (12) 
The fourth layer is the second layer with all nodes adaptive and it performs defuzzification. Here, the influence of 
𝑗𝑡ℎ rule on the layer output is expressed according to Eqn. (13) and the parameters of the nodes are represented 
with 𝑝𝑗 , 𝑞𝑗 , 𝑟𝑗. 
𝑂𝑗
4 =  𝑤𝑙̅̅ ̅ ( 𝑝𝑗𝐼1 + 𝑞𝑗𝐼2 + 𝑟𝑗) =  𝑤𝑙̅̅ ̅𝑧𝑗                             (13)  
The fifth layer consists of a non-adaptive node and this layer aggregate all the incoming signals from the other 
previous layer through a summing function [90]: 
𝑂𝑗
5 = ∑𝑤𝑖̅̅ ̅𝑧𝑗  =  
∑ 𝑤𝑗𝑧𝑗  𝑗
∑ 𝑤𝑗𝑗
𝑗
                                           (14) 
The fuzzy rules are formed according to the first order Takagi-Sugeno fuzzy model. For example, for a model 
with inputs 𝑋1 and 𝑋2, the rule structure becomes: 
Fuzzy Rule 1: If 𝑋1 is  𝐴1  AND 𝑋2 is 𝐵1   then 𝑓1 = 𝑝1𝑋1 + 𝑞1𝑋2 + 𝑟1. 
Fuzzy Rule 2: If 𝑋1 is  𝐴2  AND 𝑋2 is 𝐵2   then 𝑓2 = 𝑝2𝑋1 + 𝑞2𝑋2 + 𝑟2. 
Presented in Table 3 are the parameters and clustering technique used in developing the ANFIS model. These 
parameters are selected based on tested values in the literature. 
Table 3. Model parameters for ANFIS 
Model parameters  Value 
Clustering technique  Subtractive clustering 
Computing radius 0.55 
Epochs 20 
Initial step size 0.01 
Step size decrease rate 0.90 
Step size increase rate  1.10 
Training Dataset 5,114 
Hold-out dataset 2,191 
 
2.5.4. GA-ANFIS Model 
The GA method is one of the stochastic population-driven search methods intensively used the optimization of 
non-linear systems. The technique seeks to avoid local optima by exploring the solution space as compared to the 
exploitative approach in some models like the backpropagation technique [91]. GA technique applies three 
operators: selection, crossover, and mutation to select the best solution, produce hybrid solutions, and search for 
new solutions all within the feasible regions respectively [36]. As part of its advantages, the GA technique is 
derivative-free, can be applied to both continuous and discrete optimization problems. Further to this, it applies 
stochastic operators rather than deterministic rules for an optimum solution with a reduction in convergence at 


































































which are potential solutions. Every individual is further evaluated against the fitness function with a score 
associated with this step. The score of each individual is compared across the population to determine the fittest 
individual. The algorithm stops with this if the stopping criteria are satisfied, else, it produces new individuals for 
the next generation using a selection rule, a crossover rule for combining selected parents to produce new offspring 
and a mutation rule to randomly select the genes on the chromosomes resulting from the crossover, whose values 
are less than the predefined mutation rate to replace it with another not already in the chromosome [93]. 
For the GA-ANFIS model, the parameters presented in Table 4 are used. A maximum iteration of 20 was selected 
because no improvement was observed in further iterations. These parameters were selected based on performance 
in the literature [94]. 
Table 4. Parameters for the GA optimization model 
Model parameter Value  
Initial population 25 
Maximum iteration  20 
Crossover percentage (%) 70 
Mutation rate 0.15 
Beta pressure  8 
Gamma value 0.7 
 
2.5.6. PSO-ANFIS Model 
The PSO-ANFIS modelling technique is a hybrid model that belongs to a class of hybrid adaptive networks of 
FIS functionality [46]. The model consists of three topologies: the particle swarm optimization, the ANN, and the 
FIS topologies. The hybrid model is considered as more advantageous compared to single model architecture 
because of its ability to leverage the parameter tuning capability of PSO, the capability of ANN to learn numeric 
data from non-linear systems, and the capability of FIS technique in processing fuzziness in the system being 
modeled. PSO topology is one of the population-based stochastic models with credence for simplicity and quick 
convergence upon a stochastic search within a high-dimensional solution space [38]. The optimization technique 
imitates the swarm of particles with each flying with two kinds of experiences: its personal experience and that 
gained from its fling companions. These two are technically called the cognitive acceleration, 𝑎1 and the social 
acceleration coefficients, 𝑎2 respectively. The stability of the algorithm is ensured when, 𝑎1 + 𝑎2  ≤ 4  [38,95]. 
Every particle temporarily has a memory of the best position so far within the solution search space such that each 
particle can be adjusted relative to its historic best position and that obtained from any other particle within the 
feasibility zone [96]. Each particle 𝑖 in 𝑁 population possesses 𝑋𝑖
𝑑 position component and 𝑉𝑖
𝑑 velocity component 
at 𝑑𝑡ℎ dimension such that the position and velocity updates of each particle are defined as Eqn. (17) and (18) 
respectively.  
𝑉𝑖
𝑑 = [𝑤 × 𝑉𝑖
𝑑] + [𝑎1 × 𝑟𝑎𝑛𝑑1𝑖
𝑑(𝑃𝑖
𝑑 − 𝑋𝑖
𝑑)] + [𝑎2 × 𝑟𝑎𝑛𝑑2𝑖
𝑑[𝑃𝑔
𝑑 − 𝑋𝑖




𝑑                                                                                                                                 (18)  
where  
𝑃𝑖= best position of the 𝑖𝑡ℎ particle  
𝑃𝑔= the global best position. 
𝑎1 and 𝑎2 = positive cognitive and social acceleration coefficients respectively.  
𝑤 = linearly decreasing inertia weight.  
𝑟𝑎𝑛𝑑1𝑖
𝑑  and 𝑟𝑎𝑛𝑑2𝑖
𝑑  = randomly generated numbers within the range of 0 and 1.  


































































Table 5. Model parameters for the PSO algorithm 
Model parameter Value  
Initial swarm size 20 
Maximum iteration  20 
Social acceleration coefficient (𝑪𝟐) 2 
Cognitive acceleration coefficient (𝑪𝟏) 2 
Inertia weight, 𝝎 0.5 
Inertia weight damping ratio, 𝝎𝒅𝒂𝒎𝒑 0.8 
 
2.6. Model Performance Evaluation 
Evaluating solar forecast models often involves the use of several error metrics to compensate the deficiency of 
one with the other. Peculiar to solar forecasting in the literature is the use of root mean square error (RMSE), 
mean bias error (MBE), mean absolute percentage error (MAPE) and the skill score. The MBE investigates the 
bias of the forecasts to show which model under-estimates or over-estimates the observations [24]. Even though 
MBE gives to what level a model underestimates or overestimates the errors, errors often compensate one another 
[97]. A normalized MBE (rMBE) is often recommended even though this metric alone is not sufficient for 
performance evaluation. RMSE on the other hand gives more intricate information about the forecast error on a 
term-by-term basis of a compared difference between the observed and predicted values [28], however, a 
coefficient of variation of RMSE (CV(RMSE)) is often proposed [53]. The CV(RMSE) measures the reliability 
of the predictive model and a new model is considered better if the CV(RMSE) value approaches zero (0) [98]. 
The robust coefficient of variation (RCoV), which normalizes the median absolute deviations was also used to 
evaluate the models. The metric gives a good measure of variability, most especially when the distribution is non-
gaussian [99]. This metric has been used for wind and solar resource variabilities. Lower resource variability is 
identified with a low RCoV value. This means the resource is highly feasible with lower variableness at the 
evaluated site [100].  
Another commonly used metric is the skill score. This presents the relative improvement of the forecast model 
over the persistence model. While a positive value shows a relative improvement of the model compared to the 
reference (in this case the persistence model), a negative or zero value shows no improvement and a 100 % skill 
is most desirable [101]. In this study, RMSE and MBE were normalized with the average clearness index of the 
observations (0.663). These metrics were calculated using eqn. (19) - (24). The computational time of each model 
was also reported as a measure of model efficiency. All the models were computed on MATLAB (R2016a) 
installed on a desktop workstation computer with a 12 GB RAM core i7 processor. 
𝑅𝑀𝑆𝐸 =  √




                                                              (19) 
𝐶𝑉(𝑅𝑀𝑆𝐸) =  
𝑅𝑀𝑆𝐸
𝑦𝑘̅̅ ̅










× 100 %                                                 (21) 
𝑟𝑀𝐵𝐸 =  
1
𝑁
 ∑ (𝑦𝑘  ̂ − 𝑦𝑘)
𝑁
𝑘=1      
𝑦𝑘̅̅ ̅
× 100 %                                         (22) 
𝑅𝐶𝑜𝑉 = 
𝑚𝑒𝑑𝑖𝑎𝑛 | 𝑦?̂? −  𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂ |
𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂
                                                (23) 
𝑆𝑘𝑖𝑙𝑙 𝑆𝑐𝑜𝑟𝑒 = 1 − 
𝑅𝑀𝑆𝐸
𝑅𝑀𝑆𝐸𝑝


































































where 𝑦𝑘 is the observed clearness index, 𝑦?̂?, predicted clearness index, 𝑦?̅? and  𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂  are the mean  and 
median of the observed clearness index, and 𝑅𝑀𝑆𝐸𝑝 is the root mean square error of the persistence model. 
 
3. Results and discussions 
This section presents the results obtained from the GIS and artificial intelligence phases of the study. Each 
criterion considered in this study was reclassified using Satty’s scale of 9 degrees of influence. However, the land 
cover has only 8 distinct classes of land use and so no further reclassification was performed on it. The 
reclassification results of each criterion are presented in Appendix A. The results of the AHP process showing the 
degree of influence of each criterion on the study are also presented in this section. Also, the final suitability map 
and the results obtained from using artificial intelligence for temporal variability investigation of the 
representative extremely suitable area were presented. 
3.1. AHP result 
In ranking the criteria using AHP, it was ensured that the CR parameter of the process is less than 10 % as this 
value depicts inconsistency in the weight assignment [68,79], hence for this study a CR of 9 % was obtained. And 
the principal eigenvalue of 13.528 was obtained. Presented in Table 6 is the ranking of each of the factors and 
their associated criteria. On a factor basis, it can be observed that the location factor plays an important role in 
locating the solar-PV farm. In this study, it is observed to influence the process by 45.2 % and the distance from 
transmission lines has the highest percentage influence among the criteria under this factor. Second to this is the 
climatological factor which has 34.50 % influence on the siting process and expectedly, the GHI leads among the 
criteria under this factor. The topographical factor has the least relative importance but significant among the 
associated criteria is the slope. On the overall, the resource availability (GHI) has the most influence in the solar-
PV siting and this is in agreement with the literature [75,102]. Sensitivity analysis performed on this weight 
provided a better understanding of the relative importance of each weight over the others.  




Criterion % Relative importance  
Climatological  34.50 Global Horizontal Irradiance   28.80 
  Average air temperature  5.70 
Topographical  20.30 Slope  12.30 
  Elevation  5.10 
  Land Cover 2.90 
 Location  45.20 Distance from wetlands 3.00 
  Distance from transmission lines 17.60 
  Distance from major roads 9.00 
  Distance from waterbodies 4.10 
  Distance from airports 3.70 
  Distance from urban area 4.20 
  Distance from railway lines 3.60 
 
3.2. Suitability Map 
The final suitability map was obtained by using the weighted sum tool in ArcGIS from which the protected areas 


































































four land suitability indices: unsuitable areas, suitable areas, very suitable areas, and extremely suitable areas. The 
resulting map was compared with the REDZs and the power corridors in the Western Cape Province. Two zones 
were marked out as REDZS (Overberg and Stormberg), however, these areas are marked for wind resource 
exploration. A further search was carried out to determine whether solar-PV exploration exists in the province on 
a large-scale. 
 
Figure 5. Final suitability map for the solar-PV in the Eastern Cape Province. 
Comparing the final suitability map with the power corridors in the Western Cape, it was observed that some of 
the land areas marked out as the Eastern Corridors intrude into some IBAs. This could affect the avian habitat and 
therefore a revision of the corridor is essential to protect the environment.  
A representative location among the land areas classified as extremely suitable land areas in this study and which 
falls within the regions for the marked-out power corridors and has not been explored was selected (Figure 6). 
The GHI of the site investigation was carried out on this land area using the NASA database and the pre-processed 



































































Figure 6. Comparison between the final suitability map, the prevailing REDZs, and the power corridors in the 
Eastern Cape Province. 
 
3.3. Model validation 
All models were tested with 30 % hold-out data collected from the candidate site. For each model, the observed 
clearness indices were compared with the predicted as shown in Fig. (7) to (11). Predictions from all the model 
follow the trend of clearness index, which shows that these models can predict the clearness index of the selected 
site, though their predicting accuracy and robustness differs. While more overpredictions occurred with the neural 
network-based models (GDALRNN and RBNN), there were more underpredictions in the ANFIS-based models. 
This could be due to model parameter overestimation and underestimation. Also, from Fig. 7, a closer agreement 
between the observed and predicted clearness index by the GDALRNN model was observed as compared to a 
wider dispersion noticed in other models. A wide dispersion between the actual and predicted clearness index was 
observed in the standalone ANFIS model as shown in Figure 9. Interestingly, the hybrids of ANFIS with GA and 
PSO yielded highly un-noticeable differences in their predictions as shown in Figure 10 and 11. This significantly 
shows that the two optimization techniques can perform indistinguishably. This can also be seen in their statistical 




































































Figure 7. Comparison between the observed and GDALRNN predicted clearness index forecast on the hold-out 
data. 
 




































































Figure 9. Comparison between the observed and ANFIS standalone clearness index forecast on the hold-out 
data. 
 



































































Figure 11. Comparison between the observed GHI and the PSO-ANFIS forecast on the hold-out data. 
3.4. Discussions  
Further investigations on the performance of each of the model was carried out using statistical performance 
metrics as presented in Table 6. These metrics were compared to the persistence model as a benchmark. A nexus 
of metrics were used to compensate the deficiency and bias of one with the strength of the other. Persistence 
model assumes that the clearness index today is the same as that recorded yesterday. This was used as the baseline 
model to which the performance of other models were compared.  
The RMSE for all models were generally low, however, RMSE values obtained for standalone ANFIS and hybrid 
models were higher than the persistence and ANN-based models. By implication, the persistence model predicts 
with lower error compared to the ANFIS-based models and the RBNN model. The GDALRNN model reduces 
the forecast error by 10.7 % from the RMSE value obtained from the persistence model. Hence, based on RMSE 
values obtained, the GDALRNN model outperforms other models. Each model’s ability to predict accurately on 
the overall was estimated using the CV(RMSE) value. The GDALRNN model outperforms other models in this 
metric with 𝐶𝑉(𝑅𝑀𝑆𝐸)𝐺𝐷𝐴𝐿𝑅𝑁𝑁 = 4.7590 % closer to zero compared to other models. This further affirms the 
reliability of the GDALRNN model in predicting the clearness index for the location. 
Each model’s capability to underestimate or overestimate clearness index was measured using the rMBE. All the 
models considered had negative values of rMBE, which shows their capability to underestimate the clearness 
index. This capability is observed in their comparison with the actual hold-out data as shown in Figure 10 to 14. 
While the persistence model has the least tendency to underestimate clearness index values, it is closely followed 
by the GDALRNN model, which performed excellently in its RMSE and CV(RMSE) values.   
Table 6. Performance evaluation of the two models using the statistical performance evaluation metrics 
 RMSE CV(RMSE) 
(%) 
rMBE (%) MAPE RCoV Skill Score (%) CT (s) 
Persistence  0.0354 5.3343 -0.1530 4.4945 0.0286 0 <<1 
GDALRNN 0.0316 4.7590 -0.2952 4.0998 0.0403 10.7345 9.71 
RBNN 0.0356 5.3614 -0.5759 4.6314 0.0456 -0.5650 9.59 
ANFIS 0.0650 9.7892 -1.0928 7.5265 0.0489 -83.6158 4.23 
GA-ANFIS 0.0393 5.9187 -0.3279 4.9468 0.0320 -11.0169 8.48 



































































The accuracies of each model were compared using the MAPE values. For this performance metric, low values is 
most preferable and so, the GDALRNN model further outperforms other models in this regard with 
𝑀𝐴𝑃𝐸𝐺𝐷𝐴𝐿𝑅𝑁𝑁 = 4.0998. This implies the model will predict clearness index of the candidate site with 95.9 % 
accuracy.  
In assessing the variability of the solar resource in the candidate site, the RCoV metric was used as presented in 
Table 6. Each model tells the degree of variability of the solar resource in the selected candidate site. Even though 
the persistence, GA-ANFIS, and PSO-ANFIS models show that the solar resource is less variable in the site, these 
models cannot be trusted, first due to the naivety of the persistence model, and second due to the low performances 
of the hybrid ANFIS models from the metrics earlier considered.  
From the forecast skill score of the each model presented in Table 6, only the GDALRNN model records a positive 
value. This implies that the model demonstrates an improvement in its performance compared to the persistence 
model. This further reinforces the best performance of GDALRNN model in forecasting solar resource in the 
selected site. On the contrary, the other models, records a negative skills score, which means there was no 
improvement in their performance when compared with the persistence model.  
Model efficiency evaluated using the computational time of each model, however, does not favour the GDALRNN 
model. This is because this model records the highest computational time among all other models. The standalone 
has the least computational time among all the soft computing models (if the persistence model is not considered), 
however, this model suffers from model accuracy and robustness. The high computational time of the GDALRNN 
model, however, can be traded-off for its accuracy. 
It is expected that hybrid models should improve the accuracy of the base model as often reported in the literature. 
This was very true in the case of the ANFIS model optimized with GA and PSO algorithms. The GA-ANFIS and 
PSO-ANFIS models, however, recorded the same statistical performance metrics except their differences in 
computational time and this is rare in the literature. Even though results from these two models in the literature 
often shows a less significant difference [42,103] and PSO-ANFIS often shows a lesser computational time 
compared to the GA-ANFIS [24], the agreement in these two models for this study, could be due to the model 
parameters of the two. By implication, even though optimization models vary in their model parameters. By 
implication, there could be a set of parameters in an optimization model that could make it perform 
indistinguishably like another. However, this could be problem and data-specific rather than generic. Similar 
condition was reported by Yavari et al. [104] where grey functional model was optimized with PSO and GA 
models. Also, in predicting monthly global solar radiation as reported by Halabi et al. [103], a significantly close 
agreement was observed between the results from GA-ANFIS and PSO-ANFIS models. 
The overall performances of the ANFIS hybrid models were improved when compared with standalone ANFIS 
model. However, such hybrids cannot be safely concluded to be better than simple intelligent models which could 
be less resource and computationally intensive as observed in this study. This fact was also alluded to by 
Makridakis et al.[105] in their comparison of machine learning and statistical learning models. 
 
4. Conclusions  
This study is concerned with investigating temporal variability of solar resource in site suitability process using 
soft computing techniques. The Western Cape Province of South Africa was selected as a case study and three 
factors were used for site evaluation which include climatological, topographical, and location factors. The AHP 
technique was used for criteria weighting after which a final suitability map was obtained. This study recognizes 
the national study carried out to delineate the power corridors in South Africa and so, the final suitability map was 
compared with the national study. It was observed that some areas along the corridor encroach into IBAs which 
requires a revision of the power corridors in the province. A candidate site whose location classifies as extremely 
suitable for utility-scale solar-PV exploration, falls within one of the power corridors, and is not yet explored was 
selected and a temporal variability modelling of the resource was carried out in this area. Five soft computing 
techniques (GDALRNN, RBNN, ANFIS, GA-ANFIS and PSO-ANFIS) were developed for the temporal resource 


































































increased uptake of the resource is essential in achieving South Africa’s low-carbon economy agenda. Also, a 
revision of the power corridors is necessary to ensure that the avian habitat is not endangered by anthropogenic 
activities associated with utility-scale solar-PV installation and operation. Furthermore, models that best fit an 
available data do not necessarily translate into more accurate post sample performance and such may not be most 
useful in practice. Also, the excellent performance of a model on a specific data does not guarantee its 
effectiveness on another due to differences in signal noise and latent sub-signals and other data components. 
5. Recommendations  
The following recommendations are made from this study for industrial applications and academic research in the 
solar resource space. 
i. Beyond locating viable sites for solar-PV resource harvesting, solar developers can further model 
temporal variability of the solar resource using soft computing techniques. This will aid strategic 
planning of the resource towards ensuring profitability in the investment and improved predictability 
of solar resources given its inherent variability and intermittency.  
ii. For industrial applications, suitability of the data for any developed model is essential. Models which 
performed excellently well in one energy resource forecast may not be veracious in another resource. 
Hence, a bottom-up approach to model selection that does not undermine the fundamental models 
is recommended.  
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Figure A1 (a) - (k): (a) GHI  (b) average air temperature (c) slope  (d) elevation (e) land cover (f) distance to 
wetlands (g) distance to transmission lines (h) distance to major roads (i) distance to water bodies (j) distance to 
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2.10 Article 9 
Evolutionary-based neurofuzzy model with wavelet decomposition for global horizontal 
irradiance mid-term prediction  
Under review in Sustainable Energy, Grids and Networks, Elsevier 
 
The output of solar energy systems largely depends on solar radiation. However, intermittency and 
variability of the solar resource have made its predictability complex. This article investigates the 
influence of wavelet decomposition on standalone ANFIS and its hybrid with population-based 
optimization models (PSO and GA) in predicting global solar radiation at national spatial 
resolution. The original time series GHI data was decomposed into 5 levels of wavelet sub-signals 
and each component was modelled independently. Reconstruction was carried out as an aggregate 
of all sub-signals and this was evaluated using statistical performance evaluation metrics. 
Surprisingly, among the six models, the standalone ANFIS model outperformed its hybrids with a 
root mean square error of 13.07, normalized root mean square error of 0.11 %, mean absolute 
percentage error of 4.57 %, variance accounted for of 92.03 %, relative coefficient of variation of 
0.24, and computational time of 3s. This shows that standalone models could be more efficient 
and computationally less intensive compared to their hybrids if tuned appropriately. For further 
studies in this domain, lower spatial and temporal resolutions of these hybrid models with wavelet 
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Abstract 
This study investigates the influence of wavelet decomposition on standalone adaptive neurofuzzy inference 
system (ANFIS) and its hybrid with evolutionary algorithms at country spatial resolution and mid-term temporal 
scale. Time series data of global horizontal irradiance used as inputs was decomposed according to 5-level wavelet 
sub-signals and modelled independently. Statistical metrics were used to evaluate the models these results were 
compared for all models. Unexpectedly, among the six models, the standalone ANFIS model outperforms its 
hybrids with a root mean square error of 13.07, normalized root mean square error of 0.11 %, mean absolute 
percentage error of 4.57 %, variance accounted for of 92.03 %, relative coefficient of variation of 0.24, and 
computational time of 3s. Also, the integration of wavelet decomposition reduced the performance of the 
standalone ANFIS and its hybrids. Hence, standalone models could be more efficient and computationally less 
intensive compared to their hybrids if tuned appropriately. 
Keywords: ANFIS, genetic algorithm, GHI, particle swarm optimization, wavelet decomposition.  
 
1. Introduction 
The quest to mitigate climate change and global warming has accelerated the exploration of  theenergy from the 
sun,  which has been acknowledged as one of the inexhaustible energy sources on earth. This energy resource has 
been used for electricity generation on the global scale. It has been harnessed either in the form of photovoltaic 
(PV) or concentrated solar power (CSP) for electricity generation. The planet Earth receives nearly 4 million exa 
Joules [1 𝐸𝐽 = 1018 𝐽] of solar energy annually and approximately 5 × 1018 𝐸𝐽 is believed to be easily 
harvestable [1,2]. South Africa is one of the countries in sub-Saharan Africa with high prospects for renewable 
energy resource and specifically solar resource [3]. As identified by the Department of Energy, about 2.2 million 
houses are without electricity and a large percentage of these settlements are found in the Gauteng, KwaZulu-
Natal, and Eastern Cape provinces [4]. Thus, increasing energy access with last-mile connectivity in South African 
households translates into an increase in the national consumption of electricity. Therefore, meeting this 
prospective upsurge in energy consumption and simultaneously reducing the country’s huge dependency on coal 
for power generation will necessitate a national paradigm shift from the non-renewable energy sources to 
renewable sources, which incorporates solar resource.  
The solar resource has been identified with some shortcomings, which undermines its potential as a standalone 
resource and its reliability-based ranking among other renewable energy sources. First, the solar resource is only 
harvestable during the day and increased efficiency is observed on sunny days with less cloud cover. Further to 
this, instability in weather conditions in certain regions can limit the use of solar resource since it is a geospatial 
variant: it is more abundant in specific locations than some others. For solar PV technologies, the presence of air 
pollution vectors like dust, exhaust fumes, and aerosols can significantly decrease the efficiency of the solar cells 
[5]. Also, solar energy exploration on a large scale requires a large expanse of land, which could affect farming 
activities if non-arable land is not available for use. Despite these limitations, the solar resource has benefits in its 
use for electricity generation. Solar resource is considered clean, non-polluting with very low emission. Its 
efficiency has greatly increased in recent years with a gradual decrease in the cost of associated components of 
the technology.  
Manuscript File Click here to view linked References
Solar energy resource exploration on a large scale is capital intensive and thus, intelligent resource forecasting for 
strategic planning is highly essential. The GHI, being an aggregate of direct normal irradiance (DNI) and diffuse 
horizontal irradiance (DHI), is essential in solar PV projects both for standalone and grid-connected systems. 
Solar resource harvesting for electricity generation is gradually gaining traction in South Africa with more solar 
PV farms and CSP plants under construction. The country, being largely coal-driven, ardently pursues its goal 
towards ensuring a low-carbon economy by integrating the renewables into the national energy mix [6,7] which 
solar energy forms a significant part. Hence, the development of intelligent models for the realization of this target 
is highly needful as this will aid solar energy developers in the decision-making process. Several studies have 
been conducted in the literature in the field of site suitability analysis for solar PV resource, which preceeds the 
site development [8–11]. However, asides obtaining suitable sites for solar PV harvesting, there is a need for 
resource forecast to ensure the investment viability and also to foster strategic and operational planning.  
The models which have been used in the forecast of solar irradiance can be broadly divided into two classes 
namely, statistical and physical models. The third category is a hybrid of both models.  Further, the statistical 
mode can be divided into time series and artificial intelligent based methods. The time series based models include 
autoregressive moving average (ARMA), autoregressive integrated moving average (ARIMA), [12–14]. Classical 
statistical time series models have demonstrated appreciable level of reliability and fast prediction, however, 
intelligent models provide better accuracy given its ability to deal with non-linear and complex solar irradiace 
data. [15]. In recent years, a rapid increase in the use of intelligent models for solar resource forecast has been 
observed. Long-term, mid-term, short-term, and very-short term forecasts have been observed in the literature 
using standalone and hybrid intelligent models. Some of these include artificial neural network (ANN) [16–18], 
adaptive neuro-fuzzy inference system (ANFIS) [19], particle swarm optimization hybrid with adaptive neuro-
fuzzy inference system (PSO-ANFIS) [20,21], support vector machine (SVM) [22], support vector machine 
hybrid [23,24], support vector regression (SVR) [25] and so on. These models have recorded laudable efficiencies 
in the resource forecast compared to the classical statistical models. ANFIS model, a five-layered networked 
topology, which embeds the fuzzy logic (FL) model into the ANN architecture leveraging the strengths of each 
other, has recently received more attention and its hybrid has been noticeably used for solar resource forecast 
[26,27]. While ANN shows prowess in learning numeric data obtained from non-linear systems but limited when 
handling linguistic variables, the FL model on the other hand demonstrates capability in unravelling systems 
represented by linguistic variables through a rule-based system [28]. ANFIS model has been used in predicting 
solar radiation at different temporal scales in the literature and laudable results have been recorded from this. For 
instance, Benmouiza and Chekname [29] carried out an hourly forecast of solar radiation comparing three 
clustering techniques; fuzzy c-means (FCM), subtractive, and grid partitioning clustering techniques. The study 
shows that the FCM technique performs best, hence this technique was adopted in this study. Also, Mellit et al 
[30] used the ANFIS model to forecast global solar radiation using mean sunshine duration and air temperature 
as inputs. A correlation coefficient of 98 % was recorded from this. Similarly, Olatomiwa et al. [31] used monthly 
sunshine duration, maximum, and minimum temperature to forecast solar radiation using the ANFIS model. The 
study reported a coefficient of determination (R2) of 0.6567. Comparing ANFIS with other models, Muhammad 
et al. [32] evaluated the performance of ANFIS and ARMAX in forecasting global solar radiation and reported a 
better performance for ANFIS with mean absolute performance (MAPE) of 5.34 %. While several studies have 
explored the performance of hybrid of ANFIS with evolutionary algorithms in wind [33–35] and biomass [36–
38] predictions, few studies have explored the performance of these hybrids in solar radiation forecast. Among 
these is the study carried out by Halabi et al. [39] where the minimum and maximum air temperature, sunshine 
duration, monthly rainfall, and clearness index were used as inputs to differential evolution (DE), PSO, and GA-
based ANFIS models in forecasting monthly global solar radiation. The study recorded the best results for the 
PSO-ANFIS model with a coefficient of correlation (R) being 0.9931 and an RMSE value of 0.321. However, it 
was observed that there was no statistically significant difference between the R-values obtained from standalone 
and evolutionary-based ANFIS models. Hence, it could be concluded that the evolutionary-based models only 
outperforms the standalone ANFIS model by the whiskers. A similar study [40] which used PSO and GA hybrid 
of ANFIS for global horizontal irradiance also reported slightly different results in the R2 and RMSE values of 
PSO-ANFIS and standalone ANFIS models.  
Wavelet decomposition of solar radiation time series data has been one of the interesting modifications towards 
obtaining an improvement in the accuracy of base models. This technique has been combined with a few 
intelligent models like neural networks and ANFIS [41], SVM [42].  While Hussain and AlAlili [41] used diurnal 
ambient temperature, relative humidity, wind speed, and sunshine duration to forecast global horizontal radiation 
using a multilayer perceptron (MLP), Non-linear autoregressive recurrent exogenous neural network (NARX), 
generalized regression neural network (GRNN) and ANFIS models. The authors compared the standalone models 
and the wavelet-based models and observed that the wavelet-based models outperform the standalone models with 
the wavelet-GRNN model outperforming other models with R2= 98.20 %, RMSE= 2.78 %, mean absolute 
percentage error (MAPE) = 1.43 %, and mean bias error (MBE) = -0.0077 %.  Deo et al. [42] on the other hand 
used sunshine hours, wind speed, evaporation, minimum and maximum temperature, and precipitation as inputs 
for global horizontal radiation using the wavelet-SVM model. The study used three metropolitan stations and 
overall, the wavelet-based model was observed to perform well.  
An increase in temporal scales is concomitant to a reduction in variability and intermittency. Similarly, increasing 
spatial scale from a single point to a continent reduces the intermittency of solar radiation significantly [43]. 
However, a national spatial scale still exhibits intermittency, which can be modelled for national policy 
formulation and strategic planning at the national level. Several studies have explored single point/site forecast at 
spatial scales (e.g. specific PV plant) [44,45]. Some other studies have investigated based on regional (within a 
country) spatial scale [46–48]. However, little or no study exists which models solar radiation at the country level. 
Similarly, the temporal scale forecast of solar radiation has specific area of the energy sector to which their 
significance is felt. On the temporal scale, mid (monthly time scale) and long-term (yearly time scale), forecasts 
are used by transmission and distribution system operators for infrastructure planning [49]. This study being large 
spatial scale-based further explores a mid-term forecast horizon (in order not to smoothen-out the variability and 
intermittency of the resource) for the benefit of strategic planning in transmission and distribution system 
operators. 
Furthermore, with the effectiveness of artificial intelligence models, it was observed from the review of previous 
studies that only integrated wavelet decomposition into standalone base models have been explored, its integration 
with hybrid models remains a gap in the literature. ANFIS model has experienced a wide use in the literature for 
solar radiation short and mid-term forecasts both in standalone and hybrid with evolutionary algorithms, however, 
integration of wavelet into these models for the long term remains a gap not yet explored. While the spatio-
temporal variability that occurs in solar radiation when spatial and temporal resolution increase is clearly 
understood, however, this study does not focus on investigating the variability of the resource but on investigating 
the influence of wavelet decomposition on the evolutionary-based ANFIS model at a country spatial scale and 
mid-term temporal scale. The results are compared to the standalone ANFIS model and its hybrid with PSO and 
GA-based ANFIS models. Statistical performance evaluation metrics are used to evaluate all models for 
effectiveness. Section 2 of this study describes the methodology used in this research including the model 
development phases and the model evaluation metrics. Section 3 presents the results obtained while section 4 
concludes the study.  
 
2. Methodology 
2.1 Study area  
South Africa is a country located in the southern part of Africa between 30.5595o S and 22.9375o E. The country 
consists of nine provinces with each province having one or more renewable energy sources [6]. Solar energy is 
one of the renewable energy resources with high potential in the country. It is approximated that the country has 
a total land area of 194,000 km2 of high solar radiation potential and presently the country harnesses this energy 
in the form of solar PV and CSP plants [50]. The resource is documented to be abundant in the Cape regions but 
the Northern Cape Province of the country largely dominates the solar resource abundance strata [51]. The solar 
GHI of the country was digitized using ArcGIS 10.4.1 software and presented in Figure 1. 
 
Figure 1. GHI distribution of South African with each province. 
From Figure 1, it can be observed that the Northern Cape, Western Cape, Eastern Cape regions are well rich in 
the GHI component of the solar resource, which favours the use of solar PV technologies.  
2.2 Data collection  
Data used in this study was collected from the photovoltaic geographical information system (PVGIS) website of 
the European Commission1. The data consist of monthly GHI solar data from January 2005 to December 2016 
measured in kWh/m2/month. Each month is an aggregate of daily GHI for the country. The data were checked for 
outliers to ensure that its effect on the mean GHI is eliminated. Shown in Figure 2, 3, 4, and 5 are the plots of 
monthly observed GHI in South Africa during the summer, autumn, spring, and winter seasons respectively. This 
seasonal months were divided according to the southern hemispherical calendar months of seasons [52]. While 
GHI is relatively high during the summer and spring seasons, a low GHI is observed during the autumn and winter 
seasons. By implications, utility-scale solar developers experiences increased production during the summer and 
spring seasons, however, low production is observed in the winter and autumn seasons of each year.  
 
Figure 2. GHI record for summer season for the time horizon of study. 



























Figure 3. GHI record for autumn season for the time horizon of study 
 
Figure 4. GHI record for spring season for the time horizon of study 
 







































































2.3 Wavelet decomposition  
One of the potent tools with good performance on time series data is the wavelet analysis. This technique is a 
multi-resolution method in the time and frequency domains that decomposes time-series signals into different 
resolutions by controlling the scaling and shifting [53]. Latent patterns that are not visible in the raw signal can 
be detected from the multi-resolution analysis. Wavelet transform can be categorized into two namely the 
continuous and discrete wavelet transforms [54]. The continuous wavelet transform of an original signal 𝑓(𝑡)with 
respect to the mother wavelet function 𝜓(𝑡) can be expressed as: 
𝐶𝑊𝑇𝑓  (𝑎, 𝑏) = {𝑓(𝑡), 𝜓𝑎,𝑏(𝑡)}                                                   (1) 









𝑑𝑡                         (2) 
where * signifies complex conjugate, a and b are scale and translation coefficients respectively.  
In the multiresolution analysis, signal decomposition and reconstruction at varying resolution levels are performed 
using the scaling function 𝜑𝑚,𝑛(𝑡) and the orthogonal wavelet function 𝜓𝑚,𝑛(𝑡) [55]. In wavelet decomposition, 
the original time series is decomposed by high and low-resolution filters into subseries consisting of detail 
components, 𝐷𝑗(𝑘) (high frequency) and approximation components, 𝐴𝑙(𝑘) (low frequency) at instant 𝑘 and scale 
𝑗. The low pass filter is also known as the father wavelet and the high-pass filter is also known as the mother 
wavelet. The quadrature mirror filter, 𝑔𝑗,𝑙  , relationship can be used to create the mother wavelet from the father 
wavelet. This relationship can be expressed as: 
𝑔𝑗,𝑙 = (−1)
𝑗,𝑙+1 ℎ𝑗,𝐿−1−𝑙                                               (3) 
It is expected that the filter be specified based on the properties of the time-series data. For a mother wavelet, ℎ, 
with 𝐿 width of filter and a decomposition level, 𝑗 | 𝑗 = 1,2, … 𝑙 the discrete wavelet transform (DWT) satisfies 
three conditions [56]: 




= 0                                              (4) 






= 0                                              (5) 





ℎ𝑗,𝑙+2𝑛 = 0             𝑛 ≠ 0            (6) 
In this study, Haar symmetric filter of 5-level decomposition process was used. It is depicted in Figure 6 and 





































Figure 6. Stages in Wavelet decomposition 
 
Overall, the input signal, 𝑓(𝑘) can be expressed as an aggregate of all its components such that: 
 𝑓(𝑘) =  𝐷1(𝑘) +  𝐴1(𝑘) 
                          = 𝐷1(𝑘) + 𝐷2(𝑘) + 𝐴2(𝑘) 
                                           = 𝐷1(𝑘) + 𝐷2(𝑘) + 𝐷3(𝑘) + 𝐴3(𝑘) 
                                                            = 𝐷1(𝑘) + 𝐷2(𝑘) + 𝐷3(𝑘) + 𝐷4(𝑘) + 𝐴4(𝑘) 
                                                                             = 𝐷1(𝑘) + 𝐷2(𝑘) + 𝐷3(𝑘) + 𝐷4(𝑘) + 𝐷5(𝑘) +  𝐴5(𝑘)                (7) 
= ∑ 𝐷𝑗(𝑘) +
𝑙
𝑗=1
𝐴𝑙                     (8) 
The time-series data were decomposed into approximately stationary components, which were modelled 
individually using the ANFIS model and its hybrids. A final forecast is then obtained by aggregating the individual 
forecasts of each component signal.  
 
2.4. Adaptive Neurofuzzy Inference System 
The ANFIS architecture is in the manner of the Takagi-Sugeno fuzzy system with antecedent and consequent  
[57–59]. The technique integrates the prowess of ANN and FL techniques adaptively to emulate an expert 
decision-making procedure [60]. In ANFIS modelling, a hybrid learning rule for antecedent and consequent 
parameter optimization is used which consists of backpropagation gradient descent and least square methods. 























Figure 7. ANFIS model architecture 
From Figure 7, the first layer of the ANFIS model also called the fuzzy layer comprises fuzzy membership 
functions. The output function for each node is given by Eqn.  (9) and (10): 
𝑂𝑗
1 =  𝜇𝐴𝑗(𝐼1) , 𝑗 = 1, 2                                                   (9) 
𝑂𝑗
1 =  𝜇𝐵𝑗(𝐼2) , 𝑗 = 1, 2                                                    (10) 
The product layer is the second layer and it has all nodes non-adaptive. In this layer, the firing strength of each 
rule is computed using a multiplicative operator expressed as: 
𝑂𝑗
2 =  𝑤𝑗 =   𝜇𝐴𝑗(𝐼1) . 𝜇𝐵𝑗(𝐼2)     , 𝑗 = 1, 2                    (11) 
The normalization process is performed in the third layer. This non-adaptive layer performs the normalization of 
the firing strength at the 𝑗𝑡ℎ node of the structure. In achieving this, the proportion between the firing strength in 
the 𝑗𝑡ℎ node and an aggregated firing strength for all rules is used as expressed in Eqn. (12). 
𝑂𝑗
3 =  𝑤𝑗̅̅ ̅ =  
𝑤𝑗
𝑤1 +  𝑤2
         𝑗 = 1, 2                            (12) 
In the fourth layer, all nodes are adaptive and the defuzzification process is performed with the effect of the 𝑗𝑡ℎ 
rule on the model output evaluated by a node function expressed as Eqn. (13). 
𝑂𝑗
4 =  𝑤𝑙̅̅ ̅( 𝑝𝑗𝐼1 +  𝑞𝑗𝐼2 +  𝑟𝑗) =  𝑤𝑙̅̅ ̅𝑧𝑗                            (13)  
 where 𝑝𝑗 , 𝑞𝑗 , 𝑟𝑗 = parameter set of the node  
𝑤𝑖̅̅ ̅ = normalized firing strength of the third layer.  
The fifth layer consists of non-adaptive nodes and it evaluates the overall output of the model using an aggregating 
function [61] expressed as: 
𝑂𝑗
5 =  ∑ 𝑤𝑖̅̅ ̅𝑧𝑗  =  
∑ 𝑤𝑗𝑧𝑗  𝑗
∑ 𝑤𝑗𝑗
𝑗
                                    (14) 
The fuzzy rule structure can be expressed according to the antecedent and consequent manner as follows: 
Rule 1:  IF 𝐼𝑛𝑝𝑢𝑡1is  𝐴1  AND 𝐼𝑛𝑝𝑢𝑡2 is 𝐵1   THEN 𝑓1 = 𝑝1𝐼𝑛𝑝𝑢𝑡1 +  𝑞1𝐼𝑛𝑝𝑢𝑡2 +  𝑟1. 
Rule 2:  IF 𝐼𝑛𝑝𝑢𝑡1  is  𝐴2  AND 𝐼𝑛𝑝𝑢𝑡2 is 𝐵2   THEN 𝑓2 = 𝑝2𝐼𝑛𝑝𝑢𝑡1 +  𝑞2𝐼𝑛𝑝𝑢𝑡2 +  𝑟2. 
 
2.4.1. Fuzzy c-means clustering method 
 
The hyperspherical cluster-based classical Euclidean distance function forms the basis for the FCM clustering 
method [62]. In this technique, a degree of membership is given to each data. Compared to the hard clustering 
methods where a data point only belongs to one cluster, the FCM method has data centres guided by an incessant 
update of the membership of each data point and their centres [63–66]. The objective function is a weighted 
distance of each observation to the data centre. A minimization problem ensues from this using the function: 










where  𝑣𝑗= centre of cluster, 𝑗, 𝐶 = number of clusters | 2 ≤ 𝐶 < 𝑛, 𝑦𝑖  = vector data of observations, 𝑚 = 
weighting exponent, 𝐴 = positive definite (𝑛 × 𝑛) weight matrix, ∥  ∥ = 𝑛 −dimensional Euclidean space to which 
the observation data belongs. 
Model parameters presented in Table 1 was used for this technique and the model procedure is as highlighted: 
Step 1: Random initialization of a 𝜇𝑜 membership matrix. 
Step 2: Computation of prototype vectors, 𝑣𝑖: 







 ;                  1 ≤ 𝑖 ≤ 𝑐 











    1 ≤ 𝑖 ≤ 𝑐      , 1 ≤ 𝑗 ≤ 𝑛           (16) 
Step 4: Comparison of iteration membership function values, 𝜇(𝑡+1) and 𝜇(𝑡), where 𝑡 is the number of iterations. 
Step 5: Stopping criterion based on convergence value, 𝜀. 
‖𝜇(𝑡+1) −  𝜇(𝑡)‖ < 𝜀   
For the ANFIS model, the Gaussian and Linear membership functions were used as input and output respectively. 
The Takagi-Sugeno fuzzy inference system type was used and the weighted average was adopted for the 
defuzzification process.  
 
2.3.2. Genetic algorithm framework  
 
Genetic algorithm (GA) is one of the potent evolutionary models for determining approximate solutions to 
optimization problems. GA technique is developed based on the theory of evolutionary biology which involves 
mutation, inheritance, natural selection, and recombination towards obtaining an optimal solution to an 
optimization problem [67]. In GA, each potential solution is called a chromosome, which contains genes, and the 
principle of survival of the fittest is applied such that each generation is an improvement on the previous 
generations. For every potential solution found, the value of its fitness is calculated from the objective function. 
This forms the basis for which good solutions are determined. These solutions are selected as parents for the next 
generation in order of their fitness values using one of the different selection techniques. Some of these techniques 
include the tournament, ranking technique, and roulette wheel (the most common).  
 
Hybrid offspring are produced from the crossover operation by crossbreeding between two parents such that 
offspring with improved fitness compared to their parents can be produced. This can be performed using several 
techniques like tournament, partially mapped, cycle order, uniform, ranking selection, diagonal crossover ordered, 
and N-point [68,69]. The mutation operation on the other hand searches for new solutions within the predefined 
search space by changing the genes inside certain chromosomes in random order. New information that could not 




o Initialize population  
o Calculate the individual fitness of each of the population  
o Select individuals to enter the next generation based on set rules (crossover or mutation 
probability) 
o If this does not meet this condition, re-calculate individual fitness or proceed to the next step. 
o Output the best fitness value of the chromosome as a satisfactory solution. 
End  
 
Certain parameters need to be specified for GA optimization and in this study, population size of 25, maximum 
iteration of 20, crossover percentage of 0.4, mutation percentage of 0.7, mutation rate of 0.15, selection pressure 
of 8, and the roulette wheel selection type were used. The GA-optimized membership function parameters were 
used for the GA-ANFIS model. 
 
2.3.2. Particle swarm optimization framework  
 
This metaheuristic optimization technique imitates the flocking of birds in search of food within a predefined 
search space. Initialization of a population of random particles according to a solution space is performed [70] 
and these particles are made to fly within the solution space in search of optimum per generation. This optimization 
technique is aimed at obtaining two best values of the objective function, the local best fitness (𝑝𝑏𝑒𝑠𝑡) and the 
global best fitness (𝑔𝑏𝑒𝑠𝑡) for use in optimizing each particle’s position and velocity. Hence, each particle  𝑗 
whose position vector 𝑝𝑗  and velocity vector 𝑣𝑗 experiences an iterative process updates its position to 𝑝𝑗
𝑡+1 and 
velocity to 𝑣𝑗
𝑡+1 according to: 
  
𝑣𝑗
𝑡+1 =  𝜔𝑣𝑗
𝑡 + 𝑐1𝑟1 (𝑝𝑏𝑒𝑠𝑡𝑗
𝑡 −  𝑝𝑗
𝑡  ) +  𝑐2𝑟2 (𝑔𝑏𝑒𝑠𝑡𝑗
𝑡 − 𝑝𝑗
𝑡  )                  (17) 
𝑝𝑗
𝑡+1 =  𝑝𝑗
𝑡 +  𝑣𝑗
𝑡 . 𝑡                                                                                                 (18) 
 
where 𝑐1, 𝑎𝑛𝑑 𝑐2 are two positive constants representing the particle’s cognitive and social acceleration 
respectively, 𝑟1, 𝑎𝑛𝑑 𝑟2, random constants between 0 and 1, and 𝜔 is the inertia weight. Unlike the GA 
optimization technique, the PSO technique is notable for its fast convergence, being derivative-free, and has fewer 
number of parameters to tune [69]. The PSO technique works as follows:    
 
        Start 
Initialize random particles  
For i= maximum iterations  
Generate new population  
Compute fitness function  
Compute global best fitness  
Update velocity and position according to Eqn. (17) and Eqn. (18) 
      End  
 
In this study, the maximum iterations selected was 20 since there was no improvement in the quality of the solution 
at iterations above this value. Other optimization parameters include: initial population = 25, inertia weight 
damping ratio = 0.8, social learning coefficient = 2, cognitive learning coefficient = 2 and inertia weight = 0.6. 
These parameters were selected based on several trials. However, the social and cognitive learning coefficients 
were selected based on the influences of high or low values on particle trajectories and convergence towards the 
optimal solution [71,72]. The PSO technique was used to adjust the parameters of the membership function.  
2.4 Model performance evaluation 
In evaluating model forecast effectiveness, it is often a common practice to use several performance evaluation 
metrics to prevent false generalization and compensate for the weakness of any performance metric with the 
strength of another. In this study, five statistical performance evaluation metrics were adopted to measure model 
accuracy, robustness, and sensitivity. These include the root mean square error (RMSE), normalized RMSE 
(NRMSE), mean absolute percentage error (MAPE), and relative coefficient of variation (RCoV). These were 
calculated using Eqns. (19) – (22). The computational time was also used as a measure of model performance to 
establish a basis for the computation intensiveness of the models.  
𝑅𝑀𝑆𝐸 =  √




                                                              (19) 
𝑁𝑅𝑀𝑆𝐸 =  
𝑅𝑀𝑆𝐸
𝑦𝑘_𝑚𝑎𝑥 − 𝑦𝑘_𝑚𝑖𝑛










× 100 %                                                 (21) 
𝑅𝐶𝑜𝑉 =  
𝑚𝑒𝑑𝑖𝑎𝑛 | 𝑦?̂? −   𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂ |
𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂
                                                (22) 
where 𝑦𝑘 is the observed wear volume, 𝑦?̂?  is the predicted wear volume, 𝑁 is the number of samples, 𝑦𝑘_𝑚𝑎𝑥 
and 𝑦𝑘_𝑚𝑖𝑛 , and 𝑦𝑘_𝑚𝑒𝑑𝑖𝑎𝑛̂  are the minimum, maximum and median values of the observed data, and ?̅? is the 
mean of the observed GHI. 
Hence, the overall flowchart of the model is as shown in Figure 8. 
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Figure 8. Model flow chart integrating wavelet decomposition and the neuro-fuzzy forecast of each 
wavelet component 
3. Results and discussion  
This section presents the results of the three models and the performance evaluation metrics used. The computation 
in this study was performed in the MATLAB (R2016a) environment installed on a laptop computer with Intel 
core i7 64bits microprocessor with 12GB RAM. The original time series signal was decomposed into five levels 
using the wavelet decomposition analysis as shown in Figure 9. Each detail and the fifth approximation coefficient 
were modelled separately and the forecast from all was aggregated according to the equation (7). Each model was 
trained and tested with 70 % and 30 % of the dataset respectively. 
 
Figure 9. The 5-level wavelet decomposition analysis  
3.1. Model results 
Shown in Figures 10, 11, and 12 are the comparison plots for the observed and final aggregated predictions from 
wavelet-based and standalone models of ANFIS, ANFIS-PSO, and ANFIS-GA respectively. All the models 
relatively predicted the trend of the data. Hence, each has the potential to predict the GHI from the wavelet 
components, however, the degree of closeness of the observed value to the predicted GHI differs. From Figure 
10, a close agreement is observed between the observed GHI and standalone ANFIS model compared to the 
wavelet-ANFIS model. While there are some cases of over predictions and underpredictions from the ANFIS 
standalone model, such cases are more pronounced in the wavelet-based ANFIS model. Similarly, there is a closer 
agreement between the observed GHI and the GA-ANFIS models compared to the PSO-ANFIS models. Further 
to this, the predictions from the standalone GA-ANFIS model is closer to the observed compared to the wavelet-
based GA-ANFIS model. There exist many underpredictions and overpredictions in all the standalone ANFIS, 
hybrid models, and wavelet-based standalone and hybrid ANFIS models (i.e. ANFIS-PSO and ANFIS-GA). 
These underpredictions and overpredictions could be due to the overestimation or underestimation of the model 
parameters during the forecast.  
However, to further investigate the performance of these models, the final forecast produced from each model 
was evaluated using statistical performance evaluation metrics as presented in Table 3. 
 
Figure 10.  Comparison plot between actual and final predicted GHI for ANFIS standalone model 
 
 
Figure 11. Comparison plot between actual and final predicted GHI for PSO-ANFIS model 
 
Figure 12. Comparison plot between actual and final predicted GHI for GA-ANFIS model 
 
3.2. Performance Evaluation 
An evaluation of the error between the forecast and the observed GHI using RMSE shows that the wavelet-based 
standalone ANFIS model forecast with least error (𝑅𝑀𝑆𝐸𝑊𝑇−𝐴𝑁𝐹𝐼𝑆 = 22.60) as presented in Table 3. However, 
the highest RMSE was obtained from the WT-PSO-ANFIS model (𝑅𝑀𝑆𝐸𝑊𝑇−𝐴𝑁𝐹𝐼𝑆−𝑃𝑆𝑂 = 31.02). As a measure 
of the overall deviations between the predicted and the observed GHI, the NRMSE values of the standalone 
ANFIS model (𝑁𝑅𝑀𝑆𝐸𝑊𝑇−𝐴𝑁𝐹𝐼𝑆 = 0.14) further supports its predictive capacity with less error compared to the 
other two models. On the contrary, the standalone models recorded lesser RMSE compared to the wavelet-based 
models. Also, the standalone ANFIS model recorded the least NRMSE(𝑁𝑅𝑀𝑆𝐸𝐴𝑁𝐹𝐼𝑆 = 0.11). Among these six 
models, the standalone ANFIS model recorded the least error, however, its integration with wavelet 
decomposition appears to increase the error values. 




NRMSE (%) MAPE (%) VAF (%) RCoV CT (s) 
WT-ANFIS 22.60 0.14 11.31 78.23 0.22 6.2 
WT-PSO-ANFIS 31.02 0.19 15.31 55.89 0.21 8.4 
WT-GA-ANFIS 27.72 0.20 12.16 65.14 0.18 15.2 
ANFIS 13.07 0.11 4.67 92.03 0.24 3.0 
PSO-ANFIS 15.89 0.09 6.44 88.44 0.24 3.4 
GA-ANFIS 15.89 0.09 6.44 88.44 0.24 7.0 
 
Furthermore, the MAPE was used as one of the measures of the forecast accuracy. This metric gives the percentage 
to which the forecast could be off. Hence, a lower value is preferable. From Table 3, the lowest MAPE value 
among the wavelet-based models was obtained from the wavelet-based standalone ANFIS model 
(𝑀𝐴𝑃𝐸𝑊𝑇−𝐴𝑁𝐹𝐼𝑆 = 11.31). This value was closely followed by the WT-GA-ANFIS model, thus, making it an 
alternative model. However, the standalone ANFIS model further predicts with the best accuracy without 
decomposition of the time series data (𝑀𝐴𝑃𝐸𝐴𝑁𝐹𝐼𝑆 = 4.67). A comparison between the wavelet-based and the 
standalone models shows that wavelet decomposition not only increases the error but also reduces the forecast 
accuracy using the MAPE metric. The MAPE metric is, however, known for its tendency to give a distortion of 
the overall error rate when forecast or observed values are within the neighbourhood of zero. Hence, more 
performance evaluation metrics were used to further evaluate the models.  
As a measure of the proportion of variance that can be associated with the predictor [73], the VAF metric was 
used and value close to 100 % is most desirable. From Table 3, among the wavelet-based models, the wavelet-
based standalone ANFIS model further outperforms the evolutionary-based ANFIS models in this metric. 
However, among models without wavelet decomposition, it was further observed that the standalone ANFIS 
model accounts for more variance in the model, thus making it more robust compared to its wavelet counterpart. 
Besides, the RCoV metric has been used in the literature to measure the variability of wind and solar resources. 
Even though from the wavelet-based models, the two evolutionary-based ANFIS models (WT-PSO-ANFIS and 
WT-GA-ANFIS) tell of less variability of the solar resource in the country, the reliability of the wavelet-based 
ANFIS model among them makes its judgment more preferable. Similarly, considering the standalone models 
(ANFIS, PSO-ANFIS, and GA-ANFIS), all the models further emphasize the variability of solar resource in the 
country. Further investigation can be performed at a lesser spatial scale as variability increases with an increased 
spatio-temporal scale [74]. It could be rightly said that solar resource is variable in South Africa. Resource 
variability can be temporal or spatial. While studies on the temporal variability of global irradiance in South Africa 
is sparse, Power and Mils [75] observed spatial variability in the direct irradiance in South Africa compared to the 
diffuse and global components. 
Significance is often placed on the computational time of predictive models to ensure that an accurate model gives 
results in near real-time and not computationally intensive. Among the six models, the standalone ANFIS model 
is least computationally intensive (𝐶𝑇𝐴𝑁𝐹𝐼𝑆 = 3.0 𝑠). The computational times of the wavelet-based models were 
observed to be more than the standalone models. This is because each detail and the fifth approximation 
component to which the original signal was decomposed was predicted independently and an aggregate of these 
durations was used to evaluate the final model. Hence, wavelet decomposition in this study did not only reduce 
the model accuracy but also increased the computational time of each model. Also, despite the same result 
obtained from GA-ANFIS and PSO-ANFIS models, GA-ANFIS generally took more time before convergence, 
hence, most computationally intensive. On the other hand, a lesser computational time obtained for the PSO-
ANFIS model further emphasizes its fast convergence and this is due to a lesser number of parameters to tune and 
its derivative-free nature [69].  
Several studies, including those outside the energy system forecast space, have alluded to the improved 
performance of evolutionary-based ANFIS models over the standalone ANFIS model [76,77]. Many of these 
studies further agreed to the higher forecast accuracy associated with the ANFIS-PSO model. This is due to its 
quick convergence and ease of achieving the best solution. However, this was not the case in this study. The 
standalone ANFIS model performed better compared to PSO-ANFIS and indeed all other evolutionary-based 
ANFIS models that were applied in this study. Moreover, the wavelet-based models were generally outperformed 
by standalone ANFIS and optimised ANFIS models. While some studies have shown that wavelet decomposition 
may reduce the forecast accuracy [78], other studies have suggested that the integration of wavelet decomposition 
into time-series forecasts tends to improve the accuracy of the forecast model [41]. Kushwaha and Pindoriya [78] 
in their attempt to forecast very short term solar PV power generation using a hybrid of Seasonal Autoregressive 
Integrated Moving Average and Random Vector Functional Link (RVFL) observed that wavelet decomposition 
reduces the forecast accuracy of the hybrid but not each model in standalone in clear sky conditions. Also, Hussain 
and AlAlli [41] investigated the influence of wavelet decomposition on neural network standalone models in 
forecasting solar radiation. The authors applied decomposed time series data on multi-layered perceptron (MLP), 
non-linear autoregressive recurrent neural network with exogenous input (NARX), generalized regression neural 
network (GRNN), and ANFIS models, and the accuracy of these standalone models were increased with 
decomposition. The study concluded by highlighting the merits of wavelet integration into the standalone models 
without considering the case of hybrid models.  Overall, in this study, integrating wavelet decomposition into the 
ANFIS-based models reduced the model accuracy both for standalone and hybrids.  
 
4. Conclusion 
The associated variability in solar resource has made its predictability complex and several methods have been 
developed to predict solar resource at different spatio-temporal scales ranging from the persistence model to highly 
intelligent models. ANFIS technique is one of the potent tools for solar resource forecasting. Hence, this study 
investigates the effect of improving the predictive accuracy of ANFIS by hybridizing it with GA and PSO 
algorithms. Also, the influence of wavelet decomposition on the predictive accuracy of both the standalone and 
the hybrid models was studied and evaluation was carried out using different performance evaluation techniques. 
It was observed that the simple standalone ANFIS model can perform better than hybrid models. Also, while 
wavelet decomposition has been reported in the literature to increase the accuracy of base-models, some studies 
reported its tendency to reduce the performance of the integrated model as in the case in this study. While ANFIS 
models are highly effective in system forecast, many studies have reported an improvement in the model by 
integrating evolutionary algorithms to tune the model parameters towards obtaining higher forecast accuracy. 
However, a critical evaluation of the results obtained from the standalone ANFIS model and their hybrid 
sometimes reveals slight variation which is not statistically significant. More so, hybrid models are known for 
increased computational time and hence increased computational cost. However, the standalone ANFIS model 
could be a better alternative to the hybrid if well-tuned. While this study used a large spatial scale, the integration 
of wavelet into the ANFIS model and its hybrid as well as other machine learning models using smaller spatial 
and temporal scales can be investigated in further studies. Also, this study used the GHI as inputs to the models, 
the use of clearness index or clear-sky on wavelet-based ANFIS hybrid models is recommended for further studies. 
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This article was motivated by the fourth objective of this research for industrial facility location 
with the prospect of embedded generation in a wind energy-rich site. In the study, three wind 
turbines from different manufacturers were deployed in-silico to a location with a high prospect 
for wind resource in the Eastern Cape province of South Africa has previously determined in 
Article 7. The power output of these turbines was investigated and two population-based ANFIS 
models (genetic algorithm (GA) and particle swarm optimization (PSO)) were developed and 
compared with the standalone ANFIS model. The first wind turbine generator (WTG-1) was 
selected based on turbine capacity and forecasting model accuracy among other selection criteria. 
The prospect of embedded generation for a medium-scale agricultural farm that could be sited in 
the location was investigated. The AHP technique was used to rank each facility location criteria 
and a weighted Weber facility location model was developed to determine the relative location of 
the agricultural facility relative to other criteria like energy access from the turbine, access to water 
supply, access to labour, and proximity to the road network.  
In conclusion, the PSO-ANFIS model was preferred over the standalone ANFIS and GA-ANFIS 
models due to its lowest error and accuracy. The location for the facility was observed to be nearby 
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Wind energy uptake in South Africa is significantly increasing both at the
micro- and macro-level and the possibility of embedded generation cannot be
undermined considering the state of electricity supply in the country. This
study identifies a wind hotspot site in the Eastern Cape province, performs an
in silico deployment of three utility-scale wind turbines of 60 m hub height
each from different manufacturers, develops machine learning models to fore-
cast very short-term power production of the three wind turbine generators
(WTG) and investigates the feasibility of embedded generation for a potential
livestock industry in the area. Windographer software was used to characterize
and simulate the net output power from these turbines using the wind speed
of the potential site. Two hybrid models of adaptive neurofuzzy inference sys-
tem (ANFIS) comprising genetic algorithm and particle swarm optimization
(PSO) each for a turbine were developed to forecast very short-term power out-
put. The feasibility of embedded generation for typical medium-scale agricul-
tural industry was investigated using a weighted Weber facility location model.
The analytical hierarchical process (AHP) was used for weight determination.
From our findings, the WTG-1 was selected based on its error performance
metrics (root mean square error of 0.180, mean absolute SD of 0.091 and coeffi-
cient of determination of 0.914 and CT = 702.3 seconds) in the optimal model
(PSO-ANFIS). Criteria were ranked based on their order of significance to the
agricultural industry as proximity to water supply, labour availability, power
supply and road network. Also, as a proof of concept, the optimal location of
the industrial facility relative to other criteria was X = 19.24 m, Y = 47.11 m.
This study reveals the significance of resource forecasting and feasibility of
embedded generation, thus improving the quality of preliminary resource
assessment and facility location among site developers.
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1 | INTRODUCTION
About 13% of the global population (largely sub-Saharan
Africa and South Asia region) still live without access to
electricity1 and last mile connectivity to the grid or off-
grid supply still remains a problem in many developing
countries. This statistic largely comprises the sub-
Saharan Africa and South Asia regions. Similarly, 40% of
the global population do not have access to clean fuels
and technologies for cooking.1 Consequently, household
air pollution from the use of solid biomass, coal and kero-
sene for cooking accounts for about 4 million death a
year with women and children mostly affected.1,2 Among
the sub-Saharan African countries, South Africa occupies
the upper strata among countries with high prospects for
renewable energy resources in their energy mix.3,4
South Africa largely depends on coal for power genera-
tion, which accounts for about 95% of the electricity gen-
erated in the country.5 However, in the last decade, the
country has experienced an increase in the growth of
renewable energy resources in the national energy mix
with wind and solar energy increasing in exploration.
Renewable energy pathway in South Africa was initi-
ated with the Integrated Resource Plan developed by the
Department of Energy in 2010 and gazetted in 2011. The
target of 17 800 MW to be derived from the renewables
using wind, solar photovoltaic and concentrated solar
power sources6 by 2030 has influenced a rapid growth of
these renewable sources in the country. This initiated the
Renewable Energy Independent Power Producer Pro-
curement Programme (REI4P) established towards pro-
curing the new power generation capability. Wind and
solar sites were marked out by this programme to present
spaces of extra statecraft for wind and solar energy devel-
opers, thus increasing the percentage of the renewables
in the country's energy mix.
Wind resource assessment (WRA) is indispensable in
evaluating the wind power utilization in a wind energy-
rich site.7,8 The integrity of the assessment often deter-
mines the viability of the investment most especially in
large-scale harvesting. Wind data are collected from iden-
tified area for a long period of time in order to study the
seasonality, trend and establish variability of the resource
in the site for the purpose of strategic, operational and
installation planning. The wind characteristics are inves-
tigated to ensure viability of the investment either on a
large or medium-scale and also determine which location
specifically yields abundance of the wind resource. Wind
speed is observed to increase significantly with height9
and this is governed by the wind shear phenomenon.
This elevation in turn determines the harvestable amount
of power by a wind turbine. Wind measurements are
often carried out at heights lower than the potential hub
heights and so the extrapolation technique using the
1/7th power law and the wind shear coefficient is used in
this process.10
Non-linearity and non-stationarity of wind speed data
have made them very difficult to estimate. Estimates with
numerical methods have not been able to accommodate
imprecisions and fuzziness in real-time wind data. How-
ever, the introduction of machine learning techniques
has improved accuracy, computational speed, model
complexity and data veracity.11 Machine learning
approaches are widely known for the ability to learn
latent patterns within an avalanche of data for the pur-
pose of information deduction and intelligent decision-
making. The adaptive neurofuzzy inference system
(ANFIS) is one of the prominent techniques in this class.
ANFIS integrates artificial neural network (ANN) and
fuzzy logic (FL) modeling approaches to solve non-linear
problems. While ANN model acquires its knowledge dur-
ing the learning process, knowledge acquisition in the FL
model is hinged to their rules and the rule definition
forms one of the herculean tasks in its modeling.12 For-
ming the rule base becomes more complex when the
number of variables increase. ANFIS modeling technique
first developed by Jang13 uses the derivative training
technique. Here, the antecedent is trained using a gradi-
ent descent backpropagation method and the conse-
quence obtained using least square estimation. It is
expected that a highly efficient ANFIS model should pos-
sess the following features: fast learning, on-line adapt-
ability, self-adjusting capability towards achieving global
minimum of error and less computational complex-
ity.11,14 Based on the training technique, ANFIS training
can be online or offline depending on the model of data
presentation to the model during the training process. In
online training, the model is presented with new data for
training to increase the accuracy. On the contrary, the
offline training presents the same dataset to the model
repeatedly for training until a lower network error is
achieved and model overfitting is avoided.15 ANFIS train-
ing based on the antecedent and consequent parameter
optimization is classified into hybrid, derivative and
heuristic-based training.16 However, for the purpose of
parameter tuning towards achieving optimality in these
identified features and minimizing the local minimum
condition, ANFIS models are often hybridized with evo-
lutionary algorithms like particle swarm optimization
(PSO),17,18 differential evolution (DE)19 and genetic algo-
rithm (GA).20
The non-derivative population-based optimization
models have been most preferred in the literature as a
hybrid of ANFIS modeling for improved accuracy as
alluded to by Karaboga and Kaya.21 Among the models
within this class, GA and PSO have been preferred in
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many studies even for the optimization of other models
asides ANFIS22 due to their robust search methodology
for global optimal values of model parameters and more
advantageous is the PSO optimization due to its notable
accuracy and reduced computational time.23,24 For
instance, Khosravi et al20 investigated the effectiveness of
some selected machine learning algorithms for short-
term wind speed forecast, ANFIS-PSO and ANFIS-GA
were considered. The study compared the performance of
these models on multi-interval hold-out data of which
one of the models that ranked the best is the ANFIS-PSO
with the other models being group method of data han-
dling and multilayer feedforward neural network. Also,
Hossain et al25 investigated a hybrid of ANFIS with PSO,
GA and DE for the forecast of monthly and weekly wind
power density in three wind farms. The performance of
each model was evaluated using the root mean square
error (RMSE), mean absolute bias error, mean absolute
percentage error (MAPE) and the coefficient of determi-
nation (R2). In all the wind farms considered in the study,
the least errors were recorded for ANFIS-PSO and
followed by ANFIS-GA. The first of the double stage
wind power predictive model proposed by Eseye et al26
uses a hybrid of ANFIS-GA to predict wind speed of a
microgrid wind farm. The second stage of the model
maps the actual wind speed and its relative power. An
average MAPE of 6.87, RMSE of 13.85, average sum
squared error of 67.84 and average SD of error (SDE) of
13.57 were reported for daily forecast of the four seasons
of the year. Even though the study accounted for error
deviations of the forecast and the predicted, model accu-
racy measures were not considered, thus, leaving the reli-
ability of the model unknown. From all the studies
considered, it was observed that the resource forecasts
were based on existing wind power generating facilities.
By implication, data for the studies were obtained from
the supervisory control and data acquisition (SCADA)
system. This approach has helped in proffering a better
understanding of the resource for a developed site. Con-
versely, similar studies proffering a better understand the
resource intermittency and variability prior to site devel-
opment is sparse in the literature.
The state of electricity supply most especially in
developing countries has necessitated a decentralized sys-
tem with an unbundling of the power generation, trans-
mission and distribution sector. One of the sectors which
suffers most in erratic power supply is the manufacturing
sector. Manufacturing industries are often associated
with energy intensive equipment which makes the con-
sumption from this sector relatively higher than other
sectors. In countries where fluctuations in electricity sup-
ply are largely prevalent, encouragement has been given
to manufacturing industries to practice embedded
generation. This involves the generation of electricity
connected to a distribution network but generated close
to the point of use.27 This paradigm shift from complete
national grid dependency to embedded generation is
known to minimize transmission losses, costs of con-
struction of substations and transmission towers, envi-
ronmental impacts in terms of land clearing and felling
of trees for construction of transmission lines, influence
grid stability via avoidance of excess supply of energy to
the grid but rather to satisfy a load demand, sometimes
revenue generation as excess generation could be sold
out and energy reliability as generation can be controlled
by the power station.
There exists a dilemma in embedded generation using
renewables; the criteria for the facility location to ensure
viability of the investment and locating the facility in an
area with abundance of the energy resource because
renewable energy sources are geospatial. These two chal-
lenges make the problem a multi-attribute facility loca-
tion problem (MAFLP). Facility location problems are
location science problems which involve optimal location
of specific facility relative to other facilities,28 thus mini-
mizing cost of travel and maximizing investment profit.
This could be a facility location-allocation problem or a
location decision problem.29,30 For a single facility loca-
tion problem, the simple Weber model31 still remains
highly relevant. The author solves the problem of locat-
ing a factory with two localized raw materials location
and a market as a shipping point for products leading to
a locational triangle. Several optimization models have
been developed under this basis for multi-facility systems
with further constraints.
Resource forecast in wind energy studies has
increased significantly in the literature with the use of
soft computing techniques like ANFIS gaining more sig-
nificance. This is due to inherent variability, intermit-
tency and complexity of wind resource forecast and the
need for improved strategic and operational planning
prior to wind site development. Further to this, many
authors20,25,32 have alluded to the inaccuracy of single
models for forecast and have proposed hybrid models of
ANFIS technique for resource forecast. In response to
this, population-based optimization techniques have been
widely used as a hybrid of ANFIS model for parameter
tuning towards improved model accuracy. However,
asides the use of these models on existing sites, investiga-
tive resource forecast towards ensuring resource abun-
dance in a proposed site for wind energy exploration
prior to site development has been given less attention
and this may negatively affect investment viability, most
especially when large-scale exploration of wind resource
is involved. Also, with the increasing support for embed-
ded generation, it is essential that consuming facility for
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wind power generated on a proposed wind power genera-
tion site must be closer to the point of generation to mini-
mize cost of transmission, environmental impact of
transmission (eg, impacts on avian habitat) and transmis-
sion losses. It is believed that investigating the feasibility
of embedded generation for a viable industry in the
selected location will further improve energy reliability
and strategic planning for future upscaling of power gen-
eration towards meeting demands. Hence, this study
(i) performs an in silico deployment of three utility-scale
wind turbines from three different manufacturers: Vestas,
Enercon and Nordex to a potential wind-rich site in the
Eastern Cape of South Africa; (ii) performs a resource
forecast in the selected site using GA-ANFIS and PSO-
ANFIS models; (iii) performs criteria ranking of criteria
essential for locating the selected wind turbine using ana-
lytical hierarchical process (AHP) approach and
(iv) investigates the suitable location of the wind turbine
relative to other siting constraints towards embedded
generation using the weighted Weber model developed.
While this section of the study presents a background to
the study, Section 2 describes the methodology adopted
for the WRA, the resource forecast, criteria ranking and
the facility location. Section 3 presents the results
obtained both for the machine learning modes and the
facility location model and Section 4 concludes the study.
2 | METHODOLOGY
This section presents the methodology used in this study
for WRA, model development and model evaluation.
2.1 | Wind resource characterization
Siting a wind farm requires assessment of the wind
resource for technical and economic feasibility.33 The
process of determining these feasibilities is referred to as
WRA. The WRA process is both an expensive and time-
consuming process. In investigating the wind energy
potential of a geographical location, meteorological mast
is mounted with anemometer, wind vane and meteoro-
logical devices for measuring pressure, humidity and
ambient temperature. It is ensured that these devices are
enabled with data-logging facilities to aid in logging the
measured variables in real time for further analysis. Usu-
ally, data from variable heights at 10 m, 20 m, 50 m,
80 m and 100 m above the ground level are measured on
the potential wind farm site.
The capital-intensive nature of the WRA process often
results into prior-analysis of the wind power potential of
the proposed site. Wind data obtained could be tested
against the proposed model of the wind turbine to be
installed both for feasibility studies and strategic plan-
ning purposes. In this study, data obtained at a height of
60 m above the ground level on which the mast is
mounted were analyzed on three utility-scale wind tur-
bines from different manufacturers. It was ensured that
the hub heights of the selected wind turbines are within
the range of the heights from which measurements were
taken in the potential site.
The Windographer Professional License software
(Version 4.1.14) was used in the WRA process. The soft-
ware takes the collected meteorological data as inputs.
Data correction in terms of units and tabulation was per-
formed to ensure that the units of measurement from the
meteorological mast are in congruence with that in the
software.
Shown in Figures 1-3 are the wind characteristics of
the site. Figure 1 shows the wind rose with more wind
coming from 315. Figure 2 shows the wind distribution
which is best fitted by a Weibull distribution with param-
eters k=1:97 andA=9:08ms . Figure 3 shows the monthly
wind distribution of the site. Maximum wind resource is
obtained in September and the least in February. There
was no record for the month of April which might be due
to device maintenance or other instrumental factors
(Table 1).
2.2 | Data collection
Wind speed data used in this study were obtained from
the wind atlas of South Africa (WASA 2). The data, with
a resolution of 10 minutes was collected with cup ane-
mometers mounted at 60 m in Rhodes, Eastern Cape,
South Africa at 28.07351E, 30.81436S over a period of
12 months. Eastern Cape Province is one of the prov-
inces with the highest wind energy resource in
South Africa.34 The wind map of the area was developed
using ArcGIS 10.4 with a resolution of 30 × 30 m as
shown in Figure 4.
2.3 | Model development
2.3.1 | The ANFIS structure
The ANFIS model is an integrated model comprising
ANN and FL. The model comprising the two topologies
produces a five-layered structure capable of dual learning
with increased performance even when imprecision and
uncertainties exist in the system being modeled. ANFIS
model possesses two adaptive layers (first and fourth)
and three fixed layers (second, third and fifth). The first
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layer being the fuzzy layer consists of fuzzy membership
functions. The firing strength of each rule is computed at
the second layer using a multiplicative operator. The
third layer of the model normalizes the firing strength at
nodes of the ANFIS model using a ratio of individual fir-
ing strength to an aggregate. The defuzzification process
to determine the effect of a rule on the model output is
performed at the fourth layer while the fifth layer uses an
aggregation function to determine the overall model out-
put. The synergy between the layers is shown in Figure 5.
Rule formation in ANFIS model follows the first order
Takagi-Sugeno fuzzy model. For instance, for a model
with inputs X1 and X2, and node parameters, pj, qj, rj; the
rule structure becomes:
Fuzzy Rule 1: If X1 is A1 AND X2 is B1 then
f1 = p1X1 + q1X2 + r1.
Fuzzy Rule 2: If X1 is A2 AND X2 is B2 then
f2 = p2X1 + q2X2 + r2.
From the ANFIS structure in Figure 5, every node in
the first layer are adaptive and each adapts to a function
parameter.35 Each node consists of fuzzy membership
function whose output function is calculated from:
FIGURE 2 Wind distribution of the area [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 1 Wind rose at 60 m
mean wind speed [Colour figure can be
viewed at wileyonlinelibrary.com]
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O1j = μA j I1ð Þ, j=1, 2 ð1Þ
O1j = μB j I2ð Þ, j=1, 2 ð2Þ
At the second layer, which has all nodes non-adap-
tive, the firing strengths of each rule is evaluated from a
multiplicative operator according to Equation (3).
O2j =w j = μA j I1ð Þ:μB j I2ð Þ, j=1, 2 ð3Þ
Similarly, the third layer comprises of non-adaptive
nodes. In this layer, normalization of the firing strength,
wi in the jth node is performed using the ratio of the jth
firing strength and the aggregate of all firing strengths
from all rules according to35:




The fourth layer, however, has all nodes adaptive and
it performs defuzzification. Here, the influence of jth rule
on the layer output is expressed according to Equation (5)
and the parameters of the nodes are represented with pj,
qj, rj.
O4j = wl p jI1 + q jI2 + r j
 
= wlz j ð5Þ
The fifth layer is another layer with all nodes non-
adaptive. Here, aggregation of all the in-coming signals
from the other previous layer though a summing
function36:
FIGURE 3 Monthly wind energy statistics of the location [Colour figure can be viewed at wileyonlinelibrary.com]
TABLE 1 Technical specifications
of the wind turbines models
experimented
Features WTG-1 WTG-2 WTG-3
Rated power (kW) 1800.0 800.0 1300.0
Cut-in wind speed (m s−1) 3.0 3.0 2.5
Rated wind speed (m s−1) 12.0 12.0 15.0
Cut-out wind speed (m s−1) 20.0 34.0 25.0
Rotor diameter (m) 100.0 52.9 60.0
Swept area (m2) 7854 2198.0 2828.0
Power density (W/m2) 229.2 364.0 459.7
Hub height (m) 60/80 60/73 60/65/69/85
Onshore Yes Yes Yes









2.3.2 | The GA-ANFIS modeling
The GA, which evolved from the theory of biological evo-
lution uses the principle of natural selection and genetics
to find solution to a problem within a search space.37 The
technique is one of the oldest and most-widely used
population-based optimization techniques, which
operates on three genetic principles of selection, cross-
over and mutation.38,39 GA technique applies the princi-
ple of survival of the fittest to produce problem solutions
such that each generation is an improvement on the pre-
vious generations. Every individual in the population
competes for their right to reproduce, however, this
favors members that maximize the value of a fitness
objective function. Such individuals then proceed to the
FIGURE 4 Wind map of the Eastern Cape Province [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 5 The structure of
adaptive neurofuzzy inference
system [Colour figure can be viewed
at wileyonlinelibrary.com]
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next generation to reproduce and this process continues
in an iterative manner. At first, a definite number of pro-
spective solutions are generated from random parameter
values. Each candidate solution is screened according to
a fitness function to determine which offspring goes to
the next generation and which does not. Breeding,
through a recombination of operators like crossover to
simulate the fundamental biological cross-fertilization
and mutation.40 The mode of operation of the three
genetic operators is briefly discussed below38:
Selection Technique: The best chromosomes in the
population which represents the best solutions are identi-
fied through an evaluation of the fitness function for each
chromosome. These chromosomes serve as parents for
the new generation of offspring.
Crossover Technique: Through this technique, hybrid
offspring resulting from a crossbreeding between two
parents are produced. This thus gives offspring with bet-
ter fitness compared to their parents. The crossover tech-
nique determines the structure and child to parent
chromosome and is implemented using several tech-
niques like cycle order, uniform, tournament, partially
mapped, ranking selection, ordered, N-point, diagonal
crossover and so on.41
Mutation Technique: This technique searches for new
solutions within the available search space such that the
local optimum solutions are not taken as global optimum
solutions. In achieving this, genes inside some of the
chromosomes are changed according to a random order.
A GA-ANFIS hybrid model with offline training was
performed on gross power output of three wind turbines
hypothetically deployed to the site with a placemark in
Figure 4. The model procedure is described in the flow-
chart shown in Figure 6. The model parameters and char-
acteristics are also presented in Table 2.
2.3.3 | PSO-ANFIS modeling
The PSO technique is developed from the behavior of
social organisms that occur in groups like birds, fish and
ants. The optimization technique leverages the informa-
tion sharing characteristics of these organisms. Its mode
of operation is similar to that of the GA, however, rather
than focusing on single individual implementation, the
PSO technique considers a population of individuals in
the form of a swarm. The whole population of the swarm
is moved in search for the optimal solution rather than
an individual movement observed in GA model.42 Within
the swarm, each particle has two distinct properties; its
velocity and position. The technique examines each prop-
erty to determine the best solution using the present
FIGURE 6 GA-ANFIS model
flowchart [Colour figure can be
viewed at wileyonlinelibrary.com]
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swarm and moves the swarm to the new optimal posi-
tion. Each particle tends to move in a random manner
along two influences; its best achieved position and the
best achieved position of the swarm.18,32 Thus, a particle j
defined by a position vector, pj and velocity vector, vj
undergoes iterative process which changes its position to
pj
t + 1 and velocity to vj
t + 1 according to:
vj











where pBest and gBest are the best particle individual
position and the best swarm position respectively. Param-
eters c1, and c2 are two positive constants, r1, and r2, ran-
dom constants between 0 and 1 and ω is the inertia
weight. The PSO optimization technique has less number
of parameters to tune and constraints acceptance, which
is its major advantage compared to other derivative-free
techniques.43 The global optimal solutions are used for
the ANFIS parameters, thus tuning the ANFIS model.
The flowchart of this process as followed in this study is
shown in Figure 7 and the model parameters and charac-
teristics are presented in Table 3.
2.4 | Facility location with embedded
generation
Energy forms a very vital component in the profitability
of manufacturing systems. The unreliable power situa-
tion in Africa as a whole as influenced the industrializa-
tion rate and the tenancy of many investors. Many
manufacturing industries are associated with energy-
intensive processes and thus, consumes more energy at
large scale compared to other sectors of a nation. As part
of this panacea, embedded generation of electricity is
now being encouraged by many countries among
energy-intensive industries such that energy generated
at the national level can be distributed across other sec-
tors, thus increasing energy availability and sustainabil-
ity.4 South Africa is one of the highly industrialized
countries in Africa with manufacturing industries hav-
ing contributed 4.4% to the country's economy in 2018.44
However, manufacturing companies have been grossly









Defuzzification method Weighted average
Input membership function Gaussian
Output membership function Linear
FIGURE 7 PSO-ANFIS model flowchart [Colour figure can be
viewed at wileyonlinelibrary.com]




Particle cognitive acceleration, c1 2.0
Particle social acceleration, c2 2.0
Weight damping ratio, w 0.99
Fuzzy inference system structure Takagi-Sugeno
Defuzzification method Weighted average
Input membership function Gaussian
Output membership function Linear
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affected by the increased frequency of load-shedding in
the country. This have reduced the productivity of such
companies and embedded generation then becomes a
viable option. The Eastern Cape province, which repre-
sents 13.9% of the South African land mass is highly
notable for the automotive and the agricultural indus-
tries.45 Several criteria are involved in the location of
automobile industry many of which centers around
maximizing profit and minimizing overall cost. Some of
these criteria include:
i. Proximity to raw materials
ii. Proximity to labour
iii. Proximity to transportation and communication
network
iv. Land availability
v. Proximity to power supply
vi. Proximity to market
vii. Proximity to banking and credit facilities
viii. Proximity to maintenance facilities
ix. Proximity to fire-fighting services
With these mentioned, siting an automobile industry
close to the location for which the data was collected
(Figure 4) to harness the abundance of wind energy may
only fulfill some of these criteria and not others like
(vi) to (ix). However, many of these criteria are not
needed to site an agricultural industry. It should be
clearly stated that the location considered for the wind
abundance in this study is of high elevation and moun-
tainous, hence, this supports livestock farming compared
to the crop farming. Therefore, the possibility of siting
powering a large-scale livestock farm within the area
with the wind turbine was investigated.
Wind energy is highly abundant in this province and
can be harnessed by the automotive or agricultural sector
of the province. From this study, the wind turbine gener-
ators (WTG)-1 was recommended due to its high capacity
rating and based on the least error of the model devel-
oped for its forecast, thus providing a near accurate pro-
spective power generated for economic planning.
Problem definition
Asides the feasibility of the proposed turbine for the
operation of a typical medium-scale livestock industry,
several criteria are required to be considered in the siting
of the farm near the wind turbine location specified in
Figure 4. This becomes that of single-facility location
problem. For the typical livestock industry the following
assumptions were made:
i. Power consumption demand can be satisfied by n + 1
turbines where n ≥ 1.
ii. The spatial location of the turbine(s) is free from
environmental interference (eg, interference with
important bird areas, not close to the airport, protec-
ted areas, and so on).
iii. There is low wind resource intermittency and vari-
ability in the area.
iv. The battery storage system is efficient for off-peak
periods and conditions of turbine cut-off speed.
Solution
The solution to this model was approached to using
the simple Weber model31,46 which seeks to locate a pro-
duction plant with location (X, Y) such that the total
costs, CT is minimized. The costs are expressed as a func-
tion of the quantity of m resources, ai shipped from
sources and the distance, (xi, yi) of the source to the facil-
ity location. The model follows the Euclidean distance




X−xið Þ2 + Y −yið Þ2
s
ð9Þ
Minimizing the weighted squared distance by squar-
ing (9) thus removes the radicals, thus becoming a center




X−xið Þ2 + Y −yið Þ2 ð10Þ
By the way of derivatives in calculus, an optimal solu-















For the medium-scale livestock industry considered
in this study, it is expedient to consider the following
facilities based on technical premise.47
i. The power supply (wind turbine(s)) (a1, x1, y1)
ii. Road network (a2, x2, y2)
iii. Water supply(a3, x3, y3)
10 ADEDEJI ET AL.
iv. Labour availability (distance to the nearest city) (a4,
x4, y4)
The solution then becomes:
X =
a1x1 + a2x2 + a3x3 + a4x4
a1 + a2 + a3 + a4
ð13Þ
Y =
a1y1 + a2y2 + a3y3 + a4y4
a1 + a2 + a3 + a4
ð14Þ
By introducing weight criteria, wi (i = 1…4) to each
criterion, the solution then becomes
X =
w1a1x1 +w2a2x2 +w3a3x3 +w4a4x4
a1 + a2 + a3 + a4
ð15Þ
Y =
w1a1y1 +w2a2y2 +w3a3y3 +w4a4y4
a1 + a2 + a3 + a4
ð16Þ
Some techniques have been developed for criteria
ranking like AHP method,48,49 technique for order
preference by similarity to ideal solution (TOPSIS)50
and fuzzy modeling technique.51,52 However, AHP has
been mostly used in many studies due to its simplicity,
easy computation, ability to follow intuitive problem
solving technique and its ability to integrate qualitative
and quantitative criteria.53,54 Hence, in this study we
use AHP technique developed by Saaty for ranking of
the criteria. The technique uses the pairwise compari-
son matrix whose values are obtained from the litera-
ture and expert judgment. In computing the pairwise
comparison matrix, the Saaty's ranking scale of 1-9 was
used with the definitions of values presented in
Table 4.
The AHP procedure was computed as follows:
i. The pairwise comparison matrix of n × n was
designed consisting of n criteria according to the
Saaty's integer value scale. It was ensured that the
property Pij. Pji = 1 was satisfied.
ii. A normalized pairwise comparison matrix, Pij was
computed such that the aggregate of each column is






The relative weight of each criteria was computed from
Equation (18). The value of the weights signifies the








A consistency test was performed on the matrix to ensure
that the subjective inconsistencies are eliminated. The










The location of the livestock industry was further
evaluated relative to other criteria using the weighted
Weber model and a spatial diagram of its location relative
to other supporting services was drawn.
3 | RESULTS AND DISCUSSION
The model was trained and tested with 6 months data and
data division was 70:30: 70% of the data (12 195 data points)
was used for training and 30% (5226 data points) of the data
TABLE 4 Saaty's ranking scale55
Degree of
importance Definition Explanation
1 Equal level of
importance









favors criteria i over j.
5 Strong importance Experience and
judgment strongly
favors criteria i over j.
7 Very strong
importance
Criteria i is favored very





The favor of criteria i
over j is of highest
possible order of
affirmation.
2,4,6,8 Intermediate values Used when concession is
needed.
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used for testing. It was ensured that the samemodel parame-
ters were used for the three turbines to avoid bias in results.
The GA-ANFIS and PSO-ANFIS models were computed in
MATLAB (R2015a) installed a computing device with con-
figuration 64 bits, 32 GB RAM Intel (R) Core (TM) i7 5960X.
Due to the volume of the test data, only the statistical perfor-
mancemetrics used formodel evaluationwere presented.
3.1 | Model performance evaluation
As a measure of error deviations, the RMSE, mean abso-
lute deviation (MAD) were used. To evaluate the robust-
ness of the model, the coefficient of determination (R2)
was used and calculated using Equations (21)-(23).35 The
computational time was also used to evaluate the model






















where yk is the observed wind power, byk is the predicted
wind power and y is the mean of wind power.
3.2 | Model results
Presented in Table 5 is the model results for both GA-
ANFIS and PSO-ANFIS for the three utility-scale wind
turbines with the wind turbine power output measured
in megawatts (MW).
3.2.1 | GA-ANFIS modeling
From Table 5, the least forecast error measurements
(RMSE and MAD) were obtained from WTG-1. The
RMSE measures the quality of fit between the observed
and predicted turbine power output. The variation
between the error metrics is a result of differences in the
turbine capacities. This variation, however does not
speak of the quality of the turbines in operation but
rather a spread in the error between the forecast and the
observed wind turbine if the turbine is used on the site
and the model is used for forecast. From Table 1, WTG-1
has the highest rated capacity of 1.8 MW and also
recorded the least value of error measurement
(RMSE = 0.184 and MAD = 0.091) even though the tur-
bine has the least value for coefficient of determination
(R2 = 0.909). However, due to its least error value, it can
be recommended as most preferred among the three tur-
bines for the area. Despite the large wind power obtained
for WTG-1, its model recorded the least computational
time (CT = 984.1 seconds). Based on the above perfor-
mance metrics, WTG-1 is preferred above others.
3.2.2 | PSO-ANFIS modeling
Table 5 also presents the results obtained from the PSO-
ANFIS model for the three utility-scale wind turbines.
Error analysis between the actual and predicted power
output shows a variation between the results of the three
turbines. Error values are the lowest for WTG-1 both for
the RMSE and MAD (RMSE = 0.180 and MAD = 0.091).
However, as a measure of model accuracy, the highest
coefficient of determination was recorded for WTG-2
(R2 = 0.962 and least for WTG-3 (R2 = 0.905). Based on
computational efficiency, the least computational time
was recorded for model developed for WTG-3
(CT = 701.1 seconds) and the highest for WTG-2
(CT = 723.1 seconds). It should be declared that the same
amount of data and model architecture were used for the
three wind turbines. Based on the model performance,
there exists a significant error difference between the
error metrics of WTG-1 and the other two turbines. Even
though WTG-2 records the best R2, it also records the
highest computational time. However, a comparison
between the WTG-1 and WG-3 shows a slight variation
in R2 and CT. Hence, WTG-1 can be preferred over the
other turbines based on the presented metrics.
TABLE 5 Statistical performance evaluation of the three wind
turbines
RMSE MAD R2 CT (s)
GA-ANFIS WTG-1 0.183 0.091 0.909 984.1
WTG-2 0.192 0.103 0.965 1050.7
WTG-3 0.249 0.122 0.912 998.9
PSO-ANFIS WTG-1 0.180 0.091 0.914 702.3
WTG-2 0.201 0.105 0.962 723.1
WTG-3 0.261 0.120 0.905 701.1
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On the overall, based on model efficiency and effec-
tiveness, the PSO-ANFIS model records a significantly
lesser computational time compared to the GA-ANFIS
model and so should be selected for forecast towards stra-
tegic planning of the facility with which the wind turbine
is to be utilized. This further demonstrates the computa-
tional efficiency of the PSO-ANFIS model. In terms of
error measurement, PSO-ANFIS model for the WTG-1
also outwits the GA-ANFIS counterpart, but the R2 is on
the contrary even though slight. Comparing the CT of
both models for WTG-1, the PSO-ANFIS model evaluates
faster, thus translating into a shorter machine utilization
time and lower machine utilization cost. Therefore, selec-
tion based on model, the PSO-ANFIS is more preferred
and based on the turbine output power, the WTG-1
should be selected, even though more criteria like equip-
ment and installation costs, maintainability, durability
and so on, should be considered.
It was best to compare the effectiveness of the
selected optimal model (WTG-1 [PSO-ANFIS model])
with similar studies which used same unit for wind
power in the literature, hence we present Table 6. The
proposed model in this study when compared with26,55
shows a lesser RMSE value. This could be due to the
varying choice of model parameters for the hybrid
ANFIS models. On the contrary, the model proposed by
Reference 32 slightly outperforms that proposed by this
study by a lesser error performance metrics and a
slightly higher accuracy. Despite this, it could be safely
said that the selected model in this study performs
effectively.
3.3 | Facility location with prospect of
embedded generation
The pairwise comparison matrix was computed using
AHP approach and the AHP computation was performed
using a web-based AHP calculator developed by
Goepel56. The principal eigen value obtained was 4.170
and the CR being 6.2% which is less than 10% as the
stated by Saaty. Table 7 presents the individual weights
and rank of each criterion.
Hence the facility location solution then becomes:
X =
0:143a1x1 + 0:044a2x2 + 0:669a3x3 + 0:144a4x4
a1 + a2 + a3 + a4
ð24Þ
TABLE 6 Performance













RMSE 0.18 13.85 12.28 0.127
MAD 0.091 — — 0.078
R2 0.914 — — 0.943






FIGURE 8 Location of the livestock industry relative to other
criteria (not to scale) [Colour figure can be viewed at
wileyonlinelibrary.com]
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Y =
0:143a1y1 + 0:044a2y2 + 0:669a3y3 + 0:144a4y4
a1 + a2 + a3 + a4
ð25Þ
Considering an agricultural farm with the require-
ments in Table 8. The values were hypothetically selected
for a proof of concept.
By substituting the values in Table 8 into Equa-
tion (24,25), the livestock industry can be located at
X = 19.24 m, Y = 47.11 m. The location of the facility rel-
ative to other criteria is shown in Figure 8. It can be
observed that this location is closer to the water supply,
the closest road network and the power supply than the
nearest city as source of labour.
4 | CONCLUSIONS
Wind energy is one of the most inexhaustible renewable
energy resources. It has high resource availability unlike
the solar resource, which is only available during the day
time and during sunny days. Resource forecast is essential
for the strategic planning and machine learning tech-
niques have been efficient in this domain. Moreover,
embedded generation is increasingly gaining traction in
manufacturing industries owing to increasing energy
demand to satisfy the product demand along the supply
chain. This has not only decreased the demand placed by
manufacturing industries on the grid but also reduced cost
of production. This study assessed the wind speed obtained
in the selected site, performed a very short-term forecast of
wind power obtained from three wind turbines hypotheti-
cally deployed to a wind rich site using GA-ANFIS and
PSO-ANFIS models and investigated the feasibility of
embedded generation for a potential livestock industry in
the area relative to other criteria for siting such industry.
From the intelligent forecast, the PSO-ANFIS model per-
formed better than the GA-ANFIS model with lesser fore-
cast error and computational time and hence was
preferred for forecast for strategic planning of the power
generation. The least error was recorded for WTG-1.
Though the choice of wind turbine is influenced by several
other factors like cost, reliability, ease of maintenance and
so on, however, from this study, based on the error analy-
sis, model accuracy and the turbine capacity, the WTG-1
was most preferred over other turbine models. Also, as a
proof of concept, the optimal location of the livestock facil-
ity relative to other siting criteria was modeled using a
weighted Weber single facility model. Relative to the other
criteria, a location of X = 19.24 m, Y = 47.11 m was
obtained for the industry. For further studies, other
population-based optimization techniques can be used for
ANFIS model optimization and compared for accuracy.
Also, the geographical information system can be used to
determine the prospect of embedded generation in a typi-
cal viable facility around an energy source with other vital
criteria for facility location considered.
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NOMENCLATURE
ai quantity of resources to be shipped
c1 particle cognitive acceleration
c2 particle social acceleration
cT total cost
gBest best swarm position
m number of resources to be shipped
O1j output of adaptive node j.
pj particle position vector
pBest best particle position
Pij pairwise comparison matrix
Pij normalized pairwise comparison
matrix
vj particle velocity vector
(xi, yi) distance from source i to plant
(X, Y) plant location
y average wind power output, MW
yk observed wind power output, MWbyk predicted wind power output, MW
μA j membership function of fuzzy set A
TABLE 8 Distance and unit cost per unit distance relative to
resource utilization





C1 (100, 250 m) from the
nearest wind turbine
0.95
C2 (100, 170 m) from the
nearest road
0.37




C4 (200, 500 m) from the
nearest town
0.65
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Lifecycle assessment (LCA) of renewable energy systems plays a significant role in the 
sustainability of the system, and lifecycle inventory (LCI) forms a vital process in LCA. Hence, 
this study establishes the significance and prospect of artificial intelligence in LCI of renewable 
energy systems. The study identifies areas of the usefulness of artificial intelligence in LCI of 
renewable energy systems with a focus on data acquisition, data mining, data structuring data 
warehousing, and retrieval for LCA studies.  
It was concluded that the problem of data unavailability can be solved using artificial intelligence 

















Potential Roles of Artificial Intelligence
in the LCI of Renewable Energy Systems
Paul A. Adedeji, Stephen A. Akinlabi, Nkosinathi Madushele,
and Obafemi O. Olatunji
Abstract Energy revolution from the conventional fossil fuels to clean energy is
fast gaining traction with renewable and clean energy sources blazing the trail on the
global scale. This has consequentially reduced electricity prices in certain countries
and reduced carbon footprints in both manufacturing and service industries. Asides
the advantages of these clean energy technologies, the assessment of their life cycle
has recently gained more attention with life cycle inventory playing a major role. Life
cycle inventory is a critical component in life cycle assessment. However, a life cycle
inventory study is as accurate as the data used. This study presents a roadmap to the
use of artificial intelligence (AI) techniques in life cycle inventory (LCI). The data
chain for efficient local resident data availability for LCA studies was considered
with a focus on AI integration. In addition, a framework for the use of AI in LCI was
developed. The study concluded that it was possible to proffer solution to LCI data
unavailability problem using AI with the joint support of public and private partners.
Keywords Artificial intelligence · Energy systems · Life cycle assessment · Life
cycle inventory · Renewable energy sources
1 Introduction
The quest to mitigate climate change and ensure sustainable environment is a topmost
concern among the nations. This mantra has necessitated a revolution towards clean
energy for industrial (service and manufacturing systems), residential and non-
residential systems. As part of this revolution, a paradigm shift has been experienced
in the energy sector from the use of fossil fuels to the use of clean fuels. It is believed
that the energy of the future will be a nexus of clean and renewable energy sources
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if sustainability, efficiency and intermittency issues are resolved. Renewable energy
source exploration has lately increased on the global scale with developing countries
rising up to this global challenge [1, 2]. For example, Kenya, a developing country in
Africa with one of the highest wind potentials [3], has the largest wind farm in Africa
with 310 MW of capacity. Besides, the country added 11 MW of geothermal energy
source to the national energy mix [ref]. As much as the electricity sector is gradually
going green and clean, there is a need to evaluate the environmental impacts of these
technologies to ensure their environmental sustainability. Life cycle assessment has
been a potent tool in evaluating this, with life cycle inventory (LCI) being a crucial
part of the process and data collection being the most difficult part of the LCI process.
However, in the era of the fourth industrial revolution, the question of how artificial
intelligence can help in real-time data collection to improve the LCI process is the
focus of this discussion. The energy of the future is envisaged to be a nexus of clean
energy from multiple sources. Harnessing the prowess of artificial intelligence in
these energy sources predicates their effectiveness, cost and operational efficiency,
and sustainability.
Life cycle assessment (LCA) has its origin from material flow accounting towards
ensuring sustainability. This was further stepped to include emissions and their poten-
tial impacts, and other latent aspects of sustainability [4]. LCA is a methodology
employed in quantifying the environmental impacts of products and processes from
point of cradle to grave [5, 6]. The LCA tool is both a quantitative analysis tech-
nique built on factual information and an integrated model of natural and judgement
process that evaluates the importance of different life cycle stages and emissions rela-
tive to environmental concerns [7]. This tool has been widely used in product and
process development to minimize carbon footprints and associated environmental
impacts. While many studies applied LCA on operational systems [8–10], some
advocate performing the study at the product or process design stage [11]. All these
approaches are aimed at ensuring a sustainable environment.
Life cycle inventory (LCI) is an integral part of the LCA process which is
concerned with the data to be used for the LCA process. With growth of intelligence
both in systems and in systems of systems, the integration of artificial intelligence
in LCI studies will upscale the usefulness of real-time process data from real-time
forecasting to real-time life cycle analysis. In this study, we examined the role of
LCA in renewable energy (RE), the LCI and its associated processes. This study
further develops a framework, which integrates artificial intelligence into life cycle
assessment towards solving the problem of data unavailability.
2 LCA Studies in Renewable Energy System
Renewable energy is apparently globally preferred to the non-renewable energy
due to associated demerits of the non-RE technologies for power generation in
different spaces. Renewable energy technologies have, however, been viewed as not
completely “green” in nature [12]. Many have argued that Anthropocene emerged
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from industrial revolutions; however, industrial evolution is concomitant to energy
revolution. Hence, a bottom-up process-oriented and impact-conscious mitigation
strategy is considered the best for effective management of the environment and
climate. The sustainability of the RE system has lately become a growing concern
with more studies evolving at component, system and process levels. Common to
harvesting many renewable energy sources is rather environmental impact assess-
ment (EIA) as this is mandatory for the development of such projects with significant
sizes.
According to Fava [13], rather than LCA being the only tool to address envi-
ronmental performance, it should rather be seen as one of the tools to be used in
acquiring a holistic understanding of a system, product or process. For example, in
a wind farm or hydropower station, an LCA conducted on its sub-systems or the
whole system itself reveals key areas for a more efficient use of resources. However,
LCA will not be an appropriate method for a study whose goal is to address workers’
concerns regarding health and toxic effects, but rather an ecological risk assessment
would be more appropriate. A holistic perspective of a renewable energy system can
rather be obtained by integrating LCA with several other relevant tools.
One of the main focuses of life cycle assessment (LCA) is to enable informed
decision regarding operations, processes and products at strategic management level
[14]. The question of the integration point between artificial intelligence and LCA
in the next generation of clean energy has to be well established.
LCA in renewable energy sources has received less attention in the literature;
however, recent concerns about how green the “green” energy is have instigated
few studies in this area [15–17]. In addition, the quest for energy sustainability in
the future has placed the renewable and clean energy sources at the frontline of the
energy nexus of the future. Their increased use in electricity generation, transporta-
tion and other energy-intensive processes also contributes to the LCA paradigm shift
towards them. For example, the importance of LCA of renewable energy sources
was explained by Singh et al. [18]. The study emphasises the significance of envi-
ronmental, social and economic sustainability of renewable energy resources, thus
looking beyond their pros to their cons. Pehnt [15] also developed a dynamic approach
to the LCA of renewable energy sources and compared the results with that of conven-
tional fossil fuels. The study concluded that even though the emissions of greenhouse
gases exist in the renewable energy resources investigated, this percentage is very
low compared to the conventional sources. The relevant environmental impacts of
renewable energy in the future of the German energy mix were projected to be 20%
for electricity, 15% of reference mix for heat and 55% for future diesel cars. The
findings in this study do not establish a clear verdict for or against renewable energy
relative to other environmental impacts. Hence, regardless of the percentage of envi-
ronmental impacts contributed by renewable energy resources, its effect requires
critical investigation towards preventing an accumulated effect of these impacts on
the biosphere.
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2.1 Energy System Components
Harnessing renewable energy resources (Fig. 1) in their crude form requires the
use of energy harvesting technologies. These technologies are made of components
and sub-systems, which all constitute the functional system. For example, the wind
turbine generator (WTG) is made of several components and sub-systems, which
synergize together to convert the mechanical energy from the wind to active electrical
energy. Similarly, the solar photovoltaic (PV), concentrated solar power (CSP) and
geothermal energy sources are made up of the same. The effectiveness and efficiency
of these systems during their useful life are hinged on their maintenance.
Many of these energy harvesting systems now come with real-time monitoring
integrated systems for real-time condition monitoring. For example, the WTG used
in large wind farms is a massive system of systems, which consists of hydraulic,
gearbox, electrical wiring systems in the nacelle. These systems all have sensors
which monitor their conditions, and data from these are logged within a defined
resolution of time. Similarly, the solar, geothermal and biomass plants all have similar
condition monitoring systems from which the data evolving can be further harvested









Ocean Thermal Energy 
Wave Energy 
Fig. 1 Renewable energy sources
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3 Life Cycle Inventory and Its Associated Stages
Extraction of inputs and outputs to the product or service system forms the crux of
LCI process. Obtaining relevant data for the system process being examined is one
of the major challenges of LCA studies. There exists paucity of data for inventory
databases to draw from. Moreover, many of the available data do not capture dynamics
of the system under study, which makes sensitivity analysis and process alternatives
for environmental improvements technically impossible [19].
System modelling in LCA studies involves a trade-off between tractability
and complexity. In ensuring tractability of every model, modellers often trade-off
tractability for complexity, thereby making the system models simple. These simple
models do not often represent the actual reality and often less describe the system
being analysed. Many critical upstream and downstream processes are often relaxed
due to unavailability of data [14]. The new generation of renewable energy systems
generates real-time operational data intermittently, which can be harnessed using
sensor technology.
3.1 Life Cycle Inventory Stages
Primal to LCA studies is the life cycle inventory (LCI). The LCI process involves
quantification of inputs and outputs into a system including the material and energy
flow across the system. Basically, the LCI processes are divided into four stages as
shown in Fig. 2.
The first stage involves identification of the whole products or processes involved
in the LCA. The second stage focuses on the collection of data from various processes
involved. The third stage defines the system boundaries, and the fourth stage adjusts
the inputs and outputs to the system functional unit [20]. The data collection stage,
however, has been identified as the most difficult and time-consuming step in the LCI
process [20]. It often involves collection of a large data set from relevant companies,
which includes activity data for assessing both background and foreground processes
Life Cycle Inventory
Process Design Data Collec on System Boundary Re-de ni on
Adjustment of 
Inputs/Outputs to 
the Func onal Unit 
Fig. 2 The LCI processes with emphasis on the data collection process
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[5]. These data are highly fundamental to an efficient LCA study and are mostly found
in common LCA databases. Significant developments have evolved on databases for
LCA studies over the years; however, these data are based on industry averages.
Asides the effort required in the data collection process, the challenge of data quality
and archiving has substantial impacts on the reliability of LCA results [5].
Over the years, the quest to replace classical decision-making technologies with
intelligent ones in production systems has dominated the century. Artificial intel-
ligence (AI) refers to computational techniques capable of demonstrating human
cognition at the highest level and performing at such [21]. There are numerous agents
associated with AI, some of which include machine learning, cognitive intelligence
and deep learning [21]. These agents possess highly dynamic algorithms capable of
imitating the human behaviour in terms of decision-making. They possess ability
to study patterns in highly complex problems and make logical inference with a
high level of precision. The use of AI has gained significant development in indus-
trial systems for continuous production within the past few decades so much that its
smartness is fast going out of control [22]. This is seen in the automated factories,
intelligent robots for material handling and hazardous unit processes, and complex
nexus of systems requiring precision in decision-making. In the last decade, the
emergence of the Fourth Industrial Revolution (4IR) characterized by the evolution
of cyber-physical systems has necessitated advanced manufacturing technologies
across the globe [23]. This revolution has concomitantly translated into increased
data complexity, velocity and size [24]. This is presently having significant influ-
ence on the energy sector as observed in the new generation of energy systems. A
paradigm shift from the obsolete power generating plants to the smart power plants
is observed not only in the renewable energy space but also in the non-renewable
energy space.
4 Integrating Artificial Intelligence into Life Cycle
Inventory—Proposed Roadmap
Artificial intelligence techniques consist of integrated white and black box models,
which study hidden patterns and features within data towards intelligent decision-
making. Its integration into LCI offers high prospects in evaluating environmental
impacts of global and local concerns in LCA studies of renewable energy systems.
A roadmap towards integration of artificial intelligence in LCI of renewable energy
systems is illustrated in Fig. 3. The critical points in the data flow are further explained
briefly in this section.
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Fig. 3 Data flow from acquisition to retrieval with artificial intelligence integration
4.1 Data Acquisition
This forms a crucial step towards an effective LCI in LCA studies. Effective LCI in
LCA is dependent on the availability, accuracy and recency of the data used. Data in
this category can be obtained from primary and secondary sources. Primary source
data can be obtained via the use of sensor technologies. One of the major contributors
to the avalanche of data we have today and years to come is the sensor technologies.
These technologies transmit data in real time according to a communication protocol
from devices to which they are embedded.
In recent times, continuous production processes employ the supervisory control
and data acquisition (SCADA) systems. Through the SCADA, data acquisition,
monitoring, control and over-limit triggers are ensured in continuous production
systems [25]. These systems, through sensor technology, generate an avalanche of
data of process parameters and conditions in real time whose warehousing offers
a high prospect for the future of LCA studies of such systems. The use of sensor
technology with real-time data logging offers a great potential for future LCA studies
enabling all processes to be incorporated in the product or process life cycle study.
Many LCA studies are static studies. They define system processes as static processes
without considering dynamics of the process. Assumptions are often made in life
cycle software that every process works as expected. An example is seen in modelling
the transportation of raw materials or end products to end-users. Breakdowns and
corrective maintenance processes which might have occurred along the process, as
well as materials used up in such processes, are often never accounted for. The
dynamics of the process obtainable from real-time data of upstream and downstream
processes enables a good sensitivity analysis to be performed at the interpretation
phase in the course of the product or process LCA. Asides from the possibility of the
system dynamics, the availability of region-specific data is ensured, when process
machineries are manufactured with future LCA study in view.
However, a critical challenge in sensing continuous processes and real-time data
logging is data storage and structuring. Humongous volume of data is bound to
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be generated from these processes in real time leaving a critical challenge to data
management. Management of this big data can be achieved using the proposed frame-
work in Fig. 3. Notable in big data studies are their five Vs. These include the volume,
velocity, variety, veracity and value. These five concepts therefore require an intel-
ligent solution approach towards ensuring that they become advantages and not
disadvantages in the LCI process.
The secondary data are process data archived in plant books. To increase the
availability of these data, digital copies of these data are recommended to be struc-
tured under which product, process and plant-specific data can be stored for future
retrieval.
4.2 Data Mining
Making deductive information from avalanche of data requires studying the patterns,
trends, anomalies and correlations, from a large data set. Data mining forms the crux
of knowledge discovery process (KDP). The process follows two techniques: the
descriptive and the predictive approaches [26]. Shown in Fig. 4 are the examples of
data mining techniques. In renewable energy systems, the predictive and descrip-
tive techniques have significant applications towards acquiring useful information
from the database of the acquired data for the LCA process. Predictive analysis
from the data pool gives a projection of the equipment status at specific instance
which will increase the novel field of “Predictive LCA” studies. Several intelligence
algorithms in the literature have proved efficient in predictive analysis like artifi-
cial neural network (ANN), hybrid and standalone adaptive neuro-fuzzy inference
system (H-ANFIS/S-ANFIS) and support vector machine (SVM), [27–30].
Regression Anomality Detec on
Classi ca on Segmenta on 
Dependency Modeling
Predic ve Techniques Descrip ve Techniques
Fig. 4 Some data mining techniques
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4.3 Data Structuring
Data structuring is highly essential for archiving and easy reference at the point of
use. This technique involves the use of local and central servers to optimize data
volume and variety. The data from renewable energy harvesting equipment are often
resident on the SCADA system. The present SCADA system, however, presents real-
time status of the equipment or farm for informed decision-making. The SCADA
system requires a database management system (DBMS) of which the relational
DBMS is often used. The relational database monitoring system (DBMS) stores data
in the form of tables consisting of rows and columns for easy and rapid retrieval [31].
Integrating the structured query language (SQL) with the SCADA system enables
data from the SCADA’s DBMS to effectively communicate with other enterprise
software. Prospect of communication between LCA software and the SCADA system
will offer a high prospect in localized LCA studies, thus reducing the problem of
LCI data unavailability.
The conventional means of data structuring has proved effective over the years;
however, an integration of AI methodologies in this process offers a higher prospect in
reducing throughput and increasing accuracy. Mined useful data can be intelligently
clustered to associate related data with one another in the system. Product and process
with high level of similarities can be structured together for easy drill down during
the retrieval stage.
4.4 Data Warehousing and Retrieval for LCA Studies
This is one of the crucial stages in data preparation for intended purpose. Data
warehousing has been observed to be the centre for the architecture of the future
information systems. A data warehouse is defined as an integrated decision support
database whose content emanates from numerous operational databases [32]. The
warehouse architecture is tripartite vis-à-vis the backend data extraction process,
the warehouse and the front-end data access process. A data warehouse takes into
consideration the subject-oriented, integrated, time-variant and non-volatile concepts
of data. An LCI for renewable energy sources requires data from numerous databases.
It is expected of a data warehouse to contain current detailed data, older detailed
data, a lightly summarized data, a highly summarized data and a metadata [33].
Efficient data warehousing for easy accessibility is highly essential for real-time
data availability for LCI in LCA studies.
An efficient front-end data retrieval process is highly essential for efficient and
effective LCI for LCA studies where accuracy and speed of retrieval help to minimize
the throughput of the process. At data retrieval process, it should be ensured that data
quality is maintained such that specific data for intended purpose are made available
without trade-off between dimensionality and quality.
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5 Conclusion
Environmental sustainability of emerging renewable energy sources has become a
global concern. LCA tool has proven to be highly efficient in quantifying these
impacts. However, its procedure consists of several processes in which LCI forms a
significant part. In this study, we identified the integration points between LCI process
and artificial intelligence towards ensuring availability of quality and reliable data
for the LCA process. The data value chain was studied from data acquisition to
data retrieval. Real-time data collection and processing using artificial intelligence
techniques was proposed in this study at specific echelons of the data chain. AI
techniques can be used in data mining and structuring processes, which we believe
will reduce throughput of the process, increase data quality, enhance data structuring
and warehousing, and increase efficiency in data retrieval.
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This chapter has been able to present articles that have been submitted, published, or under review 
in DHET listed ISI/Scopus indexed journals.  Strong advocacy for renewable energy as the energy 
of the future both globally and in South Africa has been presented. Also, the results of pilot studies 
have been presented and that of location-specific forecasts of wind and solar resources. 
Furthermore, a framework for integrating GIS-MCDM with artificial intelligence has been 
developed and demonstrated using the Eastern Cape Province for wind resource and Western Cape 
for solar-PV resource.  
With the focus of the research on hybrid renewable energy-based facility location, the use of GIS 
for wind and solar energy with the prospect of embedded generation and the integration of artificial 
intelligence along the process was established. Overall, the integration of artificial intelligence in 
the wind and solar resource location provides a better understanding of the resource variability, 
aids strategic and operational resource planning, and also helps wind and solar farm developers 




















CHAPTER THREE  
Peer-reviewed/ Scopus indexed Conference Proceedings  
3.1. Introduction  
This chapter presents all the manuscripts which are proceeds from various conferences which are 
Scopus indexed with the rigorous blind peer review process. The conference articles presented 
were submitted, accepted, presented, and published. The author of this thesis is the first and the 
main contributor to these articles. Further to this, the author of this thesis conceptualized, carried 
out the literature survey, designed the methodology adopted, analysed, and interpreted the results 
obtained from these studies. An introduction to each of the contributions is presented at the 
























3.2. Article 1 
Powering the future university campuses: a mini-review of feasible sources 
Published in 2nd International Conference on Sustainable Materials Processing and Manufacturing 
(SMPM 2019), Procedia Manufacturing.  
DOI:  10.1016/j.promfg.2019.05.003 
 
This study forms part of the pilot study conducted to establish the significance of a sustainable 
RES but now in university campuses. The study emphasizes that university campuses are replete 
with an abundance of four identified RES: solar, piezoelectric, energy from turnstile doors, and 
biogas. Wind energy was not considered due to its environmental impacts both on the 
communication network and avian habitat. Solar energy as mini-grids was identified as a viable 
source of power at a departmental or faculty basis via solar roof-tops. The other three sources are 
dependent on the population of students and institutions with large populations stand to benefit 
more from these sources. 
The university is seen as the custodian of research, hence, embedded generation via institution-
owned mini-grid is expected to be rooted in these places. This not only reduces the load on the 
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growth, presents a possibility of globally achieving 100% renewable energy by 2050 [1]. Taking up this challenge, the 
incorporation of embedded generation to distributed systems is increasing beyond anticipated [2]. Solar and wind 
farms are associated with vast expanse of land and transmission cost. Embedded generation reduce this cost and 
transmission losses. Distributed renewable energy systems have a high prospect of offering a cost-effective electricity 
to over 1billion people who live without access to electricity thereby achieving sustainable energy [1]. 
With the canvas for green energy, it is indicative that strategic planning be made by universities on embedded 
power generation. Power generation from immediate sources will no doubt constitute annual energy cost savings and 
increased energy reliability. The university system can be divided into two based on the provision of accommodation 
facilities: the residential and the non-residential institutions. Residential campuses consume more energy compared to 
the non-residential campuses due to additional consumption from the student and staff residences. The quest for formal 
education is fast increasing both in the developed and developing countries. Consequentially, there is high possibility 
of a yearly increase in student enrolment, and a decline may rarely occur. With more residential institutions and an 
increase in facilities to meet the academic research demands and student livelihood, it is important that universities 
harness possible energy sources available within their reach in order to meet up with the associated increase in energy 
consumption. Presently, a good number of institutions are being placed on priority phases on the national grid, which 
consequentially has a ripple effect on the energy cost per year. 
Universities are expected to play the frontal role in ensuring a sustainable energy system through research, which 
includes ensuring energy-independent campuses [3], [4]. While few have taken up the challenge [5], [6] many still 
completely dependent on the national grid to satisfy their energy demand. However, little is known about immediate 
sources of energy which can be harnessed in a typical university environment. This study reviews selected renewable 
energy sources considered viable in a university environment.  
This paper provides a mini-review of feasible renewable energy sources in a university environment, easily 
assessable for power generation. It gives a possible mix of renewable energy sources in a university environment, for 
an embedded system and their prospects in section 2. Section 3 concludes the paper. 
2. Methodology 
2.1. Possible sustainable energy sources in a campus environment 
Several constraints are associated with the use of specific renewable energy sources. For example, wind energy is 
a viable renewable source, which offers high prospects of return on investment in areas with high wind speed. 
However, its operation is associated with noise [9], [10], usually noticeable at night, which could constitute nuisance 
to the environment. It is also discovered that over 100,000 birds and bats are lost to wind power on an annual basis 
[11]. This reduces bird migration and fosters a population decline even among rare species of the avian habitat within 
the ecosystem. Wind energy has been discovered to increase ambient temperature during operation. They are also 
associated with interference with radio and TV signals [12] and possibly communication networks. Also, wind speed 
varies with geographical locations and so wind energy potential of some areas may not be harvestable for power 
generation. Wind speed does not form a primary factor in locating university campuses and so the wind speed in a 
campus environment may not be enough to drive a wind turbine. Therefore, environmentally friendly, and easily 
harvestable energy sources best suited for a campus environment are considered in this study. The framework for this 
is shown in Fig. 1. For literature search, the ScienceDirect, IEEE Explore, Taylor and Francis and Springer databases 
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Fig. 1.Feasible campus renewable energy sources 
2.1.1. Solar energy 
Solar energy constitutes one of the promising and fastest growing renewable sources [11]. The energy is harnessed 
in two forms; through the photovoltaic (PV) panels, or concentrated solar power (CSP). Commonly used in a campus 
environment is the PV harvesting technology as an off-grid energy source [13], [14]. This is because of its low initial 
cost and reduced space requirement compared to the CSP. With increasing energy demand in university campuses, 
three options are proposed for PV system: an off-grid system with localized distribution, an off-grid with centralized 
distribution and an on-grid system. While the off-grid with localized distribution enhances energy reliability at 
departmental levels, it attracts energy storage cost. The off-grid with centralized distribution reduces maintenance cost 
by eradicating the silo effect associated with de-centralization, also attracts energy storage cost however, on the other 
hand, the system reliability is quite lesser compared to the first option. The on-grid system does not directly attract 
energy storage cost. University environment is often associated with high rise buildings, which favour high solar 
isolation for effective use of PV system by mounting PV panels on pitched rooftops [15]. The amount of solar isolation 
received depends on several factors among which is the hemisphere, season of the year, solar elevation, altitude, 
azimuthal, and angle of tilt [15], [16]. The solar PV system has been experimented on several campuses [13], [17], 
[18] with successful results. Its integration into the university energy mix not only reduces the carbon footprint of the 
university but also enhances energy sustainability. 
Among many other factors, optimal harvesting of solar energy largely depends on the location of the solar system. 
This is the most important factor in an urban solar design, which determines its success or failure [19]. Amount of 
solar energy available also depends on both climatic and atmospheric factors. During peak periods (high isolation), 
PV panels are expected to perform optimally than during off-peak periods (low insolation). Hence, good knowledge 
of solar theory and geometry predicate maximum solar energy harvesting, even in its installation in a university 
environment. 
2.1.2. Piezoelectric energy harvesting 
Piezo-electric transducers (PZTs) offer great potential for energy in student environments (e.g. entrances and exits 
of lecture theatres, and student talk shops). Piezoelectricity emerged from the electrical polarization by subjecting 
certain types of crystals, to mechanical strain and pressure [20]. Possibilities of different piezoelectric materials to 
generate electricity have been explored like Quartz, Lead Zirconium Titanate (PZT), Lithium Niobate (LiNbO3) [21] 
and Barium Titanate (BaTiO3) [22].  Electricity produced from these materials is proportional to the rate of mechanical 
strain applied [23]. This relationship is usually expressed as the piezoelectric coupling equations as follows [24]: 
 
𝑆𝑆 = 𝑠𝑠𝐸𝐸𝑇𝑇 + 𝑑𝑑𝑑𝑑                                                                         (1) 
𝐷𝐷 = 𝜀𝜀𝑇𝑇𝑑𝑑 + 𝑑𝑑𝑇𝑇                                                                         (2) 
such that T is the stress, S is the strain, D is the electric displacement, E is the electric field, 𝑠𝑠𝐸𝐸 is the elastic 
compliance for constant electric field, d is the direct/converse piezoelectric effect and 𝜀𝜀𝑇𝑇is the dielectric permittivity 
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for constant stress. Electricity generated from PZTs are commonly stored in rechargeable batteries or supercapacitors. 
However, it is established that supercapacitors perform more efficiently than rechargeable batteries in PZT systems 
in terms of energy efficiency, self-discharge rate, lifetime and energy density [25], [26]. The study by Mirooomand 
and Foroughi [27] established that about 416.6µW can be generated from human normal pace of walking. An 
aggregate of this is enough for many applications such as lower power Light Emitting Diode (LED) devices. For a 
university environment, a framework shown in Fig. 2 can be adopted on an array of PZTs, which could be triggered 










Fig. 2. Schematic flow of the PZT system 
Levelized cost of electricity (LCOE) from this technology in a campus environment is expressed as a ratio of cost 
over lifetime to sum the of electrical energy generated over a lifetime: 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 =  
∑ 𝐿𝐿𝑖𝑖𝑡𝑡𝑖𝑖
∑ 𝐿𝐿𝑖𝑖𝑡𝑡𝑖𝑖
                                                                                                       (3) 
and stated as [24], [28]:  
 
      𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝐿𝐿𝑝𝑝 +  𝐿𝐿𝑖𝑖
𝑊𝑊𝑝𝑝  × 𝑁𝑁 × 𝑤𝑤 × 365 × 𝑌𝑌
                                      (4) 
 
where 𝐿𝐿𝐶𝐶 is the unit cost of each PZT, 𝐿𝐿𝐶𝐶 is the installation cost, 𝑊𝑊𝐶𝐶 energy output from each PZT per impact in 
kWh (vehicle or human), N is the number of vehicle or student impacting the device per day, w is the equivalent hit 
rate and Y is the service life (year).  Procurement and installation cost per square meter were estimated based on the 
study by Urquizza et al., [28] as $1207 and $75/m2 respectively. From the study, an area of 100m × 0.2m can take 
30,000 cymbals of PZT, which gives an installation cost of 0.86cents for each PZT cymbal. From the study by Zhang 
[29], average energy output per PZT is estimated to be 2.78 × 10-10 kWh. Service life of PZTs in between 5-15 years 
[24]. PZT is can be installed in entrances to lecture halls and on speed breakers within the university and so, for a 
typical university, the traffic volume N can be estimated based on arrival rate of entities using Poison distribution. 
Installation is positioned such that equivalent hit rate is 100%. Eqn. (4) then becomes: 
 
      𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑃𝑃 =  
1207 +  75
2.78 ×  10−10  × 𝑁𝑁 × 𝑤𝑤 × 365 × 𝑌𝑌                                                                                   (5) 
 
Several studies have been done on energy harvesting using PZT [20], [24], [30]–[32], with high success rate. 
Harnessing this technology in educational institutions has high prospects for viable and sustainable energy. 
2.1.3. Energy from turnstile doors 
Educational institutions are often replete with rotary devices with a high frequency of use. An example is the 
turnstile doors, for access control. These doors are installed at entrances and exits, such that students use their identity 
cards to activate the doors, which itself only permits a single user at a time. The common designs are four segments, 
three segments; this in terms of the compartments and half height, full height or waist height; in terms of the door 
height. These devices can be secondarily used for electricity generation. The frequency of use is directly proportional 
to the number of students on foot entering the university in a day. The angles of rotation of these doors are mostly at 
90o per user or 120o per user. In both cases, electric motors fixed at rotary components of the doors can generate 
energy open use, with energy generation proportional to the frequency of use. 
Foot/Car Pressure on 
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Power generation from turnstile doors can be achieved by a gear mechanism. A driver gear is attached to the door 
and a driven gear attached to an electric motor. The gear arrangement is that of an increase in speed, such that the 
number of teeth on the driver gear is more than that on the driven gear. Not many studies have been done on energy 
harvesting from such device as turnstile doors, though a few exist in the use of rotary mechanical devices actuated by 
wind, water or human [33]. Considering the frequency of use and sustainability, energy harvesting using access control 
doors offers high prospect, most especially in educational institutions. 
2.1.4. Biogas 
 
The university environment generates several categories of waste. These include plastics, metals, papers and 
biowaste. It is necessary to consider the rate of biowaste generation and energy demand before this alternative can be 
considered as viable for power generation. Institutions with eateries and cafeteria generate more of this waste, which 
supports this technology. A study by Sebola et al. [34], which uses one of the four campuses of University of 
Johannesburg as a case study established that an average of 255.25kg of biodegradable waste is generated by the 
campus on a daily basis. With increasing yearly student enrolment, there is anticipated more biodegradable waste 
generation in future. A biowaste plant situated in school will reduce the dependency on electricity consumption by 
campus eateries for daily operation. Biogas generated after scrubbing can be stored for later use.  
The rate of biogas generation largely depends on several factors among which are; type of university (residential 
or non-residential), the population size. Harnessing energy from biowaste will not only reduce dependency on fossil 
fuel but also enhance circular economy. This technology is viable in educational institutions for power generation 
seeing the rate of waste generation. 
3. Conclusion 
Educational institutions are replete with energy sources, which have a high potential for power generation but have 
been trivialized. This article considers four energy sources available in abundance in a university environment: the 
solar, PZT, turnstile doors and biowaste. These sources constitute energy sources for future campuses. Deploying 
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The motivation for this study was the state of sub-Saharan Africa in embracing renewable energy 
as a substitute for fossil fuels. While some other parts of the world like the United States of 
America and China champions the renewable energy transition, this study seeks to determine the 
state of sub-Saharan Africa in the transition and with historical data forecast the state of the region 
in the following year using backcasting, nowcasting and forecasting techniques. An artificial 
neural network was used in this study. The backcasting was evaluated using statistical performance 
measures to ensure its reliability of the nowcast and forecast. For the performance metrics used, 
RMSE of 0.29, MAD of 0.18, and MAPE of 14.69 were obtained. In conclusion, it was expected 
that the percentage of renewable energy (exempting hydropower) in sub-Saharan Africa will rise 
to 4.13 % in 2020 if all conditions proceeds as normal. Government policies that encourage the 
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Abstract: Energy transition in the last decade has experienced increased quota of renewable 
energy in the global energy mix. In sub-Saharan Africa (SSA), the transition from the fossil 
fuel to the renewable energy source has been gradual. The state of renewable energy in the 
region in the next decade is the focus of this study. This study uses a single-layer perceptron 
artificial neural network (SLP-ANN) to backcast from 2015 to 2006 and forecast from 2016 to 
2020 the percentage of renewable energy for electricity generation, exempting the hydropower 
in the energy mix of the SSA based on historical data. The backcast percentage renewable 
energy mix was evaluated using known statistical metrics for accuracy measures. The root 
mean square error (RMSE), mean absolute deviation (MAD) and mean absolute percentage 
error (MAPE) obtained were 0.29, 0.18, and 14.69 respectively. The result shows possibility of 
an increase in the percentage of renewable energy in the electricity sector in the region. In 
2020, the percentage of renewable energy in sub-Saharan region is expected to rise to 4.13% 
with exclusion of the hydropower. With government policies encouraging the growth of the 
renewable energy as a means of power generation in the region, the predicted percentage and 
even more can be realized.  
Keywords: Non-linear autoregressive ANN; Renewable energy; sub-Saharan Africa 
1. Introduction  
Renewable energy is fast becoming a global mantra aimed at mitigating climate change and global 
warming associated with energy sector. The African continent is among the continents endowed with 
high potentials for renewable energy sources with their abundance being a geospatial variant. While 
the solar energy is ubiquitous, the biomass, and the hydropower are more abundant in the wet, 
southern, and central regions of the continent. Wind energy on the other hand has its large presence in 
east, north the southern regions of the continent [1]. It is alarming that about 56% of the countries in 
Africa still experience periodic power outages and load shedding [1]. Quantitatively, about 2%  of her 
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gross domestic products (GDP) is being lost to these [1]. The SSA is notable for high potential of 
renewable energy for power generation [2]–[6]. However, the SSA region is still referred to have the 
least energy access rate on the globe [7]. The renewable energy sources among other available energy 
sources in SSA have been identified to possess a very high prospect of transforming Africa’s industrial 
sector with increased energy access either at mini-grid, micro-grid or nano-grid levels, thus naturally 
creating competitiveness among small and medium-sized enterprises, and modular industries.  
The sub-Saharan region constitutes a part of the African continent where about 80% of the continent’s 
population resides [8]. The region accounts for 13% of the world population, but, provides only 4% of 
its energy demand [1]. Despite the proliferation of the renewable energy sources as alternative and 
clean source of power generation, statistics showed that in 2010, about 95% of people in the sub-
Saharan region still depends on the solid biomass for cooking [9] and other unclean sources for power 
generation [10]. However, recent statistics show that about 600 million people in the region lack 
access to electricity and 890 million still depend on conventional types of fuels for cooking [11]. Even 
though, this statistic has reduced in compared to a decade ago, the percentage reduction is not 
laudable. The larger percentage of the present-day SSA still has significant reliance on fossil fuels for 
power generation with most being off-grid.  
Electricity among other types of energy has remained one of the primary markers of socio-economic 
development [9], [12], [13]. Since 2012, over 100 million people per year have gained access to 
electricity across the globe as compared to the rate of 60 million people per year in the previous 
decade [14]. Globally, about 1.3 billion people lack access to electricity with almost half of this 
population residing in the SSA [3]. Since the eighties, the electrification rate of SSA has remained low 
with no increase in the power supply per capita [15], [16]. Clean energy revolution has, however, 
being identified as the tool for winning the present energy poverty fight in the SSA [17]. Even though 
access to affordable, reliable, sustainable, and clean energy for all forms the seventh Sustainable 
Development Goal (SDG), it has been established that this seventh SDG is the solution to the first 
goal- “ending poverty in all its forms everywhere” [18]. These encompasses energy in entirety, 
involving the electricity and clean fuel technologies for all use [19]. The United Nations in the 
development of 2030 agenda for sustainable development has the set time around the corner. It is 
expedient to evaluate where in the region is in meeting the seventh SDG and potential roadmaps 
towards achieving this with renewable energy sources.  
Renewable energy integration into the energy mix of sub-Saharan African countries is gradually 
gathering steam with a yearly increase in the percentage it occupies within the energy strata. In the 
SSA, report shows that wind, solar and biomass resource is gradually increasing in their integration 
into the national grid of the several countries [1]. For example, South Africa, as one of the countries in 
SSA has one of the most developed renewable energy programme in the region [20]. The programme 
has attracted about 195 billion rands to South Africa, 25 % of which is from foreign investors [21]. 
Also, renewable energy, including hydropower accounts for about 80 % of the electricity generated in 
Kenya [22]. Kenya has the first geothermal spring in Africa. Other sources for power generation 
include hydropower, oil thermal, wind power, and cogeneration from sugarcane bagasse [22]. This 
makes her electricity generation system one of the most sustainable globally. Strategic plans are being 
made by the country to meet the anticipated double increase in energy demand in 2020 and a six-time 
increase in 2030. Similarly, Ethiopia is endowed with abundance of renewable energy sources with a 
potential to generate over 60,000 megawatts from a nexus of wind, solar, hydropower, and 
geothermal. However, the country currently has 2,300 megawatts installed to serve her population of 
95 million people, but with further plans to harness more of wind and geothermal resource in the 
country [23]. 
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Empirical models are data driven models which unravel the hidden patterns and trends. They have 
been widely used in several studies with varying performance. Such models like Adaptive Neuro-
Fuzzy Inference System (ANFIS), and artificial neural network (ANN) have found relevance in energy 
studies for short-term forecasting [24], [25] and long-term forecasting [26], [27]. These models learn 
patterns in data either using a supervised, unsupervised, semi-supervised, or deep learning approach 
[28]–[31]. These models can be autoregressive or input/output. The autoregressive models use the 
historical data at a specific delay to predict subsequent values within a trend. Many of these models 
fall into the category of self-organizing maps (SOMs). These SOMs models transforms the input of an 
arbitrary dimension into one or two-dimensional discrete map with neighbourhood constraint.   
Energy is a subtle undertone of the industrial revolution with improved technologies for power 
generation prevalent in each revolution. It is saddening to realize that SSA countries were mere 
spectators in the first, second, and third industrial revolution. The fourth industrial revolution is 
closing-up on the sub-Saharan region at an alarming speed. To ensure that SSA countries are not 
spectators once again but key contributors, it is expedient to determine the percentage of renewable 
energy in the SSA energy mix in 2020 and a roadmap towards increasing this percentage as region 
prepares for the next decade. This study backcast and forecast the percentage of renewable energy 
sources exempting the hydropower in the energy mix of the SSA region using single layer perceptron 
non-linear autoregressive artificial neural network (NAR-ANN) with enhanced smoothing technique 
to achieve a percentage for 2020. The study also briefly discussed the roadmap to ensuring more of 
renewable energy is integrated into the energy mix in the SSA region. 
 
2. Methodology  
 
2.1. Data collection  
Time series data of the percentage of renewable energy exempting the hydro resource was collected 
between 1971 and 2015 from the world bank database. The data forms a representation of the 
percentage of renewable energy nexus in the total energy mix of the 46 sub-Saharan African countries. 
2.2. The Artificial Neural Network (ANN)  
The ANN is a black-box modelling technique which imitates the biological nervous system in its 
mode of operation. The technique maps the input-output space by receiving inputs and processing 
them through a network of interconnected processing elements called neurons [32], [33]. Each neuron 
receives input signals with an associated weight from relative neurons or the input layer. A non-linear 
activation function which processes the signal in each neuron exist. ANN models are categorized by 
the number of layers as either a perceptron (with single layer) or a multi-layer perceptron (comprising 
multi-layers). They can also be categorized according to the input/output processing as either 
backpropagation, recurrent or gradient descent models. A typical perceptron consists of an input layer, 
a hidden layer, and an output layer. ANN has found its usefulness in intelligent non-linear function 
approximation, and time series forecast [34]. Basically, it has been commonly used as a forecasting 
technique due to its robustness and ability to learn different data patterns without a prior understanding 
of the system being modelled. Despite its several advantages, one of its setbacks is its black box 
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2.3. Modelling technique 
The non-linear autoregressive (NAR) neural network approach was used in this study for a short-
term forecast of the percentage of renewable energy mix in the next decade. The NAR model is 
significantly useful in forecasting time series data from historical data. The autoregressive equation for 
a given series 𝑦! can be represented by [35]: 
 
𝑦! =  𝑎!𝑦!!! +  𝑎!𝑦!!! +⋯+  𝑎!𝑦!!! +  𝜀!                                    (1) 
where 𝑎!, 𝑎!,… 𝑎! are called the autoregressive parameters and 𝜀! are normally distributed error term 
with a mean of zero and a finite variance 𝜎!. 
From the least square method, the autoregressive model parameters were calculated using: 
𝜑! = 𝑦! −  𝜑! 𝑦!
!
!!!
,                                                                       (2) 
(𝜑! ,𝜑! ,… . ,𝜑! )! = 𝐿!! !×!
!!  𝐿! !×!                                    (3) 
where the observation mean, 𝑦! , 𝑖 = 0,1,… , 𝑝 can be calculated using: 






        𝑖 = 0,1,… 𝑝                                      (4) 
and the 𝐿!! = (𝑆!")!×! is a matrix in the 𝑝𝑡ℎ order, however, 𝐿! = (𝑆!, 𝑆! ,… , 𝑆! )!   is a column 
vector in the 𝑝𝑡ℎ order, whose constituting elements can be determined using: 
𝑆!" =  (𝑦!!!
!
!!!!!
−  𝑦!) (𝑦!!!  −  𝑦!)      𝑖, 𝑗 = 1,2,… , 𝑝       (5) 
𝑆! =  (𝑦!
!
!!!!!
−  𝑦!) (𝑦!!!  −  𝑦!)      𝑖 = 1,2,… , 𝑝               (6) 
Estimating the coefficient of the autoregressive characteristic equation (3), 𝜑!,𝜑!,𝜑! ,… ,𝜑! , the 
autoregressive prediction model equation then becomes: 
𝑦!!!|! =  𝜑! +  𝜑! 𝑦!!!!!|!
!
!!!
                                                    (7) 
such that 𝑦!!!|! is the 𝑙 −step-ahead prediction at a time n+l.  
The ANN modelling proceeds by a single-layer perceptron. A log-sigmoid transfer function was used 
for the hidden layer. The training process was performed with 1000 epochs as maximum possible 
iterations. Multiple trainings were performed towards minimizing the mean square error and avoiding 
underfitting and overfitting. Multiple trainings were experimented and the different number of neurons 
in the hidden layer tried with different training functions. A delay of 10 and a total number of neurons 
(𝑁! = 30) was used for the hidden layer; Levenberg-Marquart backpropagation algorithm gave the 
best results. A total of 31 iterations was reached before one of the stopping criteria (maximum gradient 
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of 4.48×10!! ) was reached. It has been established in the literature that too many neurons in the 
hidden layer could cause overfitting or lack of generalization, thus resulting into large verification 
errors [36]. This was avoided in this study as much as possible. The script for the model was written 
on Matlab (2015a) and run on a computing device with a configuration of 4GB RAM, core i7 
2.20GHz processor. A 10-year prediction was performed and the result compared with the observed 
values. Performance evaluation of the result using known metrics was carried out. Based on this, a 
decade forecast of the percentage of the renewable energy mix in the SSA was performed. Strategies 
towards achieving the increase in the renewable energy quota in the region was developed.  
3. Results and Discussions  
 
3.1. Historical renewable energy profile of the SSA 
Shown in Figure 1 is a timeseries plot of the percentage of renewable energy integration for electricity 
generation in the SSA region for 45 years. This percentage includes all renewable sources except 
hydropower. It can be observed that the SSA region still has a low percentage of RE in sources for 
electricity generation. The data shows about three decades of RE for electricity generation in the 
region. The first decade in this data shows no significant change in the percentage. However, a 
significant increase is observed from four years after the first decade (from 1985). A decade from 
1985 (up until 2005), there is a gradual increase in the percentage of RE in electricity generation. At 
2005, the SSA achieved close to 1% renewable sources in electricity generation. However, a rapid 
increase in the use of renewable sources for electricity generation was observed in the third decade 
(from 2006 till 2015). This can be traced to a change in energy policy to accommodate more 
renewable energy sources in the energy mix at national levels. This was experienced in certain 
countries like South Africa, which inaugurated the Renewable Energy Independent Power Producer 
Procurement Programme (REI4P) in 2015 [37]. Similarly, renewable energy has been on the increase 
in other countries like Senegal, Ethiopia and so on with more plans to expand this at micro-grid level. 
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3.2. Model results 
From the range of the data (2015), a backcast of 10 years and a forecast of 5 years was performed. The 
backcast was compared with the actual renewable energy percentage (without the hydropower) as 
shown in Figure 3. A 5-year ahead forecast was performed between 2016 to 2020. The result shows a 
gradual increase in the percentage of renewable energy to be expected in the energy mix of SSA 
region.  Shown in Figure 3 is result of the ANN forecast compared to the observed values. Common 
statistical performance measures were used to compared the actual and predicted value for the 10 
years data, like root mean square (RMSE), mean absolute deviation (MAD), and mean absolute 
percentage error (MAPE) and calculated as using equations (1) to (3). The result is as presented in 
Table 1.  
Root Mean Square Error (RMSE) 
	  
𝑅𝑀𝑆𝐸 =  
𝑦! −  𝑦! !!!!!
𝑁
                                                                             8  
Mean Absolute Deviation (MAD) 
𝑀𝐴𝐷 =  
1
𝑁
 𝑦! −  𝜇
!
!!!
                                                                                      9  
Mean Absolute Percentage Error (MAPE) 








×100%                                                               10  
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Figure 2. Regression plot for the SLP-ANN model (this comprises of the  
training, testing, validation, and model overall regression) 
 
     Table 1. Comparison results between actual and  
      predicted percentage renewable energy. 
 





The regression value at model training, testing and validation obtained were 0.99808, 0.83273, and 
0.87956 respectively. This values as close to unity signifies that the model proceeds effectively in 
training, testing, and validation. The overall regression for the model being 0.98637 also shows the 
accuracy of the model.  
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Figure 3. A forecast of percentage renewable energy between 2006 and 2020 in the SSA. 
The error deviation from the mean was observed to be less than 0.5 and the MAPE value shows that 
the forecast is off by 14.62%. This shows reliability of the 5-year forecast. Presently, to the best of the 
authors knowledge, there have been no documentation on the percentage of renewable energy 
exempting the hydropower in the sub-Saharan region for 2020 (the last period in Figure 3) which 
necessitated this study. However, the result of this study was related to the REmap 2030 Africa 
analysis, a country-based analysis, which investigated the demand profile, resource endowment, and 
the potential for harvesting accounted for. The analysis showed that the African continent has explored 
less than 50% of her renewable energy potentials. The Remap 2030 analysis identified hydropower as 
occupying 14% of the African total electricity supply in 2013 (Figure 4) and it has been the 
predominant source of generation in the eastern and central regions [1]. However, other sources like 
photovoltaic (PV), concentrated solar power (CSP), and wind were envisaged to increase significantly 
within the African energy mix by 2030. They are envisaged to occupy close to half of the electricity 
generation with 20% for hydropower. Modern renewables are envisaged to share close to 22% of the 
African energy mix in 2030.  
North Africa is envisaged to lead the trail in 2030 as show in Figure 4. The SSA region comprises 
largely of other African regions exempting the Northern Africa. Small hydro is expected to dominate 
the mix of the SSA in 2030, which is exempted in this study. Other renewable energy sources occupy 
a small quota except the solar PV in the Southern Africa region. However, a backcast from 2030 to the 
2020, the focus of this study, we can say that the percentage of renewable energy sources exempting 
the hydropower in 2020 will be close to the predicted in this study. A marginal variation can exist 
which may not be statistically significant from the result obtained in this study. 
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Figure 4. Renewable energy prospect of Africa in 2030. Source [1] 
 
3.3. Achieving Increase in Renewable energy in SSA. 
Renewable energy is highly profiled on a global scale. This is not only due to its low-carbon nature 
but also due to its abundance compared to the non-renewable sources. Increasing its quota in the 
energy mix of the SSA largely depends on government policies and reforms. It has been established 
that the region has a high resource availability index [1]. The sustainability of renewable energy 
largely depends on diversification of sources in the region. Almost 87% of the world population are 
living without electricity access, the rural areas of SSA and part of Asia significantly contribute to this 
value [19]. The encouragement of renewable energy micro-grids will significantly reduce this deficit, 
most especially in SSA where resource availability is not a problem. The industrial sector constitutes 
one of the largest energy consuming sectors in the SSA. Energy efficiency in this sector through the 
adoption of modern facilities will reduce energy consumption rate, which in turn reduce pressure on 
energy generated. From the 2018 World Bank report, there was observed for the first time a fall in the 
percentage of people without energy access with Eastern Africa being the driving region [19].  This 
percentage can be further reduced by encouraging modular off-grid systems which rests on effective 
strategic planning at national level.  
 
4. Conclusions and Recommendations 
This study was able to forecast the percentage of RE in the energy mix of the sub-Saharan region from 
2016 till 2026. This study does not take into consideration the socio-technical aspect of RE and the 
dynamics of the renewable energy system, like change in policy, political instability, environmental 
conflicts in the RE space relative to existing policies, which could result in the closure of production 
plants. Historical data was only used for the intelligent forecast. It can be established from the result 
that RE percentage in the energy mix of the SSA will increase in the next decade. The actual 
percentage of RE in the energy nexus could be more, or less than the forecast in this study. This 
largely depends on the existing government policies, socio-economic factors, efficient siting of RE 
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facilities for electricity generation, environmental concerns (especially in wind energy harvesting) and 
many other factors. Further studies with the use of systems dynamics which integrates several obvious 
and latent variables in the renewable energy system is recommended. This will give a holistic view of 
the renewable energy integration in the electricity generation.  
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This is one of the pilot studies for the model evaluation and testing before its use for the research. 
The motivation for this study was to study the effect of clustering techniques in ANFIS standalone 
model. This study is a precursor to Articles 5 and 6 in sections 2.6 and 2.7 respectively. The study 
aims at using meteorological data to forecast electricity consumption, however, on a provincial 
basis and mid-term forecasting horizon. The Gauteng province was considered due to its 
significance as the highest energy-consuming province in South Africa. Two clustering techniques 
were considered: grid partitioning (GP) and fuzzy c-means (FCM) clustering. However, in 
consonance with Article 6, the FCM-based ANFIS model performs better than the GP-based 
model. The curse of dimensionality was observed to affect the performance of GP-based clustering 
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Abstract. Forecasting energy consumption is highly essential for strategic and operational 
planning. This study uses the Adaptive-Neuro-Fuzzy Inference System (ANFIS) for a mid-
term forecast of electricity consumption. The model comprises of three meteorological 
variables as inputs and electricity consumption as output. Two ANFIS models with two 
clustering techniques (Fuzzy c-Means (FCM) and Grid Partitioning (GP) were developed 
(ANFIS-FCM and ANFIS-GP) to forecast monthly energy consumption based on 
meteorological variables. The performance of each model was determined using known 
statistical metrics. This compares the predicted electricity consumption with the observed and a 
statistical significance between the two reported. ANFIS-FCM model recorded a better mean 
absolute deviation (MAD), root mean square (RMSE), and mean absolute percentage error 
(MAPE) values of 0.396, 0.738, and 8.613 respectively compared to the ANFIS-GP model, 
which has MAD, RMSE, and MAPE values of 0.450, 0.762, and 9.430 values respectively. 
The study established that FCM is a good clustering technique in ANFIS compared to GP and 
recommended a comparison between the two techniques on hybrid ANFIS model.  
Keywords: ANFIS; Electricity Consumption; FCM; GP; Mid-term Forecasting 
1. Introduction  
Over the years, electricity has been observed to be central to a sustainable economy [1] and has been 
considered as the most important resource in the global economy [2]. It has also experienced global 
increased demand despite the annual increase in generation. Many developing countries still have low 
electricity access, most especially sub-Saharan Africa [3], [4]. Population increase, technological 
advancements, human migration, increase in energy related anthropogenic activities and many more 
have resulted in increased electricity demand. One of the groups of exogenous variables which 
influence electricity consumption is the meteorological variable. It has been established that air 
temperature affects electricity consumption [5]. It highly influences energy consumption during the 
winter seasons in temperate regions, where electricity is largely used for space heating [6]. Among 
other factors which influence electricity consumption is the relative humidity, wind speed, solar 
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irradiance, cloud cover and so on [7]–[9]. In order to efficiently manage the demand side of energy 
system, there is need for electricity consumption forecast relative to meteorological variables which 
can be used for the purpose of strategic planning.  
The literature is replete with studies on electricity consumption forecast either in the form of an input-
output model [10] or as an autoregressive model [11]. These forecasts has been divided based on the 
time scales to short term, mid-term and long-term forecast [12]. The short-term forecasts are hourly, 
daily, and weekly time scale forecasts. The mid-term forecast, on the other hand, suggests forecast on 
a monthly time scale while the long-term forecasts on the yearly time scale. Many of these studies are 
related to energy consumption in buildings. For example, an investigation of the a campus energy 
usage was performed by Huang et al. [13]. The authors applied support vector regression (SVR) for a 
short-term prediction of the next 24-hours consumption in the institution. The day of the week, 
weekend indicators, temperature factors, historical hourly energy consumption profile, and occupancy 
indicators were used as model inputs while the output remains the 24-hour- ahead energy 
consumption. Similarly, a study by Massana et al. [2] on the short-term load forecasting for non-
residential buildings considered meteorological variables, occupancy, calendar, indoor environment, to 
forecast electric load of office buildings in a university environment. The study compared the 
efficiency of multiple linear regression (MLR), support vector regression (SVR), and multi-layer 
perceptron (MLP) for the forecast. Meteorological data are fuzzy in nature and this has a tendency of 
affecting the model output. Some studies have investigated the use of other models with fuzziness in 
the data accounted for. One of the commonest modelling techniques in this regard is the Adaptive 
Neuro-fuzzy Inference System (ANFIS).   
ANFIS technique is a modeling technique which combines the functionality of both the artificial 
neural network and fuzzy logic in a data-driven model [14]. The adaptive nature of ANFIS makes a 
non-linear mapping between inputs and output possible within n-dimensional space. ANFIS models 
follow a supervised learning approach with inputs and outputs. The technique has been used in 
different studies some of which includes hydrology [15], [16], energy systems [17], [18], geosciences 
[19] and so on. It has also been used in electricity consumption forecast. For example, Cevik and 
Cunkas  [20] experimented the use of fuzzy logic (FL) and ANFIS for load forecasting. While the 
model inputs were historical load, temperature difference and season the output is the load forecast. 
The study established the abilities of both models to be able to process large amount of data with 
accuracy of the forecast not compromised. Similarly, a one-step ahead forecast was performed by 
Cheng [21]. The study established the inability of statistical forecasting tools to perform efficiently in 
a non-linear data space. The study used a time series ANFIS model with a-step ahead integration. 
Also, Gholamreza et al. [10] applied ANFIS modelling to electricity demand using a combination of 
meteorological variables and socia-economic variables. Recently, the technique has been hybridized 
with optimization models like Particle Swarm Optimization (PSO) Genetic Algorithm(GA), 
Differential Evolution(DE)  [22], [23], and so on towards achieving a global optimal parameter for 
effective predictions. Increased prediction accuracy has been recorded from these hybrids. Significant 
to the ANFIS model is the clustering technique. Clustering tools group multi-dimensional data into 
clusters based on density or distance functions according to specified radius of influence. Significant 
to this study is the study by Tiwari et al. [24]. This study investigated the efficiency of two clustering 
techniques: the subtractive clustering and the fuzzy-c-means clustering technique on water quality 
index of a river. However, the point of departure in this present study is the investigation of grid 
partitioning (GP) and fuzzy-c-means ANFIS integrated clustering technique on electricity 
consumption forecast. Several studies that utilizes ANFIS models for energy consumption forecast are 
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building related, however, this study applies ANFIS to forecast for a nexus of electricity consuming 
sectors which comprises the Gauteng Province of South Africa. 
The world of fourth industrial revolution is tending towards not only smart manufacturing but smart 
buildings which include residential and non-residential buildings. These buildings are expected to be 
able to capture ambient variables to efficiently and intelligently optimize the energy consumption 
without user’s interference. Such buildings require intelligent algorithms with fuzzy capabilities for 
intelligent forecast, which forms one of the relevance of this study. One of these intelligent algorithms 
is the ANFIS modelling tool selected in this study. Gauteng province used as a case study in this paper 
constitute 24.1 % South African Population [25]. The province constitutes one provinces in the 
country with high consumption of electricity [26]. These consumptions largely come from industrial, 
residential, and non-residential buildings. However, this study investigates the effect of the choice of 




Two clustering based ANFIS models were developed in this study: the ANFIS-FCM and the ANFIS-
GP model. The two models were built with same inputs and output as shown in Figure 1. The 
performances of these models were evaluated using known statistical metrics and the results reported. 
The Gauteng province of South Africa was chosen as a case study.  
2.1. Data Collection  
Meteorological data from representative weather stations in the province were collected from the 
South African Weather Service within a period of 2007 to 2017 on monthly basis. These stations were 
selected based on proximity to residential and non-residential and buildings, knowing well that 
meteorological variables have a close relationship with electricity consumption [9], [27]. This was 
achieved using GoogleEarth Pro. The meteorological data used in this study include the average 
temperature, relative humidity, and wind speed as identified to influence electricity consumption. 
Monthly electricity consumption for the province within the same number of years was collected from 
the South African Monthly Bulletin. 
2.2. Model description  
The general ANFIS model follows the Type-II Takagi-Sugeno inference system [28]–[30]. The 
ANFIS model is a five-layered network consisting of the fuzzy layer, the product layer, the normalized 
layer, the de-fuzzification layer, and the total output layer. More information on these layers can be 
obtained in [28], [30].  ANFIS consists of adaptive nodes interconnected by directional links [31]. The 
ANFIS model used in this work comprises of the three meteorological variables as inputs and the 
electricity consumption within the period of the data collection as output (as shown in Figure 1). 
International Conference on Energy and Sustainable Environment
















Figure 1. The forecasting model using ANFIS framework 
Clustering forms an integral part of the ANFIS modeling technique. This technique groups individual 
members into fuzzy classes. It employs several properties to find the similarity groups in the data [32], 
[33]. Several clustering methods have been identified in the literature with each having its 
peculiarities. These are classified into partitioning methods, the hierarchical methods, the density-
based methods and the model-based methods [34], [35]. In this study, two clustering techniques (FCM 
and GP) were integrated into the ANFIS model. 
2.2.1. Fuzzy C-Mean Clustering  
The FCM technique follows the conventional Euclidean distance function that includes hyperspherical 
clusters [36]. The technique is a fuzzified version of the k-means algorithm which minimizes the least 
square error function 𝐽!(𝑈, 𝑣) also known as the c-means function as presented in eqn. (1). The FCM 
performs well when member classes are not pre-specified. It is very good at suggesting suitable classes 
for observations. In this study, the number of clusters, partitioning exponent, maximum number of 
iterations and minimum improvement used were 10, 2, 100, and 1×10!! respectively. 
𝐽!(𝑈, 𝑣) =  𝑈!"!
!
!!!
𝑥! − 𝑣! !




where   𝑣! = the centre of cluster 𝑗  
 𝐶 = number of clusters | 2 ≤ 𝐶 < 𝑛 
 𝑚 = weighting exponent 
 𝑥!= vector data of observations 
 𝐴 = positive definite (𝑛×𝑛) weight matrix  
  = 𝑛 −dimensional Euclidean space wherein sample data belong. 
2.2.2. Grid Partitioning 
This is the most commonly used fuzzy partitioning technique to generate fuzzy members from 
observations within a dataset. Two other fuzzy partitioning techniques are the tree partitioning and the 
scatter partitioning. The GP technique divides the input space into different fuzzy slices with each 
specified by a membership function thereby forming a partition. The technique uses similar 
International Conference on Energy and Sustainable Environment




membership functions on the input space to generate equal partitions within the symmetric 
membership function [37]. It has been established that finer grids offers a better model performance 
[38]. It should be noted that one of the common setbacks of this method is what is referred to as the 
“curse of dimensionality”. This is the exponential increase in the rule base as the problem size increase 
[39]. In this model, the Gaussian membership function was used for input and the linear membership 
function for output. The number of fuzzy rules is relative to the input-output.  
 
3. Results and Discussion 
 
3.1.  Model result 
The two models were trained and tested with 70 % (84 months) and 30 % (36 months) of the data 
collected respectively. Shown in Figure 2 is a comparison plot between the actual energy consumption 
and that produced in the use of the ANFIS-GP model. The predicted ANFIS-GP model fits the trend in 
the observed data. From Figure 2, a large deviation is observed between the actual electricity 
consumption and the forecast at June 2015, October 2015, September 2016. While there was 
significant over-prediction in June 2015 and October 2015, there was significant under-prediction in 
September 2016. This could be due to misfiring of the ANFIS node. The other time steps during the 
forecast appears closer to the actual electricity consumption.  
 
 
Figure 2. Prediction results for the ANFIS-GP model at testing phase between January 2015 to Dec 
2017 
Statistical analysis between the actual and predicted results obtained with ANFIS-GP was performed 
and presented in Table 1. At a confidence level of 𝛼 = 0.05, 𝐹 1.808 < 𝐹!"#$(3.978). The result 
shows that there is no statistically significant difference between the observed and the predicted 
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Table 1. Statistical results between observed energy consumption and the predicted energy 
consumption using the ANFIS-GP model. 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.867 1 0.867 1.808 0.183 3.978 
Within Groups 33.573 70 0.480    
Total 34.440 71         
 
Similarly, a comparison between the actual and the predicted electricity consumption using the 
ANFIS-FCM model is reported (Figure 3). The result shows that the predicted electricity consumption 
follows a similar trend with the actual consumption as shown in Figure 3. The model under-predicted 
in the second month but predicted close to the observed electricity consumption in other months. The 
prediction in the ANFIS-FCM appears closer to the observed electricity consumption as compared to 
the ANFIS-GP model. After the significant underprediction in the second month (Figure 3), there was 
no significant underprediction in subsequent month as opposed to the ANFIS-GP model (Figure 2). 
 
Figure 3. Prediction results for the ANFIS-FCM model at testing phase between January 2015 to Dec 
2017 
A statistical analysis to determine whether the difference between the observed and the predicted 
electricity consumption is statistically significant was performed and the results presented in Table 2. 
At a confidence level 𝛼 = 0.05 , 𝐹 0.285 < 𝐹!"#$(3.978) . The result obtained shows that the 
difference between the observed electricity consumption and the predicted is not statistically 
significant.  
Table 2. Statistical results between observed energy consumption and the predicted energy 
consumption using the ANFIS-FCM model. 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.149 1 0.149 0.285 0.595 3.978 
Within Groups 36.586 70 0.523    
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3.2. Performance Evaluation  
Both clustering techniques show no statistically significant difference between their prediction and the 
actual energy consumption. In order to determine the model performance, the Mean Absolute 
Deviation (MAD), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) 
were used on the predicted electricity consumptions and the results are presented in Table 3. The 
ANFIS-FCM clustering technique records a lower MAD, RMSE, and MAPE value compared to the 
ANFIS-GP technique. These lower indices basically signify that the two models can predict better 
energy consumption. ANFIS-AFCM model records a lesser MAPE value which shows a model 
accuracy of 91.387% while ANFIS-GP model is 90.57% accurate in prediction. FCM based ANFIS 
model offers a high prospect of model accuracy and is not associated with curse of dimensionality as 
known for GP-based models. 
Table 3. Model Performance at the testing phase 
Performance Metrics ANFIS-GP ANFIS-FCM 
MAD 0.450 0.396 
RMSE 0.762 0.738 
MAPE 9.430 8.613 
 
4. Conclusions  
The effect of the clustering technique in forecasting electricity consumption using ANFIS modeling 
technique was investigated in this study. A case study of Gauteng Province, South Africa was used 
with three meteorological variables as model inputs and electricity consumption as output. The results 
obtained established that the FCM clustering technique performs better than the GP clustering 
technique. A study by [40] also establishes the effectiveness of the ANFIS-FCM model. GP clustering 
technique is also associated with curse of dimensionality, such that as the problem size increase, the 
rule base increases exponentially and thus resulting into increased computational time [39]. 
Investigating the effect of the clustering technique on a hybrid ANFIS model can be explored to 
establish the significance of clustering technique selection on either standalone ANFIS or hybrid 
ANFIS model.  
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This study also forms one of the pilot studies for the ANFIS model testing and a precursor on 
which Article 5 builds. This article investigates the significance of the choice of clustering 
technique on the effectiveness and efficiency of the standalone ANFIS model for the multi-campus 
electricity consumption forecast. The study forms a basis on which the PSO-ANFIS model in 
Article 5 was developed. The grid partitioning (GP) and fuzzy c-means (FCM) techniques were 
used on the electricity consumption of the four campuses of the University of Johannesburg. The 
better forecasting accuracy and lesser computational time was obtained from the FCM-based 
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University campus as a service industry consumes considerable amount of energy, most especially those 
with multiple campuses. This study develops four ANFIS models for four campuses of an institution located 
in South Africa using five climatic data as inputs against energy consumption. The clustering method is 
fundamental to the feasibility and tractability of ANFIS model. The study explores two clustering 
techniques- fuzzy c-means (FCM) and grid partition (GP) for data clustering. Their forecast accuracy and 
computational efficiency were compared. FCM gave a better-forecast accuracy and higher computational 
efficiency in terms of the CPU time compared to the GP technique. The FCM clustering technique was 
recommended for use in ANFIS model, where similar time series data is used, due to its accuracy and lesser 
computational time. 
Keywords 
Adaptive neuro-fuzzy inference system; Clustering; Multi-campus energy consumption forecast; South Africa. 
1. Introduction
Despite the increase in alternative energy sources, global energy demand in buildings continues to rise on a yearly 
basis. This is attributed to the increase in the plug load devices in homes as well as the increase in the number of 
homes with access to electricity [1]. A parallel occurrence prevails in the university campuses, where the quest for 
tertiary education increases on a yearly basis. Global statistics from 2000 to 2014 shows student enrolment increased 
by more than double, from 100 million to 207 million [2]. This in turn, increases the number of institutions or buildings 
to satisfy the rising population of students. There exists a complex dynamics of energy consumption in multi-campus 
institutions where students access same resources in all campuses compared to single-campus institutions. An 
intelligent forecast is therefore essential for strategic planning and effective budgeting.  
The literature is replete with several forecasting techniques for energy forecast in buildings. This includes the forecast 
for administrative buildings, student residences to the institution as a whole. Amber et al. [3] considered energy 
consumption in the administrative buildings of a typical UK tertiary institution. Energy consumption in the 
administrative buildings was discovered to amount to 26% of the campus annual energy consumption. With a six years 
data for ambient temperature, relative humidity, solar radiation, weekday index and wind speed, Genetic Programming 
(GP) and multiple regression (ML) models were developed to forecast daily energy consumption. The GP approach 
recorded a better performance with a total absolute error of 6% compared to the ML approach with a total absolute 
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error of 7% [3]. Cooling load equipment is one of the major energy-consuming equipment in buildings. To predict the 
energy consumption of this equipment, Deb et al. [4] considered three institutional buildings in Singapore. The study 
used Artificial Neural Network (ANN) and ANFIS model, consisting of a three-input time series data (air temperature, 
humidity and solar radiation) and the energy consumed as output for the system forecast. The performance of both 
models was laudable with no significant difference between their forecasts. Many of these studies are directed to a 
section of the institution, a holistic energy consumption for multi-campus institutions have, however, received less 
attention. 
 
Adaptive neuro-fuzzy inference system first proposed by Jang in 1993 combines back propagation neural network and 
fuzzy inference system [5], [6]. The technique, which consists of a five-layer network: fuzzy layer, product layer, 
normalized layer, de-fuzzy layer and total output layer follows the Takagi Sugeno fuzzy inference system; a type-II 
fuzzy system [7]. Optimization of parameters in the first and fourth layer is performed by the back propagation 
component of the network [4].  ANFIS model has found its application in many fields; in financial analysis [7], 
hydrological studies [8] and also in energy systems [9]. Applications of ANFIS to institutional energy forecast in the 
literature have often been for a component of the whole system or few buildings oriented. A holistic study of energy 
consumption of the institution is less explored. While few studies considered energy consumption in campuses from 
the holistic point of view, with clusters of university buildings [10]–[12], multi-campus institution energy forecast has 
however, received less attention. A multi-campus institution offers a form of complexity most especially when 
students migration from one campus to another to access same resources is more frequent as is the case in this study. 
The typical multi-campus institution located in Gauteng Province in South Africa was considered.  
 
The rest of this paper is structured as follows: section 2 presents the methodology adopted for the work. The result of 
the techniques used are presented in section 3 while section 4 concludes the work.  
 
2. Methodology  
2.1 Data description  
A multi-campus institution, with four campuses, located in Gauteng Province of South Africa was used as a case 
study. Energy consumption data (in Kilowatt-hour) for the four campuses were collected from 2015 to 2017. The 
energy data comprises a monthly aggregate of energy consumption in all the buildings in each campus. Similarly, 
climatic data (average wind speed, minimum and maximum temperature, dew point and relative humidity) within the 
same horizon from weather stations central to the geographical location of all the campuses were also collected from 
the South African Weather Service and used as model inputs. 
2.2 ANFIS Model description  
The ANFIS model integrates Artificial Neural Network (ANN) and Fuzzy Inference System (FIS) such that optimal 
distribution of membership function is obtained by an input-to-output mapping [5]. In this study, two clustering 
techniques were used: Grid Partitioning (GP) and Fuzzy c-Means Clustering (FCM). The ANFIS framework maps the 
five inputs (average wind speed, maximum and minimum temperature, dew point, relative humidity) to the energy 
consumption (the output) across three parameterized Gaussian membership functions. A M-file script was written in 
MATLAB R2015a for the computation.  
 
2.2.1 Fuzzy c-means clustering  
The FCM minimizes generalized least square error function 𝐽𝑚(𝑈, 𝑣) in eqn. (1), such that each data point 𝑥𝑖 in 𝑁 
observations belong to a cluster 𝑗 according to a degree of membership 𝑈𝑖𝑗.  










where   𝑣𝑗 = the centre of cluster 𝑗  
 𝐶 = number of clusters | 2 ≤ 𝐶 < 𝑛 
 𝑚 = weighting exponent  
 𝐴 = positive definite (𝑛 × 𝑛) weight matrix  
951
Proceedings of the International Conference on Industrial Engineering and Operations Management 
Washington DC, USA, September 27-29, 2018 
© IEOM Society International 
 ‖ ‖ = 𝑛 −dimensional Euclidean space wherein sample data belong. 
 
A total number of 20 epochs was specified for the fuzzy model and a total of 10 rules was generated using FCM 
clustering.  
2.2.2 Grid Partition  
The grid partitioning (GP) technique splits a given data space into rectangular subspaces known as grids, dependent 
on the number of membership functions and type, [13]. The technique performs enumeration of all feasible 
combinations of membership functions of the five climatic inputs. Grid partitioning technique is associated with 
dimensionality problem as the rule base increases exponentially within the system, which often leads to an ‘out of 
memory’ situation during model compiling. The number of rules generated largely depends on the number of input 
variables as well as the number of membership functions. In this study, the grid partitioning technique generated rules.  
 
3. Results 
3.1 Data Analysis  
Presented in Table I is the statistics of the energy consumption in each campus as well as the season of occurrence of 
the minimum and maximum.  
 














Campus A  71,501.95 103,064.90 Winter 29,423.56 Summer 
Campus B  15,913.89 31,345.86 Winter 1,955.40 Summer 
Campus C  14,405.51 23,495.22 Winter 2,775.98 Summer 
Campus D  23,334.64 34,780.94 Winter  10,179.26 Summer 
 
Campus A has the highest average energy consumption (71,501.95KWh) while the campus D has the least 
(14,405.51KWh). The highest consumption of electricity in all the campuses occur during the winter season while the 
least occur in the summer period. This can be attributed to the decrease in temperature, increase in relative humidity 
during the winter season, which is the reverse during summer periods. Campus A is the main campus with high number 
of plug load equipment as well as the highest number of students hostel and lecture halls compared to other campuses, 
which have fewer of these facilities and students. 
 
3.2 ANFIS result  
The model was trained with 70% of the data used for both clustering techniques and the other 30% used for model 
validation. The algorithm was computed on a workstation with configuration 64 bits, 32GB RAM Intel (R) Core (TM) 
i7 5960X. Mean Absolute Deviation (MAD), Root Mean Square (RMSE), and Mean Absolute Percentage Error 
(MAPE) were calculated for forecasts from the two models and the observed energy consumption as shown in Table 
2 to 5. The GP clustering yielded a higher mean absolute percentage error of 28.78, 70.74, 28.07 and 26.52 % for 
campuses A, B, C and D respectively compared to the FCM clustering technique which yielded 20.39, 53.71, 22.11 
and 16.89 % for the same order of campuses. This shows the degree to which the forecast is off. FCM clustering 
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Table II: Model performance evaluation for Campus A 
 
Method MAD RMSE MAPE 
Computational Time 
(seconds) 
GP 2169561.79 5697920.55 28.78 15.64 
FCM 1921544.26 5485068.99 20.39 1.09 
 
 
Table III. Model performance evaluation for Campus B 
 
Method MAD RMSE MAPE 
Computational Time 
(seconds) 
GP 287561.44 395020.56 70.74 16.64 
FCM 254490.74 356525.26 53.71 1.06 
 
Table IV. Model performance evaluation for Campus C 
 
Method MAD RMSE MAPE 
Computational Time 
(seconds) 
GP 764768.81 1723799.88 28.07 14.61 
FCM 699774.98 1665245.48 22.11 1.03 
 
Table V. Model performance evaluation for Campus D 
 
Method MAD RMSE MAPE 
Computational Time 
(seconds) 
GP 123230.34 154583.63 26.52 14.80 
FCM 66491.92 85738.96 16.89 1.02 
 
The ANFIS structure in Figure 1 with climatic inputs feeding into the input membership function layer (layer 1). The 
second layer of the structure calculates the firing strength of each of the nodes using a product operation while the 
third normalizes the firing strengths from all firing nodes. The fourth layer of the structure controls the consequent 
parameters of the fuzzy system while the fifth layer consists of a single node, which computes the output of all coming 
signal via a summation operation.  
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Figure 1. ANFIS structure with five inputs and one output 
 
Figures 2 to 5 shows the plot of energy consumption forecast for FCM and GP clustering technique compared with 
the observed energy consumption for the next eleven (11) months in the series. From Figure 2, the observed energy 
consumption varies across the months. However, a significant variation is observed in the second month. This is due 
to a decrease in the environmental temperature and during this period, which could have necessitated more energy 
consumption for space heating, and other weather dependent activities in the campus. 
Despite a variation in the observed energy consumption and that predicted by FCM technique for campus A as shown 
in Figure 2, there exists a close trend between the two values. Similar, trend exists between the observed energy 
consumption and that predicted from the GP technique, however, asides its higher computational time as recorded in 
Table 2, the degree of accuracy of the prediction falls below that predicted by the FCM technique. FCM as a clustering 
technique performs better for energy forecast for campus A than GP technique.  
 
Figure 2. Forecast comparison between the observed, the FCM and the GP  
predicted energy consumptions for Campus A 
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From Figure 3, energy consumption in campus B shows significant fluctuations across the test months, with the highest 
consumption recorded in the first month. The forecast in Figure 3 shows a similar trend between the observed energy 
consumption and the predicted for FCM and GP techniques, however, FCM outperforms the GP in terms of closeness 
to the observed energy consumption. The prediction from GP model was off by 70.74% which shows less of model 
reliability while the FCM was off by 53.71% from the mean absolute percentage error in Table III. Both techniques 
for campus B do not prove a better prediction, however, FCM has a lesser root mean square error as well as a lesser 
computational time. The two models do not present a good forecast for campus B and so requires further optimization 
of model parameters.  
 
Figure 3. Forecast comparison between the observed, the FCM and the GP  
predicted energy consumptions for Campus B 
 
There exists no significant fluctuation in the test energy consumption for campus C except for the first and the seventh 
month in the series. From the forecast plot for campus C, there exists a close relationship between the observed energy 
consumption and the predicted from FCM and GP techniques as shown in Figure 4. However, the FCM technique 
gives a closer prediction with the prediction off by 22.11% as obtained from the mean absolute percentage error (Table 
IV). The GP technique on the other hand has the forecast off by 28.07%. Asides the two outliers from the observed 
energy consumption in the 1st and 7th month, forecast for the FCM technique is closer to the observed energy 
consumption than the GP.   
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Figure 4. Forecast comparison between the observed, the FCM and the GP  
predicted energy consumptions for Campus C 
 
Shown in Figure 5 is the energy consumption comparison plot for campus D between the observed and the two 
clustering techniques. The observed energy consumption for model validation shows a fluctuation. However, there 
exists a similarity in trends along the series with the FCM predicted energy consumption, as compared to the forecast 
obtained from GP technique. The FCM technique was off in the forecast by 16.89% compared with 26.53% recorded 
by the GP technique as obtained from mean absolute percentage error from Table V.  
 
Figure 5. Forecast comparison between the observed, the FCM and the GP  




Energy consumption in a multi-campus tertiary institution could be complex, most especially when common resources 
are accessed with frequent migration from one campus to another. This is the condition of the campus used as case 
study in this paper. The effectiveness and efficiency of two clustering techniques: Fuzzy C-Means clustering (FCM) 
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and Grid Partitioning (GP) were investigated. FCM technique offers less computational complexity and so gave a 
higher forecast accuracy at lesser computational time for all campuses compared to GP technique. The GP technique 
on the other hand offers a large rule base, which in turn results in model complexity and more computational time. 
Campus D records the best forecast for both clustering techniques with MAPE= 26.52% (GP) and 16.89% (FCM). 
This translates to 73.48% and 83.11% forecast accuracy respectively.  
 
The type of data clustering technique selected in ANFIS modeling plays an important role in the accuracy and 
computational complexity. For further studies the use of hybrid ANFIS model, with evolutionary algorithm is 
recommended in the field of energy consumption forecast for ANFIS parameter tuning. Similarly, multiple trainings 
until a lower forecast error within the domain of the observed values and high convergence at the global minimum 
domain is obtained should be ensured. This would enable network parameters in the first and fourth layer of the ANFIS 
structure attain global optimal values for network tuning.  
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3.6. Article 5 
Latent dynamics in siting onshore wind energy farms: a case of a wind farm in South Africa 
Under Review in ASME 2020 Power Conference, ICONE28-POWER2020 
 
The motivation for this study was an investigation of other latent dynamics in onshore wind energy 
farms after site suitability has been used for locating a viable site and operation has commenced 
on the site. GIS-based site suitability has demonstrated efficiency, however, this study unravels 
other latent dynamics of the suitability analysis which arises either errors in the site suitability 
process or in other factors that cannot be determined by the GIS site suitability model. This study 
was instigated from a site visit to a typical wind farm in the Eastern Cape of South Africa as shown 
in Appendix 1 and a content-based interview technique was used. The dynamics of land ownership, 
avian environment, and renewable energy policies were identified. While the environmental effect 
of the wind farm can be prevented from the outset using the GIS model, the dynamics of land 
ownership and policy cannot be abated using the GIS model, hence, they must be evaluated relative 
















LATENT DYNAMICS IN SITING ONSHORE WIND ENERGY FARMS: A CASE OF A WIND 
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ABSTRACT 
Siting a renewable energy facility entails several latent but 
influential quantitative and qualitative variables. Empirical and 
analytical models often fail to unravel the dynamics of these 
variables however; prior knowledge of their existence and 
dynamics offers knowledge-based decision-making during the 
plant siting process. This article examines the significance and 
dynamics of land ownership, avian environment, and renewable 
energy policies. Asides the literature survey, review of 
government policy, and regulations, a semi-structured interview-
based method was used in this study using a wind power plant in 
the Eastern Cape Province of South Africa as a case study. A 
qualitative content analysis was used for response analysis. 
From our findings, dynamics around land ownership could be 
complex depending on the land category and existing contracts 
between a landowner and the developer. Also, an in-extensive 
study of avian habitat in seemingly viable land could lead to 
forced-downtime of wind turbine generators at periods where 
production is notably high. Lastly, careful examination of 
prevailing renewable energy policies and a projection on future 
policies culminates into the viability of the investment. 
Trivializing these variables before site development could lead 
to investment loss through low-productivity or force-majeure in 
the investment. On the overall, the proposed solutions to these 
barriers can be useful for wind developers in solving similar 
problems in other renewable energy resources both in South 
Africa and other countries. 
. 
Keywords: Land ownership; latent dynamics; renewable 
energy; South Africa; wind farm. 
1. INTRODUCTION
The global community is gradually moving towards 
mitigating climate change by adopting several strategies for low-
carbon production and consumption. One of the prominent 
activities in the transition is the gradual replacement of fossil 
fuels with renewable energy sources. This can be observed in the 
* Corresponding Author’s Email: pauladedeji2k5@gmail.com 
recent rapid increase in the wind, solar, geothermal, biomass, 
tidal energy harvesting on a large scale. Statistics show that the 
renewable energy sources are fast increasing in percentage 
among the energy mix of developed and developing countries 
since the beginning of the new millennium as shown in Figure 1 
[1]. With the rising global population and concomitant increase 
in energy demand, there has been a significant increase in the 
amount of energy generated to satisfy this increase to ensure 
improved energy access even to the last mile [2,3]. While 
ensuring a balance between clean source of energy and energy 
availability, nexus of renewable energy system have been 
integrated into national energy mix of clean-energy-conscious 
countries, which have tremendously increased the energy quality 
of these countries. Among the clean energy sources for 
electricity production, the solar photo-voltaic (PV), concentrated 
solar power (CSP), biomass, and the wind energy have received 
more attention. However, apart from the resource availability 
and site suitability, there are many other dynamics like land 
ownership, avian environmental dynamics, and renewable 
energy policies to be considered in renewable energy investment 
on a large scale. 
1 Copyright © 2020 ASME
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FIGURE 1. TREND OF TOTAL ELECTRICITY 
GENERATION FROM RENEWABLE ENERGY SOURCES 
FOR SELECTED COUNTRIES BETWEEN 2000-2017 
 
In Africa, South Africa is one of the countries in the southern 
hemisphere with a high distribution of wind energy enough for 
power generation, even though the distribution is localized. 
Having embraced the  Paris agreement [4] the renewable energy 
sources in the energy mix of the country have increased. This has 
created an upsurge in renewable energy uptake, which includes 
solar and wind energy resources. In response to this call, the 
country took a giant stride by creating a national renewable 
energy resource map with marked-out areas of extrastatecraft for 
large-scale renewable energy exploration for solar and wind. 
Areas identified include Overberg, Komsberg, Cookhouse, 
Stormberg, Kimberley, Vryburg, Upington, and Springbok [5]. 
This further influenced the creating of the renewable energy 
independent power producer procurement programme (REI4P) 
for independent power producers to bid. The programme yielded 
significant results through an increase in the percentage of 
renewable energy in the national energy mix.  Wind energy 
exploration in these marked-out areas is fast gaining prominence 
and development of more wind farms increasing from the 
different REI4P bidding windows. A trend of wind power 
generation in South Africa from 1965 to 2018 is shown in Figure 
2. 
 
FIGURE 2: WIND POWER GENERATION IN SOUTH 
AFRICA FROM 1965 TO 2018. 
 
Wind energy among other sources has experienced an upsurge in 
its exploration over the years due to its abundance in nature and 
even pricing. Several efforts of planning often go into siting wind 
farms, one of which is site suitability analysis. The GIS-based 
approach is widely used for this process due to its effectiveness 
in visualization and spatial analysis. Several studies have 
performed site suitability analysis for wind farms in many 
countries [6–9]. These have therefore opened-up more sites for 
wind resource exploration and abating the carbon emitted 
through anthropogenic activities involved in power generation 
using non-renewable fuels. Site suitability assessment is a 
multicriteria decision-making process that involves several 
criteria to be satisfied before site development. These criteria 
vary between offshore and onshore wind farm locations. Table 1 
shows the common criteria used for onshore and offshore wind 
farm locations. However, regardless of the robustness of the site 
suitability analysis, ground verification is highly essential for 
model validation. Further to this, the data resolution affects the 
correctness of the analysis relative to ground distance. For 
instance, a raster file with a resolution of 30 by 30 m shows that 
data attributes change only at the 31st distance, hence salient 
changes in attributes may not be accounted for by the model, 
which therefore necessitates ground verification process. 
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Laudable results have been recorded in the use of GIS-based 
resource assessment of wind energy through suitability analysis. 
However, beyond what the model reveals are some latent 
qualitative factors that affect the operation of the wind farm. 
Giving credence to these factors predicates the success of the 
investment. Empirical and numerical models have not yet been 
able to unravel the mystery behind the dynamics of these 
seemingly controlling variables. Such variables appear before 
the operation or during operation of the wind farms and thus 
equiprobable with quantitative variables. One of the factors that 
affect the operational success of wind farms is land ownership. 
Land use for energy production can be personal and its effect felt 
directly by landowners [13]. The dynamics of land ownership 
vary from one country and location to another, however, this 
largely depends on the prevailing national legislation on land use 
and the relationship between investors and the land-owners 
[14,15]. This effect could be itch-free in state-owned lands or 
privately owned lands with government interventions however, 
this also varies from one geographical location to another. Little 
studies exist which investigate the dynamics of land use for 
renewable energy resources at large. This has therefore 
necessitated more focus on energy-land-use nexus [13]. 
Similarly, the effect of wind energy exploration on the avian 
habitat significantly determines the sustainability of the 
investment. From the literature, several site suitability projects 
consider the distance of a prospective site to IBAs [7,16,17]. 
This, however, requires further investigation virtual analysis 
may not account for annual seasonal migration occurring in the 
selected location. Another factor beyond GID-based land 
suitability is the national renewable energy policies. While many 
countries have recognized the transition from non-renewable 
energy to renewable energy, several policies are being put in 
place to ensure a better integration like quota requirements, 
pricing laws, tax credits, trading systems, etc., however, the most 
policies centres around feed-in tariffs and standard portfolios 
[18,19]. These policies could however increase or decrease wind 
energy uptake [20].  
  
In large-scale onshore wind farm site suitability analysis, many 
of these latent factors are assumed to be constant with “all things 
being equal” clause, however, their strong influence could lead 
to force majeure of the power purchase agreement in that specific 
geographical area [21]. Hence, there is a need for an adequate 
understanding of these variables with their dynamics to equip 
wind farm developers with an adequate fore-knowledge to be 
proactive, thus avoiding such pitfalls. This article uses interview-
based content analysis to discuss the dynamics of land 
ownership, the avian environmental habitat and the dynamics of 
renewable energy policies in site suitability analysis. Section 2 
presents the methodology used in the study; a discussion on the 
highlighted issues is presented in section 3 and section 4 
concludes the work. 
2. METHODOLOGY 
A semi-structured interview-based method was used for data 
collection on the prevailing challenges on a selected farm since 
its operation. The head of operations management of the wind 
farm was interviewed during the site visit to the farm. His 
involvement with the wind farm’s daily operations of the two 
wind farms owned by the independent power producer, his 
interactions with other nearby wind farm site managers, and his 
experience in wind farm management informed our choice of 
him. The interview questions comprise daily operations, 
maintenance, component and systems specific questions, 
however, significant to this study were questions on the 
significant prevailing challenges which affects the operation of 
the system. Discussions on the significance of the problem and 
its feasible solution were proffered.  
 
2.1 Study area 
This study was conducted in one of the wind farms located 
in Somerset East, Eastern Cape province of South Africa. The 
Eastern Cape province is one of the provinces in South Africa 
notable for the abundance of the wind resource. The Somerset 
East region is one of the renewable energy development areas 
mapped out by the South African National Energy Development 
Institute (SANEDI) as Renewable Energy Development Zones 
(REDZs) in the Round 4 tender of the REI4P. The farm consists 
of 44 wind turbine generators each with a capacity of 2 MW 
(Figure 1) under a 20-year power purchase plan. The wind farm 
is located near one of the substations owned by South Africa’s 
state electricity company, Eskom as transmission lines can be 
seen running across the farm in Figure 3. 




FIGURE 3: A PICTORIAL VIEW OF THE WIND FARM 
AND TRANSMISSION LINES ACROSS THE LAND AREA.  
 
3. DISCUSSIONS 
A content-based analysis was performed on responses 
obtained from questions that ensued from our research on issues 
beyond site suitability analysis in the science of wind farm 
location. Latent variables that have not been quantitatively 
modelled in the literature were discussed along with a case study 
of a wind farm in the Eastern Cape Province of South Africa. 
This discussion centers around the dynamics of land ownership 
in wind farm sites, environmental and avian habitat dynamics, 
and the dynamics of renewable energy policies.  
 
3.1. Dynamics of land ownership  
Land use is one of the criteria considered in the wind farm site 
location. Utility-scale renewable energy farms are notable for a 
large area of land, which has been argued to compete with 
agriculture, thus negatively affecting the food chain [22,23]. 
Because of this, wind farm developers during site suitability 
analysis create exclusions around arable land, which can be used 
for crop farming activities. The actual land area occupied by the 
wind turbines is often small fractions compared to the total area 
of the farm. Despite this small fraction of the land being used, a 
further argument has ensued on the impact of wind farm 
activities on livestock farming which remains a subject of further 
research. On the overall, land ownership has a tremendous 
impact on governance structure and investment in wind farm 
infrastructure.  
In broad terms, land tenure can be classified into private 
ownership, communal ownership, open access, and state 
ownership [24,25], however, land ownership for onshore 
renewable energy projects can be classified into the following:  
i. private land ownership  
ii. the communal land ownership and  
iii. the government/state land ownership. 
Private lands are land areas owned by individuals, companies, 
trusts, or a group of people. Often, renewable energy developers 
prefer such land for wind exploration activities for several 
reasons. First, private landowners are easy to negotiate with 
because the contract is just concerned with a single body or 
individual. Hence, in wind farm locations, there exist fewer 
operational challenges with developers and landowners. Further 
to this, only a fraction of the land is just being used-up like in 
other categories of land and the rest space can be technically used 
for its prior activities. Also, the lease of agreement is often for a 
definite time and such lease can be renewed or canceled 
depending on the results of operational appraisal within the past 
tenor. These lands can either be leased or bought depending on 
the decision-makers. 
Communal lands are owned by a community. Such lands are 
often leased out for its intended use like wind farm operation. 
Communal lands are the most difficult to deal with as they are 
notable for controversies. In communal lands, developers deal 
with several parcels of lands owned by different personalities or 
communities with seemingly different terms and conditions. 
Many a time, every owner of each parcel wishes to make a 
fortune out of the men with “bladed white box on a long stick”, 
the wind turbines.  
Open access lands have not definite rights assigned to anyone 
and as such, no-one is excluded. There exists a thin line between 
some communal lands and the open access land in that some 
open access lands in a certain community are only free to 
members of the community. Non-members of the community are 
excluded from its use [25].  
However, another side of the coin is that communities may lack 
bargaining strength due to their inexperience during the 
negotiation process [26]. This might likely boomerang on 
investors who leverage this weakness when a communal land is 
involved. It is assumed that leveraging political strengths in 
communal lands could lead to lower planning risks and reduced 
planning costs [26]. On the overall, many developers avoid 
communal lands because of the associated difficulty in securing 
leasehold agreement and the prospect of a further dispute over 
the land [27]. 
State lands are owned lands owned by the government or a 
condition were lands are held in the trust of the government to 
be faithfully administered to citizens. In countries where the 
government owns the land, there exists stability and long-term 
developmental balance in the land use and securing the leasehold 
agreement is not as difficult as the private and communal lands. 
An imbalance may only likely occur when there is a change of 
government, however, such clause is often accounted for in the 
contract agreement before resource exploration. Generally, in 
South Africa, communal land is covering approximately 13% of 
the country [24].  
 
Question: Can you kindly tell us about the challenges faced by 
your organization in terms of land ownership? 
 
Analysis of Response:  
 
From the response of the respondent, it was reported that the 
wind farm is situated on a privately owned land and the land is 
being used for pastoral farming activities before its lease for 
wind energy exploration. Apart from the lease amount which has 
been spread across a quarterly payment plan, and the contractual 
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supply of electricity to the farmer at no cost, the farmer further 
demands that the independent power producer (IPP) connects 
him to the bore-hole water supply created by the company. Such 
demands were observed not to be part of the contractual 
agreement but it was argued that the land was leased for a 
specific purpose and further activities on the land like the drilling 
out of water for use demands a revision of the clause.  
Another argument which ensued was in the clause of the contract 
which says, “… farming activities will proceed as normal”. 
Being a livestock farmer, he charges the IPP for any lost animal 
on the farm with an assumption that the IPP was responsible for 
apparently opening-up the pen (Figure 4). Furthermore, an 
autopsy is being carried out on any dead animal found within the 
perimeter of the farm whose cost is credited to the account of the 
IPP. Further to this, if the female animal is found pregnant, the 
farmer estimates the potential number of the offspring which 
may be produced by the dead animal and also determines the 
market value with due consideration for inflation. It is then 
expected that the IPP should pay for this loss. The farmer’s line 
of argument emphasizes that farming activities are “not 
proceeding as normal”, hence, the IPP is liable for such anomaly. 
There were no caveats that cover some of the demands from the 
landowner. Many of these demands were not included in the 
contract agreement, this is causing a palpable tension between 
the landowner and the IPP.  
  
 
FIGURE 4: A PICTURE OF A PORTION OF THE 
FARMLAND. NOTICE THE WIRED FENCE FOR THE PEN. 
 
Land use for renewable energy from the ownership perspective 
in the literature has appeared dynamic. On the overall, beyond 
incentives like shared values, many authors have argued that land 
ownership could be overly complex [28–30]. Hence a systems-
level investigation of the viable land is essential to prevent 
unprecedented conflicts during operation. 
 
3.2. Avian environmental dynamics 
Many renewable energy farms have gone or nearly going into 
force majeure, not because other feasibility studies were not 
accurately carried out but because of the environmental impact 
dynamics and policies around its enforcement on the investors. 
Before the project development through the site construction 
phase of the renewable energy exploration, environmental 
impact assessment is often carried out and the report of this 
assessment forms a pre-requisite for the operational license of 
the farm in the chosen location. However, the post-report 
dynamics of the environment and the environmental protection 
policies could make the large investment either a white elephant 
project or produce below optimal value, thus reducing the 
investors’ turn over as well as the national energy plan. The 
small-scale off-grid plants are minimally affected in such 
conditions; however, large-scale plants are grossly affected 
economically.  
The wind energy exploration, among other renewable energy 
sources, significantly suffers from this condition. The daily 
operation of the wind farm is grossly affected by the avian 
community, which is closely monitored by the bird and wildlife 
association. While certain birds fly at any time of the day, a good 
number of them are nocturnal. During the flight of these birds, 
wind farms located in such areas are mandated to go on a 
scheduled downtime to prevent the wind turbine blades from 
hitting these birds, which can lead to their death. The average 
time of the scheduled downtime is based on the results obtained 
from avian studies of migrating birds in the site before its 
development.  
 
Question: What experience have you had with the avian both 
in this wind farm and other wind farms under your 
management?  
 
Analysis of Response 
 
As obtained from the respondent, the wind farm visited work 
with the Birdlife South Africa to ensure that the daily operation 
of the wind farm does not significantly affect the avian species 
of the environment. From the response obtained, delegated staffs 
survey about 80 to 100 m radii around each wind turbine weekly 
for bird mortality, which could have been caused by the wind 
farm operation. Such birds are picked and kept before delivery 
to The Birdlife South Africa at the end of the month as shown in 
Figure 5, then an autopsy is performed to ascertain the cause of 
the death. In their analysis, the species of the bird is determined 
to ensure that such species are not rare species. Also, the 
economic importance of each bird is determined as well as the 
number of each species. The frequency of the bird mortality, 
species variation, and the autopsy report is used to determine 
whether farm operations may proceed as planned or sanctions 
will be issued to the wind farm to restrict further mortality or 
close-down the plant in a worst-case scenario. This, therefore, 
increases the operational downtime of the farm, which translates 
to economic loss on the part of the developer.  
Response from the respondent about a nearby wind farm 
operated by the same IPP reveals a strong impact of the operation 
on migrating birds. The respondent further explained the state of 
scheduled downtime by the wind farm at night when migrating 
birds are supposed to be moving across the wind farm. We, 
therefore, performed a further investigation of the impact of this 
on the production system. The wind speed data of the farm was 
collected for one year and analyzed on an hourly basis. Shown 
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in Figure 6 is the average hourly wind speeds from January 2018 
to December 2019 of five representative wind turbines of the 
farm. It was observed that wind speed is highest from the evening 
till night time. This means the maximum viability of the 
investment occurs at night than during the day. However, the 
wind turbine’s peak period is often observed during this 
downtime, thus negatively affecting the daily anticipated amount 
of energy fed into the grid. The time of maximum production is 
the time of production downtime where wind turbine brakes are 
to be applied to halt their operation. A cumulative effect of the 
downtime for all the wind turbines for a given number of hours 
translates to a huge cost. Wind turbines during such time of the 
day record less of reactive power than the active power, hence 
power is fed into the grid at night than during the day. In the 
energy market with a-day-ahead planning, such power plants if 
required to supply a specific quantity of energy into the grid 
within the same period of bird flight runs into a great loss during 
their to-be uptime because of the avian species. A report by 
Birdlife South Africa [31] shows that an average of 4 birds are 
killed by turbines per year and poorly located wind farms pose a 
threat to the Bearded and Cape vultures with Black Harrier and 
Verreaux’s Eagle at similar risk. This statistic was obtained when 
wind energy exploration is still finding its feet in the country. 
The statistics obviously will be different in today’s exploration 
as there are more wind farms and prospective wind farms are 
under development. Further to this, another report by the same 
organization states that bird mortality often decreases during the 
winter season compared to summertime [32]. This could be due 
to relative inactivity of the many flora species during the winter 
season and so wind farms with bird flight restrictions could 
produce more during this season to meet up the associated 
demand for energy in the winter season for many purposes like 
space heating.  
 
 
FIGURE 5: COLLECTION OF BIRD MORTALITIES 
RECORDED BY THE WIND FARM TO BE DELIVERED TO 
BIRDLIFE SOUTH AFRICA FOR AUTOPSY. 
 
 
FIGURE 6: HOURLY WIND SPEED OF 5 
REPRESENTATIVE WIND TURBINES ON THE WIND 
FARM. 
 
The adverse effects of wind energy harvesting on the avian 
habitat have gradually gained attention in the literature. Many 
authors have viewed energy from the wind as highly promising 
with less carbon emission but with a high impact on the avian 
habitat either by direct collision with the turbine or associated 
infrastructure, physical habitat modification or displacement, or 
bird response to turbines through avoidance infrastructures [33–
35]. Hence, there is a need for extensive investigation of 
seemingly suitable land areas before site development, even 
when IBAs have been avoided in the GIS analysis.  
 
 3.3. Renewable energy policies  
Policies in the renewable energy sector have a significant 
influence on the feasibility and viability of the investment [36]. 
Many investors have been unable to penetrate certain renewable 
energy markets due to policy restrictions which could be national 
or transboundary. The abundance of wind energy resources in an 
area is not a sufficient criterium for its exploration. GIS-based 
site suitability analysis has not been able to unravel the dynamics 
of renewable energy policies, hence a more critical look and 
significance must be placed on the dynamics of national 
renewable energy policies. For example, South Africa has policy 
statements, which regulate renewable energy exploration in the 
country. These include the White Paper on Renewable Energy 
(WPRE), White Paper on National Climate Change Response 
Policy (WPNCCRP), the National Development Plan 2011 
(NDP), and the Integrated Resource Plan (IRP). However, it was 
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observed that policies for renewable energy exploration at large 
in the country have changed from the time of the initial 
demonstration of wind exploration in the Darling wind farm. 
While the policy evolution has favoured the entrance of more 
IPPs, it has further created stringent constraints that influence 
their operations from the first bidding window until the current 
bidding window.  
Renewable energy policies according to Msimanga et al. [37] can 
be classified into three vis-à-vis, the price setting and quantity-
forcing policies; which controls price and quantity, the 
investment cost reduction; which incentivizes the voluntary 
investments in the renewables through cost reduction, and the 
public investment and market facilitation policies [38] which 
reduces market barriers to renewable energy. In the South 
African context, the quantity-forcing policies prevail with 
competitive bidding for renewable energy space [37]. Such 
restrictive policies excluded some stakeholders and inhibited the 
required level of penetration of development. Currently, the 
Integrated Resource Plan (IRP) for 2010-2030 for electricity 
controls the daily decision-making on the new generation. Since 
the advent of the IRP 2010-2030, several assumptions on 
electricity demand projection, new technology cost, and the 
performance of Eskom existing plants [39]. It was also observed 
that certain coal-fired power plants will come to the end of their 
50 years operational lifetime, like Komati, Grootvlei, and 
Hendrina and Koeberg nuclear power plants. A simulation of the 
effect of plant closure due to end-of-life, plant closure due to 
non-compliance with environmental standards and so on 
necessitated a development of an updated IRP within which 
strategic decisions were made. On the side of the renewables (PV 
and wind), annual build limits were to be retained prior to the 
development of a fair plan for the transition. The effect of the fair 
transition plan is not yet known and this could positively or 
negatively affect the renewable energy uptake in the country.  
This further makes a good understanding of prevailing and future 
policies on renewable energy sources in a seemingly suitable and 
viable site today highly significant to an effective and “itch-free” 
wind energy exploration [19,36,40].  
 
4. CONCLUSIONS AND RECOMMENDATIONS 
The advent of GIS-based wind farm site suitability analysis 
has revolutionized the location science in renewable energy 
investments. Despite its laudable results, there exist some 
variables which are latent and cannot be captured by the 
technique. This is because such variables are not geospatial and 
exhibit dynamism. In this study, we identified the dynamics of 
land ownership, the avian environmental dynamics, and 
renewable energy policies. A content-based analysis of an 
interview with one of the stakeholders of a notable wind farm in 
South Africa with an installed capacity of 88 MW was carried 
out to investigate the effect of these variables on their wind farm. 
Land ownership is a vital component in the viability and itch-
free wind exploration. Lands held in trust of the government has 
been the most preferred. In some countries like South Africa, 
land ownership has been viewed as complex owing to the 
apartheid and post-apartheid reforms. From credible documents, 
lands in South Africa can be held in the trust of individuals 
[41,42], unlike some other countries like Nigeria where lands are 
held in trust of the government and revocation of rights of 
occupancy and compensation is possible should the land be 
deemed essential for public purpose according to the Land Use 
Act Part V Section 28 subsection 2b of the Nigerian constitution 
[43]. Hence, a good understanding of the land use act affecting 
the business area and first-hand information through “ground 
verification” on the reality of land ownership must be ensured by 
wind farm developers in addition to an effective site suitability 
analysis.  
One of the microhabitats susceptible to the negative impacts of 
wind energy harvesting is the avian habitat. Several measures 
have been put in place to ensure that energy exploration in this 
form does not eliminate both abundant and rare species among 
this habitat. Even though restrictions are placed on IBAs in site 
suitability analysis for wind farm locations, further caution 
should be taken by developers to ensure that extensive studies 
are carried out on the seemingly viable zones to prevent 
sanctions and eventual closure of the farm.  
The dynamics of government policy around renewable energy 
exploration can be complex. Prevailing policies may support 
energy exploration and future policies before plant end-of-life 
could make the investment non-viable. Hence, a knowledge of 
both the prevailing and possible future policies is vital in wind 
energy exploration. On the overall, site suitability for wind 
energy exploration should be viewed beyond the GIS-based 
methods. The use of system dynamics tool to unravel the effect 
of changing parameters on the identified factors is still open for 
further research so that investment decisions by wind farm 
developers can be made based on the holistic understanding of 
both the latent and apparent factors.  
 
Appendix  
The draft questionnaire is available upon request.  
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3.10. Conclusion  
This chapter reports the results of pilot studies carried out as further investigation on the relevance 
of renewable energy (Articles 1 and 2), ANFIS model validation (Articles 3 and 4), and unravelling 
more considerations for wind developers in siting wind farms. The overall, a clear motivation for 
renewable energy was established, the ANFIS model was validated for use in the main work, and 




























CHAPTER FOUR  
Peer-reviewed/Scopus indexed Book Chapter  
4.0 Introduction  
From this research, one book chapter was submitted, peer-reviewed, accepted, and published. The 
book to which the contribution was made focuses on optimization techniques using evolutionary 
algorithms and metaheuristics. This chapter is considered relevant to the scope of this thesis. The 
review of the literature and established gaps were all conceptualized by the author of this thesis. 
The manuscript was also written by the author of this thesis and the chapter has been formatted 
























4.1. Article 1 
Adaptive Neuro-fuzzy inference system (ANFIS) modelling in energy system and water 
resources 
Published in Optimization using Evolutionary Algorithms and Metaheuristics: Applications in 
Engineering Design and Manufacturing Technology. CRC Press, Taylor and Francis Group. Pp. 
117-133. 
 
This chapter discusses the relevance of the ANFIS model in energy and water resource modeling. 
The motivation for this study is the advocacy for sustainable water, energy, and food nexus of 
which the energy and water component was considered in the chapter. The chapter presents the 
pros and cons of the ANFIS model and reviews its applications in energy and water resources. The 





































4.2. Conclusion  
 
This chapter presented the prospect of ANFIS modeling technique in energy and water resources. 
The significance of understanding the principles of the model and relevant performance metrics to 




























Conclusions and Recommendations  
5.1.  Conclusions 
The global trend in the uptake of RES is gradually phasing-off the non-RES and more measures 
to mitigating climate change and carbon footprints have increased the utilization level of wind and 
solar resources for power generation. This is evident in the proliferation of wind and solar farms 
for large-scale energy harvesting in many countries. Prior to harnessing wind and solar resource is 
the site suitability process for a optimal location of their facilities. GIS technique has been most 
useful in this process, however, little is known about its integration with artificial intelligence for 
in-silico intelligent investigation of resource variability. This research first focused on establishing 
the state of the renewables and a roadmap for their increased integration in the energy of the future 
at global and national (South Africa) levels. Also, the current state of GIS-MCDM techniques 
integration into ANFIS-based models for wind and solar energy resource forecast was established. 
Pilot-scale studies investigating the effectiveness of the developed ANFIS-based models (ANFIS-
PSO and ANFIS-GA) were presented. Furthermore, an investigation of wind and solar resources 
for embedded generation in the Eastern and Western Cape provinces respectively was carried out 
using ANFIS-based and ANN topologies. Finally, a framework that integrates GIS and ANFIS-
based models for investigating resource variability in potentially suitable sites for a utility-scale 
wind farm in the Eastern Cape Province and solar energy farm in the Western Cape Province was 
developed and validated. 
 
First, it was established that renewable energy constitutes one of the significant energies of the 
future. From a global perspective, ensuring a secure future for RES, there is a need to focus on 
three indices: resource availability, technology, and political indices. From the South African 
perspective, sustainability and availability of RES depend on several factors hinged on the human 
component of the environment and data-driven decision making at generation, transmission, and 
distribution using artificial intelligence tools. While RES has high prospects, the place of site 
suitability cannot be underestimated in their exploration at utility-scale levels most especially for 
wind and solar energy harvesting. GIS technique has often been used for site suitability process, 
however, the reliability of this process significantly depends on several factors like data integrity, 
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sensitivity analysis, appropriate choice of tools, and effective assignment of weights to criteria of 
interest. Several MCDM techniques have been explored in utility-scale wind and solar energy site 
exploration, however, the AHP approach is prominently used for criteria ranking due to its 
simplicity, ease of computation, and interpretation. Asides from locating viable areas for wind and 
solar exploration, in-silico investigating temporal variability of the resource prior to site 
development has received less attention. The paradigm shift from classical predictive tools to 
intelligent models have increased the use of soft computing techniques in renewable energy 
resource forecast. This approach is established to be viable in variability investigation in solar and 
wind harvesting at utility-scale levels.  
 
At pilot scale levels, the hybrid ANFIS model with PSO as a predictive tool has the capability for 
increased accuracy compared to the standalone ANFIS model. This was established in its use for 
electricity consumption forecast. Data clustering is a significant process in ANFIS modeling and 
three methods are commonly used in ANFIS modeling vis-à-vis grid partitioning, fuzzy c-means, 
and subtractive clustering methods. In this research, further investigation on the effect of these 
three methods in standalone and hybrid ANFIS model using wind power data shows that 
subtractive clustering with optimal choice of a radius of influence offers a better accuracy at 
standalone and hybrid ANFIS models. 
 
GIS-based site suitability analysis is highly poised when conflicting spatial criteria exist in the 
geographical area to be screened for resource viability. Temporal variability and intermittency are 
two integral components of wind and solar energies and a good understanding of the variability 
component improves the integration of these sources into the grid. The effectiveness of selected 
soft computing techniques was investigated in predicting variability in a candidate wind-rich site 
in the Eastern Cape Province and a solar-rich site in the Western Cape Province of South Africa. 
For the utility-scale wind energy exploration, the LMBP-ANN model performed best among all 
with minimal forecast error and highest forecast accuracy.  It was observed that model 
complexity may not guarantee accurate performance when such complex models are tested with 
new datasets. Also, the Eastern Cape Province has large viable but unexplored areas for power 
generation from wind resource and certain areas border Lesotho. Cross-border and regional 
interconnectivity of harvested wind energy proposed will reduce dependency on energy from coal. 
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Asides from premium on geospatial criteria of influence considered in siting new utility-scale wind 
and solar farms, several other latent dynamics were identified that are not geospatial but socio-
economic. It was established that the dynamics of land ownership, avian habitat, and both 
prevailing and prospective national renewable energy policies must be clearly understood as these 
could lead to force majeure of the energy project for wind and solar energy developers.  
 
Likewise for utility-scale solar energy harvesting in the Western Cape Province, the gradient 
descent with adaptive learning rate neural network (GDALRNN) performed best among all 
explored models in predicting solar resource variability from clearness index of candidate viable 
site. All performance evaluation metrics gave the best values for GDALRNN including forecast 
skill (10.7345) when compared with the persistence model. From the two studies, it was concluded 
that the significance should be placed on important bird areas (IBAs) which necessitates periodic 
revisions of the REDZs map. A bottom-up approach to model deployment is necessary for resource 
variability investigation and less regarded models could perform excellently well compared with 
hybrid complex models. The integration of wavelet-hybrid of selected soft computing models was 
investigated on GHI data. It was established that even though wavelet decomposition enables 
independent predictions of the different signal components of an original time series data, it could 
reduce the accuracy of the predictive model.  
 
Investigating the prospect of embedded generation using wind energy for a typical livestock farm 
in the Eastern Cape Province, it was established that an in-silico investigation of the performance 
of a wind turbine intended for embedded generation is possible. Also, it was observed that 
significant consideration should be given to other factors (asides from power supply) on which 
viability of any business enterprise in the province to which embedded generation is to be 
integrated. 
 
On the overall, GIS-based site suitability analysis is highly referred and potent for utility-scale 
wind and solar resource exploration. These two resources have different criteria on which their 
exploration depends upon. In the case of common criteria like distances to significant 
environmental features, the values of these criteria are different. These differences are due to the 
geographical location of the area to be screened, the hemisphere, and the topography. Till now, 
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there has been no generally accepted values for any of these criteria. Final suitability maps give 
areas rich in the wind or solar resources and non-conflicting with environmental features. Further 
investigation on the variability of any selected geographical area for wind or solar resource 
exploration is highly essential prior to ground verification. While soft computing techniques can 
be used for the investigation of resource variability using satellite data, this approach as carried 
out in this thesis is not a substitute for variability studies using ground data but should be 
considered as a resource-efficient complement. For such a variability study, model selection must 
not be based on its accuracy alone but also on its computational time. 
 
5.2.  Recommendations  
Site suitability analysis using GIS-MCDM is gradually gaining traction, becoming 
multidisciplinary, and increasing in scope for renewable energy exploration. Based on the results 
obtained in this research, the following recommendations are made for future studies. 
i. The South African government has developed the REDZs map which presently guides the 
operation of new renewable energy-based independent power producers. However, there 
is a need for a review of this map to further exclude new IBAs most especially for wind 
resource exploration. This is aimed at preserving the avian habitat.  
ii. Two provinces (the Eastern and Western Cape Provinces) were used as case studies in this 
research. Similar studies in other provinces in the country based on the renewable energy 
resource abundant in each can be performed towards reducing the national dependency on 
coal. 
iii. There is a need for further investigation of the effectiveness and efficiency of other 
optimization algorithms like differential evolution (DE) on the ANFIS model and also 
evaluate its performance for wind and solar resource variability investigation. Further to 
this, other soft computing techniques could also be investigated for effectiveness and 
efficiency. 
iv. Onshore wind and solar resources have been investigated in this study because this is 
common. However, offshore wind and solar energy exploration is gradually receiving 
attention and a better understanding of resource variability for wind and solar resources in 
such location is recommended for further studies. 
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v. Temporal variability was investigated in this research, however, there is a need for an 
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Appendix 1 – Site investigation on the wind farm  
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