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The purpose of this paper is to propose a way of tolerating software (design) faults in 
distributed systems relying on the well-known conversation (atomic action) approach. To 
do this, we shall consider differences between two programming paradigms: group 
communication a d conversations, and discuss how a group communication service can 
be used to provide design fault tolerance by conversations. The main characteristics and 
peculiarities of this new conversational group service are described: 
1. Fault tolerance in concurrent systems 
Let us consider concurrent systems and schemes intended for tolerating software faults in 
these systems. We assume that a system consists of processes which can be executed 
concurrently and communicate in the meantime. We shall follow the generalised 
classification of concurrent systems adopted in [1, 2]. Three categories of these are outlined 
here; they are independent, competing and cooperating systems. 
Competitive concurrency exists when two or more processeS are designed separately and 
use the same system resources. So, the former have to compete for the latter and keep them 
at their disposal until there is no more need in them. The use of OS resources, data servers, 
DBMSs, objects are some examples of competitive concurrency. Another example is the 
approach adopted in [3] where distributed systems are understood as sets of clients and 
servers (or users and resources). Normally, processes compete for a resource which knows 
nothing about the processes that can use it. Cooperative concurrency exists when several 
processes cooperate, i.e. do some job together and are aware of this. They can even 
communicate by sharing resources, but the essential point is that they have been designed 
together, cooperate to achieve their joint goal and use each other's help. They synchronise 
their execution, and one of them can wait for information computed by another. Parallel 
computation, control systems, systolic algorithms, etc. are examples of this. The choice 
between competitive and cooperative concurrency is made by system designers. The same 
or a similar system can be seen in different ways and designed using either concurrency. 
The buzz word "spaghetti" software describes systems which were implemented 
unstructuredly with chaotic goto's .  Matters can even be worse in concurrent programming 
if processes communicate in a chaotic unstructured way; we should probably call this kind 
of software "concurrent spaghetti". There is an obvious need for concurrent units to be used 
to structure complex concurrent software. In particular, units for programming competitive 
concurrency are necessary to ensure recovery and to facilitate system design and 
implementation. Special facilities to describe units like these have been developed. 
Nowadays these special facilities very often exist in the form of atomic transactions [4] that 
offer programmers a very powerful scheme which takes care of several properties. The 
isolation (serializability) property plays a major role in providing competitiveness: the 
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designer of a process knows nothing about other processes competing for the same 
resources; this competition is hidden and does not affect the process design in any way; it 
is guaranteed that even when several transactions are executed simultaneously, they do not 
affect each other, and the recovery of any of them is separated from the execution of the 
others. The atomic transaction scheme is well known and well researched. It relies on three 
standard operations: start, abort and commit ransaction, which represent the boundaries of 
an atomic transaction. An atomic transaction encompasses several operations over a 
resource and, in this sense, it is a concept of a higher level than any individual operation 
(communication). 
What are units of cooperation? These units are intended, above all, for recovery (as well as 
atomic transactions) and for system structuring (i.e. for simplifying the system design). The 
latter function is even more important in the case of a cooperative concurrent system 
because it is more difficult to structure a system consisting of cooperative processes 
correctly without using these units. This structuring offers designers a new means for 
coping with system complexity. With cooperative concurrency, one cannot rely on the 
recovery of just one process o all processes of a unit are to be recovered. The reasons are 
as follows: these processes exchange information freely; they are designed together to 
achieve their joint goal; they can be specified together; it is natural to have a joint 
acceptance t st to ensure their correct execution; their recovery is designed as a whole, too. 
A basic computational model of these units was described by B.Randell [5]. He introduced 
the concept of conversation which proved to be fundamental for all research in the field of 
tolerating software faults in concurrent cooperative systems. Schemes relying on this 
concept are intended to provide joint recovery of several cooperating processes on the basis 
of software diversity. Processes enter a conversation asynchronously; a recovery point is 
established in each of them. They are free to exchange information within the conversation 
but cannot communicate with any outside process. When all processes participating in the 
conversation have come to the end of the conversation, the acceptance t st is to be checked. 
If it has been satisfied, the processes leave the conversation (thus, they can leave the 
conversation only at the same time). Otherwise they restore their states from the recovery 
points. Should any process fail during the conversation execution, all the other processes 
are rolled back to their recovery points as well. Several alternates are to be implemented for 
each process. A second alternate is attempted in each process after the state restoration. The 
conversations may be nested; in this case a subset of processes from the containing 
conversation participate in the nested one. 
Since this paper [5] was published, several schemes have been proposed (see [6] for a 
comprehensive discussion). Although all of them are intended for software fault tolerance, 
it is easy to see that they constitute new approaches to concurrent software structuring. 
They all describe different forms of cooperative concurrency units, offering a new level of 
concurrency coordination. The required properties of these units are very similar (or, from 
some researchers' point of view, even the same) to those of atomic transactions, and the 
units of cooperative concurrency are very often called atomic actions [1]. Of these 
properties we would like to mention atomicity which facilitates designing the entire system 
and providing fault tolerance. Atomicity is understood here as the absence of information 
exchange between conversation participants and the outside world, i.e. other processes, I/O 
devices, files, operators, etc., to guarantee action indivisibility and invisibility. 
These units are also employed for purposes other than structuring software diversity. Their 
use is a highly efficient method of cooperative system design, and they are the framework 
55 
in which such systems hould be considered: participant processes enter and leave them 
(exits have to be done simultaneous to guarantee the unit properties) and communicate 
within a particular unit; the nested unit includes only a subset of the processes in the 
outermost one; the execution of each unit is atomic for outside processes; these have no 
access to the intermediate states of the participants; the participants are designed to 
cooperate and to be recovered within these units, etc. Each of these units encompasses 
several occurrences of communication between their participants, thus creating the level of 
cooperation i the system and serving as a building block of the cooperative system design 
[1, 7]. As far as system recovery is concerned, these units are the only way of coping with 
the complexity of this objective. One cannot write a program that will tolerate any possible 
fault in different ways depending on the peculiarities of each program point where it can 
arise. A certain unit of identical fault tolerance behaviour (error detecting and recovering) 
should be introduced. This is the underlying principle of all existing fault tolerance 
schemes [1]. 
Nowadays the general model of the conversation [5, 7-9] relies on using both backward 
and forward error recovery. To provide the former, recovery points are set when processes 
enter a conversation, and if the acceptance t st is not ensured, each process is returned to a 
previous tate. When forward error recovery is used, appropriate exceptions are raised in 
all conversation participants if an error has been detected or the acceptance t st is not 
ensured [7]; by executing their exception handlers, the participants try to recover their 
states and to perform the intended application purpose of the conversation. When several 
exceptions are raised in the processes simultaneously, resolution is used: all exceptions are 
ordered (off-line) in such a way that they form an exception tree which makes it possible to 
find the root exception of the smallest subtree containing all raised exceptions [7]. 
Thus, the conversation scheme offers a clear approach to implementing fault tolerant 
concurrent systems, a way of structuring a system and of attaching fault tolerance features 
to these units of structuring. This facilitates the design of complex concurrent systems by 
hiding information, interprocess communication a d error recovery and by structuring 
systems as a hierarchy of actions with clear fault tolerant semantics. 
2. Distributed systems and their fault tolerance 
Current research in distributed systems does not address the problems of tolerating 
software faults while processes are cooperating. There are just two papers ([10, 11]) which 
offer approaches to how the conversation scheme can be implemented in systems with a 
multicast. We consider these papers to be very important because they constitute a new 
trend in distributed system research. Since they appeared, very important steps in 
understanding these systems have been made and essential results have been gained in 
introducing new types of services which facilitate distributed application design. In 
particular, a number of systems have been implemented featuring a reliable group 
membership and a reliable ordered multicast, which have proved to be very important in 
offering convenience and clarity to programmers. These services introduce new 
abstractions of distributed operating systems: groups, multicasts, orders of message 
delivering, etc. [ 12-15]. We will use the generic term group communication (GC) service in 
referring to them. 
Fault tolerance has always been a matter of primary concern for designers of the GC 
service [3, 13, 17]. But we want to emphasise that it has been tolerance to hardware faults 
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(e.g. node or communication channel crashes). We believe that there is an urgent need to 
discuss the following questions: how software fault tolerance can be used in distributed 
systems, what is the conversation scheme for these systems, what are the main features of 
this new service, how the GC service can be used to implement the conversation scheme. 
Apart from these questions, it seems important o understand the relations between the 
process group concept and the conversation concept. 
First, we shall describe essential features of the GC service (though we understand 
perfectly that these can differ a lot). A group consists of one or more processes, called 
members, cooperating to provide some service or carry out the execution of an application 
program. Processes can participate in several groups, Multicast messages can be sent to all 
members of a group; they are addressed by group names. A process can create, delete, join, 
leave a group. Different levels of the multicast service can be provided. The basic 
requirements are as follows: a reliable and causally or totally ordered message delivery, the 
atomicity of multicast delivery. The group membership service guarantees that, in spite of 
process (node) crashes and of processes joining and leaving the group, at any moment his 
group consists of the same members from the point of view of any process. 
It is worth specifying what is understood by atomicity here. In [16], two forms of atomicity 
are considered important for the GC: membership atomicity and failure atomicity. The first 
assumes that all instances of a member list for a given group are the same (in spite of 
process join/leave/fail). The second form of atomicity guarantees that the multicast is 
delivered either to all group members or to none of them. 
Further steps in providing fault tolerance were made while developing the most elaborate 
of GCs. Some new tools were implemented on the basis of the abovementioned features. In 
particular, Isis [13] and Delta-4 [17] allow tolerating hardware faults by object replication 
(objects can be put in different nodes, and the result can be voted in different ways to detect 
an error). In a similar way, N-version programming was introduced in these systems for 
tolerating software faults (note that the execution of each version is separated from the 
executions of other system components and from the executions of other versions; and, 
therefore, this is not intended for cooperative systems). 
Another well established irection of research in distributed systems is protocols reaching 
an agreement [18], which allows arbitrary (in particular, software) faults to be tolerated. 
These protocols can be used to reach an agreement on the results of the execution of 
several software versions or for the conversation completion (to exchange the acceptance 
test results), but they cannot replace the entire execution of the application code of all 
conversation participants or be used directly for cooperative system recovery because this 
recovery is essentially application-dependant d should be designed by application 
programmers. The purpose of cooperating processes is to work in accordance with the 
specification rather than to reach an agreement upon the results. 
It is clear that GC provides a very high level of tolerating hardware faults, crashes and 
transient errors transparently. But traditionally the problems of software fault tolerance in 
cooperative systems are not addressed. It is assumed that cooperating processes can 
somehow find ways of overcoming an error detected (e.g. by one of them) during their 
execution and proceeding with it [19]. We believe that this is an imprudent assumption 
which may result in using as many ad hoc approaches as there are particular applications. 
Clearly, there is a need for discussing a new service which would make it possible to 
tolerate software faults in cooperative distributed systems in a disciplined and general way. 
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3. Groups are not conversations 
We believe that in its current state the GC service is not able to offer a general, structured 
way of tolerating software faults because it has no features for expressing atomic actions. 
Moreover, it is not the purpose of this service. 
The GC service was introduced to facilitate the programming of distributed systems by 
allowing all group members to be regarded as one whole logical entity while a message is 
being sent or received (one receiver or one sender): all group members ee the xternal 
environment in the same way, and all of them are the same for processes outside the group. 
In particular, atomicity here has a specific meaning and is seen as pertaining to the level of 
a particular multicast (all members of a group have received a message or none of them 
has). Joint process recovery (forward or backward), tolerating software faults, structuring a 
cooperative system as atomic actions are topics which are not addressed in GC research. 
Conversations have a clear fault tolerance semantics (error detection, damage confinement 
and error recovery): all of their participants take part in recovery if one of them detects an 
error; it is guaranteed that there is no information smuggling from a conversation. 
Conversations are invisible, indivisible and instantaneous for the surrounding processes, so 
the latter do not observe the internal state of former, nor do conversation participants 
receive information from the surrounding processes while in the conversation. 
We believe that groups and conversations are notions of different levels (or even 
dimensions) of abstraction, are intended for different purposes, and that it is worthwhile to 
discuss how the GC service can be used as a basis for building up the conversation level. 
We agree with the main ideas in the paper [19], where the transactional paradigm is 
opposed to the GC paradigm. It is true that there are applications in which cooperation of 
processes can guarantee a 'fast' recovery. The only thing we want to add is hat the GC does 
not actually offer any structural way of providing this recovery (in particular, from 
software faults) because there is no synchronous exit of all members out of groups, no 
message control to prohibit information smuggling across the group boundary, no special 
tool to initialise recovery in all group members if an error is detected, no state restoration 
and no error recovery tools. These groups are not atomic (information crosses group 
boundaries freely, there is no support for atomicity semantics, etc.), their execution is not 
instantaneous or indivisible. Actually, the GC service assumes that providing all steps of 
fault tolerance (error detection, damage confinement, error recovery) is the responsibility 
of application programmers. 
Our purpose is to help them use some wel l -known ideas employed in cooperative 
concurrent system recovery. It seems natural to involve all group members into recovery 
when one of them detects an error, to introduce closed groups whose members do not 
exchange information with non-member processes, and to offer programmers a unified 
structured way of fault tolerating by involving all members of this group into recovery. 
That is why we believe that the conversation concept should be used in distributed systems. 
It is clear that imposing additional restrictions on the use of groups (when there is supposed 
to be a coordinated recovery within them) makes it possible not just to provide a general 
way of fault tolerating (in particular, fast application-specific recovery) but to structure 
distributed systems in appropriate ways as well. 
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How can these two approaches to system structuring coexist? Do we need both of them? 
What are the main differences? Conversations are used to structure system execution, they 
should not and cannot be too big (since they have to be atomic). They allow systems to be 
structured of units in which error detection and recovery are provided. Groups are mostly 
used to treat all members as one receiver/sender for multicast messages. There can be 
several groups within a conversation but no communicat ion between them and 
processes/groups outside the conversation is allowed. 
Groups are essentially static: they are usually created when the application starts and exist 
forever (members can join or leave them, though). The main GC applications [14, 19] are 
file, object, process, program, procedure, client, server and data replication (standby or 
workby); virtualisation of a set of servers when a request is addressed to a group of servers 
each of which is able to perform it (depending on the location, state, on how busy it is, etc., 
the appropriate s rver is to be chosen from the group members); news propagation. 
As has been said above, the GC service does not offer any way of attaching fault tolerance 
to the system structure; thus ensuring fault tolerance is the responsibility of application 
programmers as opposed to the clear fault tolerance structure and fault tolerant behaviour 
of conversations. It can even be dangerous to try to substitute the group concept for the 
concept of atomic actions, as they are different and of different levels. Conversations are 
intended for system structuring (layering and information/exchange hiding) and recovery. 
Any attempts by application programmers to provide these properties while designing a
system will have to involve accepted ideas of software fault tolerance research. We believe 
that it is time to introduce the conversation concept into distributed system design. All 
previous research in the conversation field (e.g. [ 1, 5, 7, 20]) should form a basis for doing 
this. This is a very mature direction, and any attempts to address these problems in an ad 
hoc manner could be very dangerous. Ad hoc coping with group communication was the 
main reason why the need for GC was realised and it was introduced in the 80-ies. It would 
be wrong to make application programmers introduce atomic a tions in an ad hoc way 
using the existing GC service. All previous research and experience in software fault 
tolerance for concurrent systems demonstrates that the only way of providing it is by 
designing the system as a set of conversations (atomic actions) [6-8, 21]. 
4. Conversations in distributed systems 
To discuss a way of introducing conversations into distributed systems, we shall essentially 
rely on the peculiarities of the GC service. We assume that it exists in the underlying 
system, so our intention is to design a new conversational service. The GC service offers a 
perfect foundation for creating this new service because it guarantees a reliable ordered 
message delivery and a reliable membership. On the other hand, we shall rely on the 
approach from [7] which will serve as a framework for using atomic actions to tolerate 
faults in cooperative concurrent systems. In particular, it offers a unified approach to 
coping with software faults by using forward and backward error recovery. 
We regard conversations as a restricted form of groups possessing elaborate tools which 
ensure clear fault tolerant semantics. For example, prohibiting message xchange between 
conversation participants and outside processes restricts error propagation and makes 
damage confinement a simple task. It seems very natural to view conversations as a 
particular type of groups, a kind of service groups, which have special fault tolerance 
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semantics, and control over which is, to a great extent, hidden in the new conversational 
group service. A conversation is a group which has to have the following properties: 
- information exchange is permitted only within a group (some subgroups can be used 
for multicasting but they should consist only of conversation members); 
- it is a closed group because it is only its members that are allowed to send messages 
to this group; 
- nested conversations are possible (a subset of processes in the containing conversation 
takes part in those); 
- errors can be detected either by the acceptance test which is associated with the 
conversation (it can be a set of local tests, one for each participant) and checked when the 
conversation is to be completed, or by assertions, or by the underlying run-time system, or 
by time-outs; 
- if no error is found during the execution of an alternate, all processes leave the 
conversation atthe same time; 
- each process knows what to do if the acceptance t st is not satisfied or an exception is 
raised, which means that it has appropriate fault tolerance measures; 
- all conversat ion participants take part in error recovery. General ly Speaking, 
conversation recovery can be as follows: either participants rollback and then try the next 
alternate; or an exception is raised and handlers are called in all participants (with some 
kind of resolution if several processes detect errors). 
Conversat ion participants that mult icast messages can be regarded as groups. But 
multicasting should occur strictly within conversation to prevent information smuggling. 
Thus, we need a new GC service, i.e. the conversational group service, to support 
conversational groups. 
5.  Coex is t ing  groups  and  conversat ions  
As maintained before, processes are grouped into conversations to structure the application 
system as a set of atomic actions rather than send/receive multicasts. 
How can group and conversation structurings coexist? The obvious rules are as follows: 
- a conversation is an atomic entity, so any processes from any groups can enter it and 
stay in, but they cannot receive/send any messages f rom/to the outside world (e.g. if 
process P1 from group G1 enters a conversation, then any multicast to G1 is to wait till the 
conversation is over; this guarantees the atomicity of this multicast); 
- if it is really necessary for this process to receive this mult icast while in the 
conversation, then the conversation structure should be designed in another way to include 
all G1 members and the multicast sender into the conversation; 
- nobody multicasts messages to all conversation members (maybe, except for these 
members); 
- when a conversation is over, its participants can remain one group. 
It is clear now that these two approaches constitute two dimensions of  system structuring, 
are quite independent and serve different purposes. From now on we shall concentrate on 
two aspects of using conversations in systems with groups: how to use the GC service to 
implement conversational service and how groups can be conversation members. 
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6. Using conversations. Multi-phase conversations 
The general conversation scheme offers several ways of tolerating design faults: forward 
recovery, backward recovery, or a combination of both. The choice of a particular approach 
for a particular application essentially depends on the peculiarities of distributed systems 
(as compared with non-distributed ones) rather than on the peculiarities of this application: 
a different ratio of state restoration and message passing times, non-negligible time of 
message passing, etc. We agree with the author of [19] (p. 18) that for some applications the 
unbounded elays which transaction execution can undergo are not acceptable, but we 
disagree with the view that only forward error recovery should be used to recover groups. 
The conversation scheme offers a general way of coping with this problem, though we are 
well aware that there are applications in which the use of the conversation scheme would 
be inappropriate. 
The conversational service overheads depend on those of the underlying GC service. To 
make it cheaper, the conversational structure of the application should be carefully 
designed. In particular, we believe that due to the more static nature of groups, the 
following modification of the conversation scheme can often be used in distributed 
applications: after completing a conversation and ensuring its acceptance test the same 
participants form another conversation immediately (see Fig. 1); so actually, they keep their 
cooperation going. This extension looks very reasonable for a set of cooperating distributed 
processes each of which has several phases of execution, with each phase having its own 
acceptance t st and recovery feature. Although each phase is a traditional conversation, the 
implementation f these multi-phase conversations can be facilitated because there is no 
need to create/delete conversational groups. 
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Figure 1. Multi-phase conversations: C2, C3 and C4 
7. Implementing conversations using GC service. 
Conversational groups 
There could be two approaches to the conversational service implementation. The first is to 
build up the conversation level on the basis of the GC service; the second one is to enrich 
the original GC service by introducing new properties of groups (some groups, if 
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necessary, can be treated as conversational ones). It is clear that the first one is better 
structured (it allows to layer services intended for different purposes) and more practical 
(different GC services can be built up). We believe it is a very important and promising 
direction of research. 
Thus, we shall rely on the services existing in distributed systems as much as possible. In 
particular, we shall be able to avoid introducing a centralised housekeeping process which 
would keep a list of conversation participants by using the group membership service. The 
conversation execution (using the GC service) would go through the following steps: 
- a process enters conversation CI: if there is conversational group C1, it joins it, 
otherwise it creates C1 (a process can be only in one conversation ata time); 
- a process reaches the acceptance t st line, checks its test and multicasts the result to 
all C1 members, so each participant knows the results of all tests checking; if all tests are 
ensured, then participants leave the conversation and the group is deleted, otherwise they 
execute rollback and start the next alternate; 
- message send/receive: to prevent information smuggling, it should be checked 
whether the receiver is a C1 member; besides, in distributed systems there is a need to 
multicast messages, o it should be checked whether all mu!ticast receivers are members of 
the conversational group; 
- if there is a nested conversation, then it should be ensured that the process group of 
this conversation is a subset of the containing conversation group. 
Particular protocols should rely on the ordered reliable point-to-point message and 
multicast delivery and should assume that a causal order is provided for both application 
and conversational service messages; in this way they cab use the same underlying GC 
service. 
8.  D iscuss ion  
Let us compare our proposals with those in the papers [10, 11]. The latter are not intended 
for distributed systems with the GC service, they do not use reliable multicast, group 
membership and the concept of groups for conversation implementation. They rely on 
using two operations: broadcasting messages to the process set and receiving them, so 
these implementations are bound to be done from scratch and to be rather restrictive. We 
believe that it is not sufficient for the current state of distributed system development. I  is 
clear that having some new services can facilitate conversation implementation a d allow 
more flexible and richer conversation schemes to be implemented. The enumeration of all 
processes taking part in a conversation which is obligatory in schemes [10, 11] seems to be 
an example of a rather estrictive programmers' convention. Besides, our approach makes it 
possible to design more powerful schemes with both backward and forward error recovery. 
It is clear that research in software fault tolerance in its current state does not offer 
approaches uitable for cooperative distributed systems. This is a much more difficult 
problem than conversation support for one-processor systems or multi-processor systems 
with common memory. A set of protocols should be designed to provide a distributed 
conversation scheme. We outlined these protocols in Sections 3 and 4. We hope that this 
paper starts an important direction of research which would allow software fault tolerance 
schemes to be designed, implemented and used in cooperative distributed systems. The 
conclusion we have come to is clear: the conversation scheme can be successfully 
implemented on the basis of the GC service; without it implementation gets rather difficult 
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(and actually, involves implementing a considerable part of this service). Finally, we 
believe that it is of some conceptual importance thatwe have tried to discuss the relation 
between the group and conversation concepts. 
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