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around the eye to detect eye motion. The eye motion can be 
analyzed by the change of the electrode potentials. [8] 
Video-oculography (VOG) is a video-based method of 
measuring the movements of eyes using a head-mounted mask 
that contains small cameras. The cameras send images to the 
computer for image processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that processes and 
analyses the gaze data like The Eye Tribe tracker (see below). 
In order for a computer to perceive body language, it must 
follow the movement with a physical device. Many of the 
motion tracking systems have been developed over the years. 
Among the earliest was the DataGlove in 1980s. DataGlove is 
a multi-layered glove, equipped with multiple flex sensors, 
ultrasonic sensors to determine hand position and orientation. 
The metal strips in the sensor are measured for resistance to 
bending. One of the most popular gesture controllers among the 
new generation devices is the Kinect (Microsoft, 2016) based 
system which is developed for the latest generation of Xbox 
360, Xbox One gaming consoles and desktop computers. The 
tool is now being developed by Microsoft. Its predecessor was 
the Xbox Live Vision system. The Leap Motion device uses 
cameras to detect hand and fingers position and there are some 
other open-source solutions using web cameras (see details 
under Test environment for analyzing eye and hand tracking 
data section). The Leap Motion Controller promises 
submillimeter accurate detection. In their article Weichert et al.  
the main focus of attention was on the evaluation of the 
accuracy and repeatability.  It can be summarized that it was not 
possible to achieve the theoretical accuracy of 0.01 mm under 
real conditions but a high precision (an overall average 
accuracy of 0.7mm) with regard to gesture-based user 
interfaces. Comparable controllers in the same price range, e.g., 
the Microsoft Kinect, were not able to achieve this accuracy. 
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the 
relationship between eye-hand coordination in several aspects. 
Twardon et al used eye-hand coordination for an intuitive 
remote manipulation system that allows even non-expert users 
to operate a robot safely without prior experience. [11] Carrasco 
et al. in their article propose use of a visual sensor which allows 
the simultaneous analysis of hand and eye motions in order to 
recognize the reach-to-grasp movement to predict the grasping 
gesture. [12] Chiang et al in their study explore health benefits 
in somatosensory video games in case of older adults with 
wheelchairs based eye-hand coordination. [13] Renata et al has 
been shown the correlation between eye movement and reaction 
time under mental fatigue influence. [14] Johns et al examined 
the reaction time of the hand is influenced by the appearance of 
a visual signal. [15] Martin et al examined the features of head, 
eye and hand movement when driving. [16] Fischer et al. 
discovered that hand movement will be initiated when both eye 
and hand movement mental preparations are completed. [17] 
Dean et al. confirm the suggestion that the correlation between 
visual and reach reaction time exists. [18] 
In our article, we conducted a comparative study between 
traditional cursor movement and gesture-based control while 
observing eye movement data. Based on our previous 
experience, when observing the mouse cursor movement with 
the help of Leap Motion, the test subject is more attentive and 
more closely observing the current position of the cursor than 
with the mouse cursor movement. This is probably due to the 
fact that moving the mouse cursor is a routine operation and 
therefore requires less continuous tracking of the cursor 
position during movement. We want to examine whether this 
assumption is true, whether the gaze is constantly following the 
mouse cursor movement, and whether it is constantly focusing 
on the mouse cursor movement using Leap Motion. 
Two gaze mouse parameters can be examined with 
O.G.A.M.A. The first reports the number of fixations until the 
first mouse click (Gaze Mouse Path) and the second calculates 
the average distance between gaze and mouse path in pixels 
(Average Gaze Mouse Path Distance). The two related 
parameters were analyzed. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor movement to provide a 
statistically detectable difference between the two control 
methods based on within-subjects design. For the correct 
application of the t-test, a number of conditions must be met. 
There should be no significant outliers. [19] The distribution of 
the differences in the dependent variable between the two 
related groups should be approximately normally distributed. 
We talk about the dependent t-test only requiring approximately 
normal data because it is quite "robust" to violations of 
normality, meaning that the assumption can be a little violated 
and still provide valid results. [20] 
The eye movement sensor we use is located at the bottom of 
the screen. The position of both the screen and the eye 
movement sensor are fixed during the test and not move. We 
use a relatively large screen for better results (if the angle of the 
eye movement large across the screen, the relative error due to 
the angle of detection will be small). Touch screens are smaller 
and harder to fix. It is difficult to keep the screen-to-head 
distance required for testing, and the biggest difficulty is that in 
this case, when you touch the screen, the arm / hand can 
partially obscure the eye tracking image, so there will be 
insufficient data for evaluation. Therefore, touch screen testing 
was not included in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze point of the test subjects. The tracker consists 
of two main components: a camera and a high-resolution infra-
red LED lamp. The camera tracks the user's eye movements and 
operates in 30 Hz and 60 Hz sample rate with an average 
accuracy of 0.5°. Its operational range varies between 45 and 
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
efficiency, can be well-used in psychological researches. [23] 
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Abstract—Eye-hand coordination means the ability to combine 
seeing and hand movement. Eye-hand coordination is a complex 
process consisting of a series of conscious actions. The fine motor 
skills of the hand were not born with us but learned.  The 
development of eye-hand coordination has begun in infancy 
through various ball games, construction games and puzzle games. 
Co-ordinated work of eye and hand movement is the basis for 
many activities. The proper functioning of eye-hand coordination 
is necessary for many everyday activities such as writing, reading 
or driving. The joint work of the eyes and hands is vital for certain 
forms of movement (ball-catching, kicking). The eye plays an 
essential role in regulating fine movements. In this paper a general 
eye-hand coordination task is examined in relation to mouse 
cursor movement on computer screen. An eye-hand tracking 
system was used to observe the gaze and hand path during the 
mouse cursor movement and the acquired data were analyzed by 
statistical t-test. 
 
Index Terms—statistical evaluation, paired t-test, eye-hand 
coordination, eye-tracking, hand tracking. 
 
I. INTRODUCTION 
YE-HAND coordination is the ability to perform activities 
that require the simultaneous use of our hands and eyes as 
an activity that uses the information (visual-spatial perception) 
perceived by our eyes to control our hands. These activities are 
prerequisites for learning all kinds of activities, including 
writing and reading. [1] 
The eye is used to transmit visual information. The hand is 
used to perform a specific task based on visual information 
received from the eye. Eye-hand coordination consists of a 
complex process, the decay of reflexes, and the practice of 
conscious action. [2] In our daily life, we use eye-hand 
coordination almost continuously. A skill that is essential in 
everyday life. Eye-hand coordination can be associated with 
motoric skills. [3] 
Motoric skills are conditions for carrying out a motion action 
that can be traced back to the genetically determined 
components and components by learning. There are three types 
of motoric skills [4]: 
• conditioning skills; 
• coordination skills; 
• joint mobility. 
 
Motion coordination is the alignment of the motion phases 
and sequence of the partial movements.  There are three types 
of basic motion coordination skills [5]: 
• motion control skills; 
• motion adaptive and motion adjuster skills; 
• ability to learn the motion. 
 
The three basic skills can be further subdivided into abilities 
that result in motion order based on information that facilitates 
motion coordination. For example we use eye-hand 
coordination when writing. As we write the lines, our eyes send 
visual information to the brain about the position of the hand. 
With this information, the brain prepares instructions on how 
the hand should move in order to create appropriate lines of 
shapes, resulting in letters. There is a similar order when typing 
on a keyboard. The type of movement is different, but we still 
use visual information to tell the brain how to control our hands 
or if we need to fix an error [6].  Besides, we use eye-hand 
coordination while performing active activities (sports) that 
require motoric coordination. 
We use eye-hand coordination during work, for example 
working on a material. We follow the shape of the workpiece 
with our eyes and we constantly transform it with our hands.  It 
happens several times a day to open or close a door. Placing the 
key in the door lock and turning it in the right direction also 
requires eye-hand coordination. One of the most common 
examples is driving. We follow the road with our eyes while 
cornering and turn the steering wheel with our hands. [7] 
The main aim of this paper to examine a general eye-hand 
coordination task in relation to mouse cursor movement on 
computer screen. The results can be used to compare the 
efficiency of computer mouse and gesture-based cursor position 
control by the perspective of eye-hand coordination. An eye-
hand tracking system was used to observe the gaze and hand 
path during the mouse cursor movement and the acquired data 
were analyzed by statistical t-test.  
 
II. METHODS THE DETECT OF EYE MOTION AND HAND 
TRACKING 
Many different techniques have been used in the past to track 
eye movement. Of these, there are essentially three techniques 
that we can find in researches. These techniques are: 
• Electro-oculography (EOG), 
• Video-oculography (VOG). 
• Video-based infrared (IR) pupil-corneal reflection 
(PCR) 
 
Electro-oculography (EOG) devices use electrodes placed 
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around the eye to detect eye motion. The eye motion can be 
analyzed by the change of the electrode potentials. [8] 
Video-oculography (VOG) is a video-based method of 
measuring the movements of eyes using a head-mounted mask 
that contains small cameras. The cameras send images to the 
computer for image processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that processes and 
analyses the gaze data like The Eye Tribe tracker (see below). 
In order for a computer to perceive body language, it must 
follow the movement with a physical device. Many of the 
motion tracking systems have been developed over the years. 
Among the earliest was the DataGlove in 1980s. DataGlove is 
a multi-layered glove, equipped with multiple flex sensors, 
ultrasonic sensors to determine hand position and orientation. 
The metal strips in the sensor are measured for resistance to 
bending. One of the most popular gesture controllers among the 
new generation devices is the Kinect (Microsoft, 2016) based 
system which is developed for the latest generation of Xbox 
360, Xbox One gaming consoles and desktop computers. The 
tool is now being developed by Microsoft. Its predecessor was 
the Xbox Live Vision system. The Leap Motion device uses 
cameras to detect hand and fingers position and there are some 
other open-source solutions using web cameras (see details 
under Test environment for analyzing eye and hand tracking 
data section). The Leap Motion Controller promises 
submillimeter accurate detection. In their article Weichert et al.  
the main focus of attention was on the evaluation of the 
accuracy and repeatability.  It can be summarized that it was not 
possible to achieve the theoretical accuracy of 0.01 mm under 
real conditions but a high precision (an overall average 
accuracy of 0.7mm) with regard to gesture-based user 
interfaces. Comparable controllers in the same price range, e.g., 
the Microsoft Kinect, were not able to achieve this accuracy. 
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the 
relationship between eye-hand coordination in several aspects. 
Twardon et al used eye-hand coordination for an intuitive 
remote manipulation system that allows even non-expert users 
to operate a robot safely without prior experience. [11] Carrasco 
et al. in their article propose use of a visual sensor which allows 
the simultaneous analysis of hand and eye motions in order to 
recognize the reach-to-grasp movement to predict the grasping 
gesture. [12] Chiang et al in their study explore health benefits 
in somatosensory video games in case of older adults with 
wheelchairs based eye-hand coordination. [13] Renata et al has 
been shown the correlation between eye movement and reaction 
time under mental fatigue influence. [14] Johns et al examined 
the reaction time of the hand is influenced by the appearance of 
a visual signal. [15] Martin et al examined the features of head, 
eye and hand movement when driving. [16] Fischer et al. 
discovered that hand movement will be initiated when both eye 
and hand movement mental preparations are completed. [17] 
Dean et al. confirm the suggestion that the correlation between 
visual and reach reaction time exists. [18] 
In our article, we conducted a comparative study between 
traditional cursor movement and gesture-based control while 
observing eye movement data. Based on our previous 
experience, when observing the mouse cursor movement with 
the help of Leap Motion, the test subject is more attentive and 
more closely observing the current position of the cursor than 
with the mouse cursor movement. This is probably due to the 
fact that moving the mouse cursor is a routine operation and 
therefore requires less continuous tracking of the cursor 
position during movement. We want to examine whether this 
assumption is true, whether the gaze is constantly following the 
mouse cursor movement, and whether it is constantly focusing 
on the mouse cursor movement using Leap Motion. 
Two gaze mouse parameters can be examined with 
O.G.A.M.A. The first reports the number of fixations until the 
first mouse click (Gaze Mouse Path) and the second calculates 
the average distance between gaze and mouse path in pixels 
(Average Gaze Mouse Path Distance). The two related 
parameters were analyzed. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor movement to provide a 
statistically detectable difference between the two control 
methods based on within-subjects design. For the correct 
application of the t-test, a number of conditions must be met. 
There should be no significant outliers. [19] The distribution of 
the differences in the dependent variable between the two 
related groups should be approximately normally distributed. 
We talk about the dependent t-test only requiring approximately 
normal data because it is quite "robust" to violations of 
normality, meaning that the assumption can be a little violated 
and still provide valid results. [20] 
The eye movement sensor we use is located at the bottom of 
the screen. The position of both the screen and the eye 
movement sensor are fixed during the test and not move. We 
use a relatively large screen for better results (if the angle of the 
eye movement large across the screen, the relative error due to 
the angle of detection will be small). Touch screens are smaller 
and harder to fix. It is difficult to keep the screen-to-head 
distance required for testing, and the biggest difficulty is that in 
this case, when you touch the screen, the arm / hand can 
partially obscure the eye tracking image, so there will be 
insufficient data for evaluation. Therefore, touch screen testing 
was not included in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze point of the test subjects. The tracker consists 
of two main components: a camera and a high-resolution infra-
red LED lamp. The camera tracks the user's eye movements and 
operates in 30 Hz and 60 Hz sample rate with an average 
accuracy of 0.5°. Its operational range varies between 45 and 
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
efficiency, can be well-used in psychological researches. [23] 
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around the eye to detect eye motion. The eye motion can be 
nalyzed by th  chang  of th  electrode potentials. [8] 
Vid o-oculography (VOG) is a video-based method of 
measuring the movements of eye  using a head-mounted mask
that contains s all cameras. The camer s send images to the
computer for i age processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that process s and
analyses th  gaze data lik  The Eye Tribe t acker (see below). 
In order for a computer to perc ive ody language, it must 
follow the movement with a physical device. Many of the
motion racking systems have been developed over the years.
Among the earliest was the DataGlov  in 1980s. DataGlove is
a ulti-layered glove, equipped with multiple flex sensors,
ultrasonic s nsors to det rmine hand position and orientation.
The metal strips in the sensor are measured for resistance to
bending. One of the most popular gesture controlle s amo g the
n w generation devices is the Kin c  (Micros ft, 2016) based
system which is developed for th  latest generation of Xbox
360, Xbox One gaming cons les and desktop computers. The
tool is n w bein  developed by Microsoft. Its predecessor was
he Xbox Live Vision system. The Leap Motion device use
cameras to detect hand and fingers position and ther  are some
other open-source solutions using web cameras (see details
under Test environment for analyzing eye and hand tracking
data s c io ). The Leap Mot on Controller p omises
submillimeter accurate detection. In their article Weichert et al.  
the ma n focus of atten ion was on the evaluat on of the
accuracy and repeatability.  It can be summarized that it was not
possible to achieve the theoretical accuracy of 0.01 mm under
real conditions bu  a high precision (an overall average
accuracy of 0.7mm) w t  regard to gestur -based user
interf es. Comparable con rollers in the same price r nge, e.g.,
the Mi rosoft Kinect, were not able to achi ve this accuracy.
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the
relatio ship between eye-han  coordination in several aspects.
Twardon et al us d eye-hand c ordination for an intuitive
remote manipulation system that allows eve n n-exper  users
to operate a robot safel  without prior exp rience. [11] Carrasco
et al. in heir article propose use of a visual s sor which allows
the simultaneous analysis of hand nd eye motions in order to
recognize th  reach-to-grasp movement to pred ct the grasping
gesture. [12] Chiang et al in their study explore health benefits
in somatosensory video games in case of older adults with
wheelchairs based eye-hand coordination. [13] Ren ta et al has
been shown the correlatio  between eye movement and reaction
time under mental fatigue influence. [14] Johns e l examined
he reaction time of the hand is influenced by the appear nce of
a visu l signal. [15] Marti  et al examine  the f atures of h ad,
eye and hand movement when drivi g. [16] Fischer et al.
discovered that hand ovement will be initiated when both eye
and hand movement ental preparations are completed. [17]
Dean et al. c nfirm he suggestion that the correlation between
visual and reach eaction time exists. [18] 
In our a ticle, we c ducted a comparative study between 
traditional cursor movement and gesture-based control while 
observi g eye movement data. Based on our previous
exp ie ce, when obs rvi g the mouse curs r m vement with
the help of Leap Motion, the test subj ct is more attentive and
more closely observing the current posi ion of the cursor than
with the mouse cursor movement. Thi  is pr bably due to the
fact that ving the mouse cursor is a routine operation and
therefore requires less continu us tracking of the cursor
positi n during mov ment. We want o examine w ether this
assumption is true, whether the gaze is constantly following the
mo se cursor movement, and whether it is constant y focusing
on th  mouse cursor movement using Leap Motio . 
Two gaz  mouse parameters can be examined with 
O.G.A.M.A. The fir t reports th  number of fixations until the
first mouse click (Gaze Mou e Path) and the second calcu ates
the average distance between gaze and mou  path in pixel
(Average Gaze Mouse Path Dista ce). The two related
paramet rs wer analyz d. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor ov ment to provide a
sta istically detectable differen e between the two control
methods based on with n-subjects desig . For the rrect
application of the t-test, a numb r of conditions must be met.
There sh uld be no significant outliers. [19] The distribution of
the differences in the dependent variable between the two
related g oups should be approximately normally distribu ed.
We alk about the dependent t-test only requi ing approxima ly
normal data becaus  it is qui e "robust" to violations of
ity, meaning that the assumption can be a little violated
and sti l provide valid results. [20] 
The eye movement s nsor we use is located at the bottom of 
the screen. Th  position of both the screen and the eye
movem nt sensor are f xed during the test and not mov . W
use a relatively large scre n for better resul s (if the angle of th
ey movem nt a oss the screen, the relativ  error due to
the angle of detection will be small). Touch screens a e smaller
and harder to fix. It is difficult to keep the screen-to-head
distance r quired for esting, and he biggest diffi ulty is that in
this case, when you touch the screen, the arm / hand ca
partially obscure the eye tracking image, so there will be
insufficient data for valuation. Therefore, touch scre n testing
was not i cluded in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze poin  of th  t s  subj cts. The tracker consis s
of two main components: a camera and a hig -resolution infra-
red LED lamp. The camera tr cks the user's eye moveme ts and 
operates in 30 Hz nd 60 Hz sample rate with an aver ge
accuracy of 0.5°. Its operational range vari s between 45 nd
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
effi iency, can be well-used in psychological researches. [23] 
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Abstract—Eye-hand coordination means the ability to combine 
seeing and hand movement. Eye-hand coordination is a complex 
process consisting of a series of conscious actions. The fine motor 
skills of the hand were not born with us but learned.  The 
development of eye-hand coordination has begun in infancy 
through various ball games, construction games and puzzle games. 
Co-ordinated work of eye and hand movement is the basis for 
many activities. The proper functioning of eye-hand coordination 
is necessary for many everyday activities such as writing, reading 
or driving. The joint work of the eyes and hands is vital for certain 
forms of movement (ball-catching, kicking). The eye plays an 
essential role in regulating fine movements. In this paper a general 
eye-hand coordination task is examined in relation to mouse 
cursor move ent on computer screen. An eye-hand tracking 
system was used to observe the gaze and hand path during the 
mouse cursor movement and the acquired data were analyzed by 
statistical t-test.
Index Terms—statistical evaluation, paired t-test, eye-hand 
coordination, eye-tracki g, hand racking.
I. INTRODUCTION
YE-HAND coordination is the ability to perform activities 
that require the simultaneous use of our hands and eyes as 
an activity that uses the information (visual-spatial perception) 
perceived by our eyes to control our hands. These activities are 
prerequisites for learning all kinds of activities, including 
writing and reading. [1]
The eye is used to transmit visual information. The hand is 
used to perform a specific task based on visual information 
received from the eye. Eye-hand coordination consists of a 
complex process, the decay of reflexes, and the practice of 
conscious action. [2] In our daily life, we use eye-hand 
coordination almost continuously. A skill that is esse tial i  
everyday life. Eye-hand coordination can be associated with 
motoric skills. [3]
Motoric skills are conditions for carrying out a motion action 
that can be traced back to the genetically determined 
components and components by learning. There are three types 
of motoric skills [4]:
• conditioning skills;
• coordination kills;
• joint mobility.
Motion coordination is the alignment of the motion phases 
and sequence of the partial movements. There are three types 
of basic motion coordination skills [5]:
• motion control skills;
• motion adaptive and motion adjuster skills;
• ability to learn the motion.
The three basic skills can be further subdivided into abilities 
that result in motion order based on information that facilitates 
motion coordination. For example we use eye-hand 
coordination when writing. As we write the lines, our eyes send 
visual information to the brain about the position of the hand. 
With this information, the brain prepares instructions on how 
the hand should move in order to create appropriate lines of 
shapes, resulting in letters. There is a similar order when typing 
on a keyboard. The type of movement is different, but we still 
use visual information to tell the brain how to control our hands 
or if we need to fix an error [6]. Besides, we use eye-hand 
coordination while performing active activities (sports) that 
require motoric coordination.
We use eye-hand coordination during work, for example 
working on a material. We follow the shape of the workpiece 
with our eyes and we constantly transform it with our hands. It 
happens several times a day to open or close a door. Placing the 
key in the door lock and turning it in the right direction also 
requires eye-hand coordination. One of the most common 
examples is driving. We follow the road with our eyes while 
cornering and turn the steering wheel with our hands. [7]
The main aim of this paper to examine a general eye-hand 
coordination task in relation to mouse cursor movement on 
computer screen. The results can be used to compare the 
efficiency of computer mouse and gesture-based cursor position 
control by the perspective of eye-hand coordination. An eye-
hand tracking system was used to observe the gaze and hand 
path during the mouse cursor movement and the acquired data 
were analyzed by statistical t-test.
II. METHODS THE DETECT OF EYE MOTION AND HAND 
TRACKING
Many different techniques have been used in the past to track 
eye movement. Of these, there are essentially three techniques 
that we can find in researches. These techniques are:
• Electro-oculography (EOG),
• Video-oculography (VOG).
• Video-based infrared (IR) pupil-corneal reflection 
(PCR)
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around the eye to detect eye motion. The eye motion can be 
analyzed by the change of the electrode potentials. [8] 
Video-oculography (VOG) is a video-based method of 
measuring the movements of eyes using a head-mounted mask 
that contains small cameras. The cameras send images to the 
computer for image processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that processes and 
analyses the gaze data like The Eye Tribe tracker (see below). 
In order for a computer to perceive body language, it must 
follow the movement with a physical device. Many of the 
motion tracking systems have been developed over the years. 
Among the earliest was the DataGlove in 1980s. DataGlove is 
a multi-layered glove, equipped with multiple flex sensors, 
ultrasonic sensors to determine hand position and orientation. 
The metal strips in the sensor are measured for resistance to 
bending. One of the most popular gesture controllers among the 
new generation devices is the Kinect (Microsoft, 2016) based 
system which is developed for the latest generation of Xbox 
360, Xbox One gaming consoles and desktop computers. The 
tool is now being developed by Microsoft. Its predecessor was 
the Xbox Live Vision system. The Leap Motion device uses 
cameras to detect hand and fingers position and there are some 
other open-source solutions using web cameras (see details 
under Test environment for analyzing eye and hand tracking 
data section). The Leap Motion Controller promises 
submillimeter accurate detection. In their article Weichert et al.  
the main focus of attention was on the evaluation of the 
accuracy and repeatability.  It can be summarized that it was not 
possible to achieve the theoretical accuracy of 0.01 mm under 
real conditions but a high precision (an overall average 
accuracy of 0.7mm) with regard to gesture-based user 
interfaces. Comparable controllers in the same price range, e.g., 
the Microsoft Kinect, were not able to achieve this accuracy. 
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the 
relationship between eye-hand coordination in several aspects. 
Twardon et al used eye-hand coordination for an intuitive 
remote manipulation system that allows even non-expert users 
to operate a robot safely without prior experience. [11] Carrasco 
et al. in their article propose use of a visual sensor which allows 
the simultaneous analysis of hand and eye motions in order to 
recognize the reach-to-grasp movement to predict the grasping 
gesture. [12] Chiang et al in their study explore health benefits 
in somatosensory video games in case of older adults with 
wheelchairs based eye-hand coordination. [13] Renata et al has 
been shown the correlation between eye movement and reaction 
time under mental fatigue influence. [14] Johns et al examined 
the reaction time of the hand is influenced by the appearance of 
a visual signal. [15] Martin et al examined the features of head, 
eye and hand movement when driving. [16] Fischer et al. 
discovered that hand movement will be initiated when both eye 
and hand movement mental preparations are completed. [17] 
Dean et al. confirm the suggestion that the correlation between 
visual and reach reaction time exists. [18] 
In our article, we conducted a comparative study between 
traditional cursor movement and gesture-based control while 
observing eye movement data. Based on our previous 
experience, when observing the mouse cursor movement with 
the help of Leap Motion, the test subject is more attentive and 
more closely observing the current position of the cursor than 
with the mouse cursor movement. This is probably due to the 
fact that moving the mouse cursor is a routine operation and 
therefore requires less continuous tracking of the cursor 
position during movement. We want to examine whether this 
assumption is true, whether the gaze is constantly following the 
mouse cursor movement, and whether it is constantly focusing 
on the mouse cursor movement using Leap Motion. 
Two gaze mouse parameters can be examined with 
O.G.A.M.A. The first reports the number of fixations until the 
first mouse click (Gaze Mouse Path) and the second calculates 
the average distance between gaze and mouse path in pixels 
(Average Gaze Mouse Path Distance). The two related 
parameters were analyzed. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor movement to provide a 
statistically detectable difference between the two control 
methods based on within-subjects design. For the correct 
application of the t-test, a number of conditions must be met. 
There should be no significant outliers. [19] The distribution of 
the differences in the dependent variable between the two 
related groups should be approximately normally distributed. 
We talk about the dependent t-test only requiring approximately 
normal data because it is quite "robust" to violations of 
normality, meaning that the assumption can be a little violated 
and still provide valid results. [20] 
The eye movement sensor we use is located at the bottom of 
the screen. The position of both the screen and the eye 
movement sensor are fixed during the test and not move. We 
use a relatively large screen for better results (if the angle of the 
eye movement large across the screen, the relative error due to 
the angle of detection will be small). Touch screens are smaller 
and harder to fix. It is difficult to keep the screen-to-head 
distance required for testing, and the biggest difficulty is that in 
this case, when you touch the screen, the arm / hand can 
partially obscure the eye tracking image, so there will be 
insufficient data for evaluation. Therefore, touch screen testing 
was not included in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze point of the test subjects. The tracker consists 
of two main components: a camera and a high-resolution infra-
red LED lamp. The camera tracks the user's eye movements and 
operates in 30 Hz and 60 Hz sample rate with an average 
accuracy of 0.5°. Its operational range varies between 45 and 
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
efficiency, can be well-used in psychological researches. [23] 
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around the eye to detect eye motion. The eye motion can be 
nalyzed by th  chang  of th  electrode potentials. [8] 
Vid o-oculography (VOG) is a video-based method of 
measuring the movements of eye  using a head-mounted mask
that contains s all cameras. The camer s send images to the
computer for i age processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that process s and
analyses th  gaze data lik  The Eye Tribe t acker (see below). 
In order for a computer to perc ive ody language, it must 
follow the movement with a physical device. Many of the
motion racking systems have been developed over the years.
Among the earliest was the DataGlov  in 1980s. DataGlove is
a ulti-layered glove, equipped with multiple flex sensors,
ultrasonic s nsors to det rmine hand position and orientation.
The metal strips in the sensor are measured for resistance to
bending. One of the most popular gesture controlle s amo g the
n w generation devices is the Kin c  (Micros ft, 2016) based
system which is developed for th  latest generation of Xbox
360, Xbox One gaming cons les and desktop computers. The
tool is n w bein  developed by Microsoft. Its predecessor was
he Xbox Live Vision system. The Leap Motion device use
cameras to detect hand and fingers position and ther  are some
other open-source solutions using web cameras (see details
under Test environment for analyzing eye and hand tracking
data s c io ). The Leap Mot on Controller p omises
submillimeter accurate detection. In their article Weichert et al.  
the ma n focus of atten ion was on the evaluat on of the
accuracy and repeatability.  It can be summarized that it was not
possible to achieve the theoretical accuracy of 0.01 mm under
real conditions bu  a high precision (an overall average
accuracy of 0.7mm) w t  regard to gestur -based user
interf es. Comparable con rollers in the same price r nge, e.g.,
the Mi rosoft Kinect, were not able to achi ve this accuracy.
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the
relatio ship between eye-han  coordination in several aspects.
Twardon et al us d eye-hand c ordination for an intuitive
remote manipulation system that allows eve n n-exper  users
to operate a robot safel  without prior exp rience. [11] Carrasco
et al. in heir article propose use of a visual s sor which allows
the simultaneous analysis of hand nd eye motions in order to
recognize th  reach-to-grasp movement to pred ct the grasping
gesture. [12] Chiang et al in their study explore health benefits
in somatosensory video games in case of older adults with
wheelchairs based eye-hand coordination. [13] Ren ta et al has
been shown the correlatio  between eye movement and reaction
time under mental fatigue influence. [14] Johns e l examined
he reaction time of the hand is influenced by the appear nce of
a visu l signal. [15] Marti  et al examine  the f atures of h ad,
eye and hand movement when drivi g. [16] Fischer et al.
discovered that hand ovement will be initiated when both eye
and hand movement ental preparations are completed. [17]
Dean et al. c nfirm he suggestion that the correlation between
visual and reach eaction time exists. [18] 
In our a ticle, we c ducted a comparative study between 
traditional cursor movement and gesture-based control while 
observi g eye movement data. Based on our previous
exp ie ce, when obs rvi g the mouse curs r m vement with
the help of Leap Motion, the test subj ct is more attentive and
more closely observing the current posi ion of the cursor than
with the mouse cursor movement. Thi  is pr bably due to the
fact that ving the mouse cursor is a routine operation and
therefore requires less continu us tracking of the cursor
positi n during mov ment. We want o examine w ether this
assumption is true, whether the gaze is constantly following the
mo se cursor movement, and whether it is constant y focusing
on th  mouse cursor movement using Leap Motio . 
Two gaz  mouse parameters can be examined with 
O.G.A.M.A. The fir t reports th  number of fixations until the
first mouse click (Gaze Mou e Path) and the second calcu ates
the average distance between gaze and mou  path in pixel
(Average Gaze Mouse Path Dista ce). The two related
paramet rs wer analyz d. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor ov ment to provide a
sta istically detectable differen e between the two control
methods based on with n-subjects desig . For the rrect
application of the t-test, a numb r of conditions must be met.
There sh uld be no significant outliers. [19] The distribution of
the differences in the dependent variable between the two
related g oups should be approximately normally distribu ed.
We alk about the dependent t-test only requi ing approxima ly
normal data becaus  it is qui e "robust" to violations of
ity, meaning that the assumption can be a little violated
and sti l provide valid results. [20] 
The eye movement s nsor we use is located at the bottom of 
the screen. Th  position of both the screen and the eye
movem nt sensor are f xed during the test and not mov . W
use a relatively large scre n for better resul s (if the angle of th
ey movem nt a oss the screen, the relativ  error due to
the angle of detection will be small). Touch screens a e smaller
and harder to fix. It is difficult to keep the screen-to-head
distance r quired for esting, and he biggest diffi ulty is that in
this case, when you touch the screen, the arm / hand ca
partially obscure the eye tracking image, so there will be
insufficient data for valuation. Therefore, touch scre n testing
was not i cluded in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze poin  of th  t s  subj cts. The tracker consis s
of two main components: a camera and a hig -resolution infra-
red LED lamp. The camera tr cks the user's eye moveme ts and 
operates in 30 Hz nd 60 Hz sample rate with an aver ge
accuracy of 0.5°. Its operational range vari s between 45 nd
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
effi iency, can be well-used in psychological researches. [23] 
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around the eye to detect eye motion. The eye motion can be 
analyzed by the change of the electrode potentials. [8] 
Video-oculography (VOG) is a video-based method of 
measuring the movements of eyes using a head-mounted mask 
that contains small cameras. The cameras send images to the 
computer for image processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that processes and 
analyses the gaze data like The Eye Tribe tracker (see below). 
In order for a computer to perceive body language, it must 
follow the movement with a physical device. Many of the 
motion tracking systems have been developed over the years. 
Among the earliest was the DataGlove in 1980s. DataGlove is 
a multi-layered glove, equipped with multiple flex sensors, 
ultrasonic sensors to determine hand position and orientation. 
The metal strips in the sensor are measured for resistance to 
bending. One of the most popular gesture controllers among the 
new generation devices is the Kinect (Microsoft, 2016) based 
system which is developed for the latest generation of Xbox 
360, Xbox One gaming consoles and desktop computers. The 
tool is now being developed by Microsoft. Its predecessor was 
the Xbox Live Vision system. The Leap Motion device uses 
cameras to detect hand and fingers position and there are some 
other open-source solutions using web cameras (see details 
under Test environment for analyzing eye and hand tracking 
data section). The Leap Motion Controller promises 
submillimeter accurate detection. In their article Weichert et al.  
the main focus of attention was on the evaluation of the 
accuracy and repeatability.  It can be summarized that it was not 
possible to achieve the theoretical accuracy of 0.01 mm under 
real conditions but a high precision (an overall average 
accuracy of 0.7mm) with regard to gesture-based user 
interfaces. Comparable controllers in the same price range, e.g., 
the Microsoft Kinect, were not able to achieve this accuracy. 
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the 
relationship between eye-hand coordination in several aspects. 
Twardon et al used eye-hand coordination for an intuitive 
remote manipulation system that allows even non-expert users 
to operate a robot safely without prior experience. [11] Carrasco 
et al. in their article propose use of a visual sensor which allows 
the simultaneous analysis of hand and eye motions in order to 
recognize the reach-to-grasp movement to predict the grasping 
gesture. [12] Chiang et al in their study explore health benefits 
in somatosensory video games in case of older adults with 
wheelchairs based eye-hand coordination. [13] Renata et al has 
been shown the correlation between eye movement and reaction 
time under mental fatigue influence. [14] Johns et al examined 
the reaction time of the hand is influenced by the appearance of 
a visual signal. [15] Martin et al examined the features of head, 
eye and hand movement when driving. [16] Fischer et al. 
discovered that hand movement will be initiated when both eye 
and hand movement mental preparations are completed. [17] 
Dean et al. confirm the suggestion that the correlation between 
visual and reach reaction time exists. [18] 
In our article, we conducted a comparative study between 
traditional cursor movement and gesture-bas d control hile
observing eye movement data. Based on our previous 
experience, when observing the mouse cursor movement with 
the help of Leap Motion, the test subject is more attentive and 
more closely observing the current position of the cursor than 
with the mouse cursor movement. This is probably due to the 
fact that moving the mouse cursor is a routine operation and 
therefore requires less continuous tracking of the cursor 
position during movement. We want to examine whether this 
assumption is true, whether the gaze is constantly following the 
mouse cursor movement, and whether it is constantly focusing 
on the mouse cursor movement using Leap Motion. 
Two gaze mouse parameters can be examined with 
O.G.A.M.A. The first reports the number of fixations until the 
first mouse click (Gaze Mouse Path) and the second calculates 
the average distance between gaze and mouse path in pixels 
(Average Gaze Mouse Path Distance). The two related 
parameters were analyzed. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor movement to provide a 
statistically detectable difference between the two control 
methods based on within-subjects design. For the correct 
application of the t-test, a number of conditions must be met. 
There should be no significant outliers. [19] The distribution of 
the differences in the dependent variable between the two 
related groups should be approximately normally distributed. 
We talk about the dependent t-test only requiring approximately 
normal data because it is quite "robust" to violations of 
normality, meaning that the assumption can be a little violated 
and still provide valid results. [20] 
The eye movement sensor we use is located at the bottom of 
the screen. The position of both the screen and the eye 
movement sensor are fixed during the test and not move. We 
use a relatively large screen for better results (if the angle of the 
eye movement large across the screen, the relative error due to 
the angle of detection will be small). Touch screens are smaller 
and harder to fix. It is difficult to keep the screen-to-head 
distance required for testing, and the biggest difficulty is that in 
this case, when you touch the screen, the arm / hand can 
partially obscure the eye tracking image, so there will be 
insufficient data for evaluation. Therefore, touch screen testing 
was not included in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze point of the test subjects. The tracker consists 
of two main components: a camera and a high-resolution infra-
red LED lamp. The camera tracks the user's eye movements and 
operates in 30 Hz and 60 Hz sample rate with an average 
accuracy of 0.5°. Its operational range varies between 45 and 
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
efficiency, can be well-used in psychological researches. [23] 
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around the eye to detect eye motion. The eye motion can be 
analyzed by the change of the electrode potentials. [8] 
Video-oculography (VOG) is a video-based method of 
measuring the movements of eyes using a head-mounted mask 
that contains small cameras. The cameras send images to the 
computer for image processing. [9] 
Video-based tracking contains a video camera that records 
the movements of the eyes and a computer that processes and 
analyses the gaze data like The Eye Tribe tracker (see below). 
In order for a computer to perceive body language, it must 
follow the movement with a physical device. Many of the 
motion tracking systems have been developed over the years. 
Among the earliest was the DataGlove in 1980s. DataGlove is 
a multi-layered glove, equipped with multiple flex sensors, 
ultrasonic sensors to determine hand position and orientation. 
The metal strips in the sensor are measured for resistance to 
bending. One of the most popular gesture controllers among the 
new generation devices is the Kinect (Microsoft, 2016) based 
system which is developed for the latest generation of Xbox 
360, Xbox One gaming consoles and desktop computers. The 
tool is now being developed by Microsoft. Its predecessor was 
the Xbox Live Vision system. The Leap Motion device uses 
cameras to detect hand and fingers position and there are some 
other open-source solutions using web cameras (see details 
under Test environment for analyzing eye and hand tracking 
data section). The Leap Motion Controller promises 
submillimeter accurate detection. In their article Weichert et al.  
the main focus of attention was on the evaluation of the 
accuracy and repeatability.  It can be summarized that it was not 
possible to achieve the theoretical accuracy of 0.01 mm under 
real conditions but a high precision (an overall average 
accuracy of 0.7mm) with regard to gesture-based user 
interfaces. Comparable controllers in the same price range, e.g., 
the Microsoft Kinect, were not able to achieve this accuracy. 
[10] 
Some researches were born in the past related to eye-hand 
coordination. Previous related researches have examined the 
relationship between eye-hand coordination in several aspects. 
Twardon et al used eye-hand coordination for an intuitive 
remote manipulation system that allows even non-expert users 
to operate a robot safely without prior experience. [11] Carrasco 
et al. in their article propose use of a visual sensor which allows 
the simultaneous analysis of hand and eye motions in order to 
recognize the reach-to-grasp movement to predict the grasping 
gesture. [12] Chiang et al in their study explore health benefits 
in somatosensory video games in case of older adults with 
wheelchairs based eye-hand coordination. [13] Renata et al has 
been shown the correlation between eye movement and reaction 
time under mental fatigue influence. [14] Johns et al examined 
the reaction time of the hand is influenced by the appearance of 
a visual signal. [15] Martin et al examined the features of head, 
eye and hand movement when driving. [16] Fischer et al. 
discovered that hand movement will be initiated when both eye 
and hand movement mental preparations are completed. [17] 
Dean et al. confirm the suggestion that the correlation between 
visual and reach reaction time exists. [18] 
In our article, we conducted a comparative study between 
traditional cursor movement and gesture-based control while 
observing eye movement data. Based on our previous 
experience, when observing the mouse cursor movement with 
the help of Leap Motion, the test subject is more attentive and 
more closely observing the current position of the cursor than 
with the mouse cursor movement. This is probably due to the 
fact that moving the mouse cursor is a routine operation and 
therefore requires less continuous tracking of the cursor 
position during movement. We want to examine whether this 
assumption is true, whether the gaze is constantly following the 
mouse cursor movement, and whether it is constantly focusing 
on the mouse cursor movement using Leap Motion. 
Two gaze mouse parameters can be examined with 
O.G.A.M.A. The first reports the number of fixations until the 
first mouse click (Gaze Mouse Path) and the second calculates 
the average distance between gaze and mouse path in pixels 
(Average Gaze Mouse Path Distance). The two related 
parameters were analyzed. 
The purpose of the study is to examine the gaze mouse 
distance for two types of mouse cursor movement to provide a 
statistically detectable difference between the two control 
methods based on within-subjects design. For the correct 
application of the t-test, a number of conditions must be met. 
There should be no significant outliers. [19] The distribution of 
the differences in the dependent variable between the two 
related groups should be approximately normally distributed. 
We talk about the dependent t-test only requiring approximately 
normal data because it is quite "robust" to violations of 
normality, meaning that the assumption can be a little violated 
and still provide valid results. [20] 
The eye movement sensor we use is located at the bottom of 
the screen. The position of both the screen and the eye 
movement sensor are fixed during the test and not move. We 
use a relatively large screen for better results (if the angle of the 
eye movement large across the screen, the relative error due to 
the angle of detection will be small). Touch screens are smaller 
and harder to fix. It is difficult to keep the screen-to-head 
distance required for testing, and the biggest difficulty is that in 
this case, when you touch the screen, the arm / hand can 
partially obscure the eye tracking image, so there will be 
insufficient data for evaluation. Therefore, touch screen testing 
was not included in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze point of the test subjects. The tracker consists 
of two main components: a camera and a high-resolution infra-
red LED lamp. The camera tracks the user's eye movements and 
operates in 30 Hz and 60 Hz sample rate with an average 
accuracy of 0.5°. Its operational range varies between 45 and 
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
efficiency, can be well-used in psychological researches. [23] 
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around the eye to detect eye motion. The eye motion can be 
analyzed by he change of the electrode poten ials. [8] 
Video-ocul graph  (VOG) is a vi eo-b s  m th d of 
measuring the movem nts f yes using  head-mounted mask 
that con ains small cameras. The cam ra  send images to he 
computer for image processing. [9] 
Video-based tracking contains a video camera that recor s 
the movements of the yes and a co pu e t at processes and 
analyses the gaz data l ke The Eye Tribe t acker (see below). 
In order for a comput r to p r eive body language, it must
follow the veme t with a physical dev ce. M y o  t  
otion tracking syste s hav  be  d velop d ver the years. 
Among the earliest was th  DataGlove in 1980s. DataGlove is 
a multi-layered love, eq ipped with multipl fl x sensors, 
ultrasonic sensors to determine hand position and orient tio . 
The metal strips in the sen or are m asured for resi tance to 
be ding. One of th most popular g sture controllers among the 
new generation device  is the Kin c  (Microsoft, 2016) based 
system which is dev loped for the latest generation of Xbox 
360, Xbox One gaming consol  and desktop computers. Th  
to l is now b ing developed by Microsof . Its predecessor was 
the Xbox Live Vision system. The Leap M ion d vice uses 
cameras o detect h nd and fingers position and th re ar som
th r open-s urce soluti s using we  ameras (see details 
under Test envir ment f r a alyzi g eye and hand tracking 
d ta section). The Leap Motion Cont oller promises 
submillim ter accurat detection. In their article W ichert t al.  
th  main focus f a tention was on the evaluatio  of the 
accuracy and repe bility.  It can be summarized that i  was n  
possible t  ach eve the theor tical accuracy of 0.01 mm und r 
real co ditions but  high preci ion (an overall average 
accuracy of 0.7mm) with regard to ge ture-based user 
int faces. Comparable controll r in th same pri e ange, e.g., 
the Microsoft Kinect, were not able to ac ieve this accuracy. 
[10]
Some r searches were born in the pas  related to eye-h d 
coordination. Pr vious related researches have xamined th
relations ip betw en ye-ha d coord nation in s veral a pects.
Twardon et al used ye-hand coordination for an intuitive 
remote manipulation system hat allows ev n non-expe t sers 
to opera e a robot safely wi out prior experience. [11] Carrasco 
et al. in their art cle propose use of a visual sensor which allows 
the simult ne us analysis of h nd and eye motions in orde  to 
rec gnize the reach-to-grasp movement to predict the grasping 
gesture. [12] Chiang et al in their study explore health benefits 
in omatosensor  video games in case of older adults ith 
heelchairs based ye-hand coordination. [13] Renata et l has 
been shown the correlation between eye movement and action 
time und r mental fatigue influence. [14] John  et al examined 
th  reaction time of the hand is influenced by the appearance of 
a visual signal. [15] Martin et al examined the features of head,
eye and hand movement when driving. [16] Fischer et al. 
discovered that hand movement will be initiated when both ey  
and hand movement mental preparations are completed. [17] 
Dean et al. confirm the suggestion that the correlation between 
visual and reach reaction time exists. [18] 
I  our article, we conducted a comparative study between 
traditional cursor movement and gesture-based control while 
obs rving eye movement data. Based on our previous 
experience, when observing the mouse cursor movement with 
the help of Leap Motion, the test subject is more attentive and 
more closely observing the current position of the cursor than 
with the mouse cursor movement. This is probably due to the 
fact that moving the mouse cursor is a routine operation and 
therefore requires less continuous tracking of the cursor 
position during movement. We want to examine whether this 
a sumption is true, whether the gaze is constantly following the 
mouse cursor movement, and whether it is constantly focusing 
on the mouse cursor movement using Leap Motion. 
Two gaze mouse parameters can be examined with 
O.G.A.M.A. The first reports the number of fixations until the 
first mouse click (Gaze Mouse Path) and the second calculates 
th  average distance between gaze and mouse path in pixels 
(Average Gaze Mouse Path Distance). The two related 
parameters were analyzed. 
The purpose of the study is to examine the gaze mouse 
di tance for two types of mouse cursor movement to provide a 
statistically detectable difference between the two control 
methods based on within-subjects design. For the correct 
app ication of the t-test, a number of conditions must be met. 
There should be no significant outliers. [19] The distribution of 
th  differences in the dependent variable between the two 
related groups should be approximately normally distributed. 
We talk about the dependent t-test only requiring approximately 
normal data because it is quite "robust" to violations of 
normality, meaning that the assumption can be a little violated 
nd still provide valid results. [20] 
The eye movement sensor we use is located at the bottom of 
the screen. The position of both the screen and the eye 
vement sensor are fixed during the test and not move. We 
use a relatively large screen for better results (if the angle of the 
eye movement large across the screen, the relative error due to 
the angle of detection will be small). Touch screens are smaller 
nd harder to fix. It is difficult to keep the screen-to-head 
distance required for testing, and the biggest difficulty is that in 
this case, when you touch the screen, the arm / hand can 
partially obscure the eye tracking image, so there will be 
insufficient data for evaluation. Therefore, touch screen testing 
was not included in the evaluation. 
A. Test environment for analyzing eye and hand tracking 
data 
The Eye Tribe portable eye tracker (Fig. 1.) was used to 
examine the gaze point of the test subjects. The tracker consists 
of wo main components: a camera and a high-resolution infra-
red LED lamp. The camera tracks the user's eye movements and 
operates in 30 Hz and 60 Hz sample rate with an average 
accuracy of 0.5°. Its operational range varies between 45 and 
75 cm. [21-22] The Eye Tribe Tracker, contrary to its cost-
efficiency, can be well-used in psychological researches. [23] 
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Abstract—Eye-hand coordination means the ability to combine 
seeing and hand movement. Eye-hand coordination is a complex 
process consisting of a series of conscious actions. The fine motor 
skills of the hand were not born with us but learned.  The 
development of eye-hand coordination has begun in infancy 
through various ball games, construction games and puzzle games. 
Co-ordinated work of eye and hand movement is the basis for 
many activities. The proper functioning of eye-hand coordination 
is necessary for many everyday activities such as writing, reading 
or driving. The joint work of the eyes and hands is vital for certain 
forms of movement (ball-catching, kicking). The eye plays an 
essential role in regulating fine movements. In this paper a general 
eye-hand coordination task is examined in relation to mouse 
cursor movement on computer screen. An eye-hand tracking 
system was used to observe the gaze and hand path during the 
mouse cursor movement and the acquired data were analyzed by 
statistical t-test.
Index Terms—statistical evaluation, paired t-test, eye-hand 
coordination, eye-tracking, hand tracking.
I. INTRODUCTION
YE-HAND coordination is the ability to perform activities 
that require the simultaneous use of our hands and eyes as 
an activity that uses the information (visual-spatial perception) 
perceived by our eyes to control our hands. These activities are 
prerequisites for learning all kinds of activities, including 
writing and reading. [1]
The eye is used to transmit visual information. The hand is 
used to perform a specific task based on visual information 
received from the eye. Eye-hand coordination consists of a 
complex process, the decay of reflexes, and the practice of 
conscious action. [2] In our daily life, we use eye-hand 
coordination almost continuously. A skill that is essential in 
everyday life. Eye-hand coordination can be associated with 
motoric skills. [3]
Motoric skills are conditions for carrying out a motion action 
that can be traced back to the genetically determined 
components and components by learning. There are three types 
of motoric skills [4]:
• conditioning skills;
• coordination skills;
• joint mobility.
Motion coordination is the alignment of the motion phases 
and sequence of the partial movements. There are three types 
of basic motion coordination skills [5]:
• motion control skills;
• motion adaptive and motion adjuster skills;
• ability to learn the motion.
The three basic skills can be further subdivided into abilities 
that result in motion order based on information that facilitates 
motion coordination. For example we use eye-hand 
coordination when writing. As we write the lines, our eyes send 
visual information to the brain about the position of the hand. 
With this information, the brain prepares instructions on how 
the hand should move in order to create appropriate lines of 
shapes, resulting in letters. There is a similar order when typing 
on a keyboard. The type of movement is different, but we still 
use visual information to tell the brain how to control our hands 
or if we need to fix an error [6]. Besides, we use eye-hand 
coordination while performing active activities (sports) that 
require motoric coordination.
We use eye-hand coordination during work, for example 
working on a material. We follow the shape of the workpiece 
with our eyes and we constantly transform it with our hands. It 
happens several times a day to open or close a door. Placing the 
key in the door lock and turning it in the right direction also 
requires eye-hand coordination. One of the most common 
examples is driving. We follow the road with our eyes while 
cornering and turn the steering wheel with our hands. [7]
The main aim of this paper to examine a general eye-hand 
coordination task in relation to mouse cursor movement on 
computer screen. The results can be used to compare the 
efficiency of computer mouse and gesture-based cursor position 
control by the perspective of eye-hand coordination. An eye-
hand tracking system was used to observe the gaze and hand 
path during the mouse cursor movement and the acquired data 
were analyzed by statistical t-test.
II. METHODS THE DETECT OF EYE MOTION AND HAND 
TRACKING
Many different techniques have been used in the past to track 
eye movement. Of these, there are essentially three techniques 
that we can find in researches. These techniques are:
• Electro-oculography (EOG),
• Video-oculography (VOG).
• Video-based infrared (IR) pupil-corneal reflection 
(PCR)
Electro-oculogr phy (EOG) devices use el ctr des plac d 
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Fig. 1.  The Eye Tribe tracker
(source: https://i.ebayimg.com/images/g/YjwAAOSwNYFdGn1G/s-l300.jpg)
The Leap Motion controller (Fig. 2.) is a small USB device 
that supports hand and finger motions as input without 
touching. The device using two monochromatic IR cameras and 
three infrared LEDs, the tool observes a roughly hemispherical 
area, to a distance of about 1 meter. The cameras generate 
almost 200 frames per second of reflected data. It is an optical 
hand tracking module that captures the movement of users’ 
hands and fingers so they can interact naturally with digital
content. Small, fast, and accurate, the Leap Motion Controller
can be used for productivity applications with Windows 
computers, integrated into enterprise grade hardware solutions 
or displays, or attached to virtual/augmented reality headsets for 
AR/VR/XR prototyping, research, and development. The 
controller is capable of tracking hands within a 3D interactive 
zone that extends up to 60cm (24”) or more, extending from the 
device in a 120×150° field of view. [24] Leap Motion‘s 
software can discern 27 distinct hand elements, including bones 
and joints, and track them even when they are obscured by other 
parts of the hand. With a 120Hz refresh rate and low-latency 
software, the time between motion and photon falls beneath the
human perception threshold. [24]
Fig. 2.  The Leap Motion controller
(source: 
https://upload.wikimedia.org/wikipedia/commons/thumb/d/df/Leap_Motion_
Orion_Controller_Plugged.jpg/440px-
Leap_Motion_Orion_Controller_Plugged.jpg)
To analyze gaze point and mouse pointer location data the 
O.G.A.M.A software was used. It can co-operate with several 
eye-tracking systems like The Eye Tribe. [25] It uses database-
driven pre-processing and filtering of eye movements and 
mouse motion data. Data can be displayed and evaluated in 
several methods because the software contains 10 analyzer 
modules. [25]
The test environment is based on a laptop with a higher than
average Intel Core i5 processor. The Eye Tribe Tracker and 
Leap Motion Controller was connected via USB 3.0 ports. The 
test environment can be seen in Fig. 3.
Fig. 3.  The test environment with Eye Tribe Tracker and Leap Motion 
Controller
(source: own edited)
III. RESEARCH CONDITIONS
The goal of the research is to examine the differences 
between the point of gaze and the location of the mouse pointer 
when the mouse pointer is controlled by traditional computer 
mouse and Leap Motion-based hand position detection. The test 
was performed using OGAMA with two similar test slides that 
can be seen in Fig. 4.
Fig. 4.  Test slide
(source: own edited)
The test subject had to select one of the answers moving the 
mouse pointer over the selected answer (Fig. 5.). The average 
gaze mouse path distance was analyzed in the case of the 
mentioned two mouse pointer control method. The goal of the 
research is to examine, whether there were differences in the 
average gaze mouse path distance.
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The test subject had to sel ct one of the answers moving the 
mouse pointer over the selected answer (Fig. 5.). The average 
gaze mouse path distance was analyzed in the case of the 
mentioned two mouse p inter c trol method. The g al of
research is o examin , whether there were differences in th
average gaze mouse path distance.
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Fig. 1.  The Eye Tribe track r
(source: https://i.ebayimg.com/images/g/YjwAAOSwNYFdGn1G/s-l300.jpg)
The Leap Motion controller (Fig. 2.) is a small USB device 
that supports hand and finger motions as input without 
touching. The device using two monochromatic IR cameras and 
three infrared LEDs, the tool observes a roughly hemispherical 
area, to a distance of about 1 meter. The cameras generate 
almost 200 frames per second of reflected data. It is an optical 
hand tracking module that captures the movement of users’ 
hands and fingers so they can interact naturally with digital
content. Small, fast, and accurate, the Leap Motion Controller
can be used for productivity applications with Windows 
computers, integrated into enterprise grade hardware solutions 
or displays, or attached to virtual/augmented reality headsets for 
AR/VR/XR prototyping, research, and development. The 
controller is capable of tracking hands within a 3D interactive 
zone that extends up to 60cm (24”) or more, extending from the 
device in a 120×150° field of view. [24] Leap Motion‘s 
software can discern 27 distinct hand elements, including bones 
and joints, and track them v n when they are obscured by other 
parts of the hand. With a 120Hz refresh rate and low-latency 
software, the time between motion and photon falls beneath the
human perception threshold. [24]
Fig. 2.  The Leap Motion controller
(source: 
https://upload.wikimedia.org/wikipedia/commons/thumb/d/df/Leap_Motion_
Orion_Controller_Plugged.jpg/440px-
Leap_Motion_Orion_Controller_Plugged.jpg)
To analyze gaze point and mouse pointer location data the 
O.G.A.M.A software was used. It can co-operate with several 
eye-tracking systems like The Eye Tribe. [25] It uses database-
driven pre-processing and filtering of eye movements and 
mouse motion data. Data can be displayed and evaluated in 
several methods because the software contains 10 analyzer 
modules. [25]
The test environment is based on a laptop with a higher than
average Intel Core i5 processor. The Eye Tribe Tracker and 
Leap Motion Controller was conn cted via USB 3.0 orts. The 
test environm nt can be seen in Fig. 3.
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Fig. 5. Test subject while performing the task
(source: own edited)
A. Test subjects
32 graduated or school-leaver IT specialists participated in 
the research on voluntary basis. The participants of the study 
were primarily representing the younger generation, and there 
was also a foreign students among them. The gender 
distribution of the students: 28 males and 4 females. Their age 
all varied between 20 and 30. The examination was performed 
in the afternoon in a closed room without disturbances.
B. Methods
Before the beginning of the test, testing subjects had to sit in 
front of the computer performing eye tracking. Then, using the 
OGAMA software, a calibration was performed first. If the 
calibration was successful, the test was performed. During the 
test, the test slide appeared on the display, where the correct 
answer could be selected by moving the mouse cursor by 
different control methods: first with a traditional computer 
mouse, second with Leap Motion hand motion control on two 
slightly different test page. The two test pages consist of similar 
questions the two tests were slightly different. The study was 
within-subject type and all subjects performed the task in the 
same order - firstly using a mouse, secondly using Leap Motion. 
The post-processing of the gaze point and mouse cursor data 
were performed following the tests.
The gaze point and mouse cursor data were evaluated using 
statistical analysis based on within-subjects design. The 
statistical evaluation of data was performed using the SPSS 25 
software package. In the case of normal data distribution, 
Shapiro-Wilk (S-W) normality test was performed. Statistical 
evaluation of average gaze mouse path distance was performed 
using Paired Samples t-test, p <= 0.05 value was considered as 
significant.
C. Main Results
Using the Paired t-test analysis the means between two 
measures on the same continuous variable is compared. The 
dependent variable, average gaze mouse path distance is 
measured at the interval level. The independent variable 
consists of two categorical "matched pairs" according to mouse 
pointer motion control by computer mouse and hand controller.
D. Outliers
First the outlier, data point that does not fit the general trend 
of your data, is detected by plotting the differences on a graph 
and visually inspecting the graph for outlier points. Descriptive 
and Boxplot is used to identify outliers as extreme values. In the 
analysis a step of 1.5 × Interquartile range (IQR) is used to 
detect extreme values. The Boxplot is shown in Fig. 6.
Fig. 6.  Boxplot of differences between the two related groups on average 
gaze mouse path distance in pixels
(source: own edited)
According to descriptives of differences the Mean=40.59, 
IQR=37.5, Maximum=87 and Minimum=5 and figure of 
Boxplot there is no outliers.
E. Normality
Differences of average gaze mouse path distances should be 
approximately normally distributed. The Paired Samples t-test
requiring approximately normal data because it is quite "robust" 
to violations of normality.
The normality is analyzed using graphical Q-Q Plot and 
numerical Shapiro-Wilk test because this test is more 
appropriate for small sample sizes (less than 50 samples). The 
Q-Q plot is shown in Fig. 7.
A Shapiro-Wilk test indicated no significant violation of 
normality, W(32) = 0.963, p = 0.324.
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According to Shapiro-Wilk Tests the significance values are 
greater (0.324) than 0.05, so the data is normal. Also it can be 
seen in the Q-Q Plots, the data points are close enough to the 
diagonal line, not stray from the line too much, so the data is 
approximately normally distributed. 
 
F. Paired Samples t-test 
According to the results of previous tests it can be assessed 
for the differences there is no outlier and data is normal so the 
Paired t-test can be applied. 
A paired-sample t-test indicated that the average gaze mouse 
path distance was significantly higher for the computer mouse 
(M = 407.875, SD = 23.46411) than for the gesture control (M 
= 367.2813, SD = 14.12898), t(31) = 10.166, p < 0.001. 
It can be seen that the means of average gaze mouse path 
distance at computer mouse and hand control statistically 
significantly different because the significance value (2-tailed) 
is less than 0.05. Looking at the Statistics table, it can be seen 
that hand control had an average gaze mouse path distance.  
IV. CONCLUSIONS 
This study found that who controls the mouse pointer by 
traditional computer mouse has a statistically significantly 
greater average gaze mouse path distance (407.9 ± 23.46) 
compared to who use Leap Motion hand control (367.3 ± 
14.12), t(22) = 10.166, p<0.005. The results are probably due to 
the fact that computer mouse movement is a routine practice, so 
it requires less attention than hand motion mouse cursor control. 
In the case of hand motion-based mouse cursor control, the 
proper movement is less routine, so the path of the mouse cursor 
should be more closely tracked by the eyes in order to the 
desired controlled movement can be realized. 
The results obtained with the Test environment can provide 
more information to identify some coordination problems, so it 
can provide useful information, for example, in the analysis of 
certain human hand activities. Based on the monitoring the 
process of proper handheld and visual attention, the individual 
coordination difficulties can be identified and corrected. 
If the development of the learning environment is analyzed 
in terms of changes in human behavior it can be seen that a new 
generation is developing whose members are devotees of online 
education. [26-28] As a result of the influence of the above 
described modern, day to day changing world, higher education 
has tried to adapt to the new generation attitude, habits, learning 
style of students and started to switch over to electronic-based 
educational systems labeled with the term e-learning. [29-30] 
The results presented in this article can be used for 
CogInfoCom researches which focuses of the development of 
approaches and methodologies for the synthesis of new human 
ICT capabilities based on engineering principles. [31-32]  
The results obtained can assist in the development of 
increasingly popular 3D virtual spaces in education. Students 
are eager to see these new technologies because ICT is already 
an integral part of their culture. [33] The desktop virtual 
realities can serve as an effective virtual workspace which helps 
to expand the human cognitive capabilities. [34] VR spaces not 
only provide an attractive visual experience, but also the 
formation of new memories psychology [35], eg. ads in VR 
evoke better memory [36]. The results could help developing 
VR spaces, 3D applications which allows for better learning 
and has more research and testing capabilities. [37-38] VR 
spaces (eg. Maxwhere) allows for information to be shared and 
understood more quickly than when using traditionally 2D 
interfaces. [39-40]   
However in 3D virtual space managing, accessing, and 
performing certain functions can be sometimes difficult and 
require a higher level of user routine. The results obtained can 
help to overcome the limitations of control to select the optimal 
input device (gesture-based or conventional control) for a given 
situation or allow the combination of the two to take advantage 
of their advantages to increase the effect on higher education. 
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diagonal line, not stray from the line too much, so the data is 
approximately normally distributed. 
 
F. Paired Samples t-test 
According to the results of previous tests it can be assessed 
for the differences there is no outlier and data is normal so the 
Paired t-test can be applied. 
A paired-sample t-test indicated that the average gaze mouse 
path distance was significantly higher for the computer mouse 
(M = 407.875, SD = 23.46411) than for the gesture control (M 
= 367.2813, SD = 14.12898), t(31) = 10.166, p < 0.001. 
It can be seen that the means of average gaze mouse path 
distance at computer mouse and hand control statistically 
significantly different because the significance value (2-tailed) 
is less than 0.05. Looking at the Statistics table, it can be seen 
that hand control had an average gaze mouse path distance.  
IV. CONCLUSIONS 
This study found that who controls the mouse pointer by 
traditional computer mouse has a statistically significantly 
greater average gaze mouse path distance (407.9 ± 23.46) 
compared to who use Leap Motion hand control (367.3 ± 
14.12), t(22) = 10.166, p<0.005. The results are probably due to 
the fact that computer mouse movement is a routine practice, so 
it requires less attention than hand motion mouse cursor control. 
In the case of hand motion-based mouse cursor control, the 
proper movement is less routine, so the path of the mouse cursor 
should be more closely tracked by the eyes in order to the 
desired controlled movement can be realized. 
The results obtained with the Test environment can provide 
more information to identify some coordination problems, so it 
can provide useful information, for example, in the analysis of 
certain human hand activities. Based on the monitoring the 
process of proper handheld and visual attention, the individual 
coordination difficulties can be identified and corrected. 
If the development of the learning environment is analyzed 
in terms of changes in human behavior it can be seen that a new 
generation is developing whose members are devotees of online 
education. [26-28] As a result of the influence of the above 
described modern, day to day changing world, higher education 
has tried to adapt to the new generation attitude, habits, learning 
style of students and started to switch over to electronic-based 
educational systems labeled with the term e-learning. [29-30] 
The results presented in this article can be used for 
CogInfoCom researches which focuses of the development of 
approaches and methodologies for the synthesis of new human 
ICT capabilities based on engineering principles. [31-32]  
The results obtained can assist in the development of 
increasingly popular 3D virtual spaces in education. Students 
are eager to see these new technologies because ICT is already 
an integral part of their culture. [33] The desktop virtual 
realities can serve as an effective virtual workspace which helps 
to expand the human cognitive capabilities. [34] VR spaces not 
only provide an attractive visual experience, but also the 
formation of new memories psychology [35], eg. ads in VR 
evoke better memory [36]. The results could help developing 
VR spaces, 3D applications which allows for better learning 
and has more research and testing capabilities. [37-38] VR 
spaces (eg. Maxwhere) allows for information to be shared and 
understood more quickly than when using traditionally 2D 
interfaces. [39-40]   
However in 3D virtual space managing, accessing, and 
performing certain functions can be sometimes difficult and 
require a higher level of user routine. The results obtained can 
help to overcome the limitations of control to select the optimal 
input device (gesture-based or conventional control) for a given 
situation or allow the combination of the two to take advantage 
of their advantages to increase the effect on higher education. 
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