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Abstract
The Haar wavelet based quasilinearization technique for solving a general class of
singular boundary value problems is proposed. Quasilinearization technique is used
to linearize nonlinear singular problem. Second rate of convergence is obtained of
a sequence of linear singular problems. Numerical solution of linear singular prob-
lems is obtained by Haar-wavelet method. In each iteration of quasilinearization
technique, the numerical solution is updated by the Haar wavelet method. Conver-
gence analysis of Haar wavelet method is discussed. The results are compared with
the results obtained by the other technique and with exact solution. Eight singular
problems are solved to show the applicability of the Haar wavelet quasilinearization
technique.
Keyword: Doubly singular boundary value problem; Haar Wavelet; Quasilinearization;
Lane-Emden equation; Convergence analysis; Green’s function
1 Introduction
In this paper, we consider the following class of nonlinear doubly singular boundary value
problems (DSBVPs) [1–3]
(p(x)y′(x))′ = q(x)f(x, y(x)), 0 < x < 1, (1.1)
with Dirichlet boundary conditions (BCs.)
y(0) = α1, y(1) = β1, (1.2)
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and Neumann-Robin BCs.
y′(0) = 0, α2 y(1) + β2 y
′(1) = γ2, (1.3)
where α1, β1, α2, β2 and γ2 are any real constants. Here, p(0) = 0 and q(x) may be
discontinuous at x = 0. Throughout this paper, the following conditions are assumed on
p(x), q(x) and f(x, y):
(C1) p(x) ∈ C[0, 1] ∩ C1(0, 1] and p(x) > 0, q(x) > 0 ∈ (0, 1].
(C2)
1
p(x)
∈ L1(0, 1] and
1∫
0
1
p(x)
1∫
x
q(s)ds dx <∞. (for boundary conditions (1.2))
(C3) q(x) ∈ L1(0, 1] and
1∫
0
1
p(x)
x∫
0
q(s)ds dx <∞. (for boundary conditions (1.3))
(C4) f(x, y), fy(x, y) ∈ C(Ω) and fy(x, y) ≥ 0 on Ω, where Ω := {(0, 1]× R}.
The well known Thomas-Fermi equations [4, 5], is modeled by the problem (1.1), where
p(x) = 1, q(x) = x−
1
2 and f = y
3
2 . The problem (1.1), where p(x) = q(x) = x2 arises in
oxygen diffusion in a spherical cell [6, 7] with f of the form
f(x, y) =
ny
y + k
, n > 0, k > 0,
and in modelling of heat conduction in human head [8–10] with f of the form
f(x, y) = −δe−θy, θ > 0, δ > 0.
Existence and uniqueness of doubly singular boundary value problems (1.1) with BCs.
(1.2) and (1.3) can be found in [1, 11–13]. In general, such singular problems are difficult
to solve due its singular behavior at x = 0. There are several techniques to solve doubly
singular boundary value problems (1.1) with BCs. (1.3) where p(x) = q(x) = xα for
α > 0 or 0 < α < 1. The numerical study of doubly singular boundary value problems
has been carried out for past couple of decades and still it is an active area of research
to develop some better numerical schemes. So far various numerical methods such as
the collocation methods [14, 15], tangent chord method [10], finite difference methods
[16–18], spline finite difference methods [19], B-Spline method [20], spline method [21],
Chebyshev economization method [22], Cubic spline method [23–25], Adomian decompo-
sition method (ADM) and modified ADM [26–30], ADM with Green’s function [31, 32],
variational iteration method (VIM) [33–35], the optimal modified VIM [36], homotopy
analysis method [37, 38] and homotopy perturbation method [39] and the references cited
therein.
In the recent years the Haar wavelet technique has been popular in the field of numerical
approximations. The basic idea of the Haar wavelets and its applications can be found
in [40–48]. The Haar wavelets have gained popularity among researchers for their useful
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properties such as simple applicability, orthogonality and compact support. Compact
support of the Haar wavelet basis permits straight inclusion of the different types of
boundary conditions in the numeric algorithms. Due to the linear and piecewise nature,
the Haar wavelet basis lacks differentiability and hence the integration approach will be
used instead of the differentiation for calculation of the coefficients. Boundary value
problems are considerably more difficult to deal with than initial value problems (IVPs).
The Haar wavelet method for BVPs is more complicated than for IVPs. The quasilin-
earization approach was introduced by Bellman and Kalaba [49] to solve the individual or
systems of nonlinear ordinary and partial differential equations. The application of Haar
wavelet method quasilinearization technique for solving different models can be found in
[50–52].
In this work, an efficient numerical method based on Haar wavelets quasilinearization
technique is proposed for solving doubly singular boundary value problems (1.1) with
BCs. (1.2) and (1.3). The main aim of the present paper is to obtain numerical solu-
tions of nonlinear doubly singular boundary value problems over a uniform grids with a
simple method based on the Haar wavelets and quasilinearization technique. The quasi-
linearization technique is used to linearize nonlinear singular problem. Second rate of
convergence is obtained of a sequence of linear singular problems. Numerical solution of
linear singular problems is obtained by Haar-wavelet method. In each iteration of quasi-
linearization technique, the numerical solution is updated by the Haar wavelet method.
Convergence analysis of Haar wavelet method is discussed. The accuracy of the proposed
scheme is demonstrated by eight singular problems contain various forms of nonlinearity.
The numerical results are compared with existing numerical and exact solutions and it
is found that the proposed scheme produce better results. The use of Haar wavelet, is
found to be accurate, fast, flexible, convenient and has small computation costs.
2 Quasilinearization
In this section, the quasilinearization technique [49] is used to reduce nonlinear DSBVPs
(1.1) to a sequence of linear problems as
(p(x)y′n+1)
′ = q(x) {f(x, yn) + (yn+1(x)− yn)fy(x, yn)} . (2.1)
The sequence of linear problem (2.1) may be written as
p(x)y′′n+1 + p
′(x)y′n+1 + r(x)yn+1 = g(x), n = 0, 1, 2 . . . . (2.2)
where r(x) and g(x) are given by
r(x) = −q(x)fy(x, yn) and g(x) = q(x)(f(x, yn)− ynfy(x, yn)).
Boundary conditions (1.2) and (1.3) take the form
yn+1(0) = α1, yn+1(1) = β1, (2.3)
y′n+1(0) = 0, α2 yn+1(1) + β2 y
′
n+1(1) = γ2. (2.4)
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Integral form of DSBVPs (2.1) with (2.3) and (2.4) is given by
yn+1 = v(x) +
1∫
0
G(x, t)q(t) {f(t, yn) + (yn+1 − yn)fy(t, yn)} dt, (2.5)
where v(x) and G(x, t) corresponding to boundary conditions (2.3), are given by
v(x) = α1 + (β1 − α1)b(x)
b(1)
,
G(x, t) =
{
b(x)
b(1)
(
b(1)− b(t)), 0 < x ≤ t,
b(t)
b(1)
(
b(1)− b(x)), t ≤ x ≤ 1
and corresponding to boundary conditions (2.4), are given by
v(x) =
γ2
α2
,
G(x, t) =
{
b(1)− b(t) + β2 b′(1)
α2
, 0 < x ≤ t,
b(1)− b(x) + β2 b′(1)
α2
, t ≤ x ≤ 1
where b(x) =
x∫
0
dt
p(t)
, b(1) =
1∫
0
dt
p(t)
and b′(1) =
1
p(1)
.
3 Derivation of Haar wavelets
3.1 Haar wavelets
The basic idea of the Haar wavelets and its applications can be found in [40–44]. The
Haar wavelet family defined on the interval [0, 1) consists of the following functions:
h1(x) =
{
1, 0 ≤ x < 1,
0, elsewhere,
(3.1)
and for i = 2, 3, . . .
hi(x) =


1, ξ1 ≤ x < ξ2,
−1, ξ2 ≤ x < ξ3,
0, elsewhere,
(3.2)
where
ξ1 =
k
m
, ξ2 =
k + 0.5
m
, ξ3 =
k + 1
m
; m = 2j, j = 0, 1, . . . , k = 0, 1, . . . , m− 1.
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Integer j indicates the level of resolution the wavelet and k is the translation parameter.
The relation between i,m and k is given by i = m+ k+1. Note that the Haar functions
may also be constructed from the following relations
hi(x) = 2
j
2H(2jx− k), k = 0, 1, . . . , 2j − 1, j = 0, 1, . . . (3.3)
H(2jx− k) =


1,
k
2j
≤ x < k +
1
2
2j
−1, k +
1
2
2j
≤ x < k + 1
2j
0, elsewhere
(3.4)
Any function y(x) ∈ L2[0, 1] may be approximated by a finite sum of Haar wavelets as
follows
y(x) =
2M∑
i=1
aihi(x), (3.5)
where J is the maximum value of j and M = 2J . For simplicity, we introduce the
following notation
pi,1(x) =
∫ x
0
hi(t)dt, pi,2(x) =
∫ x
0
pi,1(t)dt, Ci,1 =
∫ 1
0
pi,1(t)dt. (3.6)
Integrals (3.6) can be evaluated by using (3.2) and given by
pi,1(x) =


x− ξ1, ξ1 ≤ x < ξ2,
ξ3 − x, ξ2 ≤ x < ξ3,
0, elsewhere,
(3.7)
and
pi,2(x) =


1
2
(x− ξ1)2, ξ1 ≤ x < ξ2,
1
4m2
− 1
2
(ξ3 − x)2, ξ2 ≤ x < ξ3,
1
4m2
, ξ3 ≤ x < 1,
0, elsewhere,
(3.8)
Haar wavelet functions satisfy the following properties∫ 1
0
hi(x)hl(x)dx =
{
2−j, i = l = 2j + k,
0, i 6= l. (3.9)
and ∫ 1
0
hi(x)dx =
{
1, if i = 1,
0, if i = 2, 3, . . .
(3.10)
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3.2 Haar wavelet quasilinearization technique
The Haar wavelet quasilinearization technique will be discussed for (2.2) with BCs. (2.3)
and (2.4).
3.2.1 The Dirichlet BCs. (2.3)
To apply the Haar wavelet to problem (2.2), we approximate the second order derivative
term by the Haar wavelet series as
y′′n+1(x) =
2M∑
i=1
aihi(x). (3.11)
Let us define the collocation points as
xj =
j − 0.5
2M
, j = 1, 2, . . . , 2M. (3.12)
Integrating (3.11) twice from 0 to x and using BCs. (2.3), we get
yn+1(x) = α1 + (β1 − α1)x+
2M∑
i=1
ai
(
pi,2(x)− Ci,1 x
)
, (3.13)
y′n+1(x) = β1 − α1 +
2M∑
i=1
ai
(
pi,1(x)− Ci,1
)
. (3.14)
Substituting (3.11), (3.13) and (3.14) into (2.2) and inserting collocation points (3.12), a
linear system of algebraic equations is obtained as
p(xj)y
′′
n+1(xj) + p
′(xj)y
′
n+1(xj) + r(xj)yn+1(xj) = g(xj), (3.15)
where n = 0, 1 . . . , j = 1, 2 . . . , 2M, and
y′′n+1(xj) =
2M∑
i=1
aihi(xj), (3.16)
y′n+1(xj) = β1 − α1 +
2M∑
i=1
ai
(
pi,1(xj)− Ci,1
)
, (3.17)
yn+1(xj) = α1 + (β1 − α1)xj +
2M∑
i=1
ai
(
pi,2(xj)− Ci,1xj
)
, (3.18)
r(xj) = −q(xj)fy(xj , yn(xj)), (3.19)
g(xj) = q(xj)
(
f(xj , yn(xj))− yn(xj)fy(xj , yn(xj))
)
. (3.20)
Equation (3.15) gives a sequence of 2M × 2M linear system of equations whose solution
for the unknown coefficients a1, a2, . . . , a2M can be calculated using the Gauss-elimination
method. We start with an initial approximation y0 to get solutions y1, y2 . . ..
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3.2.2 The Neumann-Robin BCs. (2.4)
We integrate (3.11) twice from 0 to x and apply BCs. (2.4) to get
yn+1(x) =
γ2
α2
− β2
α2
a1 +
2M∑
i=1
ai
(
pi,2(x)− Ci,1
)
, (3.21)
y′n+1(x) =
2M∑
i=1
aipi,1(x). (3.22)
Substituting (3.11), (3.21) and (3.22) into (2.2) and inserting collocation points (3.12), a
linear system of algebraic equations is obtained as
p(xj)y
′′
n+1(xj) + p
′(xj)y
′
n+1(xj) + r(xj)yn+1(xj) = g(xj), (3.23)
where n = 0, 1 . . . , j = 1, 2 . . . , 2M, and
y′′n+1(xj) =
2M∑
i=1
aihi(xj), (3.24)
y′n+1(xj) =
2M∑
i=1
aipi,1(xj), (3.25)
yn+1(xj) =
γ2
α2
− β2
α2
a1 +
2M∑
i=1
ai
(
pi,2(xj)− Ci,1
)
, (3.26)
r(xj) = −q(xj)fy((xj), yn(xj)), (3.27)
g(xj) = q(xj)
(
f(xj , yn(xj))− yn(xj)fy(xj , yn(xj))
)
. (3.28)
Equation (3.23) gives a sequence of 2M × 2M linear system of equations whose solution
for the unknown coefficients a1, a2, . . . , a2M can be calculated using Gauss-elimination
method. We start with an initial approximation y0 to get solutions y1, y2 . . ..
4 Convergence
The present work is based on quasilinearization technique and Haar wavelet method, so
we discuss the convergence of both the schemes.
4.1 Convergence of quasilinearization technique
Theorem 4.1. The sequence {yn} of solutions defined in (2.5) converges uniformly with
quadratic rate of convergence.
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Proof. From (2.5), we have
∆yn+1 =
1∫
0
G(x, t)q(t) {∆fn +∆yn+1fy(t, yn)−∆ynfy(t, yn−1)} dt, (4.1)
where ∆yn = yn − yn−1 and ∆fn = fn(x, yn)− fn−1(x, yn−1).
From the mean-value theorem we know that
∆fn = ∆ynfy(x, yn−1) +
(∆yn)
2
2
fyy(x, θ), yn−1 < θ < yn. (4.2)
Using (4.2), the (4.1) reduces to
∆yn+1 =
1∫
0
G(x, t)q(t)
{
(∆yn)
2
2
fyy(t, θ) + ∆yn+1fy(t, yn)
}
dt. (4.3)
Equation (4.3) implies
|∆yn+1| ≤
1∫
0
|G(x, t)q(t)|
{ |∆yn|2
2
|fyy(t, θ)|+ |∆yn+1||fy(t, yn)|
}
dt. (4.4)
Hence, we have
‖∆yn+1‖ ≤ max
x∈[0,1]
1∫
0
|G(x, t)q(t)|
{ |∆yn|2
2
|fyy(t, θ)|+ |∆yn+1||fy(t, yn)|
}
dt
≤ k1 g1
2
‖∆yn‖2 +m1g1‖∆yn+1‖,
where
‖y‖ = max
x∈[0,1]
|y(x)|, k1 = max
y
|fyy(y)|, m1 = max
y
{|f(y)|, |fy(y)|} <∞,
g1 = max
x∈[0,1]
∣∣∣∣
1∫
0
G(x, t)q(t)dt
∣∣∣∣ <∞.
Thus we have
‖∆yn+1‖ ≤ k1 g1
2(1−m1g1)‖∆yn‖
2. (4.5)
This shows that there is quadratic convergence, if there is convergence at all.
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4.2 Convergence of Haar wavelet method
Theorem 4.2. Suppose that y(x) ∈ L2[0, 1] and y(x) satisfies Lipschitz’s condition
|y(x1) − y(x2)| ≤ L|x1 − x2|. Then Haar wavelet method will be convergent in the sense
of ‖y − yk‖2 → 0 as k →∞ and its order of convergence is
‖y − yk‖2 = O
(
1
k
)
, (4.6)
where k = 2M = 2J+1, J is the level of resolution the Haar wavelet.
Proof. Consider
y(x)− yk(x) =
∞∑
i=k
aihi(x) =
∞∑
i=2J+1
aihi(x),
where, yk(x) =
k−1∑
i=0
aihi(x). Taking L2 norm, we obtain
‖y − yk‖22 =
1∫
0
( ∞∑
i=2J+1
aihi(x),
∞∑
l=2J+1
alhl(x)
)
dx =
∞∑
i=2J+1
∞∑
l=2J+1
aial
1∫
0
hi(x)hl(x)dx
=
∞∑
i=2J+1
a2i , (4.7)
where ai is
ai =
1∫
0
y(x)hi(x)dx. (4.8)
Using (3.3) and (3.4), the equation (4.8) can be written as
ai = 2
j
2


k+1
2
2j∫
k
2j
y(x)dx−
k+1
2j∫
k+1
2
2j
y(x)dx

 . (4.9)
Applying the mean value theorem and Lipschitz’s condition, the equation (4.9) becomes
ai = 2
j
2
[(
k + 1
2
2j
− k
2j
)
y(x1)−
(
k + 1
2j
− k +
1
2
2j
)
y(x2)
]
= 2−
j
2
−1[y(x1)− y(x2)] ≤ 2−
j
2
−1L(x1 − x2) = 2−
j
2
−1 L 2−j = L2−
3j
2
−1
Thus, we obtain
ai ≤ L2−
3j
2
−1. (4.10)
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Using (4.10) into (4.7), we get
‖y − yk‖22 =
∞∑
i=2J+1
a2i =
∞∑
j=J+1
[ 2j+1−1∑
i=2j
a2i
]
≤
∞∑
j=J+1
L2
[ 2j+1−1∑
i=2j
2−3j−2
]
= L2
∞∑
j=J+1
2−3j−2[2j+1 − 1− 2j + 1] = L
2
3
2−2−2J =
L2
3
1
k2
.
Hence, we obtain
‖y − yk‖2 = O
(
1
k
)
. (4.11)
Equation (4.11) ensures the convergence of Haar wavelet approximation at higher level
of resolution J is considered.
Remark: Each iteration of quasilinearization technique gives linear singular equation
in yn+1 which is solved to obtain yn+1 by Haar wavelet method. According to (4.11),
yn+1 converges to y if the higher level of resolution J is considered, and at the same time
quasilinearization technique works that is for given y0, we obtain solution y1 of linear
problem (2.2) with BCs. (2.3) and (2.4) by Haar wavelet method, at next iteration we
get y2 by Haar wavelet method and so on. Since quasilinearization technique is second
order accurate so it gives rapid convergence.
5 Numerical experiments and discussion
To check the accuracy and efficiency of Haar wavelet quasilinearization technique eight
singular problems are considered. For the sake of comparison, the cubic spline interpola-
tion is used to obtain the solution at any points in the interval [0, 1]. We define absolute
error as
ea = |y − yh|
where y is exact and yh Haar solutions. All computational work has been done with the
help of MATLAB software.
Problem 5.1.
Consider the problem (1.1) with BCs. (1.2) where p(x) = q(x) = x0.5 and f(x, y) =
0.5ey − e2y as in [31, 53]. Its exact solution is
y = ln
(
2
x2 + 1
)
.
Here, α1 = ln 2 and β1 = 0. We have solved this problem by the Haar wavelet quasilin-
earization technique. By fixing J = 3 with n = 8 iterations, we obtain Haar solution yh.
The numerical results of the Haar solution yh with those the exact y and the ADM with
Green’s (ADMG) [31] along with the maximum absolute error ea are reported in Table
1. The graphs of the exact y and hwcm solutions are depicted Fig. 1.
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Fig. 1 Plots of the Haar and the exact y solutions of problem 5.1 for J = 3
Table. 1 Numerical solutions and the absolute error ea = |y − yh| of problem 5.1
x yh y ADMG [31] ea
0.1 0.68320 0.68330 0.68367 1.06E-04
0.3 0.60697 0.60715 0.60784 1.79E-04
0.5 0.47020 0.47020 0.47125 1.92E-04
0.7 0.29437 0.29452 0.29585 1.44E-04
0.9 0.09982 0.099875 0.10065 5.42E-05
Problem 5.2.
Consider the problem (1.1) with BCs. (1.2) where p(x) = 1, q(x) = x−
1
2 and f(x, y) = y3/2
as in [4, 5] known as Thomas-Fermi equation. Here, α1 = 1 and β1 = 0. Similarly, we
have solved this problem by the Haar wavelet quasilinearization technique. For J = 2, 3
with n = 7 iterations, we obtain Haar solution yh. The numerical results of the Haar
solution yh at J = 2, 3 and the ADM [54] in Table 2. We also plot the graphs of the
ADM solution and haar solution in Fig. 2.
0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
y
x
 hwcm
 ADM
Fig. 2 Plots of the Haar and the ADM solutions of Problem 5.2 for J = 2
Problem 5.3.
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Table. 2 Numerical solutions and the absolute error ea = |y − yh| of problem 5.2
x yh (J = 2) yh (J = 3) ADM [54]
0.1 0.84976 0.84909 0.84950
0.3 0.61829 0.61888 0.61937
0.5 0.42672 0.42723 0.42765
0.7 0.25187 0.25220 0.25249
0.9 0.08351 0.08361 0.08374
Consider the problem (1.1) with BCs. (1.2) where p(x) = q(x) = x0.5 and f(x, y) =
4x2ey
(
4x4ey − 3.5) as in [31, 55, 56]. The exact solution is
y(x) = ln
(
1
4 + x4
)
.
Here, α1 = ln
1
4
and β1 = ln
1
5
. By fixing J = 3 with n = 7 iterations, we obtain Haar
solution yh. In Table 3, the numerical results of Haar solution yh with those the exact y
and ADMG solution [31] and the absolute error ea are shown. The graphs of the exact y
and hwcm solutions are plotted in Fig. 3.
0.2 0.4 0.6 0.8 1.0
-1.60
-1.55
-1.50
-1.45
-1.40
-1.35
y
x
 hwcm
 y(x)
Fig. 3 Plots of the hwcm and the exact y solutions of problem 5.3
Table. 3 Numerical solutions and the absolute error ea of problem 5.3
x yh y ADMG [31] ea
0.1 -1.38630 -1.38640 -1.38632 5.92E-05
0.3 -1.38830 -1.38840 -1.38832 6.90E-05
0.5 -1.40180 -1.40200 -1.40180 1.57E-04
0.7 -1.44460 -1.44480 -1.44459 2.22E-04
0.9 -1.53820 -1.53820 -1.53818 6.86E-05
Problem 5.4.
Consider the problem (1.1) with BCs. (1.3) where p(x) = q(x) = x2 and f(x, y) = y5
which describes the equilibrium of isothermal gas spheres [57]. Its exact solution is
y(x) =
(
1 +
x2
3
)−1/2
.
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Here, α2 = 1, β2 = 0 and γ2 = (3/4)
1/2. By fixing J = 3 with n = 6 iterations, we obtain
Haar solution yh. The numerical results of Haar solution yh with those the exact y and
the ADMG [32] and the absolute error ea are reported in Table 4. The graphs of the
exact y and Haar solutions are depicted Fig. 4.
0.2 0.4 0.6 0.8 1.0
0.88
0.90
0.92
0.94
0.96
0.98
1.00
y
x
 hwcm
 y(x)
Fig. 4 Plots of the Haar and the exact y solutions of Problem 5.4
Table. 4 Numerical solutions and the absolute error ea of Problem 5.4
x yh y ADMG [32] ea
0.1 0.99834 0.99858 0.99795 2.41E-04
0.3 0.98533 0.98554 0.98501 2.11E-04
0.5 0.96077 0.96093 0.96055 1.65E-04
0.7 0.92715 0.92725 0.92703 1.04E-04
0.9 0.88736 0.88739 0.88732 3.27E-05
Problem 5.5.
Consider the problem (1.1) with BCs. (1.3) where p(x) = q(x) = x and f(x, y) = −ey
which arises an electro-hydrodynamics problem [58]. Its exact solution is
y(x) = 2 ln
(
A+ 1
Ax2 + 1
)
, A = 3− 2
√
2.
Here, α2 = 1, β2 = 0 and γ2 = 0. By fixing J = 3 with n = 6 iterations, we obtain Haar
solution yh. Table 5 shows the comparison of Haar solution yh with those the exact y and
the ADMG solutions [32] and absolute error ea. The graphs of the exact y and hwcm
solutions are depicted Fig. 5.
Problem 5.6.
Consider the problem (1.1) with BCs. (1.3) where p(x) = q(x) = x2 and f(x, y) = −e−y
which arises in the distribution of heat sources in the human head [10]. Here, α2 = 2,
β2 = 1 and γ2 = 0. By fixing J = 3 with n = 7 iterations, we obtain Haar solution
yh. The comparison of Haar solution yh with those obtained by the ADMG [32], finite
difference method (FDM) [59] and the tangent chord method (TCM) [10] is presented in
Table 6. The graphs of the ADMG and hwcm are depicted Fig. 6.
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Fig. 5 Plots of the hwcm and exact y(x) solutions of Problem 5.5
Table. 5 Numerical solutions and the absolute error ea of Problem 5.5
x yh y ADMG [32] ea
0.1 0.31327 0.31327 0.31326 8.34E-06
0.3 0.28605 0.28606 0.28604 8.08E-06
0.5 0.23270 0.23270 0.23269 7.22E-06
0.7 0.15525 0.15525 0.15525 5.41E-06
0.9 0.05643 0.05644 0.05644 2.21E-06
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Fig. 6 Plots of the Haar and the ADMG solutions of Problem 5.6
Table. 6 Numerical solutions of Problem 5.6
x yh ADMG [32] TCM [10] FDM [59]
0.1 0.26866 0.26862 0.26907 0.26875
0.3 0.25845 0.25841 0.25886 0.25853
0.5 0.23782 0.23781 0.23822 0.23791
0.7 0.20640 0.20641 0.20677 0.20649
0.9 0.16356 0.16359 0.16387 0.16365
Problem 5.7.
Consider the problem (1.1) with BCs. (1.3) where p(x) = q(x) = x2 and f(x, y) =
14
0.76129y
y+0.03119
which models a oxygen diffusion in a spherical cell with oxygen uptake kinetics
[6]. Here, α2 = 5, β2 = 1 and γ2 = 5. By fixing J = 3 with n = 7 iterations, we obtain
haar solution yh. Table 7 shows the comparison of Haar solutions yh with those obtained
by the ADMG [32], the variational iteration method (VIM) [34] and the cubic spline
method (CSM) [24]. The graphs of the ADM and hwcm solutions are depicted Fig. 7.
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Fig. 7 Plots of the Haar and the ADM solutions of Problem 5.7
Table. 7 Numerical results of solutions of Problem 5.7
x yh ADMG [32] VIM [34] CSM [24]
0.1 0.82971 0.82970 0.82970 0.82970
0.3 0.83949 0.83949 0.83948 0.83948
0.5 0.85907 0.85906 0.85906 0.85906
0.7 0.88845 0.88844 0.88844 0.88844
0.9 0.92765 0.92765 0.92765 0.92765
Problem 5.8.
Consider the problem (1.1) with BCs. (1.3) where p(x) = q(x) = x3 and f(x, y) = 1
2
− 1
8y2
which arises in the radial stress on a rotationally symmetric shallow membrane cap [60].
Here, α2 = 1, β2 = 0 and γ2 = 1. By fixing J = 3 with n = 7 iterations, we obtain
haar solution yh. The comparison of Haar solution yh with those obtained by the ADMG
[32] and VIM [35] are reported in Table 1. We plot the graphs of the ADM and hwcm
solutions in Fig. 8.
Table. 8 Numerical results of solutions of Problem 5.8
x yh ADMG [32] VIM [35]
0.1 0.95459 0.95458 0.95263
0.3 0.95822 0.95822 0.95649
0.5 0.96550 0.96550 0.96420
0.7 0.97648 0.97647 0.97571
0.9 0.99121 0.99120 0.99098
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6 Conclusion
In this paper, the Haar wavelet quasilinearization technique has been proposed for non-
linear doubly singular boundary value problems arising in various physical models. It has
been shown that Haar wavelet method with quasilinearization technique gives excellent
results when applied to different physical models such as oxygen diffusion in a spherical
cell [6], the heat sources in the human head [10], and shallow membrane cap [60]. The
numerical results obtained by present method are better than the results obtained by
other methods such as the Adomian decomposition method [31, 32], the variational iter-
ation method [34, 35], the finite difference method [59], the cubic spline method[24] and
the tangent chord method [10] and are in good agreement with exact solutions, as shown
in tables 1-8 and figures 1-8 for the considered problems through 5.1-5.8. The proposed
method provides a reliable technique which requires less work compared to other meth-
ods such as the finite difference and cubic spline methods. The convergence analysis of
present methods have been discussed.
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