Abstract. This paper proves a dual version of a theorem of Oystein Ore for every distributive interval of finite groups [H, G] of index |G : H| < 9720, and for every boolean interval of rank < 7. It has applications to representation theory for every finite group.
Introduction
Oystein Ore has proved that a finite group is cyclic if and only if its subgroup lattice is distributive [3] . He has extended one side as follows: Theorem 1.1 ([3] ). Let [H, G] be a distributive interval of finite groups. Then ∃g ∈ G such that Hg = G.
We have conjectured the following dual version of this theorem: Conjecture 1.2. Let [H, G] be a distributive interval of finite groups. Then ∃V irreducible complex representation of G, with G (V H ) = H (Definition 3.1); this property will be called linearly primitive.
The interval [1, G] is linearly primitive if and only if G is linearly primitive (i.e. admits a faithful irreducible complex representation). We will see that Conjecture 1.2 reduces to the boolean case, because a distributive interval is bottom boolean (i.e. the interval generated by its atoms is boolean). As application, Conjecture 1.2 leads to a new bridge between combinatorics and representation theory of finite groups: Definition 1.3. Let [H, G] be any interval. We define the combinatorial invariant bbℓ(H, G) as the minimal length ℓ for a chain of subgroups 
Preliminaries on lattice theory
Definition 2.1. A lattice (L, ∧, ∨) is a partially ordered set (or poset) L in which every two elements a, b have a unique supremum (or join) a ∨ b and a unique infimum (or meet) a ∧ b.
Example 2.2. Let G be a finite group. The set of subgroups K ⊆ G is a lattice, denoted by L(G), ordered by ⊆, with
is also a lattice. Let a, b ∈ L with a ≤ b, then the interval [a, b] is the sublattice {c ∈ L | a ≤ c ≤ b}.
Definition 2.4.
A finite lattice L admits a minimum and a maximum, called0 and1. Definition 2.7. The length of a finite lattice L is the greatest length ℓ of a chain 0 < a 1 < a 2 < · · · < a ℓ = 1 with a i ∈ L.
Lemma 2.9. The reverse lattice and the sublattices of a distributive lattice are also distributive. Idem for concatenation and direct product. 
Example 2.11. The subset lattice of {1, 2, . . . , n}, for union and intersection, is called the boolean lattice B n of rank n (see B 3 below).
{1, 2, 3}
{1, 2} {1, 3} {2, 3} {1} {2} {3} ∅ Remark 2.12. Any finite boolean lattice is isomorphic to some B n .
Theorem 2.13 (Birkhoff's representation theorem or FTFDL [5] ). Any finite distributive lattice embeds into a finite boolean lattice.
Corollary 2.14. The top and bottom intervals of a distributive lattice are boolean.
Proof. See [5, items a-i p254-255], together with Lemma 2.9.
A dual version of Ore's theorem
In this section, we will state the dual version of Ore's theorem, and prove it for any boolean interval of rank ≤ 4, after Theorem 1.7 proof. Definition 3.1. Let W be a representation of a group G, K a subgroup of G, and X a subspace of W . We define the fixed-point subspace
and the pointwise stabilizer subgroup
Let G be a finite group, H, K two subgroups, V a complex representation of G and X, Y two subspaces. Then
. . , V r be the irreducible complex representations of a finite group G (up to equivalence), and H a subgroup. Then 
and so
Else there is α such that i V We can upgrade Proposition 3.9 in the distributive case as follows:
with K 1 , . . . , K n the minimal overgroups of H, is linearly primitive.
Proof. By Lemma 3.8, Corollaries 2.14 and 3.10, we can assume the interval to be boolean of rank n > 2.
If ∃α such that
= H then ok, else by the boolean structure and minimality ∃i such that
See the first part of [4, Theorem 6.8] proof; it exploits (⋆) in a tricky way (we put this reference because we didn't find an argument which avoids the use of planar algebras). By H ⊆ G (V H γ ) , distributivity and Claim, we conclude as follows:
∀k, ∀(i, j) with i = j, ∃s ∈ {i, j} with s = k, but V
It follows that ∀i, ∀α,
By using Lemma 3.3 and taking V 1 trivial, we get
It follows that
which contradicts the assumption because n > 2. In the next section, we get a proof at any rank n < 7.
The proof for small index
This section will prove dual Ore's theorem, for any boolean interval of rank < 7, and then for any distributive interval of index |G : H| < 9720. Proof. If |G : K| = |G : L| = 2, then K and L are normal subgroups of G, and so H = K ∧ L is also normal. So G/H is a group and [1, G/H] = [H, G] as lattices, but a boolean lattice is distributive, so by Ore's theorem, G/H is cyclic; but it has two subgroups of index 2, contradiction. If |K : H| = |L : H| = 2, then H is a normal subgroup of K and L, so of G = H ∨ K, contradiction as above.
Note the following immediate generalization: Remark 4.2. Let [H, G] be boolean of rank 2, with K and L the atoms.
• If H is a normal subgroup of K and L, then |K : H| = |L : H|.
• If K and L are normal subgroups of G then |G : K| = |G : L|. 
Proof. Suppose that K 1 ⊂ K 2 . By Remark 4.3,
It follows that |K ∨ A : K| = 2. Proof. Let [K, L] be the edge of index |L : K| = 2. By the boolean structure, there is an atom
] is boolean of rank 2, now |L 1 : K 1 | = 2, so by Lemma 4.5 
[H, L] is linearly primitive, which means the existence of an irreducible complex representation
Assume that π V extends to an irreducible representation π V + of G.
It follows that S 2 ⊂ H. Now, HS = S, so HS 2 = (HS)S = S 2 , which means that S 2 is a disjoint union of H-coset, then |H| divides |S 2 |, but S 2 ⊂ H and S = ∅, so S 2 = H. Let s 0 ∈ S, then the maps S ∋ s → s 0 s ∈ H and H ∋ h → hs 0 ∈ S are injective, so |S| = |H|. If S = H, then A = H ⊔Hτ and G (V H + ) = H ⊔Sτ are two different groups containing H with index 2, contradiction with the boolean structure by Lemma 4.1. So we can assume that H = S. Now the extension V + is completely characterized by π V + (τ ), and we can make an other irreducible extension V − characterized by π V − (τ ) = −π V + (τ ). As above,
Then S ∩ S ′ = ∅, but S = H, so S ′ = H, contradiction as above. Next, we can assume that π V does not extend to an irreducible representation of G. So π W := Ind G L (π V ) is irreducible by Theorem 4.8. We need to check that G (W H ) = H. We can see W as V ⊕ τ V , with
with l ∈ L, and
Finally, according to π W (l) and π W (τ ) above, we see that
Remark 4.10. It seems that we can extend Theorem 4.9, replacing |G : L| = 2 by L⊳G (and so |G : L| = p prime), using Theorem 4.8 and Remark 4.2. In the proof, we should have
We didn't check the details because we don't need this extension. One of the main result of the paper is the following:
Proof. Let K 1 , . . . , K n be the atoms of [H, G] . By Corollary 4.11, we can assume that |K i : H| = 2, ∀i. Now n ≤ 6 and |K i : H| ≥ 3, then
The result follows by Theorem 3.11.
For the upper bound on the index of distributive interval we will need a former result (proved group theoretically in [1] ): i with p i prime and i r i = n. Then for any atom A and any
A i , let A r+1 = A and A r+2 , . . . , A n all the other atoms. By considering the corresponding maximal chain we have that
It's a product of n numbers > 1 and the result is composed by n prime numbers, so by the fundamental theorem of arithmetic, any component above is prime, then |K ∨ A : K| = p i for some i. n by Lemma 4.17, ok. Else m ≥ 1. We will prove the formula by induction. If n = 1, then m = 1 andφ(H, G) = q − 1, ok. Next, assume it is true at rank < n. Let L be a coatom with |G :
Else |A : H| = q, |G : A| = p n−1 , m = 1 and the same formula works. Thenφ
The result follows.
Remark 4.21. The proof of Proposition 4.19 is working without assuming p, q prime, but assuming type (p, . . . , p, q) for every maximal chain of [H, G]. For p prime and q = p 2 we deduce that at rank n and index p n+1 , there is 1 ≤ m ≤ n such that
If there is no edge of index 2, we can also take q = 2p or (p, q) = (3, 4). Proof. This is checked by computer calculation using the following iterative method. Let L be a coatom just that |G : Proof. Consider such a maximal chain
is boolean of rank 2, so by Lemma 4.25,
] is boolean of rank 2 and by Lemma 4.25, 
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