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Abstract. A challenging and novel direction for feature selection re-
search in computational biology is the analysis of signature multiplicity.
In this work, we propose to investigate the effect of signature multiplicity
on feature importance scores derived from tree-based ensemble methods.
We show that looking at individual tree rankings in an ensemble could
highlight the existence of multiple signatures and we propose a simple
post-processing method based on clustering that can return smaller sig-
natures with better predictive performance than signatures derived from
the global tree ranking at almost no additional cost.
1 Introduction
Feature selection is an important aspect of many machine learning applications
in computational biology [4]. Traditionally, many standard feature selection al-
gorithms assume the existence of a single set of “optimal” features. However, in
reality, this need not necessarily be the case and there could be several, distinct
or overlapping, (minimal) subsets of features that might all explain the output of
interest equally well given a particular loss function. We will refer to these equiv-
alent minimal subsets as signatures, and the occurence of multiple signatures as
signature multiplicity [6]. This phenomenon arises naturally in the presence of
correlated or redundant features on a pairwise basis, but multiplicity can also
occur at the level of signatures of larger sizes. For some loss function, signature
multiplicity can be related to the existence of multiple markov boundaries for the
target variable [6]. The study of signature multiplicity, and its effect on feature
selection is at the moment only in its childhood, and so far studies have mainly
focused on the microarray domain [1,6].
As standard feature ranking methods are not designed to cope with multiple
signatures, they often interleave the features from the different signatures. Thus,
thresholding this ranking does not even ensure to give a single valid and/or
minimal signature. Furthermore, signature multiplicity might have a detrimental
effect on the stability of feature selection methods, as small perturbations on the
training set can result in large deviations regarding the ranking of features.
In this work, we investigate the impact of signature multiplicity on tree-based
ensemble methods and we propose a simple post-processing method based on
clustering to retrieve multiple signatures from the individual rankings provided
by individual trees in a randomized tree ensemble.
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2 Exploring individual tree rankings
Classification and regression trees are non-parametric supervised learning meth-
ods that learn an input-output model in the form of a tree, combining elementary
tests defined on the input features. Because of their high variance, they are typ-
ically exploited in the context of ensemble methods such as bagging or random
forests. A feature importance measure can be derived in different ways from a
tree. In this work, we restrict ourselves to the importance obtained by summing
the impurity reduction score at each tree node where this feature is used to
split3. These importance scores are then averaged over several trees to yield a
more stable score.
While one is often interested only in the global ranking obtained by aver-
aging the individual rankings, in the presence of multiple signatures, one can
reasonably expect that each tree in an ensemble will highlight a distinct signa-
ture. Indeed, since each tree is built greedily in a top-down fashion, the selection
of a feature, or group of features, in a tree branch will decrease the probability
to select redundant features at deeper nodes, which will favor the appearance of
features from only one signature in each tree. In addition, because of random-
ization, one can also expect the selected signature to be different from one tree
to another.
To check this hypothesis, we carried out experiments on the TIED dataset,
an artificial dataset, specifically designed to contain multiple signatures [5]. The
TIED dataset was generated from a bayesian network containing 1000 discrete
variables, including the four-valued target. By construction, each of the 72 signa-
tures contains 5 variables and belongs to {9}×{4, 8}×{11, 12, 13}×{18, 19, 20}×
{1, 2, 3, 10}. The upper left graph of Figure 1 shows a heatmap representing 1000
tree rankings obtained with bagging (x-axis) for the top 20 features (y-axis) in
the global ranking. Features are ranked top-down according to their global im-
portances and rankings have been ordered by hierarchical clustering (dendro-
gram not shown). This heatmap clearly highlights the existence of groups of
rankings each corresponding to one of the signatures. While the global rank-
ing introduces the redundant features by block (e.g., features 1,2,3, and 10 are
the top 4 features which are redundant by construction), each individual ranking
usually contains only one feature per group. We obtained similar results on other
artificial datasets.
3 Towards an automatic identification of signatures
Assuming that we are looking for K signatures, the analysis in the previous
section suggests a simple approach for retrieving the multiple signatures from
T feature importance vectors; Use any clustering algorithm (k-means in our
experiments) to determine K clusters of weight vectors. Then, average the weight
vectors in each of the clusters, and rank the features according to their average
weight. To evaluate the quality of a given signature, a model is rebuilt with any
3 A feature not appearing in a tree receives a zero importance.
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supervised learning method using the top m features in each cluster for increasing
values of m. When there are multiple signatures, we expect that the model
obtained from each cluster will be at least equally good as a model learned in
the same manner from the global ranking, i.e. the ranking obtained by averaging
over all trees, and not over the clustered ones. To determine the optimal value
of the number of clusters, we propose to proceed as follows: several values of K
are compared, and the one that maximizes the difference over all values of m
between the error obtained from the global ranking and the average error over
the clusters is considered as optimal.
We carried out experiments with this approach on the TIED dataset. T was
fixed to 1000, and the values explored for K were {2, 3, 5, 10, 15}. Features were
ranked using a bagged ensemble of trees and the evaluation was done using
ensembles of (100) totally randomized trees [2]. The latter method is not robust
to the introduction of irrelevant features and is thus appropriate to determine
minimal signatures. For the evaluation of signatures, we used 20 repetitions of a
90%-10% split of data in training and test, with the feature ranking computed
only on the training sample, so as to avoid any selection bias.
The bottom left graph of Figure 1 shows in red the evolution of the error with
the number of features m taken in their order in the global ensemble ranking,
and in green the average error over all cluster rankings, for the value of K = 15
selected as just described. Blue curves show for each value of m respectively the
minimal and maximal error obtained over all clusters. This graph shows that the
cluster signatures are all very good and much better than the global signature
for small values of m.
4 Experiments with microarray data
We have applied the same approach on several microarray datasets related to
two families of problems: biomarker discovery for disease classification and reg-
ulatory network inference [3]. We only report below the results obtained on one
representative problem. The graphs on the right in Figure 1 were obtained from
microarray data when trying to discover the regulators of gene tyrP of E. coli
using the same procedure and dataset as in [3]. The protocol was exactly the
same as for the experiments on the TIED dataset.
The heatmap clearly highlights the diversity and complexity of the signatures,
with for example the top feature from the global ranking not being used in many
single rankings. The optimal number of clusters as determined automatically is
here 5 and it leads to five signatures that are all (slightly) better than the global
one.
5 Conclusion and future works
The discovery of multiple signatures is a challenging topic in the context of fea-
ture selection. In this work, we investigate the effect of signature multiplicity on
tree-based feature rankings. We show that looking at individual tree rankings in
an ensemble could highlight the existence of multiple signatures and we propose
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Fig. 1. Results on artificial and real datasets
a simple post-processing method based on clustering that can return smaller
signatures with better predictive performance than signatures derived from the
global tree ranking at almost no additional cost. In future work, we would like
to explore alternative ways to extract multiple signatures from an ensemble of
randomized feature rankers (not restricted to trees) and determine a measure of
the multiplicity in a given dataset.
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