Abstract-An L 2 -boosting algorithm for estimation of a regression function from random design is presented, which consists of fitting repeatedly a function from a fixed nonlinear function space to the residuals of the data by least squares and by defining the estimate as a linear combination of the resulting least squares estimates. Splitting of the sample is used to decide after how many iterations of smoothing of the residuals the algorithm terminates. The rate of convergence of the algorithm is analyzed in case of an unbounded response variable. The method is used to fit a sum of maxima of minima of linear functions to a given data set, and is compared with other nonparametric regression estimates using simulated data.
I. INTRODUCTION

I
N regression analysis an -valued random vector with is considered and the dependency of on the value of is of interest. More precisely, the goal is to find a function such that is a "good approximation" of . In the sequel we assume that the main aim of the analysis is minimization of the mean squared prediction error or risk (1) In this case the, optimal function is the so-called regression function , , i.e.
because for an arbitrary (measurable) function we have (cf., e.g., [14, Sec. 1.1] ). In addition, (3) implies that any function is a good predictor in the sense that its risk is close to the optimal value, if and only if the so-called error (3) is small. This motivates to measure the error caused by using a function instead of the regression function by the error (3). In applications, usually the distribution of (and hence also the regression function) is unknown. But often it is possible to observe a sample of the underlying distribution. This leads to the regression estimation problem. Here , , , are independent and identically distributed i.i.d. random vectors. The set of data is given, and the goal is to construct an estimate of the regression function such that the error is small. For a detailed introduction to nonparametric regression we refer the reader to the monograph [14] . In this paper, we are mainly interested in results which hold under very weak assumptions on the underlying distribution. In particular we do not assume that a density of the distribution of exists or that the conditional distribution of given is a normal distribution. Related results in this respect can be found, e.g., [7] , [15] , [16] , [17] , or [18] .
A closely related problem to nonparametric regression is pattern recognition, where takes on values only in a finite set (cf., e.g., [8] ). One of the main achievements in pattern recognition in the last fifteen years was boosting (cf. [10] and [11] ), where the outputs of many "weak" classifiers are combined to produce a new powerful classification rule. Boosting can be considered as a way of fitting an additive expansion in a set of "elementary" basis functions (cf. [13] ). This view enables to extend the whole idea to regression by repeatedly fitting of functions of some fixed function space to residuals and by using the sum of the fitted functions as final estimate (cf. [12] ). [6] showed that this so-called -boosting is able to estimate very high-dimensional linear models well. Reference [5] analyzed the rate of convergence of corresponding greedy algorithms, where iteratively functions of a fixed function space are fitted to the residuals of the previous estimate, and the estimates are defined by a linear combination of these functions. In [5] , this algorithm 0018-9448/$26.00 © 2010 IEEE was used to fit a linear combination of perceptrons to the data, and under the assumption of a bounded first moment of the Fourier transform of the regression function and of boundedness of the response variable it was shown that these estimates are able to achieve (up to some logarithmic factors) the same dimension-free parametric rate of convergence as [4] showed for least squares neural networks.
In this paper, we modify the general algorithm from [5] by combining it with splitting of the sample in order to determine how often the residuals are smoothed. We analyze the modified general algorithm in the context of an unbounded response variable satisfying a Sub-Gaussian condition. We use it to fit a sum of maxima of minima of linear functions to the data. Since this function class contains in particular perceptrons, we get as a corollary the rate of convergence mentioned already above, but this time for unbounded response variables, too. We use an algorithm from Bagirov, Clausen and [16] to compute our estimate, apply our new method to simulated data and compare it to other nonparametric regression estimates.
The outline of the paper is as follows. Section II contains the definition and our theoretical result on the general -boosting algorithm. In Section III, we apply it to estimate the regression function by a sum of maxima of minima of linear functions. This algorithm is applied to simulated data and compared to other nonparametric regression estimates in Section IV. Finally, Section V contains the proofs.
II. A GENERAL -BOOSTING ALGORITHM
Let
be such that , let (which will later be chosen such that ), and let be a (nonlinear) class of functions . Set where and and define
Depending on a parameter , we define estimates as follows. Set
and (6) where (7) Here we assume for simplicity that the above minima exist, however we do not require that they are unique. Next we truncate the estimate at heights . More precisely, we set for
Finally we use splitting of the sample to select the parameter of the estimate. To do this, we set (9) where (10) In order to be able to formulate our main theoretical result, we need the notion of covering numbers.
Definition 1:
Let and set . Let be a set of functions . An --cover of on is a finite set of functions with the property for all (11) The --covering number of on is the minimal size of an --cover of on . In case that there exist no finite --cover of the --covering number of on is defined by .
For a given class of functions , and fixed , we define as the class of functions with , where and are such, that the two conditions (12) for all , , and
for all and are satisfied. Our main theoretical result is the following theorem. (4)- (10) with for some . Furthermore assume that the distribution of satisfies (14) for some constant and that the regression function is bounded in absolute value by some constant. Then, holds for sufficiently large constants , , which do not depend on , , or .
The upper bound on the expected error in Theorem 1 can be interpreted as follows: If we ignore the minumum over then the first term in the sum is the usual bound for the estimation error of a least squares estimate in case that a sum of functions from is fitted to the data. The second term in the sum measures the approximation error, where besides the usual bound an additional term occurs which comes from the fact that we use a greedy algorithm to minimize the empirical risk of the estimate. Finally the minimum in front of the sum of these two terms shows that by splitting of the sample our estimate behaves in view of the above error bound (up to some constant factor) as good as if we have chosen the value of optimally according to the underlying distribution. In this sense our estimate is able to adapt to the underlying distribution.
Remark 1: In principle it is also possible to choose the parameter of the estimate by splitting of the sample. But in case of the simulated data in Section IV it turned out that the estimate improves always for large values of . Therefore we choose in our simulations a fixed very large value for . ). This is obvious, if we choose for the so-called ramp squasher
In the sequel, we will choose as function class for the general algorithm of Section II for some . Here is independent of the sample size. In the application in Section IV, we will choose depending on the dimension of and we will use larger values of in case of larger .
It is well known that in order to derive nontrivial rate of convergence results, we have to make some smoothness assumptions on the regression function (cf., e.g., [8, Th. 7.2 and Prob. 7.2] and [9, Sec. 3] ). In the sequel we will impose such smoothness conditions implicitely on the regression function by imposing conditions on its Fourier transform. More precisely, we will consider functions , which satisfy (16) where is the Fourier transform of , that is and we assume (17) for some (cf. [3] ). We denote the class of functions , which satisfy (16) and (17) by . Condition (17) is often used for the analysis of the rate of convergence of neural network regression estimates. It is an extremely strong assumption, in particular it implies that the smoothness of the function increases more and more as dimension of grows. By imposing it on the regression function we are able to derive the following rate of convergence result for our estimate.
Corollary 1:
Let and assume that the distribution of satisfies (14) for some constant , a.s. for some and that the regression function is bounded in absolute value by some constant less than or equal to and that for some . Let the estimate be defined by (4)- (10), with for some , and with . Then we have for for a sufficiently large constant , that does not depend on or .
Remark 2: By using standard approximation result for neural networks (e.g., [14] ) it is easy to see that the proof of Corollary 1 implies for all distributions of satisfying (14) and bounded in absolute value. By a careful analysis of the proof of Lemma 2 it should be possible to show the same result even for all distributions of satisfying .
IV. APPLICATION TO SIMULATED DATA
In this section, we want to compare our new -boosting estimate with other nonparametric regression estimates. To do this, we use results from a simulation study conducted [2] . There data were generated according to where is standard normally distributed and independent of and , and where is uniformly distributed on with , and where . As regression functions the following 11 functions have been considered:
• ;
• , else, ; and independent of , and where . Since this error is a random variable itself, the experiment was 25 times repeated with independent realizations of the sample, and the mean and the standard deviation of the Monte Carlo estimates of the error were reported. In the sequel, we make the same simulations with our newly proposed -boosting estimate. Here we set for and for , , repeat seven boosting steps and use splitting of the sample with to choose one of these seven estimates as final estimate. In the sequel, we present the mean and the standard deviation of the Monte Carlo estimates of the error of our estimates. In order to save space, we do not repeat the error values already published [2] , instead we just summarize them by reporting whether the error of the -boosting estimate is better, worse or the same as the error of the maxmin-estimate (coded by , and , resp.), and by reporting which position the error of the -boosting estimate achieves, if we order the mean error values of all estimates (except the -estimate) increasingly (which gives us a number between 1 and 6 in case of , and a number between 1 and 3 in case of ). Tables I and II summarize the results for the four univariate  regression functions  , Tables III and IV summarize  the results for the three bivariate regression functions  ,  and  and Tables V and VI summarize the results for the four  regression functions where . Considering the results in Tables I-VI we can first see, that the error of our -boosting estimate is in 47 cases less than but only in 15 cases bigger than the error of the original maxmin-estimate. Taking into account that the newly proposed estimates requires on average three to four times less time for computation of the estimate, we can say that -boosting clearly leads to an improvement of the maxmin-estimate.
Second, by looking at Table VI we can see that the -boosting estimate is especially suited for high-dimen- which implies the assertion of the first step.
In the second step of the proof we show
To do this, let and set . Then and arguing as above we get from which we conclude the assertion of the second step.
In the third step of the proof, we finish the proof. To do this, we observe that by the results of the previous steps we know already that satisfies where is defined as . But from this we get the assertion, since implies where the last inequality follows from
B. Splitting of the Sample for Unbounded
The following lemma is an extension of [14, Th. 7.1] to unbounded data. It is about bounding the error of estimates, which are defined by splitting of the sample. Let , let be a finite set of parameters and assume that for each parameter an estimate is given, which depends only on the training data . Then, we define for all
where is chosen such that In this notation, it is now obvious, that whereas the correctness of condition (12) follows from the fact, that multiplication of a function from with a positive factor still yields a functions from . If is large enough, the same is true for , because in this case the boundedness of the weights in Lemma 4 together with the boundedness of the regression function imply that the truncation makes no changes at all.
We have moreover assumed and for we have Thus with Lemma 4 and the assumptions and we can now bound the last term for a sufficiently large constant , that does not depend an , , or .
