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Abstract 
It appears to be unanimous that alien species in island environments tend to cause 
considerably more negative than positive impacts. To assess the potential level of threat 
aliens may pose to the native environment, understanding a species’ population structure 
and dynamics is of ultimate importance. Assessing both impacts and consequences of 
management interventions to alien species is likewise only possible through the 
comprehension of its population structure and dynamics. This can be achieved by 
estimating the number of individuals in the study site, as well as other population 
parameters through time, applying population models such as capture-recapture to the 
collected datasets. Nonetheless, alien species that have low capture rates, such as small 
mammals, might present a considerable obstacle for conservation, as available capture-
recapture models need a relatively large dataset to precisely and accurately estimate 
population parameters. To improve accuracy and precision of estimates that use sparse 
datasets, the present study developed an integrated concurrent marking-observation 
capture-recapture model (C-MOM). The model proposed here, contrary to the commonly 
available mark-recapture and mark-resight models, allows for two different datasets (i.e. 
a capture-recapture and a population count) to be integrated, as well as for marking and 
observation (recapture) data to be collected simultaneously. While few models can 
integrate different datasets, no model is known to allow for concomitant capture-mark-
observation activities. To assess the performance of the C-MOM when estimating 
population parameters for sparse datasets, a virtual ecology study was carried out. The 
population dynamics of a small rodent, the rock cavy (Kerodon rupestris), as well as 
capture-recapture and population count datasets, were simulated under different 
scenarios. The sampled datasets were then analyzed by the C-MOM, and by two other 
established statistical models: a classical mark recapture (CMR) (based on the Jolly-Seber 
model), and a zero-truncated Poisson log-normal mixed effects (ZPNE), the only 
integrated mark-resight model that allows for recapture sampling with replacement. 
Estimates of population parameters provided by the three models were then compared 
in terms of bias, precision and accuracy. C-MOM and ZPNE models were afterwards 
applied to real data collected on a rock cavy colony in the island of Fernando de Noronha. 
The estimated parameters were used to extrapolate the number of individuals in the rock 
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cavy colony to the whole population in the island. Subsequently, these results were used 
to develop a risk assessment for the species by modelling historical and management 
scenarios, simulating both the establishment of the species in the island, and the 
consequences of different management interventions applied to it. The virtual ecology 
study showed that, in comparison to the CMR and the ZPNE, the C-MOM presented 
improved accuracy without overestimating the precision of population parameter’s 
estimates. The last also presented reduced amplitude of the calculated credible interval 
at 95% when applied to real data in comparison to the ZPNE. While the extrapolation of 
C-MOM estimates suggests that the rock cavy population in Fernando de Noronha is 6,652 
± 1,587, ZPNE estimates are of 5,854 ± 3,269 individuals. In the risk assessment, historical 
simulation models demonstrated that even though different combinations of uncertainty 
in reproductive parameters of the rock cavy might be possible for the species, these did 
not interfere significantly in either establishment or spread of the rock cavy population in 
the island. Moreover, historical yearly mortality has most likely been under 30%. 
Regarding the species’ management simulations, the most effective management 
interventions to achieve population extinction were spaying and neutering of both sexes, 
although harvest effort presented the highest influence on this populations’ extirpation. 
Nonetheless, the relative influence of female and both sexes’ based interventions did not 
differ significantly regarding the frequency of extinction of stochastic replicates’. 
Moreover, none of the management interventions guaranteed the population extinction 
within the time span and harvest effort proposed for the management program. Neutering 
of both sexes was most inversely influential on time to extinction of this population, 
followed by removal of both sexes. Briefly, the C-MOM has proven to be a resourceful and 
precise model to estimate population parameters when low capture rates result in sparse 
datasets. Moreover, the rock cavy is well established in the island and likely at carrying 
capacity. In general, the risk assessment showed that the management interventions in 
the time span and harvest effort simulated in the present study were ineffective to 
extinguish the rock cavy population in Fernando de Noronha. Considering this, as well as 
the importance of investigating other vital factors to decide in favour of or contrary to the 
management of this species, it is recommended that both an impact assessment of the 
rock cavy and a cost-effectiveness analysis of the management interventions should be 
performed to complement the current study. 
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Zusammenfassung 
Es besteht weitgehend Konsens, dass gebietsfremde Arten Inselökosysteme tendenziell 
erheblich mehr negativ als positiv beeinflussen. Um das potenzielle Bedrohungsrisiko zu 
beurteilen, welches fremde Arten für einheimische Lebensräume darstellen, ist es von 
entscheidender Bedeutung, die Populationsstrukturen und –dynamiken dieser Arten zu 
verstehen. Die Bewertung von Auswirkungen und Managementmaßnahmen sowie deren 
Konsequenzen auf fremde Arten ist ebenfalls nur durch das Verständnis ihrer 
Bevölkerungsstruktur und -dynamik möglich. Dies wird durch die Erfassung der 
Häufigkeit im Untersuchungsgebiet sowie anderer Populationsparameter über die Zeit 
erreicht, wobei Populationsmodelle, wie z. B. Capture-Recapture-Modelle auf die 
gesammelten Datensätze angewendet werden. Da die verfügbaren Capture-Recapture-
Modelle relativ große Datensätze benötigen, um die Populationsparameter präzise und 
genau zu schätzen, führt deren Anwendung bei gebietsfremden Arten mit niedrigen 
Fangquoten, wie z. B. kleinen Säugetieren, zu einem Versagen des Modells, was eine 
erhebliche Hürde für den Naturschutz darstellen kann. Um die Genauigkeit und Präzision 
von Schätzungen basierend auf kleinen Datensätzen zu verbessern, wurde in der 
vorliegenden Studie ein integriertes, Concurrant Marking-Observation Capture-
Recapture Modell (C-MOM) entwickelt. Das hier vorgeschlagene Modell ermöglicht es, im 
Gegensatz zu den gängigen Mark-Recapture- und Mark-Resight-Modellen, zwei 
verschiedene Datensätze (d.h. einen Capture-Recapture und einen Populationsdatensatz) 
zu integrieren, sowie gleichzeitig Markierungs- und Beobachtungs- (Recapture-) Daten zu 
sammeln. Während einige Modelle verschiedene Datensätze integrieren können, ist kein 
Modell bekannt, welches gleichzeitig Capture-Mark-Resight-Aktivitäten ermöglicht. Um 
die Leistung von C-MOM bei der Schätzung der Populationsparameter für kleine 
Datensätze zu beurteilen, wurde eine virtuelle Ökologiestudie durchgeführt. Die 
Populationsdynamiken eines kleinen Nagetiers, des Bergmeerschweinchens (Kerodon 
rupestris), sowie die Capture-Recapture und die Popilationszahl-Datensätze wurden 
unter verschiedenen Szenarien simuliert. Die ausgewählten Datensätze wurden dann 
mittels C-MOM, sowie zwei anderen etablierten, statistischen Modellen analysiert: einem 
klassischen Mark Recapture Modell (CMR) (basierend auf dem Jolly-Seber-Modell) und 
einem zero-truncated Poisson log-normal mixed effects (ZPNE ) -Modell, dem einzigen, 
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integrierten Mark-Resight-Modell, welches Recapture-Stichprobenentnahme mit 
Ersetzung ermöglicht. Die Schätzungen der Populationsparameter, welche von den drei 
Modellen ermittelt wurden, wurden dann in Bezug auf Verzerrung, Präzision und 
Genauigkeit verglichen. Das C-MOM- sowie das ZPNE-Modell wurden danach auf reale 
Daten angewendet, die in einer Bergmeerschweinchenkolonie auf der Insel Fernando de 
Noronha gesammelt wurden. Die geschätzten Parameter wurden verwendet, um die 
Abundanz der Bergmeerschweinchenkolonie auf die Gesamtpopulation der Insel zu 
extrapolieren. Anschließend wurden die bisherigen Ergebnisse verwendet, um 
Risikoabschätzung für den Bergmeerschweinchenkolonie durch historische Szenarien 
sowie Management-Szenarien zu modellieren, die sowohl die Etablierung der Art auf der 
Insel als auch die Konsequenzen unterschiedlicher Management-Maßnahmen simulieren. 
Die virtuelle Ökologiestudie zeigte, dass C-MOM im Vergleich zu CMR und ZPNE eine 
verbesserte Genauigkeit aufwies, ohne Überbewertung der Präzision der 
Populationsparameterschätzungen. Desweiteren zeigte C-MOM im Vergleich zu ZPNE bei 
der Anwendung auf reale Daten eine geringere Weite des Kredibilitätsintervalls bei  
einem Intervallniveau von 95%. Während die Extrapolation der C-MOM-Schätzungen 
darauf hindeutet, dass die Bergmeerschweinchenpopulation in Fernando de Noronha aus 
6.652 ± 1.587 Individuen besteht, liegen die ZPNE-Schätzungen bei 5.854 ± 3.269. Die 
historischen Modelle der Risikoabschätzung zeigen, dass, obwohl unterschiedliche 
Kombinationen von Unsicherheiten in den Fortpflanzungsparametern der 
Bergmeerschweinchen für die Spezies möglich sind, diese keine signifikante 
Beeinträchtigung bei der Etablierung oder Ausbreitung der Bergmeerschweinchen auf 
der Insel darstellten. Darüber hinaus liegt die historische jährliche Mortalität 
höchstwahrscheinlich bei unter 30%. In Bezug auf die Managementsimulationen der Art, 
stellte sich die Kastration beider Geschlechter als die effektivste Maßnahme heraus, um 
das Aussterben der Population zu erreichen, obwohl der Parameter “Aufwand” den 
höchsten Einfluss auf die Ausrottung der Populationen hatte. Dennoch unterscheidet sich 
der relative Einfluss der Maßnahmen basierend auf weiblichen und beiden Geschlechtern 
nicht wesentlich bezüglich der Häufigkeit des Aussterbens in den stochastischen 
Replikaten. Darüber hinaus garantiert keine der Managementmaßnahmen das 
Aussterben der Population im Rahmen der für das Managementprogramm 
vorgeschlagenen Zeitspanne sowie im Rahmen des vorgeschlagenen Aufwands. Die 
Kastration beider Geschlechter war bezüglich der Zeit bis zum Aussterben der Population 
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am einflussreichsten, gefolgt von der Entfernung beider Geschlechter. Kurz gesagt, C-
MOM hat sich als ein einfallsreiches und präzises Modell erwiesen, um 
Populationsparameter zu schätzen, wenn niedrige Fangzahlen zu kleinen Datensätzen 
führen. Darüber hinaus ist das Bergmeerschweinchen gut, und wahrscheinlich an der 
Tragfähigkeitsgrenze, auf der Insel etabliert. Generell waren die 
Managementmaßnahmen mit der in der vorliegenden Studie simulierten Zeitspanne 
sowie dem simulierten Aufwand ineffektiv, um die Bergmeerschweinchen in Fernando de 
Noronha auszurotten. In Anbetracht dessen und um andere entscheidende Faktoren zu 
untersuchen, welche für eine Entscheidung für oder gegen das Management dieser Art 
von Bedeutung sein können, empfiehlt es sich, sowohl eine Folgenabschätzung der 
Bergmeerschweinchen als auch eine Kostenwirksamkeitsanalyse der 
Managementinterventionen durchzuführen, um die aktuelle Studie zu ergänzen. 
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Resumen 
Parece ser unánime que las especies exóticas en entornos insulares tienden a causar 
impactos mucho más negativos que positivos. Para evaluar el nivel de amenaza potencial 
que una especie exótica pueden plantear al ambiente nativo, es muy importante 
comprender la estructura y dinámica de su población. La evaluación tanto de los impactos 
como de las consecuencias de las intervenciones de manejo para especies exóticas es 
igualmente posible sólo a través de la comprensión de su estructura y dinámica 
poblacional. Esto se puede lograr evaluando la abundancia en el sitio del estudio, así como 
otros parámetros de la población a través del tiempo, aplicando modelos de población 
como ser captura-recaptura a los conjuntos de datos recolectados. Sin embargo, las 
especies exóticas que tienen bajas tasas de captura, como los pequeños mamíferos, 
podrían representar un obstáculo considerable para la conservación, dado que los 
modelos de captura-recaptura disponibles necesitan un conjunto de datos relativamente 
grande para estimar de manera precisa y con exactitud los parámetros de población. Para 
mejorar la precisión y exactitud de las estimaciones que utilizan conjuntos de datos 
escasos, el presente estudio desarrolló un modelo concurrente integrado de marcado-
observación captura-recaptura concurrente (C-MOM). El modelo propuesto aquí, 
contrariamente a los modelos comúnmente disponibles de marca-recaptura y marca-
reaparición, permite la integración de dos conjuntos de datos diferentes (por ejemplo, una 
captura-recaptura y un recuento de población), así como también la colecta simultánea 
de datos de marcado y observación (recaptura). Aunque pocos modelos pueden integrar 
diferentes conjuntos de datos, no se conoce ningún modelo que permita actividades 
concomitantes de captura-marcación-reaparición. Para evaluar el desempeño de la C-
MOM al estimar los parámetros de población para conjuntos de datos escasos, se realizó 
un estudio de ecología virtual. Se simuló diferentes escenarios de la dinámica poblacional 
de un pequeño roedor, cobaya de la roca (Kerodon rupestris), al igual que el conjunto de 
datos de captura-recaptura y recuento de población. Los conjuntos de datos muestreados 
fueron analizados por la C-MOM y por otros dos modelos estadísticos establecidos: el 
modelo clásico de marcado – recaptura (CMR) (basada en el modelo de Jolly-Seber) y el 
modelo cero-truncado Poisson log-normal efectos mixtos (ZPNE), el único modelo 
integrado de marca- reaparición que permite el muestreo de recaptura con reemplazo. 
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Las estimaciones de los parámetros de población proporcionados por los tres modelos se 
compararon en términos de sesgo, precisión y exactitud. Los modelos C-MOM y ZPNE se 
aplicaron posteriormente a datos reales recogidos en una colonia de cobaya de la roca en 
la isla de Fernando de Noronha. Los parámetros estimados se utilizaron para extrapolar 
la abundancia de la cobaya de la roca en toda la población de la isla. Posteriormente, se 
utilizaron estos resultados para, por medio de una evaluación de riesgos, modelar 
escenarios históricos y de manejo, simulando tanto el establecimiento de la especie en la 
isla como las consecuencias de las diferentes intervenciones de manejo que se le aplican. 
El estudio de ecología virtual mostró que, en comparación con la CMR y la ZPNE, la C-MOM 
presentó una mejor precisión sin sobreestimar la exactitud de las estimaciones de los 
parámetros de población. Este último también presentó una amplitud reducida de 
estimaciones de intervalos creíbles al 95% cuando se aplicó a datos reales en 
comparación con la ZPNE. Si bien la extrapolación con C-MOM sugiere que la población de 
cobaya de la roca en Fernando de Noronha es de 6.652 ± 1.587, con el ZPNE se estima que 
la población es de 5.854 ± 3.269 individuos. En la evaluación de riesgos, los modelos de 
simulación históricos demostraron que a pesar que son posibles diferentes 
combinaciones de incertidumbre en los parámetros reproductivos de la cobaya de la roca, 
éstas no interfirieron significativamente ni en el establecimiento ni en la propagación de 
la población de esta especie en la isla. Además, la mortalidad anual histórica ha sido muy 
probablemente inferior al 30%. En cuanto a las simulaciones de manejo de la especie, la 
intervención de manejo más eficaz para lograr la extinción de la población fue la 
esterilización de ambos sexos, aunque el esfuerzo presentó la mayor influencia en la 
eliminación de esta población. No obstante, la influencia relativa de las intervenciones 
femeninas y de ambos sexos no difirió significativamente en cuanto a la frecuencia de 
extinción de las repeticiones estocásticas. Por otra parte, ninguna de las intervenciones 
de gestión garantizó la extinción de la población dentro del plazo y el esfuerzo propuesto 
para el programa de manejo. La esterilización de ambos sexos fue la más influyente en el 
tiempo hasta la extinción de esta población, seguida por la remoción de ambos sexos. En 
resumen, C-MOM ha demostrado ser un modelo ingenioso y preciso para estimar los 
parámetros poblacionales cuando las bajas tasas de captura resultan en conjuntos de 
datos escasos. Por otra parte, la cobaya de la roca está bien establecida en la isla y 
probablemente en su capacidad de carga. En general, las intervenciones de manejo en el 
tiempo y el esfuerzo simulados en el presente estudio fueron ineficaces para extinguir la 
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población de cobaya de la roca en Fernando de Noronha. Teniendo en cuenta esto, así 
como la importancia de investigar otros factores vitales para decidir a favor o en contra 
de la gestión de esta especie, se recomienda una evaluación de impacto de la cobaya de la 
roca, así como también un análisis de costo-efectividad de las intervenciones de gestión, 
ambos deben ser desarrollados para complementar el presente estudio. 
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1. Introduction 
1.1. Invasive alien species and their consequences 
When a new species is introduced outside the range of its original distribution it is 
referred to as an alien species (AS). According to IUCN (2017), more than 80% of the 
introductions are not problematic. In fact, alien crop species, for example, are the basis of 
the food system in several countries. In the United States, exotic crops and livestock 
represent more than 98% of the food system (Pimentel et al. 2005). In Germany, the 
production of potato– an originally Peruvian crop – exceeds the country’s consumption 
even being one of the most produced commodities in the country (BMEL 2016). However, 
in some cases, an alien species can establish, spread, and become a considerable threat to 
its new environment. In this case, an AS becomes an invasive alien species (IAS). 
The current work defines IAS as “a species that is established outside of its natural past or 
present distribution, whose introduction and/or spread threaten biological diversity”, which 
is the definition proposed by the CBD (2002). This worldwide used definition is believed 
to be the most resourceful for the current discussion, from both scientific and 
management points of view. The IAS are a major concern all over the world due to the 
negative impacts they can promote on the invaded ecosystems (Cohen and Carlton 1998, 
Blackburn et al. 2004, Mooney 2005). Lack of predators, natural competitors and a high 
ecological plasticity allow these species to spread and dominate landscapes and habitats, 
seriously threatening local economies, public health and cultural and social manners 
(Mooney et al. 2005, Crowl et al. 2008, Nghiem et al. 2013). IAS are also considered 
responsible for global environmental changes (Vitousek 1990) and biodiversity loss 
(McNeely et al. 2001).  
Even though IAS are currently considered as one of the major challenges to the 
conservation of biodiversity (Russell and Blackburn 2017), several countries still lack 
Public National Policies and specific programs for the control and eradication of invasive 
species. In Brazil, for example, even though there is a National Strategy on Invasive Alien 
Species (MMA 2009) implemented since 2009, a Public National Policy or public 
programs that tackle invasive species are still not in place (Oliveira and Machado 2009, 
MMA 2017). The lack of public programs and public funding to control and eradicate 
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invasive species can be cited as one of the major drawbacks of the lack of a Public National 
Policy in Brazil (Oliveira and Machado 2009). One of the few – and pioneer – examples of 
local programs for the eradication and control of IAS in Brazil has been recently 
implemented (2017) in the archipelago of Fernando de Noronha, PE. This program was 
designed and structured by a NGO (Brazilian Institute for Conservation Medicine), with 
local partnerships with the governmental National Marine Park of Fernando de Noronha 
and the NGO World Wildlife Fund (WWF). The current thesis is part of the referred 
program. 
Alien species in island environments, especially predators, tend to become IAS more 
frequently than in continental areas (Blackburn et al. 2004, Simberloff et al. 2013). The 
eradication of introduced mammals on islands has also been shown to result in 
substantial conservation gains (Jones et al. 2016). Naturally isolated, islands favor the 
adaptation of aliens, as native species are usually vulnerable to its predation (Bovendorp 
and Galetti 2007) and diseases, and offer little or no competition to these new colonizers. 
Furthermore, invasions might culminate in mass extinction of endemic species, as these 
are in its majority present in islands (Simberloff et al. 2013). Considering all of the above, 
not only the precautionary principle in relation to AS should be rigorously applied to 
island environments, but also the presence of these species in such environment should 
be prioritized for studies. In practice, estimating alien species’ population parameters 
such as number of individuals, survival, and reproductive rates allow researchers to 
understand its colonization dynamics, establishment, and spread. Estimates of population 
parameters also support the investigation of the consequences of different management 
interventions. In conjunction with knowledge about the impacts caused by the AS in the 
new environment and a cost-effectiveness analysis of the management interventions 
(Moran et al. 2010), this information can be used by managers to effectively and efficiently 
promote nature conservation. 
1.2. Population dynamics analysis 
To understand to what extent an AS might be a threat to a native environment, two aspects 
are of extreme importance: (i) population structure and dynamics of the alien, and the (ii) 
impacts – negative and positive – caused by these to the new environment. In fact, 
understanding the structure and dynamics of alien and invasive alien species is crucial for 
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assessing its impacts in the new environment. For analyzing population structure and 
dynamics of animal species, researchers can opt for several different types of data 
collection and analysis methods. Datasets for this purpose vary from simple point count 
methods to the use of modern real-time GPS radio collars. Generally, studies of animal 
population dynamics are largely based on capture (i.e. capture-recapture, removal) or 
observation (i.e. distance sampling, population count) models (Lancia et al. 2005). These 
can estimate several ecological parameters of the studied population, such as the size of 
the population, recruitment, and survival, immigration and emigration rates. 
1.2.1. Capture-recapture models  
Capture(-mark)-recapture models are acknowledged in the present work as a family of 
methods that include mark-recapture and mark-resight models. Each one of these is 
composed of several different estimators and methods to assess population parameters. 
Capture-recapture models have been further developed since its first description to 
estimate human population sizes in England, during the 17th century (Graunt 1662). In 
the last century, capture-recapture models started being applied in ecology, mainly to 
estimate wildlife population sizes. The Lincoln-Petersen estimate was firstly developed 
by Petersen (1896) to estimate abundance of migrating fish between the German sea and 
the Limfjord. Independently, approximately thirty years later Lincoln (1930) used the 
same principle to estimate waterfowl abundance in the United States. Both works focused 
primarily on estimating population abundance. Nevertheless, the importance of 
estimating survival rates grew considerably in the last four decades. The classical Jolly-
Seber model (Jolly 1965, Seber 1965) was developed to tackle this need, and is capable of 
estimating both survival and capture probabilities, as well as to derive parameters such 
number of individuals and recruitment from these (for more information on parameter 
derivation see section 3.3.1.3). 
Mark-recapture uses the same method for capturing and recapturing individuals – either 
physically or observationally – throughout the study period. It also allows new individuals 
to enter the study (i.e. to be marked and subsequently recaptured) at any occasion 
(Alonso et al. 2015). Mark-resight, on the other hand, is usually performed by two 
different processes, a physical capture and marking, followed by recapture by observation 
or photography. Mark-resight techniques may considerably reduce disturbance and 
capture costs, especially for data collected in remote locations. Although this last group of 
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models admit the use of additional information of non-marked individuals to improve 
population parameter’s estimates (McClintock et al. 2009b, 2009a, McClintock and White 
2012), these do not allow new individuals to enter the population after the marking 
process (i.e. during the observation process) (Alonso et al. 2015). This specific 
characteristic of mark-resight models is discussed below, in section 1.2.4. Mark-recapture 
methods have been reviewed by Nichols (1992), while White and Shenke (2001) and 
McClintock and White (2012) revised mark-resight methods.  
Even though capture-recapture models are extremely useful and have been widely used 
in ecology, derived population parameter’s estimates can be biased and/or imprecise in 
several cases. This is especially true when the studied population is considerably small 
and/or presents a low capture, recapture or detection probability (see Chao [1989] for an 
example). Moreover, for low capture rate species, costs of data collection can become 
considerably high when using mark recapture methods. 
1.2.2. Observation models  
For observation methods, such as population counts, Wight (1939) did a good review on 
techniques that he described as “census methods” in his book. This review largely focuses 
on different methods for assessing bird populations, but also describes methods for 
counting mammals, especially emphasizing transects. Line and point transects are 
methods within the distance sampling group of techniques and directly estimate the 
density and/or abundance of populations by applying a detection function to the 
observation data. Nevertheless, assumptions as the (i) certainty of detection on the 
transect line, (ii) independence of objects’ detection, (iii) detection of objects at their 
initial location and (iv) measurement accuracy must be met. Observation models are 
cheap, its data is simple to collect, and these have considerably aided the development of 
wildlife study methods for the last centuries (Elphick 2008). However, these statistical 
models tend to produce highly biased population parameter’s estimates whenever there 
is heterogeneity in detectability, detection mistakes, detection unavailability, and error in 
counting (Cassey and McArdle 1999). In fact, only when individuals are marked (i.e. CMR) 
one can reliably estimate population dynamic parameters. Moreover, systematic patterns 
such as trends might not be properly accounted by this group of models (Kéry and Schaub 
2012). Without further information, population counting can also only provide an 
abundance index, not true abundance (Buckland et al. 2001). Although population 
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parameters such as abundance and density might be estimable by these methods,  the 
results from these models still lack information on survival estimates. 
1.2.3. Integrated population models  
In general, researchers opt for one single method (i.e. a population count or a capture-
recapture method) to access population structure and dynamics, depending on the budget 
and time available in the field. Using only one method for accessing population 
parameters might be financially opportune and reduce the risks of conflicting results 
derived from the analysis of different datasets. However, researchers can frequently 
collect more than one type of data without escalating field trips duration or costs. 
Moreover, analyzing two different field datasets under a unified framework might, in fact, 
increase precision and accuracy of parameters’ estimates (Abadi et al. 2010). The first 
model able to integrate more than one type of dataset was used for analyzing fishery 
information, less than two decades ago (Elliott and Little 2000). These integrated models 
create a single joint likelihood and use it to infer about the population parameters. The 
detailed process of creating an integrated population model based on population size and 
demographic data is described by Schaub and Abadi (2011). Integrated population 
models (IPM) are known to provide more precise population parameter’s estimates 
without overestimating its precision (Abadi et al. 2010). These can also estimate 
demographic quantities not estimable before with each dataset alone (Abadi et al. 2010, 
Schaub and Abadi 2011, Kéry and Schaub 2012). These advantages make IPMs ideal 
models for assessing population parameters when population size is small and/or field 
data is scarce (i.e. due to low trappability), provided more than one type of data is 
collected.  
Hierarchical model construction 
The easiest way of understanding the nature of IPMs, is to investigate this group of models 
from a hierarchical perspective. In their book, Kéry and Schaub (2012) analyze several 
models using hierarchical perspectives, including integrated population models. There 
are different ways a model can be considered hierarchical. Three of these definitions are 
fundamental to understand the type of model construction and analysis in the present 
thesis. The first definition of hierarchy in models is statistical. Models that present high 
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complexity, such as IPMs, are more easily understood, quicker to compute estimates and 
more reliable regarding uncertainties when broken down into simpler models (Kéry and 
Schaub 2012, p.43). These are built in a way that a random variable at one level is a 
parameter of a random variable at the next level, as the following example:   
1. 𝛼|𝛽 ~ 𝑓(𝛽) 
2. 𝜃|𝛼 ~ 𝑓(𝛼) 
The notation 𝑦|𝑥 ~ 𝑍 means the conditional distribution of 𝑦, given 𝑥, is assumed to be 𝑍.  
The second definition of hierarchy comprehends the data collection process. Data that 
need to be analyzed on a daily basis, but are collected for a sequence of days in at least 
two separate occasions, for example, can also be considered hierarchical (Figure 1.1), or 
to have a robust design (Pollock 1982, Kendall et al. 1995). Under this design, field trips 
are considered as primary sampling periods, while each day of the field trips is a 
secondary sampling period. Pollock’s robust design framework decreases field efforts 
without compromising population parameter’s estimates (McClintock and White 2009). 
This framework is especially important when both capture-mark-recapture and counting 
of individuals have to be done concomitantly (i.e. on daily basis). 
The third way a model can be considered hierarchical is conceptual, and relates to how 
the ecological process is independent from the data collection process (Figure 1.2), also 
described as the observation process. In fact, this specific type of hierarchical concept is 
known as state-space model formulation. The use of state-space models for assessing 
wildlife population dynamics is relatively recent and have been detailed by Buckland et 
al. (2004). 
1 
1 2 3 
2 
1 2 3 
Field Trip: 
Day: 
Figure 1.1. Hierarchical definition of data collection where collection days are organized into field trip blocks.  
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1.2.4. Software 
The use of software simplifies considerably data analysis by reducing the need of 
advanced mathematical or programming knowledge. Such tools provide a friendly user’s 
interface, incorporating different models to handle the most varied type of data. While 
observation data can in general be analyzed with software such as Distance (Thomas et 
al. 2010), to analyze population parameters from capture-recapture data researchers 
usually benefit from software as MARK (White and Burnham 1999) and M-SURGE 
(Choquet et al. 2004). On the other hand, no software can directly analyze general IPMs, 
except for one model present in MARK, the zero-truncated Poisson log-normal mixed 
effects model (ZPNE) (McClintock et al. 2009a). The ZPNE produces estimates of apparent 
survival and number of individuals for one or more groups, and allows the number of 
marked individuals to be unknown for each sampling occasion (i.e. if individual’s fate is 
unknown). It is also flexible to incorporate individual covariates in modeling resight 
probabilities (i.e. individual resight heterogeneity). This model uses a mark-resight 
approach, accepting both unmarked population counts (population survey data) and a 
capture history of marked animals (capture-recapture data) as input data. It is also 
developed under a robust design (Pollock 1982). The biggest hindrance of this model is 
that, as for any mark-resight models, all marking needs to be performed before the 
observation phase (McClintock and White 2009, 2012, McClintock et al. 2009b, 2009a). 
Especially for situations where costs associated with field trips are higher than costs of 
field activities themselves, concurrent mark-resight methods might reduce up to 50% of 
the field time needed for collecting the same amount of data required for existing models. 
Process: Ecological (State) 
Results in: Population size 
 
 
Stochastic processes 
 
 
Figure 1.2. Hierarchical state-space model construction, which separates the ecological process, also 
known as State process, and the data collection process, also referred to as Observation process. Through 
time (𝒕), the consequence of the ecological process is the population size, while the data collection process 
results in a population count (in the form of a dataset). Adapted from Kéry and Schaub (2012), p.7. 
Process: Data collection (Observation) 
Results in: Population Count 
 
 
 
𝑡 = 1                   𝑡 = 2                  𝑡 = 3       
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This improves considerably field efficiency and, consequently, accuracy of population 
parameter’s estimates, which is the result of analyzing the proposed models. 
1.2.5. Model analysis  
In most cases, statistical models, those that acknowledge stochasticity in systems, might 
be analyzed using either frequentist – also known as classical – or Bayesian inference. The 
classical approach only draws conclusions about the probability of the sampled data given 
unknown but fixed parameters (Kéry and Schaub 2012, p. 28). That is, frequentists do not 
assign a probability to a parameter. On the other hand, the Bayesian inference considers 
the observed data to be fixed, and assign a probability to the parameters that produced 
the data (Kéry and Schaub 2012, p. 28). In other words, for frequentists, the probability 
statement, or more specifically the confidence interval, is always related to the sampled 
data (i.e. “what is the probability that this dataset will be produced given these 
parameters”). In contrast, for Bayesians, the probability statement, or the credible 
interval, relates to the parameters estimated (i.e. “what is the probability that these 
parameters contain the true ones given the dataset collected”). This is the fundamental 
philosophical difference between both proposals. 
The Bayesian approach is founded on Bayes' theorem (Bayes 1763), an indisputable 
mathematical fact proven by rules of probability. The value that maximizes the likelihood 
function, the maximum likelihood estimate or MLE, represents for the frequentists the 
parameter values that maximize the probabilities of getting the dataset collected. MLE is 
one of the most widely used approaches to parameter estimation used by the frequentists 
(Kéry and Royle 2016, p.33). On the other hand, to estimate parameters that would 
generate the collected dataset, the Bayesian method uses both a likelihood function and 
prior knowledge about these, which manifests as a prior distribution to materialize the 
knowledge. This prior knowledge or prior information composes any previous 
information about the model in question that could help suggesting estimates for the 
unknown parameters. The estimation of these follow then the Bayes’ Theorem , with 𝑝 
being the probability of events: 
𝑝(𝐴|𝐵) =
𝑝(𝐵|𝐴)𝑝(𝐴)
𝑝(𝐵)
 
For Bayesians, the theorem translates that the distribution of the posterior 𝑝(𝐴|𝐵) (the 
probability of event A, given event B) is proportional to the likelihood 𝑝(𝐵|𝐴) (the 
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probability of event B, given event A), multiplied by the distribution of the prior 𝑝(𝐴) (the 
strength in belief A without considering the evidence B). In other words, the updated 
belief of A, once evidence B has been taken into account is proportional to seeing data B 
as generated by a model with parameter A, multiplied by the prior evidence/information 
about the studied process. At last, this product should be divided by 𝑝(𝐵) (the probability 
of the data as determined by integrating across all possible values of A). However, using 
Bayesian inference this last term is an irrelevant constant to the equation reasoning. 
Therefore, Bayes’ rule as applied in Bayesian statistics can be paraphrased as 
𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 ∝  𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 ×  𝑃𝑟𝑖𝑜𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦. 
The first and most important advantage of using Bayesian inference for model analysis, 
especially considering IPMs, is the reduced need for advanced mathematical skills in 
order to fit the models in comparison to using frequentist inference. The second 
advantage is the fact that Bayesian inference is exact for any sample size, in contrast to 
the need of a “large” sample for a classical MLE based inference to be unbiased. 
Uncertainty computation is also trivial and straightforward when using Bayesian 
inference, and the interpretation of probability is intuitive in a sense that the probability 
of a parameter is directly calculated. At last, appending external knowledge into an 
analysis is not only possible, but a formal mechanism when using Bayesian inference for 
data analysis. Kéry (2010, p.2) details all advantages of using Bayesian inference over the 
classical one for model analysis. 
The Bayesian inference mechanism 
Although the basis of the Bayesian inference mechanism is long known, Bayes rule was 
difficult to apply in practice due to the impossibility to compute the 𝑝(𝐵) for most realistic 
models, as it usually involves a laborious integration or summation. With the advent of 
increasing computational power and simulation-based approaches, scientists managed to 
bypass the necessity of actually computing this normalizing constant. The Bayesian 
statistical mechanism is based on the generation of samples from the posterior 
distribution with the help of the Markov chain Monte Carlo (MCMC) method. In other 
words, MCMC techniques simulate draws from the posterior distribution 𝑝(𝐴|𝐵) given a 
model, a likelihood 𝑝(𝐵|𝐴), and prior information 𝑝(𝐴), using dependent sequences of 
random variables, creating a chain of values (Kéry 2010). This process results in a graph 
of the posterior’s distribution. All unknown parameters can then be estimated. A thorough 
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mathematical explanation about how these posterior sampling mechanisms work can be 
found in Smith and Gelfand (1992). While it is interesting for ecologists to understand the 
details of MCMC mechanics, it is not at all necessary for its use when analyzing models 
using Bayesian inference. Analysis via MCMC simulation are easily performed by software 
like WinBUGS (Lunn et al. 2000), OpenBUGS (Lunn et al. 2009) and JAGS (Plummer 2003). 
With the advent of such software researchers only need to input the likelihood and priors 
to estimate unknown parameters. 
Constructing mark-resight (i.e. mark-observation) and count IPMs, using Pollock’s robust 
design for data collection, using a state-space framework formulation, and analyzing it 
with Bayesian inference might be the best alternative for low resource wildlife projects. 
Insufficient resources for a proper data collection in general result in sparse datasets with 
elevated uncertainty regarding parameters estimation. The integration of different 
datasets might considerably improve precision and accuracy of estimates in relation to 
analysis using only one method. This is particularly important for time-sensitive cases – 
as for alien populations with invasive potential. Unfortunately, such models are not 
readily available in any software and should be specifically constructed. 
1.3. Fernando de Noronha and the rock cavy 
The archipelago of Fernando de Noronha, PE (Brazil) is considered a world heritage site 
by UNESCO. Since its discovery during the 15th century, several new species colonized the 
archipelago. The impacts, colonization stage and potential threats of the most recent 
mammalian introduction in Fernando de Noronha are yet largely unknown. The rock cavy 
(Kerodon rupestris) is a native Brazilian rodent that naturally inhabits the Caatinga 
(Brazilian dryland). It was intentionally introduced in the main island of Fernando de 
Noronha by the military to be used as an eventual food resource (Schulz-Neto 1995). 
According to Oren (1984) and Alves and Leite (1992), between 1967 and 1969, four 
individuals (two males and two females) were captured in the continent and released in 
the island. Already in 1967, however, a National Wildlife Protection Act was approved in 
Brazil, and hunting of native Brazilian species, which includes the rock cavy, was legally 
prohibited in the whole country. Hereby, the introduced rock cavy population grew and 
spread through the island. In 1988, approximately 70% of the island was declared a 
National Park, and the already low hunting pressure on this species likely dropped to 
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insignificant levels reducing even more the mortality rates of the species in the 
archipelago. Impacts as changes in endemic flora, dispersal of alien seed species, and the 
health risk of zoonotic and epizootic pathogens’ transmission are allegedly attributed to 
this species (Alves and Leite 1992). Nonetheless, this insular cavy population have never 
been studied. Its structure and dynamics, and ultimately its real impacts on the island, are 
still unknown. 
Most of the absence of information on the insular rock cavy’s population is likely due to 
considerably low capture rates for capture-recapture studies. In the continent, trapping  
success has been cited as far less than 1% (Lacher 1979). The difficulties of capturing rock 
cavies reported in the past are still corroborated by recent studies (Freitas et al. 2005, 
Sousa and Menezes 2006, Xavier et al. 2007, Zappes et al. 2014, Delciellos 2016). Lacher 
(1979) described that the only successful method for capturing wild rock cavies in the 
continent was by cornering individuals with the help of dogs, and actively constraining 
them by hand. Zappes et al. (2014) described that using a combination of wires and nets 
the authors managed to capture one female of Kerodon acrobata, which was only recently 
described as a separate species from the K. rupestris (Moojen et al. 1997, Lessa et al. 2005). 
Both species vary slightly in size and in distribution (Moojen et al. 1997, Bonvicino et al. 
2008), but no divergences on ecological traits have been reported on the single ecological 
study performed with K. acrobata (Portella 2015). The rock cavy (K. rupestris) is a species 
with demonstrated hierarchical colonial structure, extremely adapted to and dependent 
on its environment. These colonies are restricted to quarries and natural rocky 
environments, depending highly on preexistent fractures in these rocky outcrops to 
guarantee its escape from predators (Lacher 1981, Adrian and Sachser 2011, Portella 
2015). All these characteristics culminate in a considerably suspicious species that tends 
to avoid the unknown, including live-traps. On the other hand, the sighting rate of these 
animals is considerably higher, which allows a valuable resight rate for marked 
individuals. 
Regarding research logistics, field trips to Fernando de Noronha are not easily settled. The 
archipelago has exceptional landscape, which results in acquiring approximately 80% of 
its GDP from services and taxes related to tourism (IBGE 2015). This, however, increases 
all field trip costs for data collection. The distance from the continent, the scarcity of food 
and other goods, the restricted number of accommodations, and governmental taxes 
escalate considerably the costs of frequently traveling to and staying in the island for 
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longer periods, even for researchers. All this combined results in sparse datasets collected 
by short term studies in the island. 
In the specific case of the rock cavy, all information gathered about the species, especially 
from different methods, is therefore crucial to help understanding its population 
structure and dynamics. In this context, using integrated population models might be an 
opportune solution to extract a higher volume of valuable information from the sparse 
datasets collected. Moreover, condensing marking and recapturing (by observation) into 
a concomitant activity can further increase the dataset available for analysis. A new 
concurrent marking-observing integrated population model might, therefore, 
considerably improve estimates of population parameters of this rock cavy insular 
population. Better estimates of population parameters allow managers to choose among 
different management interventions with a higher degree of certainty. 
1.4. Objectives 
1.4.1. Overall Objectives 
The first objective pursued by the present thesis was to define the colonization stage of 
the rock cavy in Fernando de Noronha based on the understanding of its population 
dynamics. Moreover, the present work sought to provide an analysis of the consequences 
of different management intervention methods on the rock cavy population. To achieve 
the proposed objective, the main goals of the present study were to (i) develop a 
hierarchical integrated population model and (ii) apply it to simulated data to assess this 
model’s bias, precision, and accuracy. Subsequently, the study focused on (iii) applying 
the developed model to collected field data to (iv) understand an insular rock cavy’s 
colony structure and dynamics, (v) extrapolate the discovered vital rates to the whole 
cavy population in Fernando de Noronha, and (vi) investigate how different management 
interventions would affect this species’ insular population. 
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1.4.2. Specific Objectives 
1.4.2.1. To develop an integrated concurrent marking-observation 
capture-recapture model and compare its relative precision, bias and accuracy 
to a classical capture-recapture and a capture-resight models 
 to simulate the dynamics of a rock cavy colony’s population based on available 
literature information regarding reproductive and population parameters; 
 to sample a capture-mark-recapture and an individuals’ counting datasets from 
the simulated population; 
 to develop an integrated concurrent state-space capture-recapture and population 
counting model using Bayesian inference to estimate the simulated population’s 
survival and capture rates, as well as recruitment and number of individuals; 
 to compare the estimates produced by the integrated population model to 
estimates of a classical robust-designed capture-recapture model and an 
integrated robust-designed capture-resight model present in software MARK in 
relation to relative precision, bias and accuracy; 
1.4.2.2. To assess the structure and population dynamics of a rock cavy 
colony in Fernando de Noronha 
 to capture, anesthetize, collect biological samples, mark, and identify all possible 
population parameters of rock cavies in a specific colony of the study area 
(Boldró); 
 to observe marked individuals during two field trips (capture-recapture dataset); 
 to count all individuals seen in the colony, in each of these two field trip (counting 
dataset); 
 to analyze both capture-recapture and counting datasets using the integrated 
concurrent marking-observation capture-recapture model developed, estimate 
population parameters such as number of individuals, survival and capture rates, 
and identify a possible population growth tendency; 
 to analyze the same datasets using an integrated non-concurrent marking-
observing capture-resightpopulation model available in software MARK; 
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 to compare estimates, and credible and confidence intervals resulted from both 
integrated population models; 
1.4.2.3. To estimate the total number of individuals of the rock cavy in the 
island 
 to estimate the population density of a rock cavy colony in Fernando de Noronha 
using the number of individuals estimated on the area of the studied colony, by 
both the developed concurrent, and an established non-concurrent marking-
observation integrated population models, as well as a captivity study; 
 to measure the suitable habitat of the rock cavy in Fernando de Noronha by using 
imagery and GIS software;  
 to calculate the total area used by the rock cavy and estimate its total number of 
individuals in the island; 
1.4.2.4. To assess the consequences of different management interventions 
on the rock cavy population in Fernando de Noronha 
 to simulate the establishment of the rock cavy population in Fernando de Noronha 
using information generated by the previous objectives; 
 to analyze the influence of uncertain reproduction and mortality parameters on 
the rock cavy’s establishment in the island; 
 to identify possible management interventions for the species; 
 to simulate the population dynamics of the rock cavy in Fernando de Noronha 
under different management interventions; 
 to analyze the influence of uncertain reproduction parameters and harvest effort 
on the number of rock cavy individuals under different management 
interventions; 
 to evaluate how much each management intervention contributes to the extinction 
and time to extinction of the rock cavy from Fernando de Noronha. 
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2. Study Framework 
The relation between the current study and the production of a management plan for 
invasive alien species is presented in Figure 2.1.  
Figure 2.1. Multiple Dimensions of Invasive and alien species (MuDIS) theoretical framework for assessment of 
introduced species, focusing on the ecologic, social and economic dimensions and splitting scientific and 
management assessments. Rectangles translate into objects, while solid arrows indicate processes that result 
in a given object. Hyperellipses indicate the different stakeholder groups. Dashed arrows compose the target 
objects. The dot-dashed forms relate to a mutually exclusive definition process. The current thesis focused on 
partially assessing the ecological dimension of the rock cavy (K. rupestris) in Fernando de Noronha and 
suggesting different management interventions that could compose the management plan for the species (grey 
forms). 
For composing the Multiple Dimensions of Invasive alien species (MuDIS) theoretical 
framework a combination of risk assessment protocols (Verbrugge et al. 2010), 
classifications (Jeschke et al. 2014), frameworks (Richardson et al. 2000, Fitzgerald and 
Wilkinson 2009, Nentwig et al. 2010, Kumschick et al. 2012, Blackburn et al. 2014) and 
definitions (Davis and Thompson 2000, Daehler 2001, Colautti and MacIsaac 2004, 
Russell 2012a, Blackburn et al. 2014, Jeschke et al. 2014) of a number of researches in 
biological invasions was used, over the foundation of the sustainability diagram (Larson 
et al. 2011). 
Any introduced species – as well as native species in an unbalanced environment  – will 
most likely cause positive and negative (bidirectional) impacts on a local object (Cassey 
et al. 2005, Simberloff et al. 2012, Russell 2012). These impacts will differ in magnitude 
(from barely significant to a complete change of the object) and level (i.e. genetic to 
Ecologic 
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community, local to regional, etc.), affecting different dimensions (social, economic, 
ecological), even if not promptly recognized or observed (Simberloff et al. 2013).  
The perception of a caused or potential impact might result in a demand for studying the 
introduced species. The demand might also arise from pure scientific curiosity without 
any recognition of impacts in any of the three dimensions. The assessment of observed 
and potential impacts of the alien species in the new environment can be performed by 
identifying objects, level and the mechanism of impact as suggested in Table A.1 in 
APPENDIX I. The analysis should, however, not be limited to the ones presented, but can 
be adapted according to local specificities and circumstances. The identification of the 
magnitude and direction of the assessed impacts should be performed by scientists at all 
three – social, ecological, and economic – dimensions.  
After a first quick assessment that might include both field observations and literature 
review, a species can be defined as invasive when effectively causes negative impact over 
a given threshold to one or more objects from one or more dimensions. Therefore, an 
assessment of potential and caused impacts of an introduced species in a new 
environment is necessary for its definition, even if done through a quick assessment. If 
the species has not yet been studied in the specific location but there are arguments to 
indicate it could be invasive (i.e. invasive status elsewhere) (Simberloff 2005), it can be 
defined as potentially invasive. In both cases, through a scientific point of view, the species 
should be further studied if already established, or immediately managed if still in 
establishment or expansion process (Simberloff 2003). The management plan should be 
constructed with inputs from all stakeholder groups including managers, local 
community, and scientists. To assemble the management plan for invasive species, 
research performed in all dimensions should be taken into account. 
Considering more specifically the ecological dimension, the stage of colonization should 
be assessed previously to the impacts, as the first might affect the second. To determine 
the stage of colonization it is necessary to assess the number of individuals of the alien 
species in the new environment and understand its structure and dynamics. These might 
influence considerably the feasibility of different management interventions. Stage of 
colonization invasion and barriers have been described for plants by  Richardson et al. 
(2000), and expanded by Blackburn et al. 2011, where they classify it as stage of invasion.  
It is relevant to highlight that virtual ecology studies (Zurell et al. 2010) that simulate the 
population behavior under different management interventions are an important part of 
the ecological assessment of the target species, and might be in the same way performed 
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prior to the impact analysis. This could provide, for example, a quicker response to 
aggressive invasive species at initial stages of invasion. 
Figure 2.2 introduces the thesis’ methodological framework, illustrating how each step of 
the current research is connected to the previous. This scheme also presents the research 
questions, outcomes and methods that were used in each step of the thesis development, 
and cites which other aspects that were not assessed could compose the complete 
assessment of the rock cavy presence in Fernando de Noronha:
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Figure 2.2. Methodological framework presenting direct (solid) and indirect (dashed) relations between thesis motivation and development. Light grey objects (economic and 
social dimensions) were not assessed. * ‘Precision’ in the sense used here is discussed in section 3.3.2.3.
Which and how uncertain 
parameters influenced the rock 
cavy establishment, and which 
reproductive parameters and 
management actions are the most 
influential on its extinction? 
Effects of different uncertain 
parameters and management 
actions on probability and time to 
extinction on the insular cavy. 
RESEARCH STEP IV 
 
 Individual-based simulation 
modelling under different 
scenarios: PVA / Vortex software; 
 Boosted regression tree analysis; 
   ANOVA (Kruskal-Wallis analysis). 
Simulation study 
To assess the consequences of 
different management 
interventions for the rock cavy 
population in Fernando de 
Noronha. 
Research 
Questions 
Outcomes 
Steps 
Methods 
Approach 
Specific 
Objectives 
Is a concurrent marking-observing 
integrated population model less 
biased, more accurate and precise 
than a classical capture-recapture 
and a mark-resight models for 
sparse datasets? 
Assessment of a concurrent 
marking-observing integrated 
population model to estimate 
population parameters of low 
capture but high observation 
probabilities’ species. 
RESEARCH STEP I 
 Computer based population 
dynamics simulation (using R); 
 Model construction and analysis 
using Bayesian inference; 
 Comparison of model estimates’. 
 
Virtual ecology study 
 
To develop a hierarchical integrated 
population model and compare its 
relative precision, bias and 
accuracy to classical capture-
recapture and resight models. 
What are the population 
parameters of the rock cavy in the 
island and is the developed 
concurrent marking-observing 
model more precise* than existing 
models for these estimates? 
Estimation of survival, recruitment, 
population size (abundance) and 
capture rates of a rock cavy colony, 
as well as information on how to 
improve catchability of the species.  
RESEARCH STEP II 
 
 Model analysis using both 
Bayesian and classical 
inferences; 
 Model comparison; 
 Logistic regression analysis. 
Field study 
To assess structure and population 
dynamics of a rock cavy colony in 
Fernando de Noronha and 
compare precision of estimates of 
the two models. 
Based on one rock cavy colony, 
what is the total number of rock 
cavy individuals in Fernando de 
Noronha? 
Estimation of the total number of 
individuals of rock cavy in 
Fernando de Noronha. 
RESEARCH STEP III 
 
 Spatial analysis using GIS 
software; 
 Descriptive statistics. 
Projection (extrapolation) study 
To estimate the total number of 
individuals of rock cavy in the 
island. 
(i) Population structure and dynamics 
(ii) Impacts caused 
Population structure and dynamics 
Thesis Development 
 
Is the rock cavy in Fernando de 
Noronha exotic or invasive, in 
which stage of colonization and 
how should it be managed? 
The rock cavy is in a given stage 
of colonization and should be 
managed using a given 
intervention approach, if further 
impact and cost-effectiveness 
studies provide enough 
information to qualify it as 
invasive, and justify its 
management as suggested. 
Thesis Motivation 
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3. Methods 
3.1. Study area 
The oceanic archipelago of Fernando de Noronha is located on the Northeast part of Brazil 
(3°51'13.7088’ S, 32°25'25.6296’ W) approximately 360 km far from the continent 
(Figure 3.1.). It is constituted of 21 islands and islets with the biggest one being inhabited 
(Ilha de Fernando de Noronha), measuring 16.56 km2 (de Almeida 2002) with a resident 
population around 3,000 inhabitants (IBGE 2016). The other islands and islets are 
uninhabited. The archipelago was formed by two main volcanic episodes, starting in the 
Upper Miocene (11 to 5 million years ago) ending in the Upper Pliocene (3.3 to 1.7 million 
years ago) (de Almeida 2002). The highest point of the archipelago has 321m and five 
smaller hills are spread over the main island (de Almeida 2002). 
The archipelago is an important breeding site for several marine birds and habitat for 
endemic species such as the mabuya lizard (Trachylepis atlantica), Ridley's worm lizard 
(Amphisbaena ridleyi), and birds like the noronha elaenia (Elaenia ridleyana) and the 
noronha vireo (Vireo gracilirostris), all endangered with extinction (IUCN 2016, DOP 
2017). During the 1980's, introduction of alien species in oceanic Islands such as 
Fernando de Noronha were frequent, despite scientific discouragement (Usher 1988). 
Negative effects of alien introductions in islands include deep structural changes to 
established fragile environments, increase in predation of native species and spread of 
diseases through the local domestic and wild animal populations. Yet, species 
introductions in Fernando de Noronha were recommended due to the 'biological 
poorness' of the archipelago (Oren 1984). Currently, the native and endemic species from 
the archipelago suffer the consequences of four major inadvertent and intentional 
introductions: the brown and the black rats (Rattus novergicus; R. rattus), the tegu lizard 
(Tupinambis merianae) and the domestic cat (Felis silvestris catus). All these species are 
considered invasive in the archipelago and are a major concern of local authorities. The 
present study focuses on another introduced species in the archipelago, the rock cavy 
(Kerodon rupestris), a native and endemic to the Brazilian Caatinga (drylands). This 
species is described below in details. 
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Figure 3.1. Study area location, the archipelago of Fernando de Noronha, PE - Brazil (Illustration: Tati 
Micheletti, 2013 © Google Inc.: Google Earth 5.1). 
The archipelago’s climate is tropical oceanic with mean annual temperature of 27oC. 
Contrary to the Brazilian Caatinga, the island presents long and well defined dry (August 
to January) and rainy (February to July) seasons, with a mean annual rainfall of 1,400mm 
(Teixeira et al. 2003). This favors the vegetation development in comparison to the 
continent. Moreover, most vegetation species in the archipelago are considerably plastic 
due to evolutionary adaptation to adverse climatic conditions such as high salinity and 
extreme climatic events and easily recovers after physical damage (Mello, T. J. pers. 
comm.). The original island vegetation was removed when it served as a prison during the 
19th century, but recovered to form a xeromorphic, seasonal, deciduous vegetation, with 
herbaceous, shrub and forest physiognomies (Mello and Oliveira 2016). Of the historically 
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registered vascular plant species, 4,2% are endemic (n=14). It is likely however that some 
of these species have already been extinct while invasive species such as the evergreen 
white leadtree (Leucaena leucocephala) prosper in the archipelago (Mello and Oliveira 
2016). Fernando de Noronha’s climate, vegetation and the rocky geology create a 
favorable environment for the rock cavy to thrive. 
3.2. Study case species 
The rock cavy (Figure 3.2 - 1) belongs to the Caviidae family and is a medium size rodent, 
averaging 350mm in body length and weighting up to 1,000g (Mares and Lacher 1987). 
This species has a hierarchical organization and relies on running and hiding on rock 
cracks to avoid predation (Lacher 1981, Mares and Lacher 1987, Nutt 2007). While in the 
continent it is preyed by several carnivorous species, in Fernando de Noronha individuals 
are known to be predated only by cats (Figure 3.2. - 2), and, occasionally, humans. The 
cubs are also possibly predated by adult tegu lizards (Péres-Jr. 2003), although this has 
not been confirmed. In the archipelago, this rodent species is notable for feeding on native 
plant species (Figure 3.2. - 3), but its true invasive potential and stage of colonization 
(defined by Blackburn et al. 2011) are still unknown. In the island, rock cavies have been 
observed feeding mainly on leaves and sporadically on tree barks (i.e. during extreme dry 
seasons), which was observed in the continent in a higher frequency (Lacher 1981, Lacher 
et al. 1982). This species has also specific adaptations to improve folivore semi-arboreal 
habits such as padded paws and specialized digestive trait (Lacher 1981, Mares and 
Lacher 1987). 
Secondary data on the rock cavy are rare, despite the species being of possible importance 
for the conservation of Fernando de Noronha. Even regarding continental rock cavy 
populations, the few behavioral and ecological studies available are mainly old (Lacher 
1979, 1981, Alho 1982, Lacher et al. 1982, Mares et al. 1982, Roberts et al. 1984, Tasse 
1986, Willig and Lacher-Jr 1991). While Lacher (1981) developed a basic ecological study 
on the species, including behavior and population structure analysis, Lacher (1979), Tasse 
(1986) and Roberts et al. (1984) focused on studying the rock cavy under captive 
conditions. Alho (1982) aimed at summarizing a comprehensive review on Brazilian 
rodents, which includes the rock cavy. At last, Lacher et al. (1982) and Willig and Lacher-
Jr. (1991) investigated food preferences in the rock cavy.  
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The more recent studies developed with this species are extremely specific, and focus 
mainly on morphology and genetics (Neto 2000, Oliveira et al. 2006, Sousa and Menezes 
2006, Nascimento-Jr and Souza 2010, Soares et al. 2012, Cavalcanti et al. 2014, de  
Medeiros Silva et al. 2014, Santos et al. 2015). Neto (2000) and Nascimento-Jr. and Souza 
(2010) investigated the morphology of the ethmoidalis and orbitotemporalis regions and 
the suprachiasmatic nucleus and the intergeniculate leafleton the rock cavy. Sousa and 
Menezes (2006) focused on understanding the circadian rhythm of this species, while 
Soares et al. (2012), Cavalcanti et al. (2014), Medeiros Silva et al. (2014) focused on 
studying brain structures and hormones such as serotonin. At last, Santos et al. 2015 
investigated the morphological characteristics of the rock cavy’s tongue. No scientific 
studies on ecology, health parameters, physiology, reproduction or population dynamics 
and structure of the population present in the archipelago have ever been developed. 
  
23 | M i c h e l e t t i ,  2 0 1 7  
 
    
       
 
Figure 3.2. Left to right, top to bottom: 1. Marked rock cavy (K. Rupestris) in Fernando de Noronha, Brasil; 2. 
Predation of adult rock cavy by cat in a rock cavy colony, in Fernando de Noronha, Brazil; 3. Rock cavy ( K. 
rupestris) eating leaves of Ipomea sp.; 4. Captured rock cavies, marked and photographed for posterior 
individual identification; 5. Rock cavy colony being measured in Fernando de Noronha, PE, Brazil.  
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3.3. Research Steps 
As presented in Section 2 - Study Framework, four consecutive research steps were 
performed to achieve the proposed thesis outcomes. The resolution of all these steps 
identify the (i) stage of colonization (according to Blackburn et al. 2011) of the rock cavy 
in Fernando de Noronha, as well as how (ii) it should be managed through a scientific 
point of view. Only the rock cavy population structure and dynamics under the ecological 
dimension were assessed. Impacts and cost-effectiveness analysis in any of the three 
dimensions were not object to the present thesis (see Figure 2.1). 
3.3.1. RESEARCH STEP I: Comparing the C-MOM to established 
models – does this concurrent marking-observation model produces 
accurate estimates of population parameters for sparse datasets? 
The present part aimed to compare estimates generated by (i) a proposed integrated 
concurrent marking-observation capture-recapture population model to (ii) a classical 
capture-recapture (Jolly-Seber based) model with data collected under a robust-design, 
and (iii) a capture-resight (zero-truncated Poisson log-normal mixed effects) model 
available in software MARK for a simulated rock cavy population. Comparisons were 
made regarding bias, precision, and accuracy of estimated population parameters for 
different scenarios, detailed below. 
3.3.1.1. Population dynamics simulations 
The first task of the present part was to use a virtual ecologist approach (Zurell et al. 2010) 
to simulate the population dynamics of a considerably small rock cavy colony. The 
analysis of virtual data has been used in the last decades by ecologists (see Berger et al. 
1999 for an example) to assess model’s relative bias, precision and accuracy. In the 
present study, this approach was used to simulate both a virtual population’s dynamic and 
virtual data sampling (section 3.3.1.2). For the population dynamics’ simulations, the 
information on reproduction, behavior and ecology was assembled through empirical 
field observations and extensive literature review on the species (Lacher 1979, 1981, 
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Lacher et al. 1982, Roberts et al. 1984, Tasse 1986, Mares and Lacher 1987, Willig and 
Lacher-Jr 1991, Alves and Leite 1992, Oliveira et al. 2006). Parameters used for the 
simulations can be found in Table 3.2, section 3.3.1.4. The simulation of the rock cavy 
population dynamics was cyclically developed, mimicking a three-month period, 
consisting of the following events, in the respective order:  
1. Defining the proportion of adults, juvenile and cubs, and how many adult females 
are in the breeding pool for this specific occasion; 
2. Bernoulli trial for all females in the breeding pool in order to define which ones 
reproduced, and how many individuals were born; 
3. Bernoulli trial of survival for all individuals in the population; 
4. Growth to the next cycle, when juveniles become adults and newborns become 
juveniles.  
The population simulation was performed in R version 3.2.3 (R Core Team 2015), and the 
code lines can be found in APPENDIX II. 
3.3.1.2. Data sampling 
For each variation of scenarios, described in section 3.3.1.4, two datasets – a capture-
recapture and an animal counting – were sampled from the population dynamics’ 
simulation. Each dataset contained nine occasions, featuring three three-day field trips, 
three months apart, as in a robust design (Pollock 1982). For sampling the capture-
recapture dataset, in the first occasion – first day of the first field trip – an individual 
survived – or not – with a given survival probability (𝜑). This was determined by a random 
Bernoulli draw, which describes a binomial trial resulting in either "survival" or "death” 
given the survival probability. Then, the same method was used to determine whether 
this individual was physically captured (𝑝1) in the same occasion, or not. These two 
processes were repeated for all the following occasions until (i) it reached the last 
occasion, or (ii) the individual was captured, or (iii) the individual died in the survival trial 
(in this case the next capture trial was not performed). If the individual was physically 
captured at some point, it was considered marked. In this case, instead of a random 
Bernoulli draw of 𝑝1 after a survival trial, the individual was on trial for an observational 
capture, with probability 𝑝2. Then, the individual went through the survival and 
observational capture trials repeatedly until the last occasion. If the individual died or was 
not captured until the last occasion, the next individual started the same process. This was 
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done for all individuals. It is important to highlight that an observational capture with 
probability  𝑝2 was, therefore, only possible after a first physical capture with probability 
𝑝1. Individuals were also simulated without individual heterogeneity on physical capture 
probabilities for all scenarios. 
For sampling the second dataset, the counting of individuals, a random Bernoulli draw 
was made for each individual alive at each occasion, using the probability of observation 
(𝑝2) to decide whether the individual was seen or not. After this process was done for all 
individuals, the total number of individuals that were seen (the ones that got a “1” in the 
Bernoulli draw) were summed for each occasion, composing the second dataset. Dataset 
sampling coding is also detailed in APPENDIX II. 
3.3.1.3. Models for estimating population parameters 
Three main models, described below in details, were used for analyzing the sampled 
datasets. The first model is a classical capture-mark-recapture (CMR) model based on the 
Jolly-Seber model (Jolly 1965, Seber 1965), with recapture being by observation after a 
physical capture-marking event. The second one is a proposed integrated concurrent 
marking-observation capture-recapture population model (C-MOM), which contains the 
first CMR model, in addition to a basic population counting model, and literature 
information (i.e. reproduction rate, lack of immigration and emigration considered as 
mortality due to high predation rate) (Figure 3.3). The last is a zero-truncated Poisson log-
normal mixed effects mark-resight model (ZPNE) (McClintock et al. 2009a). The ZPNE can 
also be considered an integrated population model, as it uses both capture-recapture and 
counting datasets for estimation of population parameters. Both CMR and C-MOM were 
developed under a state-space framework and analyzed with Bayesian inference, as 
detailed below. The ZPNE model was analyzed using a frequentist approach, through 
software MARK. All models use a robust design for data collection, as proposed by Pollock 
(1982) (see Figure 1.1, p.6 for details on the robust design). 
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The objectives of the comparison of population parameter’s estimates generated by the 
C-MOM to the ones from CMR and ZPNE were twofold. The first goal was to verify if the C-
MOM is suitable for analyzing information combined from different sources (i.e. 
population counting and literature review in addition to a capture-mark-recapture 
dataset). This was mainly done by comparing C-MOM’s to CMR’s estimates. CMR in this 
case was considered as a well-established population dynamics’ model and the reference 
used to assess C-MOM’s proposed estimates. The second goal was to validate the use of 
this concomitant marking and observing hierarchical data collection model (C-MOM), 
especially for a sparse dataset, by comparing its estimates to ZPNE’s. In this case, the ZPNE 
was considered the reference model as it also uses both a capture-recapture and a 
counting datasets for estimation of population parameters. The main differences between 
the ZPNE and the C-MOM relate to (i) the use of concomitant (C-MOM) and separate 
(ZPNE) marking and observing activities, and the (ii) counting dataset considering only 
unmarked (ZPNE) or all (C-MOM) individuals present in the colony. These are discussed 
in more details in the next subsections. 
The capture-recapture model (CMR) 
In general, mark-recapture models use only one method (i.e. either physical or 
observational captures) for both capture-marking and recapture processes, as previously 
detailed (Section 1.2.1, p.3). In the present work, however, this Jolly-Seber based model is 
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Figure 3.3. Direct acyclical graph (DAG) used to demonstrate the integrated data on the populations structure and dynamics 
of a simulated rock cavy (K. rupestris) population. Black dashed line relates to a capture-recapture model (CMR), while light 
grey solid line relates to observation model parameters. The dark grey dotted line encompasses the integrated population 
model (C-MOM). Solid arrows indicate how parameters influence the datasets, while dashed lines indicate how variables 
influence each other and datasets with the inclusion of literature and field information in the C-MOM. Parameters are defined 
as survival probability (𝝋), probabilities of physical capture (𝒑𝟏) and observation (𝒑𝟐) of individuals and number of 
individuals (𝑵) in a colony. Datasets are defined as capture history (𝐂𝐇) and number of individuals observed or counted (𝒚), 
and recruitment between each field trip (𝑩). 
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used with different processes for marking and observation. Here a physical capture and 
marking event was followed by capture and recapture events by observation. Even though 
it might at first resemble a mark-resight model, this proposed modification of a mark-
recapture model allows new individuals to be captured at every occasion, in contrast to 
classical mark-resight models, as previously detailed (Section 1.2.1, p.5). The implications 
of this are discussed below. The CMR does not directly calculates the number of 
individuals (𝑁) in the study area, nor recruitment (𝐵). The CMR derives these parameters 
from the calculated survival between field trips (primary survival probability or 𝜑1), 
survival between field trip days (secondary survival probability or 𝜑2), as well as physical 
(𝑝1) and observational capture probabilities (𝑝2). This means that during the analysis of 
the dataset, the software creates an internal survival matrix (i.e. binary 1 for “alive” and 0 
for “not yet recruited to the population” or “dead”, similar to the capture-recapture history 
matrix). This binary survival matrix, structured as individuals (rows) per occasion or time 
(columns), is filled based on calculated capture and survival rates. Then, the software 
calculates 𝑁 by the summation of all 1’s (alive individuals) present in this matrix, for each 
occasion (each matrix column that contains occasions). To calculate 𝐵, a similar matrix is 
internally built to track when individuals are recruited (i.e. for 𝑡 = 1, 𝐵 has the value of all 
individuals alive in the study area, and for 𝑡 > 1, 𝐵 represents only new born individuals, 
as the model does not consider immigration). A detailed explanation of this can be found 
in Kéry and Schaub (2012, p. 139-145) and in Figure 3.4 (p. 30). 
A challenge of using Bayesian inference with MCMC for data analysis is that, from one 
iteration to the next, the dimension of the parameter 𝑁 might change. This happens 
because iterations might estimate different population sizes and, therefore, the different 
matrices created might become of incompatible sizes. An ingenious workaround this for 
capture-recapture models was proposed by Royle et al. (2007). This solution uses a 
parameter-expanded data augmentation (PX-DA), which simply consists of analyzing a (i) 
zero-inflated version of the capture-recapture dataset by a (ii) reparametrized version of 
the original model. Firstly, the zero inflation method, in short, guarantees that the 
matrices created by the MCMC sampling method are compatible. Secondly, in order to 
analyze this zero-inflated Jolly-Seber based model under a state-space formulation using 
Bayesian inference, a different parametrization of the original model is necessary. The 
basic idea of the Jolly-Seber model is that the capture-recapture process of individuals in 
a population is regulated by capture (𝑝) and survival (𝜑) rates, and these can be used to 
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estimate 𝑁 and 𝐵. In a simplistic way, each parametrization of this model uses a different 
approach on how to use the collected dataset to estimate these rates. Parametrizations of 
the original Jolly-Seber model (Crosbie and Manly 1985, Pradel 1996, Schwarz and 
Arnason 1996, Link and Barker 2005, Royle and Dorazio 2008) differ basically in the way 
recruitment of individuals is modeled. The parametrization used in the present thesis 
formulates the state-space CMR model as a restricted dynamic occupancy model (Royle 
and Kéry 2007) and is based on the ‘superpopulation’ rationale. The superpopulation is 
the sum of all individuals that are present in the study area – but not necessarily detected 
– for at least one secondary sampling period. In this parametrization, each individual of 
the superpopulation needs to go through an entry process (i.e. a Bernoulli trial) before it 
can be considered as an individual present in the population. Therefore, at each occasion, 
all individuals from the superpopulation are at one of the three following true states, and 
only transition between these in the given order: “not yet entered the population”, “alive”, 
or “dead”. The transition between the first two states at a given time t – transition between 
“not yet entered the population” and “alive” (𝜓𝑡)– refers to the probability of an individual 
from the superpopulation to enter the study at a given time, thus, a removal process (i.e. 
the individual is removed from the superpopulation pool and placed in the population). 
This parameter, although calculated in the model, has no ecological meaning per se, only 
allowing the estimation of both survival and capture probabilities. It can, however, be 
interpreted that a given individual is either a recruit (i.e. newborn) or an adult if its 
𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜓1) = 1. However, 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜓𝑡) = 1 when 𝑡 > 1, is only possible for recruit, 
not adult individuals. Therefore, recruitment estimates (i.e. number of newborns) were 
not estimable by the models for the first occasion (𝑡 = 1). In the first occasion, recruitment 
is confounded with true entering in the population, that is, the placement of individuals 
from the superpopulation pool in the population. In other words, the total number of 
individuals that ever enter the population, or the superpopulation (S) (i.e. individuals that 
are removed from the superpopulation pool and place in the population at any time during 
the study) is 𝑆 = ∑𝐵. 
The transition between the second and the last state is given by 𝜑, the survival probability. 
The model parametrization can be more easily understood in Figure 3.4, in which each 
individual’s dynamic is unidirectional and independent of the others’. Figure 3.4 also 
considers the data collection process, described below. 
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Another way of defining the state process is represented by the following two equations. 
The state of an individual 𝑖 at the first day of the first occasion follows a Bernoulli 
distribution with the probability of entering the population (𝜓) as 
 𝑧𝑖,1~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝛾𝑖,1), [1] 
 
with 𝑧 defined by “not yet entered the population” (𝑧𝑖,1 = 0) or “entered the population” 
(𝑧𝑖 ,1 = 1). The next states will be defined as conditional equations, where 
 𝑞𝑖 ,1 = 𝑧𝑖,1 [2] 
   
 
𝑞𝑖,𝑡+1|𝑞𝑖,𝑡 = {
𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝛾𝑖,𝑡+1)  if 𝑞𝑖,𝑡 = 0
1                                  if 𝑞𝑖,𝑡 = 1
 [3] 
   
 
𝑧𝑖 ,𝑡+1| 𝑞𝑖 ,𝑡+1 = {
𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑧𝑖,𝑡𝜑
𝑤
𝑡
) if 𝑞𝑖,𝑡+1 = 1
0                                  if 𝑞𝑖,𝑡+1 = 0
 [4] 
 
where 𝑞 indicates if the individual entered the population (𝑞𝑖 = 1), or is still in the 
superpopulation pool (𝑞𝑖 = 0). In other words, the individuals’ status regarding its 
presence in the population (𝑞𝑖) in time 𝑡 + 1, given its status in the previous time 𝑡 has a 
Bernoulli distribution if the individual has not yet entered the population in time 𝑡 (𝑞𝑖,𝑡 =
0) or is equal to 1 if the individual has already entered the population in time 𝑡 (𝑞𝑖,𝑡 = 1). 
Until the individual enters the population (while 𝑞𝑖,𝑡 = 0), it goes through entry trials. 
From the moment an individual enters the population (𝑞𝑖,𝑡 = 1), it goes through a survival 
trial. This process can happen either within a field trip (𝜑𝑤, with 𝑤 = 2), or between field 
trips (𝜑𝑤, with 𝑤 = 1) (Eq. 4). 
31 | M i c h e l e t t i ,  2 0 1 7  
 
 
Regarding the data collection process, two formulations were tested for the CMR, as well 
as for the C-MOM (detailed below) models. The first formulation of the data collection 
process considers only one probability for all capture and recapture events (CMR-1𝑃), 
therefore it ignores that the first capture for marking individuals has a different 
probability than eventual posterior captures by observation, and considers all 
probabilities of capture (physical or observational) to be the same (i.e. 𝑝2). The second 
formulation explicitly acknowledges that capture-marking and recapture are two 
different processes with two probabilities (CMR-2𝑃). Therefore, 1𝑃 formulation is in fact 
a special case of the 2𝑃 formulation where 𝑝1 = 𝑝2. For the 1𝑃 models, the observation 
process is defined as 
 𝑦𝑖,𝑡|𝑧𝑖,𝑡~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑧𝑖,𝑡𝑝
2
𝑖,𝑡
), [5] 
where 𝑦 denotes if an individual was observed or not in time 𝑡 (i.e. first dataset, the 
capture history) and 𝑝2 is the probability of observation of an individual at each occasion 
𝑡. For the 2𝑃 models, the first capture (physical) of an individual has a different probability 
Figure 3.4. Dynamics of an individual under a superpopulation parametrization of a capture-recapture model. The 
‘entry probability’ 𝝍𝒕 indicates an individual was placed in the population from the superpopulation pool, while 𝝋 is 
the survival probability. The probability of capture to mark is represented by 𝒑𝟏 and is a physical capture. The 
probability of recapture, which is observational, is represented by 𝒑𝟐. All probabilities are placed to the right or top 
sides of arrows, which represent stochastic (dashed) and deterministic (full arrow) processes. The figure shows a 
study with time 𝒕 = 𝟖 occasions. The ecological process can be translated into the recruitment/survival matrix  𝒛𝒕  =
 [𝟎, 𝟎, 𝟏, 𝟏, 𝟏, 𝟏, 𝟎, 𝟎] where 0 indicates the individual has still not entered the population, or is dead, while 1 indicates 
the individual was recruited and is alive. In the capture-recapture history  =  [𝟎, 𝟎, 𝟎, 𝟏, 𝟎, 𝟏, 𝟎, 𝟎] , the 0 indicates the 
individual was not caught in a given occasion, while 1 indicates a capture. The figure was adapted from Kéry and 
Schaub (2012, p.318). 
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than the remaining captures (i.e. resights or observations). The observation process is, 
therefore, denoted as 
 𝑦𝑖,1|𝑧𝑖 ,1~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑧𝑖,1𝑝
1
𝑖,1) [6] 
   
 𝑟𝑖,1 = 𝑦𝑖,1 
 
[7] 
   
 
𝑟𝑖,𝑡+1|𝑟𝑖,𝑡 = {
𝑦𝑖,𝑡 if 𝑟𝑖,𝑡 = 0
1    if 𝑟𝑖,𝑡 = 1
 
 
[8] 
 
𝑦𝑖,𝑡+1|𝑧𝑖 ,𝑡, 𝑟𝑖,𝑡+1 = {
𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑧𝑖,𝑡𝑝
1
𝑖,𝑡)  if 𝑟𝑖,𝑡+1 = 0
𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 (𝑧𝑖,𝑡𝑝
2
𝑖,𝑡)  if 𝑟𝑖,𝑡+1 = 1
 [9] 
 
where 𝑟 denotes if an individual has ever been captured (𝑟𝑖 = 1) or not (𝑟𝑖 = 0). For 
individuals that were previously captured, all posterior ‘capture probabilities’ are 
observational (𝑝2). For individuals that were not yet captured, the ‘capture probability’ 
remains physical (𝑝1). The data collection process can also be seen in Figure 3.4, while a 
summary of all CMR, C-MOM and ZPNE model variations (the last two detailed in the next 
two subsections) are presented in Table 3.1, in the end of the current section. 
Concurrent Marking-Observation hierarchical integrated population Model (C-
MOM) 
The C-MOM consists of a combined likelihood of the CMR (i.e. both state and observation 
processes’ equations) in addition to reproductive and behavioral information based on 
literature, and an observation model (i.e. counting survey), modeled within a state space 
framework. For building this integrated model, the probability of animal observation (𝑝2) 
was used to link the CMR to the observation model and literature information (Figure 3.3). 
The state process for this counting model was given by a classical deterministic 
population growth equation as 
              𝑁𝑡+1 = 𝑁𝑡  −  [𝑁𝑡(1 − 𝜑𝑡)] + 𝐵𝑡+1 
 
[10] 
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where 𝑁 is the number of individuals in the colony in time 𝑡 and time 𝑡 + 1, and 𝐵 is the 
number of recruits (i.e. individuals born) in occasion 𝑡 + 1. For the first day of each field 
trip, 𝐵𝑡+1  ≥  0 and a calculated parameter. For all other occasions, 𝐵𝑡+1 = 0. It means that 
recruits only enter the population between field trips. The observation process of the 
counting model is defined by 
 𝑥𝑡|𝑁𝑡  ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝑁𝑡𝑝
2) 
 
[11] 
where 𝑥𝑡 is the number of individuals counted at time 𝑡 (i.e. second dataset sampled), 𝑁𝑡  
is the number of individuals of individuals in the colony at time 𝑡, and 𝑝2 is the probability 
of observation of any individual. 
In the present study, influence of immigration is assumed to be irrelevant, as captive 
studies show that the rock cavy is extremely territorial and do not allow immigration of 
other individuals if the colony is already at its carrying capacity (Lacher 1981). Therefore, 
a parameter representing temporary emigration or ‘unavailability’ (𝛾′) was not added to 
either the CMR or the C-MOM. Moreover, in the only available study on K. rupestris’ social 
system (Adrian and Sachser 2011), Lacher (1981) observed that emigration, and 
consequently immigration, only occurs while individuals are juveniles. Both emigration 
and mortality are considered as apparent mortality, and this assumption is discussed in 
section 5.5.1. 
For the C-MOM, besides the use of two different formulations as explained for CMR models 
(i.e. C-MOM-1P and C-MOM-2P), two data collections procedures were assessed regarding 
the counting dataset. These different procedures relate to the level of dependency 
between the capture-recapture and the counting datasets. Dependency of the counting 
dataset in relation to the capture-recapture dataset was defined as “the same individuals 
being observed at the same time to collect both capture-recapture and counting datasets”. 
These datasets are, however, not intrinsically dependent, just share the same source of 
data collection. In other words, both datasets share supplementary information and are 
considered dependent only due to the use of the same individuals. This dependency of 
datasets was tested against independency for the C-MOM. Independent datasets were 
simulated as sampled in two different moments in each occasion, not necessarily using 
the same individuals. For the independent dataset scenario, the number of individuals 
alive at a given occasion was subjected to individual Bernoulli draws for observation with 
a probability 𝑝2, or the individual observation probability (for individual heterogeneity 
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scenarios, explained in section 3.3.1.4). For the dependent dataset, the number of marked 
individuals observed was subtracted from total count of individuals at each occasion. The 
Bernoulli draw with a probability 𝑝2 – or the individual observation probability for 
individual heterogeneity scenarios – was then applied to the individuals left after the 
subtraction, that is, the individuals alive and in the population, but not accounted for in 
the capture-recapture dataset. The total count of the dependent dataset was then 
calculated as the sum of observed unmarked individuals (defined by the random draw) 
added to the number of marked individuals observed (defined by the capture-recapture 
dataset) at each one of the occasions. 
Dependency against independency of the counting dataset in relation to the capture-
recapture dataset was only possible to assess for C-MOM models. CMR does not present a 
counting dataset, and the ZPNE models (see next subsection) require the counting of only 
unmarked individuals (therefore a more concrete form of dependency of data collection, 
defined in the thesis as “intrinsically dependent”). Therefore, considering dependency, 
two combinations of the C-MOM model and datasets were analyzed for the comparison of 
estimated population parameters: (i) C-MOM with dependent dataset (C-MOMd) and (ii) 
C-MOM with independent dataset (C-MOMi). Moreover, as previously presented, two 
formulations of C-MOM models regarding the probabilities of capture and observation 
were also tested: (i) a formulation that considers only one probability for all capture and 
recapture events (C-MOM-1𝑃) and (ii) a formulation that explicitly acknowledges that 
capture-marking and recapture are two different processes with two probabilities (C-
MOM-2𝑃). 
To summarize, there are two main differences between the CMR and the C-MOM. The first 
is that while the CMR estimates population parameters from the analysis of one dataset 
(i.e. capture-recapture), the C-MOM does it using two different datasets (i.e. capture-
recapture and population counting). The second difference is that while the CMR derives 
the 𝑁 and 𝐵 from an internally calculated survival history (see previous subsection for 
detailed explanation), the second uses the estimated 𝜑, 𝑝1 and/or 𝑝2 of the CMR to 
calculate 𝑁 and 𝐵, using a population growth equation. 
The Poisson Log-Normal model (ZPNE) 
The Poisson-log normal mark-resight zero truncated model (McClintock et al. 2009a) is 
the closest model to the C-MOM in terms of dataset input and parameters that can be 
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calculated, and is available in the software MARK. The parameter that accounts for 
temporary emigration or ‘unavailability’ (𝛾′) in this model was fixed to zero, while 
observation (𝑝2) and individual heterogeneity (𝜎) were considered to be constant 
through time to allow for comparison with CMR and C-MOM. To bind the mean of the 
response to the predictors in the model the sin link function (arcsin(2𝜃 − 1) =  𝛽1 +
𝛽2(𝑥), where 𝛽 are the identifiable parameters and 𝜃 is the encounter probability) was 
used. This was chosen over the most commonly used logit function as the last might not 
be reliable to determine the number of parameters estimated depending on the dataset 
(White and Burnham 1999). The chosen ZPNE model for comparison to C-MOM and CMR 
presented all constant parameters through time, except number of individuals. AICc 
(Akaike information criterion with a correction for finite sample sizes) was not used for 
model selection to ensure that the ZPNE model can be compared to CMR and C-MOM by 
presenting a compatible structure (i.e. all parameters but number of individuals constant). 
The ZPNE model is explained in details by McClintock et al. (2009a). This model naturally 
considers that only one method for capture and recapture (i.e. observational) is used, as 
it belongs to the mark-resight model family. Therefore, ZPNE models are in a way 
analogous to C-MOMd-1P models. 
Two combinations of the ZPNE model and datasets were analyzed for the comparison of 
population parameters: (i) ZPNE with concomitant marking-observing (ZPNEc) (i.e. a full 
dataset), and (ii) ZPNE with separate marking and observing occasions (ZPNEs) (i.e. using 
the first day of each field trip as a marking-only occasion, and the other two days as 
observing-only occasions). 
To summarize, there are two main difference between the ZPNE and the C-MOM. The first 
is regarding the composition of the counting datasets. While C-MOM considers all counted 
individuals, independently of being marker or not, ZPNE considers only the unmarked 
ones. The second difference is that while for the ZPNE, to collect data using a concomitant 
marking-observing approach (ZPNEc) is a violation of the model’s assumption, for the C-
MOM it is not. Still, the use of such data collection approach was also tested for the ZPNE 
model, and is discussed in section 5.1.1. Table 3.1 shows all CMR, C-MOM and ZPNE 
models tested in the present research step: 
Table 3.1. Specific models used for dataset analysis of a rock cavy (K. rupestris) colony in Fernando de Noronha, 
Brazil. The eight models presented belong to three model families, and differ in (i) model formulation regarding 
capture and recapture probabilities (Model Formulation) and (ii) dependency of counting in relation to 
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capture-recapture dataset (Dependency), classified as dependent (D), independent (I), intrinsically dependent 
(ID) and not applicable (N/A). 
Base Model Model Formulation Dependency Model Name 
C-MOM 
𝑝1 = 𝑝2 , only one probability of capture defined in 
model formulation 
D CMOMd-1P 
𝑝1 ≠ 𝑝2 , two probabilities - physical and observational 
captures - defined in model formulation 
D CMOMd-2P 
𝑝1 = 𝑝2 , only one probability of capture defined in 
model formulation 
I CMOMi-1P 
𝑝1 ≠ 𝑝2 , two probabilities - physical and observational 
captures - defined in model formulation 
I CMOMi-2P 
CMR 
𝑝1 = 𝑝2 , only one probability of capture defined in 
model formulation 
N/A CMR-1P 
𝑝1 ≠ 𝑝2 , two probabilities - physical and observational 
captures - defined in model formulation 
N/A CMR-2P 
ZPNE 
𝑝1 = 𝑝2 , only one probability of capture defined in 
model formulation 
ID ZPNEc 
𝑝1 = 𝑝2 , only one probability of capture defined in 
model formulation 
ID ZPNEs 
 
3.3.1.4. Scenarios 
Two main groups of scenarios (i.e. Population Trends and Heterogeneity) were proposed 
to investigate the models’ estimates. These were chosen to observe if model estimates 
would be consistent in real situations that are commonly observed. The scenarios within 
these groups varied in relation to presence or absence of (i) population trends (i.e. stable, 
increasing or decreasing) and (ii) random individual heterogeneity in observation 
probabilities (i.e. randomly applied to each individual, ranging from 10 to 60% variation 
over the mean). While the individual heterogeneity was absent in the Population Trends 
group of scenarios, the population presented a stable trend for Heterogeneity scenarios. 
A summary of these scenarios and the specific parameters used for each one can be seeing 
in Table 3.2. A total of 100 stochastic replicates comprising both a population simulation 
and datasets’ sampling were performed for each scenario. It is believed that it was enough 
even for a stochastic system due to the reduced standard error presented by the results. 
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Table 3.2. Different scenarios analyzed for bias, precision and accuracy of estimates of population parameters 
for simulated populations of a small hierarchical colonial Caviidae rodent (K. rupestris) by three groups of 
capture-recapture models. The table shows the parameters used for each scenario and a short description of 
each one. Descriptions in grey represent the parameters that change depending on the scenario, while the 
variables in white represent the common parameters for all scenarios. 
 
 
3.3.1.5. Model analysis 
All eight combinations of models and datasets (i.e. C-MOMd-1P, C-MOMd-2P, C-MOMi-1P, 
C-MOMi-2P, CMR-1P, CMR-2P, ZPNEc and ZPNEs) were compared for relative precision, 
bias and accuracy of estimates of 𝜑1, 𝜑2, 𝑝1, 𝑝2, 𝐵 and 𝑁 for all the different scenarios. 
Relative precision is a measurement for how much each parameter varied after estimation 
computation of each stochastic sample. It was translated as the relative standard error 
(𝑅𝑆𝐸), of each estimated parameter in relation to the true parameter 𝑃 value as 
𝑅𝑆𝐸(𝑃,̂ 𝑃) =
𝜎?̂?
𝑃√𝑛?̂?
 
where 𝜎 is the standard deviation (SD) of the sampling distribution of the estimated mean 
parameter ?̂?, and 𝑛 the number of repetitions of the estimation process of parameter ?̂?. 
Group of 
Scenarios 
Scenario Parameters Parameters’ description 
 
𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
𝑇𝑟𝑒𝑛𝑑𝑠 
𝐴𝑙𝑙 
𝑝1 = 0.2; 𝑝2 = 0.6 
Physical (𝑝1) and observational capture (𝑝2 ) 
probabilities 
𝑠𝑒𝑥. 𝑟𝑎𝑡𝑖𝑜 =  0.67 (𝑓𝑒𝑚𝑎𝑙𝑒𝑠) Sex ratio 
𝐻 = 0 
There is no  individual heterogeneity in 
observation probabilities 
𝑠𝑡𝑎𝑏𝑙𝑒  
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
𝜑1 = 0.85; 𝜑2 = 0.99 
𝑟𝑒𝑝. 𝑓𝑒𝑚 =  0.35 
Survival probabilities of primary (𝜑1 ) and 
secondary occasions (𝜑2) 
 
Trimestral female reproduction probability 
( 𝑟𝑒𝑝. 𝑓𝑒𝑚) 
𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔  
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
𝜑1 = 0.7; 𝜑2 = 0.85 
𝑟𝑒𝑝. 𝑓𝑒𝑚 =  0.35 
𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔  
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
𝜑1 = 0.85; 𝜑2 = 0.99 
𝑟𝑒𝑝. 𝑓𝑒𝑚 =  0.9 
 
𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 
𝐻𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 
𝐴𝑙𝑙 
𝜑1 = 0.85; 𝜑2 = 0.99 
 
Survival probabilities of primary (𝜑1 ) and 
secondary occasions (𝜑2) 
𝑝1 = 0.2; 𝑝2 = 0.6 
Physical (𝑝1) and observational capture (𝑝2 ) 
probabilities 
𝑠𝑒𝑥. 𝑟𝑎𝑡𝑖𝑜 =  0.67 (𝑓𝑒𝑚𝑎𝑙𝑒𝑠) Sex ratio 
𝑟𝑒𝑝. 𝑓𝑒𝑚 =  0.35 
Trimestral female reproduction probability 
( 𝑟𝑒𝑝. 𝑓𝑒𝑚) 
10% 0 < 𝐻 < 0.06 
Random individual heterogeneity in 
observation probabilities vary less than 10% 
20% 0 < 𝐻 < 0.12 
Random individual heterogeneity in 
observation probabilities vary less than 20% 
30% 0 < 𝐻 < 0.18 
Random individual heterogeneity in 
observation probabilities vary less than 30% 
40% 0 < 𝐻 < 0.24 
Random individual heterogeneity in 
observation probabilities vary less than 40% 
50% 0 < 𝐻 < 0.3 
Random individual heterogeneity in 
observation probabilities vary less than 50% 
60% 0 < 𝐻 < 0.36 
Random individual heterogeneity in 
observation probabilities vary less than 60% 
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The relative bias (𝑅𝐵) of a given parameter relates to how distant from the true value an 
estimation is, independently of the signal, as 
𝑅𝐵(?̂?, 𝑃) = |
?̂? − 𝑃
𝑃
| 
where ?̂? is the estimated parameter, and 𝑃 the true parameter. Both RB and RSE compose 
the accuracy, translated as the mean-squared error (𝑀𝑆𝐸) of the estimated parameters in 
relation to the original value. Accuracy was assessed by the given formula 
𝑀𝑆𝐸(?̂?, 𝑃) = 𝑅𝑆𝐸(?̂?, 𝑃)2 + 𝑅𝐵(?̂?, 𝑃)2. 
The models were also compared in relation to consistency of true values inside the 
calculated confidence or credibility interval – C(R)I95% – to improve accuracy 
assessment. A further a Kruskal-Wallis multiple comparison test was performed on the 
total frequency of true values inside the calculated CRI95% for all models. 
As models type 1P do not present estimates of 𝑝1, this parameter was disregarded for this 
model formulation. A ranking of the models in relation to all parameters and scenarios 
was also established. The mean ranking values were also compared among the models 
using a Kruskal–Wallis test, followed by a post hoc Nemenyi test. Both tests were 
performed in R, using PMCMR package (Pohlert 2015). 
Stochastic replicates were considered as repetitions to ensure consistency in the results. 
The standard deviation of the difference between the observed and true probability 
parameters (𝑝1 , 𝑝2, 𝜑1, and 𝜑2), and of the difference between the natural logarithms of 
the true and observed population sizes (𝑁) and recruitment (𝐵) were used as a measure 
of consistency among the stochastic replicates. For both the probabilities and the integer 
parameters, the ZPNEs presented the highest deviation (𝜗𝜑2 = 0.158, 𝜗𝑁 = 0.892). For all 
other models, deviations were not higher than 0.445 for integers and 0.124 for 
probabilities. Stochastic replicates were, therefore, considered to present fairly consistent 
results. 
Both CMR and C-MOM models (detailed in APPENDIX III) were analyzed with Bayesian 
inference, using MCMC sampling. For the last, the number of stochastic replicates for the 
chains was set to 5,000, with the first 2,000 discarded as burn-in. Defining long chains 
increases the chance of convergence for MCMC, while discarding the beginning improves 
parameter’s estimates, as it discards the variation before the settlement of the model at 
reasonable values from vague priors. Thinning MCMC chains intends to increase the 
posterior’s estimation precision in case of strongly autocorrelated chains. Thinning was 
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set to three, which means that only every 3rd step of the MCMC jump was in fact used to 
construct the posterior. At last, three chains were run for each model. The higher the 
number of chains run, the higher the confidence in the parameters’ estimates.  The models 
were analyzed using WinBUGS software (Lunn et al. 2000) through R2WinBUGS R 
package v. 2.1-21 (Sturtz et al. 2005), using R version 3.2.3 (R Core Team 2015). Even 
though WinBUGS has been increasingly substituted by OpenBUGS (Lunn et al. 2009), the 
programs use different algorithm for the MCMC process, and WinBUGS incurred in less 
convergence errors than OpenBUGS in this specific analysis. Visual and numeric 
inspections guaranteed chain mixing (i.e. did not indicate lack of convergence). This 
means that a stationary distribution of parameter’s estimates was always reached from 
an arbitrary position for all three MCMC sampling chains. The numerical inspection of 
chain convergence (?̂?) might indicate possible “chain effects”, that could compromise the 
estimates generated by the model analysis. Values close to one suggest absence of such 
effects. For both CMR and C-MOMs, only stochastic replicates that presented ?̂? results 
below 1.2 were used to avoid estimates calculated with possible lack of chain convergence 
(Gelman and Hill 2007). This resulted in the exclusion of not more than 38 stochastic 
replicates for each model per scenario (CMR, for Population Trends in Increasing 
Population’s scenario). Therefore, at least 62 repetitions were run for each combination 
of changeable variables, for each scenario, for each model.  
The sampled datasets were analyzed by the ZPNE models using the MARK software, called 
from R version 3.2.3 (R Core Team 2015), and the package RMark (Laake 2013). The 
analysis, as previously explained, was performed using frequentist inference.  The R code 
for this analysis is described in APPENDIX IV. 
3.3.1.6. Assumptions 
All developed models were applied to the study case under the same assumptions as the 
simulated populations. The present set of models assumes lack of heterogeneity in 
survival probabilities between juveniles and adults. Geographic closure of the colony 
(neither immigration nor emigration) was assumed based on species ’ behavior and 
ecology. Therefore, recruitment of individuals was only possible between open periods 
(i.e. between primary occasions). 
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3.3.2. RESEARCH STEP II: C-MOM application to a real case study 
The present research step aimed to apply the C-MOM to analyze real field data collected 
on a rock cavy colony in Fernando de Noronha’s main island. More specifically, it focused 
primarily on (i) assessing the number of individuals in this colony, animal density per 
square meter, mean survival and observation probabilities, and recruitment of 
individuals. Estimates produced by the C-MOM were then (ii) compared to the ones 
generated by the ZPNE with two different perspectives of the dataset. The ZPNE was again 
chosen as it is available in MARK and is similar to the C-MOM in terms of inputted 
parameters. 
3.3.2.1. Data collection 
Two field trips that lasted 20 days in total were performed in April and October 2014 to 
collect data for the population models (i.e. datasets). However, four additional field trips 
were performed to collect the information used to estimate ecological parameters such as 
sex ratio and percentage of pregnant and lactating females, mainly used in RESEARCH 
STEP IV. The total duration of data collection for the present thesis was of approximately 
18 weeks, distributed in three years (2013-2015). The project was granted all necessary 
governmental licenses for working with native species in a protected area (SISBIO No. 
38804-7). Two datasets, a capture-mark-recapture by observation (i.e. capture-
recapture) and a population counting, were created as inputs for the models. These are 
detailed below. 
Capture and marking 
Capture and marking were performed daily, totaling five occasions on the first field trip, 
and 15 occasions on the second. Animals were trapped with Tomahawk 
(900x210x210mm and 450x210x210mm) and Sherman (430x125x145mm) live traps, 
placed randomly in the surroundings of the colony. In total, eight individuals were trapped 
and marked, and the complete capture history (including both physical and observational 
captures) can be found in Table 3.3. 
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Table 3.3 Capture-recapture history and daily counting of rock cavies (K. rupestris) from a colony located in 
Fernando de Noronha, Brazil. 
Individuals 
Daily Counts 
1 2 3 4 5 6 7 8 
1 1 0 0 0 0 0 0 11 
1 1 0 0 0 0 0 0 9 
0 0 0 0 0 0 0 0 8 
1 1 0 0 0 0 0 0 16 
1 0 0 0 0 0 0 0 11 
0 0 0 0 0 0 0 0 11 
0 0 1 0 0 0 0 0 7 
0 0 1 0 0 0 0 0 6 
0 0 1 0 0 0 0 0 16 
0 0 1 1 0 0 0 0 10 
0 0 1 0 1 1 0 0 8 
0 0 1 0 1 0 0 0 13 
0 0 1 0 0 0 1 0 13 
0 0 1 0 0 0 1 0 8 
0 0 0 0 0 0 0 1 15 
0 0 0 0 0 0 0 0 3 
0 0 0 0 0 0 0 0 8 
0 0 1 0 1 0 0 1 10 
0 0 1 0 0 0 1 0 11 
0 0 1 0 1 0 1 0 13 
 
Traps were opened in the early morning after observations (see next section “Population 
survey (counting) and recapture”) and closed in the end of the afternoon, comprehending 
a total of 1795 hours of trap effort. Captured individuals were submitted to an anesthetic 
protocol of ketamine (20 mg/kg), associated to xylazine (2 mg/kg), meperidine (15 
mg/kg), midazolam (2 mg/kg) and atropine (0.04 mg/kg) IM in the pelvic member. This 
protocol was specifically designed for the species by a wildlife veterinarian (Paulo R 
Mangini, MDV, PhD). Under anesthesia, when individuals were constantly monitored by a 
certified wildlife veterinarian, numbered colored and metal earrings were placed in either 
the right or left ear, depending on the sex of the individual. Samples of the ear cartilage 
were also collected for genetic analysis, giving each individual a unique set of ear marks. 
Both sides of the individual were photographed after the placement of earrings and 
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collection of genetic samples to aid posterior individual identification by observation 
(Figure 3.2 - 4). All marked specimens were individually identifiable throughout the study. 
Biometric measurements were taken from all animals, vaginal swabs were performed on 
females, and blood, ectoparasites and feces (when available) were collected for parallel 
projects. The animals were released in the colonies after recovering from anesthesia. 
Observation of marked individuals for composing the capture-recapture datasets was 
performed while counting the population, as detailed below. 
Population survey (counting) and recapture 
A slightly modified fixed-radius point count method was used as a population survey 
method (Hutto et al. 1986), where the observed extent was determined by the colony area  
(Figure 3.2 - 5). Observations were performed in the early morning at approximately the 
same time (maximum 01h30m variation), with the help of photographic equipment (Sony 
Cyber-Shot DSC-HX100V 30x Zoom) and yield a total of 7.18 hours of observation, with an 
average of 20 minutes per day of activity. 
For the population survey, all visible animals were counted while individual 
differentiation was possible, in order to avoid double counting. At the end of each survey 
day, the maximum number of different individuals seen was considered as the daily count, 
or the minimum number known to be present. Notes and photographs on all marked 
individuals were taken as recapture information. As counting and observation of 
individuals were performed at the same time, capture-recapture and counting datasets 
are considered to be dependent, being analogous to the C-MOMd investigated in 
RESEARCH STEP I. Nonetheless, the model is referred in the present part simply as C-
MOM. 
3.3.2.2. ZPNE model setup and choice 
For defining the most appropriate formulation of the ZPNE, four specific models were 
tested, for both constant and varying survival (𝜑) probabilities and number of individuals 
in the colony (𝑁) through time. The parameter that accounts for temporary emigration or 
‘unavailability’ (𝛾′) was fixed to zero, while capture by observation (𝑝2) and individual 
heterogeneity (𝜎) were considered to be constant to allow for comparison with C-MOM. 
To bind the mean of the response to the predictors in the model the sin link function was 
chosen. In the present case, however, the logit function calculated the same number of 
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parameters as the sin function, not affecting the AICc outputs. The AICc (Akaike 
information criterion with a correction for finite sample sizes) qualitatively assesses 
models in relation to their fitness and number of parameters and is one of the most 
common model selection methods when frequentist inference is used for analysis. 
Considering the balance between fitness and number of parameters, the AICc identifies 
the most suitable specific model for a given dataset. From the four models tested, the most 
suitable one for the first dataset perspective (model ZPNEc, explained in section 3.3.2.3) 
presented all constant parameters through time, except number of individuals. For the 
second dataset perspective (ZPNEs, also explained below), the absolute constant model 
presented the smallest AICc. These were, therefore, the specific models of choice for 
comparison with C-MOM. 
3.3.2.3. Model analysis and comparison 
As previously mentioned, three combinations of models and datasets were analyzed for 
the comparisons of population parameters: (i) C-MOM with the full dataset (i.e. 
concomitant marking-resighting), (ii) ZPNE with full dataset (ZPNEc), and (iii) ZPNE using 
only data gathered after all individuals of a given field trip were captured (i.e. simulating 
distinct marking and resighting activities) (ZPNEs). Results were provided as a mean 
estimate, standard error and the respective credible or confidence interval at 95% for 
each parameter. The credible interval (CRI) is the Bayesian analogous to the classical 
confidence interval (CI). Similarly to the simulations in RESEARCH STEP I, ZPNE models 
provided estimates for N, φ1 and p2, while the C-MOM also provided estimates for B. It is 
important to note, however, that 𝜑2 was calculated for both ZPNEc and ZPNEs using the 
formula √𝜑1
𝑑 , where 𝜑1 is the survival probability between field trips (estimates provided 
by MARK for both ZPNEc and ZPNEs). This was done to ensure comparison between ZPNE 
and C-MOM models’ estimates. 
While the ZPNE was analyzed with the classical frequentist inference (Kéry and Schaub 
2012, p.28) using software MARK, the C-MOM was analyzed with Bayesian inference 
(APPENDIX V). C-MOM was analyzed using MCMC sampling where, differently from the 
virtual ecology study, the number of iterations for the chains was set to 10,000, with the 
first 4,000 discarded as burn-in. Both thinning and number of chains were set to three. In 
comparison to the analysis of the simulated data (RESEARCH STEP I), the present dataset 
required longer chains to achieve convergence. This was mainly due to its larger dataset 
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size. The model was analyzed using OpenBUGS software (Lunn et al. 2009) through 
R2OpenBUGS R package v. 3.2-3.1 (Sturtz et al. 2010), using R version 3.2.3 (R Core Team 
2015). Visual and numeric inspections did not indicate lack of chain convergence, as all 
parameters presented ?̂? results below 1.02 (Gelman and Hill 2007). 
It is not possible to assess relative bias, precision nor accuracy of the models in the same 
way as presented in RESEARCH STEP I, as the true population parameters are unknown. 
However, it is possible to compare the models regarding the amplitude of the calculated 
confidence or credibility intervals. In the present RESEARCH STEP, these amplitudes were 
considered as a measure of ‘precision’. Therefore, the term ‘increased precision’ in the 
present RESEARCH STEP does not relate to the true values itself, but to a comparison 
among C(R)I95% estimates resulted from the analysis of each model. 
3.3.2.4. Analysis of catchability 
A logistic regression was performed in R (R Core Team 2015) to observe if and how daily 
weather changes (sun or rain) and number of traps placed affect catchability of rock 
cavies. This analysis was performed using the glm() function, included in R. The dataset 
contained 131 observations of weather (sunny or rainy days), number of traps placed and 
presence of at least one individual in at least one trap. For the analysis, 85% of the dataset 
was randomly subset and used to fit the model (‘fit’ dataset), while other random 85% of 
the data was used for analyzing the model’s prediction capacity (‘eval’ dataset). An 
analysis of variance was then used to test the model constructed with the ‘fit’ dataset 
against the null model. To assess the predictive ability of the model, the function predict(), 
also present in R was used with the ‘eval’ dataset containing only the weather and number 
of traps information. The results were binomially classified as 1 (presence of individuals 
in the traps) if > 0.28 and 0 (absence of individuals in the traps) if <0.28, as this value 
represents the mean of the fitted results. An accuracy index was then calculated based on 
the percentage of correct classification of the predictions in comparison to the original 
‘eval’ dataset. 
3.3.2.5. Assumptions 
As for RESEARCH STEP I, geographic closure of the colonies and the island (neither 
immigration nor emigration) are assumed. Studies in the continent showed that 
increasing a 0.09 animals/m2 density in a captive experiment resulted in severe disputes 
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and in the death of the immigrant (Lacher 1979). Simulations of the rock cavy colonization 
in Fernando de Noronha (presented in RESEARCH STEP IV) indicate that even assuming 
conservative premises regarding unknown reproduction parameters, the rock cavy 
population in the island is relatively stable and likely regulated by its carrying capacity. 
Considering this, differently from the ZPNE, the C-MOM does not consider an individual 
to be ‘unavailable’ for resighting due to temporary emigration, therefore parameter 𝛾 is 
not present in the last. 
3.3.3. RESEARCH STEP III: The rock cavy population in Fernando de 
Noronha 
The present research step aimed to use the estimated density for the single colony of rock 
cavies in Fernando de Noronha to extrapolate its number of individuals and suggest the 
total number of rock cavies in the main island of the archipelago. 
3.3.3.1. Identification and measurement of colonies 
Rock cavy dens are found in all quarries and open rocky formations (i.e. large stones piled 
up) in the island. Defined as colony areas, these were identified and manually measured 
in imagery captured by the ©DigitalGLobe Quickbird satellite (65cm pan-sharpened 
resolution) using a GIS software (Quantum GIS Development Team 2015). A survey of 68 
points where these were observed by satellite images were performed in situ using a GPS 
device (Garmin eTrex 30®). Moreover, 13 transects across different landscapes were 
prospected, totalling approximately 30km. Presence of fresh feces and observation of 
individuals at the survey points were used as indicators of the existence of a cavy colony. 
Feces and/or individuals were observed in 100% of the survey points, while no new 
colonies were observed in a 10m buffer of the transects. The survey covered all different 
island landscapes (Figure 3.5) and was representative for the unassessed points. To 
ensure imagery measurements were accurate enough, the Boldró Colony was also 
manually measured (Figure 3.2 - 5). This value was compared to the digital measurements 
made for the same colony. As the digital measurement presented less than 6% difference 
in area size (i.e. smaller) in comparison to the manual measurement these were 
considered to be accurate enough to be used for rock cavy density calculations. 
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Figure 3.5. Map of Fernando de Noronha archipelago, presenting in light grey the island’s urbanized area, and 
in dark grey transects and points assessed on site. 
The respective approximate area of all colonies as well as the number of individuals 
calculated based on different models’ densities are present in  Table A.2 (APPENDIX IV). 
Considering estimates of the number of individuals from the ZPNEs and C-MOM from 
RESEARCH STEP II, and a captive study (Lacher 1979), three maximum rock cavy 
densities (individuals / m2 of colony area) and respective confidence interval at 95% 
(CI95%) were calculated. For that, the highest average number of individuals calculated 
for each model, was divided by the total area of the Boldró Colony. The densities found for 
each of the two models, as well as the maximum density suggested by Lacher (1979), were 
then used in combination with total extent of each colony area. The sum of these densities 
implied three values for the total number of rock cavies in the archipelago. For calculating 
the CI95% for both ZPNEs and C-MOM proposed number of individuals, the standard 
error of each estimate was divided by the respective N of the Boldró colony. Thereafter, 
the calculated value was multiplied by both the total N previously calculated, and by 1.96, 
which is the approximate value of the 97.5 percentile of a normal distribution as: 
CI95% =
Std. Error𝐵𝑜𝑙𝑑𝑟ó
𝑁𝐵𝑜𝑙𝑑𝑟ó
∗ 𝑁𝐼𝑠𝑙𝑎𝑛𝑑 ∗ 1.96 
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3.3.3.2. Assumptions 
Under the present study’s framework, it is imperative to assume all colonies as 
homogenous in regards to their structure, density, and behaviour, which might eventually 
be proven wrong. Nevertheless, there is a current lack of information regarding basic 
ecology, population dynamics, and structure of this species in the island. It is therefore 
believed that the present extrapolation is adequate for proposing and analysing different 
management interventions for the species (presented in RESEARCH STEP IV), at least 
until more studies can be developed in this location. 
3.3.4. RESEARCH STEP IV: The colonization and eradication of the 
rock cavy in Fernando de Noronha 
The present research step aimed to analyze the population viability of the insular rock 
cavy under different scenarios. It focused on assessing the (i) current population trend of 
the rock cavy in Fernando de Noronha, (ii) understanding how this population established 
and increased through time, and (iii) investigating demographic consequences of different 
management interventions. 
3.3.4.1. Model description (ODD protocol) 
The model is described below following the ODD protocol suggested by (Grimm et al. 
2006, 2010). This protocol divides model description in three modules: (1) Overview, (2) 
Design concepts and (3) Details. For the present model, the specific elements of each 
module are described in Table 3.4. Module and elements used to model the population 
dynamics of the rock cavy (K. rupestris) in Fernando de Noronha, described following the 
ODD protocol (Grimm et al. 2010).: 
Table 3.4. Module and elements used to model the population dynamics of the rock cavy (K. rupestris) in 
Fernando de Noronha, described following the ODD protocol (Grimm et al. 2010). 
Module Elements used 
Overview 
Purpose 
Entities, state variables, and scales 
Process overview and scheduling 
Design concepts 
Basic principles 
Sensing 
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Interaction 
Stochasticity 
Module Elements used 
Design concepts Observation 
Details 
Initialization 
Input data 
Submodels 
 
Purpose 
The purpose of the present model was twofold. Firstly, a baseline model was constructed 
to observe the current population dynamics of rock cavies (Kerodon rupestris) in a 
Brazilian island (Fernando de Noronha – PE). The second purpose was to understand how 
uncertain parameters (i.e. reproduction, mortality and harvest effort), as well as different 
management interventions applied to this population, affect its (i) probability of 
extinction (PE), (ii) time to extinction (TE) and (iii) the size of the last population (SLP) 
(i.e. the population in the last year of the simulations). To achieve the second goal, two 
other groups of models (i.e. named “scenarios”) – historical and management (section 
3.3.4.2) – were built from the baseline model. Therefore, the basic model described here 
provides a baseline for assessing uncertainty in reproductive parameters, as well as for 
investigating the uncertain mortality rates of the historical occupation of the rock cavy in 
the island (i.e. regarding population growth) (section 3.3.4.3). Moreover, it establishes a 
guideline to assess the consequences of different management interventions proposed for 
the rock cavy though simulation experiments (section 3.3.4.4). 
Entities, state variables and scale 
Entities: The present model comprises only one hierarchical level: individuals. The total 
number of individuals alive in the study area composes the colony population. The rock 
cavy is extremely social, being defined as a colonial species. Its organizational clusters are 
highly dependent on the presence of rocky outcrops. However, this species’ social 
organization is not considered in the model, as detailed below. 
State variables: Characterization of individuals was given by the constant state variables 
individual identity and sex, as well as by the time-progressive variable age. Table 3.5 
Cont. Table 3.4 
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presents an overview of parameters, processes, and respective values of state variables of 
individuals.  
Scale: Regarding the model scale, one time-step (TS) represents 156 days, which is the 
earliest estimate for a first conception (earliest sexual maturity age + mean pregnancy 
length) in this species (Lacher 1981). Therefore, a year consists of 2.34 TS (365 days in a 
year/156 days in a TS). Regarding age, individuals that have not yet completed their first 
TS are referred to as juveniles. Despite the social organization of the rock cavy, for a 
matter of simplification and due to the lack of information on local dispersion, collective 
organization was neglected. This means that all individuals in the island were considered 
to belong to one homogeneous total population. The model, therefore, is not spatially 
explicit. 
Table 3.5. Overview of parameters, processes and values of the baseline model of the dynamics of a rock cavy 
population in a Brazilian island (Fernando de Noronha – PE). Values are considered for the duration of one 
time-step (156 days) and expressed as probabilities, unless stated otherwise. Probabilities that present 
variation are presented as 𝒎𝒆𝒂𝒏 ±  𝒔𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝒅𝒆𝒗𝒊𝒂𝒕𝒊𝒐𝒏. Mortality parameters were calculated by the present 
thesis, while the other parameters were drawn from References on the rock cavy. 
Entity Process Parameter  Value 
 
Mortality 
Female adult and juvenile mortality (𝑀𝑓) 0.2252 ± 0.086 
Individual 
Male adult mortality (𝑀𝑎𝑚) 0.2252 ± 0.086 
Male juvenile mortality (𝑀𝑗𝑚) 0.3356 ± 0.0942 
Reproduction 
Reproduction probability of females (𝑅𝑓) 0.8 
Age of sexual maturity 1 
Reproduction probability of males (dominance) (𝑅𝑚) 0.25 
Max number of broods per female 2 
Sex ratio of males at birth 0.5 
Litter size (number of individuals) (𝐿𝑆𝑥) 1-3 
One recruit (𝑥 = 1) 0.9 
Two recruits (𝑥 = 2) 0.09 
Three recruits (𝑥 = 3) 0.01 
 
Process overview and scheduling 
The present discrete-time simulation model presents a three-layer structure regarding 
how it loops through individuals, time and iteration (stochastic replicates) (following the 
terminology used by McGowan et al. 2011). While time loops develop the process from 
time 0 until the defined maximum time step, iterations or stochastic replicates repeat the 
whole process in order to ensure stochastic error reduction. The outer loop, known as the 
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replication or iteration loop, replicates the simulation process, always resetting the time 
for each new replication. Inside this loop, the time-step loop simulates one time-step at a 
time, and is composed of the inner individual loop (described below), and the population 
process steps (Figure 3.6 in green). The time-step loop is performed only after all 
individual loops have been simulated. The individual loop (i.e. individual process steps), 
simulates the fate of each individual regarding mainly reproduction and survival (Figure 
3.6 in blue).  
In other words, each stochastic replicate is composed of time-steps, which in turn are 
composed of process steps (i.e. both individual and population queries, some of these 
known as submodels – see Figure 3.6 and section Submodels). The model advances in 
time-steps (Figure 3.6 in yellow) once all individual and population process steps are 
resolved. At each time-step, respectively: 
1. All individuals go through the individual process steps (Figure 3.6 in blue); 
2. The population goes through the population process steps (Figure 3.6 in green). 
More specifically, one time-step is composed of the following process steps, in the 
respective order, which happen for each of the individuals (marked as I) and for all 
individuals at the same time (as a population process, marked as P): 
1. P - Set the specific mortality probability (among the 𝑚𝑒𝑎𝑛 ± 𝑠𝑑) to be used by all 
individuals in the specific TS; 
2. I - Reproduction in adults (see submodel Reproduction); 
3. I – Harverst of adults (only for Management scenarios, described below); 
4. I – Age assessment of adults; 
5. I - Mortality of both juvenile and adults (see submodel Mortality) 
6. P – Truncation of carrying capacity (see submodel Truncation of carrying capacity); 
7. P – Census of the population (this process produces the datasets to be further 
analyzed, see sections 3.3.4.2 and 3.3.4.3); 
8. P – Aging of all individuals; 
9. P – Update of all individual’s variables. 
The model considers approximately 60 years of duration (140 TS), with an initial burn in 
period for stabilization of the population structure lasting 20 years (47 TS). The burn in 
period is not considered in the analysis. The whole process is repeated 100 times 
(iterations). The time-step process is graphically presented in Figure 3.6. 
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Figure 3.6. Individual (blue) and population processes (green) of a baseline scenario simulation of a rock cavy 
(K. rupestris) colony in Fernando de Noronha, Brazil. Yellow processes belong to the simulation itself. Diamonds 
represent questions, rectangles represent individuals’ classes, and hyperellipses represent actions. The 
process starts at the filled circle, and at questions, it takes either one of two paths depending on a positive (Y) 
or negative (N) answer. The process is also unidirectional, except for reproduction, which when of a positive 
answer, creates a parallel (dashed) process. Filled squares indicate the end of the process for a given individual, 
and prompts the start of the process for the next available individual. The process stops once the last time-step 
ends. This process is repeated for the defined number of stochastic replicates (iterations). It is important to 
note that, even though the “Aging” and “Update individual’s variables” processes relate to individuals, it 
happens for all individuals at the same time, hence, these are considered as population processes. Harvesting 
(orange dashed) only occurs for Management scenarios, described below. 
Design concepts 
Basic principles: Classically, the population viability analysis (PVA) focuses on creating 
mathematical models to understand population dynamics through time and the factors 
that may drive these populations to extinction (Beissinger and Westphal 1998, Beissinger 
and McCullough 2002). PVA has been shown in the past to play a major role in 
conservation policy for endangered species (Lindenmayer et al. 1993). In the present 
work, however, a PVA was innovatively used to assess parameters and management 
options that would increase the extinction risks of an alien species in an island. 
Sensing: Individuals present no specific responses to changes in the environment (lack 
sensing). This comes conjointly with lack of learning, adaptation, and prediction 
capacities. Following the main purpose of the model, which is to simulate the change in 
population size, and assess time to and probability of population extinction, it is 
considered that this simplification is adequate. 
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Interaction: The proposed model to assess the population dynamics of the rock cavy in 
Fernando de Noronha is a considerably simple model that neglects the social aspects such 
as dominance and behavioral ecology inherent to the species. Therefore, individuals lack 
social interactions other than reproduction. 
Stochasticity: Stochasticity can be observed for both survival and reproduction, as both 
parameters are driven by probabilities. This guaranteed the inclusion of demographic 
noise. No relation between reproduction and mortality is considered. 
Observation: All output data related to final population size (i.e. size of last population), 
time to, and probability of extinction were used for model testing against current 
population estimates. These datasets are sampled during the Census process (see Figure 
3.6) Moreover, these datasets were also used for comparing the influence of uncertain 
reproduction (and mortality for historical occupation scenarios) and consequences of 
management interventions, as well as harvest effort. 
Initialization 
Initial population size and ratio for initializing the model was chosen based on findings 
from the previous RESEARCH STEP. Therefore, initial population was set to 6653 
individuals, at a 2-year-old age class, distributed in a 1:2 male sex ratio. Observations of 
population started after 20 years (47 TS burn in period) to ensure a proper age structure 
distribution. 
Input 
The current model does not use input data from external sources. Extreme events that 
might directly affect the rock cavy on the island are unknown, and environmental 
variables are not considered to influence any of the described processes. 
Submodels 
Mortality: The probability of dying at any time-step for individuals that present 𝑎𝑔𝑒 <
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑎𝑔𝑒 𝑜𝑓 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠 is simply defined as  
𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦 = 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑀𝑥) 
Where 𝑀𝑥  is the specific sex and age mortality probability values presented in Table 3.5. 
These values are based in the analysis performed in RESEARCH STEP II. Mortality of 
young males (up to one year) was adjusted to reflect the sex rates found in three colonies 
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where rock cavies were captured in Fernando de Noronha, which varied between 1:1.75 
and 1:2.5 males to females. The reason for this different mortality rates is debated in the 
discussion (section 5.1.1). Individuals that present 𝑎𝑔𝑒 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑎𝑔𝑒 𝑜𝑓 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠 
𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦 = 1. 
Maximum age of individuals was set to nine years, calculated as an individual survival 
chance of <0.5%, based on survival estimates generated by the C-MOM. The same 
parameter is described as almost 13 years in captivity (Weigl 2005), but only five years in 
the wild (i.e. continent) (Kleiman et al. 1979). As the island has a higher availability of 
resources, a longer lifespan in comparison to the continent could be expected. However, 
these are still not comparable to captivity provision of food, water and shelter, which 
would suggest a shorter lifespan than in captivity. Therefore, the calculated lifespan for 
the rock cavy in Fernando de Noronha is believed to be accurate enough. 
 
Reproduction: With a probability of 𝑅𝑓 = 0.7, reproduction takes place generating a litter 
truncated to the interval of [1,3], with respective probabilities of   
𝐿𝑆1 = 0.9 
𝐿𝑆2 = 0.09 
𝐿𝑆3 = 0.01 
These values are supported both by observations done during the current and previous 
field studies (Lacher 1981, Mares and Lacher 1987), as well as captivity studies (Roberts 
et al. 1984, Tasse 1986). According to Lacher (1981), due to resource limitation and the 
high energetic demands of twin and triplet pregnancies (Künkele 2000), probabilities of 
the animals having more than one baby in the wild are considerably limited. In the 
Fernando de Noronha, however, two twin offspring were observed in a total of 18 weeks 
of observations throughout three years of study. Resources in the island are abundant for 
the species, which would facilitate such occurrence. 
The reproductive system of the species is considered to be polygynous (Lacher 1981, 
Mares and Lacher 1987), presenting a mean sexual maturity for both males and females 
at approximately 133 days of age (Tasse 1986), and a maximum of four number of broods 
per year (Lacher 1979). Considering the earliest partum observed in the wild (Lacher 
1981) 80 days were considered as the age at sexual maturity, to ensure a conservative 
analysis. Sex ratio at birth was set to 50% (Lacher 1979, Tasse 1986, Mares and Lacher 
1987) and density dependent reproduction was neglected. The maximum age of 
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reproduction was also set to nine years, due to a lack of evidence the species presents a 
shorter reproductive longevity. 
 
Truncation of carrying capacity: Carrying capacity (𝐾) was set to 8,250, which is the 
maximum CI95% (confidence interval at 95%) calculated considering C-MOM estimates. 
This results in a truncation of the population size at the end of each time-step. If the 
population surpasses the maximum 𝐾, individuals are randomly selected to die in order 
to keep the population below this threshold. 
3.3.4.2. Scenarios 
In total, three groups of scenarios – Baseline, Historical and Management – were 
simulated to assess the population dynamics of the rock cavy in Fernando de Noronha, 
each one focusing on different questions. These scenarios and their specific purposes are 
individually addressed below. Uncertain parameters pertaining to each scenario were 
assessed with a sensitivity test and are detailed in section 3.3.4.3. Management scenarios 
are better described as a simulation experiments, and are detailed in section 3.3.4.4. For 
each scenario, 100 samples (stochastic replicates) were run for each factorial combination 
of varying parameters (see Table 3.7 in section 3.3.4.4), as previously stated. 
Baseline 
Baseline scenarios are detailed in the ODD protocol (section 3.3.4.1), and were created to 
observe the rock cavy population trends in approximately 60 years, as well as to test the 
consequences of no control measures on the rock cavy population. Changes in the mean 
mortality probability, as well as in the standard deviation (SD), were neglected to ensure 
a constant scenario throughout the simulation’s duration. The mean estimates of 
mortality rates and population sizes calculated by the C-MOM applied to the real rock cavy 
population data (sections 4.2 and 4.3) were used as parameters for this scenario 
(presented in Table 3.5, section 3.3.4.1). 
Historical 
Historical scenarios were proposed to understand the most relevant variables for the rock 
cavy colonization process in Fernando de Noronha. The initial population size was set to 
four adult individuals, two females and two males, based on literature information (Alves 
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and Leite 1992). For these scenarios, no differentiation in mortality rates between 
juveniles and adult, or between both sexes were considered. The reason for this is that the 
individuals may spread to inhabit new rock piles’ with considerably lower mortality 
probabilities (i.e. either by predation or fights) until the carrying capacity is reached. 
Historical scenarios were set to 45 years’ duration period (1969-2014), without burn-in. 
Management 
Management scenarios aimed at suggesting the most effective management interventions 
for the rock cavy in Fernando de Noronha. For this reason, these are better understood as 
simulation experiments. In these scenarios, individuals are subjected to a “harvest”. The 
consequences of this action differ depending on the scenario. Harvest only affects adults, 
and occurs between reproduction and survival events. This is a strategic position in the 
flowchart (Figure 3.6), which ensures the most conservative scenarios, considering the 
rock cavy is an alien species in the island. Six simple management scenarios were 
simulated. The first was (i) removal (RM), which would be the result of trapping and 
euthanasia or translocation for both sexes, as well as just the (ii) removal of females 
(RMF), and the (iii) removal of males (RMM). Ovariohysterectomy or bilateral 
orchiectomy would be performed in females and males, respectively in (iv) spaying (SP) 
and (v) castration (CS) scenarios. Additionally, a combined scenario investigated the 
effects of (vi) neutering both males and females (NT). Specific harvest efforts applied at 
each management scenario are described in Table 3.6. 
Table 3.6. Total number of individuals affected per year by each of the proposed management 
interventions for the rock cavy in Fernando de Noronha. Removal (RM) is the result of trapping and 
euthanasia or translocation, for both sexes, while (ii) removal of females (RMF), and the (iii) removal of 
males (RMM) are restricted to the referred sex. Ovariohysterectomy or bilateral orchiectomy is the result 
of (iv) female spaying (SP) and (v) male castration (CS) scenarios. At last, (vi) neutering both sexes (NT) 
was also tested. Independently of the physical removal, or surgical intervention, all scenarios were based 
on capturing individuals. Harvest effort is translated as the number of traps used. 
Management intervention Sex Harvest effort Number of individuals captured 
RM / NT 
RMF / SP Females 
30 340 
60 682 
90 1022 
120 1362 
RMM / CS Males 
30 170 
60 341 
90 511 
120 681 
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To calculate the harvest effort applied, a year was considered to consist of 264 working 
days. Trapping efficiency was calculated as 0.0645 per trap*day, which corresponds to the 
lowest average trap rate found during the field trips (wet season). This value was chosen 
over the average summer trap efficiency (0.0892 per trap*day) and over a combination of 
both to favor precaution regarding forecasted results of management. The duration of 
simulations of all management scenarios were set to 60 years in total. The first 20 years 
correspond to burn-in for population stabilization, while the following 10 years refer to 
the management period. The last 30 years were simulated to observe a possible 
recolonization process of the rock cavy after the management interventions. 
3.3.4.3. Sensitivity analysis 
Most reproductive parameters of the rock cavy such as maximum litter size, sexual 
maturity, sex ratio at birth, pregnancy length and weaning age (Tasse 1986, Mares and 
Lacher 1987) have already been studied. However, information on reproduction 
parameters that are important for population dynamics’ simulations, such as the (i) 
number of broods each female gives birth to per year, (ii) reproduction probabilities of 
females, and the (iii) percentage of males in the breeding pool (with the two last being a 
direct consequence of dominance), is still lacking. For this reason, sensitivity tests (ST) on 
these three uncertain reproductive parameters were performed. STs on mortality and 
different harvest effort rates, for historical and management scenarios, respectively, were 
also performed. The main goal of these analyses was to determine how much the variation 
of these unknown parameters affects the outcomes of the population dynamics’ 
simulations. Each variable tested in the ST is described below: 
For baseline, historical and management scenarios: 
 Variable containing a combination of the percentage of reproducing females (%R) 
and the number of broods (B) per female per TS (named %RB): To assess the viability 
of different combinations of number of broods per year and the percentage of 
breeding females (both unknown parameters), the number of adult females found 
pregnant or lactating during the field trips (𝑛 =7) was divided by the total number 
of females captured (𝑛 = 18), resulting in 39% (±4 SD). It is presumed, therefore, 
that the best estimate available for the percentage of females concomitantly 
reproducing lies between 35% and 43%. To test possible scenarios against these 
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values, the averaged pregnancy length (76 days) was multiplied by one or two 
possible broods per TS1, suggesting two different total pregnancy lengths, in days, 
each female could have in a TS (PL). The proportion of females reproducing 
expected by each scenario was then calculated by dividing each PL by different 
percentages of females possibly reproducing in the population, ranging from 0 to 
100%, by 10% increment. All divisions that resulted in values between 35 and 43% 
were selected and test simulations of population dynamics were run to check if the 
final population estimation would lie within C-MOM’s CI95%. Only the following 
combinations resulted the expected values: 80 and 40% of females reproducing, 
giving birth to 1 and 2 broods per TS, respectively (namely %RB 1-80 and 2-40). 
Considering reality, it is reasonable that the real combination of percentage of 
females reproducing and the number of broods per TS lies between the two 
proposed %RB values. However, in order to simplify and guarantee that any 
possible combination is assessed, the two extremes were chosen to be compared 
(80% of females, all giving birth to only one brood per TS, and 40% of females, all 
giving birth to two broods per TS). 
 Percentage of males in the breeding pool (%MB): Although literature indicates male 
rock cavies to be dominant, especially in the wild (Lacher 1981), sensitivity tests 
were performed for three different percentages of males in the breeding pool, 
suggesting high (25%), medium (50%) and low (75%) male dominance for all 
scenarios. These percentages were compared due to lack of information on the 
rock cavy population’s behavior and ecology in the island.  It is important to note 
that the percentage of males in the breeding pool is not equivalent to the number 
of males breeding, but the percentage of the male population that is available to 
breed. Males in the breeding pool are randomly selected to breed with the available 
females. Therefore, the number of males breeding in each TS depends highly on 
%RB. 
The sensitivity of all models to the different values proposed for these two variables (%RB 
and %MB) were tested. 
                                                        
1 In each TS females have enough time to have up to two broods, if the female gets pregnant during the 
postpartum estrus (Adrian and Sachser 2011). Still, it is also possible that females have only one brood in 
each time step. 
58 | M i c h e l e t t i ,  2 0 1 7  
 
For historical scenarios only: 
 Mortality: The effects of different mortality rates on the size of the last population, 
and probability of extinction were also tested for the historical scenarios. The rates 
ranging from 0 to 45%, by 5% increment, for all age classes of both sexes were 
performed for each %RB and %MB combination.  
For management scenarios only: 
 Harvest effort: For all management scenarios (described below), it was necessary 
to capture individuals with the use of live traps2. Therefore, ST were applied on 
varying harvest effort values, ranging from 30 to 120 traps per day, with a 30-unit 
increment, for each management scenario. These were also performed for each 
%RB and %MB combination. 
 
Summarizing, the different unknown reproductive parameters (i.e. %RB and %MB) were 
compared in relation to their effects on the probability of extinction (PE) and size of the 
last population (SLP), which is the number of individuals in the last year of the simulations 
(i.e. if SLP was or not inside CRI95% established by the C-MOM) for baseline scenarios. 
For historical scenarios, the influence of the uncertain reproductive parameters and 
mortality rates (i.e. %RB, %MB and Mortality) were investigated for probability of 
extinction (PE) (that can also be interpreted as establishment failure). The same 
parameters were also investigated regarding their influence on the size of the last 
population (SLP). At last, the different values of %RB, %MB and harvest effort were 
compared in relation to their effects on PE and time to extinction (TE) for management 
scenarios. A Kruskal–Wallis test, followed by a post hoc pairwise Nemenyi test were, 
therefore, used to compare these parameter’s effects on PE, SLP and TE. Both tests were 
performed in R, using PMCMR package (Pohlert 2015). 
For historical scenarios, as well as for management scenarios (detailed in section 3.3.4.4), 
a boosted regression tree analysis (BRT) was also performed to observe the relative 
influence (RI) of each unknown variable (i.e. %RB, %MB, Mortality and harvest effort) – 
and management interventions of simulation experiments – on TE, PE and SLP. The RI can 
                                                        
2 Shooting is not a common practice in Brazil due to cultural and legal reasons. Moreover, due to legislation, 
poisoning has also a restricted application to the island. Therefore, for removal only trapping and 
euthanasia or translocation were considered as possible management interventions.  
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be understood as the percentage of variation in TE, PE and SLP that is explained by each 
of the varying parameters. For this analysis, each stochastic replicate of the population 
dynamics (i.e. iteration) was classified binomially, considering if the PE occurred (1) or 
not (0) within the timeframe simulated for baseline (60 years), historical (45 years) and 
management (40 years) scenarios. For management scenarios, TE was defined as the 
exact year were the population reached zero individuals for the stochastic replicates that 
did experience population extinction. At last, for historical and baseline scenarios, the SLP 
was compared to the CRI95% defined by the C-MOM, resulting in a binary matrix (1 =
 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝐶𝑅𝐼95%;  0 = 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑠 𝑛𝑜𝑡 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝐶𝑅𝐼95%) for each 
scenario (considering all repetitions). This provided information on the probability of 
occurrence of each baseline and historical scenario. For PE and SLP a binomial error 
structure was considered, while for TE error structure was defined to have a Gaussian 
distribution. 
The BRT is suitable to understand which parameters influenced most the establishment 
and spread of the rock cavy in Fernando de Noronha, as well as the relative influence of 
each management intervention (detailed in the next section) on a possible extinction of 
this population. BRT focuses on fitting several models for understanding which variables 
influence most the outcomes. BRT is available in the gbm.step() routine in R package 
dismo (Hijmans et al. 2017). Details on this technique can be found in Elith et al. (2008). 
In order to perform the BRT, two variables regarding the classification process need to be 
set. The tree complexity (tc) relates to the number of nodes in a decision tree, while the 
learning rate (lr) is a shrinkage parameter, decreasing the contribution of each tree that 
is appended to the model. Both parameters together determine the ideal number of trees 
for an optimal prediction (Elith et al. 2008). The best setting of both these parameters is 
the smallest lr possible to ensure at least 1,000 trees, especially for datasets smaller than 
500 sample points (Elith et al. 2008). Decreasing lr, however, results in the need of 
increasing tc, which in turn, increases computation time. In the present analyses, learning 
rate (lr) and tree complexity (tc) were set to 0.001 and three, respectively, and generated 
at least 1,300 trees. Detailed explanation on these parameters can be found in Elith et al. 
(2008). 
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3.3.4.4. Simulation experiments 
As briefly explained, six different methods of management interventions (i.e. management 
scenarios) were tested with a simulated rock cavy population (based on the baseline 
model explained in section 3.3.4.1) to identify which provided the best results in relation 
to an increased probability of extinction and decreased time to extinction.  The relative 
influence of different types of management interventions (NT, RM, CS, SP, RMM, RMF) on 
probability of population extinction (PE) and the average time to extinction (TE) were 
assessed. As previously detailed, uncertain reproductive parameters (%RB and %MB) 
and varying harvest effort were also included in the analysis to explore a possible synergy 
between these and the management interventions on PE and TE. 
Similarly to the ST (detailed in section 3.3.4.3), a comparison among the management 
intervention techniques regarding the total number of stochastic replicates that resulted 
in population extinction, as well as the mean TE for extinct populations, was performed 
using a BRT analysis. A Kruskal–Wallis test, followed by a post hoc Nemenyi test (similarly 
to section 3.3.4.3), was also used for comparing the frequency of stochastic replicates that 
went extinct, as well as the mean time these took to be extinguished. 
A summary of the management scenarios and variables submitted to sensitivity tests and 
simulation experiments are presented in Table 3.7: 
Table 3.7. Sensitivity test (ST) variables applied to different simulated scenarios regarding the population 
dynamics of the rock cavy (K. rupestris) in Fernando de Noronha, Brazil. Management sub-scenarios (i.e. 
simulation experiments) are classified as removal of both sexes (RM), removal of females (RMF), removal of 
males (RMM), ovariohysterectomy on females (spaying - SP), bilateral orchiectomy in males (castration - CS) 
and neutering of both sexes (NT). The combination of the percentage of reproducing females and the number 
of broods and (%RB) and the percentage of males in breeding pool (%MB) were tested for significant influence 
on population dynamics outcomes for all scenarios, as well as mortality for historical and harvest effort for 
management scenarios. Increment used for both mortality and harvest efforts is presented in brackets. 
Group of 
Scenarios 
 
Scenarios 
 
ST Variables 
Reproduction Mortality Harvest effort 
Baseline Baseline 
%RB 1-80 
%RB 2-40 
%MB 25 
%MB 50 
%MB 100 
- - 
Historical Historical 0-45% (5%) - 
Management 
(Simulation 
experiments) 
RM 
RMM 
RMF 
NT 
SP 
CS 
- 30-120 (30) 
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Table 3.8 details the ST variables subjected to the BRT analysis, and defines if these are 
predictor or response variables, the distribution of each one, and if the predictor variable 
is considered in the sensitivity analysis or the simulation experiment. These are grouped 
by scenarios. 
Table 3.8. Variables subjected to a boosted regression tree (BRT) analysis, variable type and distribution used 
in each analysis for both historical and management scenario simulations of the rock cavy (K. rupestris) 
population in Fernando de Noronha. 
Scenarios Variable 
Sensitivity analysis or 
Simulation experiment of 
Predictor variables 
Variable 
type 
Distribution 
Historical, 
management and 
baseline scenarios 
Combination of % of Females 
Reproducing and number of 
Broods per time-step (%RB) 
ST Predictor Gaussian 
% of Males Breeding (%MB) 
Population extinction (PE) - Response Bernoulli 
Management 
scenarios 
Removal of males (RMM) 
SE 
Predictor 
Bernoulli 
Removal of females (RMF) 
Removal of both sexes (RM) 
Castration of males (CS) 
Spaying females (SP) 
Neutering both sexes (NT) 
Harvest effort (EFF) ST 
Gaussian 
Time to extinction (TE) - Response 
Historical scenarios % Mortality (%MORT) ST Predictor Gaussian 
Historical and 
baseline scenarios 
Size of last population (SLP) - Response Bernoulli 
 
3.3.4.5. Software 
To simulate all different scenarios described in section 3.3.4.2, the software Vortex 
(version 10.2.5.0, Lacy et al. 2014) was used. This software was developed by the 
IUCN/SSC Conservation Breeding Specialist Group as a PVA tool (Lacy 1993) and, as 
previously detailed, the present thesis used it in an innovative way. In general, as the focus 
of the present study is on control and eradication of an alien species, a conservative 
position was favored regarding unknown parameters as much as necessary. 
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3.3.4.6. Assumptions 
For all scenarios, changes in reproductive rates as a result of reduced or increased animal 
density (density dependent reproduction) were neglected. The reasoning and 
consequences of this setting are discussed in section 5.5.3. A probable change in difficulty 
to trap individuals when abundance is reduced was also not considered in the present 
simulations. However, this does not affect the simulation results in regards to number of 
individuals or survival probabilities, and could be addressed in practice by increasing 
harvest effort. It is important to highlight that no statistical analysis was performed on the 
effective size population in the last year of simulations3, as increasing the number of 
iterations escalates exponentially the sensitivity of statistical comparison. This means that 
if a high number of stochastic replicates are run, a statistical test to compare the final 
population size would suggest that there is a significant difference among the populations 
if these are not exactly the same. This effect has been largely described in literature, and 
a comprehensive explanation can be found in Sullivan and Feinn (2012). 
                                                        
3 The effective size of the population in the last year of simulations is different from the SLP. The last 
considers if the population was inside the calculated CRI95% or not, not its value (see section 3.3.4.3). 
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4. Results 
4.1. RESEARCH STEP I: Comparing the C-MOM to 
established models – does this concurrent marking-
observation model produces accurate estimates of 
population parameters for sparse datasets? 
A summary of the mean-squared error (MSE) rank among models considering each 
scenario, for each parameter, is presented in Figure 4.1. The smaller the MSE, the more 
accurate the estimate (green) while the higher the MSE, the less accurate the estimate 
(red). The mean ranking values by model considering all variables is presented in Table 
4.1. The ranking of variables per model and the complete table presenting all RSE, RB and 
MSE values for all variables, models and scenarios can be found in APPENDIX VII and 
APPENDIX VIII. 
Table 4.1. Final ranking of mean-squared error (MSE) values of models considering all parameters. Smallest 
ranks mean better accuracy in prediction, while superscript letters indicate significant differences (𝒑 < 𝟎. 𝟎𝟓) 
among the models using a Kruskal-Wallis analysis followed by a Nemenyi post-hoc test.
Models Parameters Counts Mean MSE 
CMOMi-1P 99 45 2.2a 
CMOMd-1P 118 45 2.6a 
CMOMd-2P 171 54 3.2a 
CMOMi-2P 177 54 3.3a 
CMR-1P 249 45 5.5b 
ZPNEc 253 45 5.6b 
CMR-2P 260 54 4.8b 
ZPNEs 347 45 7.7c 
 
The graphs resulting from the model analysis show the mean RSE, RB and MSE of the 
difference of each stochastic replicates compared to the true values generated by the 
simulation (Figure 4.2. and Figure 4.3.). Parameters 𝜑1, 𝜑2, 𝑝1 (for models 2𝑃), 𝑝2, 𝐵 and 
𝑁 are shown for different scenarios and model formulations for CMR, C-MOM and ZPNE. 
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Figure 4.1. Accuracy (translated as the mean-squared error) ranked in regards to estimates produced by an integrated population model with dependent (C-MOMd) and 
independent datasets (C-MOMi), a Jolly-Seber capture-recapture model (CMR) and a Poisson-log normal mark-resight model with concomitant capture-marking and 
observation activities (ZPNEc), and with separate capture-marking and observation activities (ZPNEs). The estimates were compared for number of individuals (𝑵), 
recruitment (𝑩), survival on primary occasions (𝝓𝟏), survival on secondary occasions (𝝓𝟐), capture (𝒑𝟏) and observation probabilities (𝒑𝟐) of a rock cavy (K. rupestris) colony 
in Fernando de Noronha. C-MOM and CMR models also consider a formulation that present only 𝒑𝟐, disregarding capture probabilities (models 𝟏𝑷), and a formulation that 
differentiates between capture and observation probabilities (models 𝟐𝑷). Asterisks indicate significant differences (𝒑 < 𝟎. 𝟎𝟓) among the models using a Kruskal-Wallis 
analysis followed by a Nemenyi post-hoc test.
Higher accuracy                             Lower accuracy 
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Dataset dependency for C-MOM (C-MOMd and C-MOMi) and dataset perspective for ZPNE 
(ZPNEc and ZPNEs) are shown in Figure 4.2 and Figure 4.3 as separate models, along with 
CMR. Outlier estimates (𝑉𝑎𝑙𝑢𝑒𝑠 > 2) of all parameters were not considered to expedite 
graph interpretation. Nonetheless, these values are presented in Table 4.2. At last, the 
percentage of stochastic replicates’ estimates inside the C(R)I95% for all models, 
parameters and scenarios is shown in Figure 4.4. 
Table 4.2. Parameter outlier values of used models, presenting also population scenarios (population trends – 
stable, increasing, and decreasing – and individual heterogeneity – ranging from 0 to 60% – in capture), the 
given parameters assessed, and the model formulation. The models comprise an Integrated population model 
using dependent (C-MOMd) and independent datasets (C-MOMi), a Jolly-Seber capture-recapture model (CMR), 
and a Poisson-log normal mark-resight model that used concomitant capture and observation activities 
(ZPNEc), and with separate marking and resighting activities (ZPNEs). Both a formulation that disregards 
capture probabilities (models 𝟏𝑷), and a formulation that explicitly differentiates between capture and 
observation probabilities (models 𝟐𝑷) were tested. 
Models Scenarios Analysis Parameters Formulation Values 
CMOMd Stable Relative Bias Capture probability 2P 3.009 
CMOMi Stable Relative Bias Capture probability 2P 2.867 
CMOMd Stable Mean-square Error Capture probability 2P 9.207 
CMOMi Stable Mean-square Error Capture probability 2P 8.411 
CMR Stable Mean-square Error Capture probability 2P 4.257 
ZPNEs Decreasing Standard Error Number of Individuals 1P 2.505 
ZPNEs Decreasing Mean-square Error Number of Individuals 1P 418.146 
CMR Decreasing Mean-square Error Recruitment 1P 2.156 
ZPNEs Decreasing Relative Bias Observation probability 1P 5.63E+302 
ZPNEs Decreasing Mean-square Error Observation probability 1P Inf 
CMR Decreasing Mean-square Error Recruitment 2P 2.155 
CMOMd Decreasing Relative Bias Capture probability 2P 2.788 
CMOMd Decreasing Mean-square Error Capture probability 2P 8.027 
CMOMi Decreasing Mean-square Error Capture probability 2P 2.652 
CMR Decreasing Mean-square Error Capture probability 2P 2.587 
CMOMd Increasing Relative Bias Capture probability 2P 3.192 
CMOMd Increasing Mean-square Error Capture probability 2P 10.293 
CMOMi Increasing Mean-square Error Capture probability 2P 3.313 
CMR Increasing Mean-square Error Capture probability 2P 3.462 
ZPNEs 10% Mean-square Error Number of Individuals 1P 128.028 
ZPNEs 10% Relative Bias Observation probability 1P 4.50E+302 
ZPNEs 10% Mean-square Error Observation probability 1P Inf 
ZPNEs 20% Mean-square Error Number of Individuals 1P 3.748 
ZPNEs 20% Relative Bias Observation probability 1P 2.26E+302 
ZPNEs 20% Mean-square Error Observation probability 1P Inf 
ZPNEs 30% Relative Bias Observation probability 1P 1.66E+302 
ZPNEs 30% Mean-square Error Observation probability 1P Inf 
ZPNEs 40% Mean-square Error Number of Individuals 1P 2.212 
ZPNEs 40% Relative Bias Observation probability 1P 1.70E+302 
ZPNEs 40% Mean-square Error Observation probability 1P Inf 
ZPNEs 50% Relative Bias Observation probability 1P 2.81E+302 
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Models Scenarios Analysis Parameters Formulation Values 
ZPNEs 50% Mean-square Error Observation probability 1P Inf 
ZPNEs 60% Mean-square Error Number of Individuals 1P 49.322 
ZPNEs 60% Relative Bias Observation probability 1P 2.95E+302 
ZPNEs 60% Mean-square Error Observation probability 1P Inf 
Cont. Table 4.2 
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Figure 4.2. Relative bias (bias), relative standard error (precision), and mean-square error (accuracy) of estimated number of individuals, recruitment, survival on primary 
occasions, survival on secondary occasions, capture and observation probabilities, as a function of different population trends. Estimates obtained with the integrated 
population model (C-MOM) using dependent dataset are shown as triangles, estimates from a Jolly-Seber capture-recapture model (CMR) are shown as an open circle, and 
estimates from a Poisson-log normal mark-resight model (ZPNE) are presented as squares if used with concomitant capture and observation activities (ZPNEc), and as diamond 
if used with separate marking and resighting activities (ZPNEs). Graphs on the right side consider a formulation that disregards capture probabilities (models 𝟏𝑷), while 
graphs on the left side use model formulations that differentiate between capture and observation probabilities (models 𝟐𝑷). 
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Figure 4.3. Relative bias (bias), relative standard error (precision), and mean-square error (accuracy) of estimated number of individuals, recruitment, survival on primary 
occasions, survival on secondary occasions, capture and observation probabilities, as a function of different levels of individual heterogeneity in observation probabilities. 
Estimates obtained with the integrated population model (C-MOM) using dependent dataset are shown as triangles, estimates from a Jolly-Seber capture-recapture model 
(CMR) are shown as an open circle, and estimates from a Poisson-log normal mark-resight model (ZPNE) are presented as squares if used with concomitant capture and 
observation activities (ZPNEc), and as diamond if used with separate marking and resighting activities (ZPNEs). Graphs on the right side consider a formulation that disregards 
capture probabilities (models 𝟏𝑷), while graphs on the left side use model formulations that differentiate between capture and observation probabilities (models 𝟐𝑷).
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Figure 4.4. Percentage of estimates of true values inside the confidence or credibility intervals at 95% for 
different population trends and heterogeneity scenarios for number of individuals, recruitment, survival in 
both primary and secondary occasions, capture and observation probabilities of an integrated population 
model using dependent (C-MOMd) and independent (C-MOMi) datasets, a Jolly-Seber capture-recapture model 
(CMR), and a Poisson-log normal mark-resight model using both concomitant (ZPNEc) and separate (ZPNEs) 
datasets. C-MOM and CMR models present formulations that explicitly differentiate the first capture from 
subsequent resight (𝟐𝑷), as well as formulations that do not make this distinction (𝟏𝑷).  
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At last, Table 4.3 presents the frequency of C(R)I95% of all models that encompass the 
true parameter value when considering all parameters: 
Table 4.3. Total frequency of CRI95% that encompass the true value for an integrated population models using 
dependent (C-MOMd) and independent (C-MOMi), a Jolly-Seber capture-recapture model (CMR), and a Poisson-
log normal mark-resight model using both concomitant (ZPNEc) and separate (ZPNEs) datasets. C-MOM and 
CMR models present formulations that explicitly differentiate the first capture from subsequent resight (𝟐𝑷), 
as well as formulations that do not make this distinction (𝟏𝑷). The values that differ statistically (𝒑 > 𝟎. 𝟎𝟓) 
with a Kruskal-Wallis multiple comparison test are presented as letters and colors, and were performed by 
model family. 
Model Model Formulation 
 1P 2P 
C-MOMi 80.0% a 58.0% b 
C-MOMd 77.5%a 59.4% b 
CMR 46.4%c 48.3%c 
ZPNEc 32.4%d  
ZPNEs 36.3%d  
 
In a nutshell, for number of individuals (𝑁) and recruitment (𝐵), although the C-MOM 
models presented similar or slightly lower precision (i.e. RSE) for most scenarios in 
comparison to CMR and ZPNE, it presented more accurate estimates for these parameters, 
except for 𝐵 in increasing population trends (for which CMR was more accurate) (Figure 
4.2 and Figure 4.3). The increased accuracy presented by the C-MOM models for both 
integer parameters was due to lower relative bias. Still regarding the C-MOM family of 
models, it was also observed that the CRI95% comprehended the true values for N and B 
for most stochastic replicates (Figure 4.4), especially when using the C-MOMi-1P. The 
exception was, again, the scenario showing increasing population trends, for which only 
approximately 50% of the stochastic replicates presented CRI95% that did include the 
true values. For B, almost all of the true values were outside the CRI95% calculated by 
CMR models. ZPNE models only presented estimates for 𝑁. ZPNEs only presented non-
outlier estimates of accuracy in three scenarios: 30% heterogeneity, stable and increasing 
population trends. ZPNEc, on the other hand, presented slightly less accurate estimates 
than C-MOM models for this parameter. However, the ZPNE models presented true values 
inside the CI95% for less than 20% of stochastic replicates for N. This was due to 
overprecision of parameters’ estimates, which is discussed below. 
For 𝑝2, ZPNEc presented the most accurate estimates in most cases, but the proposed 
CI95% did not contain the true parameter values in more than 60% of the these, also due 
to overprecision of estimates. Still regarding 𝑝2, a high percentage of true values were 
inside C(R)I95% for C-MOM models with 1P formulation and CMR models in trend 
71 | M i c h e l e t t i ,  2 0 1 7  
 
scenarios. For heterogeneity scenarios, this percentage was reduced for most models, 
except for CMR-2P. For 𝜑1, C-MOM models were slightly more biased than CMR, which led 
to a slightly reduced proportion of stochastic replicates presenting the CRI95% 
containing the true parameter value. Still, C-MOM presented similar or improved accuracy 
due to increased precision. For the same parameter, ZPNE presented similar or less 
accurate estimates due to lower precision and higher bias. Of all models, ZPNEs presented 
the less accurate estimates for this parameter. For 𝜑1, all models presented a high 
percentage of true values inside the C(R)I95% (> 70%), except for increasing population 
trends, as previously presented. Even though slightly improved for C-MOM models, both 
C-MOM and CMR models presented estimates for 𝜑2 that were relatively precise and 
accurate. More than 84% of stochastic replicates also presented the true values inside the 
CRI95%. Considering 𝑝1, only heterogeneity scenarios presented estimate values < 2 for 
MSE. Both bias and, consequently accuracy, of 𝑝1 for population trends were considered 
as outliers. Moreover, only a few stochastic samples presented the true values 
encompassed in the CRI95%. 
C-MOM models using both dependent and independent datasets presented similar results 
in accuracy of parameter’s estimates. A slight non-significant difference was observed for 
the percentage of true values inside the CRI95%, which was in general higher using 
independent models with 1P formulation. This was especially true for N. Using a model 
explicitly specifying different capture and observation probabilities (2P), in comparison 
to a model that considers only one probability (1P), provided either similar or slightly less 
accurate estimates for all parameters (Figure 4.2 and Figure 4.3). For increasing and 
stable populations, however, while 1P models presented a high percentage of true values 
encompassed in the CRI95% for observation probabilities, models 2P presented 
considerably reduced percentages (Figure 4.4). In average, C-MOM models did not differ 
statistically in terms of frequency of stochastic replicates inside CRI95% considering 
dependency, but did considering model formulation (Table 4.3), which did not occur for 
CMR. ZPNE models also did not present significant differences on frequency of stochastic 
replicates inside CRI95%. In total, C-MOM models presented 10 outlier values, all for 
capture probabilities of models type 2P, while CMR presented five (for capture 
probabilities and recruitment). ZPNEs presented 20 outliers, for both observation 
probabilities and number of individuals and ZPNEc did not present outliers. 
  
72 | M i c h e l e t t i ,  2 0 1 7  
 
4.2. RESEARCH STEP II: C-MOM application to a real case 
study 
Population parameter’s estimates generated by C-MOM (i.e. C-MOMd-1P), ZPNEc and 
ZPNEs models for a real rock cavy dataset are presented in Table 4.4. While the C-MOM 
and ZPNEs estimated a relatively stable population through time, ZPNEc presented a 
considerable increase in population trend from the first to the second field trips. Precision 
(i.e. reduced amplitude of confidence or credibility intervals) of all but one parameter for 
ZPNEs (daily survival probability, 𝜑2) produced by the C-MOM were higher in comparison 
to the other two models. For these parameters, imprecision was reduced by 49% for 𝑝, 
and by approximately 1% for the number of individuals in the first field trip by C-MOM in 
relation to ZPNEc. The last was the most precise of the two ZPNE models for these 
parameters. In comparison to the ZPNEs, C-MOM reduced imprecision of estimates of 
number of individuals for the second field trip by half. Results regarding survival 
probabilities are discussed below. 
Table 4.4. Estimates, standard error, confidence and credibility intervals at 95% of number of individuals for 
each field trip (FT), probability of observation (𝒑𝟐), recruitment (𝑩) and daily survival probability* (𝝋𝟐) 
calculated by two different models and datasets (C-MOM, ZPNEc and ZPNEs) for a rock cavy colony in Fernando 
de Noronha, PE – Brazil. C-MOM is an integrated population model using dependent capture-recapture and 
counting datasets and a model formulation that disregards physical capture probabilities. ZPNE models are the 
Poisson-log normal mark-resight model available in software MARK, with the use of both concomitant (ZPNEc) 
and separate (ZPNEs) datasets. 
   Estimates Std. Error C(R)I95%  
 FT P C-MOM ZPNEc ZPNEs C-MOM ZPNEc ZPNEs C-MOM ZPNEc ZPNEs 
Minimum 
Counted 
All 
𝜑2 0.9984 0.9965 0.9968 <0.001 1202.123 0.000 0.997 – 
0.999 
0.000 – 
1.000 
0.996 – 
0.996 
– 
𝑝2 0.417 0.975 0.858 0.045 0.067 0.087 0.333 – 
0.510 
0.662 – 
0.984 
0.597 – 
0.961 
– 
1 
𝑁 
25 15 19 ≤3.043 3.076 5.822 20 – 32 10 – 22 11 – 34 
16 
2 23 41 22 ≤3.118 7.401 6.268 17 – 29 29 – 58 13 – 38 
*As previously said, it is important to note that 𝜑2 was calculated for both ZPNEc and ZPNEs using the formula √𝜑1
𝑑 , where 
𝜑1  is the survival probability between field trips (estimates provided by MARK for both ZPNEc and ZPNEs, respectively 
0.5499174 and 0.5499167) and d is the number of days between the last day of the first field trip and the first day of the 
second field trip (respectively 170 and 185 days, as ZPNEs needs all marking to be performed before observation). This 
calculation was done to allow for a comparison to C-MOM’s survival estimate provided by WinBUGS already as 𝜑2. 
 
While ZPNE models only present mean estimates for each field trip, the C-MOM suggests 
values for the number of individuals for each individual occasion (i.e. per day of each field 
trip. These values are not shown on Table 4.3 to expedite comparison to ZPNE models’ 
values). Estimates of the number of individuals for C-MOM are, therefore, presented as 
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mean FT values. It is worth it to note that the SD of the mean N estimates for FT1 and FT2 
were 0 and 0.998, respectively, which can be considered as highly consistent. Although 
not shown in Table 4.4, C-MOM model also presented results on the number of recruits 
(𝐵) for the second field trip. C-MOM estimated that four new individuals were recruited. 
ZPNE models do not present recruitment estimates. 
The logit regression of the catchability analysis presented a 𝑝 = 0.056 for weather (sunny 
days), while a 𝑝 = 0.769 for number of traps placed. The anova, on the other hand, 
presented a value of 𝑝 = 0.382 for the weather, while a 𝑝 = 0.768 for number of traps. 
This means that the sunny days improve catchability, even though the ability to predict it 
is not so strong. On the other hand, the number of traps had no influence on the prediction 
of capture, differently from the results of the simulation of management interventions 
(RESEARCH STEP IV). This dissonance is explained in section 5.5.3. The accuracy index 
was 0.459, which means that less than 50% of the time the model predicted accurately 
the presence or absence of rock cavies in the traps. 
4.3. RESEARCH STEP III: The rock cavy population in 
Fernando de Noronha 
The area of the studied rock cavy colony (Boldró) was calculated as 651m2. Therefore, the 
colony maximum density was calculated as 0.038 individuals per square meter (ind./m2) 
by the C-MOM, and 0.034ind./m2 by the ZPNEs. In total, 100 colonies and colony 
complexes (when two or more colonies are close enough so individuals likely frequent 
both colonies) were identified in the island. The total colony areas summed 173,224m2 
(see APPENDIX VI). Number of individuals based on the total colony areas and the 
densities proposed by the C-MOM and the ZPNEs were 6,652 ± 1,587 and 5,854 ± 3,269, 
respectively. The maximum density of 0.09ind./m2 under captive conditions (Lacher, 
1979) suggested a total number of individuals of 15,590 individuals. 
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4.4. RESEARCH STEP IV: The colonization and 
eradication of the rock cavy in Fernando de Noronha 
4.4.1. Sensitivity analysis 
Population dynamics simulations that tested different values for uncertain variables are 
presented in Figure 4.5 for baseline scenarios. These show similar population fluctuations 
for all combinations of percentage of breeding females and number of broods (%RB) and 
percentage of breeding males (%MB). Moreover, all of these scenarios present a final 
population size inside the CRI95% proposed by the C-MOM (RESEARCH STEP III). 
 
 
Figure 4.5. Baseline population dynamics simumlations presenting the mean population size and standard 
error for all combinations of number of broods and percentage of females (%RB) and percentage of males  in 
breeding pool (%MB) for a rock cavy (K. rupestris) population in Fernando de Noronha. The CRI95% proposed 
by the C-MOM for this rock cavy colony is represented as a light blue rectangle. For detailed explanation on 
%RB and %MB see section 3.3.4.3. 
 
Regarding historical scenarios, only yearly mortality rates under 30% for all 
combinations of uncertain %MB and %RB variables resulted in a final population inside 
the CRI95% calculated by the C-MOM (Figure 4.6). This suggests that historical mortality 
rates were most likely <  30%, independently of the uncertain reproductive parameters.  
  
75 | M i c h e l e t t i ,  2 0 1 7  
 
 
 
 
Figure 4.6. Historical population dynamics simulations presenting the mean population size and standard 
error for all combinations of percentage of females reproducing and number of broods (%RB), and percentage 
of males (%MB) in breeding pool, with different mortality rates for a rock cavy (K. rupestris) population in 
Fernando de Noronha. The CRI95% proposed by the C-MOM (RESEARCH STEP II) for this rock cavy population 
is represented as a light blue rectangle. 
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Figure 4.7 presents the relative influence (RI) of unknown reproductive parameters and 
percentage of mortality on historical scenarios, as well as the direction of the influence of 
the relationship between the parameter and the probability of extinction (PE) and size of 
the last population (SLP) (i.e. direct or inverse relationship). For historical scenarios, 
mortality presented more than 95% RI on both rock cavy’s PE and SLP (i.e. which can be 
interpreted as the spread of the species in the island). Mortality also presented a direct 
relationship with PE (i.e. the higher the mortality, the higher the PE). The relationship 
between mortality and SLP was, logically, inversed. The %RB was the second most 
important variable for historical scenarios, but represented only approximately 2% of RI, 
while the %MB represented less than 1% of RI (Figure 4.7). This means that, in 
comparison to mortality, unknown reproductive parameters barely influenced PE or SLP 
in historical scenarios. 
 
Figure 4.7. Percentage of variation explained by each variable (i.e. relative influence), as well as the direction 
of the relationship (positive or negative), of percentage of mortality (%MORT) and unknown reproductive 
parameters on the probability of extinction and establishment (i.e. size of last population) of the rock cavy (K. 
rupestris) population in Fernando de Noronha. Unknown reproductive parameters include a combination of 
percentage of females reproducing and number of broods (%RB) and percentage of males in the breeding pool 
(%MB). 
Different management interventions – which results are detailed in section 4.4.2. – 
produced similar effects on population dynamics independently of the uncertain 
reproductive parameters for populations which did not go extinct (i.e. stochastic 
replicates that guaranteed at least one individual of each sex still alive). However, increase 
in harvest effort influenced significantly the outcomes of some management interventions 
(Figure 4.8 and Figure 4.9). It is also worth it to note that all populations that did not go 
extinct recovered to pre-management levels within 30 years after the end of the 
management interventions (Figure 4.8 and Figure 4.9). At last, Table 4.5 presents the 
comparison of the effects of the parameters assessed in the ST on PE, TE, and SLP for 
baseline, historical and management scenarios.  
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Figure 4.8. Mean population sizes and standard error of management interventions for %RB 2-40 combination 
of percentage of reproducing females and broods per year. The effects of different management interventions 
are presented for 25, 50 and 75% of males in breeding pool (%MB) for 30 to 120 traps per day (harvest effort), 
increased by 30, for a rock cavy (K. rupestris) population in Fernando de Noronha and are presented only for 
populations (i.e. stochastic replicates) that did not go extinct. Management interventions tested were neutering 
of both sexes (NT), castration of males (CS), spaying of females (SP), removal of both males and females (RM), 
removal of only females (RMF), removal of only males (RMM). 
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Figure 4.9. Mean population sizes and standard error of management interventions for %RB 1-80 combination 
of percentage of reproducing females and broods per year. The effects of different management interventions 
are presented for 25, 50 and 75% of males in breeding pool (%MB) for 30 to 120 traps per day (harvest effort), 
increased by 30, for a rock cavy (K. rupestris) population in Fernando de Noronha and are presented only for 
populations (i.e. stochastic replicates) that did not go extinct. Management interventions tested were neutering 
of both sexes (NT), castration of males (CS), spaying of females (SP), removal of both males and females (RM), 
removal of only females (RMF), removal of only males (RMM). 
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Table 4.5. Frequency of stochastic replicates of simulations of population dynamics of the rock cavy (K. 
rupestris) which led to population extinction, the mean time for these extinctions and the frequency of the size 
of the last population that was inside CRI95% proposed by the C-MOM (RESEARCH STEP II). Differences among 
the parameters tested for each specific scenario were assessed with a Kruskal-Wallis test with posthoc pairwise 
Nemenyi test. Significant differences are presented with uppercase letters and colored tiles. 
Groups of 
Scenarios  
Scenario  Parameters  
Probability of 
extinction 
Size of Last Population 
Baseline 
Percentage of 
reproducing females 
and number of broods 
per female per TS 
(%RB) 
%RB 2-40 0a 1.000a 
%RB 1-80 
0a 1.000a 
Percentage of males 
available in the 
breeding pool (%MB) 
%MB 25 0a 1.000a 
%MB 50 0a 1.000a 
%MB 75 0a 1.000a 
Groups of 
Scenarios  
Scenario  Parameters  
Probability of 
extinction 
Size of Last Population 
Historical 
Mortality 
0% 0a 0.8a 
5% 0.007a 0.775a 
10% 0.033a 0.725a,b 
15% 0.102a 0.653b 
20% 0.235b 0.514c 
25% 0.512c 0.173d 
30% 0.878d 0.000e 
35% 1.000e 0.000e 
40% 1.000e 0.000e 
45% 1.000e 0.000e 
Percentage of 
reproducing females 
and number of broods 
per female per TS 
(%RB) 
%RB 2-40 0.49a 0.460a 
%RB 1-80 0.463a 0.460a 
Percentage of males 
available in the 
breeding pool (%MB) 
%MB 25 0.473a 0.459a 
%MB 50 0.477a 0.459a 
%MB 75 0.481a 0.461a 
Groups of 
Scenarios  
Scenario  Parameters  
Probability of 
extinction 
Time to extinction 
Management 
Harvest effort 
(Traps/Day*Year) 
30 0a - 
60 0.001a,b 66 ± 39a 
90 0.036b 69 ± 29a 
120 0.211c 66 ± 30a 
Percentage of 
reproducing females 
and number of broods 
per female per TS 
(%RB) 
%RB 2-40 0.183a 65 ± 31a 
%RB 1-80 0.19a 68 ± 28a 
Percentage of males 
available in the 
breeding pool (%MB) 
%MB 25 0.123a 67 ± 30a 
%MB 50 0.125a 66 ± 29a 
%MB 75 0.125a 66 ± 30a 
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4.4.2. Simulation experiments 
Figure 4.10 shows the relative influence and direction of unknown reproductive 
parameters, harvest effort and management interventions on PE and TE. For management 
scenarios, unsurprisingly, harvest effort was the variable to present the highest direct 
influence on PE. The two most influential variables after harvest effort were RMM and CS, 
both with approximately 20% of inverse influence on PE. This means that, not only these 
management interventions did not present any changes in population reduction (see also 
Figure 4.8 and Figure 4.9), but in fact were considered to negatively influence extinction 
in comparison to the other management interventions. All other management scenarios 
influenced PE approximately 8%, with SP and NT being the most influential of these. Both 
uncertain reproductive parameters (%MB and %RB) influenced PE only marginally (less 
than 2%).  
Regarding TE, both neutering (19%) and removal (17%) presented higher inverse 
influence than harvest effort (3.5%). This means that the use of these two management 
interventions reduced the time to achieve the extirpation of the population in comparison 
to other interventions. On the other hand, SP and RMF positively influenced TE in 
comparison to NT and RM. At last, both CS and RMM did not present an influence on TE as 
these interventions failed to extinguish populations in all stochastic replicates. Influence 
of %RB and %MB on PE summed less than 2.5% (Figure 4.10). 
 
Figure 4.10. Percentage of variation explained by each variable (i.e. relative influence) and direction of 
relationship (positive or negative) of percentage of harvest effort (EFF), unknown reproductive parameters, 
and management interventions on the probability and time to extinction for management intervention on the 
rock cavy (K. rupestris) population in Fernando de Noronha. Management interventions include removal of 
both male and female individuals (RM), removal of only females (RMF), and removal of only males (RMM), 
spaying females (SP), castration of males (CS), and neutering both males and females (NT). Unknown 
reproductive parameters include a combination of percentage of females reproducing and number of broods 
(%RB) and percentage of males in the breeding pool (%MB). Green bars indicate a direct relationship, while 
red bars indicate an inverse relationship. 
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A follow up RI analysis was performed to further understand the effects of the 
management interventions on this population’s response. This analysis was exclusively 
performed on the influence of management interventions and showed that, indeed, NT, 
SP, RM, and RMF promoted similar results regarding the population extinction, varying 
between 3% and 7% in regards to RI. Still, it is interesting to note that removal of both 
sexes presented the lower relative influence, followed by RMF, and only then by NT and 
SP (Figure 4.11). 
 
Figure 4.11. Relative influence (i.e. percentage of variation explained by each variable) when considering only 
the management interventions in relation to the probability of extinction of the rock cavy (K. rupestris) in 
Fernando de Noronha. Management interventions include removal of both male and female individuals (RM), 
removal of only females (RMF), and removal of only males (RMM), spaying females (SP), castration of males 
(CS), and neutering both males and females (NT). Note that the direction of relationship for all management 
interventions is provided in Figure 4.10. 
Table 4.6. presents the mean PE, TE and SLP for each management intervention. The 
effects of management interventions on the insular rock cavy population in relation to PE 
aggregate interventions into two groups, which differed significantly (𝑝 > 0.05). The first 
group, composed of exclusively female, and both male and female-based intervention 
strategies (i.e. NT, SP, RMF and RM), presented similar effects on population sizes, and did 
not differ statistically (𝑝 > 0.05) with regards to the frequency of stochastic replicates 
being extinct (Table 4.6). The second group, composed of male-based strategies (i.e. CS 
and RMM), also did not differ significantly, and presented a relatively strong influence in 
PE, but with an inverse relationship, as previously stated. In relation to TE, interventions 
that are exclusively female-based (i.e. SP and RMF) presented significantly longer TE in 
comparison to management interventions that focus on both sexes (i.e. RM and NT). CS 
and RMM did not present any stochastic replicates that went extinct (Figure 4.10 and 
Table 4.6), thus presenting zero influence on TE. It is important to highlight that, as 
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previously noted (section 4.4.1), and again observed in Table 4.6, none of the management 
scenarios guaranteed the extinction of the population for all stochastic replicates, 
independently of the harvest effort applied. This is concluded as none of the management 
interventions presented probabilities of extinction higher than 11%. This means that at 
least 89% of the stochastic replicates guaranteed the recovery of the rock cavy population 
after the end of the management period (also seen in Figure 4.8 and Figure 4.9). 
Table 4.6. Comparison of the probability of extinction and average time to extinction ± standard deviation (in 
years) among different management interventions in a simulated population of rick cavies (K. rupestris) in 
Fernando de Noronha, Brazil. 
Management Interventions Probability of Extinction Time to Extinction 
Castration 0b - 
Removal of males 0b - 
Neutering  0.103a 57 ± 31a 
Removal of both sexes  0.083a  56 ± 32a 
Removal of females  0.077a  77 ± 22b 
Spaying of females  0.110a  76 ± 25b 
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5. Discussion 
The present study developed an innovative integrated population model that presents 
higher accuracy for (i) colonial species with (ii) low trapping probabilities, but easily 
observed, and which presents (iii) no individual natural marks. It also contributed to 
nature conservation in Brazil by providing unprecedented information on the rock cavy 
population of Fernando de Noronha, primarily focusing on defining its colonization stage 
in the archipelago. At last, using the population viability analysis’ software Vortex in a 
unique way, it provided an overview of the consequences of different management 
interventions for the rock cavy in this archipelago. 
To assess management interventions for a given species (RESEARCH STEP IV), it is first 
necessary to estimate the number of individuals in the study location (RESEARCH STEP 
III). Estimating the total number of individuals in a large area might pose a considerable 
challenge, especially if the target species is cryptic and research funding is scarce. 
Therefore, it is not uncommon to estimate a species’ density in a smaller study area 
(RESEARCH STEP II), and extrapolate these results to a larger area. There are several good 
models to estimate population parameters such as number of individuals, which 
composes the species’ density in a given area. Nonetheless, when data are scarce due to 
low trappability, for example, estimates of population parameters might not be accurate 
enough to ensure a good forecast of management intervention consequences. Therefore, 
combining datasets collected concomitantly and by different methods might increase the 
amount of useful data to improve accuracy of such estimates. The challenge was that there 
were no such models available for that. Hence, the present work focused primarily on 
developing such models. Comparing these model’s performance to established classical 
population dynamic models ensured that parameter estimates were accurate enough for 
the simulated data (RESEARCH STEP I). Therefore, the model was not proven unreliable 
and was used for the real data collected on the rock cavy. 
More specifically, for simulated sparse datasets, the present study demonstrated an 
increase in accuracy of population parameter’s estimates with the use of a hierarchical 
integrated population model (C-MOM), in comparison to a classical Jolly-Seber capture-
recapture model (CMR). This was consistent for different situations, including when 
individuals present heterogeneity in observation or when the population presents 
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different growth trends. Accuracy of estimates produced by the C-MOM model that used 
dependent datasets (C-MOMd) was not significantly different from the same models using 
independent datasets (C-MOMi). These models also did not present significant differences 
when comparing the frequency of credible interval at 95% (CRI95%) encompassing the 
true values. Similar results in terms of MSE, RB and RSE were observed for models that 
explicitly consider the first (i.e. physical) capture probability to be different from the 
subsequent (i.e. observational probabilities) (2P) in comparison to models that do not 
make this distinction (1P). However, these present significant differences in terms of 
frequency of true values inside the calculated CRI95%, with models 2P presenting a lower 
frequency than models 1P. The results also showed that the proposed integrated 
population model is more accurate than a Poisson-log normal mark-resight model 
(ZPNE), especially when the last uses data collected on separate capture and observation 
occasions (ZPNEs). When marking and recapturing are concomitantly performed, 
contrary to an important assumption of the ZPNE model (ZPNEc), accuracy is greatly 
improved for most situations and parameters, and is comparable to C-MOM’s. However, 
this increase in accuracy of the ZPNEc model was mostly lead by overprecision of 
estimates, which in turn, reduced the consistency of true values actually comprehended 
inside the calculated confidence interval at 95% (CI95%). 
Generally, consistency of estimates inside the credible interval at 95% was also either 
similar, or higher for the model developed in the present thesis than for the other models 
in most situations. Almost 80% of C-MOM’s proposed credible intervals at 95% contained 
the true parameter values considering all parameters, scenarios and stochastic replicates 
when using 1P formulation (Table 4.3), while this value was under 50% for CMR and 
under 35% for ZPNE models. ZPNE is currently the only model available in MARK for 
integrated capture recapture and counting data with unknown number of marked 
individuals. Nonetheless, for sparse datasets, especially when the population appears to 
be stable or decreasing, C-MOM use is suggested over the ZPNEs. This is true 
independently of the presence of individual heterogeneity on observation. For large 
datasets, however, this might not be true due to C-MOM’s needed computation time, as 
discussed in detail in section 5.2. 
The application of both C-MOM and ZPNE to a real study case showed that the first 
provided estimates of a mean number of rock cavies in Fernando de Noronha similarly to 
the widely used ZPNE model. The C-MOM, however, presented a narrowed CRI95% (i.e. 
higher precision of estimates) for all population parameter’s estimates. The challenge of 
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estimating population parameters of real datasets is that, contrary to simulated ones, it is 
not possible to assess these estimates’ accuracy, as the true parameter values are 
unknown. Therefore, it is possible that both models’ estimates of the real dataset are 
biased. However, the virtual ecology study provided valuable information on C-MOM’s 
capacity to accurately estimate population parameters for the rock cavy. It is said that “all 
models are wrong, but some are useful” (Box 1980). In this sense, it is believed that even 
if population parameters are slightly biased, the C-MOM provided useful information that 
allowed the assessment of possible management intervention strategies for the rock cavy 
in Fernando de Noronha. Moreover, it provided the most precise estimation possible (i.e. 
a smaller amplitude of CRI95% in comparison to ZPNE’s CI95%), at least until more 
elaborated models can be developed, or more data can be collected. 
Further simulations of this population dynamics indicated that, considering all 
information generated by the capture-recapture study, the rock cavy population is likely 
stable at carrying capacity in the island. It also suggested that rock cavy’s historical 
mortality rates were lower than 30% and that this parameter played the most important 
role on the rock cavy’s establishment in the island. At last, the present work also 
demonstrated that although harvest effort influenced positively and most significantly the 
probability of extinction (PE) of the population, male-based interventions did not increase 
the population’s PE. Moreover, there were no significant differences between both sexes 
and female-based interventions on PE. Neutering and removal were the management 
interventions that more quickly extinguished the rock cavies in Fernando de Noronha. 
Uncertain reproductive parameters (%MB and %RB) presented a minor influence on 
probability and time to extinction, as well as on the size of last population for baseline, 
historical and management scenarios. 
5.1. Bias, precision and accuracy of population dynamic 
models for sparse datasets 
5.1.1. Simulated data 
For the virtual ecology study, the C-MOM was generally more accurate, less biased and 
presented a higher percentage of estimates inside the CRI95%, than the CMR, 
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corroborating previous findings of integrated population models (Schaub et al. 2007, 
Abadi et al. 2010). Similar results were observed when comparing C-MOM to ZPNEs 
(Figure 4.1 to Figure 4.4). This result was similar for C-MOM using either dependent, or 
independent counting and capture-recapture datasets. This has also been observed by 
Abadi et al. (2010). Both CMR and ZPNE use smaller datasets than C-MOM to provide 
parameter’s estimates, which reduces at least precision. While CMR estimates population 
parameters based only on capture-recapture information, ZPNEs dataset is reduced due 
to the necessity of a separate marking occasion performed previously to capture-
recapture (i.e. by observation) data collection. Especially when working with low trapping 
species, more information usually influences positively accuracy of estimates. Moreover, 
even in the cases when ZPNEc models presented more accurate estimates than CMR, 
besides presenting a lower percentage of true values inside the proposed CI95% (Table 
4.3), the first was also not able to estimate recruitment or survival probabilities during 
field trips. Considering the results altogether, C-MOM using 1P formulation should be the 
model of choice for sparse datasets of low trapping but easily observable and not 
individually identifiable species. This is true except when capture probability is of 
interest, in which case, a 2P formulation would, in theory, be needed. Differences between 
1P and 2P model formulations are further discussed below. 
When compared to ZPNEc, C-MOM estimates for N are equally or slightly more accurate 
and less biased, but generally less precise. For 𝑝2, ZPNEc is slightly more accurate and also 
less biased. However, ZPNE parameter’s estimates are overprecised for both 𝑁 and 𝑝2 
(Figure 4.2 and Figure 4.3), which questions the parameter’s real accuracy. In fact, for 
both these parameters, more than 90% of true values were outside ZPNEc’s CI95%. The 
ZPNEc model violates a basic assumption that marking and observation are performed in 
different occasions, and according to McClintock et al. (2009b, 2009a) concurrent 
datasets for this model should not be used. This is likely the reason why the model 
overestimates precision of some parameters. 
On the other hand, the virtual ecology study showed that despite precision incongruence, 
estimates provided by the ZPNEc were mostly unbiased (Figure 4.2 and Figure 4.3). This 
is similar to the consequences described by Anderson et al. (1994) for overdispersed 
capture-recapture datasets. Overdispersion is normally caused by missed important 
covariates or dependency among individuals. However, it is also possible that using 
dependent datasets that contain overlapping information (i.e. counting only unmarked 
individuals as the count dataset for integrated capture-recapture models, such as ZPNE) 
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opposed to dependent datasets that contain supplementary information (i.e. counting all 
individuals as the count dataset for integrated capture-recapture models, such as the C-
MOMd) causes overdispersion. Even though estimates are typically unbiased, their 
precision is falsely overly improved in the presence of overdispersion (Breslow 1990, 
Schmutz et al. 1995). The use of overdispersed datasets result in confidence intervals that 
do not comprehended real values, and prompts the question about prudency on the use 
of those estimates. Nonetheless, the violation of the non-concurrent marking and 
observation (i.e. sighting of individuals) should be further investigated for the ZPNE 
model. This is suggested as the ZPNEc provided relatively accurate estimates of number 
of individuals, survival between field trips and observation probabilities in several 
situations, regardless of individual heterogeneity or population trends. 
The presence of individual heterogeneity in observation is likely to be recurrent in a real 
situation. Individuals might be more or less curious and dominant, and might take more 
or less risks depending on a considerable variety of factors. It is also possible, for example, 
that the constant presence of the researcher in the environment induces different changes 
on each individual’s behavior. This effect can be observed, for example, in studies which 
the capture technique induces a permanent “trap happy” effect on the individual due to 
high attractability of baits. Trap effects have been observed in several species, including 
small mammals (Tuyttens et al. 1999). Although for modeling closed populations it is 
straight forward to correct for these effects, accounting for them in open population 
studies is not easy (Pradel and Sanz-Aguilar 2012). One possible solution is to adapt the 
models for individual heterogeneity in capture and/or recapture. This adaptation 
increases the risk of model overparameterization, as discussed below, but might improve 
accuracy of estimates in this specific case. Another possible solution relates to the data 
collection technique used. A considerable advantage of the model groups tested in the 
present thesis is the use of the robust design for data collection, which naturally allows 
for individual heterogeneity in capture and recapture. The robust design (Pollock 1982, 
Kendall et al. 1995) considers field trips as primary sampling periods, and each day of the 
field trips as secondary sampling period. This scheme was developed to correct estimates 
when individual heterogeneity in capture is present, combining closed and open 
population models to analyze data. Failure to account for individual heterogeneity might 
not only underestimate the number of individuals, for example, but also overestimate this 
parameter’s precision (McClintock et al. 2009b, 2009a). 
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The robust design is also a flexible basis for models that can detect temporary migration 
(Kendall and Nichols 1995, Kendall et al. 1997, McClintock et al. 2009a). With this 
framework for data collection, number of individuals, survival, and recruitment 
parameters for all occasions are identifiable if no temporary migration occurs, contrary 
to a regular (i.e. non-robust) Jolly-Seber model. The robust design might also estimate 
parameters more precisely in several cases (Kendall and Pollock 1992). In the present 
study, the increase of individual heterogeneity in observation of up to 60% did not 
increase bias in any of the models (Figure 4.2 and Figure 4.3). If observation probabilities 
are of ultimate importance for the researcher, the CMR with the 2P formulation should be 
the model of choice in the presence of individual heterogeneity in observation. The main 
reason for that is that even though this CMR model presented slightly less accurate 
estimates for this parameter (Figure 4.3), a higher percentage of true values were 
comprised within its proposed CRI95% in comparison to the other models (Figure 4.4). 
However, it is important to note that both N and B estimates with the use of this model 
were not only less accurate, but also a considerable percentage of their true values was 
not comprehended in the CRI95%. In any other cases which accuracy of N, B, 𝜑2 or 𝜑1 is 
vital, C-MOM models presented the most accurate estimates and higher percentage of true 
values comprehended inside CRI95% (Figure 4.2 to Figure 4.4). 
Considering the C-MOM group of models, the use of both independent and dependent 
datasets was comparable. In general, independent datasets presented slightly higher, 
although not significant, accuracy. These also did not present significantly higher 
percentage of true values inside the calculated CRI95%. Dependency regarding datasets 
is a controversial point. Besbeas et al. (2009) suggested that data dependency decreases 
accuracy of precision when using ring-recovery and census datasets. This had also been 
pointed out by Schaub et al. (2007). On the other hand, Abadi et al. (2010) showed that 
when analyzing datasets using integrated population models, partial data dependency 
(i.e. a batch of individuals from the population that share information in two datasets) did 
not increase bias, nor reduced precision or accuracy of estimates. The present study 
shows that complete dependency of capture-recapture and counting datasets (i.e. when 
100% of the individuals are present in both), presents estimates as accurate as the ones 
produced by independent datasets for all parameters. 
Still regarding dependency of datasets, Abadi et al. (2010) suggests that the strength of 
information regarding each parameter present in each model is the probable reason for 
such dissonant results among studies. Mark-recapture, for example, dominates count 
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dataset in regards to survival and observation probabilities, and therefore, violation of 
independence does not negatively affect parameter’s estimates. Nonetheless, Besbeas et 
al. (2009) did not detail the generation of the counting dataset, just cited it was done by 
simply “adding observation error to the individual’s life story”. More information on 
which type of error (i.e. if random or systematic, if only one or two-sided) is needed to 
further investigate how this dependency was created and how it is different from Abadi 
et al. (2010) and the present study. As Kéry and Schaub (2012) point out, systematic error, 
opposed to random error, cannot be corrected by state-space models and would likely 
reduce parameter accuracy if introduced in the model. Dependency regarding datasets 
should be further investigated, especially for dataset combinations other than capture-
recapture and population counting. Considering the present study, as long as capture-
recapture and count methods are independently applied in the field (i.e. all individuals 
are counted independently of being marked or not), population parameter’s estimates 
should not be biased if the same individuals are used in both datasets. Using the same 
population for generating different datasets also reduces time and effort in the field by 
avoiding movement between different areas. Researchers are also less likely to incur an 
error by assuming that different populations have similar dynamics, when they do not. 
As previously detailed, the virtual ecology study presented in RESEARCH STEP I also 
investigated both a model formulation that explicitly acknowledges that capture-marking 
and recapture are two different processes with two probabilities (model 2P), and one that 
assumes only one probability for all capture and recapture events (model 1P), for both 
CMR and C-MOM. In general, accuracy of parameters estimated by model 1P when 
compared to model 2P for any of the scenarios was either comparable, or only slightly 
superior (i.e. 𝑝2). However, it is important to note that none of the 2P models (i.e. C-MOM 
nor CMR) produced estimates of confidence interval for 𝑝1 which encompassed its true 
values, with few stochastic replicates as exceptions (Figure 4.4). This is likely due to the 
fact that there is not enough information on the capture-recapture datasets to estimate 
both 𝑝1 and 𝑝2 accurately enough. The probabilities of both parameters in this case is 
confused by the models. This hypothesis is supported by the reduced accuracy of 𝑝2 
estimates, due to increased bias, for C-MOM models 2P in comparison to the same models 
using 1P formulation (Figure 4.1).  
Increasing the number of parameters might have important implications, such as 
overparameterization and considerable increase of calculation time. 
Overparameterization or parameter redundancy occurs when the population model tries 
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to estimate more parameters than those identifiable with the collected data (Ntzoufras 
2009, Kéry 2010). This generally results in high variances besides the increased time of 
estimate’s computation. Although underparameterization (i.e. poor fit) is still the most 
critical problem regarding fitting population models, overparameterization should also 
be avoided, especially if generalization of a given model for different populations or 
species is desired (Stevens 2009). In the present study, it is unlikely that models 2P are 
overparameterized, as only one parameter (𝑝1) was added to the model. However, it was 
already possible to observe an increased calculation time for models 2P in comparison to 
models 1P. In order to consider the use of models 2P when capture probabilities are of 
extreme importance, this model formulation should be further investigated, especially 
regarding bias. 
At last, the study known to have analyzed the sparsest dataset using an integrated 
population model was a simulation study with 10 occasions and 200 individuals (Abadi 
et al., 2010). Moreover, Pollock (1982) suggests that the smallest data collection 
composition to ensure reliable results using the robust design would be three primary 
periods, each containing five secondary sampling periods. Nonetheless, the present study 
showed that a three by three sampling design used to study a population of less than 63 
individuals might accurately estimate population parameters. Considering this, the use of 
the developed C-MOM is again encouraged when datasets are sparse. Still, for larger 
datasets, both CMR and ZPNE might be more suitable. These models are known to provide 
accurate and precise estimates and a reasonable calculation efficiency for large datasets. 
5.1.2. Study case 
For real datasets, although it is not possible directly assessing bias when population 
parameters are unknown, extreme precision (i.e. lack of standard error) or imprecision 
(i.e. standard error extremely large) of parameter’s estimates might provide information 
regarding estimates’ reliability. In the virtual ecology study (RESEARCH STEP I), 
confidence interval of estimates did not comprehend the true values for ZPNE models in 
most stochastic replicates for number of individuals and resight probability. This was true 
even though the mean ZPNE model estimates showed extreme precision for several 
parameters. With the real dataset, survival probability was not only imprecise for ZPNEc, 
but also likely biased (i.e. outside the confidence interval) for both ZPNE models. ZPNEc 
presented precision ranging from zero to one, suggesting that survival probability could 
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take any value. That means that no suitable information about survival was actually 
generated by this model. On the other extreme, ZPNEs presented zero standard deviation, 
suggesting utmost precision of this parameter’s estimate, which poses a question 
regarding its reliability (Table 4.4). The C-MOM, however, presented a small but 
reasonable standard deviation for this parameter. While a daily survival probability 
estimation of 0.9984 as suggested by the C-MOM seems reasonable, a 0.9965 or 0.9968 
daily probability of survival proposed by both ZPNEc and ZPNEs models seems low. This 
is due to the fact that at least four marked individuals from the present study (50%) were 
still seen alive more than one year after the study was finished (pers. obs.). A daily survival 
rate as proposed by both ZPNE models means that the probability of an individual 
surviving 380 days is between 26% and 30%, while survival of an individual is 54% 
probable with rates suggested by the C-MOM. Absolute precision or imprecision of 
parameter’s estimates, although not necessarily affect estimates themselves, as 
previously discussed, might indicate that important model assumptions were violated. 
Relying on an estimate that presents complete imprecision poses a similar risk. This is 
especially true knowing that the dataset for ZPNEc violated the assumption that marking 
and observing are not performed simultaneously (McClintock et al. 2009b), as previously 
discussed in section 5.1.1. 
The C-MOM applied to a real dataset also presented the most precise estimates of number 
of individuals of all three models. The estimates suggested by ZPNEc for the second 
occasion (𝑛 = 41) would indicate an animal density of 0.063 in the colony, being only 30% 
smaller than the density observed under captivity conditions. When food and shelter are 
provided ad libitum animals tend to become more tolerant towards other individuals, 
enduring higher densities than normally expected. This has been extensively shown in 
rodent domestication processes (Boreman and Price 1972, Boice 1972). Therefore, 
density in wild environments is expected to be considerably lower than in captivity. 
Besides, as previously stated the ZPNE is not supposed to be used for capture-marking 
and recapturing individuals by observation simultaneously (ZPNEc). The model uses 
observation of non-marked individuals to calculate the number of individuals, and 
assumes that the proportion between marked and unmarked individuals remains 
constant throughout primary periods. Considering this, it is expected the model ZPNEc to 
perform poorly or even preposterously regarding parameter’s estimates and/or 
estimates’ confidence intervals. The C-MOM, on the other hand, proposes an approach 
where both datasets (capture recapture and counting) are independently generated and 
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analyzed, even though gathered at the same time. This is the likely reason for an improved 
accuracy in predictions without over- or underestimation of precision, as previously 
discussed. 
Even though it was more imprecise, the ZPNE model might still be used with the current 
dataset, if only observations for recapture performed after all individuals have been 
marked are considered (ZPNEs). This combination of the model and dataset performed 
better than the ZPNEc for the real dataset, although it had performed considerably worse 
for the virtual ecology study (section 5.1.1). This might be due to the reduced dataset used 
in RESEARCH STEP I (total of nine occasions) in comparison to the field study (total of 20 
occasions). Nonetheless, reducing the dataset, which is needed to avoid violating ZPNE 
assumptions, decreased precision of estimates in general. When overdispersion is 
present, ZPNEs model might also overestimate precision of survival probabilities to a 
point where no deviation is detected (Table 4.4). This parameter becomes, then, 
unreliable. 
Low data confidence might seriously jeopardize in situ conservation actions, as presented 
by Seymour et al. (2005). In this study, capture-mark-recapture of a shrew (S. murinus) 
population in an island provided information on survival and recapture probability for 
models simulating population management interventions. These models were used as the 
fundamental information to eradicate this invasive alien species. However, the models did 
not assess heterogeneity in capture, nor recruitment at each occasion. As consequence, 
few trap shy individuals were left in the island and, by the end of one year, the shrew 
population was back to its original size. 
From all discussed, it is clear that the risk of using models that present extreme precision 
or imprecision of parameters might be too high to be worth it. Even though several 
studies, including the present, did not find evidence of consistency in trends, estimates of 
some parameters in several situations using the ZPNE model for sparse datasets were 
severely biased. A safer option in a similar case would be to use a model that presents 
reasonable estimates and small but existent imprecision, such as the C-MOM. 
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5.2. Advantages and disadvantages of the C-MOM 
approach 
The main advantages of the C-MOM are in relation to (i) integration of datasets and (ii) 
concurrent marking and resighting of individuals. This model not only allows for a robust 
design for data collection and analysis, but for both marking and observing processes to 
happen concomitantly (i.e. on the same day, with observation process done in the 
morning, marking in the afternoon). When integrating different datasets, the same 
information is shared by different models. This allows each part of the model to borrow 
fragments from the others, resulting in higher precision of parameter’s estimates (Schaub 
et al. 2007). Analysis of sparse datasets is, in several cases, difficult due to the lack of 
confidence represented by low precision of parameter’s estimates. One example of this is 
the study of Kraus et al. (2004), which discarded all information they gathered on one of 
the studied species (C. aperea) due to data sparsity. If the use of integrated population 
models is anticipated, time in the field can be wisely used for collecting more than one 
type of data, improving parameters’ estimation without increasing field time. Reduced 
time in the field for data collection might decrease considerably the costs of conservation 
projects, especially for projects developed in remote locations such as islands. Financial 
and time efficiency are of ultimate importance in research, as these are considerable 
hindrances for the application of conservation strategies. 
Marking and observing individuals at the same time is another way of expediting data 
collection regarding capture. Mark-recapture and mark-resight models are widely used, 
studied and are included in user-friendly software, such as MARK (White and Burnham 
1999, White and Shenke 2001). In the presented study case of the rock cavy, mark-
recapture (i.e. only physically) was assumed not feasible due to a low capture rate, as well 
as the small population size in the study colony. If designed to use regular capture-
recapture models, the length of the present study in the field would need to be 
considerably increased to ensure an adequate dataset size. Some authors correctly 
suggest that costs associated with this method can be minimized if a number of 
individuals are marked previously to the beginning of the study and a mark-resight model 
is used (McClintock and White 2012). However, in cases where costs directly associated 
to capture are inferior to the ones of a prolonged field trip (i.e. studies in remote areas) 
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this might not be feasible. A possible solution in this case would be to use a combination 
of both methods, with individuals physically captured and marked throughout secondary 
occasions, and also observed and counted on a daily basis, as presented by the C-MOM. 
This approach might reduce up to half the total time necessary for producing reliable 
population parameter’s estimates. 
Using available software to analyze models derived from concomitantly collected datasets 
is, however, not currently possible. In fact, there are no known published models for this 
type of data analysis. For all known mark-resight models individuals need to be marked 
immediately prior to a primary occasion, and should not be marked during secondary 
occasions (McClintock and White 2009, 2012, McClintock et al. 2009b), as previously 
discussed for the ZPNEc. Mark-resight models use a combination of the proportion of 
observed unmarked and marked individuals, or individual capture histories, and assume 
this remains unchanged throughout the secondary occasion (i.e. closed occasions). The C-
MOM, on the other hand, considers capture-recapture and counting as completely 
independent processes of the same individuals. This model uses complete counts, not only 
counts from unmarked individuals, which allows the marking of new individuals during 
secondary occasions (i.e. on a daily field trip basis). Concurrently marking and observing 
of individuals is especially more auspicious if the targeted species presents a low trapping 
rate, but a colonial or horde population structure, or if the species is considerably easier 
to be observed than captured, which is the case of the rock cavy. 
Despite presenting interesting results in terms of parameter estimation for both 
simulation and real datasets, the presented concurrent model is only more precise, less 
biased, and/or efficient in specific situations. The main reason to use C-MOM is due to 
field limitations. Low trappable species as well as limited time and financial resources for 
fieldwork might endanger conservation projects, as regular models might not be able to 
estimate with good precision population parameters with considerably small datasets 
(i.e. only two field trips). In this circumstance, concomitant marking and observing 
models of low trappable but easily observable species might overcome this issue due to a 
higher efficiency of field time use. Moreover, the C-MOM model was only tested for a 
species with no singular characteristics that would allow individual identification. In the 
case of individuality, mark-recapture models have been proven to be highly efficient for 
parameter’s estimates (Nichols 1992, White and Shenke 2001). It is yet unknown if in this 
case the C-MOM would perform better than established mark-recapture models such as 
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the Cormack‐Jolly‐Seber (Cormack 1964, Jolly 1965, Seber 1965) or the Poisson log-
normal mixed effects mark–resight model (McClintock et al. 2009a), for example. 
Regarding the C-MOM, although births are only allowed between primary occasions, these 
are estimable. Moreover, the C-MOM relaxes the assumption of demographics closure, 
detecting deaths of individuals within secondary occasions. These features are especially 
significant in cases when the population is small, daily survival rates are low, 
reproduction is seasonal, population trends due to mortality within secondary occasions 
are a central issue, or any of the previous combined. Identifying negative trends in these 
populations during a secondary sampling period, opposed to in between periods, might 
allow a quicker response by the competent authority for populations in danger of 
extinction. Furthermore, the model could easily be modified to allow for births or 
immigration within primary periods in addition to or instead of deaths, if proper 
information is inputted. This would admit an immediate response to IAS colonization or 
spread, and is of great importance in cases which the species presents an accelerated 
reproduction or turnover rate. 
One disadvantage of the C-MOM is that the targeted species needs to be colonial, 
gregarious or a live in packs. This is necessary as the model assumes that the minimum 
number of individuals observed concomitantly is a proportion of the total number of 
individuals multiplied by the probability of observing individuals. Therefore, the C-MOM 
does not allow for double counting of individuals and needs a considerable amount of 
individuals to be counted in order to improve estimates of 𝑝2, and consequently, 𝑁. In 
cases when temporary emigration occurs and especially if it is of interest, the C-MOM is 
not the most suitable model to be used. C-MOM is likely to underestimate survival rates 
as migration will be confounded with death in short term studies. It is, however, possible 
to adapt the present model to temporary emigration, although more data should be 
collected in the field. One possibility would be to append to the present model information 
on radio-collared individuals. 
Another disadvantage of the C-MOM in relation to the ZPNE is the time needed for 
calculation of parameter’s estimates. The C-MOM uses MCMC sampling for estimating 
parameters, which might dispose of considerable time and processing resources for larger 
datasets. While the present analysis took a few seconds to be done in MARK (ZPNE), it 
took approximately 140 hours to run in OpenBUGS (C-MOM). Adding more individuals 
and/or more field data would exponentially increase the time for parameter estimation 
and might not even be feasible in some computer systems. 
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At last, the C-MOM should only be used if marks are kept and individually identifiable 
throughout the study period, as also suggested for the ZPNE (McClintock et al. 2009a). 
Lost marks might underestimate survival probability as well as overestimate recruitment, 
as marked individuals are confounded with not marked ones. The model could, however, 
be tested regarding relaxing individual mark identifiability. As the robust design allows 
for individual heterogeneity in recapture, the model might also be flexible to 
misidentification to some extent, as shown for the Poisson log-normal mixed effects 
mark–resight model (PNE), a more general case of the ZPNE (McClintock et al. 2009a). 
Integrated population models as the C-MOM have the power to unify counts and one or 
several types of demographic data for estimating population parameters with improved 
precision in relation to using only one type of model (Abadi et al. 2010, Schaub and Abadi 
2011, Kéry and Schaub 2012). Using Bayesian inference, data generated by simpler 
methods as counting and surveys might be merged with capture-recapture, telemetry, 
ring recovery, harvest data and even literature information by simply multiplying each 
model’s likelihood. By simplifying the mathematical knowledge needed to model 
population dynamics and allowing for a greater flexibility, integrated population models 
using Bayesian inference are more accessible to ecologists and animal scientists. As a 
result, its use increased considerably in recent years. Until 2011, only 13 studies used 
IPM’s for understanding population dynamics of wildlife species (Schaub and Abadi 
2011). This number almost quadruplicated in the last five years, when at least 51 studies 
focusing on using IPM’s to improve knowledge about vital wildlife population parameters 
and its drivers were published4. 
5.3. Development and applications of the integrated 
models and the C-MOM 
Future uses of integrated population models target on multispecies models (Evans et al. 
2016) and on adapting animal models for the use with plant species (Paniw et al. 2016). 
Even if analyzed using frequentist methods, integrated population models (IPM) have 
been shown to increase precision in population parameter’s estimates and are a 
                                                        
4 This value was calculated by the computing all studies that described in the abstract to have used 
“integrated population model” for improving knowledge about vital wildlife population parameters. These 
studies were identified using the https://scholar.google.de/ website. 
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promising tool to improve wildlife management in situ. The IPM presented in the current 
work (C-MOM) is simple and in a way specific for the species proposed. Yet, it is flexible 
to be adapted for other species and situations, especially for small, difficult to capture, but 
easily observed ones, as previously discussed. The present model could be improved, for 
example, by considering the population growth process as probabilistic and not 
deterministic. Nonetheless, any advances in the field of modeling of population dynamics 
might improve considerably real management interventions, and the present model has 
a good applicability potential to real data, as presented. The understanding of wildlife 
populations’ structure and dynamics, and generation of reliable population parameter’s 
estimates is vital for any successful implementation of conservation policies. Only with 
the assistance of population modeling is it possible to understand population structure 
and dynamics, and foresee which management activities might de facto benefit 
endangered species and habitats using a reasonable amount of time and financial 
resources (Morrison 2009).  
5.4. The reversed use of the PVA software Vortex to 
simulate AS and IAS populations’ extinction 
The population viability analysis (PVA) is a tool that mainly focuses on understanding 
population dynamics and its drivers through time, with the use of mathematical models 
(Beissinger and Westphal 1998, Beissinger and McCullough 2002). Even though it is 
argued that PVA has rarely been applied to support decision-making (Chee 2004), its 
predictive power has been largely tested. McCarthy et al. (2003), for example, observed 
that using only ten years of data produced relatively accurate predictions on defining 
priority species for management, as well as comparing different management options. 
Brook et al. (2000) demonstrated that this tool is relatively accurate for predicting 
declining populations when extensive and reliable data with constant or accurately 
predicted future vital rates is available. PVA has been shown in the past to play a major 
role in conservation policy for endangered species (Lindenmayer et al. 1993). Lately, it 
has been shown to be invaluable in enabling re-introduction and translocation of 
endangered wildlife (Gusset et al. 2009). Even though the main goal is conservation, the 
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present work provided an innovative approach to the use of PVA, which is described 
below. 
Even though PVA have been proven a useful tool in conservation biology, it has been 
extensively debated that its predictive reliability depends highly on data quality 
(Lindenmayer et al. 1993, Brook et al. 2000, Coulson et al. 2016). Lately, factors such as 
genetics, diseases and global changes such as climate change (Lacy et al. 2013), as well as 
species interaction with the habitat and other species, its movement over the landscape, 
habitat fragmentation and social systems’ complexity (Lindenmayer et al. 2000, Miller et 
al. 2016) have been shown to possibly reduce PVA model’s prediction accuracy. Another 
important criticism of simulation models that describe individual organisms (IBM) or 
agents (ABM) that are autonomous, the most used technique to employ PVA, is the lack of 
a standard protocol detailing how the simulation model works to ensure repeatability and 
reproducibility. Insufficient model description may seriously undermine PVA models’ 
value, and jeopardize the use of its outcomes for conservation decision-making (Morrison 
et al. 2016). This criticism has been well addressed in the last decade with the use of the 
ODD protocol. Developed 2006, the ODD protocol (Grimm et al. 2006) suggests several 
elements that should be addressed when describing an ABM or IBM. Even though it has 
not completely been used without misplacement or lack of important information from 
2006 until 2009 (Grimm et al. 2010), it has been updated in 2010 (Grimm et al. 2010) and 
provides a good direction to a uniformization of such models’ communication. More 
recently, the ODD protocol proposed by Grimm et al. (2010) has been combined with 
other protocols and guidelines to also ensure a better design and application of PVA’s 
(Pe’er et al. 2013). Considering this, the present study described the used PVA for the rock 
cavy using the guidelines of the ODD protocol. The description was straightforward and 
even though at some points it is slightly repetitive, the protocol is believed to properly 
cover the needed information to guarantee analysis reproducibility. 
Despite the punctual criticism, PVA is believed to be an excelent tool for conservation if 
models are rigorously explored and used with caution (Reed et al. 2002, Cross and 
Beissinger 2008). This is especially true with the novel developments in PVA models: the 
use of a metamodeling approach (Lacy et al. 2013). One example of this recent 
development in PVAs is the combined use of Vortex. Vortex is a user-friendly PVA 
simulation software, developed almost three decades ago by the IUCN/SSC Conservation 
Breeding Specialist Group (Lacy 1993). This population dynamics software is one of the 
most commonly used PVA tools (McGowan et al. 2011) and has been largely explored for 
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improving both ecological knowledge and applied management of several threatened 
species. Examples of Vortex use for PVA of flag species can be found in almost all 
continents, for species such as pandas in Asia (Yang et al. 2007), koalas in Australia 
(Lunney et al. 2007), tapirs in South America (Medici and Desbiez 2012), elephants in 
Africa (Selier et al. 2014), lynxes in Europe (Licht et al. 2017), and the Mexican wolf in 
North America (Carroll et al. 2014). 
As aforementioned, an important advantage of the use of Vortex is the model integration 
ability of this software. Vortex, which is a population dynamics simulation model can, for 
example, be used in an integrative way with models that simulate infectious disease 
epidemiology (i.e. Outbreak) (Lacy et al. 2012), and spatial models which simulates 
movement of individuals on defined landscapes (i.e. Spatial) (Pollak 2013) though a 
metamodeling approach (Lacy et al. 2013). The first explicit simultaneous metamodel 
published focused on the analysis of the population dynamics of an endangered and an 
IAS species, and provided important recommendations for improving the conservation of 
the Yellow-shouldered Blackbird (Agelaius xanthomus) in Puerto Rico (Miller et al. 2016). 
In this context, even though the present thesis did not explore a metamodel approach, 
considerable information has been collected on epidemiology and spatial distribution of 
the rock cavy. This information will allow for a further integrative investigation of the 
rock cavy’s role on the island’s epidemiology dynamics. 
There are three common reasons why a PVA is used. The first one is to predict population 
vulnerability parameters (i.e. minimum population size, probability and time to 
extinction, mortality rates) (see Quaresma et al. 2015, Volampeno et al. 2015 and Kim et 
al. 2016 for examples). The second reason to use a PVA is to identify which uncertain 
parameters influence most the prediction outcomes in order to tackle information 
deficiency with new researches (Lindenmayer et al. 1993, Cross and Beissinger 2008). 
The last reason to use PVA is to assess how different management interventions might 
redirect current population trends, also seen in Quaresma et al. (2015) and Kim et al. 
(2016). All three reasons are, to some level, interconnected (Lindenmayer et al. 2000) and 
have been explored in the current thesis.  
At last, it is easily perceivable that the focus of PVA has been almost exclusively on 
threatened populations or species. Some recent examples include studies for the recovery 
of the endangered Mexican Wolf (Carroll et al. 2014), of an endangered donkey breed 
(Quaresma et al. 2015), of the Korean long-tailed goral (Kim et al. 2016), of the 
Przewalski’s Gazelle (Li and Jiang 2002), and of wild dogs in South Africa (Gusset et al. 
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2009). The present thesis, however, proposes an inversed use of PVA, which does not 
focus on the extinction avoidance of endangered species, but on promoting the extirpation 
of IAS that threaten nature conservation. This innovative use of the PVA has been 
observed in only one publication so far (Wells et al. 2016). Still, assessing vulnerability 
parameters, identifying important uncertain parameters, and foreseeing how different 
management interventions can more effectively drive IAS populations to extinction might 
considerably expand the application of PVA, and aid conservation of both endangered 
species and natural environments. 
5.5. Status of the rock cavy population in the island of 
Fernando de Noronha 
Despite the availability of few captive studies, only one study has been developed in situ 
with the rock cavy (K. rupestris) in the continent (Lacher 1981). Therefore, there is a 
considerable gap of knowledge regarding this alien species in Fernando de Noronha. 
Captive studies, although rarely comparable to in situ ones, might still improve reliability 
of estimates by setting maximum or minimum thresholds to these. Considering the rock 
cavy, captive populations to which nests, water and food were provided ad libitum, did 
not endure more than 0.09 individuals per m2 (Lacher 1979). This means that if any of the 
models’ projections suggested such a high density, it would likely be incorrect. Number of 
individuals suggested by the ZPNEs and C-MOM were smaller than the estimated 
maximum density observed by the captive study, corresponding to 37% and 43% of this 
value. 
Extrapolation of estimates and predictions is a considerable challenge to scientists, but it 
has become a sine qua non in ecological studies in the last decades (Miller et al. 2004). 
There are several limitations of extrapolating data from a small colony of a spatially 
structured population to the whole population. Both advantages and restrictions to this 
approach were well described by Miller et al. (2004). Researchers are frequently expected 
to produce broad scale trustworthy predictions with minimal financial and time resources 
for data collection. A common strategy to comply with these expectations is to resort to 
models developed in small scale, and scale up the results. As a general rule, however, the 
more severe the extrapolation, the lower the reliability of the prediction. Nonetheless, 
101 | M i c h e l e t t i ,  2 0 1 7  
 
presenting a broader estimation of number of individuals, even if slightly biased, might 
provide local managers and decision makers with a comprehensive context of the target 
species’ situation. In the present case, direct scaling up is believed to be sufficient due to 
the small sized island and the urgent necessity of the values of total number of individuals. 
These values may be used to propose management interventions for the rock cavy with a 
reasonable certainty. 
Scaling up results of the number of individuals from one colony to the entire island 
presented a significant increase in precision when using the C-MOM estimates in relation 
to the ZPNE’s, reducing from 56% to 24% the width of the confidence interval over the 
averaged estimate of number of individuals. Higher precision in estimation of number of 
individuals directly translates into spared financial and time resources for in situ 
conservation, since management can be more properly planned, and results will more 
easily meet its predictions. 
Giving the results presented, the insular rock cavy population can be considered invasive 
from a strict ecological sense, as it overcame all geographic barriers to establish and 
spread in the island. Considering this, some author would automatically suggest that it 
should be eradicated or its presence mitigated (Richardson et al. 2000, Blackburn et al. 
2011). From a management point of view, however, it is not possible to define if this 
rodent in Fernando de Noronha is an invasive alien or just alien, as its impacts in the island 
have not been formally assessed. 
5.5.1. The colonization of the rock cavy in Fernando de Noronha 
Both historical and baseline scenarios of the simulations of population dynamics of the 
rock cavy in the main island of the archipelago suggest that any of the tested combinations 
of the percentages of breeding females and broods, and percentage of breeding males, are 
plausible for the species in this location. All these combinations generated baseline and 
historical simulated scenarios in which the number of individuals in the last year settled 
inside the CRI95% proposed by the C-MOM. This suggests the establishment of this 
species approximately at carrying capacity between 10 and 40 years after introduction, if 
mortality rates were inferior to 30%. According to Alves and Leite (1992), within 23 years 
the population of rock cavies was already perceived as spread in the island. However, the 
researchers only presented descriptive data in regards to the species’ abundance in 
different colonies in the island. This impedes a direct comparison to the present work, 
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although might suggest that historical mortality rates were, in fact, lower than 25% 
(Figure 4.6). Mortality rates calculated for the rock cavy in the present study indicated 
that the current yearly mortality rate varies around 45%. This corroborates the 
simulation findings. In Fernando de Noronha, the number of households grew 355% from 
the 70’s until 2015, being almost a third of this in the last 15 years (IBGE 2016). The 
number of rock cavy predators in the island, mostly cats, has likely likewise grown. It can 
also be expected that over the years these have specialized in hunting the preys available 
in the island (Dickman and Newsome 2015), such as the rock cavy. Therefore, mortality 
is assumed to have been lower than calculated by the C-MOM from the arrival of the 
species in the island, in 1969 (Oren 1984), the end of the 20th century. Moreover, for all 
plausible mortality rates suggested by the historical simulations, the rock cavy population 
appears to be controlled by the carrying capacity, as it presents an accentuated sigmoidal 
growth curve that remains flat inside the CRI95% after 10 to 40 years (Figure 4.6). 
Limitations of population growth by the carrying capacity are endorsed by the bottom-up 
control theory, which defines that island environments in general lack higher order 
predators, but present a high variability in resource availability (i.e. food, shelter and/or 
water) (Russell and Ruffino 2012). 
Another factor that supports the assumption that the rock cavy is regulated by carrying 
capacity relates to the sex rate found for rock cavies in Fernando de Noronha. While in the 
continent rock cavies’ sex rate of males to females was reported as 1:5, the present study 
found it to be closer to 1:2, as previously cited. Reduced sex rate might be explained by 
reduced migration in rock cavies, since the last is male-based. True migration of this 
species from the island is not possible due to the indisputable geographic barrier. 
However, as this Caviidae species is organized in hierarchical colonies, a “local migration” 
from one rocky formation to another in the island exist. Although it is believed that 
currently this short distance migration is likely to be a synonym of mortality, with the 
historically reduced number of predators, it guaranteed the rock cavy colonization of the 
entire island, as observed for historical scenarios (Figure 4.6). With population growth, 
space for new individuals at already stable rocky outcrops became scarcer. Scarcity of 
places to immigrate resulted in a reduction of local migration rates and increased the sex 
ratio in the insular colonies. At last, availability of resources in Fernando de Noronha is 
higher than in the continent due to a marked and longer wet season. Higher availability of 
resources is also likely to reduce territorial disputes and allow for an increased density of 
individuals, promoting a quicker achievement of the carrying capacity for the species. As 
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a means of comparison, it has been reported that the K. acrobata presents an average 
density of 2.8 ind./ha (or 0.00028 ind./m2) in the continent (Portella 2015). The density 
calculated for the K. rupestris in Fernando de Noronha (0.038 ind./m2) suggests that the 
last presents approximately 136 times higher density than the first. 
Mortality was the most influential factor on the rock cavy’s establishment in Fernando de 
Noronha (Figure 4.7). For most species, this parameter differs among different age 
classes, and even between sexes. These differences might considerably influence 
population trends. In the present study, female juvenile mortality is suggested to be the 
same as female and male adult mortality. This was defined so due to the development of 
juveniles in this species. Rock cavies are considerably precocial at birth, which means 
these are born in an advanced development state. Newborn rock cavies are able to feed at 
least as early as two days after birth, as well as jump vertically 1.2m, and land on all fours 
from 1.5m height as early as at four days of age (Tasse 1986). Precocial species are shown 
to produce smaller neonatal litter sizes. The young can also be expected in more open, 
unprotected habitat and not to depend too much on parental care, contrary to altricial 
species (Derrickson 1992). Moreover, the only predators of the rock cavy in the island of 
Fernando de Noronha are large bodied mammals such as cats, and eventually extent dogs 
and humans. Considering precocial development and reduced number of predators, it was 
assumed that the relation of survival of juvenile females and adults of both sexes for this 
insular population is high enough to be considered one. Regarding mortality related to 
sex, different studies found that sex ratio at birth by was approximately 50% (Lacher 
1979, Tasse 1986, Mares and Lacher 1987). Dispersion of young males (up to the first 
year) to underpopulated areas is the most likely explanation to account for the differences 
between sex ratio at birth and in adulthood in the continent (Lacher 1981). In the island, 
however, a more probable explanation for this difference is mortality during ‘dispersion’ 
attempts and/or territorial disputes. Higher mortality rates used for first year male 
cohorts, in comparison to females and adult males, resulted in coherent population 
dynamics curves, suggesting that the rock cavy population is at carrying capacity in the 
island (Figure 4.6). 
At last, both the combination of percentage of reproducing females and number of broods 
(%RB), and the percentage of reproducing males (%MB) barely contributed to the rock 
cavy establishment in the island (Figure 4.6). Of these two factors, female reproductive 
characteristics contributed slightly more. The considerable small influence of these 
parameters (<0.5%) on both TE and SLP, however, suggest that this influence in the 
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analysis might have been more related to stochasticity than to an actual effect on the 
population establishment and spread in the island. Even though any combination of 
uncertain reproduction parameters is possible to have occurred, from an ecological point 
of view, it seems more likely that more rock cavy females reproduce less frequently in the 
island. This trait might be explained by two different factors. The first is the high 
consanguinity among this insular population. Aggression among unrelated females in the 
continent has been reported to be frequent, especially during pregnancy (Lacher 1981). 
However, Lacher (1981) mentions this behavior is not as intensively observed among 
related females, especially between mother and daughters. In fact, Tasse (1986) suggests 
that even though rock cavy newborns have seen to be able to feed already two days after 
birth, weaning only occurred more than a month later. As widely known for other species 
(Carter et al. 1992), lactation in rock cavies might promote bonding between mother and 
cub, and contribute to general colony cohesion (Tasse 1986). A more related and cohesive 
colony, as well as a higher female tolerance might allow a larger proportion of subordinate 
females to reproduce, in comparison to continental populations. 
The second factor that might explain this trait is the island syndrome. Continental rodent 
populations differ from insular ones by presenting higher reproduction and shorter 
longevity, a characteristic known as the island syndrome (Gliwicz 1980, Adler and Levins 
1994). Lower reproduction can be expressed through different mechanisms, including 
lower number of litters per year. It has been reported that C. intermedia, another insular 
Caviidae population (Moleques do Sul Islands, Florianópolis – Brazil), present signs of 
island syndrome (Salvador and Fernandez 2008). These two factors support the theory 
that the rock cavy has lower number of litters in Fernando de Noronha than in continental 
populations. 
5.5.2. Management of the rock cavy in Fernando de Noronha 
5.5.2.1. Catchability analysis 
Regarding the probability of capture, 0.45 accuracy on the predictability test (section 4.2) 
cannot be considered a good result for a predictive model. This means that the model fails 
more than it succeeds in forecasting the capture of rock cavies based on the number of 
traps placed and the daily weather. Even though this index is to some extent dependent 
on the manual split between ‘fit’ and ‘eval’ datasets, it is an indication of the model 
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predictive capacity. If the model had showed a good predictive capacity, a cross validation 
test should be applied in order to properly realize the model’s predictive accuracy. In any 
case, the model is useful to point out that on sunny days, which happen much more 
frequently between September and March, the chances of capturing rock cavies are higher 
than during the rainy season. Understanding how capture probabilities of rock cavies vary 
according to the daily weather might be resourceful to improve monetary efficiency of 
management interventions. As an example, if the costs of setting and revising traps is 
based on monthly wage instead of pro labore (i.e. payment per day of executed service), 
setting the traps even if it is raining is worth it, provided the staff responsible does not 
have other activities to perform. However, if staff is paid per day of executed services, it 
might not be monetarily efficient to set traps during the rainy season. The lack of influence 
of the number of traps in the catchability presented in the results is further discussed in 
section 5.5.3. 
5.5.2.2. Analysis of management interventions 
Even though the rock cavy population cannot be considered invasive without a proper 
assessment of its caused impacts, simulations of management interventions might 
provide managers with enough information to assess the feasibility of control or 
eradication programs even before impacts are studied. The current research presented a 
set of six possible management interventions, and showed that the behavior of the 
population dynamics was similar among the same actions when reproduction parameters 
(i.e. %RB and %MB) varied (Figure 4.8, Figure 4.9 and Table 4.5). Harvest effort, on the 
other hand, presented a distinct positive influence on the probability of extinction of this 
species (Figure 4.10 and Table 4.5). In average, management interventions focusing 
exclusively on males, as castration (CS) and male removal (RMM) did not result in 
reduction of the overall population and did not succeed in extirpating the rock cavy 
population from the island in any of the stochastic replicates (Table 4.6). This means that 
the high relative influence (RI) values of these interventions (Figure 4.10) relate to the 
population persistence rather than the population extinction (i.e. inverse relationship 
with PE). On the other hand, management interventions focusing on females such as 
female removal (RMF) and spaying (SP), and on both males and females such as removal 
of both sexes (RM) and neutering (NT) promptly reduced the population to considerably 
low levels, especially with increasing harvest effort (Figure 4.8 and Figure 4.9). 
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Nevertheless, none of these actions guaranteed the extinction of the rock cavy population 
within 10 years (Table 4.6). The low representativeness of these last four interventions 
on the relative influence analysis of PE is shown by Figure 4.10 and Figure 4.11, while the 
non-significant differences on the frequency of population extirpation among these 
interventions’ can be seen in Table 4.6. On the other hand, NT and RM presented a 
significantly shorter TE than RMF and SP. Averaging all stochastic replicates, the rodent 
population left alive after the end of the management program demonstrated an outset of 
recovery, independently of the scenario (Figure 4.8, Figure 4.9 and Table 4.6). This could 
have been anticipated considering the rock cavy colonization in the island. According to 
Alves and Leite (1992), only two couples of individuals were introduced in Fernando de 
Noronha, in 1969. This means that even if the population is severely reduced to only few 
individuals – such as the 82 individuals achieved by the SP management, the lowest 
population observed among all management interventions and stochastic replicates – the 
species can still reestablish its population size to pre-management levels within one to 
four decades (Figure 4.6). Therefore, to ensure the extinction of the rock cavy in the island, 
management interventions should aim at reducing the insular population to virtually zero 
individuals. For that, and considering exclusively the present study’s findings,  it would be 
crucial that either the management span of SP, NT, RMF or RM, overcomes 10 years, or 
that the harvest effort applied surpasses 120 traps per day, per year. The current study 
did not further investigate the time span needed for any of the management interventions 
to drive the rock cavy population to extinction, as rarely management programs last 
longer than a decade (Wells et al. 2016). 
Several studies point out how different control mechanisms influence population trends 
in different invasive mammal species in islands. These studies focused on the 
management of goats (Gonçalves da Silva et al. 2010) and pigs (Anderson and Stone 1993, 
Cruz et al. 2005), but mainly cats (Levy et al. 2003, Winter 2004, Andersen et al. 2004, 
Foley et al. 2005, Hill 2006, Nutter 2006, Schmidt et al. 2009, Loyd and DeVore 2010, Lohr 
et al. 2013). An extensive review on the matter was done by Courchamp et al. (2003). 
There is a clear lack of consensus regarding the most effective methods for control of IAS 
in islands, and these vary depending on the circumstances (Courchamp et al. 2003). 
However, no rodents have been object to studies comparing different management 
interventions, as poison is consistently the technique of choice for rats. 
In order to discuss how these studies’ findings relate to the present work, it is important 
to, firstly, differentiate between both the probability and time to extinction. While the 
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latter is important to be considered when management options are being studied, 
especially in regards to costs and benefits of these interventions, the former is the first of 
the two variables in importance. Time to extinction is meaningless if the probability of 
achieving this goal is too low or unknown, especially as it relates exclusively to stochastic 
replicates that result in extinction – which may vary from one to all. Therefore, the current 
discussion focuses primarily in understanding how the probability of extinction varied 
among different predictors, and secondarily on how the time to population extinction 
varied among these interventions. 
Uncertain reproductive parameters of males and females influenced only marginally both 
probability and time to extinction of management interventions (Figure 4.8 to Figure 4.9). 
From an ecological and genetic point of view, it is interesting to elucidate both the number 
of broods a female might have per year, as well as the proportion of females that are 
reproducing yearly. However, from a management point of view, the results presented 
that, independently of the value assumed (i.e. inside the range tested by the sensitivity 
analysis), the consequences of the management interventions are unlikely to be 
influenced by these. Nonetheless, understanding the effects of male dominance in 
breeding availability in rock cavies, even though not evidenced by the present analysis, 
might be necessary to ensure the success of an eradication project. This specific point is 
further discussed in section 5.5.3. 
Effects of castration alone and male removal were shown to be insignificant to change the 
population size, even when a considerable proportion of adult males (31%) was subjected 
to either management interventions per year (Figure 4.8 and Figure 4.9). On the contrary, 
these techniques presented an inverse influence on the probability of extinction (i.e. 
decreased PE) in comparison to other management interventions. Ecologically, this result 
can be explained by two factors: (1) juvenile and newborn males quickly mature and 
reproductively replace neutered males, and (2) although the mating system of the rock 
cavy is polygynous, the island environment in comparison to the continent promotes 
higher chances of mating for individuals in a lower hierarchical position. This is evidenced 
by the less skewed sex ratio found for the insular population in comparison to the 
continental population (Lacher 1981). When the proportion of males and females is closer 
to one, it is harder for males to control their harem and easier for lower hierarchical males 
to mate (Lacher 1981). Moreover, as none of the stochastic replicates extirpated the 
population, these interventions could not be assessed for TE. All considered, it is 
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suggested that exclusively male-based interventions are avoided for the rock cavy in 
Fernando de Noronha. 
Especially regarding cats, which are the main species of choice for the few studies 
available on different management techniques, effects on population dynamics comparing 
NT and RM strategies have been extensively discussed. Even though some studies 
advocate that trap-neutering-release (TNR) programs, which is comparable to the present 
NT strategy, might be effective (Gibson et al. 2002, Levy et al. 2003) other authors 
reinforce that this strategy in most cases do not work (Foley et al. 2005, Guttilla and Stapp 
2010). Some authors also advocate that for cats RM (i.e. euthanasia) is more efficient 
(Winter 2004, Andersen et al. 2004), especially for larger populations (Loyd and DeVore 
2010) or when immigration is present (Schmidt et al. 2009). The current study did not 
find significant differences regarding the frequency of stochastic replicates that led the 
rock cavy population to extinction (Table 4.6). Still, even though differences were 
marginal and likely stochastic, the BRT analysis demonstrated that higher chances of 
eliminating the rock cavy population are achieved if focus of management is on spaying 
and neutering of individuals instead of removal of both sexes or only females (Figure 4.10 
and Figure 4.11). In fact, when considering only management interventions (Figure 4.11), 
removal strategies were presented as the least influential on the population extinction. 
Although at first it might seem illogical, this corroborates most population management 
studies developed under closed population assumptions, that is, populations that lack 
immigration (Schmidt et al. 2009). The island can be considered a closed system, without 
immigration, and the rock cavy population is mainly limited by carrying capacity, as 
previously discussed. When removal of both males and females (which means excluding 
a high number of individuals) is chosen as the management intervention, one immediate 
consequence is the relief of the truncation imposed to the population size by the carrying 
capacity. With this, it is possible to observe a subsequent occupation of the available slots 
by new recruits from the females that persisted in the population. When, on the other 
hand, neutering or spaying are chosen as management interventions, the individuals do 
not reproduce anymore (similarly to RM and RMF), but still sustain the truncation of the 
population at carrying capacity. It means that these are not substituted by new fertile 
recruits in the same rate as if RM intervention is used.  
Removal was as almost as influential as neutering regarding time to extinction (Table 4.6 
and Figure 4.10). Time to extinction decreased with the use of any of these two technique. 
The removal or neutering of a large amount of individuals, especially for years that 
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stochastically present higher mortality rates, might cause a considerable impact on the 
population and drive it more quickly to extirpation. In some cases, it might even be 
expected for RM to present a higher influence than NT for the time of extinction. When 
using NT, the rates of reproduction decrease considerably and might improve population 
extinction probabilities, as previously discussed. However, neutered individuals are 
returned to the population and might still be alive up to almost 9 years after the 
procedure, which would increase time to population extinction. As this was not observed 
in the present analysis, it is likely that stochasticity had a stronger influence on the time 
to extinction than the difference between these interventions. Another possibility is that 
the number of stochastic replicates run was not enough to ensure the observation of this 
expected pattern. 
Contrary to neutering only males (i.e. castration), neutering both males and females and 
spaying females of rock cavies were shown to be the most direct influential approaches 
on probability of extinction of the species, after harvest effort. Even though the level of 
influence was marginal for both management interventions, and there were no statistical 
differences among PE for the four least influential management interventions, this 
corroborates previous studies, as briefly aforementioned. These studies suggest that TNR 
can be effective for extinguishing populations in two specific situations: (i) when a high 
percentage of individuals is achieved by the management intervention (Andersen et al. 
2004, Hill 2006, Schmidt et al. 2009, Gonçalves da Silva et al. 2010), and (ii) when 
immigration does not occur (Schmidt et al. 2009). Regarding the percentage of neutered 
individuals, with harvest efforts equal to or higher than 120 traps per day in a year, at 
least 30% of the population is neutered per year. While Hill (2006) suggests that TNR 
efforts for cats should surpass 50% of the population to possibly be successful, Andersen 
et al. (2004) argue that this proportion should not be inferior to 75%. However, both 
studies considered immigration of new individuals, which does not occur in Fernando de 
Noronha with the rock cavy. In this case, and considering a reduced fertility of the rock 
cavy in relation to cats, the necessary proportion of individuals to be neutered per year to 
ensure success on eradication attempts might be lower than the proposed for cats. It is 
also likely that this value lies between 30% and 50%, considering both Hill's (2006) and 
the present study’s estimates. Although values over 30% were not assessed, Figure 4.8 
and Figure 4.9 showed a considerable decrease in the rock cavy’s population size, 
presenting a mean population size at the last year of management of 465 individuals, or 
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7% of the original population. It is expected, therefore, that a small increase in harvest 
effort could be successful in extirpating the rock cavy population. 
TNR success for cats has also been shown to depend highly on subsidies (i.e. food) 
availability (Winter 2004) and the total size of the population (Loyd and DeVore 2010, 
Lohr et al. 2013). Even though consumption subsidies for the rock cavy are abundant in 
Fernando de Noronha, as detailed in section 3.1, and likely to support a considerably large 
population, habitat is not. In fact, rocky outcrops are somewhat limited in the island. 
Considering the rock cavy’s behavior and social structure, it is believed that its population 
has a bottom-up limitation in the island, and that it is related to habitat scarcity, rather 
than consumption subsidies. Regarding population growth and size, in comparison to 
cats, rock cavy females produce fewer cubs per year. While feral cats studied during TNR 
programs might produce between 3.5 (Hill 2006) and 4.2 (Nutter 2006) cubs per year, 
rock cavies produce between two and four cubs per year, most likely between two and 
three, as previously discussed (section 3.3.4.3). These traits might have slightly improved 
efficiency of the simulated TNR programs for the rock cavy (i.e. both SP and NT 
interventions). Nonetheless, the rodent’s population size, estimated between 
approximately 5,000 and 8,000 individuals (section 4.3), is considered to be too large for 
a successful TNR project (Loyd and DeVore 2010, Lohr et al. 2013), at least using the 
proposed harvest effort of up to 120 traps per day, per year. This was observed in Figure 
4.8 and Figure 4.9, as well as on Table 4.6, where the populations quickly recovered after 
the end of the management program. Costs of TNR programs are also, in general, 
substantially higher than costs of trapping and euthanasia due to staff and necessary 
supplies. Lohr et al. (2013) observed that even employing paid professionals, RM 
programs (i.e. euthanasia) for stray cats in Hawaii were still more cost-effective than TNR 
programs employing volunteers. With paid professionals, implementation of TNR 
programs were shown to be approximately twice as expensive as RM with euthanasia 
programs (Lohr et al. 2013). 
Considering the reasons discussed, even though SP and NT interventions showed non-
significant but marginally higher influence on population extinction than RM, these 
should not be suggested as feasible management strategies for the rock cavy in Fernando 
de Noronha until both an impact and a cost effectiveness studies regarding the species 
can be performed. The impact study is strongly suggested to assess the level of the 
negative impacts the rock cavy might be causing in the island. In case negative impacts 
are considerably severe, for example, it might not be feasible to wait longer for the 
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population extinction. If so, SP might not be suggested as the best management option, as 
time to extinction would be important to consider. In this case, NT or RM might be better 
options, if combined with an increase in harvest effort. On the other hand, if the negative 
impacts caused by the rock cavy are insignificant at the local level, management 
interventions might not even be recommended due to the high financial costs. However, 
this decision depends as well on a cost-effectiveness analysis. 
As expected, the most influential variable for the success of extinction of the rock cavy 
population was the harvest effort applied to management interventions. An increase in 
harvest effort from 90 to 120 traps increased almost six times the probability of extinction 
(Table 4.5). This variable was, however, not the most important when considering time 
to extinction. This means that choosing neutering or removing both males and females as 
intervention strategies influences more the speed of the extinction process of the rock 
cavy, when it occurs, than an increase in harvest effort (of up to 120 traps/day*year). 
Increased harvest effort naturally also increases the costs of management interventions, 
and might be a considerable limiting factor when budget for conservation is restricted. 
The benefits of higher harvest efforts should be weighed against immediate and medium 
to long-term availability of financial and labor resources. In situations when long term 
availability of both resources might be jeopardized, but enough resources are attainable 
at short term, it might be advantageous to increase harvest efforts of eradication. On the 
other hand, if funding can be secured for a long-term management program (longer than 
10 years), but the available annual budget is limited, it might be worth it to focus on an 
extended management program with a limited harvest effort. 
Considering the harvest efforts applied in the current study to collect real data on the rock 
cavy, the use of 120 live traps can be considered high. Based on the present research, a 
group of four workers could be expected to set no more than 120 traps in 2,5h. It is 
important to note that the time window is not too large, as setting traps before dawn 
attracts more rats than rock cavies. On the other side, setting the traps too late in the day 
decreases the chances of capturing the individuals, as the species starts foraging early in 
the morning. 
At last, the biggest challenge regarding management programs is continuity. In the case 
of Brazil, not only the government changes every four years, reordering public 
expenditure priorities, but also the head managers of conservation units might change on 
an even more regular basis. As an example, the head of the National Marine Park of 
Fernando de Noronha changed three times within little more than two years, from the 
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beginning of the current project in April 2014 until Mai 2016. Considering this, it is not 
surprising that management projects that are not sturdily inserted in the governmental 
agenda might be simply terminated without previous warning. As evidenced by the 
present thesis results, as well as by the literature (Pluess et al. 2012), an early termination 
of an eradication project might waste a considerable amount of financial and time 
resources. Most invasive populations can easily recover after an early termination of an 
eradication program, if these were not yet considerably suppressed. 
All considered, providing scientific suggestions of the management interventions that 
influence most the probability of extinction of the population in question is an important 
first step to address IAS problems. In this sense, the present work suggests that the focus 
of management of the rock cavy in Fernando de Noronha should not be on male-based 
interventions, but rather on both sexes, or on female-based techniques. Nonetheless, the 
results from the present work are not enough to pinpoint a single best intervention 
technique to be used. It is equally necessary to develop both an impact and a cost-
effectiveness analyses in order to recommend the best management technique for a 
successful long term financially sound management solution for both AS and IAS. 
5.5.3. Study case limitations and future researches 
Regarding the catchability analysis, the number of traps used during the field trips did not 
influence the probability of capturing rock cavies, which is logically unexpected. However, 
both the low number of traps used, and the limited places to set these in the field might 
have contributed to this fact. The number of traps used might not have been sufficient to 
establish the true relationship between the number of traps and catchability. Moreover, 
during the field trips, it was not an easy task to place the live traps around the rock cavy 
colony due to the lack of shade and instability of the terrain. Therefore, the live traps were 
placed in proximity to one another. Although it is unknown if the rock cavy has the ability 
to successfully communicate to others if captured by a live trap, it would not be surprising 
if the energetic movement of an individual inside a trap would scare other individuals and 
influence capture rates of the remaining traps. Considering this, both the influence of 
using a higher number of traps, as well as the influence of proximity between these traps 
should be further investigated for the rock cavy in the island. 
The management analysis did not consider changes in male nor female dominance that 
could result from neutering rock cavies. While the effects of castration on black rat males 
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have been well studied and known for several decades (Beach 1944), there are 
considerably less studies on Caviidae species. Some of these classical studies show that 
castration of juvenile guinea pigs does not influence the display of normal masculine 
reproductive and aggressive behaviors (Young 1969). Moreover, spayed guinea pigs still 
present aggressive behavior towards females that do not belong to the same harem, even 
if these are also spayed (Goldfoot 1979). No such studies have been performed in rock 
cavies, but these previous researches might indicate that similar behavior could also be 
expected by this Caviidae. Castration of two days old guinea pigs showed that individuals 
demonstrated normal sexual and aggressive behavior after puberty similarly to control 
individuals, which is the opposite to what happens with brown rats (Young 1969). Young 
(1969) suggested that this outcome is consequence of the guinea pigs’ precocial degree of 
development, as opposed to rats. Also as a precocial species, this behavior might also be 
expected by the rock cavy. Still, even if there are changes in hierarchy after castration, it 
should not influence population dynamics. The rock cavy presents a polygyny mating 
system, and submissive males might step up after castration of dominant males, 
guaranteeing continuity of the species’ reproduction. Regarding females, the same 
understanding applies, as the number of individuals breeding will behave as modeled 
with or without changes in hierarchy caused by spaying. However, if capture probability 
of dominant and submissive individuals differs, it is vital that changes in capture methods 
or harvest effort are made to ensure that the expected proportion of individuals are 
captured and neutered during the management program. In light of this example, it is 
suggested that dominance in rock cavy is further studied, especially in regards to possible 
differences in capture probabilities that depend on sex and hierarchical status of 
individuals. 
Another factor that the present simulation study did not account for is density 
dependence. Changes in reproductive rates as consequence of changes in individual 
density have been shown to positively and negatively affect different species. Introduced 
in the Japanese Amami-Ōshima island to control the venomous habu snake (Trimeresurus 
flavoviridis) and the black rat, the small Indian mongoose (Herpestes javanicus), 
extinguished locally several endemic birds, reptiles and amphibians (Barun et al. 2011). 
It also still threatens rare species such as the Japanese Amami rabbit (Pentalagus furnessi) 
(Luque et al. 2014). After the beginning of a population control program in Japan, the 
mongoose population of Amami-Ōshima was found to increase its reproductive rates by 
extending the duration of breeding period and litter size. These changes are believed to 
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be positively correlated to a decrease in the population density (Abe et al. 2006). This type 
of density dependence response has been demonstrated for a variety of terrestrial and 
marine mammal species (Fowler 1987). On the other hand, inverse density dependence 
might also be observed as a consequence of the population reduction. Genetic inbreeding 
and drift, demographic stochasticity, and facilitation are the four factors that might 
reinforce population reduction at low rates, and have been detailed by Courchamp et al. 
(1999). 
Considering the rock cavies’ establishment and spread in Fernando de Noronha  (Figure 
4.6), if density dependence induces changes in reproduction, low individual density more 
likely improves the species’ reproductive rates then decreases. The current rock cavy 
population of approximately 6,000 individuals in the island is descendant of only four 
individuals. All individuals captured in the present study appeared healthy, and more than 
two thirds of the females were fertile. This indicates that there is a significantly low 
probability of the rock cavy being affected by lethal inbreeding depression. In summary, 
even though it is unlikely that reproductive parameters would change quickly enough to 
considerably impact the management simulation results (considering only one decade of 
management interventions), it is suggested that density dependence is further studied in 
the rock cavy population in Fernando de Noronha. 
The present study did not investigate the consequences of using species-specific parasites 
and/or viruses as means to control and/or extinguish the rock cavy population. This 
strategy has been applied to control several IAS and shown to provide both positive and 
negative outcomes (Hoddle 2004), and could be researched as a possible intervention to 
manage this rodent species. 
At last, impacts of the rock cavy in the economic, social and environmental dimensions 
were also not formally assessed, and should be done in order to allow for a classification 
of the rock cavy as alien, or invasive alien species in Fernando de Noronha. However, it is 
interesting to note that, during the current study, the rock cavy was not perceived by the 
researchers involved as an imminent threat to the archipelago of Fernando de Noronha. 
Changes in endemic flora caused by the rock cavy are unlikely. The species in Fernando 
de Noronha was observed to feed almost exclusively on leaves and, eventually on barks, 
of both native and alien tree and shrub species, as previously cited. Although this folivory 
might reduce tree and shrub species’ fitness, it is unlikely to result in vegetation mortality 
(Mello, T. J. pers. comm.). As previously detailed, the insular vegetation in Noronha is 
highly plastic and can easily recover from mechanic damage. Moreover, most trees which 
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barks were peeled by rock cavies were observed producing both leaves and fruits in the 
beginning of the rainy season (pers. obs.). Rock cavies also differ from other rodents in 
regards to seed dispersal. Most of the small rodents, including other cavies such as Cavia 
aperea, migrate and disperse seeds either by feeding and excreting these in their feces, or 
by transporting seeds in their mouths (Brum et al. 2010). The rock cavy is, however, 
unlikely to be an important seed disperser in Fernando de Noronha. This is due to not 
only its folivorous habits, but also due its high dependency on their colony. As an example, 
its allopatric species K. acroabata, has been reported to have a home range ranging from 
900 to 6700m2, with a mean of 2000m2 (Portella 2015). If the rock cavy (K. rupestris) 
presents a similar ecological behavior in relation to its habitat, the species is clearly not 
an important seed disperser, as the radius of 2000m2 is approximately 25m. Additionally, 
allegations that the rock cavy can change the landscape by eroding rocky outcrops due to 
excavation (Alves and Leite 1992, da Rosa et al. 2017) appear to be misleading. This 
species lacks physical characteristics of digger species such as strong and long nails, and 
robust members. The rock cavy’s padded and soft foot and hands are extremely adapted 
to climbing trees, as previously detailed, and it is implausible that it can excavate 
independently of the terrain. Moreover, it has not been observed digging during the 
present research, which corroborates previous findings (Lacher 1981, Mares and Lacher 
1987). Finally, although health risk of zoonotic and epizootic pathogens is currently under 
investigation, until the present moment there has been no evidence to suggest that the 
rock cavy poses as a zoonotic threat to the island domestic animals, native species, or 
human population (Mangini, P. R. pers. comm.). Considering all this, specific research 
focusing on the impacts caused, as well as cost effectiveness of management interventions 
for the rock cavy in Fernando de Noronha are of great importance and should be 
expeditiously performed. 
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6. Conclusion 
Integrated concurrent capture-recapture models might promote population dynamics 
research. As it allows for both marking and observation activities to be performed 
simultaneously, it considerably reduces time and financial resources needed for data 
collection in the field. This model construction was shown to reduce bias and improve 
accuracy of population estimates in a virtual ecology study with sparse datasets in 
comparison to widely used mark-recapture and mark-resight models. The C-MOM is 
especially useful for colonial or horde species that are more easily observed than marked, 
and which do not present individually recognizable animals. Dependent datasets, as 
defined in the present work, were also shown to present as accurate parameter’s 
estimates as independent datasets. This implies that different datasets could be collected 
from the same individuals without decreasing accuracy of estimates. 
In comparison to established integrated population models, the C-MOM also presented a 
reduced amplitude of the credible interval at 95% for all population parameters when 
applied to a real rock cavy (K. rupestris) dataset. Moreover, it calculated parameters not 
identifiable by other models, such as recruitment. Despite limitations related to the extent 
of applicability of this model to other species or other conditions, this integrated 
population model is a promising tool to aid wildlife management, especially regarding 
threatened and invasive alien species. 
The application of the C-MOM to a rock cavy colony in the island of Fernando de Noronha 
and posterior extrapolation of the estimated number of individuals in the colony provided 
an estimate of the total number of individuals in the island. It also allowed the simulation 
of different baseline, historical and management (i.e. risk assessment) scenarios for this 
insular population. The outcomes of the baseline scenario’s analysis showed that the rock 
cavy is likely at carrying capacity in the island, and that unknown reproductive 
parameters such as the combination of the number of females reproducing and broods, 
and the number of males available in the breeding pool did not influence a simulated 
current population dynamics of the species. Analysis of historical scenarios support the 
parameters’ values used for the simulations of both rock cavy’s population dynamics and 
management. It was also observed that historical mortality rates have likely been under 
30%, and that this parameter was the most influential on the rock cavy’s establishment 
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and spread in the island of Fernando de Noronha. Unknown reproductive parameters also 
did not present a significant influence on probability of extinction or establishment of the 
rock cavy in the island. 
Regarding the management analysis, similarly to the baseline and historical scenarios, 
unknown reproduction parameters of both female and males presented limited influence 
on the population dynamics, as well as on population extinction and time to extinction. 
Moreover, while harvest effort played by far the most important role in the rock cavy’s 
probability of extinction, spaying and neutering were the most effective of the 
management interventions. However, these did not present significant differences on the 
frequency of stochastic simulations that reached extinction when compared to removal of 
females and removal of both sexes. Neutering was also the most influential variable on 
the time to extinction, promoting a quicker extirpation of the rock cavy population, closely 
followed by removal, with an insignificant (𝑝 > 0.05) difference. On the other extreme, 
exclusively male-based interventions did not promote extinctions in any stochastic 
replicate management simulations, and are not suggested as management interventions 
for the rock cavy in Fernando de Noronha.  
At last, even though spaying and neutering presented the highest influence on the rock 
cavy’s extinction probability, these did not promote rock cavy eradication within or after 
a decade of harvest effort, as none of the other evaluated interventions strategies. 
Therefore, considering the inefficacy of the management interventions using a harvest 
effort of 120 traps per day, per year, during 10 years, the present study recommends an 
impact assessment of the rock cavy to be performed as soon as possible. It also suggests 
a follow-up cost effectiveness analysis of the management interventions. 
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Appendices 
APPENDIX I – Assessment of biological invasions 
Table A.1. Objects, level and mechanism of impacts of invasive alien species in all three dimensions of biological 
invasions assessment. 
Ecological Dimension 
Objects Level Mechanism Reference 
Species Genetic 
Individual 
Population 
Species 
Competition 
Predation / Grazing / Herbivory 
Hybridization 
Diseases transmission and outbreaks 
Parasitism  
Facilitation / Mutualism / Commensalism 
Poisoning / Toxicity 
Bio-fouling 
Trampling / Monopolization of resources 
Blackburn et al. 2014 
Verbrugge et al. 2010 Native 
Introduced or invasive 
Health 
Ecosystem Services Local 
Regional 
National 
Global 
TEEB 2010 
Provisioning 
Regulating 
Supporting 
Habitat Quality 
Economic Dimension 
Production Local 
Regional 
National 
Global 
Competition 
Predation / Grazing / Herbivory 
Hybridization 
Diseases transmission and outbreaks 
Parasitism  
Facilitation / Mutualism / Commensalism 
Poisoning / Toxicity 
Bio-fouling 
Trampling / Monopolization of resources 
Changes in demand 
Changes in production chains 
Evans 2003 
 Price and Market 
Trade 
Food security 
Nutrition 
Health 
Social Dimension 
Ecosystem services 
Cultural 
Local 
Regional 
National 
Global 
Diseases transmission and outbreaks 
Parasitism  
Facilitation 
Transformation 
McNeely 2001 
Stakeholders 
Landscape 
Health 
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APPENDIX II – Population dynamics simulation and 
dataset sampling 
Simulation of the rock cavy population was cyclically developed mimicking a three-month 
period, consisting of the following events, in the respective order:  
1. Defining the proportion of adults, juvenile and cubs, and how many adult females 
are in the breeding pool for this specific occasion; 
2. Bernoulli trial for all females in the breeding pool in order to define which ones 
reproduced, and how many individuals were born; 
3. Bernoulli trial of survival for all individuals in the population; 
4. Growth to the next cycle, when juveniles become adults and newborns become 
juveniles. 
After the population simulation for the total number of occasions, a capture history is 
sampled, when individuals go through another Bernoulli trial for each occasions in order 
to identify which ones were captured and marked, which ones were recaptured by 
observations, if previously captured, and which ones were not yet captured. At last, a 
counting history is sampled. For each group of scenarios (Population Trends and 
Individual Heterogeneity), the changes follow what is described in Table 3.2 (p.36). 
Therefore, only the simulation code for the stable population is described below. 
 
################################################################### 
#                                                                 # 
# 1. Creating Population Dynamics and Capture-recapture Histories # 
#                                                                 # 
#               S T A B L E                                       # 
#                                                                 # 
################################################################### 
 
# Setting working directory 
setwd("C:/Users/Micheletti/Dropbox/PhD/Thesis/!! WHOLE DISSERTATION !!/FINAL 
ANALYSIS/Data/1P 2P") 
 
# -------------- SETTING NEEDED VARIABLES -----------------------------# 
 
n.occ <- 3  # Number of capture occasions (field trips) 
n.days <- 3  # Number of days of work in each occasion 
 
# Initial number of individuals in the colony 
N.ini <- 25 
 
#Survival probability 
phi.occ <- 0.85 # Survival from one occasion to the next 
phi.days <- 0.99 # Survival from one day in the same occasion to the next 
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tot.occ <- n.occ*n.days # Total occasions of capture-recapture 
 
pm <- rep(0.2, tot.occ)   # Probability of being caught for marking 
pr <- rep(0.6, tot.occ)   #Probability of seeing an animal 
 
# Female reproduction probability 
rep.fem <- 0.35 
 
# Sex-ratio between females and males (OBS. Not necessarily what is born, but 
the sex ratio for adults)  
sex.ratio <- 0.67 
 
# Cubs probability 
pr.cubs <- c(0.95,0.049,0.001) # Probability of the females to have single, 
twins, triplets, etc. 
 
iter <- 100 
 
# To save the outputs 
output.Real <- matrix(NA,ncol=iter,nrow=5) 
rownames(output.Real) <- c("N","B","phin","phib","p") 
 
ls.CH <- list() 
ls.CI <- list() 
ls.CD <- list() 
ls.p1.CH <- list() 
ls.Nf <- list() 
ls.Nm <- list() 
ls.N <- list() 
ls.S <- list() 
ls.Bf <- list() 
ls.Bm <- list() 
 
# -------------- START OF POPULATION DYNAMICS SIMULATION ------------------ 
 
set.seed(1983) 
for(ite in 1:iter) 
{ 
  # Identification of t for first day of the next field trip: reproduction 
only occur between field trips 
  ifelse (n.occ > 1, { 
    btw.occ <- c(seq(1:(tot.occ-1))) 
    btw.occ <- (btw.occ[seq(n.days, length(btw.occ), n.days)])+1   
  },{ 
    btw.occ <- 0 
  }) 
   
  #Survival probability vector (for all days+occ) 
  ifelse (n.occ > 1, 
          {ifelse (n.days > 1, 
                   {phi <- c(rep(phi.days, tot.occ-1)) 
                   for (j in 1:tot.occ-1){ 
                     ifelse (j %in% btw.occ, phi[j-1] <- phi.occ, phi[j-1] 
<- phi[j-1])} 
                   phi[1] <- phi.days}, { 
                     phi <- rep(phi.occ, n.occ-1) 
                   })},{ 
                     phi <- rep(phi.days, n.days-1)   
                   }) 
   
  # To calculate the number of individuals entering the population in each 
occasion,  
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  # we need to make a Bernoulli trial for the females to see if they reproduced 
or not  
  # in each period of 3 months. 1:3 male/female rate. Cubs probability = 
1:95%, 2:4.9%, 3:0.1%).  
  # Individuals that just entered population do not reproduce. Maximum number 
of broods per field trip = 1. 
   
  n.fem <- round(N.ini*sex.ratio) # Total number of females in the population 
time = 0 
  n.male <- round(N.ini-n.fem) # Total number of males in the population at 
time = 0 
  n.cubs <- c(seq(1:length(pr.cubs))) # Total number of possible cubs 
   
  # Number of entries based on rock cavy reproduction biology 
  fem.ad <- male.ad <- fem.juv <- fem.cubs <- male.cubs <- fem.rep <- fem.all 
<- male.all <- numeric(tot.occ)  
  fem.ad[1] <- round(n.fem[1]*0.6) 
  fem.juv[1] <- n.fem-fem.ad[1] 
  male.ad[1] <- n.male 
  cubs <- sum.cubs <- fem.cubs <- male.cubs <-  tot.entries <- B.f <- B.m <- 
numeric(tot.occ) 
   
   
  ################################## 
  # SURVIVAL AND REPRODUCTION LOOP # 
  ################################## 
   
   
  for   (t in 1:tot.occ) { 
    # Cubs production 
    if (t==1 || t %in% btw.occ) { 
      fem.rep[t] <- round(fem.ad[t]*rep.fem)   # Adult females reproducing 
in a given occasion 
      cubs <- rowSums(rmultinom(fem.rep[t], n.cubs, pr.cubs)) # Take a random 
number of cubs for each female in the probability given 
      sum.cubs[t] <- sum(cubs*c(seq(1:(length(cubs))))) #Total number of cubs 
per season 
      fem.cubs[t] <- round(sum.cubs[t]*sex.ratio) #Total number of fem cubs 
per season 
      male.cubs[t] <- sum.cubs[t]-fem.cubs[t] #Total number of male cubs per 
season 
    } 
     
    fem.all[t] <- fem.ad[t]+fem.juv[t]+fem.cubs[t] 
    male.all[t] <- male.ad[t]+male.cubs[t] 
     
    # Survival trial 
    if (t %in% seq(1:(tot.occ-1))) { 
      PHI.fem <- matrix(rep(phi[t], fem.all[t]), ncol = 1, nrow = 
(fem.all[t]), byrow = T) #Survival probability Matrix for all females (adults 
and cubs) 
      PHI.male <- matrix(rep(phi[t], male.all[t]), ncol = 1, nrow = 
(male.all[t]), byrow = T) #Survival probability Matrix for all males (adults, 
juv and cubs) 
       
      PHI.fem.ind <- matrix(nrow=(fem.all[t]), ncol=1) #NA Matrix for 
Bernoulli survival Trial all FEMALES 
      PHI.male.ind <- matrix(nrow=(male.all[t]), ncol=1) #NA Matrix for 
Bernoulli survival Trial all MALES 
       
      # Simulating survival for each individual from one occasion to the next 
      for (i in 1:(fem.all[t])){ 
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        surv <- rbinom(1, 1, PHI.fem[i]) # Bernoulli trial: has individual 
survived occasion? 
        ifelse (surv==1, PHI.fem.ind[i] <- 1, PHI.fem.ind[i] <- 0) 
      } #i 
      for (i in 1:(male.all[t])){ 
        surv <- rbinom(1, 1, PHI.male[i]) # Bernoulli trial: has individual 
survived occasion? 
        ifelse (surv==1, PHI.male.ind[i] <- 1, PHI.male.ind[i] <- 0) 
      } #i 
       
      # Store each individual's Survival History 
      assign(paste("PHI.fem", t, sep = "_"), PHI.fem.ind) 
      assign(paste("PHI.male", t, sep = "_"), PHI.male.ind) 
    } 
     
    #Moment when survival cubs from previous occasion become juvenile, and 
juveniles mature adults 
     
    ifelse (t %in% (btw.occ-1), {   #HAPPENS ONLY IN BETWEEN OCCASIONS (NOT 
IN OCC 1!) 
      # Total female adult+juv that survived from one occasion to the other 
      ifelse (fem.ad[t]+fem.juv[t]>=1, 
              fem.ad[t+1] <- sum(PHI.fem.ind[1:(fem.ad[t]+fem.juv[t])]), 
              fem.ad[t+1] <- 0) 
      # Total female cubs that survived from one occasion to the other 
      ifelse (nrow(PHI.fem.ind)>=(fem.ad[t]+fem.juv[t]+1), 
              fem.juv[t+1] <- 
sum(PHI.fem.ind[(fem.ad[t]+fem.juv[t]+1):(nrow(PHI.fem.ind))]), 
              fem.juv[t+1] <- 0) 
      # Total male adults+cubs that survived from one occasion to the other 
      ifelse (nrow(PHI.male.ind)>=1, 
              male.ad[t+1] <- sum(PHI.male.ind[1:(nrow(PHI.male.ind))]), 
              male.ad[t+1] <- 0) 
    },{ #HAPPENS IN ALL OCC BUT THE BETWEEN OCCASIONS 
      # Total female adult that survived from one occasion to the other 
      ifelse (fem.ad[t]>=1, 
              fem.ad[t+1] <- sum(PHI.fem.ind[1:(fem.ad[t])]), 
              fem.ad[t+1] <- 0) 
      # Total female juv that survived from one occasion to the other 
      ifelse ((fem.ad[t]+fem.juv[t])>=(fem.ad[t]+1), 
              fem.juv[t+1] <- 
sum(PHI.fem.ind[(fem.ad[t]+1):(fem.ad[t]+fem.juv[t])]), 
              fem.juv[t+1] <- 0) 
      # Total female cubs that survived from one occasion to the other 
      ifelse (nrow(PHI.fem.ind)>=(fem.ad[t]+fem.juv[t]+1), 
              fem.cubs[t+1] <- 
sum(PHI.fem.ind[(fem.ad[t]+fem.juv[t]+1):(nrow(PHI.fem.ind))]), 
              fem.cubs[t+1] <- 0) 
      # Total male adults that survived from one occasion to the other 
      ifelse (male.ad[t]>=1, 
              male.ad[t+1] <- sum(PHI.male.ind[1:male.ad[t]]), 
              male.ad[t+1] <- 0) 
      # Total male cubs that survived from one occasion to the other 
      ifelse (nrow(PHI.male.ind)>=(male.ad[t]+1), 
              male.cubs[t+1] <- 
sum(PHI.male.ind[(male.ad[t]+1):(nrow(PHI.male.ind))]), 
              male.cubs[t+1] <- 0) 
    }) 
     
    ifelse (t==1 || t %in% btw.occ,{ 
      tot.entries[t] <- male.cubs[t] + fem.cubs[t] #Total entries. 
    },{ 
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      tot.entries[t] <- 0 
    }) 
     
    ifelse (t==1 || t %in% btw.occ,{ 
      B.f[t] <- fem.cubs[t] 
      B.m[t] <- male.cubs[t] 
    },{ 
      B.f[t] <- 0 
      B.m[t] <- 0 
    }) 
  } 
   
  for (t in 1:(tot.occ+1)) { 
    if (is.na(male.cubs[t])){male.cubs[t] <- 0} 
    if (is.na(fem.cubs[t])){fem.cubs[t] <- 0} 
    if (is.na(male.ad[t])){male.ad[t] <- 0} 
    if (is.na(fem.ad[t])){fem.ad[t] <- 0} 
    if (is.na(fem.juv[t])){fem.juv[t] <- 0}} 
   
  for (t in 1:(tot.occ)) { 
    if (is.na(male.all[t])){male.all[t] <- 0} 
    if (is.na(fem.all[t])){fem.all[t] <- 0}} 
   
  B.f[1] <- B.f[1] + n.fem 
  B.m[1] <- B.m[1] + n.male 
  B <- tot.entries 
  B[1] <- tot.entries[1]+N.ini 
   
  #Super population calculation, includes cubs that die in the first year. 
  S <- sum(tot.entries, N.ini, na.rm=F) 
  S.f <- sum(B.f)  
  S.m <- sum(B.m) 
   
  #Variable summary 
   
  N <- fem.all+male.all 
  N.f <- fem.all 
  N.m <- male.all 
  ls.Nf[[ite]] <- N.f 
  ls.Bf[[ite]] <- B.f 
  ls.Nm[[ite]] <- N.m 
  ls.Bm[[ite]] <- B.m 
  ls.N[[ite]] <- N 
  ls.S[[ite]] <- S 
   
  #------------------------------------------------- 
   
   
  #################### 
  # SURVIVAL HISTORY # 
  #################### 
   
   
  # Organizing the matrix - FEMALES 
  phi.matrix <- numeric() 
  for (t in 1:(tot.occ-1)){ 
    phi.matrix[t] <- paste("PHI.fem", t, sep = "_")} 
  for (t in 1:(tot.occ-1)){ 
    phi.matrix[t] <- list(get(phi.matrix[[t]]))} 
  for (t in 1:(tot.occ-1)){ 
    phi.matrix[[t]] <- rbind(phi.matrix[[t]], matrix(rep(NA, abs(S.f-
nrow(phi.matrix[[t]]))), ncol=1, byrow=T))} 
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  phi.matrix.f <- matrix(unlist(phi.matrix), ncol=(tot.occ-1), byrow=F) 
  surv.f <- matrix(NA, ncol=ncol(phi.matrix.f), nrow=S.f) 
  surv.f[,1] <- phi.matrix.f[,1] 
  for (j in 2:(tot.occ-1)){ 
    for (i in 1:S.f){ 
      ifelse (surv.f[i,j-1]==2 || surv.f[i,j-1]==0, surv.f[i,j] <- 2, 
is.na(surv.f[i,j])) 
      ifelse (is.na(surv.f[i,j]), surv.f[i,j]<-phi.matrix.f[i-
(length(which(surv.f[1:i,j]==2))),j], next) 
    }} 
  for (j in 2:(tot.occ-1)){ 
    for (i in 1:S.f){ 
      ifelse (surv.f[i,j]==2 || surv.f[i,j]==0, surv.f[i,j] <- 0, surv.f[i,j] 
<- 1)}} 
  surv.f <- cbind(matrix(c(rep(1, fem.all[1]), rep(NA, nrow(surv.f)-
fem.all[1])), ncol=1, byrow=F), surv.f) 
   
  # Adding new cubs to the matrix 
  l.btw.occ <- length(btw.occ) 
  val.na <- numeric() 
  for (t in 1:l.btw.occ){ 
    ifelse({fem.cubs[btw.occ[t]]==0}, 
           {next}, 
           {val.na[t] <- head(min(which(is.na(surv.f[,(btw.occ[t])])))) 
           surv.f[(val.na[t]):(val.na[t]+fem.cubs[btw.occ[t]]-
1),btw.occ[t]] <- matrix(rep(1,fem.cubs[btw.occ[t]]), ncol=1, byrow=F)})} 
   
  # Changing NA for 0 
  for (j in 1:tot.occ){ 
    for (i in 1:S.f){ 
      if (is.na(surv.f[i,j])) surv.f[i,j] <- 0}} 
   
  # Organizing the matrix - MALES 
  phi.matrix <- numeric() 
  for (t in 1:(tot.occ-1)){ 
    phi.matrix[t] <- paste("PHI.male", t, sep = "_")} 
  for (t in 1:(tot.occ-1)){ 
    phi.matrix[t] <- list(get(phi.matrix[[t]]))} 
  for (t in 1:(tot.occ-1)){ 
    phi.matrix[[t]] <- rbind(phi.matrix[[t]], matrix(rep(NA, abs(S.m-
nrow(phi.matrix[[t]]))), ncol=1, byrow=T))} 
  phi.matrix.m <- matrix(unlist(phi.matrix), ncol=(tot.occ-1), byrow=F) 
  surv.m <- matrix(NA, ncol=ncol(phi.matrix.m), nrow=S.m) 
  surv.m[,1] <- phi.matrix.m[,1] 
  for (j in 2:(tot.occ-1)){ 
    for (i in 1:S.m){ 
      ifelse (surv.m[i,j-1]==2 || surv.m[i,j-1]==0, surv.m[i,j] <- 2, 
is.na(surv.m[i,j])) 
      ifelse (is.na(surv.m[i,j]), surv.m[i,j]<-phi.matrix.m[i-
(length(which(surv.m[1:i,j]==2))),j], next) 
    }} 
  for (j in 2:(tot.occ-1)){ 
    for (i in 1:S.m){ 
      ifelse (surv.m[i,j]==2 || surv.m[i,j]==0, surv.m[i,j] <- 0, surv.m[i,j] 
<- 1)}} 
  surv.m <- cbind(matrix(c(rep(1, male.all[1]), rep(NA, nrow(surv.m)-
male.all[1])), ncol=1, byrow=F), surv.m) 
   
  # Adding new cubs to the matrix 
  l.btw.occ <- length(btw.occ) 
  val.na <- numeric() 
  for (t in 1:l.btw.occ){ 
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    ifelse({male.cubs[btw.occ[t]]==0}, 
           {next}, 
           {val.na[t] <- head(min(which(is.na(surv.m[,(btw.occ[t])])))) 
           surv.m[(val.na[t]):(val.na[t]+male.cubs[btw.occ[t]]-
1),btw.occ[t]] <- matrix(rep(1,male.cubs[btw.occ[t]]), ncol=1, byrow=F)})} 
   
  # Changing NA for 0 
  for (j in 1:tot.occ){ 
    for (i in 1:S.m){ 
      if (is.na(surv.m[i,j])) surv.m[i,j] <- 0}} 
   
   
  # ------------------------------------------- 
   
  ################### 
  # CAPTURE HISTORY # 
  ################### 
   
  #Create a full matrix for physical and marking capture probability and 
multiply by survival matrix 
  p.1st.f <- matrix(pm, ncol = tot.occ, nrow = sum(B.f)) # Matrix of capture 
for marking 
  p.1st.m <- matrix(pm, ncol = tot.occ, nrow = sum(B.m)) # B.f indicates the 
number of entries at each occasion. 
  p.1st.f <- p.1st.f*surv.f 
  p.1st.m <- p.1st.m*surv.m 
   
  # Bernoulli trial for first capture (marking occasion) 
  for (i in 1:sum(B.f)){ 
    p.1st.f[i,] <- rbinom(tot.occ, 1, p.1st.f[i,])} 
  for (i in 1:sum(B.m)){ 
    p.1st.m[i,] <- rbinom(tot.occ, 1, p.1st.m[i,])} 
   
  # SAVE PHYSICAL CAPTURE ONLY 
  ls.p1.CH[[ite]] <- rbind(p.1st.f, p.1st.m) 
   
  # Identify when each individual was first captured 
  p.1st.f.min <- apply(p.1st.f!=0,1,function(x) which(x)[1]) 
  p.1st.m.min <- apply(p.1st.m!=0,1,function(x) which(x)[1]) 
   
  # Matrix of already captured and marked (Excludes physical recaptures after 
marking) 
  for (i in 1:length(p.1st.f.min)){ 
    for (j in 1:tot.occ){ 
      ifelse (j==p.1st.f.min[i], p.1st.f[i,j] <- 1, p.1st.f[i,j] <- 0)}} 
  for (i in 1:length(p.1st.m.min)){ 
    for (j in 1:tot.occ){ 
      ifelse (j==p.1st.m.min[i], p.1st.m[i,j] <- 1, p.1st.m[i,j] <- 0)}} 
   
  # Matrix of marked and available for recapture 
  p.2nd.f <- matrix(0, nrow=length(p.1st.f.min), ncol=tot.occ, byrow=T) 
  p.2nd.m <- matrix(0, nrow=length(p.1st.m.min), ncol=tot.occ, byrow=T) 
   
  # Allowing for marked individuals to be captured by observation 
  for (i in 1:length(p.1st.f.min)){ 
    for (j in 1:(tot.occ-1)){ 
      if (p.1st.f[i,j]==1) p.2nd.f[i,(j+1):tot.occ]<-pr[(j+1):tot.occ] 
      if (p.1st.f[i,j]==1) next }} 
  for (i in 1:length(p.1st.m.min)){ 
    for (j in 1:(tot.occ-1)){ 
      if (p.1st.m[i,j]==1) p.2nd.m[i,(j+1):tot.occ]<-pr[(j+1):tot.occ] 
      if (p.1st.m[i,j]==1) next }} 
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  # Making sure that dead individuals can't be captured by observation 
  p.2nd.f <- p.2nd.f*surv.f 
  p.2nd.m <- p.2nd.m*surv.m 
   
  # Bernoulli trial for capture (observing occasion) 
  for (i in 1:nrow(p.2nd.f)){ 
    p.2nd.f[i,] <- rbinom(tot.occ, 1, p.2nd.f[i,])} 
  for (i in 1:nrow(p.2nd.m)){ 
    p.2nd.m[i,] <- rbinom(tot.occ, 1, p.2nd.m[i,])} 
   
  # Full CH with both physical and observational captures 
  pr.f <- p.1st.f + p.2nd.f 
  pr.m <- p.1st.m + p.2nd.m 
   
  # Remove individuals never captured 
  p.sum.f <- rowSums(pr.f) 
  never.f <- which(p.sum.f == 0) 
  if (any(p.sum.f[]==0)) 
    pr.f <- pr.f[-never.f,] 
   
  p.sum.m <- rowSums(pr.m) 
  never.m <- which(p.sum.m == 0) 
  if (any(p.sum.m[]==0)) 
    pr.m <- pr.m[-never.m,] 
   
  CH.f <- pr.f 
  CH.m <- pr.m 
  CH <- rbind(CH.f, CH.m) 
  CH 
   
  # ------------------------------------------- 
   
  ########################################## 
  # CREATING A POPULATION COUNTING HISTORY # 
  ########################################## 
   
  # INDEPENDENT 
   
  cnt <- list() 
  COUNT <- numeric(tot.occ) 
  for (i in 1:tot.occ){ 
    cnt[[i]] <- matrix(nrow=N[i],ncol=1) 
    for (j in 1:nrow(cnt[[i]])){ 
      cnt[[i]][j,1] <- rbinom(1, 1, pr[i])} # Bernoulli trial: was the 
individual observed in that occasion? 
    COUNT[i] <- sum(cnt[[i]]) 
  } #i 
   
  # DEPENDENT 
  IndSum <- numeric() 
  for (t in 1:tot.occ){ 
    IndSum[t] <- sum(CH[,t])} #Summed marked individuals that are observed 
in time t 
  Nnm <- N-IndSum # Excluding marked and observed individuals from total 
individuals available for observation 
  cnt.d <- list() 
  COUNT.D <- numeric(tot.occ) 
  for (i in 1:tot.occ){ 
    cnt.d[[i]] <- matrix(nrow=Nnm[i],ncol=1) 
    for (j in 1:nrow(cnt.d[[i]])){ 
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      cnt.d[[i]][j,1] <- rbinom(1, 1, pr[i])} # Bernoulli trial: was the 
individual observed in that occasion? 
    COUNT.D[i] <- sum(cnt.d[[i]]) 
  } #i 
  COUNT.D <- COUNT.D + IndSum 
   
  # Save the CH and Counting History 
  Count.i <- COUNT 
  Count.d <- COUNT.D 
  CapHist <- CH 
   
  ls.CH[[ite]]  <- assign(paste("CH", ite, sep = "_"), CapHist) 
  ls.CD[[ite]]  <- assign(paste("CD", ite, sep = "_"), Count.d) 
  ls.CI[[ite]] <-  assign(paste("CI", ite, sep = "_"), Count.i) 
   
  # Population values 
  output.Real[1,ite]<- round(mean(N))     # Number of Individuals 
  output.Real[2,ite]<- round(sum(B[2:tot.occ]/(n.occ-1)))     # Number of 
recruits 
  output.Real[3,ite]<- phi.days    # Survival probability secondary sample 
  output.Real[4,ite]<- phi.occ     # Survival probability primary sample 
  output.Real[5,ite]<- mean(pr)    # Recapture probability 
   
} # End iterations 
 
save(ls.CH, file="CH.RData") 
save(ls.CD, file="CD.RData") 
save(ls.CI, file="CI.RData") 
save(ls.p1.CH, file="p1-CH.RData") 
save(ls.Nf, file="N-fem.RData") 
save(ls.Nm, file="N-male.RData") 
save(ls.N, file="N-each.RData") 
save(ls.S, file="S.RData") 
save(ls.Bf, file="B-fem.RData") 
save(ls.Bm, file="B-male.RData") 
save(output.Real,file="Real.RData") 
# End of code 
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APPENDIX III – CMR and C-MOM model codes in R 
Models CMR and C-MOM are described below. Model 1𝑃 differs from model 2𝑃 only in 
relation to the definition of 𝑝1. Model 1𝑃 is in fact a special case of model 2𝑃, where 𝑝1 =
𝑝2. Therefore only models 2𝑃 are shown. 
 
############################################### 
##                                           ## 
##   M O D E L      D E S C R I P T I O N    ## 
##                                           ## 
############################################### 
 
# Model Name: CMR2P 
 
# 1. Capture-recapture model (JS with Restricted Occupancy parametrization, 
by Royle and Dorazio, 2008) 
# 2. Robust data collection design 
# 3. State Space formulation separating state and observation processes 
# 4. Differentiation between physical capture and observation probabilities 
in the model 
# 5. Survival probability may vary within time 
# 6. No individual capture heterogeneity 
 
############################################### 
 
model { 
   
  ################################# 
  # Define priors and constraints # 
  ################################# 
   
    p1 ~ dbeta(1, 1)  # Capture 
    p2 ~ dbeta(1, 1) # Observation probabilities 
   
  for (t in 1:tot.occ-1){ 
    phi[t] ~ dbeta(1, 1)} # Survival probabilities 
   
  for (t in 1:tot.occ){ 
    gamma[t] ~ dunif(0, 1)}  # Entry probabilities 
 
   
  # Likelihood 
   
  #####################     
  # CAPTURE-RECAPTURE # 
  ##################### 
   
  # First occasion 
  # State process 
   
  for (i in 1:M){ 
    z[i,1] ~ dbern(gamma[1]) 
     
    # Observation process (capture) 
     
    mu1[i] <- z[i,1] * p1 
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    CH[i,1] ~ dbern(mu1[i]) 
     
    # Subsequent occasions 
    # State Process 
     
    for (t in 2:tot.occ){ 
      q[i,t-1] <- 1-z[i,t-1]    # Availability for recruitment 
      mu2[i,t] <- phi[t-1] * z[i,t-1] + gamma[t] * prod(q[i,1:(t-1)]) # 
Argument for the Bernoulli distribution  
      z[i,t] ~ dbern(mu2[i,t]) 
       
      # Observation process (resight) 
       
      mu3[i,t] <- z[i,t] * p1 * (1-prod(CH[i,1:(t-1)])) + z[i,t] * p2 * 
prod(CH[i,1:(t-1)]) # Argument for the Bernoulli distribution 
      CH[i,t] ~ dbern(mu3[i,t])}} #i  
   
  ###########################################     
  # Calculate derived population parameters # 
  ###########################################     
   
  for (t in 1:tot.occ){ 
    qgamma[t] <- 1-gamma[t] 
  } 
  cprob[1] <- gamma[1] 
  for (t in 2:tot.occ){ 
    cprob[t] <- gamma[t] * prod(qgamma[1:(t-1)]) 
  } #t 
  omega <- sum(cprob[])            # Inclusion probability 
  for (t in 1:tot.occ){ 
    b[t] <- cprob[t] / omega         # Entry probability 
  } #t 
  for (i in 1:M){ 
    recruit[i,1] <- z[i,1] 
    for (t in 2:tot.occ){ 
      recruit[i,t] <- (1-z[i,t-1]) * z[i,t] 
    } #t 
  } #i 
  for (t in 1:tot.occ){ 
    N[t] <- sum(z[1:M,t])        # Actual population size 
    B[t] <- sum(recruit[1:M,t]) 
  } #t 
  for (i in 1:M){ 
    Nind[i] <- sum(z[i,1:tot.occ]) 
    Nalive[i] <- 1-equals(Nind[i], 0) 
  } #i 
  S <- sum(Nalive[])         # Superpopulation size 
   
} # End of Model 
 
 
############################################### 
##                                           ## 
##   M O D E L      D E S C R I P T I O N    ## 
##                                           ## 
############################################### 
 
# Model Name: C-MOM2P 
 
# 1. Integrated Population Model: Capture-recapture and counting datasets 
# 2. Robust data collection design 
# 3. State Space formulation separating state and observation processes 
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# 4. Differentiation between physical capture and observation probabilities 
in the model 
# 5. Survival probability may vary within time 
# 6. No individual capture heterogeneity 
 
############################################### 
 
model { 
   
  ################################# 
  # Define priors and constraints # 
  ################################# 
   
    p1 ~ dbeta(1, 1)  # Capture 
    p2 ~ dbeta(1, 1) # Observation probabilities 
   
  for (t in 1:tot.occ-1){ 
    phi[t] ~ dbeta(1, 1)} # Survival probabilities 
   
  for (t in 1:tot.occ){ 
    gamma[t] ~ dunif(0, 1)  # Entry probabilities 
    B[t] ~ dpois(3)} # Newborns 
    c <- COUNT[1] 
    N[1] ~ dpois(c)I(COUNT[1],) # Population 
   
  # Likelihood 
   
  #####################     
  # CAPTURE-RECAPTURE # 
  ##################### 
   
  # First occasion 
  # State process 
   
  for (i in 1:M){ 
    z[i,1] ~ dbern(gamma[1]) 
     
    # Observation process (capture) 
     
    mu1[i] <- z[i,1] * p1 
    CH[i,1] ~ dbern(mu1[i]) 
     
    # Subsequent occasions 
    # State Process 
     
    for (t in 2:tot.occ){ 
      q[i,t-1] <- 1-z[i,t-1]    # Availability for recruitment 
      mu2[i,t] <- phi[t-1] * z[i,t-1] + gamma[t] * prod(q[i,1:(t-1)])  # 
Argument for the Bernoulli distribution 
      z[i,t] ~ dbern(mu2[i,t]) 
       
      # Observation process (resight) 
       
      mu3[i,t] <- z[i,t] * p1 * (1-prod(CH[i,1:(t-1)])) + z[i,t] * p2 * 
prod(CH[i,1:(t-1)]) # Argument for the Bernoulli distribution 
      CH[i,t] ~ dbern(mu3[i,t])}} #i  
   
  ########## 
  # COUNTS # 
  ########## 
   
  # State Process 
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  for (t in 1:(tot.occ-1)){ 
    N[t+1] <- N[t] + B[t] - (N[t]*(1-phi[t]))} 
   
  # Observation process  
   
  for (t in 1:tot.occ){ 
    cnt[t] <- N[t] * p2 
    COUNT[t] ~ dpois(cnt[t])}  
   
  # Calculate derived population parameters 
  S <- sum(B[1:tot.occ])+N[1] 
   
   
} # End of Model  
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APPENDIX IV – ZPNE model code in R 
The R code used for analyzing the simulated data using ZPNE model, with the RMark 
(Laake 2013) package, through MARK, is described below. Similarly to the population 
simulation, only the code for general stable population is shown. Codes for individual 
heterogeneity and population trends differ only in variable names and characteristics 
cited in section 3.3.1.5. 
 
############################################### 
##                                           ## 
##   R    C O D E      F O R    Z P N E      ## 
##                                           ## 
############################################### 
 
# All lists of capture-recapture and count history saved in the simulations 
code should be loaded first: 
load("C:/Users/Micheletti/Models/CH2P.RData") 
load("C:/Users/Micheletti/Models/CD2P.RData") 
load("C:/Users/Micheletti/Models/CI2P.RData") 
 
library(RMark) 
 
iter <- 600 
n.occ <- 3  # Number of capture occasions (field trips) 
n.days <- 3  # Number of days of work in each occasion 
 
CH.list <- CH2.list <- Mark.list <- Mark2.list <- km.list <- y.list <- 
km2.list <- y2.list <- Mark.list.summary <- Mark2.list.summary <- list() 
 
output.V2P <- matrix(NA,ncol=iter,nrow=10) 
rownames(output.V2P) <- c("ZPNE.N","ZPNE.N.se", 
                        "ZPNE.B","ZPNE.B.se", 
                        "ZPNE.phin","ZPNE.phin.se", 
                        "ZPNE.phib","ZPNE.phib.se", 
                        "ZPNE.p","ZPNE.p.se") 
# FOR ZPNEs 
output.V2P2 <- output.V2P 
ls.CH22 <- ls.CH2 
 
################## 
#  FOR ZPNEc     # 
################## 
 
for(ite in 1:iter) 
{ 
  # For each CH (CAPTURE RECAPTURE) 
   
  CH <- data.frame() 
  for (i in 1:nrow(ls.CH2[[ite]])) { 
     
    # FOR THE FIRST FIELD TRIP 
    CH[i,1] <- ifelse(  
      sum(ls.CH2[[ite]][i, c(1:3)])>0, 
      paste(0, sum(ls.CH2[[ite]][i, c(1:3)]), sep = ""), 
      "..") 
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    # FOR THE SECOND FIELD TRIP 
    CH[i,2] <- ifelse(  
      sum(ls.CH2[[ite]][i, c(4:6)])>0, 
      paste(0, sum(ls.CH2[[ite]][i, c(4:6)]), sep = ""), 
      ifelse(CH[i,1]!="..", 
             ifelse(sum(ls.CH2[[ite]][i, c(7:9)])>0, 
                    paste("+", 0, sep=""), 
                    paste("-", 0, sep="")), 
             "..")) 
     
    # FOR THE THIRD FIELD TRIP 
    CH[i,3] <- ifelse( 
      sum(ls.CH2[[ite]][i, c(7:9)])>0, 
      paste(0, sum(ls.CH2[[ite]][i, c(7:9)]), sep = ""), 
      ifelse(CH[i,2]!="..", 
             ifelse(sum(ls.CH2[[ite]][i, c(7:9)])>0, 
                    paste("+", 0, sep=""), 
                    paste("-", 0, sep="")), 
             "..")) 
     
  } # END CH LOOP 
   
  CH[,4] <- do.call(paste, c(CH[c("V1","V2","V3")], sep = "")) 
  CH <- data.frame(CH[,4]) 
  colnames(CH) <- "ch" 
  CH$ch <- as.character(CH$ch) 
  CH.list[[ite]]  <- assign(paste("CH", ite, sep = "_"), CH) 
   
  # FOR EACH Y (COUNTING) 
   
  y <- numeric() 
  y <- 
c(sum(ls.CD2[[ite]][1:3]),sum(ls.CD2[[ite]][4:6]),sum(ls.CD2[[ite]][7:9])) 
  y.list[[ite]]  <- assign(paste("y", ite, sep = "_"), y) 
   
  # FOR EACH Known Marks 
   
  km <- numeric() 
  km <- sum(ls.CH2[[ite]][,1]==1|ls.CH2[[ite]][,2]==1|ls.CH2[[ite]][,3]==1) 
  km.list[[ite]]  <- assign(paste("km", ite, sep = "_"), km) 
   
  data(PoissonMR) 
  pois.proc=process.data(CH.list[[ite]],model="PoissonMR", 
                         counts=list("Unmarked Seen"=c(y.list[[ite]]), 
                                     "Marked Unidentified"=c(0,0,0), 
                                     "Known Marks"=c(km.list[[ite]],0,0))) 
   
  mod=mark(pois.proc,ddl=NULL, 
           model.parameters=list(Phi=list(formula=~1,link="sin"), 
                                 GammaDoublePrime=list(fixed=0), 
                                 GammaPrime=list(fixed=0), 
                                 alpha=list(formula=~1,link="sin"), 
                                 U=list(formula=~-1+time,link="sin"), 
                                 sigma=list(formula=~1,link="sin"))) 
  # SAVE OUTPUT 
   
  Mark.list[[ite]]  <- assign(paste("Mark", ite, sep = "_"), mod) 
  Mark.list.summary[[ite]]  <- assign(paste("Mark", ite, sep = "_"), 
summary(mod)) 
   
  N <- mod$results$derived$`N Population Size`$estimate 
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  N.se <- mod$results$derived$`N Population Size`$se 
  p <- mod$results$derived$`Pr(Captured 1 or more times)`$estimate 
  p.se <- mod$results$derived$`Pr(Captured 1 or more times)`$se 
  phi <- mod$results$real$estimate[6] 
  phi.se <- mod$results$real$se[6] 
   
  output.V2P[1,ite] <- mean(N) 
  output.V2P[2,ite] <- mean(N.se) 
  output.V2P[7,ite] <- phi 
  output.V2P[8,ite] <- phi.se 
  output.V2P[9,ite] <- mean(p) 
  output.V2P[10,ite] <- mean(p.se) 
   
  output.V2P <- round(output.V2P,4) 
   
  if(ite==iter){ 
    save(output.V2P,file="output-V2P.RData") 
    save(Mark.list,file="Mark-list2P.RData") 
    save(Mark.list.summary,file="Mark-list-summ2P.RData")} 
   
} # END ITERATION (ite loop) 
 
################## 
#  FOR ZPNEs     # 
################## 
 
# For the models ZPNEs it is considered one capture and two recapture days 
occasions. Even though it is a low trapping species, if it is made differently 
from this, the model loses its robust design. Individuals that are not 
captured in the first 2 days of marking DO NOT COUNT as recapture for the 
same field trip (as these would not have readable marks). 
 
for(ite in 1:iter) 
{ 
   
  # ORGANIZE DATA for ZPNEs 
   
  for(i in 1:nrow(ls.CH22[[ite]])) # Loop through individuals so only the 
ones marked in marking occasions (first day of each field trip) can actually 
be captured by observation 
  { 
    ls.CH22[[ite]][i,2] <- 
ifelse(ls.CH2[[ite]][i,1]==0,0,ls.CH2[[ite]][i,2]) 
    ls.CH22[[ite]][i,3] <- 
ifelse(ls.CH2[[ite]][i,1]==0,0,ls.CH2[[ite]][i,3]) 
    ls.CH22[[ite]][i,5] <- 
ifelse(sum(ls.CH2[[ite]][i,c(1,4)])==0,0,ls.CH2[[ite]][i,5]) 
    ls.CH22[[ite]][i,6] <- 
ifelse(sum(ls.CH2[[ite]][i,c(1,4)])==0,0,ls.CH2[[ite]][i,6]) 
    ls.CH22[[ite]][i,8] <- 
ifelse(sum(ls.CH2[[ite]][i,c(1,4,7)])==0,0,ls.CH2[[ite]][i,8]) 
    ls.CH22[[ite]][i,9] <- 
ifelse(sum(ls.CH2[[ite]][i,c(1,4,7)])==0,0,ls.CH2[[ite]][i,9]) 
  } 
   
  ls.CH22[[ite]] <- ls.CH22[[ite]][,-c(1,4,7)] # Remove marking occasions 
   
  ls.CH22[[ite]] <- ls.CH22[[ite]][apply(ls.CH22[[ite]][,-1], 1, function(x) 
!all(x==0)),] # Delete individuals with no captures 
}   
  # For each CH (CAPTURE RECAPTURE) 
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for(ite in 1:iter) 
{   
  CH2 <- data.frame() 
   
  ifelse(is.null(nrow(ls.CH22[[ite]])),next,{ #Create a loop to organize data 
if the number of rows of the capture-history is not null (i.e. if at least 
one individual was captured) 
     
    for (i in 1:nrow(ls.CH22[[ite]])) { 
       
      # FOR THE FIRST FIELD TRIP 
      CH2[i,1] <- ifelse(  
        sum(ls.CH22[[ite]][i, c(1:2)])>0, 
        paste(0, sum(ls.CH22[[ite]][i, c(1:2)]), sep = ""), 
        "..") 
       
      # FOR THE SECOND FIELD TRIP 
      CH2[i,2] <- ifelse( 
        sum(ls.CH22[[ite]][i, c(3:4)])>0, 
        paste(0, sum(ls.CH22[[ite]][i, c(3:4)]), sep = ""), 
        ifelse(CH2[i,1]!="..", 
               ifelse(sum(ls.CH22[[ite]][i, c(5:6)])>0, 
                      paste("+", 0, sep=""), 
                      paste("-", 0, sep="")), 
               "..")) 
       
      # FOR THE THIRD FIELD TRIP 
      CH2[i,3] <- ifelse( 
        sum(ls.CH22[[ite]][i, c(5:6)])>0, 
        paste(0, sum(ls.CH22[[ite]][i, c(5:6)]), sep = ""), 
        ifelse(CH2[i,2]!="..", 
               ifelse(sum(ls.CH22[[ite]][i, c(5:6)])>0, 
                      paste("+", 0, sep=""), 
                      paste("-", 0, sep="")), 
               "..")) 
    } # END CH LOOP 
     
    #Concatenate CH in one column called 'ch' 
    CH2[,4] <- do.call(paste, c(CH2[c("V1","V2","V3")], sep = "")) 
    CH2 <- data.frame(CH2[,4]) 
    colnames(CH2) <- "ch" 
    CH2$ch <- as.character(CH2$ch) 
    CH2.list[[ite]]  <- assign(paste("CH2", ite, sep = "_"), CH2) 
     
    # FOR EACH Y (COUNTING) 
     
    IndSum <- numeric() 
    for (t in 1:ncol(ls.CH22[[ite]])){ 
      IndSum[t] <- sum(ls.CH22[[ite]][,t])} #Summed marked individuals that 
are observed in time t 
    Nmn <- ls.CI2[[ite]][c(2,3,5,6,8,9)]-IndSum # Non marked Individuals 
observed 
    y2 <- c(sum(Nmn[1:2]),sum(Nmn[3:4]),sum(Nmn[5:6])) 
    y2.list[[ite]]  <- assign(paste("y2", ite, sep = "_"), y2) 
     
    # FOR EACH Known Marks 
    km2 <- numeric() 
    km2 <- colSums(ls.CH22[[ite]])[1]+colSums(ls.CH22[[ite]])[2]-
sum(ls.CH22[[ite]][,1]==1&ls.CH22[[ite]][,2]==1) 
    km2.list[[ite]]  <- assign(paste("km2", ite, sep = "_"), km2) 
     
    data(PoissonMR) 
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    pois.proc=process.data(CH2.list[[ite]],model="PoissonMR", 
                           counts=list("Unmarked Seen"=c(y2.list[[ite]]), 
                                       "Marked Unidentified"=c(0,0,0), 
                                       "Known 
Marks"=c(km2.list[[ite]],0,0))) 
     
    mod=mark(pois.proc,ddl=NULL, 
             model.parameters=list(Phi=list(formula=~1,link="sin"), 
                                   GammaDoublePrime=list(fixed=0), 
                                   GammaPrime=list(fixed=0), 
                                   alpha=list(formula=~1,link="sin"), 
                                   U=list(formula=~-1+time,link="sin"), 
                                   sigma=list(formula=~1,link="sin"))) 
    # SAVE OUTPUT 
     
    Mark2.list[[ite]]  <- assign(paste("Mark", ite, sep = "_"), mod) 
    Mark2.list.summary[[ite]]  <- assign(paste("Mark", ite, sep = "_"), 
summary(mod)) 
     
    N <- mod$results$derived$`N Population Size`$estimate 
    N.se <- mod$results$derived$`N Population Size`$se 
    p <- mod$results$derived$`Pr(Captured 1 or more times)`$estimate 
    p.se <- mod$results$derived$`Pr(Captured 1 or more times)`$se 
    phi <- mod$results$real$estimate[6] 
    phi.se <- mod$results$real$se[6] 
     
    output.V2P2[1,ite] <- mean(N) 
    output.V2P2[2,ite] <- mean(N.se) 
    output.V2P2[7,ite] <- phi 
    output.V2P2[8,ite] <- phi.se 
    output.V2P2[9,ite] <- mean(p) 
    output.V2P2[10,ite] <- mean(p.se) 
     
  })# end of ‘ifelse’ statement to avoid running null capture-histories 
   
  output.V2P2 <- round(output.V2P2,4) 
   
  if(ite==iter){ 
    save(output.V2P2,file="output-V22P.RData") 
    save(Mark2.list,file="Mark-list22P.RData") 
    save(Mark2.list.summary,file="Mark-list-summ22P.RData")} 
   
} # END ITERATION (ite loop) 
 
save.image(file="RESULTS-MARK2P.RData") 
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APPENDIX V – C-MOM model used for real datasets 
Model used for analyzing population parameters of a rock cavy (K. rupestris) colony in 
Fernando de Noronha, Brazil. 
############################################### 
##                                           ## 
##   M O D E L      D E S C R I P T I O N    ## 
##                                           ## 
############################################### 
 
# Model Name: C-MOM 
 
# 1. Integrated Population Model: Capture-recapture and counting 
datasets 
# 2. Robust data collection design 
# 3. State Space formulation separating state and observation 
processes 
# 4. No differentiation between physical capture and observation 
probabilities in the model 
# 5. Survival probability may vary within time 
# 6. Flexible regarding individual capture heterogeneity, although not 
specified in the model (due to robust design)  
 
############################################### 
 
model { 
   
  ################################# 
  # Define priors and constraints # 
  ################################# 
   
      p ~ dbeta(1, 1)  # Capture / Observation probabilities 
      phi ~ dbeta(1, 1) # Survival probabilities 
   
    for (t in 1:tot.occ){ 
      gamma[t] ~ dunif(0, 1)  # Entry probabilities 
      B[t] ~ dpois(3)} # Newborns  
c <- COUNT[1] 
      N[1] ~ dpois(c)I(c,) # Population 
   
  # Likelihood 
   
  #####################     
  # CAPTURE-RECAPTURE # 
  ##################### 
   
  # First occasion 
    # State process 
   
    for (i in 1:M){ 
      z[i,1] ~ dbern(gamma[1]) 
     
    # Observation process 
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      mu1[i] <- z[i,1] * p 
      CH[i,1] ~ dbern(mu1[i]) 
     
  # Subsequent occasions 
    # State Process 
     
    for (t in 2:tot.occ){ 
      q[i,t-1] <- 1-z[i,t-1]    # Availability for recruitment 
      mu2[i,t] <- pow(phi,k[t-1]) * z[i,t-1] + gamma[t] * 
prod(q[i,1:(t-1)]) # Argument for the Bernoulli distribution 
      z[i,t] ~ dbern(mu2[i,t]) 
       
    # Observation process 
       
      mu3[i,t] <- z[i,t] * p # Argument for the Bernoulli distribution 
      CH[i,t] ~ dbern(mu3[i,t])}} #i  
   
  ########## 
  # COUNTS # 
  ########## 
   
    # State Process 
   
    for (t in 1:(tot.occ-1)){ 
      N[t+1] <- N[t] + B[t] - (N[t]*(1-(pow(phi,k[t]))))} 
  
    # Observation process  
   
    for (t in 1:tot.occ){ 
      cnt[t] <- N[t] * p 
      COUNT[t] ~ dpois(cnt[t])}  
   
} # End of Model 
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APPENDIX VI – Rock cavy colony sizes and number of 
individuals in Fernando de Noronha 
Table A.2. Mapped rock cavy (K. rupestris) colonies in Fernando de Noronha, its size in m2 and calculated 
number of individuals based on three different densities. 
   Number of individuals Based on Max Density 
Colony ID Colony Description Areas m2 Lacher ZPNEs C-MOM 
   Captivity F.Noronha F.Noronha 
   0.09 ind/m2 0.034 ind/m2 0.043 ind/m2 
1 AmericanoPraia 134 12 5 5 
2 AtalaiaEsquerda 89 8 3 3 
3 AtalaiaEsquerdaII 3 0 0 0 
4 AtalaiaFundodoMar 694 62 23 27 
5 BaiaGolfinhos 2041 184 69 78 
6 Baixa1 35 3 1 1 
7 Baixa2 31 3 1 1 
8 BoldróPraia 651 59 22 25 
9 Cacimba 106 10 4 4 
10 Capim-Acu 353 32 12 14 
11 Caracas 705 63 24 27 
12 CaracasII 39 4 1 1 
13 CaracasIII 32 3 1 1 
14 CaracasIV 70 6 2 3 
15 CaracasV 157 14 5 6 
16 CataclismaCapim-Acu 31956 2876 1080 1227 
17 CataclismaPedrasSecas 19292 1736 652 741 
18 Cercafarpada 8 1 0 0 
19 ColoniadoEsqueleto 258 23 9 10 
20 ComplexodoCasarao 3041 274 103 117 
21 ComplexodoCasaraoEncosta 635 57 21 24 
22 ComplexodosHobbits 96 9 3 4 
23 ComplexodosHobbitsII 526 47 18 20 
24 ComplexodosHobbitsIII 96 9 3 4 
25 DoisIrmaos 102 9 3 4 
26 EncruzilhadadoForte 72 6 2 3 
27 Estrada 608 55 21 23 
28 FakeSancho 180 16 6 7 
29 Figueira 4219 380 143 162 
30 FimdaTrilhaAtalaia 55 5 2 2 
31 FortedoBoldró 573 52 19 22 
32 ForteNSdosRemediosI 3 0 0 0 
33 ForteNSdosRemediosParedao 259 23 9 10 
34 InteriordoDois 72 6 2 3 
35 IstimoCapim-Acu 254 23 9 10 
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   Number of individuals Based on Max Density 
Colony ID Colony Description Areas m2 Lacher ZPNEs C-MOM 
   Captivity F.Noronha F.Noronha 
   0.09 ind/m2 0.034 ind/m2 0.043 ind/m2 
36 MergulhaodoSueste 55 5 2 2 
37 MoledosGolfinhos 613 55 21 24 
38 MontanhadaCacimba 89 8 3 3 
39 MontanhadaCacimbaII 126 11 4 5 
40 MontinhodoFilhote 2 0 0 0 
41 MorrodoFrancosI 12832 1155 434 493 
42 MorrodoFrancosII 22687 2042 767 871 
43 PedraAlta-Atalaia 23 2 1 1 
44 PedradaIemanja 116 10 4 4 
45 PedreiraEscondida 2932 264 99 113 
46 PedreiraG115 104 9 4 4 
47 PedreiraG116 793 71 27 30 
48 PedreiraGMorroBranco 390 35 13 15 
49 PedreiraGrandeVistaAtalaia1 301 27 10 12 
50 PedreiraGrandeVistaAtalaia2 535 48 18 21 
51 PedreiraLeaoII 147 13 5 6 
52 PedreiraLeaoIII 98 9 3 4 
53 PedreiraLeaoM 179 16 6 7 
54 PedreiraLeaoPossivel 102 9 3 4 
55 PedreiraM117 348 31 12 13 
56 PedreiraMediaVistaAtalaia1 256 23 9 10 
57 PedreiraMediaVistaAtalaia2 107 10 4 4 
58 PedreiraMorrinhoBranco1 76 7 3 3 
59 PedreiraMorrinhoBranco2 43 4 1 2 
60 PedreiraP115 46 4 2 2 
61 PedreiraP116 23 2 1 1 
62 PedreiraPequenaVistaAtalaia1 14 1 0 1 
63 PedreiraPequenaVistaAtalaia2 44 4 1 2 
64 PedreiraPreta 3761 338 127 144 
65 PedreirinhaPraiaLeao 12 1 0 0 
66 PedrerinhadoSueste 208 19 7 8 
67 Pegada 401 36 14 15 
68 Piquinho 310 28 10 12 
69 Pirambeira 426 38 14 16 
70 PiscinadoHipopotamo 419 38 14 16 
71 PlaniciedaViracaoI 607 55 21 23 
72 PlaniciedaViracaoII 308 28 10 12 
73 PlaniciedaViracaoIII 206 19 7 8 
74 PlaniciedaViracaoIV 381 34 13 15 
75 PlaniciedaViracaoIX 355 32 12 14 
76 PlaniciedaViracaoVI 326 29 11 13 
77 PlaniciedaViracaoVII 114 10 4 4 
78 PlaniciedaViracaoVIII 76 7 3 3 
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   Number of individuals Based on Max Density 
Colony ID Colony Description Areas m2 Lacher ZPNEs C-MOM 
   Captivity F.Noronha F.Noronha 
   0.09 ind/m2 0.034 ind/m2 0.043 ind/m2 
79 PlaniciedaViracaoX 4824 434 163 185 
80 PlaniciePraiaPedra 32 3 1 1 
81 PontaAmericano-Bode 481 43 16 18 
82 PontaBoldróPedoPico 3708 334 125 142 
83 PontaCapim-Acu 560 50 19 22 
84 PontadaBurra 466 42 16 18 
85 PontinhaNorte 1752 158 59 67 
86 PontinhaSul 256 23 9 10 
87 Porcos 1208 109 41 46 
88 PorcosII 287 26 10 11 
89 Porto 198 18 7 8 
90 PortoII 120 11 4 5 
91 PortoIII 106 10 4 4 
92 PossivelColoniaGolfinhos 222 20 8 9 
93 PraiadePedraDireita 152 14 5 6 
94 PraiadePedraEsquerda 209 19 7 8 
95 Sancho 2153 194 73 83 
96 SaoJoaoBaptista 2238 201 76 86 
97 TrilhaAtalaia 130 12 4 5 
98 TrilhadoAmericano 1453 131 49 56 
99 Xareu 2277 205 77 87 
 100 Morro do Pico 31956 2876 1080 1227 
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APPENDIX VII – Parameter’s ranking of C-MOM, CMR 
and ZPNE models 
Table A.3. Parameter’s ranking of C-MOM, CMR and ZPNE models showing the sum and count ranking values of 
all stochastic replicates, and the final rank of each model regarding each parameter of accuracy of estimates 
proposed by the three models for a simulated rock cavy (K. rupestris) population.
Model Parameter Sum Count Rank 
CMOMi-1P 
𝑁 
12 9 1.3 
CMOMd-2P 19 9 2.1 
CMOMd-1P 24 9 2.7 
CMOMi-2P 36 9 4 
ZPNEc 46 9 5.1 
CMR-2P 55 9 6.1 
CMR-1P 60 9 6.7 
ZPNEs 72 9 8 
CMOMd-2P 
𝐵 
13 9 1.4 
CMOMi-2P 23 9 2.6 
CMOMi-1P 30 9 3.3 
CMOMd-1P 32 9 3.6 
CMR-1P 45 9 5 
CMR-2P 46 9 5.1 
ZPNEc 67.5 9 7.5 
ZPNEs 67.5 9 7.5 
CMOMd-1P 
𝜑2 
9 9 1 
CMOMi-1P 21 9 2.3 
CMOMd-2P 24 9 2.7 
CMOMi-2P 36 9 4 
CMR-2P 47 9 5.2 
CMR-1P 52 9 5.8 
ZPNEc 67.5 9 7.5 
ZPNEs 67.5 9 7.5 
 
 
Model Parameter Sum Count Rank 
CMOMi-1P 
𝜑1  
12 9 1.3 
CMOMi-2P 16 9 1.8 
CMOMd-2P 32 9 3.6 
CMOMd-1P 34 9 3.8 
CMR-2P 45 9 5 
CMR-1P 52 9 5.8 
ZPNEc 61 9 6.8 
ZPNEs 72 9 8 
ZPNEc 
𝑝2  
11 9 1.2 
CMOMd-1P 19 9 2.1 
CMOMi-1P 24 9 2.7 
CMR-1P 40 9 4.4 
CMR-2P 45 9 5 
CMOMi-2P 55 9 6.1 
CMOMd-2P 62 9 6.9 
ZPNEs 68 9 7.6 
CMOMi-2P 
𝑝1  
11 9 1.2 
CMOMd-2P 21 9 2.3 
CMR-2P 22 9 2.4 
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APPENDIX VIII – Bias, precision and accuracy table 
Table A.4. Mean values of relative bias, relative standard error (precision) and means square error (accuracy) 
for 100 stochastic replicates for different scenarios, models and variables. Models compared are a concurrent 
marking-observation capture-recapture integrated population model used with dependent (C-MOMd) 
and independent datasets (C-MOMi), a Jolly-Seber based capture-mark-recapture model (CMR), and  
a zero-truncated Poisson-log normal mark-resight model with concomitant capture and 
observation activities (ZPNEc), and with separate marking and resighting activities (ZPNEs). The 
parameters evaluated were the number of individuals (𝑵), recruitment (𝑩), survival within field trips (𝝋𝟐), 
survival between field trips (𝝋𝟏), physical capture rates (𝒑𝟏) and observation rates (𝒑𝟐). 
Analysis Base Model 
and 
Dependency 
Scenario Parameter Model 
Formulation 
Values 
Relative Bias CMOMd Decreasing Number of Individuals 1P 0.170555 
Relative Bias CMOMi Decreasing Number of Individuals 1P 0.14266 
Relative Bias CMR Decreasing Number of Individuals 1P 0.309102 
Relative Bias ZPNEc Decreasing Number of Individuals 1P 0.379103 
Relative Bias ZPNEs Decreasing Number of Individuals 1P 0.494076 
Standard Error CMOMd Decreasing Number of Individuals 1P 0.206606 
Standard Error CMOMi Decreasing Number of Individuals 1P 0.185675 
Standard Error CMR Decreasing Number of Individuals 1P 0.126247 
Standard Error ZPNEc Decreasing Number of Individuals 1P 0.003796 
Standard Error ZPNEs Decreasing Number of Individuals 1P 2.505288 
Mean-square Error CMOMd Decreasing Number of Individuals 1P 0.102417 
Mean-square Error CMOMi Decreasing Number of Individuals 1P 0.072829 
Mean-square Error CMR Decreasing Number of Individuals 1P 0.14846 
Mean-square Error ZPNEc Decreasing Number of Individuals 1P 0.191323 
Mean-square Error ZPNEs Decreasing Number of Individuals 1P 418.1456 
Relative Bias CMOMd Decreasing Recruitment 1P 0.719183 
Relative Bias CMOMi Decreasing Recruitment 1P 0.650167 
Relative Bias CMR Decreasing Recruitment 1P 1.001239 
Relative Bias ZPNEc Decreasing Recruitment 1P NA 
Relative Bias ZPNEs Decreasing Recruitment 1P NA 
Standard Error CMOMd Decreasing Recruitment 1P 0.809374 
Standard Error CMOMi Decreasing Recruitment 1P 0.774254 
Standard Error CMR Decreasing Recruitment 1P 0.610538 
Standard Error ZPNEc Decreasing Recruitment 1P NA 
Standard Error ZPNEs Decreasing Recruitment 1P NA 
Mean-square Error CMOMd Decreasing Recruitment 1P 1.86268 
Mean-square Error CMOMi Decreasing Recruitment 1P 1.684375 
Mean-square Error CMR Decreasing Recruitment 1P 2.155845 
Mean-square Error ZPNEc Decreasing Recruitment 1P NA 
Mean-square Error ZPNEs Decreasing Recruitment 1P NA 
Relative Bias CMOMd Decreasing Survival Second. Occ. 1P 0.045578 
Relative Bias CMOMi Decreasing Survival Second. Occ. 1P 0.056173 
Relative Bias CMR Decreasing Survival Second. Occ. 1P 0.094403 
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Relative Bias ZPNEc Decreasing Survival Second. Occ. 1P NA 
Relative Bias ZPNEs Decreasing Survival Second. Occ. 1P NA 
Standard Error CMOMd Decreasing Survival Second. Occ. 1P 0.127494 
Standard Error CMOMi Decreasing Survival Second. Occ. 1P 0.1377 
Standard Error CMR Decreasing Survival Second. Occ. 1P 0.17372 
Standard Error ZPNEc Decreasing Survival Second. Occ. 1P NA 
Standard Error ZPNEs Decreasing Survival Second. Occ. 1P NA 
Mean-square Error CMOMd Decreasing Survival Second. Occ. 1P 0.019947 
Mean-square Error CMOMi Decreasing Survival Second. Occ. 1P 0.024146 
Mean-square Error CMR Decreasing Survival Second. Occ. 1P 0.042404 
Mean-square Error ZPNEc Decreasing Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs Decreasing Survival Second. Occ. 1P NA 
Relative Bias CMOMd Decreasing Survival Prim. Occ. 1P 0.12762 
Relative Bias CMOMi Decreasing Survival Prim. Occ. 1P 0.104623 
Relative Bias CMR Decreasing Survival Prim. Occ. 1P 0.08965 
Relative Bias ZPNEc Decreasing Survival Prim. Occ. 1P 0.215962 
Relative Bias ZPNEs Decreasing Survival Prim. Occ. 1P 0.269475 
Standard Error CMOMd Decreasing Survival Prim. Occ. 1P 0.164241 
Standard Error CMOMi Decreasing Survival Prim. Occ. 1P 0.176533 
Standard Error CMR Decreasing Survival Prim. Occ. 1P 0.230743 
Standard Error ZPNEc Decreasing Survival Prim. Occ. 1P 0.160903 
Standard Error ZPNEs Decreasing Survival Prim. Occ. 1P 0.266325 
Mean-square Error CMOMd Decreasing Survival Prim. Occ. 1P 0.049187 
Mean-square Error CMOMi Decreasing Survival Prim. Occ. 1P 0.047869 
Mean-square Error CMR Decreasing Survival Prim. Occ. 1P 0.069063 
Mean-square Error ZPNEc Decreasing Survival Prim. Occ. 1P 0.091178 
Mean-square Error ZPNEs Decreasing Survival Prim. Occ. 1P 0.200354 
Relative Bias CMOMd Decreasing Observation probability 1P 0.053802 
Relative Bias CMOMi Decreasing Observation probability 1P 0.052142 
Relative Bias CMR Decreasing Observation probability 1P 0.137339 
Relative Bias ZPNEc Decreasing Observation probability 1P 0.030406 
Relative Bias ZPNEs Decreasing Observation probability 1P 5.63E+302 
Standard Error CMOMd Decreasing Observation probability 1P 0.08745 
Standard Error CMOMi Decreasing Observation probability 1P 0.089924 
Standard Error CMR Decreasing Observation probability 1P 0.108572 
Standard Error ZPNEc Decreasing Observation probability 1P 3.63E-10 
Standard Error ZPNEs Decreasing Observation probability 1P 3.58E-10 
Mean-square Error CMOMd Decreasing Observation probability 1P 0.012243 
Mean-square Error CMOMi Decreasing Observation probability 1P 0.012796 
Mean-square Error CMR Decreasing Observation probability 1P 0.041137 
Mean-square Error ZPNEc Decreasing Observation probability 1P 0.000925 
Mean-square Error ZPNEs Decreasing Observation probability 1P Inf 
Relative Bias CMOMd Stable Number of Individuals 1P 0.102931 
Relative Bias CMOMi Stable Number of Individuals 1P 0.129356 
Relative Bias CMR Stable Number of Individuals 1P 0.3442 
Relative Bias ZPNEc Stable Number of Individuals 1P 0.285552 
Cont. Table A.4 
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Relative Bias ZPNEs Stable Number of Individuals 1P 0.466577 
Standard Error CMOMd Stable Number of Individuals 1P 0.107627 
Standard Error CMOMi Stable Number of Individuals 1P 0.098348 
Standard Error CMR Stable Number of Individuals 1P 0.046703 
Standard Error ZPNEc Stable Number of Individuals 1P 0.002411 
Standard Error ZPNEs Stable Number of Individuals 1P 0.006877 
Mean-square Error CMOMd Stable Number of Individuals 1P 0.027964 
Mean-square Error CMOMi Stable Number of Individuals 1P 0.03324 
Mean-square Error CMR Stable Number of Individuals 1P 0.141414 
Mean-square Error ZPNEc Stable Number of Individuals 1P 0.110894 
Mean-square Error ZPNEs Stable Number of Individuals 1P 0.296287 
Relative Bias CMOMd Stable Recruitment 1P 0.158369 
Relative Bias CMOMi Stable Recruitment 1P 0.194717 
Relative Bias CMR Stable Recruitment 1P 0.629091 
Relative Bias ZPNEc Stable Recruitment 1P NA 
Relative Bias ZPNEs Stable Recruitment 1P NA 
Standard Error CMOMd Stable Recruitment 1P 0.378632 
Standard Error CMOMi Stable Recruitment 1P 0.362435 
Standard Error CMR Stable Recruitment 1P 0.210363 
Standard Error ZPNEc Stable Recruitment 1P NA 
Standard Error ZPNEs Stable Recruitment 1P NA 
Mean-square Error CMOMd Stable Recruitment 1P 0.181362 
Mean-square Error CMOMi Stable Recruitment 1P 0.185282 
Mean-square Error CMR Stable Recruitment 1P 0.629869 
Mean-square Error ZPNEc Stable Recruitment 1P NA 
Mean-square Error ZPNEs Stable Recruitment 1P NA 
Relative Bias CMOMd Stable Survival Second. Occ. 1P 0.046838 
Relative Bias CMOMi Stable Survival Second. Occ. 1P 0.054597 
Relative Bias CMR Stable Survival Second. Occ. 1P 0.097313 
Relative Bias ZPNEc Stable Survival Second. Occ. 1P NA 
Relative Bias ZPNEs Stable Survival Second. Occ. 1P NA 
Standard Error CMOMd Stable Survival Second. Occ. 1P 0.0451 
Standard Error CMOMi Stable Survival Second. Occ. 1P 0.051195 
Standard Error CMR Stable Survival Second. Occ. 1P 0.083857 
Standard Error ZPNEc Stable Survival Second. Occ. 1P NA 
Standard Error ZPNEs Stable Survival Second. Occ. 1P NA 
Mean-square Error CMOMd Stable Survival Second. Occ. 1P 0.004424 
Mean-square Error CMOMi Stable Survival Second. Occ. 1P 0.005819 
Mean-square Error CMR Stable Survival Second. Occ. 1P 0.017037 
Mean-square Error ZPNEc Stable Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs Stable Survival Second. Occ. 1P NA 
Relative Bias CMOMd Stable Survival Prim. Occ. 1P 0.087753 
Relative Bias CMOMi Stable Survival Prim. Occ. 1P 0.074203 
Relative Bias CMR Stable Survival Prim. Occ. 1P 0.043528 
Relative Bias ZPNEc Stable Survival Prim. Occ. 1P 0.079471 
Relative Bias ZPNEs Stable Survival Prim. Occ. 1P 0.107931 
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Standard Error CMOMd Stable Survival Prim. Occ. 1P 0.058106 
Standard Error CMOMi Stable Survival Prim. Occ. 1P 0.066704 
Standard Error CMR Stable Survival Prim. Occ. 1P 0.114187 
Standard Error ZPNEc Stable Survival Prim. Occ. 1P 0.077451 
Standard Error ZPNEs Stable Survival Prim. Occ. 1P 0.119401 
Mean-square Error CMOMd Stable Survival Prim. Occ. 1P 0.012134 
Mean-square Error CMOMi Stable Survival Prim. Occ. 1P 0.011029 
Mean-square Error CMR Stable Survival Prim. Occ. 1P 0.016462 
Mean-square Error ZPNEc Stable Survival Prim. Occ. 1P 0.015523 
Mean-square Error ZPNEs Stable Survival Prim. Occ. 1P 0.036262 
Relative Bias CMOMd Stable Observation probability 1P 0.049124 
Relative Bias CMOMi Stable Observation probability 1P 0.039545 
Relative Bias CMR Stable Observation probability 1P 0.066917 
Relative Bias ZPNEc Stable Observation probability 1P 0.030845 
Relative Bias ZPNEs Stable Observation probability 1P 0.048199 
Standard Error CMOMd Stable Observation probability 1P 0.060048 
Standard Error CMOMi Stable Observation probability 1P 0.061768 
Standard Error CMR Stable Observation probability 1P 0.071194 
Standard Error ZPNEc Stable Observation probability 1P 0.003304 
Standard Error ZPNEs Stable Observation probability 1P 0.010453 
Mean-square Error CMOMd Stable Observation probability 1P 0.007359 
Mean-square Error CMOMi Stable Observation probability 1P 0.006513 
Mean-square Error CMR Stable Observation probability 1P 0.011858 
Mean-square Error ZPNEc Stable Observation probability 1P 0.001081 
Mean-square Error ZPNEs Stable Observation probability 1P 0.008154 
Relative Bias CMOMd Increasing Number of Individuals 1P 0.164794 
Relative Bias CMOMi Increasing Number of Individuals 1P 0.178033 
Relative Bias CMR Increasing Number of Individuals 1P 0.370871 
Relative Bias ZPNEc Increasing Number of Individuals 1P 0.246106 
Relative Bias ZPNEs Increasing Number of Individuals 1P 0.528682 
Standard Error CMOMd Increasing Number of Individuals 1P 0.085545 
Standard Error CMOMi Increasing Number of Individuals 1P 0.077996 
Standard Error CMR Increasing Number of Individuals 1P 0.036153 
Standard Error ZPNEc Increasing Number of Individuals 1P 0.005443 
Standard Error ZPNEs Increasing Number of Individuals 1P 0.021442 
Mean-square Error CMOMd Increasing Number of Individuals 1P 0.045484 
Mean-square Error CMOMi Increasing Number of Individuals 1P 0.050538 
Mean-square Error CMR Increasing Number of Individuals 1P 0.155271 
Mean-square Error ZPNEc Increasing Number of Individuals 1P 0.101877 
Mean-square Error ZPNEs Increasing Number of Individuals 1P 0.34219 
Relative Bias CMOMd Increasing Recruitment 1P 0.586326 
Relative Bias CMOMi Increasing Recruitment 1P 0.62429 
Relative Bias CMR Increasing Recruitment 1P 0.19007 
Relative Bias ZPNEc Increasing Recruitment 1P NA 
Relative Bias ZPNEs Increasing Recruitment 1P NA 
Standard Error CMOMd Increasing Recruitment 1P 0.154472 
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Standard Error CMOMi Increasing Recruitment 1P 0.145894 
Standard Error CMR Increasing Recruitment 1P 0.090559 
Standard Error ZPNEc Increasing Recruitment 1P NA 
Standard Error ZPNEs Increasing Recruitment 1P NA 
Mean-square Error CMOMd Increasing Recruitment 1P 0.379722 
Mean-square Error CMOMi Increasing Recruitment 1P 0.420058 
Mean-square Error CMR Increasing Recruitment 1P 0.062984 
Mean-square Error ZPNEc Increasing Recruitment 1P NA 
Mean-square Error ZPNEs Increasing Recruitment 1P NA 
Relative Bias CMOMd Increasing Survival Second. Occ. 1P 0.026426 
Relative Bias CMOMi Increasing Survival Second. Occ. 1P 0.032714 
Relative Bias CMR Increasing Survival Second. Occ. 1P 0.077173 
Relative Bias ZPNEc Increasing Survival Second. Occ. 1P NA 
Relative Bias ZPNEs Increasing Survival Second. Occ. 1P NA 
Standard Error CMOMd Increasing Survival Second. Occ. 1P 0.030416 
Standard Error CMOMi Increasing Survival Second. Occ. 1P 0.035293 
Standard Error CMR Increasing Survival Second. Occ. 1P 0.069498 
Standard Error ZPNEc Increasing Survival Second. Occ. 1P NA 
Standard Error ZPNEs Increasing Survival Second. Occ. 1P NA 
Mean-square Error CMOMd Increasing Survival Second. Occ. 1P 0.001712 
Mean-square Error CMOMi Increasing Survival Second. Occ. 1P 0.00242 
Mean-square Error CMR Increasing Survival Second. Occ. 1P 0.011113 
Mean-square Error ZPNEc Increasing Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs Increasing Survival Second. Occ. 1P NA 
Relative Bias CMOMd Increasing Survival Prim. Occ. 1P 0.118618 
Relative Bias CMOMi Increasing Survival Prim. Occ. 1P 0.107134 
Relative Bias CMR Increasing Survival Prim. Occ. 1P 0.053441 
Relative Bias ZPNEc Increasing Survival Prim. Occ. 1P 0.111317 
Relative Bias ZPNEs Increasing Survival Prim. Occ. 1P 0.140707 
Standard Error CMOMd Increasing Survival Prim. Occ. 1P 0.038298 
Standard Error CMOMi Increasing Survival Prim. Occ. 1P 0.045497 
Standard Error CMR Increasing Survival Prim. Occ. 1P 0.10149 
Standard Error ZPNEc Increasing Survival Prim. Occ. 1P 0.06469 
Standard Error ZPNEs Increasing Survival Prim. Occ. 1P 0.099643 
Mean-square Error CMOMd Increasing Survival Prim. Occ. 1P 0.016279 
Mean-square Error CMOMi Increasing Survival Prim. Occ. 1P 0.014475 
Mean-square Error CMR Increasing Survival Prim. Occ. 1P 0.01484 
Mean-square Error ZPNEc Increasing Survival Prim. Occ. 1P 0.02108 
Mean-square Error ZPNEs Increasing Survival Prim. Occ. 1P 0.040786 
Relative Bias CMOMd Increasing Observation probability 1P 0.058393 
Relative Bias CMOMi Increasing Observation probability 1P 0.044769 
Relative Bias CMR Increasing Observation probability 1P 0.055559 
Relative Bias ZPNEc Increasing Observation probability 1P 0.032538 
Relative Bias ZPNEs Increasing Observation probability 1P 0.055994 
Standard Error CMOMd Increasing Observation probability 1P 0.050891 
Standard Error CMOMi Increasing Observation probability 1P 0.052567 
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Standard Error CMR Increasing Observation probability 1P 0.060371 
Standard Error ZPNEc Increasing Observation probability 1P 0.007937 
Standard Error ZPNEs Increasing Observation probability 1P 0.044995 
Mean-square Error CMOMd Increasing Observation probability 1P 0.007355 
Mean-square Error CMOMi Increasing Observation probability 1P 0.005918 
Mean-square Error CMR Increasing Observation probability 1P 0.009122 
Mean-square Error ZPNEc Increasing Observation probability 1P 0.001325 
Mean-square Error ZPNEs Increasing Observation probability 1P 0.015233 
Relative Bias CMOMd 10% Number of Individuals 1P 0.172314 
Relative Bias CMOMi 10% Number of Individuals 1P 0.112236 
Relative Bias CMR 10% Number of Individuals 1P 0.336824 
Relative Bias ZPNEc 10% Number of Individuals 1P 0.251071 
Relative Bias ZPNEs 10% Number of Individuals 1P 0.62969 
Standard Error CMOMd 10% Number of Individuals 1P 0.127049 
Standard Error CMOMi 10% Number of Individuals 1P 0.120078 
Standard Error CMR 10% Number of Individuals 1P 0.07878 
Standard Error ZPNEc 10% Number of Individuals 1P 0.007687 
Standard Error ZPNEs 10% Number of Individuals 1P 1.071645 
Mean-square Error CMOMd 10% Number of Individuals 1P 0.058054 
Mean-square Error CMOMi 10% Number of Individuals 1P 0.032919 
Mean-square Error CMR 10% Number of Individuals 1P 0.141398 
Mean-square Error ZPNEc 10% Number of Individuals 1P 0.101846 
Mean-square Error ZPNEs 10% Number of Individuals 1P 128.0283 
Relative Bias CMOMd 10% Recruitment 1P 0.161645 
Relative Bias CMOMi 10% Recruitment 1P 0.164083 
Relative Bias CMR 10% Recruitment 1P 0.875656 
Relative Bias ZPNEc 10% Recruitment 1P NA 
Relative Bias ZPNEs 10% Recruitment 1P NA 
Standard Error CMOMd 10% Recruitment 1P 0.396415 
Standard Error CMOMi 10% Recruitment 1P 0.384972 
Standard Error CMR 10% Recruitment 1P 0.351109 
Standard Error ZPNEc 10% Recruitment 1P NA 
Standard Error ZPNEs 10% Recruitment 1P NA 
Mean-square Error CMOMd 10% Recruitment 1P 0.198374 
Mean-square Error CMOMi 10% Recruitment 1P 0.192723 
Mean-square Error CMR 10% Recruitment 1P 1.163746 
Mean-square Error ZPNEc 10% Recruitment 1P NA 
Mean-square Error ZPNEs 10% Recruitment 1P NA 
Relative Bias CMOMd 10% Survival Second. Occ. 1P 0.062471 
Relative Bias CMOMi 10% Survival Second. Occ. 1P 0.069908 
Relative Bias CMR 10% Survival Second. Occ. 1P 0.141018 
Relative Bias ZPNEc 10% Survival Second. Occ. 1P NA 
Relative Bias ZPNEs 10% Survival Second. Occ. 1P NA 
Standard Error CMOMd 10% Survival Second. Occ. 1P 0.054576 
Standard Error CMOMi 10% Survival Second. Occ. 1P 0.059932 
Standard Error CMR 10% Survival Second. Occ. 1P 0.109911 
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Standard Error ZPNEc 10% Survival Second. Occ. 1P NA 
Standard Error ZPNEs 10% Survival Second. Occ. 1P NA 
Mean-square Error CMOMd 10% Survival Second. Occ. 1P 0.007237 
Mean-square Error CMOMi 10% Survival Second. Occ. 1P 0.008864 
Mean-square Error CMR 10% Survival Second. Occ. 1P 0.033022 
Mean-square Error ZPNEc 10% Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs 10% Survival Second. Occ. 1P NA 
Relative Bias CMOMd 10% Survival Prim. Occ. 1P 0.090152 
Relative Bias CMOMi 10% Survival Prim. Occ. 1P 0.078501 
Relative Bias CMR 10% Survival Prim. Occ. 1P 0.045785 
Relative Bias ZPNEc 10% Survival Prim. Occ. 1P 0.085676 
Relative Bias ZPNEs 10% Survival Prim. Occ. 1P 0.229909 
Standard Error CMOMd 10% Survival Prim. Occ. 1P 0.062179 
Standard Error CMOMi 10% Survival Prim. Occ. 1P 0.070173 
Standard Error CMR 10% Survival Prim. Occ. 1P 0.136462 
Standard Error ZPNEc 10% Survival Prim. Occ. 1P 0.101962 
Standard Error ZPNEs 10% Survival Prim. Occ. 1P 0.209853 
Mean-square Error CMOMd 10% Survival Prim. Occ. 1P 0.012994 
Mean-square Error CMOMi 10% Survival Prim. Occ. 1P 0.012102 
Mean-square Error CMR 10% Survival Prim. Occ. 1P 0.022561 
Mean-square Error ZPNEc 10% Survival Prim. Occ. 1P 0.02403 
Mean-square Error ZPNEs 10% Survival Prim. Occ. 1P 0.158684 
Relative Bias CMOMd 10% Observation probability 1P 0.139614 
Relative Bias CMOMi 10% Observation probability 1P 0.161403 
Relative Bias CMR 10% Observation probability 1P 0.319901 
Relative Bias ZPNEc 10% Observation probability 1P 0.037215 
Relative Bias ZPNEs 10% Observation probability 1P 4.50E+302 
Standard Error CMOMd 10% Observation probability 1P 0.063421 
Standard Error CMOMi 10% Observation probability 1P 0.064509 
Standard Error CMR 10% Observation probability 1P 0.075875 
Standard Error ZPNEc 10% Observation probability 1P 0.009468 
Standard Error ZPNEs 10% Observation probability 1P 0.057783 
Mean-square Error CMOMd 10% Observation probability 1P 0.025175 
Mean-square Error CMOMi 10% Observation probability 1P 0.032019 
Mean-square Error CMR 10% Observation probability 1P 0.111976 
Mean-square Error ZPNEc 10% Observation probability 1P 0.003269 
Mean-square Error ZPNEs 10% Observation probability 1P Inf 
Relative Bias CMOMd 20% Number of Individuals 1P 0.160099 
Relative Bias CMOMi 20% Number of Individuals 1P 0.105678 
Relative Bias CMR 20% Number of Individuals 1P 0.355858 
Relative Bias ZPNEc 20% Number of Individuals 1P 0.25267 
Relative Bias ZPNEs 20% Number of Individuals 1P 0.674077 
Standard Error CMOMd 20% Number of Individuals 1P 0.127238 
Standard Error CMOMi 20% Number of Individuals 1P 0.118665 
Standard Error CMR 20% Number of Individuals 1P 0.079079 
Standard Error ZPNEc 20% Number of Individuals 1P 0.009787 
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Standard Error ZPNEs 20% Number of Individuals 1P 0.174665 
Mean-square Error CMOMd 20% Number of Individuals 1P 0.053952 
Mean-square Error CMOMi 20% Number of Individuals 1P 0.031024 
Mean-square Error CMR 20% Number of Individuals 1P 0.156367 
Mean-square Error ZPNEc 20% Number of Individuals 1P 0.106199 
Mean-square Error ZPNEs 20% Number of Individuals 1P 3.747976 
Relative Bias CMOMd 20% Recruitment 1P 0.153633 
Relative Bias CMOMi 20% Recruitment 1P 0.168138 
Relative Bias CMR 20% Recruitment 1P 0.899584 
Relative Bias ZPNEc 20% Recruitment 1P NA 
Relative Bias ZPNEs 20% Recruitment 1P NA 
Standard Error CMOMd 20% Recruitment 1P 0.414235 
Standard Error CMOMi 20% Recruitment 1P 0.403008 
Standard Error CMR 20% Recruitment 1P 0.372569 
Standard Error ZPNEc 20% Recruitment 1P NA 
Standard Error ZPNEs 20% Recruitment 1P NA 
Mean-square Error CMOMd 20% Recruitment 1P 0.216366 
Mean-square Error CMOMi 20% Recruitment 1P 0.209687 
Mean-square Error CMR 20% Recruitment 1P 1.20439 
Mean-square Error ZPNEc 20% Recruitment 1P NA 
Mean-square Error ZPNEs 20% Recruitment 1P NA 
Relative Bias CMOMd 20% Survival Second. Occ. 1P 0.064683 
Relative Bias CMOMi 20% Survival Second. Occ. 1P 0.073751 
Relative Bias CMR 20% Survival Second. Occ. 1P 0.146309 
Relative Bias ZPNEc 20% Survival Second. Occ. 1P NA 
Relative Bias ZPNEs 20% Survival Second. Occ. 1P NA 
Standard Error CMOMd 20% Survival Second. Occ. 1P 0.055939 
Standard Error CMOMi 20% Survival Second. Occ. 1P 0.062252 
Standard Error CMR 20% Survival Second. Occ. 1P 0.112936 
Standard Error ZPNEc 20% Survival Second. Occ. 1P NA 
Standard Error ZPNEs 20% Survival Second. Occ. 1P NA 
Mean-square Error CMOMd 20% Survival Second. Occ. 1P 0.007684 
Mean-square Error CMOMi 20% Survival Second. Occ. 1P 0.009765 
Mean-square Error CMR 20% Survival Second. Occ. 1P 0.035176 
Mean-square Error ZPNEc 20% Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs 20% Survival Second. Occ. 1P NA 
Relative Bias CMOMd 20% Survival Prim. Occ. 1P 0.086119 
Relative Bias CMOMi 20% Survival Prim. Occ. 1P 0.074511 
Relative Bias CMR 20% Survival Prim. Occ. 1P 0.060349 
Relative Bias ZPNEc 20% Survival Prim. Occ. 1P 0.122301 
Relative Bias ZPNEs 20% Survival Prim. Occ. 1P 0.234141 
Standard Error CMOMd 20% Survival Prim. Occ. 1P 0.064263 
Standard Error CMOMi 20% Survival Prim. Occ. 1P 0.07274 
Standard Error CMR 20% Survival Prim. Occ. 1P 0.139967 
Standard Error ZPNEc 20% Survival Prim. Occ. 1P 0.105106 
Standard Error ZPNEs 20% Survival Prim. Occ. 1P 0.193491 
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Mean-square Error CMOMd 20% Survival Prim. Occ. 1P 0.01286 
Mean-square Error CMOMi 20% Survival Prim. Occ. 1P 0.012109 
Mean-square Error CMR 20% Survival Prim. Occ. 1P 0.026296 
Mean-square Error ZPNEc 20% Survival Prim. Occ. 1P 0.038108 
Mean-square Error ZPNEs 20% Survival Prim. Occ. 1P 0.140033 
Relative Bias CMOMd 20% Observation probability 1P 0.128365 
Relative Bias CMOMi 20% Observation probability 1P 0.1476 
Relative Bias CMR 20% Observation probability 1P 0.311041 
Relative Bias ZPNEc 20% Observation probability 1P 0.038102 
Relative Bias ZPNEs 20% Observation probability 1P 2.26E+302 
Standard Error CMOMd 20% Observation probability 1P 0.064965 
Standard Error CMOMi 20% Observation probability 1P 0.066279 
Standard Error CMR 20% Observation probability 1P 0.077888 
Standard Error ZPNEc 20% Observation probability 1P 0.014618 
Standard Error ZPNEs 20% Observation probability 1P 0.060021 
Mean-square Error CMOMd 20% Observation probability 1P 0.023175 
Mean-square Error CMOMi 20% Observation probability 1P 0.029097 
Mean-square Error CMR 20% Observation probability 1P 0.107713 
Mean-square Error ZPNEc 20% Observation probability 1P 0.004311 
Mean-square Error ZPNEs 20% Observation probability 1P Inf 
Relative Bias CMOMd 30% Number of Individuals 1P 0.170844 
Relative Bias CMOMi 30% Number of Individuals 1P 0.117902 
Relative Bias CMR 30% Number of Individuals 1P 0.351151 
Relative Bias ZPNEc 30% Number of Individuals 1P 0.245822 
Relative Bias ZPNEs 30% Number of Individuals 1P 0.621763 
Standard Error CMOMd 30% Number of Individuals 1P 0.125718 
Standard Error CMOMi 30% Number of Individuals 1P 0.117468 
Standard Error CMR 30% Number of Individuals 1P 0.077163 
Standard Error ZPNEc 30% Number of Individuals 1P 0.007118 
Standard Error ZPNEs 30% Number of Individuals 1P 0.030004 
Mean-square Error CMOMd 30% Number of Individuals 1P 0.058062 
Mean-square Error CMOMi 30% Number of Individuals 1P 0.034318 
Mean-square Error CMR 30% Number of Individuals 1P 0.151204 
Mean-square Error ZPNEc 30% Number of Individuals 1P 0.098981 
Mean-square Error ZPNEs 30% Number of Individuals 1P 0.44482 
Relative Bias CMOMd 30% Recruitment 1P 0.156816 
Relative Bias CMOMi 30% Recruitment 1P 0.180705 
Relative Bias CMR 30% Recruitment 1P 0.857658 
Relative Bias ZPNEc 30% Recruitment 1P NA 
Relative Bias ZPNEs 30% Recruitment 1P NA 
Standard Error CMOMd 30% Recruitment 1P 0.394759 
Standard Error CMOMi 30% Recruitment 1P 0.385562 
Standard Error CMR 30% Recruitment 1P 0.341705 
Standard Error ZPNEc 30% Recruitment 1P NA 
Standard Error ZPNEs 30% Recruitment 1P NA 
Mean-square Error CMOMd 30% Recruitment 1P 0.195128 
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Mean-square Error CMOMi 30% Recruitment 1P 0.200005 
Mean-square Error CMR 30% Recruitment 1P 1.254829 
Mean-square Error ZPNEc 30% Recruitment 1P NA 
Mean-square Error ZPNEs 30% Recruitment 1P NA 
Relative Bias CMOMd 30% Survival Second. Occ. 1P 0.061144 
Relative Bias CMOMi 30% Survival Second. Occ. 1P 0.069461 
Relative Bias CMR 30% Survival Second. Occ. 1P 0.140574 
Relative Bias ZPNEc 30% Survival Second. Occ. 1P NA 
Relative Bias ZPNEs 30% Survival Second. Occ. 1P NA 
Standard Error CMOMd 30% Survival Second. Occ. 1P 0.053945 
Standard Error CMOMi 30% Survival Second. Occ. 1P 0.060012 
Standard Error CMR 30% Survival Second. Occ. 1P 0.109467 
Standard Error ZPNEc 30% Survival Second. Occ. 1P NA 
Standard Error ZPNEs 30% Survival Second. Occ. 1P NA 
Mean-square Error CMOMd 30% Survival Second. Occ. 1P 0.006919 
Mean-square Error CMOMi 30% Survival Second. Occ. 1P 0.008678 
Mean-square Error CMR 30% Survival Second. Occ. 1P 0.032465 
Mean-square Error ZPNEc 30% Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs 30% Survival Second. Occ. 1P NA 
Relative Bias CMOMd 30% Survival Prim. Occ. 1P 0.082025 
Relative Bias CMOMi 30% Survival Prim. Occ. 1P 0.071272 
Relative Bias CMR 30% Survival Prim. Occ. 1P 0.069135 
Relative Bias ZPNEc 30% Survival Prim. Occ. 1P 0.127503 
Relative Bias ZPNEs 30% Survival Prim. Occ. 1P 0.212034 
Standard Error CMOMd 30% Survival Prim. Occ. 1P 0.06481 
Standard Error CMOMi 30% Survival Prim. Occ. 1P 0.072936 
Standard Error CMR 30% Survival Prim. Occ. 1P 0.143012 
Standard Error ZPNEc 30% Survival Prim. Occ. 1P 0.103507 
Standard Error ZPNEs 30% Survival Prim. Occ. 1P 0.186958 
Mean-square Error CMOMd 30% Survival Prim. Occ. 1P 0.01218 
Mean-square Error CMOMi 30% Survival Prim. Occ. 1P 0.011695 
Mean-square Error CMR 30% Survival Prim. Occ. 1P 0.030614 
Mean-square Error ZPNEc 30% Survival Prim. Occ. 1P 0.040357 
Mean-square Error ZPNEs 30% Survival Prim. Occ. 1P 0.126666 
Relative Bias CMOMd 30% Observation probability 1P 0.127376 
Relative Bias CMOMi 30% Observation probability 1P 0.145558 
Relative Bias CMR 30% Observation probability 1P 0.304198 
Relative Bias ZPNEc 30% Observation probability 1P 0.031898 
Relative Bias ZPNEs 30% Observation probability 1P 1.66E+302 
Standard Error CMOMd 30% Observation probability 1P 0.063594 
Standard Error CMOMi 30% Observation probability 1P 0.065113 
Standard Error CMR 30% Observation probability 1P 0.076463 
Standard Error ZPNEc 30% Observation probability 1P 0.011774 
Standard Error ZPNEs 30% Observation probability 1P 0.054175 
Mean-square Error CMOMd 30% Observation probability 1P 0.023179 
Mean-square Error CMOMi 30% Observation probability 1P 0.028543 
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Mean-square Error CMR 30% Observation probability 1P 0.103553 
Mean-square Error ZPNEc 30% Observation probability 1P 0.003286 
Mean-square Error ZPNEs 30% Observation probability 1P Inf 
Relative Bias CMOMd 40% Number of Individuals 1P 0.185512 
Relative Bias CMOMi 40% Number of Individuals 1P 0.108296 
Relative Bias CMR 40% Number of Individuals 1P 0.33943 
Relative Bias ZPNEc 40% Number of Individuals 1P 0.24483 
Relative Bias ZPNEs 40% Number of Individuals 1P 0.616639 
Standard Error CMOMd 40% Number of Individuals 1P 0.124897 
Standard Error CMOMi 40% Number of Individuals 1P 0.115325 
Standard Error CMR 40% Number of Individuals 1P 0.075452 
Standard Error ZPNEc 40% Number of Individuals 1P 0.010105 
Standard Error ZPNEs 40% Number of Individuals 1P 0.159185 
Mean-square Error CMOMd 40% Number of Individuals 1P 0.065233 
Mean-square Error CMOMi 40% Number of Individuals 1P 0.031517 
Mean-square Error CMR 40% Number of Individuals 1P 0.14003 
Mean-square Error ZPNEc 40% Number of Individuals 1P 0.095314 
Mean-square Error ZPNEs 40% Number of Individuals 1P 2.211524 
Relative Bias CMOMd 40% Recruitment 1P 0.156948 
Relative Bias CMOMi 40% Recruitment 1P 0.162601 
Relative Bias CMR 40% Recruitment 1P 0.807843 
Relative Bias ZPNEc 40% Recruitment 1P NA 
Relative Bias ZPNEs 40% Recruitment 1P NA 
Standard Error CMOMd 40% Recruitment 1P 0.383837 
Standard Error CMOMi 40% Recruitment 1P 0.377688 
Standard Error CMR 40% Recruitment 1P 0.325152 
Standard Error ZPNEc 40% Recruitment 1P NA 
Standard Error ZPNEs 40% Recruitment 1P NA 
Mean-square Error CMOMd 40% Recruitment 1P 0.188535 
Mean-square Error CMOMi 40% Recruitment 1P 0.187016 
Mean-square Error CMR 40% Recruitment 1P 1.035081 
Mean-square Error ZPNEc 40% Recruitment 1P NA 
Mean-square Error ZPNEs 40% Recruitment 1P NA 
Relative Bias CMOMd 40% Survival Second. Occ. 1P 0.058602 
Relative Bias CMOMi 40% Survival Second. Occ. 1P 0.064539 
Relative Bias CMR 40% Survival Second. Occ. 1P 0.13708 
Relative Bias ZPNEc 40% Survival Second. Occ. 1P NA 
Relative Bias ZPNEs 40% Survival Second. Occ. 1P NA 
Standard Error CMOMd 40% Survival Second. Occ. 1P 0.052511 
Standard Error CMOMi 40% Survival Second. Occ. 1P 0.056962 
Standard Error CMR 40% Survival Second. Occ. 1P 0.107151 
Standard Error ZPNEc 40% Survival Second. Occ. 1P NA 
Standard Error ZPNEs 40% Survival Second. Occ. 1P NA 
Mean-square Error CMOMd 40% Survival Second. Occ. 1P 0.006485 
Mean-square Error CMOMi 40% Survival Second. Occ. 1P 0.007724 
Mean-square Error CMR 40% Survival Second. Occ. 1P 0.031095 
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Mean-square Error ZPNEc 40% Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs 40% Survival Second. Occ. 1P NA 
Relative Bias CMOMd 40% Survival Prim. Occ. 1P 0.091014 
Relative Bias CMOMi 40% Survival Prim. Occ. 1P 0.081789 
Relative Bias CMR 40% Survival Prim. Occ. 1P 0.059033 
Relative Bias ZPNEc 40% Survival Prim. Occ. 1P 0.10976 
Relative Bias ZPNEs 40% Survival Prim. Occ. 1P 0.194491 
Standard Error CMOMd 40% Survival Prim. Occ. 1P 0.061118 
Standard Error CMOMi 40% Survival Prim. Occ. 1P 0.067101 
Standard Error CMR 40% Survival Prim. Occ. 1P 0.136443 
Standard Error ZPNEc 40% Survival Prim. Occ. 1P 0.107318 
Standard Error ZPNEs 40% Survival Prim. Occ. 1P 0.196482 
Mean-square Error CMOMd 40% Survival Prim. Occ. 1P 0.013082 
Mean-square Error CMOMi 40% Survival Prim. Occ. 1P 0.012456 
Mean-square Error CMR 40% Survival Prim. Occ. 1P 0.025344 
Mean-square Error ZPNEc 40% Survival Prim. Occ. 1P 0.038177 
Mean-square Error ZPNEs 40% Survival Prim. Occ. 1P 0.118105 
Relative Bias CMOMd 40% Observation probability 1P 0.13308 
Relative Bias CMOMi 40% Observation probability 1P 0.151529 
Relative Bias CMR 40% Observation probability 1P 0.305029 
Relative Bias ZPNEc 40% Observation probability 1P 0.044403 
Relative Bias ZPNEs 40% Observation probability 1P 1.70E+302 
Standard Error CMOMd 40% Observation probability 1P 0.062427 
Standard Error CMOMi 40% Observation probability 1P 0.063838 
Standard Error CMR 40% Observation probability 1P 0.075044 
Standard Error ZPNEc 40% Observation probability 1P 0.013138 
Standard Error ZPNEs 40% Observation probability 1P 0.062297 
Mean-square Error CMOMd 40% Observation probability 1P 0.023761 
Mean-square Error CMOMi 40% Observation probability 1P 0.029153 
Mean-square Error CMR 40% Observation probability 1P 0.101083 
Mean-square Error ZPNEc 40% Observation probability 1P 0.005486 
Mean-square Error ZPNEs 40% Observation probability 1P Inf 
Relative Bias CMOMd 50% Number of Individuals 1P 0.171582 
Relative Bias CMOMi 50% Number of Individuals 1P 0.112416 
Relative Bias CMR 50% Number of Individuals 1P 0.351421 
Relative Bias ZPNEc 50% Number of Individuals 1P 0.239822 
Relative Bias ZPNEs 50% Number of Individuals 1P 0.628414 
Standard Error CMOMd 50% Number of Individuals 1P 0.123865 
Standard Error CMOMi 50% Number of Individuals 1P 0.115618 
Standard Error CMR 50% Number of Individuals 1P 0.074573 
Standard Error ZPNEc 50% Number of Individuals 1P 0.00882 
Standard Error ZPNEs 50% Number of Individuals 1P 0.126779 
Mean-square Error CMOMd 50% Number of Individuals 1P 0.059599 
Mean-square Error CMOMi 50% Number of Individuals 1P 0.03287 
Mean-square Error CMR 50% Number of Individuals 1P 0.150384 
Mean-square Error ZPNEc 50% Number of Individuals 1P 0.098291 
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Mean-square Error ZPNEs 50% Number of Individuals 1P 1.578197 
Relative Bias CMOMd 50% Recruitment 1P 0.159489 
Relative Bias CMOMi 50% Recruitment 1P 0.178571 
Relative Bias CMR 50% Recruitment 1P 0.918918 
Relative Bias ZPNEc 50% Recruitment 1P NA 
Relative Bias ZPNEs 50% Recruitment 1P NA 
Standard Error CMOMd 50% Recruitment 1P 0.394828 
Standard Error CMOMi 50% Recruitment 1P 0.385864 
Standard Error CMR 50% Recruitment 1P 0.339333 
Standard Error ZPNEc 50% Recruitment 1P NA 
Standard Error ZPNEs 50% Recruitment 1P NA 
Mean-square Error CMOMd 50% Recruitment 1P 0.20816 
Mean-square Error CMOMi 50% Recruitment 1P 0.207099 
Mean-square Error CMR 50% Recruitment 1P 1.247441 
Mean-square Error ZPNEc 50% Recruitment 1P NA 
Mean-square Error ZPNEs 50% Recruitment 1P NA 
Relative Bias CMOMd 50% Survival Second. Occ. 1P 0.059931 
Relative Bias CMOMi 50% Survival Second. Occ. 1P 0.066824 
Relative Bias CMR 50% Survival Second. Occ. 1P 0.139176 
Relative Bias ZPNEc 50% Survival Second. Occ. 1P NA 
Relative Bias ZPNEs 50% Survival Second. Occ. 1P NA 
Standard Error CMOMd 50% Survival Second. Occ. 1P 0.053139 
Standard Error CMOMi 50% Survival Second. Occ. 1P 0.058186 
Standard Error CMR 50% Survival Second. Occ. 1P 0.108402 
Standard Error ZPNEc 50% Survival Second. Occ. 1P NA 
Standard Error ZPNEs 50% Survival Second. Occ. 1P NA 
Mean-square Error CMOMd 50% Survival Second. Occ. 1P 0.006753 
Mean-square Error CMOMi 50% Survival Second. Occ. 1P 0.008218 
Mean-square Error CMR 50% Survival Second. Occ. 1P 0.03204 
Mean-square Error ZPNEc 50% Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs 50% Survival Second. Occ. 1P NA 
Relative Bias CMOMd 50% Survival Prim. Occ. 1P 0.086839 
Relative Bias CMOMi 50% Survival Prim. Occ. 1P 0.076804 
Relative Bias CMR 50% Survival Prim. Occ. 1P 0.059135 
Relative Bias ZPNEc 50% Survival Prim. Occ. 1P 0.119611 
Relative Bias ZPNEs 50% Survival Prim. Occ. 1P 0.165839 
Standard Error CMOMd 50% Survival Prim. Occ. 1P 0.063509 
Standard Error CMOMi 50% Survival Prim. Occ. 1P 0.07032 
Standard Error CMR 50% Survival Prim. Occ. 1P 0.140791 
Standard Error ZPNEc 50% Survival Prim. Occ. 1P 0.103106 
Standard Error ZPNEs 50% Survival Prim. Occ. 1P 0.181952 
Mean-square Error CMOMd 50% Survival Prim. Occ. 1P 0.012545 
Mean-square Error CMOMi 50% Survival Prim. Occ. 1P 0.011944 
Mean-square Error CMR 50% Survival Prim. Occ. 1P 0.026867 
Mean-square Error ZPNEc 50% Survival Prim. Occ. 1P 0.036834 
Mean-square Error ZPNEs 50% Survival Prim. Occ. 1P 0.087655 
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Relative Bias CMOMd 50% Observation probability 1P 0.121574 
Relative Bias CMOMi 50% Observation probability 1P 0.140778 
Relative Bias CMR 50% Observation probability 1P 0.296124 
Relative Bias ZPNEc 50% Observation probability 1P 0.054863 
Relative Bias ZPNEs 50% Observation probability 1P 2.81E+302 
Standard Error CMOMd 50% Observation probability 1P 0.063451 
Standard Error CMOMi 50% Observation probability 1P 0.06502 
Standard Error CMR 50% Observation probability 1P 0.075196 
Standard Error ZPNEc 50% Observation probability 1P 0.012533 
Standard Error ZPNEs 50% Observation probability 1P 0.053283 
Mean-square Error CMOMd 50% Observation probability 1P 0.021702 
Mean-square Error CMOMi 50% Observation probability 1P 0.027136 
Mean-square Error CMR 50% Observation probability 1P 0.098806 
Mean-square Error ZPNEc 50% Observation probability 1P 0.006126 
Mean-square Error ZPNEs 50% Observation probability 1P Inf 
Relative Bias CMOMd 60% Number of Individuals 1P 0.170764 
Relative Bias CMOMi 60% Number of Individuals 1P 0.113907 
Relative Bias CMR 60% Number of Individuals 1P 0.348833 
Relative Bias ZPNEc 60% Number of Individuals 1P 0.241141 
Relative Bias ZPNEs 60% Number of Individuals 1P 0.621719 
Standard Error CMOMd 60% Number of Individuals 1P 0.125464 
Standard Error CMOMi 60% Number of Individuals 1P 0.116178 
Standard Error CMR 60% Number of Individuals 1P 0.07771 
Standard Error ZPNEc 60% Number of Individuals 1P 0.021983 
Standard Error ZPNEs 60% Number of Individuals 1P 0.694792 
Mean-square Error CMOMd 60% Number of Individuals 1P 0.058528 
Mean-square Error CMOMi 60% Number of Individuals 1P 0.032887 
Mean-square Error CMR 60% Number of Individuals 1P 0.146952 
Mean-square Error ZPNEc 60% Number of Individuals 1P 0.123857 
Mean-square Error ZPNEs 60% Number of Individuals 1P 49.322 
Relative Bias CMOMd 60% Recruitment 1P 0.155795 
Relative Bias CMOMi 60% Recruitment 1P 0.158242 
Relative Bias CMR 60% Recruitment 1P 0.855971 
Relative Bias ZPNEc 60% Recruitment 1P NA 
Relative Bias ZPNEs 60% Recruitment 1P NA 
Standard Error CMOMd 60% Recruitment 1P 0.393036 
Standard Error CMOMi 60% Recruitment 1P 0.384917 
Standard Error CMR 60% Recruitment 1P 0.341749 
Standard Error ZPNEc 60% Recruitment 1P NA 
Standard Error ZPNEs 60% Recruitment 1P NA 
Mean-square Error CMOMd 60% Recruitment 1P 0.193246 
Mean-square Error CMOMi 60% Recruitment 1P 0.188278 
Mean-square Error CMR 60% Recruitment 1P 1.105422 
Mean-square Error ZPNEc 60% Recruitment 1P NA 
Mean-square Error ZPNEs 60% Recruitment 1P NA 
Relative Bias CMOMd 60% Survival Second. Occ. 1P 0.063053 
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Relative Bias CMOMi 60% Survival Second. Occ. 1P 0.069402 
Relative Bias CMR 60% Survival Second. Occ. 1P 0.142287 
Relative Bias ZPNEc 60% Survival Second. Occ. 1P NA 
Relative Bias ZPNEs 60% Survival Second. Occ. 1P NA 
Standard Error CMOMd 60% Survival Second. Occ. 1P 0.054913 
Standard Error CMOMi 60% Survival Second. Occ. 1P 0.060002 
Standard Error CMR 60% Survival Second. Occ. 1P 0.110568 
Standard Error ZPNEc 60% Survival Second. Occ. 1P NA 
Standard Error ZPNEs 60% Survival Second. Occ. 1P NA 
Mean-square Error CMOMd 60% Survival Second. Occ. 1P 0.007252 
Mean-square Error CMOMi 60% Survival Second. Occ. 1P 0.008725 
Mean-square Error CMR 60% Survival Second. Occ. 1P 0.033349 
Mean-square Error ZPNEc 60% Survival Second. Occ. 1P NA 
Mean-square Error ZPNEs 60% Survival Second. Occ. 1P NA 
Relative Bias CMOMd 60% Survival Prim. Occ. 1P 0.084961 
Relative Bias CMOMi 60% Survival Prim. Occ. 1P 0.072115 
Relative Bias CMR 60% Survival Prim. Occ. 1P 0.057646 
Relative Bias ZPNEc 60% Survival Prim. Occ. 1P 0.114975 
Relative Bias ZPNEs 60% Survival Prim. Occ. 1P 0.184271 
Standard Error CMOMd 60% Survival Prim. Occ. 1P 0.064558 
Standard Error CMOMi 60% Survival Prim. Occ. 1P 0.072264 
Standard Error CMR 60% Survival Prim. Occ. 1P 0.142697 
Standard Error ZPNEc 60% Survival Prim. Occ. 1P 0.126809 
Standard Error ZPNEs 60% Survival Prim. Occ. 1P 0.193669 
Mean-square Error CMOMd 60% Survival Prim. Occ. 1P 0.012103 
Mean-square Error CMOMi 60% Survival Prim. Occ. 1P 0.011408 
Mean-square Error CMR 60% Survival Prim. Occ. 1P 0.02717 
Mean-square Error ZPNEc 60% Survival Prim. Occ. 1P 0.078236 
Mean-square Error ZPNEs 60% Survival Prim. Occ. 1P 0.119564 
Relative Bias CMOMd 60% Observation probability 1P 0.121881 
Relative Bias CMOMi 60% Observation probability 1P 0.142021 
Relative Bias CMR 60% Observation probability 1P 0.303926 
Relative Bias ZPNEc 60% Observation probability 1P 0.064865 
Relative Bias ZPNEs 60% Observation probability 1P 2.95E+302 
Standard Error CMOMd 60% Observation probability 1P 0.064659 
Standard Error CMOMi 60% Observation probability 1P 0.065945 
Standard Error CMR 60% Observation probability 1P 0.07732 
Standard Error ZPNEc 60% Observation probability 1P 0.03173 
Standard Error ZPNEs 60% Observation probability 1P 0.076215 
Mean-square Error CMOMd 60% Observation probability 1P 0.022484 
Mean-square Error CMOMi 60% Observation probability 1P 0.027679 
Mean-square Error CMR 60% Observation probability 1P 0.103279 
Mean-square Error ZPNEc 60% Observation probability 1P 0.050573 
Mean-square Error ZPNEs 60% Observation probability 1P Inf 
Relative Bias CMOMd Decreasing Number of Individuals 2P 0.13232 
Relative Bias CMOMi Decreasing Number of Individuals 2P 0.221263 
Cont. Table A.4 
164 | M i c h e l e t t i ,  2 0 1 7  
 
Relative Bias CMR Decreasing Number of Individuals 2P 0.305049 
Relative Bias ZPNEc Decreasing Number of Individuals 2P NA 
Relative Bias ZPNEs Decreasing Number of Individuals 2P NA 
Standard Error CMOMd Decreasing Number of Individuals 2P 0.18998 
Standard Error CMOMi Decreasing Number of Individuals 2P 0.173377 
Standard Error CMR Decreasing Number of Individuals 2P 0.132518 
Standard Error ZPNEc Decreasing Number of Individuals 2P NA 
Standard Error ZPNEs Decreasing Number of Individuals 2P NA 
Mean-square Error CMOMd Decreasing Number of Individuals 2P 0.069382 
Mean-square Error CMOMi Decreasing Number of Individuals 2P 0.095928 
Mean-square Error CMR Decreasing Number of Individuals 2P 0.147422 
Mean-square Error ZPNEc Decreasing Number of Individuals 2P NA 
Mean-square Error ZPNEs Decreasing Number of Individuals 2P NA 
Relative Bias CMOMd Decreasing Recruitment 2P 0.627857 
Relative Bias CMOMi Decreasing Recruitment 2P 0.575603 
Relative Bias CMR Decreasing Recruitment 2P 0.982509 
Relative Bias ZPNEc Decreasing Recruitment 2P NA 
Relative Bias ZPNEs Decreasing Recruitment 2P NA 
Standard Error CMOMd Decreasing Recruitment 2P 0.761118 
Standard Error CMOMi Decreasing Recruitment 2P 0.732248 
Standard Error CMR Decreasing Recruitment 2P 0.633129 
Standard Error ZPNEc Decreasing Recruitment 2P NA 
Standard Error ZPNEs Decreasing Recruitment 2P NA 
Mean-square Error CMOMd Decreasing Recruitment 2P 1.574909 
Mean-square Error CMOMi Decreasing Recruitment 2P 1.426494 
Mean-square Error CMR Decreasing Recruitment 2P 2.155189 
Mean-square Error ZPNEc Decreasing Recruitment 2P NA 
Mean-square Error ZPNEs Decreasing Recruitment 2P NA 
Relative Bias CMOMd Decreasing Survival Second. Occ. 2P 0.054456 
Relative Bias CMOMi Decreasing Survival Second. Occ. 2P 0.069026 
Relative Bias CMR Decreasing Survival Second. Occ. 2P 0.095245 
Relative Bias ZPNEc Decreasing Survival Second. Occ. 2P NA 
Relative Bias ZPNEs Decreasing Survival Second. Occ. 2P NA 
Standard Error CMOMd Decreasing Survival Second. Occ. 2P 0.136341 
Standard Error CMOMi Decreasing Survival Second. Occ. 2P 0.146317 
Standard Error CMR Decreasing Survival Second. Occ. 2P 0.174491 
Standard Error ZPNEc Decreasing Survival Second. Occ. 2P NA 
Standard Error ZPNEs Decreasing Survival Second. Occ. 2P NA 
Mean-square Error CMOMd Decreasing Survival Second. Occ. 2P 0.023769 
Mean-square Error CMOMi Decreasing Survival Second. Occ. 2P 0.028929 
Mean-square Error CMR Decreasing Survival Second. Occ. 2P 0.043048 
Mean-square Error ZPNEc Decreasing Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs Decreasing Survival Second. Occ. 2P NA 
Relative Bias CMOMd Decreasing Survival Prim. Occ. 2P 0.122909 
Relative Bias CMOMi Decreasing Survival Prim. Occ. 2P 0.100657 
Relative Bias CMR Decreasing Survival Prim. Occ. 2P 0.085993 
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Relative Bias ZPNEc Decreasing Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs Decreasing Survival Prim. Occ. 2P NA 
Standard Error CMOMd Decreasing Survival Prim. Occ. 2P 0.171678 
Standard Error CMOMi Decreasing Survival Prim. Occ. 2P 0.183748 
Standard Error CMR Decreasing Survival Prim. Occ. 2P 0.231672 
Standard Error ZPNEc Decreasing Survival Prim. Occ. 2P NA 
Standard Error ZPNEs Decreasing Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd Decreasing Survival Prim. Occ. 2P 0.050382 
Mean-square Error CMOMi Decreasing Survival Prim. Occ. 2P 0.049454 
Mean-square Error CMR Decreasing Survival Prim. Occ. 2P 0.068368 
Mean-square Error ZPNEc Decreasing Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs Decreasing Survival Prim. Occ. 2P NA 
Relative Bias CMOMd Decreasing Capture probability 2P 2.787546 
Relative Bias CMOMi Decreasing Capture probability 2P 1.552262 
Relative Bias CMR Decreasing Capture probability 2P 1.529608 
Relative Bias ZPNEc Decreasing Capture probability 2P NA 
Relative Bias ZPNEs Decreasing Capture probability 2P NA 
Standard Error CMOMd Decreasing Capture probability 2P 0.427165 
Standard Error CMOMi Decreasing Capture probability 2P 0.352788 
Standard Error CMR Decreasing Capture probability 2P 0.352732 
Standard Error ZPNEc Decreasing Capture probability 2P NA 
Standard Error ZPNEs Decreasing Capture probability 2P NA 
Mean-square Error CMOMd Decreasing Capture probability 2P 8.026924 
Mean-square Error CMOMi Decreasing Capture probability 2P 2.652497 
Mean-square Error CMR Decreasing Capture probability 2P 2.58723 
Mean-square Error ZPNEc Decreasing Capture probability 2P NA 
Mean-square Error ZPNEs Decreasing Capture probability 2P NA 
Relative Bias CMOMd Decreasing Observation probability 2P 0.152584 
Relative Bias CMOMi Decreasing Observation probability 2P 0.154021 
Relative Bias CMR Decreasing Observation probability 2P 0.16138 
Relative Bias ZPNEc Decreasing Observation probability 2P NA 
Relative Bias ZPNEs Decreasing Observation probability 2P NA 
Standard Error CMOMd Decreasing Observation probability 2P 0.11799 
Standard Error CMOMi Decreasing Observation probability 2P 0.117596 
Standard Error CMR Decreasing Observation probability 2P 0.117577 
Standard Error ZPNEc Decreasing Observation probability 2P NA 
Standard Error ZPNEs Decreasing Observation probability 2P NA 
Mean-square Error CMOMd Decreasing Observation probability 2P 0.048711 
Mean-square Error CMOMi Decreasing Observation probability 2P 0.049272 
Mean-square Error CMR Decreasing Observation probability 2P 0.052089 
Mean-square Error ZPNEc Decreasing Observation probability 2P NA 
Mean-square Error ZPNEs Decreasing Observation probability 2P NA 
Relative Bias CMOMd Stable Number of Individuals 2P 0.131442 
Relative Bias CMOMi Stable Number of Individuals 2P 0.263259 
Relative Bias CMR Stable Number of Individuals 2P 0.338382 
Relative Bias ZPNEc Stable Number of Individuals 2P NA 
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Relative Bias ZPNEs Stable Number of Individuals 2P NA 
Standard Error CMOMd Stable Number of Individuals 2P 0.10298 
Standard Error CMOMi Stable Number of Individuals 2P 0.096402 
Standard Error CMR Stable Number of Individuals 2P 0.047379 
Standard Error ZPNEc Stable Number of Individuals 2P NA 
Standard Error ZPNEs Stable Number of Individuals 2P NA 
Mean-square Error CMOMd Stable Number of Individuals 2P 0.034821 
Mean-square Error CMOMi Stable Number of Individuals 2P 0.087255 
Mean-square Error CMR Stable Number of Individuals 2P 0.138129 
Mean-square Error ZPNEc Stable Number of Individuals 2P NA 
Mean-square Error ZPNEs Stable Number of Individuals 2P NA 
Relative Bias CMOMd Stable Recruitment 2P 0.180056 
Relative Bias CMOMi Stable Recruitment 2P 0.23108 
Relative Bias CMR Stable Recruitment 2P 0.63356 
Relative Bias ZPNEc Stable Recruitment 2P NA 
Relative Bias ZPNEs Stable Recruitment 2P NA 
Standard Error CMOMd Stable Recruitment 2P 0.359706 
Standard Error CMOMi Stable Recruitment 2P 0.344242 
Standard Error CMR Stable Recruitment 2P 0.213032 
Standard Error ZPNEc Stable Recruitment 2P NA 
Standard Error ZPNEs Stable Recruitment 2P NA 
Mean-square Error CMOMd Stable Recruitment 2P 0.176231 
Mean-square Error CMOMi Stable Recruitment 2P 0.186839 
Mean-square Error CMR Stable Recruitment 2P 0.623454 
Mean-square Error ZPNEc Stable Recruitment 2P NA 
Mean-square Error ZPNEs Stable Recruitment 2P NA 
Relative Bias CMOMd Stable Survival Second. Occ. 2P 0.052528 
Relative Bias CMOMi Stable Survival Second. Occ. 2P 0.060768 
Relative Bias CMR Stable Survival Second. Occ. 2P 0.097164 
Relative Bias ZPNEc Stable Survival Second. Occ. 2P NA 
Relative Bias ZPNEs Stable Survival Second. Occ. 2P NA 
Standard Error CMOMd Stable Survival Second. Occ. 2P 0.049955 
Standard Error CMOMi Stable Survival Second. Occ. 2P 0.056187 
Standard Error CMR Stable Survival Second. Occ. 2P 0.083874 
Standard Error ZPNEc Stable Survival Second. Occ. 2P NA 
Standard Error ZPNEs Stable Survival Second. Occ. 2P NA 
Mean-square Error CMOMd Stable Survival Second. Occ. 2P 0.005466 
Mean-square Error CMOMi Stable Survival Second. Occ. 2P 0.007085 
Mean-square Error CMR Stable Survival Second. Occ. 2P 0.016984 
Mean-square Error ZPNEc Stable Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs Stable Survival Second. Occ. 2P NA 
Relative Bias CMOMd Stable Survival Prim. Occ. 2P 0.083194 
Relative Bias CMOMi Stable Survival Prim. Occ. 2P 0.067592 
Relative Bias CMR Stable Survival Prim. Occ. 2P 0.03933 
Relative Bias ZPNEc Stable Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs Stable Survival Prim. Occ. 2P NA 
Cont. Table A.4 
167 | M i c h e l e t t i ,  2 0 1 7  
 
Standard Error CMOMd Stable Survival Prim. Occ. 2P 0.06342 
Standard Error CMOMi Stable Survival Prim. Occ. 2P 0.07233 
Standard Error CMR Stable Survival Prim. Occ. 2P 0.114554 
Standard Error ZPNEc Stable Survival Prim. Occ. 2P NA 
Standard Error ZPNEs Stable Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd Stable Survival Prim. Occ. 2P 0.011949 
Mean-square Error CMOMi Stable Survival Prim. Occ. 2P 0.010888 
Mean-square Error CMR Stable Survival Prim. Occ. 2P 0.01613 
Mean-square Error ZPNEc Stable Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs Stable Survival Prim. Occ. 2P NA 
Relative Bias CMOMd Stable Capture probability 2P 3.009242 
Relative Bias CMOMi Stable Capture probability 2P 2.86746 
Relative Bias CMR Stable Capture probability 2P 1.867418 
Relative Bias ZPNEc Stable Capture probability 2P NA 
Relative Bias ZPNEs Stable Capture probability 2P NA 
Standard Error CMOMd Stable Capture probability 2P 0.322438 
Standard Error CMOMi Stable Capture probability 2P 0.353251 
Standard Error CMR Stable Capture probability 2P 0.639949 
Standard Error ZPNEc Stable Capture probability 2P NA 
Standard Error ZPNEs Stable Capture probability 2P NA 
Mean-square Error CMOMd Stable Capture probability 2P 9.206747 
Mean-square Error CMOMi Stable Capture probability 2P 8.410927 
Mean-square Error CMR Stable Capture probability 2P 4.257322 
Mean-square Error ZPNEc Stable Capture probability 2P NA 
Mean-square Error ZPNEs Stable Capture probability 2P NA 
Relative Bias CMOMd Stable Observation probability 2P 0.078948 
Relative Bias CMOMi Stable Observation probability 2P 0.076916 
Relative Bias CMR Stable Observation probability 2P 0.070854 
Relative Bias ZPNEc Stable Observation probability 2P NA 
Relative Bias ZPNEs Stable Observation probability 2P NA 
Standard Error CMOMd Stable Observation probability 2P 0.074041 
Standard Error CMOMi Stable Observation probability 2P 0.074076 
Standard Error CMR Stable Observation probability 2P 0.074719 
Standard Error ZPNEc Stable Observation probability 2P NA 
Standard Error ZPNEs Stable Observation probability 2P NA 
Mean-square Error CMOMd Stable Observation probability 2P 0.014463 
Mean-square Error CMOMi Stable Observation probability 2P 0.014002 
Mean-square Error CMR Stable Observation probability 2P 0.013 
Mean-square Error ZPNEc Stable Observation probability 2P NA 
Mean-square Error ZPNEs Stable Observation probability 2P NA 
Relative Bias CMOMd Increasing Number of Individuals 2P 0.180793 
Relative Bias CMOMi Increasing Number of Individuals 2P 0.300342 
Relative Bias CMR Increasing Number of Individuals 2P 0.375325 
Relative Bias ZPNEc Increasing Number of Individuals 2P NA 
Relative Bias ZPNEs Increasing Number of Individuals 2P NA 
Standard Error CMOMd Increasing Number of Individuals 2P 0.078612 
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Standard Error CMOMi Increasing Number of Individuals 2P 0.074081 
Standard Error CMR Increasing Number of Individuals 2P 0.036469 
Standard Error ZPNEc Increasing Number of Individuals 2P NA 
Standard Error ZPNEs Increasing Number of Individuals 2P NA 
Mean-square Error CMOMd Increasing Number of Individuals 2P 0.052205 
Mean-square Error CMOMi Increasing Number of Individuals 2P 0.112937 
Mean-square Error CMR Increasing Number of Individuals 2P 0.159308 
Mean-square Error ZPNEc Increasing Number of Individuals 2P NA 
Mean-square Error ZPNEs Increasing Number of Individuals 2P NA 
Relative Bias CMOMd Increasing Recruitment 2P 0.604557 
Relative Bias CMOMi Increasing Recruitment 2P 0.643245 
Relative Bias CMR Increasing Recruitment 2P 0.201031 
Relative Bias ZPNEc Increasing Recruitment 2P NA 
Relative Bias ZPNEs Increasing Recruitment 2P NA 
Standard Error CMOMd Increasing Recruitment 2P 0.1462 
Standard Error CMOMi Increasing Recruitment 2P 0.13826 
Standard Error CMR Increasing Recruitment 2P 0.093578 
Standard Error ZPNEc Increasing Recruitment 2P NA 
Standard Error ZPNEs Increasing Recruitment 2P NA 
Mean-square Error CMOMd Increasing Recruitment 2P 0.396713 
Mean-square Error CMOMi Increasing Recruitment 2P 0.440291 
Mean-square Error CMR Increasing Recruitment 2P 0.071194 
Mean-square Error ZPNEc Increasing Recruitment 2P NA 
Mean-square Error ZPNEs Increasing Recruitment 2P NA 
Relative Bias CMOMd Increasing Survival Second. Occ. 2P 0.030428 
Relative Bias CMOMi Increasing Survival Second. Occ. 2P 0.037926 
Relative Bias CMR Increasing Survival Second. Occ. 2P 0.075373 
Relative Bias ZPNEc Increasing Survival Second. Occ. 2P NA 
Relative Bias ZPNEs Increasing Survival Second. Occ. 2P NA 
Standard Error CMOMd Increasing Survival Second. Occ. 2P 0.033994 
Standard Error CMOMi Increasing Survival Second. Occ. 2P 0.039628 
Standard Error CMR Increasing Survival Second. Occ. 2P 0.069012 
Standard Error ZPNEc Increasing Survival Second. Occ. 2P NA 
Standard Error ZPNEs Increasing Survival Second. Occ. 2P NA 
Mean-square Error CMOMd Increasing Survival Second. Occ. 2P 0.00218 
Mean-square Error CMOMi Increasing Survival Second. Occ. 2P 0.003145 
Mean-square Error CMR Increasing Survival Second. Occ. 2P 0.010748 
Mean-square Error ZPNEc Increasing Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs Increasing Survival Second. Occ. 2P NA 
Relative Bias CMOMd Increasing Survival Prim. Occ. 2P 0.115018 
Relative Bias CMOMi Increasing Survival Prim. Occ. 2P 0.101491 
Relative Bias CMR Increasing Survival Prim. Occ. 2P 0.052894 
Relative Bias ZPNEc Increasing Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs Increasing Survival Prim. Occ. 2P NA 
Standard Error CMOMd Increasing Survival Prim. Occ. 2P 0.042413 
Standard Error CMOMi Increasing Survival Prim. Occ. 2P 0.050471 
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Standard Error CMR Increasing Survival Prim. Occ. 2P 0.102957 
Standard Error ZPNEc Increasing Survival Prim. Occ. 2P NA 
Standard Error ZPNEs Increasing Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd Increasing Survival Prim. Occ. 2P 0.015827 
Mean-square Error CMOMi Increasing Survival Prim. Occ. 2P 0.013926 
Mean-square Error CMR Increasing Survival Prim. Occ. 2P 0.014985 
Mean-square Error ZPNEc Increasing Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs Increasing Survival Prim. Occ. 2P NA 
Relative Bias CMOMd Increasing Capture probability 2P 3.19167 
Relative Bias CMOMi Increasing Capture probability 2P 1.801167 
Relative Bias CMR Increasing Capture probability 2P 1.842381 
Relative Bias ZPNEc Increasing Capture probability 2P NA 
Relative Bias ZPNEs Increasing Capture probability 2P NA 
Standard Error CMOMd Increasing Capture probability 2P 0.261328 
Standard Error CMOMi Increasing Capture probability 2P 0.188148 
Standard Error CMR Increasing Capture probability 2P 0.189183 
Standard Error ZPNEc Increasing Capture probability 2P NA 
Standard Error ZPNEs Increasing Capture probability 2P NA 
Mean-square Error CMOMd Increasing Capture probability 2P 10.2934 
Mean-square Error CMOMi Increasing Capture probability 2P 3.312989 
Mean-square Error CMR Increasing Capture probability 2P 3.46157 
Mean-square Error ZPNEc Increasing Capture probability 2P NA 
Mean-square Error ZPNEs Increasing Capture probability 2P NA 
Relative Bias CMOMd Increasing Observation probability 2P 0.076616 
Relative Bias CMOMi Increasing Observation probability 2P 0.07417 
Relative Bias CMR Increasing Observation probability 2P 0.065818 
Relative Bias ZPNEc Increasing Observation probability 2P NA 
Relative Bias ZPNEs Increasing Observation probability 2P NA 
Standard Error CMOMd Increasing Observation probability 2P 0.062874 
Standard Error CMOMi Increasing Observation probability 2P 0.062716 
Standard Error CMR Increasing Observation probability 2P 0.063061 
Standard Error ZPNEc Increasing Observation probability 2P NA 
Standard Error ZPNEs Increasing Observation probability 2P NA 
Mean-square Error CMOMd Increasing Observation probability 2P 0.012398 
Mean-square Error CMOMi Increasing Observation probability 2P 0.012036 
Mean-square Error CMR Increasing Observation probability 2P 0.010227 
Mean-square Error ZPNEc Increasing Observation probability 2P NA 
Mean-square Error ZPNEs Increasing Observation probability 2P NA 
Relative Bias CMOMd 10% Number of Individuals 2P 0.156085 
Relative Bias CMOMi 10% Number of Individuals 2P 0.242615 
Relative Bias CMR 10% Number of Individuals 2P 0.33918 
Relative Bias ZPNEc 10% Number of Individuals 2P NA 
Relative Bias ZPNEs 10% Number of Individuals 2P NA 
Standard Error CMOMd 10% Number of Individuals 2P 0.110295 
Standard Error CMOMi 10% Number of Individuals 2P 0.106246 
Standard Error CMR 10% Number of Individuals 2P 0.078498 
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Standard Error ZPNEc 10% Number of Individuals 2P NA 
Standard Error ZPNEs 10% Number of Individuals 2P NA 
Mean-square Error CMOMd 10% Number of Individuals 2P 0.045441 
Mean-square Error CMOMi 10% Number of Individuals 2P 0.081372 
Mean-square Error CMR 10% Number of Individuals 2P 0.143888 
Mean-square Error ZPNEc 10% Number of Individuals 2P NA 
Mean-square Error ZPNEs 10% Number of Individuals 2P NA 
Relative Bias CMOMd 10% Recruitment 2P 0.180441 
Relative Bias CMOMi 10% Recruitment 2P 0.198171 
Relative Bias CMR 10% Recruitment 2P 0.902492 
Relative Bias ZPNEc 10% Recruitment 2P NA 
Relative Bias ZPNEs 10% Recruitment 2P NA 
Standard Error CMOMd 10% Recruitment 2P 0.368508 
Standard Error CMOMi 10% Recruitment 2P 0.357695 
Standard Error CMR 10% Recruitment 2P 0.351613 
Standard Error ZPNEc 10% Recruitment 2P NA 
Standard Error ZPNEs 10% Recruitment 2P NA 
Mean-square Error CMOMd 10% Recruitment 2P 0.184305 
Mean-square Error CMOMi 10% Recruitment 2P 0.186386 
Mean-square Error CMR 10% Recruitment 2P 1.238053 
Mean-square Error ZPNEc 10% Recruitment 2P NA 
Mean-square Error ZPNEs 10% Recruitment 2P NA 
Relative Bias CMOMd 10% Survival Second. Occ. 2P 0.072628 
Relative Bias CMOMi 10% Survival Second. Occ. 2P 0.08135 
Relative Bias CMR 10% Survival Second. Occ. 2P 0.137587 
Relative Bias ZPNEc 10% Survival Second. Occ. 2P NA 
Relative Bias ZPNEs 10% Survival Second. Occ. 2P NA 
Standard Error CMOMd 10% Survival Second. Occ. 2P 0.063307 
Standard Error CMOMi 10% Survival Second. Occ. 2P 0.069046 
Standard Error CMR 10% Survival Second. Occ. 2P 0.107786 
Standard Error ZPNEc 10% Survival Second. Occ. 2P NA 
Standard Error ZPNEs 10% Survival Second. Occ. 2P NA 
Mean-square Error CMOMd 10% Survival Second. Occ. 2P 0.00968 
Mean-square Error CMOMi 10% Survival Second. Occ. 2P 0.011812 
Mean-square Error CMR 10% Survival Second. Occ. 2P 0.031523 
Mean-square Error ZPNEc 10% Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs 10% Survival Second. Occ. 2P NA 
Relative Bias CMOMd 10% Survival Prim. Occ. 2P 0.081902 
Relative Bias CMOMi 10% Survival Prim. Occ. 2P 0.068454 
Relative Bias CMR 10% Survival Prim. Occ. 2P 0.043097 
Relative Bias ZPNEc 10% Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs 10% Survival Prim. Occ. 2P NA 
Standard Error CMOMd 10% Survival Prim. Occ. 2P 0.071055 
Standard Error CMOMi 10% Survival Prim. Occ. 2P 0.079857 
Standard Error CMR 10% Survival Prim. Occ. 2P 0.134438 
Standard Error ZPNEc 10% Survival Prim. Occ. 2P NA 
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Standard Error ZPNEs 10% Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd 10% Survival Prim. Occ. 2P 0.012834 
Mean-square Error CMOMi 10% Survival Prim. Occ. 2P 0.01216 
Mean-square Error CMR 10% Survival Prim. Occ. 2P 0.02156 
Mean-square Error ZPNEc 10% Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs 10% Survival Prim. Occ. 2P NA 
Relative Bias CMOMd 10% Capture probability 2P 0.283279 
Relative Bias CMOMi 10% Capture probability 2P 0.243719 
Relative Bias CMR 10% Capture probability 2P 0.353503 
Relative Bias ZPNEc 10% Capture probability 2P NA 
Relative Bias ZPNEs 10% Capture probability 2P NA 
Standard Error CMOMd 10% Capture probability 2P 0.117783 
Standard Error CMOMi 10% Capture probability 2P 0.125826 
Standard Error CMR 10% Capture probability 2P 0.246598 
Standard Error ZPNEc 10% Capture probability 2P NA 
Standard Error ZPNEs 10% Capture probability 2P NA 
Mean-square Error CMOMd 10% Capture probability 2P 0.101929 
Mean-square Error CMOMi 10% Capture probability 2P 0.082809 
Mean-square Error CMR 10% Capture probability 2P 0.225115 
Mean-square Error ZPNEc 10% Capture probability 2P NA 
Mean-square Error ZPNEs 10% Capture probability 2P NA 
Relative Bias CMOMd 10% Observation probability 2P 0.338142 
Relative Bias CMOMi 10% Observation probability 2P 0.333988 
Relative Bias CMR 10% Observation probability 2P 0.319617 
Relative Bias ZPNEc 10% Observation probability 2P NA 
Relative Bias ZPNEs 10% Observation probability 2P NA 
Standard Error CMOMd 10% Observation probability 2P 0.078148 
Standard Error CMOMi 10% Observation probability 2P 0.077871 
Standard Error CMR 10% Observation probability 2P 0.077682 
Standard Error ZPNEc 10% Observation probability 2P NA 
Standard Error ZPNEs 10% Observation probability 2P NA 
Mean-square Error CMOMd 10% Observation probability 2P 0.12413 
Mean-square Error CMOMi 10% Observation probability 2P 0.12158 
Mean-square Error CMR 10% Observation probability 2P 0.112068 
Mean-square Error ZPNEc 10% Observation probability 2P NA 
Mean-square Error ZPNEs 10% Observation probability 2P NA 
Relative Bias CMOMd 20% Number of Individuals 2P 0.16428 
Relative Bias CMOMi 20% Number of Individuals 2P 0.267868 
Relative Bias CMR 20% Number of Individuals 2P 0.344491 
Relative Bias ZPNEc 20% Number of Individuals 2P NA 
Relative Bias ZPNEs 20% Number of Individuals 2P NA 
Standard Error CMOMd 20% Number of Individuals 2P 0.110691 
Standard Error CMOMi 20% Number of Individuals 2P 0.10477 
Standard Error CMR 20% Number of Individuals 2P 0.084766 
Standard Error ZPNEc 20% Number of Individuals 2P NA 
Standard Error ZPNEs 20% Number of Individuals 2P NA 
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Mean-square Error CMOMd 20% Number of Individuals 2P 0.048492 
Mean-square Error CMOMi 20% Number of Individuals 2P 0.094008 
Mean-square Error CMR 20% Number of Individuals 2P 0.150844 
Mean-square Error ZPNEc 20% Number of Individuals 2P NA 
Mean-square Error ZPNEs 20% Number of Individuals 2P NA 
Relative Bias CMOMd 20% Recruitment 2P 0.164029 
Relative Bias CMOMi 20% Recruitment 2P 0.194198 
Relative Bias CMR 20% Recruitment 2P 0.963336 
Relative Bias ZPNEc 20% Recruitment 2P NA 
Relative Bias ZPNEs 20% Recruitment 2P NA 
Standard Error CMOMd 20% Recruitment 2P 0.386163 
Standard Error CMOMi 20% Recruitment 2P 0.372064 
Standard Error CMR 20% Recruitment 2P 0.40772 
Standard Error ZPNEc 20% Recruitment 2P NA 
Standard Error ZPNEs 20% Recruitment 2P NA 
Mean-square Error CMOMd 20% Recruitment 2P 0.19477 
Mean-square Error CMOMi 20% Recruitment 2P 0.195947 
Mean-square Error CMR 20% Recruitment 2P 1.418784 
Mean-square Error ZPNEc 20% Recruitment 2P NA 
Mean-square Error ZPNEs 20% Recruitment 2P NA 
Relative Bias CMOMd 20% Survival Second. Occ. 2P 0.075651 
Relative Bias CMOMi 20% Survival Second. Occ. 2P 0.086004 
Relative Bias CMR 20% Survival Second. Occ. 2P 0.146818 
Relative Bias ZPNEc 20% Survival Second. Occ. 2P NA 
Relative Bias ZPNEs 20% Survival Second. Occ. 2P NA 
Standard Error CMOMd 20% Survival Second. Occ. 2P 0.065137 
Standard Error CMOMi 20% Survival Second. Occ. 2P 0.071852 
Standard Error CMR 20% Survival Second. Occ. 2P 0.113311 
Standard Error ZPNEc 20% Survival Second. Occ. 2P NA 
Standard Error ZPNEs 20% Survival Second. Occ. 2P NA 
Mean-square Error CMOMd 20% Survival Second. Occ. 2P 0.010394 
Mean-square Error CMOMi 20% Survival Second. Occ. 2P 0.013089 
Mean-square Error CMR 20% Survival Second. Occ. 2P 0.035388 
Mean-square Error ZPNEc 20% Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs 20% Survival Second. Occ. 2P NA 
Relative Bias CMOMd 20% Survival Prim. Occ. 2P 0.078554 
Relative Bias CMOMi 20% Survival Prim. Occ. 2P 0.065006 
Relative Bias CMR 20% Survival Prim. Occ. 2P 0.058372 
Relative Bias ZPNEc 20% Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs 20% Survival Prim. Occ. 2P NA 
Standard Error CMOMd 20% Survival Prim. Occ. 2P 0.073426 
Standard Error CMOMi 20% Survival Prim. Occ. 2P 0.083034 
Standard Error CMR 20% Survival Prim. Occ. 2P 0.139645 
Standard Error ZPNEc 20% Survival Prim. Occ. 2P NA 
Standard Error ZPNEs 20% Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd 20% Survival Prim. Occ. 2P 0.012745 
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Mean-square Error CMOMi 20% Survival Prim. Occ. 2P 0.012313 
Mean-square Error CMR 20% Survival Prim. Occ. 2P 0.025783 
Mean-square Error ZPNEc 20% Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs 20% Survival Prim. Occ. 2P NA 
Relative Bias CMOMd 20% Capture probability 2P 0.2958 
Relative Bias CMOMi 20% Capture probability 2P 0.25718 
Relative Bias CMR 20% Capture probability 2P 0.353963 
Relative Bias ZPNEc 20% Capture probability 2P NA 
Relative Bias ZPNEs 20% Capture probability 2P NA 
Standard Error CMOMd 20% Capture probability 2P 0.118827 
Standard Error CMOMi 20% Capture probability 2P 0.127436 
Standard Error CMR 20% Capture probability 2P 0.24926 
Standard Error ZPNEc 20% Capture probability 2P NA 
Standard Error ZPNEs 20% Capture probability 2P NA 
Mean-square Error CMOMd 20% Capture probability 2P 0.109781 
Mean-square Error CMOMi 20% Capture probability 2P 0.090449 
Mean-square Error CMR 20% Capture probability 2P 0.23582 
Mean-square Error ZPNEc 20% Capture probability 2P NA 
Mean-square Error ZPNEs 20% Capture probability 2P NA 
Relative Bias CMOMd 20% Observation probability 2P 0.332195 
Relative Bias CMOMi 20% Observation probability 2P 0.328726 
Relative Bias CMR 20% Observation probability 2P 0.316984 
Relative Bias ZPNEc 20% Observation probability 2P NA 
Relative Bias ZPNEs 20% Observation probability 2P NA 
Standard Error CMOMd 20% Observation probability 2P 0.081149 
Standard Error CMOMi 20% Observation probability 2P 0.081748 
Standard Error CMR 20% Observation probability 2P 0.081938 
Standard Error ZPNEc 20% Observation probability 2P NA 
Standard Error ZPNEs 20% Observation probability 2P NA 
Mean-square Error CMOMd 20% Observation probability 2P 0.122193 
Mean-square Error CMOMi 20% Observation probability 2P 0.119959 
Mean-square Error CMR 20% Observation probability 2P 0.112363 
Mean-square Error ZPNEc 20% Observation probability 2P NA 
Mean-square Error ZPNEs 20% Observation probability 2P NA 
Relative Bias CMOMd 30% Number of Individuals 2P 0.152904 
Relative Bias CMOMi 30% Number of Individuals 2P 0.250926 
Relative Bias CMR 30% Number of Individuals 2P 0.345983 
Relative Bias ZPNEc 30% Number of Individuals 2P NA 
Relative Bias ZPNEs 30% Number of Individuals 2P NA 
Standard Error CMOMd 30% Number of Individuals 2P 0.110874 
Standard Error CMOMi 30% Number of Individuals 2P 0.105159 
Standard Error CMR 30% Number of Individuals 2P 0.076705 
Standard Error ZPNEc 30% Number of Individuals 2P NA 
Standard Error ZPNEs 30% Number of Individuals 2P NA 
Mean-square Error CMOMd 30% Number of Individuals 2P 0.045242 
Mean-square Error CMOMi 30% Number of Individuals 2P 0.08673 
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Mean-square Error CMR 30% Number of Individuals 2P 0.146301 
Mean-square Error ZPNEc 30% Number of Individuals 2P NA 
Mean-square Error ZPNEs 30% Number of Individuals 2P NA 
Relative Bias CMOMd 30% Recruitment 2P 0.169596 
Relative Bias CMOMi 30% Recruitment 2P 0.207428 
Relative Bias CMR 30% Recruitment 2P 0.801601 
Relative Bias ZPNEc 30% Recruitment 2P NA 
Relative Bias ZPNEs 30% Recruitment 2P NA 
Standard Error CMOMd 30% Recruitment 2P 0.369975 
Standard Error CMOMi 30% Recruitment 2P 0.358572 
Standard Error CMR 30% Recruitment 2P 0.339024 
Standard Error ZPNEc 30% Recruitment 2P NA 
Standard Error ZPNEs 30% Recruitment 2P NA 
Mean-square Error CMOMd 30% Recruitment 2P 0.181167 
Mean-square Error CMOMi 30% Recruitment 2P 0.190532 
Mean-square Error CMR 30% Recruitment 2P 1.142532 
Mean-square Error ZPNEc 30% Recruitment 2P NA 
Mean-square Error ZPNEs 30% Recruitment 2P NA 
Relative Bias CMOMd 30% Survival Second. Occ. 2P 0.072103 
Relative Bias CMOMi 30% Survival Second. Occ. 2P 0.081025 
Relative Bias CMR 30% Survival Second. Occ. 2P 0.137712 
Relative Bias ZPNEc 30% Survival Second. Occ. 2P NA 
Relative Bias ZPNEs 30% Survival Second. Occ. 2P NA 
Standard Error CMOMd 30% Survival Second. Occ. 2P 0.062757 
Standard Error CMOMi 30% Survival Second. Occ. 2P 0.068987 
Standard Error CMR 30% Survival Second. Occ. 2P 0.107771 
Standard Error ZPNEc 30% Survival Second. Occ. 2P NA 
Standard Error ZPNEs 30% Survival Second. Occ. 2P NA 
Mean-square Error CMOMd 30% Survival Second. Occ. 2P 0.009461 
Mean-square Error CMOMi 30% Survival Second. Occ. 2P 0.011622 
Mean-square Error CMR 30% Survival Second. Occ. 2P 0.031301 
Mean-square Error ZPNEc 30% Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs 30% Survival Second. Occ. 2P NA 
Relative Bias CMOMd 30% Survival Prim. Occ. 2P 0.07673 
Relative Bias CMOMi 30% Survival Prim. Occ. 2P 0.064509 
Relative Bias CMR 30% Survival Prim. Occ. 2P 0.064992 
Relative Bias ZPNEc 30% Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs 30% Survival Prim. Occ. 2P NA 
Standard Error CMOMd 30% Survival Prim. Occ. 2P 0.073687 
Standard Error CMOMi 30% Survival Prim. Occ. 2P 0.081838 
Standard Error CMR 30% Survival Prim. Occ. 2P 0.140879 
Standard Error ZPNEc 30% Survival Prim. Occ. 2P NA 
Standard Error ZPNEs 30% Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd 30% Survival Prim. Occ. 2P 0.012466 
Mean-square Error CMOMi 30% Survival Prim. Occ. 2P 0.012106 
Mean-square Error CMR 30% Survival Prim. Occ. 2P 0.028606 
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Mean-square Error ZPNEc 30% Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs 30% Survival Prim. Occ. 2P NA 
Relative Bias CMOMd 30% Capture probability 2P 0.275658 
Relative Bias CMOMi 30% Capture probability 2P 0.238913 
Relative Bias CMR 30% Capture probability 2P 0.339843 
Relative Bias ZPNEc 30% Capture probability 2P NA 
Relative Bias ZPNEs 30% Capture probability 2P NA 
Standard Error CMOMd 30% Capture probability 2P 0.116047 
Standard Error CMOMi 30% Capture probability 2P 0.123452 
Standard Error CMR 30% Capture probability 2P 0.238395 
Standard Error ZPNEc 30% Capture probability 2P NA 
Standard Error ZPNEs 30% Capture probability 2P NA 
Mean-square Error CMOMd 30% Capture probability 2P 0.097969 
Mean-square Error CMOMi 30% Capture probability 2P 0.081171 
Mean-square Error CMR 30% Capture probability 2P 0.213481 
Mean-square Error ZPNEc 30% Capture probability 2P NA 
Mean-square Error ZPNEs 30% Capture probability 2P NA 
Relative Bias CMOMd 30% Observation probability 2P 0.324773 
Relative Bias CMOMi 30% Observation probability 2P 0.319616 
Relative Bias CMR 30% Observation probability 2P 0.299786 
Relative Bias ZPNEc 30% Observation probability 2P NA 
Relative Bias ZPNEs 30% Observation probability 2P NA 
Standard Error CMOMd 30% Observation probability 2P 0.079542 
Standard Error CMOMi 30% Observation probability 2P 0.079657 
Standard Error CMR 30% Observation probability 2P 0.078834 
Standard Error ZPNEc 30% Observation probability 2P NA 
Standard Error ZPNEs 30% Observation probability 2P NA 
Mean-square Error CMOMd 30% Observation probability 2P 0.117848 
Mean-square Error CMOMi 30% Observation probability 2P 0.114477 
Mean-square Error CMR 30% Observation probability 2P 0.101688 
Mean-square Error ZPNEc 30% Observation probability 2P NA 
Mean-square Error ZPNEs 30% Observation probability 2P NA 
Relative Bias CMOMd 40% Number of Individuals 2P 0.153794 
Relative Bias CMOMi 40% Number of Individuals 2P 0.2589 
Relative Bias CMR 40% Number of Individuals 2P 0.328754 
Relative Bias ZPNEc 40% Number of Individuals 2P NA 
Relative Bias ZPNEs 40% Number of Individuals 2P NA 
Standard Error CMOMd 40% Number of Individuals 2P 0.109749 
Standard Error CMOMi 40% Number of Individuals 2P 0.101819 
Standard Error CMR 40% Number of Individuals 2P 0.074337 
Standard Error ZPNEc 40% Number of Individuals 2P NA 
Standard Error ZPNEs 40% Number of Individuals 2P NA 
Mean-square Error CMOMd 40% Number of Individuals 2P 0.044665 
Mean-square Error CMOMi 40% Number of Individuals 2P 0.088304 
Mean-square Error CMR 40% Number of Individuals 2P 0.134036 
Mean-square Error ZPNEc 40% Number of Individuals 2P NA 
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Mean-square Error ZPNEs 40% Number of Individuals 2P NA 
Relative Bias CMOMd 40% Recruitment 2P 0.185072 
Relative Bias CMOMi 40% Recruitment 2P 0.196413 
Relative Bias CMR 40% Recruitment 2P 0.830261 
Relative Bias ZPNEc 40% Recruitment 2P NA 
Relative Bias ZPNEs 40% Recruitment 2P NA 
Standard Error CMOMd 40% Recruitment 2P 0.357132 
Standard Error CMOMi 40% Recruitment 2P 0.350237 
Standard Error CMR 40% Recruitment 2P 0.317644 
Standard Error ZPNEc 40% Recruitment 2P NA 
Standard Error ZPNEs 40% Recruitment 2P NA 
Mean-square Error CMOMd 40% Recruitment 2P 0.178062 
Mean-square Error CMOMi 40% Recruitment 2P 0.179379 
Mean-square Error CMR 40% Recruitment 2P 1.102223 
Mean-square Error ZPNEc 40% Recruitment 2P NA 
Mean-square Error ZPNEs 40% Recruitment 2P NA 
Relative Bias CMOMd 40% Survival Second. Occ. 2P 0.0689 
Relative Bias CMOMi 40% Survival Second. Occ. 2P 0.075434 
Relative Bias CMR 40% Survival Second. Occ. 2P 0.13128 
Relative Bias ZPNEc 40% Survival Second. Occ. 2P NA 
Relative Bias ZPNEs 40% Survival Second. Occ. 2P NA 
Standard Error CMOMd 40% Survival Second. Occ. 2P 0.061037 
Standard Error CMOMi 40% Survival Second. Occ. 2P 0.06568 
Standard Error CMR 40% Survival Second. Occ. 2P 0.104283 
Standard Error ZPNEc 40% Survival Second. Occ. 2P NA 
Standard Error ZPNEs 40% Survival Second. Occ. 2P NA 
Mean-square Error CMOMd 40% Survival Second. Occ. 2P 0.008801 
Mean-square Error CMOMi 40% Survival Second. Occ. 2P 0.010377 
Mean-square Error CMR 40% Survival Second. Occ. 2P 0.028932 
Mean-square Error ZPNEc 40% Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs 40% Survival Second. Occ. 2P NA 
Relative Bias CMOMd 40% Survival Prim. Occ. 2P 0.08321 
Relative Bias CMOMi 40% Survival Prim. Occ. 2P 0.073053 
Relative Bias CMR 40% Survival Prim. Occ. 2P 0.052712 
Relative Bias ZPNEc 40% Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs 40% Survival Prim. Occ. 2P NA 
Standard Error CMOMd 40% Survival Prim. Occ. 2P 0.069823 
Standard Error CMOMi 40% Survival Prim. Occ. 2P 0.076327 
Standard Error CMR 40% Survival Prim. Occ. 2P 0.133284 
Standard Error ZPNEc 40% Survival Prim. Occ. 2P NA 
Standard Error ZPNEs 40% Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd 40% Survival Prim. Occ. 2P 0.012844 
Mean-square Error CMOMi 40% Survival Prim. Occ. 2P 0.012381 
Mean-square Error CMR 40% Survival Prim. Occ. 2P 0.023262 
Mean-square Error ZPNEc 40% Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs 40% Survival Prim. Occ. 2P NA 
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Relative Bias CMOMd 40% Capture probability 2P 0.288945 
Relative Bias CMOMi 40% Capture probability 2P 0.260361 
Relative Bias CMR 40% Capture probability 2P 0.350091 
Relative Bias ZPNEc 40% Capture probability 2P NA 
Relative Bias ZPNEs 40% Capture probability 2P NA 
Standard Error CMOMd 40% Capture probability 2P 0.117259 
Standard Error CMOMi 40% Capture probability 2P 0.123541 
Standard Error CMR 40% Capture probability 2P 0.24087 
Standard Error ZPNEc 40% Capture probability 2P NA 
Standard Error ZPNEs 40% Capture probability 2P NA 
Mean-square Error CMOMd 40% Capture probability 2P 0.104526 
Mean-square Error CMOMi 40% Capture probability 2P 0.090876 
Mean-square Error CMR 40% Capture probability 2P 0.228555 
Mean-square Error ZPNEc 40% Capture probability 2P NA 
Mean-square Error ZPNEs 40% Capture probability 2P NA 
Relative Bias CMOMd 40% Observation probability 2P 0.32847 
Relative Bias CMOMi 40% Observation probability 2P 0.326539 
Relative Bias CMR 40% Observation probability 2P 0.308539 
Relative Bias ZPNEc 40% Observation probability 2P NA 
Relative Bias ZPNEs 40% Observation probability 2P NA 
Standard Error CMOMd 40% Observation probability 2P 0.077213 
Standard Error CMOMi 40% Observation probability 2P 0.077043 
Standard Error CMR 40% Observation probability 2P 0.076849 
Standard Error ZPNEc 40% Observation probability 2P NA 
Standard Error ZPNEs 40% Observation probability 2P NA 
Mean-square Error CMOMd 40% Observation probability 2P 0.117278 
Mean-square Error CMOMi 40% Observation probability 2P 0.116042 
Mean-square Error CMR 40% Observation probability 2P 0.104412 
Mean-square Error ZPNEc 40% Observation probability 2P NA 
Mean-square Error ZPNEs 40% Observation probability 2P NA 
Relative Bias CMOMd 50% Number of Individuals 2P 0.160856 
Relative Bias CMOMi 50% Number of Individuals 2P 0.256717 
Relative Bias CMR 50% Number of Individuals 2P 0.344482 
Relative Bias ZPNEc 50% Number of Individuals 2P NA 
Relative Bias ZPNEs 50% Number of Individuals 2P NA 
Standard Error CMOMd 50% Number of Individuals 2P 0.108427 
Standard Error CMOMi 50% Number of Individuals 2P 0.102549 
Standard Error CMR 50% Number of Individuals 2P 0.074608 
Standard Error ZPNEc 50% Number of Individuals 2P NA 
Standard Error ZPNEs 50% Number of Individuals 2P NA 
Mean-square Error CMOMd 50% Number of Individuals 2P 0.047364 
Mean-square Error CMOMi 50% Number of Individuals 2P 0.088449 
Mean-square Error CMR 50% Number of Individuals 2P 0.145375 
Mean-square Error ZPNEc 50% Number of Individuals 2P NA 
Mean-square Error ZPNEs 50% Number of Individuals 2P NA 
Relative Bias CMOMd 50% Recruitment 2P 0.179059 
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Relative Bias CMOMi 50% Recruitment 2P 0.206196 
Relative Bias CMR 50% Recruitment 2P 0.892122 
Relative Bias ZPNEc 50% Recruitment 2P NA 
Relative Bias ZPNEs 50% Recruitment 2P NA 
Standard Error CMOMd 50% Recruitment 2P 0.370272 
Standard Error CMOMi 50% Recruitment 2P 0.35876 
Standard Error CMR 50% Recruitment 2P 0.337709 
Standard Error ZPNEc 50% Recruitment 2P NA 
Standard Error ZPNEs 50% Recruitment 2P NA 
Mean-square Error CMOMd 50% Recruitment 2P 0.193629 
Mean-square Error CMOMi 50% Recruitment 2P 0.197712 
Mean-square Error CMR 50% Recruitment 2P 1.208661 
Mean-square Error ZPNEc 50% Recruitment 2P NA 
Mean-square Error ZPNEs 50% Recruitment 2P NA 
Relative Bias CMOMd 50% Survival Second. Occ. 2P 0.070263 
Relative Bias CMOMi 50% Survival Second. Occ. 2P 0.077895 
Relative Bias CMR 50% Survival Second. Occ. 2P 0.135981 
Relative Bias ZPNEc 50% Survival Second. Occ. 2P NA 
Relative Bias ZPNEs 50% Survival Second. Occ. 2P NA 
Standard Error CMOMd 50% Survival Second. Occ. 2P 0.061618 
Standard Error CMOMi 50% Survival Second. Occ. 2P 0.066925 
Standard Error CMR 50% Survival Second. Occ. 2P 0.106559 
Standard Error ZPNEc 50% Survival Second. Occ. 2P NA 
Standard Error ZPNEs 50% Survival Second. Occ. 2P NA 
Mean-square Error CMOMd 50% Survival Second. Occ. 2P 0.009128 
Mean-square Error CMOMi 50% Survival Second. Occ. 2P 0.010976 
Mean-square Error CMR 50% Survival Second. Occ. 2P 0.030788 
Mean-square Error ZPNEc 50% Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs 50% Survival Second. Occ. 2P NA 
Relative Bias CMOMd 50% Survival Prim. Occ. 2P 0.079482 
Relative Bias CMOMi 50% Survival Prim. Occ. 2P 0.069153 
Relative Bias CMR 50% Survival Prim. Occ. 2P 0.053131 
Relative Bias ZPNEc 50% Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs 50% Survival Prim. Occ. 2P NA 
Standard Error CMOMd 50% Survival Prim. Occ. 2P 0.072122 
Standard Error CMOMi 50% Survival Prim. Occ. 2P 0.079355 
Standard Error CMR 50% Survival Prim. Occ. 2P 0.138825 
Standard Error ZPNEc 50% Survival Prim. Occ. 2P NA 
Standard Error ZPNEs 50% Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd 50% Survival Prim. Occ. 2P 0.012528 
Mean-square Error CMOMi 50% Survival Prim. Occ. 2P 0.012163 
Mean-square Error CMR 50% Survival Prim. Occ. 2P 0.024921 
Mean-square Error ZPNEc 50% Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs 50% Survival Prim. Occ. 2P NA 
Relative Bias CMOMd 50% Capture probability 2P 0.290979 
Relative Bias CMOMi 50% Capture probability 2P 0.260517 
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Relative Bias CMR 50% Capture probability 2P 0.338145 
Relative Bias ZPNEc 50% Capture probability 2P NA 
Relative Bias ZPNEs 50% Capture probability 2P NA 
Standard Error CMOMd 50% Capture probability 2P 0.115983 
Standard Error CMOMi 50% Capture probability 2P 0.123484 
Standard Error CMR 50% Capture probability 2P 0.241115 
Standard Error ZPNEc 50% Capture probability 2P NA 
Standard Error ZPNEs 50% Capture probability 2P NA 
Mean-square Error CMOMd 50% Capture probability 2P 0.108672 
Mean-square Error CMOMi 50% Capture probability 2P 0.09308 
Mean-square Error CMR 50% Capture probability 2P 0.21636 
Mean-square Error ZPNEc 50% Capture probability 2P NA 
Mean-square Error ZPNEs 50% Capture probability 2P NA 
Relative Bias CMOMd 50% Observation probability 2P 0.31789 
Relative Bias CMOMi 50% Observation probability 2P 0.316205 
Relative Bias CMR 50% Observation probability 2P 0.295587 
Relative Bias ZPNEc 50% Observation probability 2P NA 
Relative Bias ZPNEs 50% Observation probability 2P NA 
Standard Error CMOMd 50% Observation probability 2P 0.078391 
Standard Error CMOMi 50% Observation probability 2P 0.078564 
Standard Error CMR 50% Observation probability 2P 0.077581 
Standard Error ZPNEc 50% Observation probability 2P NA 
Standard Error ZPNEs 50% Observation probability 2P NA 
Mean-square Error CMOMd 50% Observation probability 2P 0.113076 
Mean-square Error CMOMi 50% Observation probability 2P 0.112209 
Mean-square Error CMR 50% Observation probability 2P 0.098668 
Mean-square Error ZPNEc 50% Observation probability 2P NA 
Mean-square Error ZPNEs 50% Observation probability 2P NA 
Relative Bias CMOMd 60% Number of Individuals 2P 0.159638 
Relative Bias CMOMi 60% Number of Individuals 2P 0.263171 
Relative Bias CMR 60% Number of Individuals 2P 0.345844 
Relative Bias ZPNEc 60% Number of Individuals 2P NA 
Relative Bias ZPNEs 60% Number of Individuals 2P NA 
Standard Error CMOMd 60% Number of Individuals 2P 0.110262 
Standard Error CMOMi 60% Number of Individuals 2P 0.103171 
Standard Error CMR 60% Number of Individuals 2P 0.07814 
Standard Error ZPNEc 60% Number of Individuals 2P NA 
Standard Error ZPNEs 60% Number of Individuals 2P NA 
Mean-square Error CMOMd 60% Number of Individuals 2P 0.047663 
Mean-square Error CMOMi 60% Number of Individuals 2P 0.091266 
Mean-square Error CMR 60% Number of Individuals 2P 0.145192 
Mean-square Error ZPNEc 60% Number of Individuals 2P NA 
Mean-square Error ZPNEs 60% Number of Individuals 2P NA 
Relative Bias CMOMd 60% Recruitment 2P 0.173 
Relative Bias CMOMi 60% Recruitment 2P 0.189355 
Relative Bias CMR 60% Recruitment 2P 0.886499 
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Relative Bias ZPNEc 60% Recruitment 2P NA 
Relative Bias ZPNEs 60% Recruitment 2P NA 
Standard Error CMOMd 60% Recruitment 2P 0.367248 
Standard Error CMOMi 60% Recruitment 2P 0.357331 
Standard Error CMR 60% Recruitment 2P 0.342017 
Standard Error ZPNEc 60% Recruitment 2P NA 
Standard Error ZPNEs 60% Recruitment 2P NA 
Mean-square Error CMOMd 60% Recruitment 2P 0.179365 
Mean-square Error CMOMi 60% Recruitment 2P 0.179718 
Mean-square Error CMR 60% Recruitment 2P 1.224242 
Mean-square Error ZPNEc 60% Recruitment 2P NA 
Mean-square Error ZPNEs 60% Recruitment 2P NA 
Relative Bias CMOMd 60% Survival Second. Occ. 2P 0.07343 
Relative Bias CMOMi 60% Survival Second. Occ. 2P 0.080688 
Relative Bias CMR 60% Survival Second. Occ. 2P 0.139208 
Relative Bias ZPNEc 60% Survival Second. Occ. 2P NA 
Relative Bias ZPNEs 60% Survival Second. Occ. 2P NA 
Standard Error CMOMd 60% Survival Second. Occ. 2P 0.063589 
Standard Error CMOMi 60% Survival Second. Occ. 2P 0.069036 
Standard Error CMR 60% Survival Second. Occ. 2P 0.108776 
Standard Error ZPNEc 60% Survival Second. Occ. 2P NA 
Standard Error ZPNEs 60% Survival Second. Occ. 2P NA 
Mean-square Error CMOMd 60% Survival Second. Occ. 2P 0.009712 
Mean-square Error CMOMi 60% Survival Second. Occ. 2P 0.01162 
Mean-square Error CMR 60% Survival Second. Occ. 2P 0.032086 
Mean-square Error ZPNEc 60% Survival Second. Occ. 2P NA 
Mean-square Error ZPNEs 60% Survival Second. Occ. 2P NA 
Relative Bias CMOMd 60% Survival Prim. Occ. 2P 0.077712 
Relative Bias CMOMi 60% Survival Prim. Occ. 2P 0.063254 
Relative Bias CMR 60% Survival Prim. Occ. 2P 0.056871 
Relative Bias ZPNEc 60% Survival Prim. Occ. 2P NA 
Relative Bias ZPNEs 60% Survival Prim. Occ. 2P NA 
Standard Error CMOMd 60% Survival Prim. Occ. 2P 0.07301 
Standard Error CMOMi 60% Survival Prim. Occ. 2P 0.081715 
Standard Error CMR 60% Survival Prim. Occ. 2P 0.14207 
Standard Error ZPNEc 60% Survival Prim. Occ. 2P NA 
Standard Error ZPNEs 60% Survival Prim. Occ. 2P NA 
Mean-square Error CMOMd 60% Survival Prim. Occ. 2P 0.012107 
Mean-square Error CMOMi 60% Survival Prim. Occ. 2P 0.011652 
Mean-square Error CMR 60% Survival Prim. Occ. 2P 0.026525 
Mean-square Error ZPNEc 60% Survival Prim. Occ. 2P NA 
Mean-square Error ZPNEs 60% Survival Prim. Occ. 2P NA 
Relative Bias CMOMd 60% Capture probability 2P 0.296117 
Relative Bias CMOMi 60% Capture probability 2P 0.262109 
Relative Bias CMR 60% Capture probability 2P 0.399811 
Relative Bias ZPNEc 60% Capture probability 2P NA 
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Relative Bias ZPNEs 60% Capture probability 2P NA 
Standard Error CMOMd 60% Capture probability 2P 0.119488 
Standard Error CMOMi 60% Capture probability 2P 0.127042 
Standard Error CMR 60% Capture probability 2P 0.248264 
Standard Error ZPNEc 60% Capture probability 2P NA 
Standard Error ZPNEs 60% Capture probability 2P NA 
Mean-square Error CMOMd 60% Capture probability 2P 0.113206 
Mean-square Error CMOMi 60% Capture probability 2P 0.094758 
Mean-square Error CMR 60% Capture probability 2P 0.264658 
Mean-square Error ZPNEc 60% Capture probability 2P NA 
Mean-square Error ZPNEs 60% Capture probability 2P NA 
Relative Bias CMOMd 60% Observation probability 2P 0.320215 
Relative Bias CMOMi 60% Observation probability 2P 0.315933 
Relative Bias CMR 60% Observation probability 2P 0.297478 
Relative Bias ZPNEc 60% Observation probability 2P NA 
Relative Bias ZPNEs 60% Observation probability 2P NA 
Standard Error CMOMd 60% Observation probability 2P 0.079546 
Standard Error CMOMi 60% Observation probability 2P 0.079554 
Standard Error CMR 60% Observation probability 2P 0.079066 
Standard Error ZPNEc 60% Observation probability 2P NA 
Standard Error ZPNEs 60% Observation probability 2P NA 
Mean-square Error CMOMd 60% Observation probability 2P 0.115154 
Mean-square Error CMOMi 60% Observation probability 2P 0.111758 
Mean-square Error CMR 60% Observation probability 2P 0.100301 
Mean-square Error ZPNEc 60% Observation probability 2P NA 
Mean-square Error ZPNEs 60% Observation probability 2P NA 
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