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Abstract. We give a reduction formula for the Waring number g(k, q) over
a finite field Fq. By exploiting the relation between g(k, q) with the diameter
of the generalized Paley graph Γ(k, q) and by using the characterization of
those Γ(k, q) which are cartesian descomposable due to Pearce and Praeger
(2016), we obtain the formula
g(p
ab
−1
bc
, pab) = bg(p
a
−1
c
, pa)
for p prime and a, b, c integers under certain arithmetic conditions. As a
particular case, we recover a previous result of Kononen (2010) generalizing
the result of Winterhof and van de Woestijne (2010). Finally, we use the
reduction formula together with the characterization of 2-weight irreducible
cyclic codes due to Schmidt and White (2002) to find even values of g(k, q).
1. Introduction
This work is a natural continuation of [15] where we begin the study of
Waring numbers over finite fields through generalized Paley graphs. Here, we
will obtain a general reduction formula for Waring numbers over finite fields.
Recall that the Waring number g(k, q) is the minimal integer s such that every
element of Fq can be expressed as a sum of a number s of k-th powers in Fq.
Since g(k, q) = g(k′, q), where k′ = (k, q − 1) = gcd(k, q − 1), we will always
assume that
k | q − 1
for if not we trivially have g(k, q) = g(1, q) = 1.
Let q = pm with p a prime number and k a non-negative integer with
k | q−1, the generalized Paley graph (GP-graph for short) is the Cayley graph
(1.1) Γ(k, q) = Cay(Fq, Rk) with Rk = {xk : x ∈ F∗q}.
That is, Γ(k, q) is the directed graph with vertex set Fq and two vertices
u, v ∈ Fq form an arc if and only if v − u = xk for some x ∈ F∗q. Notice
that Γ(k, q) is a q−1
k
-regular graph. For p = 2, the graph Γ(k, q) is always
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undirected. Assuming further that k | q−1
2
in the case p is odd one has that
Γ(k, q) is a simple graph. When k = 1 we get the complete graph Γ(1, q) = Kq
and when k = 2 we get the classic Paley graph Γ(2, q) = P (q).
GP-graphs have been extensively studied in the past few years. Lim and
Praeger studied their automorphism groups and characterized all GP-graphs
which are Hamming graphs ([8]). Also, Pearce and Praeger characterized all
GP-graphs which are cartesian descomposable ([12]). Both classic Paley graphs
and GP-graphs have been used to find linear codes with good decoding prop-
erties ([3], [6], [18]). They can also be seen as particular regular maps in Rie-
mann surfaces ([5]). Under some mild restrictions, the spectra of GP-graphs
determines the weight distribution of their associated irreducible codes ([14]).
There are many upper bounds for general Waring numbers, but very few
exact formulas (see §2 in [15] for a brief survey). From these exact formulas,
the one given by Kononen (see [7]) stands up, generalizing a previous result of
Winterhof and van de Woestijne in [21]. Kononen proved that if p and r are
primes such that p is a primitive root modulo rm for some m then
(1.2) g
(
pϕ(r
m)−1
rm
, pϕ(r
m)
)
= 1
2
(p− 1)ϕ(rm)
where ϕ denotes the Euler’s totient function. If, in addition, p and r are odd
primes, then we have
(1.3) g
(
pϕ(r
m)−1
2rm
, pϕ(r
m)
)
=


rm−1⌊pr
4
− p
4r
⌋ if r < p,
rm−1⌊pr
4
− r
4p
⌋ if r ≥ p.
Kononen used the result in [21], which corresponds to the case m = 1 in (1.2)
and (1.3), to prove these expressions for anym satisfying the above assumption.
If the GP-graph Γ = Γ(k, q) is connected (not necessarily simple), we have
the following relation (see for instance [15])
(1.4) g(k, q) = δ(Γ)
where δ(Γ) is the diameter of Γ. By using (1.4) in the case when Γ is cartesian
decomposable, and the fact that the diameter of the cartesian product of graphs
is the sum of the diameters of its factors, we will find a reduction formula for
Waring numbers. In fact, if Γ = bΓ0 then we will obtain
(1.5) g(u
b
(qb−1 + · · ·+ q + 1), qb) = b · g(u, q)
for certain integers u and b (see Theorem 2.2 for details). That is, we express
a Waring number over a finite field Fqb in terms of a Waring number over
a smaller field Fq. To our best knowledge, there is no other exact reduction
formula of this kind in the literature. There is, however, a similar upper bound
due to Winterhof ([20]) asserting that
(1.6) g(p
m−1
n
, pm) ≤ m · g( p−1
(n,p−1)
, p
)
.
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We will use the reduction formula (1.5) to find another proofs of the expressions
(1.2) and (1.3) as particular cases. Moreover, we will obtain the equality in
(1.6) under some arithmetic conditions.
Now, we briefly summarize the results of the paper. In Section 2, we consider
GP-graphs Γ(k, q) which are cartesian decomposable. Using the characteriza-
tion of these graphs in [12], in Theorem 2.2 we get a reduction formula for the
associated Waring numbers g(k, q) where q = pm with p prime and m = ab for
certain integers a, b. That is,
g(p
ab−1
bc
, pab) = b · g(pa−1
c
, pa)
for c and bc primitive divisors of pa − 1 and pab − 1, respectively. In the next
section we consider the case b prime. In Corollary 3.3, for p an odd prime we
get g(p
2a−1
2c
, p2a) = 2g(p
a−1
c
, pa) for certain integers a, c; in particular,
g(p
2−1
4
, p2) = p− 1.
In Section 4, we study the divisibility conditions in Theorem 2.2 in terms of
divisibility properties of Ψb(x) = x
b−1 + · · ·+ x+ 1 for integer x. This section
is elementary but somewhat technical and can be skipped it at first reading.
In Section 5, we apply these divisibility conditions to provide more explicit
reduction formulas for g(k, q). We then reobtain Kononen’s expression (1.2)
and (1.3) as a special case of these formulas.
Then, we study when the Waring number equals 2. Among the known cases
(see List 1 at the beginning of Section 6) we provide new pairs k, q such that
g(k, q) = 2. To do this, we consider strongly regular GP-graphs. These graphs
are determined by the spectra of two-weight irreducible cyclic codes satisfying
k | q−1
p−1
(see [14]). In [17], Schmidt and White conjectured that there are
only three disjoint families of this kind of codes and therefore three disjoint
families of strongly regular GP-graphs. Since strongly regular GP-graphs have
diameter 2 we get that g(k, q) = 2 for those k and q corresponding to these
graphs. As a consequence, we obtain that the graphs Γ(k, pkm), with k = 3 or
4 and p prime with p ≡ 1 (mod k), are not distance regular. Finally, in the
last section, we extend the previous result for g(k, q) = 2 obtaining
g(u
b
Ψb(p
a), pab) = 2b
for some integers a, b, u under proper arithmetic conditions.
2. A reduction formula from decomposable GP-graphs
The cartesian product of graphs Γ1, . . . ,Γb, denoted by Γ1✷ · · ·✷Γb, is the
graph Γ with vertex set V (Γ) = V (Γ1)× · · · × V (Γb), such that (v1, . . . , vb) is
connected with (w1, . . . , wb) if and only if there exists only one j ∈ {1, . . . , b}
such that vj is connected with wj in Γj and vi = wi for all i 6= j. Similarly, when
Γ1, . . . ,Γb are directed graphs, one can define the directed cartesian product,
in the same way as before, by considering arcs instead of edges.
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Let Γ be a simple GP-graph which is cartesian decomposable. By the char-
acterization in [12], Γ is a product of copies of a single GP-graph. More
precisely, if Γ is simple and connected the following conditions are equivalent:
(a) Γ = Γ(k, pm) is cartesian decomposable.
(b) Γ ∼= bΓ0, where Γ0 = Γ(u, pmb ) with u = p
m
b −1
c
for some b, c.
(c) n = bc with b > 1, b | m and c is a primitive divisor of pmb − 1.
(2.1)
Recall that an integer e is a primitive divisor of pm−1 if, by definition, e | pm−1
and e ∤ pt − 1 for any t < m. For simplicity, we will denote this fact by
(2.2) e † pa − 1.
The graph Γ(k, q) is simple if q = pm is even or if k divides q−1
2
when p is
odd and it is connected if n = q−1
k
is a primitive divisor of q − 1.
Remark 2.1. Proceeding similarly as in [12] it can be proved that if the GP-
graph Γ0 = Γ(u, p
a) is a connected directed graph and also m = ab with b > 1
and n = bc † pm − 1 then Γ is the directed cartesian product of b-copies of
Γ0, i.e, Γ(
pm−1
n
, pm) = bΓ0. In fact, the proof of the implication (c) ⇒ (b) in
(2.1) also works for directed cartesian products (see the proofs of Lemmas 2.4,
3.1 and 3.3 in [12]). Although we do not have a characterization for cartesian
products of directed graphs, this implication will be enough for our purposes
in the forthcoming results.
The case studied in [8] and [15] correspond to Γ0 = Γ(u, p
a) being the
complete graph, which in terms of GP-graphs is when u = 1. In this case,
Γ = bΓ0 is the Hamming graph H(b, q). Hence, it is always a connected
simple graph and thus we do not have to prove that n † pm − 1.
We now give a reduction formula for Waring numbers.
Theorem 2.2. Let p be a prime and a, b, c positive integers such that c†pa−1.
If bc † pab − 1, then we have
(2.3) g(p
ab−1
bc
, pab) = b · g(pa−1
c
, pa).
Proof. Clearly, (2.3) holds for b = 1. If b > 1, by Remark 2.1, we have that
Γ = bΓ0 with Γ0 = Γ(u, p
a) where
u = p
a−1
c
.
It is well-known ([4]) that if Γ = Γ1✷ · · ·✷Γb and x, y ∈ V (Γ), then
dΓ(x, y) =
∑
1≤i≤b
dΓi(pi(x), pi(y))
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where pi denotes the canonical projection to the i-th coordinate. Thus, the
diameter of Γ is b-times the diameter of Γ0, i.e.
(2.4) δ(Γ) = δ(bΓ0) = b · δ(Γ0).
By hypothesis, Γ0 is connected and hence the Waring number g(u, p
a) exists
and equals the diameter of Γ0 = (u, p
a) by Lemma 3.1 and Theorem 3.3 in [15].
Similarly, since bc is a primitive divisor of pab−1, the Waring number g(k, pab)
exists (Γ = Γ(k, pab) being connected) where
k = p
ab−1
bc
and equals the diameter of Γ(k, pab). Therefore, from (2.4) we get g(k, pab) =
b · g(u, pa), as desired. 
We now give an equivalent condition for the statement “n is a primitive
divisor of pm − 1” in terms of divisors of n and m.
Lemma 2.3. Let p be a prime, let a, b, c be positive integers such that c†pa−1.
Then, bc † pab − 1 if and only
(a) bc | pab − 1 and (b) bc ∤ paℓ − 1 for all 1 ≤ ℓ ≤ b− 1.
Proof. Let n = bc and m = ab. If n † pm− 1, then n clearly satisfies conditions
(a) and (b) in the statement.
Now, assume that n satisfies conditions (a) and (b). We only have to prove
that n ∤ pt − 1 for all 1 ≤ t ≤ m− 1. On the one hand, if t < a then n cannot
divide pt − 1, since c divides n and c is a primitive divisor of pa − 1. On the
other hand, if a ≤ t ≤ m = ab and n | pt − 1 we necessarily have that a | t.
Indeed, if t = ad+ e with 0 ≤ e < a− 1 then
pt ≡ pe (mod c).
But pt ≡ 1 (mod c) since c | n. The primitive divisibility of c implies that
e = 0, therefore a | t, that is t = aℓ with 1 ≤ ℓ ≤ b − 1. By hypothesis,
n ∤ paℓ − 1 for all 1 ≤ ℓ ≤ b− 1, therefore n † pm − 1, as desired. 
Putting together Theorem 2.2 and Lemma 2.3 we have the following direct
consequence.
Corollary 2.4. Let p be a prime and a, b, c integers. If c † pa − 1, bc | pab − 1
and bc ∤ paℓ − 1 for any 1 ≤ ℓ ≤ b− 1 then (2.3) holds.
In the sequel we will need the following notation
(2.5) Ψb(x) =
xb−1
x−1
= xb−1 + · · ·+ x+ 1
for a positive integer b and x 6= 1.
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Remark 2.5. Suppose the integers p, a, b, c are as in Theorem 2.2. If we put
u = p
a−1
c
and k = p
m−1
n
, where n = bc and m = ab, then (2.3) takes the form
(2.6) g(k, pm) = g(u
b
Ψb(p
a), pab) = b · g(u, pa)
since k = u(p
ab−1)
b(pa−1)
= u
b
Ψb(p
a).
Remark 2.6. We now compare the reduction formula (2.3) with Winterhof’s
inequality (1.6). Clearly, the only possibility for the parameters in (1.6) to be
as in equation (2.3) is the following:
a = 1, b = m, c = (n, p− 1) and n = bc.
In this way, for the above parameters equality holds in Winterhof’s inequality
and turns out to be a special instance of (2.3) in this case. In particular, if we
take c = p− 1 we get
g(1
b
Ψb(p), p
b) = b.
This expression was recently obtained in [15] and in terms of graphs corre-
sponds to the diameter of Hamming GP-graphs.
3. Reduction formula when b is prime
In this short section we restrict ourselves to the case that b in Theorem 2.2
is a prime number and give conditions for the corresponding reduction formula
for the Waring number over Fqab.
Proposition 3.1. Let p and r be distinct primes and let a, c be positive integers
such that c † pa − 1. Put m = ar, n = rc and u = pa−1
c
. If n † pm − 1, then
r | pa − 1 and r ∤ u. Conversely, if r | pa − 1 and r ∤ u, then n † pm− 1 and we
have that
(3.1) g(u
r
Ψr(p
a), pm) = r · g(u, pa).
Proof. Put x = pa and notice that if n = rc and k = p
m−1
n
then k = u
r
Ψr(x).
Suppose first that n † pm − 1. Then,
(3.2) n | pt − 1 ⇔ r(pa − 1) | u(pt − 1)
for all t. By hypothesis n ∤ pt−1 for 1 ≤ t < m. In particular, taking t = a we
obtain that r ∤ u by (3.2). Since n | pm − 1 we have that r | uΨr(x), by (3.2).
Thus, r | Ψr(x) since r is prime and r ∤ u. By Lemma 5.2 in [15], taking t = 1
and h = 0, we obtain that x ≡ 1 (mod r) as we wanted.
Now assume that x ≡ 1 (mod r) and r ∤ u. By Theorem 2.2, we only have
to prove that n † pm − 1. By Lemma 2.3, it is enough to prove that n | par − 1
and n ∤ paℓ − 1 for all 1 ≤ ℓ ≤ r − 1. Clearly x ≡ 1 (mod r) implies that
r | Ψr(x) and by hypothesis c | x− 1. Thus
n = bc | Ψr(x)(x− 1)
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and by (2.5) we have that Ψr(x)(x− 1) = xr − 1, i.e. n | par − 1 as we wanted.
Now, put t = aℓ with 0 < ℓ ≤ r. It is enough to prove that ℓ = r. Notice that
n | paℓ − 1 ⇔ r(pa − 1) | u(paℓ − 1)
and this is equivalent to r | uΨℓ(x) with x = pa. We have x ≡ 1 (mod r), by
hypothesis, and hence
uΨℓ(x) ≡ uℓ (mod r).
Thus, uΨℓ(x) ≡ 0 (mod r) if and only if r = ℓ since 0 < ℓ ≤ r and r ∤ u.
Therefore, n † pm − 1 and hence (3.1) holds by Theorem 2.2 as desired. 
Example 3.2. Let p = 7, r = 3, u = 2 and a = 1. Since 7 ≡ 1 (mod 3) and
3 ∤ 2, by Proposition 3.1 we have that
g(38, 343) = g(2
3
(72 + 7 + 1), 73) = 3g(2, 7) = 6.
since it is well-known that g(2, p) = 2 for all prime p.
As a direct consequence of the above proposition we obtain the following.
Corollary 3.3. Let p be an odd prime and a, c intergers such that c † pa − 1.
If p
a−1
c
is odd, then
(3.3) g(p
2a−1
2c
, p2a) = 2g(p
a−1
c
, pa).
In particular, for any odd prime p we have
(3.4) g(p
2−1
4
, p2) = p− 1.
Proof. The first expression follows by the previous proposition with r = 2. We
have m = 2a and it is enough to show that n = 2c divides p2a − 1. But this is
obvious because p2a−1 = (pa−1)(pa+1) and we have c | pa−1 and 2 | pa+1,
and we are done.
For the second expression, taking c = 2 and a = 1 we have
g(p
2−1
4
, p2) = 2g(p−1
2
, p) = p− 1
since g(p−1
2
, p) = p−1
2
for every prime p. 
Example 3.4. (i) Let p = 3, a = 2 and c = 8. In this case, we have that
pa−1
c
= 1, by (a) in the last corollary we have
g(5, 81) = g(3
4−1
16
, 34) = 2g(1, 32) = 2.
(ii) By (b) of the previous corollary, taking p = 5, 7, 11 and 13 we respectively
have the values
g(6, 25) = 4, g(12, 49) = 6, g(30, 121) = 10, g(42, 169) = 12.
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4. Arithmetic properties of Ψb(x)
In this section we give some divisibility properties for Ψb(x) with x ∈ Z,
that will be used in the next section to obtain reduction formulas for Waring
numbers in some general cases.
We will denote by ordb(a) the order of a modulo b. We point out here that
(4.1) n † pm − 1 ⇔ ordn(p) = m.
We begin by recalling Lemmas 5.2 and 5.3 from [15].
Lemma 4.1 ([15]). Let r be a prime and x, t positive integers. Therefore,
rt | Ψrt(x) if and only if ordrt(x) = rh for some 0 ≤ h ≤ t− 1.
Lemma 4.2 ([15]). Let x be an integer coprime with b = rt11 · · · rtss with ri
primes and ti > 0 for i = 1, . . . , s. If ordrtii
(x) = rhii with 0 ≤ hi ≤ ti − 1 for
all i = 1, . . . , s then b | Ψb(x).
We now give some divisibility properties for Ψb(x) in the case when b is a
prime power.
Proposition 4.3. Let r be an odd prime, t, h, ℓ ∈ N and β ∈ (Zrt)∗ with
ordrt(β) = r
h. Then, we have the following:
(a) If 2h ≤ t then
(4.2) Ψrh(β) ≡ rh (mod rt).
(b) If 2h ≤ t and rh ∤ ℓ then rh ∤ Ψℓ(β).
(c) For any w ∈ N and ℓ ∈ {1, . . . , rh − 1} we have
(4.3) Ψwrh+ℓ(β) ≡ wΨrh(β) + Ψℓ(β) (mod rt).
(d) For any a, b ∈ N we have
(4.4) Ψab(β) = Ψb(β
a)Ψa(β).
Proof. To prove (a), notice that
Ψrh(β) = 1 +
rh−1∑
i=1
βi = 1 + 1
2
rh−1∑
i=1
(βi + β−i).
Now, taking into account that βi + β−i = (β
i−1)2
βi
+ 2, we have
Ψrh(β) = 1 + 2(
rh−1
2
) + 1
2
rh−1∑
i=1
(βi−1)2
βi
= rh + 1
2
rh−1∑
i=1
(βi−1)2
βi
.
Since r is odd, it is enough to show that
rh−1∑
i=1
(βi−1)2
βi
≡ 0 (mod r)t.
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By the basic theory of Z∗ru , we can choose some α which generates Z
∗
ru for all
u ≥ 1 such that
β = αj(r−1)r
t−1−h
with j coprime with r. Clearly (r−1)rt−1−h = ϕ(rt−h) and by Euler’s Theorem
β ≡ αjϕ(rt−h) ≡ 1 (mod rt−h).
Thus rt−h | β − 1, which implies that for all i we have
(4.5) rt−h | βi − 1.
Then, we have that r2t−2h | (βi−1)2. Notice that t ≤ 2t−2h since by hipothesis
2h ≤ t. This implies that rt | r2t−2h and hence rt | (βi − 1)2. Therefore, we
obtain
∑rh−1
i=1 (β
i − 1)2)β−i ≡ 0 (mod r)t, as desired.
To prove (b), notice that 2h ≤ t implies h ≤ t − h and then rh | rt−h. On
the other hand, by (4.5) we have rt−h | βi−1 for all i. Hence βi ≡ 1 (mod rh)
for all i and we obtain
Ψℓ(β) ≡ ℓ (mod rh).
By hypothesis, we have rh ∤ ℓ and therefore rh ∤ Ψℓ(β), as we wanted.
For (c), we have that
Ψwrh+ℓ(β) ≡
wrh−1∑
i=0
βi +
wrh+ℓ−1∑
i=wrh
βi ≡
w∑
j=1
jrh−1∑
i=(j−1)rh
βi +
wrh+ℓ−1∑
i=wrh
βi (mod rt).
By ciclicity, since ordrt(β) = r
h, we obtain
jrh−1∑
i=(j−1)rh
βi ≡
rh−1∑
i=0
βi ≡ Ψrh(β) (mod rt)
and
wrh+ℓ−1∑
i=wrh
βi ≡ Ψℓ(β) (mod rt).
Clearly, equation (4.3) is a consequence of these last two congruence equalities.
Finally, (d) follows from the identity Ψℓ(β) =
βℓ−1
β−1
for β 6= 1, and the
proposition is proved. 
The following result will be crucial in the proof of the reduction formula for
Waring numbers that we will give in the next section.
Proposition 4.4. Let r be an odd prime and t, x be positive integers. If
ordrt(x) = r
h for some h ≤ t− 1, then rt ∤ Ψs(x) for all s ∈ {1, . . . , rt − 1}.
Proof. For convenience, we will first prove three claims.
Claim 1. The assertion in the statement is true for 2h ≤ t.
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Suppose that 2h ≤ t and let s ∈ {1, . . . , rt − 1}. On the one hand, if rh ∤ s,
by part (b) of Lemma 4.3 we have that rh ∤ Ψs(x) and then r
t ∤ Ψs(x). On the
other hand, if s = ℓrh for some ℓ, by parts (a) and (c) of Lemma 4.3 we have
Ψs(x) = Ψℓrh(x) ≡ ℓΨrh(x) ≡ ℓrh ≡ s (mod rt).
Therefore rt ∤ Ψs(x) for all s = 1, . . . , r
t − 1. ♦
Claim 2. If ordrt(x) = r
h for some h ≤ t− 1, then rh+1 ∤ Ψrh(x).
It is not difficult to see that if 2h + 1 ≤ t, then rh+1 ∤ Ψℓ(x) for all ℓ with
1 ≤ ℓ ≤ rh+1−1, since in this case ordrh+1(x) = 1. In particular, rh+1 ∤ Ψrh(x).
Suppose that rh+1 | Ψrh(x) for some h such that ordrt(x) = rh. Thus,
there exists a minimal integer h with t−1
2
< h < t satisfying the property
rh+1 | Ψrh(x) with ordrt(x) = rh.
By part (d) of Lemma 4.3, we have that Ψrh(x) = Ψrh−1(x
r)Ψr(x) and hence
rh | Ψrh−1(xr) or r2 | Ψr(x), since r | Ψr(x) because x ≡ 1 (mod r).
Notice that if ordrt(x) = r
h, then ordrt(x
r) = rh−1, by minimality, we
obtain that rh ∤ Ψrh−1(x
r). On the other hand, since the order of x is a power
of r modulo r2, we have that ordr2(x) is r or 1. Clearly, if ordr2(x) = 1 then
Ψr(x) ≡ r (mod r2) and thus r2 ∤ Ψr(x). If, otherwise, ordr2(x) = r, by
Claim 1 we obtain that r2 ∤ Ψr(x). These facts imply that r
h+1 ∤ Ψrh(x). ♦
Claim 3. If rh ∤ Ψℓ(x) for all ℓ ∈ {1, . . . , rh − 1} and rh+1 ∤ Ψrh(x) then
rt ∤ Ψs(x) for all s ∈ {1, . . . , rt − 1}.
Let s ∈ {1, . . . , rt − 1} such that rh ∤ s. Then, s = wrh + ℓ for some
ℓ ∈ {1, . . . , rh − 1}. By part (c) of Lemma 4.3, we have that
Ψs(x) ≡ wΨrh(x) + Ψℓ(x) (mod rt).
On the first hand we have that rh | rt since h < t, and thus the previous
congruence holds modulo rh. On the other hand, we have rh | Ψrh(x) since
ordrh(x) = 1 or r
2h−t depending whether 2h ≤ t or 2h > t, respectively. Thus,
we have that
Ψs(x) ≡ Ψℓ(x) (mod rt).
By hypothesis, rh ∤ Ψℓ(x) for all ℓ ∈ {1, . . . , rh−1}. This implies that rh ∤ Ψs(x)
for all s ∈ {1, . . . , rt − 1} with rh ∤ s. By transitivity, rt ∤ Ψs(x) for all
s ∈ {1, . . . , rt − 1} such that rh ∤ s.
Assume now that s = wrh with w ∈ {1, . . . , rt−h − 1}. By part (c) of
Lemma 4.3, we have that
Ψs(x) ≡ wΨrh (mod rt).
Notice that if rt | Ψs(x), necessarily rh+1 | Ψrh(x) since the r-adic value of w
is strictly less than rt−h. By hypothesis rh+1 ∤ Ψrh(x) and then r
t ∤ Ψs(x) for
s = wrh with w ∈ {1, . . . , rt−h − 1}. This complete the cases, i.e. rt ∤ Ψs(x)
for all s ∈ {1, . . . , rt−h − 1} and the claim is proved. ♦
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Now, we proceed by induction on t. Claim 1 implies that the statement
holds for t = 1 and t = 2. Suppose now that t > 1 and the statement holds for
all of t′ < t. By Claim 1, it is enough to show the assertion for 2h > t. Then,
assume that 2h > t. By taking h′ = 2h− t, we obtain that
ordrh(x) = r
h′,
since h < t. By induction, we obtain that rh ∤ Ψℓ(x) for all ℓ ∈ {1, . . . , rh − 1}
and by Claim 2 we have that rh+1 ∤ Ψrh(x). Therefore, Claim 3 implies that
rt ∤ Ψs(x) for all s ∈ {1, . . . , rt − 1}, as desired. 
5. Reduction formula for general factors
In this section, using the results from the previous one, we give conditions
to have a reduction formula for Waring numbers of the form (see Remark 2.5)
g(u
b
Ψb(p
a), pab) = b · g(u, pa)
in some different cases. We first consider the case when b is a prime power.
Proposition 5.1. Let p and r be distinct primes with r odd and suppose a, c
are positive integers such that c † pa − 1. Put u = pa−1
c
and n = crt for some
t ∈ N.
If ort(p
a) = rh and (u, r) = 1, then n † part − 1 and
(5.1) g( u
rt
Ψrt(p
a), par
t
) = rt · g(u, pa).
Proof. Let m = art, by Lemma 2.3, it is enough to prove that n divides pm−1
and n does not divide paℓ− 1 for all 1 ≤ ℓ ≤ rt− 1. Let x = pa. By hypothesis
(r, u) = 1, then these two conditions are equivalent to rt | Ψrt(x) and rt ∤ Ψℓ(x)
for all 1 ≤ ℓ ≤ rt − 1, respectively.
We have ort(x) = r
h, by hypothesis, and hence rt | Ψrt(x), by Lemma 4.1.
That is, n | pm − 1. On the other hand, it follows from Proposition 4.4 that
rt ∤ Ψℓ(x) for all 1 ≤ ℓ ≤ rt − 1. Therefore, n is a primitive divisor of pm − 1,
as desired.
The last statement follows directly from Theorem 2.2, and the proposition
is thus proved. 
We now give the reduction formula in more generality, for any odd b.
Theorem 5.2. Let p be a prime and a, b, c integers such that c † pa − 1 and
b = rt11 · · · rtss with r1, . . . , rs odd primes different from p. Put u = p
a−1
c
. If
(u, b) = 1 and ord
r
ti
i
(pa) = rhii with 0 ≤ hi ≤ ti − 1 for i = 1, . . . , s then
(5.2) g(u
b
Ψb(p
a), pab) = b · g(u, pa).
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Proof. We will prove this by induction on s. The case s = 1, is a direct conse-
quence of the last proposition. So, assume that s > 1. By (d) of Lemma 4.3,
if we put bs =
b
rtss
we have that
Ψb(p
a) = Ψbsrtss (p
a) = Ψrtss (p
abs)Ψbs(p
a).
Let u′ = u
bs
Ψbs(p
a). Note that u′ is an integer, since bs | Ψbs(pa) by Lemma 4.2,
thus we have
g(u
b
Ψb(p
a), pab) = g( u
′
rtss
Ψrtss (p
abs), pabsr
ts
s ).
Since ordrtss (p
a) is a power of rs, then the order of p
abs is a power of rs too.
Now we prove that u′ and rs are coprime. Since the order of p
a modulo
rtss is a power of rs, then the order of p
a modulo rs is 1, i.e p
a ≡ 1 (mod rs).
Thus, we have that
Ψbs(p
a) ≡ bs (mod rs)
and thus rs ∤ Ψbs(p
a) since (bs, rs) = 1. On the other hand, by hypothesis,
rs is coprime with u. Therefore rs is coprime with u
′ since u′ is a divisor of
u ·Ψbs(pa).
By Proposition 5.1 we obtain
g( u
′
rtss
Ψrtss (p
abs), pabsr
ts
s ) = rtss · g(u′, pabs).
By the inductive hypothesis g(u′, pabs) = bs · g(u, pa), and hence
g(u
b
Ψb(p
a), pab) = rtss bs · g(u, pa) = b · g(u, pa),
as we wanted to see. 
As a direct consequence we have the following. Recall that if b = rti1 · · · rtss
is the prime decomposition of b then the radical of b is rad (b) = r1 · · · rs.
Corollary 5.3. Let p be a prime and let a, b, c be integers such that c † pa − 1
and put u = p
a−1
c
. If ϕ(rad (b)) | a and (u, b) = 1 with b odd, then the reduction
formula (5.2) holds. In particular, we have that
(5.3) g
(
u
b
Ψb(p
ϕ(rad (b))), pbϕ(rad (b))
)
= b · g(u, pϕ(rad (b))).
Proof. Let x = pa. By Theorem 5.2 it is enough to show that ord
r
ti
i
(x) = rhii
for some 0 ≤ hi ≤ ti − 1 for every i. Note that ϕ(rtii ) = rti−1i (ri − 1) and
ϕ(rad(b)) = ϕ(r1 · · · rℓ) = (r1 − 1) · · · (rℓ − 1).
Since ri− 1 | a for i = 1, . . . , ℓ, because ri− 1 | ϕ(rad(b)) and ϕ(rad(b)) | a by
hypothesis, the Euler-Fermat’s theorem implies that
xr
ti−1
i = par
ti−1
i = (pϕ(r
ti
i ))
a
ri−1 ≡ 1 (mod rtii ) for all i = 1, . . . , ℓ.
This implies that ord
r
ti
i
(x) | rtii and then there is some 0 ≤ hi ≤ ti − 1 such
that ord
r
ti
i
(x) = rhii for each i = 1, . . . , ℓ. 
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Example 5.4. Let b = 32 · 52 = 225. Recall that g(2, q) = 2 for all prime
power q. Thus, by the last corollary, for all prime p > 5 we have that
g( 2
225
Ψ225(p
8), p1.800) = 450.
Kononen’s result as a particular case. In [7], Kononen proved that if p
and r are primes such that p is a primitive root modulo rm for some m then
(5.4) g
(
pϕ(r
m)−1
rm
, pϕ(r
m)
)
= 1
2
(p− 1)ϕ(rm)
where ϕ is the Euler’s function. If, in addition, p and r are odd primes, then
(5.5) g
(
pϕ(r
m)−1
2rm
, pϕ(r
m)
)
=


rm−1⌊pr
4
− p
4r
⌋ if r < p,
rm−1⌊pr
4
− r
4p
⌋ if r ≥ p.
The case m = 1 was first proved by Winterhof and van de Woestijne in [20].
We now show how (5.4) follows as a particular case from the case m = 1 and
the reduction formula given in Theorem 2.2.
Suppose that p, r are primes with r odd such that p is a primitive root
modulo rm. Take
u = p
r−1−1
r
and b = rm−1.
Assume that m = 1 holds. We have that r = p
r−1−1
u
is a primitive divisor of
pr−1−1, since the Waring number g(pr−1
r
, pr−1) exists (see Lemma 3.1 in [15]).
On the other hand, we have that (u, b) = 1. In fact, if this does not happen
then r divides u. In this case, we obtain that r2 | pr−1 − 1 and thus p is not
a primitive element modulo r2. This is a contradiction, since an integer is
primitive modulo rm with m ≥ 2 if and only if it is primitive modulo r2.
Notice that ϕ(rad (b)) = r − 1 hence pϕ(rm) = pbϕ(rad (b)) and thus
pϕ(r
m) − 1
rm
=
pr
m−1(r−1) − 1
rm−1 · r =
pr−1 − 1
r
· Ψrm−1(p
r−1)
rm−1
from which we obtain
pϕ(r
m) − 1
rm
= u
b
Ψb(p
ϕ(rad (b))).
Thus, we have
g
(
pϕ(r
m)−1
rm
, pϕ(r
m)
)
= g
(
u
b
Ψb(p
ϕ(rad(b))), pbϕ(rad (b))
)
= b · g(u, pϕ(rad (b)))
where in the last equality we have used Corollary 5.3. Now, we have
b · g(u, pϕ(rad (b))) = rm−1 · g(pr−1−1
r
, pr−1) = rm−1 (p−1)(r−1)
2
= 1
2
(p− 1)ϕ(rm).
In the same way, by taking u = p
r−1−1
2r
and b = rm−1, one can obtain (5.5)
from the reduction formula and the case m = 1, as desired.
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6. Cyclic codes and Waring numbers equal to 2
Here we will use strongly regular GP-graphs, and a relation with 2-weight
cyclic codes, to find new pairs (k, q) such that the corresponding Waring num-
bers are equal to 2. In the next section, we will use these values in combination
with the reduction formulas previously obtained to find pairs (k, q) such that
g(k, q) is even.
We first give a list of known pairs (k, q) such that g(k, q) = 2 (see for
instance §2 in [15]). If p is a prime and q a prime power of p we have:
List 1: some known cases of g(k, q) = 2.
(a) g(2, p) = 2 for every odd p and g(3, p) = 2 for p ≡ 1 (mod 3) with p 6= 7
(Small, 1977, [19]).
(b) g(k, q) = 2 for 2 ≤ k < 4√q + 1 and k | q − 1 (Small, 1977, [19]).
(c) There are some complicated conditions, depending on the p-adic weight
of k and the field size q, assuring g(k, q) = 2 (Moreno-Castro, 2005, see
Theorem 3.3 and Corollary 3.4 in [9]).
(d) g(k, p2ℓs) = 2 for k | pℓ + 1 and s 6= 1 (Moreno-Castro, 2008, [10], for
k 6= pℓ + 1; Podestá-Videla, 2018, [13], for k = pℓ + 1).
Remark 6.1. Notice that (b) in the above list generalizes (a), i.e. g(2, q) = 2
for all odd prime power q = pm. This can be proved in a graph theoretical
way as follows. Recall that if Γ is a graph (directed or undirected), then the
diameter δ(Γ) is less than or equal than the number of different eigenvalues of Γ.
In general, the non-principal eigenvalues of Γ(k, q) are exactly all the Gaussian
periods (see [15]). On the other hand, it is well known that if k = 2, there
are only two such periods and thus Γ(2, q) has exactly 3 different eigenvalues.
This implies that δ(Γ(2, q)) ≤ 2; but since Γ(2, q) is not the complete graph,
we must then have that g(2, q) = δ(Γ(2, q)) = 2.
Strongly regular GP-graphs and cyclic codes. A strongly regular graph (srg for
short) with parameters v, κ, e, d, denoted by srg(v, κ, e, d), is a κ-regular graph
with v vertices such that for any pair of vertices x, y the number of vertices
adjacent (resp. nonadjacent) to both x and y is e ≥ 0 (resp. d ≥ 0). Strongly
regular graphs are distance regular graphs with diameter δ = 2 if d 6= 0.
Moreover, they are characterized by their spectra in the connected case. More
precisely, if Γ is a connected graph, then Γ is a strongly regular graph if and
only if it has three distinct eigenvalues. The following is straightforward.
Proposition 6.2. Let Γ = Γ(k, pm) be a GP-graph. If Γ is a simple connected
strongly regular graph, then g(k, pm) = 2.
Proof. If Γ is a simple connected strongly regular graph, then δ(Γ) = 2, and
by (1.4) we then have that g(k, pm) = 2. 
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If k | pm−1
p−1
, the spectrum of Γ(k, q) is integral (see Theorem 2.1 in [14]), and
hence there is a direct relationship between the spectra of GP-graphs Γ(k, q)
and the weight distribution of the irreducible cyclic p-ary codes
C(k, q) = {(Trq/p(γωki)
)n−1
i=0
: γ ∈ Fq
}
where ω is a primitive element of Fq over Fp and n =
q−1
k
(see §5 in [14]).
In [17], Schmidt and White conjectured that all two-weight irreducible cyclic
codes over Fp, with k | pm−1p−1 , belong to one of the following disjoint families:
• Subfield subcodes: correspond to the powers of the form k = pm−1
pa−1
with
a < m. In this case Γ(k, pm) is not connected and hence we do not consider it.
• Semiprimitive codes: correspond to those k > 1 such that −1 is a power
of p modulo k; that is k | pt + 1 for some t.
• Exceptional codes: correspond to the 11 pairs in Table 1 below. In this
case we say that (k, pm) is an exceptional pair.
Table 1. Exceptional values
k 11 19 35 37 43 67 107 133 163 323 499
pm 35 59 313 79 117 1733 353 518 4181 3144 5249
In terms of graphs, the Schmidt and White’s conjecture says that there
are only three different kind of GP-graphs which are strongly regular, because
their related graphs have only three eigenvalues (two nontrivial eigenvalues
which correspond with the nonzero weights of the corresponding code).
We now take a closer look to the semiprimitive case, i.e. k > 1 and q = pm
where −1 is a power of p mod k. Since k | pt +1 for some t and k | pm− 1, we
have that k | (pm − 1, pt + 1) It is well-known that if b is an integer then
(bm − 1, bt + 1) =


1 if m
(m,t)
is odd and b is even,
2 if m
(m,t)
is odd and b is odd,
b(m,t) + 1 if m
(m,t)
is even.
Since k > 1, if p = 2 we have that m
(m,t)
is even. Thus, m is even and
k | 2ℓ + 1 with m
ℓ
even (ℓ = (m, t)). In the same way, if p is odd, we get that
k = 2 and m even, since k | pm−1
p−1
or k | pℓ + 1 with m even such that ℓ | m
with m
ℓ
even.
Thus, we have proved that either: (a) k = 2, p is odd and m even or (b)
k | pℓ + 1 with ℓ | m and m
ℓ
even. If k 6= pm2 + 1 we say that (k, pm) is a
semiprimitive pair (see Def. 3.1 in [14]).
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The next result gives the Waring number for all known strongly regular
GP-graphs Γ(k, pm) with k | pm−1
p−1
. In particular, we generalize both (a), (b)
for k = 2 and (d) in List 1.
Theorem 6.3. Let p be a prime. If (k, pm) is either a semiprimitive pair or
an exceptional pair then g(k, pm) = 2.
Proof. First, let (k, pm) be a semiprimitive pair. If k = 2 and p is odd we
know that g(2, pm) = 2 by (b) in List 1. Also, if k 6= pℓ + 1 and ℓ 6= m
2
then
g(k, pm) = 2 (see [10]). The case k = pℓ + 1 with ℓ 6= m
2
was proved in [13].
These are the cases covered in (d) in List 1.
Now, assume that m is even and k | pm2 + 1 with 1 < k < pm2 + 1. It is
enough to prove that n = p
m−1
k
is a primitive divisor of pm − 1 and if p is
odd that 2(p
m
2 +1)
h
| pm−1. Suppose that p is odd and put k = p
m
2 +1
h
, clearly
2k | pm − 1 since
pm − 1 = (pm2 − 1)(pm2 + 1) = 2kh(p
m
2 −1
2
).
Thus, it is enough to proof that n is always a primitive divisor of pm − 1.
Clearly, if 0 ≤ a ≤ m
2
then n ∤ pa − 1 since n > pa − 1 in this case. Suppose
now that m
2
< a < m. Notice that
(p
m
2 − 1, pa − 1) = p(m2 , a) − 1
and thus n ∤ pa − 1. Therefore, n † pm − 1. We have that Γ(k, pm) is a simple
connected strongly regular graph and hence, by Proposition 6.2, g(k, pm) = 2.
For the exceptional cases, the multiplicity of the eigenvalue n = q−1
k
is 1 in
all these cases (see [14]) and thus Γ is connected. Thus, by Proposition 6.2 we
obtain that g(k, pm) = 2 for all the values in Table 1. 
Example 6.4. Let p = 3, 5, 7 and m = 4. Thus, (5, 81), (16, 625) and
(50, 2.401) are semiprimitive pairs and, by Theorem 6.3, we have that g(5, 81) =
g(12, 625) = g(50, 2.401) = 2. ♦
Example 6.5. By (d) in List 1 and Theorem 6.3 we have for instance that
g(p+ 1, p2s) = g(p2 + 1, p4s) = g(p3 + 1, p6s) = 2
for any s ≥ 1. Thus, for p = 2, 3, 5, 7 we respectively have
g(3, 22s) = g(5, 24s) = g(8, 26s) = 2;
g(4, 32s) = g(10, 34s) = g(28, 36s) = 2;
g(6, 52s) = g(26, 54s) = g(126, 56s) = 2;
g(8, 72s) = g(50, 74s) = g(344, 76s) = 2.
Example 6.6. By the list of exceptional values in Table 1 we also have
g(11, 35) = g(19, 59) = g(35, 313) = g(37, 79) = g(43, 117) = g(67, 1733) = 2,
g(107, 353) = g(133, 518) = g(163, 4181) = g(323, 3144) = g(499, 5249) = 2.
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We now give many more pairs of Waring numbers equal to 2 for sums of
squares, cubes and fourth powers. This complements item (a) in List 1.
Corollary 6.7. Let p be a prime with p ≡ −1 (mod k) where k ∈ {2, 3, 4}.
Then, g(k, p2t) = 2 for every t ∈ N (where t ≥ 2 if k = 3 and p = 2 or if k = 4
and p = 3).
Proof. One can easily check that (2, p2t) with p odd, (3, p2t) with p ≡ 2 (mod 3)
and (4, p2t) with p ≡ 3 (mod 4) are all semiprimitive pairs for any t ≥ 2. This
also holds for t ≥ 1 except for the cases k = 3 and p = 2 or k = 4 and p = 3.
Thus, by Theorem 6.3 we get the desired result. 
As a quite unexpected consequence, we now show that there are GP-graphs
which are not distance regular graphs.
Proposition 6.8. Let p be a prime and m ∈ N.
(a) If p ≡ 1 (mod 3) then the GP-graph Γ(3, p3m) is not distance regular.
(b) If p ≡ 1 (mod 4) then the GP-graph Γ(4, p4m) is not distance regular.
Proof. To prove (a), let p ≡ 1 (mod 3). Since
3 < 4
√
p3m + 1
for all m we have that g(3, p3m) = 2 by (b) in List 1 above. That is to say,
the graph Γ(3, p3m) has diameter 2 and is connected. On the other hand, by
Theorem 6.1 in [14], the spectrum of Γ(3, p3m) has 4 different eigenvalues in
the case p ≡ 1 (mod 3), and hence Γ(3, p3m) is not a strongly regular graph.
Since strongly regular graphs are exactly those distance regular graphs with
diameter 2, we have that Γ(3, p3m) is not a distance regular graph, as desired.
The case (b) is proved similarly by using Theorem 6.3 in [14] in this case. 
7. Even values of Waring numbers
Let p be a prime and consider positive integers a, b, c as in Theorem 2.2,
with u = p
a−1
c
. As a direct consequence of Theorem 2.2 and Proposition 6.2,
if Γ0 = Γ(u, p
a) is a simple connected strongly regular graph, then
(7.1) g
(
u
b
Ψb(p
a), pab
)
= 2b.
We now give some arithmetic conditions on u, p, a such that (7.1) holds. We
consider the case when b is a prime power and (u, pa) a semiprimitive pair.
Theorem 7.1. Let p, r be different primes with r odd and let a, t, u be positive
integers. Suppose that ordrt(p
a) = rh for some 0 ≤ h ≤ t − 1. We have the
following cases:
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(a) If r ∤ pℓ + 1, u | pℓ + 1 with u > 1 and r − 1 | 2sℓ for some s, ℓ positive
integers with s > 1, then for all t ∈ N we have
g( u
rt
Ψrt(p
2sℓ), p2sℓr
t
) = 2rt.
(b) If r−1 | 2ℓ and r ∤ u for u proper divisor of pℓ+1 with ℓ a positive integer,
then for all t ∈ N we have
g( u
rt
Ψrt(p
2ℓ), p2ℓr
t
) = 2rt.
Proof. Notice that in the case (a) the pair (u, pa) is semiprimitive, and the
same occurs with the pair (u, p2ℓ) in (b). That is, the associated graph is srg
in each case. On the other hand, by hypothesis r ∤ pℓ + 1 and r ∤ u, and
this implies that (u, r) = 1 in both cases. Thus ordrt(p
a) = rh and hence
n = rt p
a−1
u
is a primitive divisor of par
t − 1, by Proposition 5.1. The result
follows from (7.1) above. 
Remark 7.2. By taking r − 1 = 2sℓ in Theorem 7.1 we get the following:
(i) Assume s > 1. If r ∤ pℓ + 1 and u | pℓ + 1 with u > 1 then, by (a) of
Theorem 7.1, for all t ∈ N we have
(7.2) g( u
rt
Ψrt(p
r−1), pϕ(r
t+1)) = 2rt.
In particular, (7.2) holds if p is primitive modulo r with r > 3.
(ii) If s = 1 and r ∤ u with u a proper divisor of p
r−1
2 + 1, then by (b) of
Theorem 7.1, (7.2) holds for every t ∈ N.
Example 7.3. (i) Let r = 5 in (i) of Remark 7.2. Then, r− 1 = 4 = 2sℓ and
in this case, we necessarily have that s = 2 and ℓ = 1, since s > 1.
Now, let p be a prime such that 5 ∤ p + 1. For u | p + 1 with u > 1, by (i)
of the previous remark, for all t ∈ N we have that
g( u
5t
Ψ5t(p
4), pϕ(5
t+1)) = 2 · 5t.
For instance, if we consider p = 2, and t = 1 necessarily u = 3, since u > 1,
and then g(41.943, 1.048.576) = 10.
(ii) Let r = 7 in (ii) of Remark 7.2, then r−1
2
= 3. If p = 3 and h is a
proper divisor of p
r−1
2 + 1 = 28, thus h ∈ {2, 4, 7, 14}. Since 7 ∤ u = p3+1
h
, then
for u ∈ {2, 4} we have that
g( u
7t
Ψ7t(3
6), 3ϕ(7
t+1)) = 2 · 7t
for all t ∈ N.
Finally, we give a simple criterion on integers a, b, u to have Waring numbers
equal to 2b.
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Proposition 7.4. Let p be a prime and let a, b, u be integers with b odd and
(u, b) = 1. If ϕ(rad(b)) | a and 2 ≤ u ≤ p a4 − 1, then
g(u
b
Ψb(p
a), pab) = 2b.
Proof. It follows directly from Corollary 5.3 and the result of Small referenced
(b) in List 1 in Section 5. 
Note that in the above proof, since g(u, pa) = 2 for 2 ≤ u ≤ p a4 − 1, the
existence of these Waring numbers allow us not to ask for the extra hypotesis
c † pa − 1 where u = pa−1
c
in Corollary 5.3.
Example 7.5. Let p = 5, u = 4 and b = 3. If a = 8, then the pair (4, 524) is
not semiprimitive but we have that 4 < 5
a
4 − 1 = 24 and (u, b) = 1. Thus,
g(4
3
Ψ3(5
8), 524) = g(203.451.041.668, 59.604.644.775.390.625) = 6
by the last proposition.
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