system is proposed that continuously adjusts its data rate in response to signal strength variations in a fading channel. The optimum variation of data rate with channel conditions is determined, and includes the effects of feedback channel time delay, the interval between rate changes, and restriction of the number of allowable rates. Application of these results to a full duplex situation allows determination of the optimum fraction of the data stream to be devoted to service information. Comparison of this scheme with diversity transmission on the basis of error probability and bandwidth utilization reveals a reduction on the order of 14 dB in transmitter power for a typical duplex link.
I. INTRODUCTION
SCATTER communication channel provides the receiver with a multitude of reflected and delayed signal components, and as the relative delays of these components drift they tend to reinforce or cancel each other randomly. The result is fading of the signal, a problem which has received considerable attention since the early 1950's.
The simplest way of coping with fading is just. to make the transmitter power large enough, or the bit rate low enough, that the error probability is satisfactory for some specified fraction of the time. Rather obvious inefficiencies are involved in this method.
A more common technique is known as diversity transmission, in which the signal is transmitted over several channels with statistically independent fading, in the hope that not all receptions will be badly faded. Oaf the various receiver structures which can be used, the most effective is maximal ratio predetection combining [ l ] , in which the gain and phase a.re tracked on each diversity channel so that the signals can be brought into phase coincidence, weighted optimally, and summed before detection. Although diversity transmission can provide a considerable improvement in performance, it is at the expense of equipment cost in the case of space diversit.y, or increased bandwidth in the case of frequency diversity.
If a feedback link is available, the interesting possibility arises of allowing the receiver to monitor the channel conditions and request compensatory changes in cer- The author is with the Division of Systems Engineering, Carleton University, Ottawa, Ont., Canada. CAVERS tain parameters of the transmitted signal. Hayes r3] has considered a Rayleigh fading channel in which t,he amplitude of the transmitted signal is under control of the receiver through use of the feedback channel. For noiseless delayless feedback conditions he determined that function relating pulse amplitude to the instantaneous channel gain which minimized the error probability for a specified average transmitter power. The method was demonstrated to be remarkably effective in combating the effects of fading.
Another investigation was begun by Clowes [2], who also considered a Rayleigh fading channel and noiseless delayless feedback, but treated variable duration rather than variable amplitude pulses. Although no general results were reported, the study indicated a potentially successful scheme. Bello and Cowan [lo] analyzed the performance of on/off transmission, which can be considered as a special case of a two-rate transmission system. They calculated the degradation caused by delay and estimation error, but because of their complicated system model, optimization of the system parameters had to be approximate. Nevertheless, they found that the two-rate system was as little as 4.34 dB away from the equivalent nonfading channel under ideal conditions, and was always better than fixed-rate transmission.
In this paper, we present the description and analysis of a scheme for varying the transmitted data rate optimally in response to changes in the channel gain hy the simple expedient of changing the pulse durations. Included in the analysis are the effects of feedback channel delay and of time-and amplitude-discrete feedback for situations involving a noisy feedback channel.
I t is shown that the best performance, obtainable with noiseless delayless feedback, is typically 50 dB better than that of an equivalent fixed-rate nondiversity system. The degradation resulting from each of delay, timediscrete feedback, and quantization of the allowable rates, is examined individually. Finally, the paper examines a duplex link or two-way system in which the feedback channel carries messages as well as the service (rate control) information. Here one wishes to use the smallest service bit rate to the greatest. effect. A graphical method of optimizing the two-way system is presented, and used to show that even with significant feedback delay, the adaptive rate control scheme can achieve an impressive 14-17-dB reduction in required transmitter power from an equivalent maximal ratio predetection combined diversity system.
SYSTEM MODEL

Description of the Variable Rate System
The communication system is modeled as in Fig. 1. The source buffer, which is assumed to be infinite to avoid difficulties with overflow, supplies the modulator with message bits a t a time-varying rate of R ( t i bit/s which:is under control of the receiver. It will be understood that this rate will not be changed during the transmission of a bit ; indeed, R ( t ) can be changed oniy periodically, and must be held constant over intervals of duration A, which is much longer than the duration of individual bits.
The modulator in turn emits the bandpass signal mli ( t ) cos act, where k is 1 or 0, for each bit. The two low-pass n~odulating waveforms m k ( t ) are orthogonal sinusoids of duration T ( t ) = l / R ( t ) , as in orthogonal PSK or FSK. In order to maintain the orthogonaiity, and to ensure a discrete carrier component, the sinusoids are switched coherently; this implies that T ( t ) is an integer multiple of the half-period of the m k ( t ) . However, if the frequency of m k ( t ) is much greater than R ( t ) , then for analytical purposes T ( t ) can be treated as a continuous variable.
The Rayleigh fading channel is assumed to be slow and flat, that is, the signal is received as a(t)mdt) cos (w,t + e@> + n(t> where the Rayleigh distributed gain a(t) and the uniformly distributed phase O(t) are both constant over the pulse duration, and n ( t ) is white Gaussian noise of single-ended power density N o . The fading bandwidth (the bandwidth of ~( 2 ) ) will be denoted by v, and the second moment of the channel gain az will be denoted by B.
In order to determine the identity of the transmitted digits, the receiver employs filters matched t o m,(t) and mo(t), which are followed by envelope detectors and a device which selects the larger output. The resulting bit error probability for incoherent detection is well known:
where P is the transmitter power. The receiver also tracks the time-varying gain a ( t ) and phase 8( t ) either with decision-directed methods or with a narrow-band filter to extract the discrete carrier component. The reference thus produced is assumed to be clean, or noise free, which can be the case for data rates much greater than the fading bandwidth.
On the basis of these measurements of the channel conditions the receiver can request a change in data rate at intervals of A seconds hy forming an instantaneous function ( a ) . The value of p ( a ) is the rate request, a request for a possible change in transmission rate, and is sent back to the transmitter. Upon reception by the transmitter, this feedback rate request becomes the new data rate R ( t + T ) . The optimization of the system is concerned with selection of the rate function p ( a ) .
In order for the system to operate properly, both transmitter and receiver must know the current data rate exactly. This implies either that the feedback channel is noise-free or, more realistically, that the rate request is amplitude quantized to N nonzero levels, as well as time quantized by A, then protected by coding from feedback channel noise. The quantities N and A, which determine the service bit rate, will be considered as parameters of the feedback channel. The unavoidable roundtrip propagation delay T between t.he time the rate request is forlnulated and the time it takes effect can also be attributed to the feedback channel. Thus we can describe the action of the feedback channel by the parameters N , the number of nonzero rates A (the rate p ( a ) = 0 will always be allowed in t,he determination of the rate function, though not necessarily used), the time separation between the periodic rate requests, and the round-trip delay T.
Mathematical Formulation of the Problem
If a ( t ) is ergodic, then in a very. long tiine interval I , a will be between a and (CY + d a ) for Ip,(a)cFCv seconds, where p a ( @ ) is the probability density function (pdf) of a. During this time p (a)lp,(a)da bits will be transmitted, and thus the average rate, or total number of bits transmitied during I divided by I , is given by R,, = lrn P(.~>P~(.> cia.
For a specified R,, we wish to minimize the average error probability, which is calculated by summing the error probabilities for each bit in a very long string and dividing the result by the number of bits in the string. is given by h & ) P ( 4 da 1-PAP, P(a))Pa,lao(P 1.1) dP.
In the preceding equation P o @ , p) is the error probability as a function of the data rate p and the channel gain P a t the time the rate request takes effect, 7 seconds later.
The function Pa,,ao(Pla) is the pdf of a(t + 7) conditioned on a(t). It follows that the average error probability is given by
where the predicted error probability
P , is defined as
Fading Statistics
Before we consider the solution of ( 5 ) and (6), let us examine the form of the predicted error probability P,(x, 1.). According to (2) 
where the average energy-to-noise ratio per bit b A PB/N,R,,. The instantaneous error probability of (1) has the form P L ( x , r ) = 3 exp (-x/21.).
The variable rate problem now consists of finding the rate function ~( x ) which minimizes the average error probability p e = 1-r(P)Pe(P, r)pz(P> dP (5) while maintaining the average rate
for two reasons. First, this form has a first-order Butterworth power spectrum and it is known [6] that for this spectrum knowledge of the value of the waveform at time t alone is sufficient for the prediction of the value at tinw ( t + 7). This simplifies (7) considerably sinc,e 7 n now depends only on a ( t ) , and not 8 ( t ) . Second, and more important, recent nleasurements of the timefrequency correlation function on a n H F link between Hawaii and Ncw .Jersey [7] show an autocorrelation function R,(y) which can he closely approximated by exp (-vjyl) . For this autocorrelation function we have
wherc k = exp( -vT). Substitution into (7) gives the conditional pdf which, as noted before, is independcnt of O(t) . Thc receiver needs to track only the gain ci ( t ) .
Finally, we substitute (8) into (2) and normalize to obtain the predicted error probability for A = 0:
we write the predicted error probability as
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channel is shown in Fig. 2 . The top three curves are for maximal ratio'predetection combined (MRPDC) diversity transmission with no diversity (single transmission), dual diversity, and quadruple diversity, as calculated from Bello 18, appendix 111. The curve representing the performance of the adaptive rate control system with perfect feedback is the lowest on the graph.
In fact, no scheme which employs incoherent detection of orthogonal Rayleigh faded pulses can attain a lower error probability than adaptive rate control with perfect feedback, since the error probability P , = $ exp ( -b / 2 ) is precisely that of a constant channel with the same value of energy-to-noise ratio per bit b. The potential saving introduced by adaptive rate control is very large, on the order of a 20-dB reduction in power requirement from a dual diversity MR.PDC system.
3andwidth Expansion Constraint
The penalty paid for this improvement is a bandwidth which fluctuates about the average value R,,, and at times, because no constraint has been placed on the magnitude of the rate function +(x), can become infinite. It is reasonable to ask what degradation results from an upper bound ro on r (x), since it is the maximum bandwidth which determines the spacing of frequency multiplexed subchannels.
The optimum rate is now proportional to x, as before, but saturates at To, that is,
where the constant u is selected to satisfy the average rate constraint (6). The resulting average error probability of (5) is shown on Fig. 2 for a maximum bandwidth expansion ro of 2. The curve for r,[) = 4 is not shown because it is almost indistinguishable from the minimum attainable error probability curve. Although the constraint ro can be seen to have little effect on error performance, it should be included in the calculation of the optimum rate function since the maximum bandwidth occupancy is an important parameter in system design.
It should be noted that if the MRPDC diversity systems whose performance is shown in Fig. 2 are considered as frequency diversity systems, then the variable rate curves for ro = 2 and ro = 4 are directly comparable to the MRPDC curves for I, = 2 and L = 4, respectively. With the same values of bandwidth and energyto-noise ratio per bit, adaptive rate control provides a very large power reduction, on the order of 18 dB for ro = L = 2.
Effect of Feedback Delay and Rate Change Period
The feedback delay T and the rate change period A have a similar effect, in that they increase system response time t o a change in z ( t ) . However, A, rather than being fixed in advance, can be selected to compromise
where
111. SYSTEM PERFORMANCE WITH OPTIMUM RATE FUNCTION Now that we have obtained an expression for the predicted error probability, we can proceed to calculate the optimum rate function, the one which satisfies (5) and (6), and to determine the reduction in erroi-probability resulting from its use.
In this section, the minimum attainable error probability will be derived, then the effect of each of the feedback parameters T, A, and N will be examined separately.
Minimum Attain,able Error Probability
The minimum attainable error probability is achieved when feedback conditions are ideal, that is, VT z 0, v A z 0, and N = a . I n this case, the predicted error probability P , ( x , r ) of (9) and (10) reduces to the instantaneous error probability P s ( x , r ) = 3 exp ( -x / 2 r ) .
The problem of determining the continuous r(x) which minimizes (5) while satisfying the constraint (6) is a typical problem in ,variational calculus, made even simpler by the lack of derivatives. We adjoin the two equations with a Lagrange multiplier X and differentiate the integrand with respect to r to obtain
as the implicit equation for the solution r ( x ) . Since the left-hand side of (11) is a function only of x/r and is equated to a constant, the solution is r = k x , with IC some constant. Using the pdf (4) in (6) gives the optimum rate function as r ( x ) = x/ b, which holds the error probability constant a t P , = 9 exp (--b/2). . as the following calculation shows.
I o Lrn Ravr(a)p&) da = IR,,,
so that the average energy, the ratio of the two is just P / R a v as one would expect. The energy is finite because those bits with very large energy, simply because of their long duration, make up only a tiny fraction of the total bit stream.
The error probability for the variable rate system and for some other systems operating on a Rayleigh fading r -. between the requirements of low error probability and low service bit. rate. The effect of these two parameters can be observed when other conditions are ideal, that is, To = co and N = M . The implicit equation for the optinlum rate function T ( Z ) can be o b t a i n d i n a manner similar to that for the case when all feedback parameters are ideal. Adjoining (5) and (6) with a Lagrange multiplier and differentiating the integrand with respect to r yields r -$ + P e ( Z , r) -x = 0 eP as the implicit equation for the optimum T(z). The predicted error probability p , (~, 1.) is given by either (9) or (lo), depending on whether or not A = 0. Fig. 3 displays the effect of the feedback delay T and the rate change period A (expressed as fractions of the fading time constant V-') on the performance of an adaptive rate control system using the rate function given by (12). The error probability was evaluated numerically using the discrete rate function, developed in the next section, with 16 nonzero rates. It is evident that even a small increase in the system response time can seriously degrade the performance of the variable rate system. Fortunately, many scatter channels have a VT product on the order of 0.01, so that the system is still reasonBbly controllahle.
Effect of Rate Qumtixation
It was observed in Section I1 that there will he a finite nunlber of transmission rates in order that the rate request be protected from feedback channel noise. Here we consider the effect on error probability of the resulting quantization of the rate function. It should be noted that although the error probability must increase with de- creasing N , the required feedback channel capacity decreases.
The quantized rate function (Fig.  4) is a staircase function with N nonzero rates and 1V switching thresholds. The lowest rate rl has been set. to zero in order to allow the transmitter to shut down, or cease information transmission, when channel conditions are very bad. We wish to select the set of rates { T ; } and thresholds { x i } to minimize the average error probability while satisfying the average rate constraint where each ?*i must satisfy (13) and each xi must satisfy (14). The predicted error probability P,(P, T ) has been used so that (13) and (14) can serve as the basis for calculating the combined effect of the parameters N , T, A, and ro.
The rates and thresholds of the optimum quantized rate function can be obtained from The iteration proceeds by selecting a value for tl and solving alternately (14) and (13) to obtain the other rates and thresholds. If X," a n d y N + , so obtained satisfy (13), then the iteration is complete. Otherwise the value of t , is adjusted and the process repeated. The value of X is adjusted until a rate function satisfying (13) and (14) also satisfies the average rate constraint = 1.
If we substitute the pdf of x (4) and the predicted error probability (10) and perform the integration in (13), then we can write the conditions (13) and (14) as
If there is delay-free feedback (7 = 0) and the rate requests are fed back continuously in time ( A = 0), then we can ohserve the isolated effect of allowing only a finite number of rates. Fig. 5 .illustrates the effect on system performance of this quantization of the rate function for selected values of N , the number of nonzero rates. It can be seen that even intermittent ( N = 1) transmission provides considerable improvement over the fixed rate system. With increasing N the performance improves; until at N = 16 there is only a 0.2-dB degradation from that obtainable with the continuous rate function.
IV. OPTIMIZATION OF A TWO-WAY VARIABLE RATE SYSTEM
At this point we have the ability to calculate the error probability P , as a function of the energy-to-noise ratio per bit b for any choice of the parameters ro, N , A, and r. I n a duplex link, however, we are interested not only in achieving a low error probability but in using as small a fraction as possible of the bit stream for service information. In this section, a graphical method of investigating the tradeoffs among these parameters which affect the bandwidth and the message capacity of the feedback channel will be presented.
Let us consider a situation in which station A and station R transmit to each other over Rayleigh fading channels, so that A's forward channel can act as B's feedback channel, and vice versa (Fig.  6 ) . Every A seconds the message bit stream is interrupted and the service hits (rate request) are insertcd at the current rate. Service information reduces the message data rate, so the problem is to determine the optimum amount. of service information on each channel, that is, to pick N and A which yield the most efficient system.
We assume that channel A B and channel B A have identical statistics, so that they carry the same amount of service information. W e further assume that they are statistically independent since, even if they occupy the same scatter volume, the center frequencies will usually be sufficiently f a r offset, that the Gaussian quadrature components of the fade will be uncorrelated. Thus we can consider the channels separately.
If PCM transmission of the rate request is employed, that is, the request is digitized with no redundancy removal, then the service information bit rate is R, = M log, ( N = l ) / A , where each service bit is repeated M times for protection. This elementary "coding" is meant to ensure that service information is received correctly.
We define q = log, ( N + 1).
It is easily shown that the average bit rate R,, used earlier is the sum of the average message bit rate and the service bit rate, that. is,
(15)
In the design of a communication system we might reasonably expect to be able to choose the number of nonzero rates N , the rate change period A, the maximum bandwidth expansion yo, and the power P . The parameters more likely to be specified in advance are the bit error probability p e , the message rate R,, and the feedback delay T . I n such circumstances a graph displaying all combinations of the feedback parameters b, uA, and. N which give a specified error probability p , for a specified delay U T , and bandwidth expansion yo, is likely to prove useful. Fig. 7 is such a graph for p e = UT = 0.01, and 7' 0 = 2. The function displayed will be denoted by As a n example of the use of Fig. 7 , suppose that a troposcatter system must be designed to handle a data rate R , at an average bit error probability of lo-'. The round-trip propagation delay is 0.01 fading time constants and the maximum bandwidth expansion ro is 2. We wish to select q and A so that the required power-tonoise ratio Fig. 7 . To calculate the optimum q and A , we first pick q = 1, then find the A which minimizes the left-hand side of (16). Next, the procedure is repeated for q = 2, q = 3, and so on to q =: 4 after which the effect on error probability of increasing q is negligible. The q , A combination which gives the lowest value for PB/No is optimum. As a numerical example, suppose a modulation system is to be designed for a 300-mile troposcatter link which has a fading bandwidth of 0.5 Hz, a typical value, which gives u = 3.14 rad/s. Each of several frequency multiplexed subchannels is to have a message data rate R,,, = 100 kbit/s, an error probability E', = lo-', and a maximum bandwidth expansion 7.0 = 2 . W h t choice of N and A gives the minimum required receiver power-tonoise ratio PBIN,?
First we pick M = 3 so that a double error is required for a mistake in a service bit. The bit error probability is already so that we can neglect the possibility of incorrect reception of the rate request. Now since VT = 0.01, Fig. 7 summarizes the necessary information.
We will try to minimize PB/lvo = b (9, A ) ( i o 5 -t 3 q / A ) . On the q = 1 curve, trial and error gives a minimum value for P B / N , , of 9 . 1 X lo6, attained at A = 0.75 X Similarly, on the q = 2 curve the minimum value of P B / N , , is 6.5 X lo", also a t A = 0.75 X Continuing in this fashion, we find the minimum value of P R / N l l is 6.03 x loo, attained at q = 4, and h = 1.25 x Let us compare this result with the required P B / N o for an MRPDC diversity system with an equivalent bandwidth expansion; that is, a dual-frequency diversity system. The performance of this system is illustrat.ed on Fig. 2 , where it can be seen that the required value of b is 2800. The required power-to-noise ratio PB/No is then 2.8 X 10'. Thus at the same data rate and error probability, and for only 9.6 percent. more bandwidth (caused by the service information), the variable rate scheme effects the remarkable saving of 16.7 dB in required transmitter power.
NOW, as a second example, let us suppose that bandwidth constraints are very tight and we can allow only a 1-percent increase in bandwidth for the service information. Thus R, = 0.01 X R,,, = 1 kbit/s, and A = 3q X Examining Fig. 7 with these q , A pairs, we see that the minimum value for b is 105, and occurs a t q.= 1, A = 3 X Then since R,, = R,,, + R, = 101 kbit/s, we find that PB,/N, = 1.06 X lo7. This is still a saving of 14.2 dB from a dual-frequency M R P D C diversity system.
V. CONCLUSIONS
We have seen that when feedback conditions are perfect, adaptive rate control can completely elirninate the effect of fading, thereby saving 10-50 dB in energy-tonoise ratio per bit from a fixed rate nondiversity system for typic,al values of error probability. In view of the fact that troposcatter systems are characterized hy very high transmitter power, typically 10-50 kW, this saving is most attractive. The disadvantage of t.he variable rate scheme is that it expands the bandwidth; first, because it is a variable rate scheme, and second, because service information must he transmitted. However, this is a minor drawback, since allowing a maximum bandwidth expansion of only 2 results in a mere 0.9-dB degradation from the infinite bandwidth case.
The closest nonadaptive competitor is M R P D C diversity transmission, which requires both the gain and the phase to be tracked on each transmission. Diversity transmission here means frequency diversity. Space diversity would require several physically separated antennas, a considerable expense. Time diversity not only requires buffer storage at. the transmitter (as does rate control), but for these slowly fading channels requires storage of very many analog values at the receiver. We are left with frequency diversity, which also increases the Ijandwidth. A comparison of a variable rate system to an MRPDC system, with the same typical values of error probability, data rate, and banc1widt.h has shown that adaptive rate control can achieve an impressive 14-17-dB saving over MRPDC, its closest competitor.
Yet a further advantage arises from the fact that, in order to be statistically independent, the separate diversity transmissions must be widely separated in frequency, at least greater than the correlation bandwidth
