This paper intends to classify the Ljubljana Breast Cancer dataset using C4.5 Decision Tree and Naïve Bayes classifiers. In this work, classification is carriedout using two methods. In the first method, dataset is analysed using all the attributes in the dataset. In the second method, attributes are ranked using information gain ranking technique and only the high ranked attributes are used to build the classification model. We are evaluating the results of C4.5 Decision Tree and Naïve Bayes classifiers in terms of classifier accuracy for various folds of cross validation. Our results show that both the classifiers achieve good accuracy on the dataset.
Introduction
Data mining is a step in knowledge discovery in data bases (KDD), which is the overall process of converting raw data into useful information. The data mining tasks are divided into two categories: predictive and descriptive. The predictive task is used to predict the value of target attribute based on the value of explanatory variable. One of the predictive modeling tasks is classification, which is a process of finding a model that describes and distinguishes data classes or concepts, for the purpose of being able to use the model to predict the class of objects whose class label is unknown 1 .
Breast cancer is a malignant tumor that has developed from the cells of the breast. It is the second leading cause of death for women and the second most dangerous cancer 2 . An analysis of the most recent data has shown that the survival rate is 88% after 5 years of diagnosis and 80% after 10 years of diagnosis 3 . Early and accurate detection of breast cancer is critical to the wellbeing of patients. Analysis of breast cancer data leads to cancer identification and classification which will facilitate proper treatment selection and drug development.
In our study, we have used the breast cancer dataset available in UCI Machine Learning Repository obtained from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia 4 . The main objective of this paper is to classify the dataset using C4.5 Decision Tree and Naïve Bayes classifiers. C4.5 generates decision tree for classification. It eliminates the problem of unavailable values, continuous attributes value ranges, pruning of decision trees and rule derivation. Naïve Bayes classifier estimates the class conditional probability by assuming that the attributes are conditionally independent within a class. When applied as a preprocessing step to machine learning, feature selection is valuable in dimensionality reduction, isolating the most important information and thereby improving classifier performance 5 . In this paper, we attempt to study the impact of information gain ranking method on the accuracy of the classifiers. We have used 10fold cross validation method for evaluating the performance of the classifiers. This paper is organized as follows: Section 2 discusses the literature survey. Section 3 explains the methodology carriedout for the classification analysis and section 4 presents the experimental results and discussions. Conclusion and future work are given in the last section.
Literature Survey
A literature survey showed that there have been several search studies on the prediction of survival rate using statistical and neural network approaches. Data mining approaches like decision trees have also been used in studies related to medical diagnosis and survival rate 6 . Burk et al, compared the 5 year, 10 year predictive accuracy of various statistical models with predictive accuracy of artificial neural network 7 .
Lundin et al. used artificial neural network and logistic regression models to predict 5 , 10 , 15 year breast cancer survival 8 . Pendharkar et al. used several data mining techniques for exploring patterns in breast cancer 9 . In the past usage of the Ljubljana dataset, an accuracy range of 66% to 78% has been achieved by several researchers. The results of the experiments performed by Michalski, et al., regarding the prognosis of breast cancer recurrenceevents yielded 66% classification accuracy 10 . Clark and Niblett performed a study to attempt to predict the recurrenceevents of the breast cancer within 5 years 11, 12 . Both the studies utilized 70/30 split of the data set comprising details of 286 patients. The resulting accuracy achieved was between 65% to 72% based on various algorithms used. Cestink et al., achieved 78% accuracy 13 . Zhang and Su compared Naïve Bayes with decision tree learning algorithm c4.4 in terms of ranking, measured by Area Under the Curve (AUC) 14 . Jiang and Guo presented a lazy Naïve Bayesian classifier for ranking and compared it to Naïve Bayes and C4.4 measured by AUC 15 Huang et.al. compared the classification performance of Naïve Bayes, decision tree and Support Vector Machines (SVM) in terms of AUC and accuracy 16 
Methodology
In this paper we have analyzed the breast cancer dataset using C4.5 Decision Tree and Naïve Bayes algorithms. The classification task is performed using two methods. In the first method, all the attributes in the dataset are considered for building the classification model. In the proposed second method, the attributes are studied using information gain on the most representative attribute. The information thus obtained is used for studying the relationship of representative attribute with the remaining attributes. The accuracy of the classifiers is compared for various folds of cross validation.
C4.5 Decision Tree
Decision tree is a flowchart like tree structure where each internal node denotes a test on an attribute and each branch represents the outcome of the test, and leaf nodes represent classes or class distribution. In order to classify an unknown sample, the attribute values of the sample are tested against the decision tree. Decision trees can be easily converted to classification rules. The Decision tree induction is based on greedy algorithm which constructs the trees in a topdown, recursive, divide and conquer method. C4.5 Decision Tree algorithm, which is the extension of the well known decision tree induction algorithm ID3, recursively visits each decision node selecting the optimal split. The process is continued until no further split is possible 1 . The algorithm uses the concept of information gain or entropy reduction to select the optimal split. Information gain is the increase in information produced by partitioning the training data according to the candidate split. The C4.5 algorithm chooses the split with highest information gain as the optimal split 17 . The information gain measure is used to select the best test attribute at each node in the tree. To avoid overfitting problem, C4.5 uses postpruning method and thus increases the accuracy of the classification.
Naïve Bayes Classifier
Naïve Bayes classifier is one of the commonly used supervised learning methods. It deals with any number of attributes or classes and the results of this classifier are not affected by small quantity of noise in data. Naïve Bayes classifier predicts the class membership probabilities.
It assumes class conditional independence and is based on Bayes theorem. The application of Bayes theorem in Naïve Bayesian classifier is explained in Eq.(1)
To maximize P (Ci | X), Bayes rule is applied as stated in Eq. (2)
P (X) is constant for all classes and P (C i ) is calculated as in Eq. (3),
Number of training sample in a class P(C i )= (3) Total number of training samples
To evaluate P(X | C i ), the naïve assumption of class conditional independence is used as in Eq. (4),
The given sample X is assigned to the class C i for which P(X | C i ) P (C i ) is the maximum 1 .
Performance Evaluation

10fold Cross Validation
10fold crossvalidation is the standard way of measuring the accuracy of a learning scheme on a particular dataset. The data is divided randomly into 10 parts in which the class is represented in approximately the same properties as in full dataset. During each run, one of partitions is chosen for testing, while the remaining ninetenths are used for training. Again, the procedure is repeated 10 times so that each partition is used for training exactly once.
Experimental Results and Discussions
This section presents the results of the experiment conducted to study the performance of the classifiers using WEKA tool kit 18 .
Description of Dataset
In this study, the Ljubljana breast cancer dataset is taken for classifying breast cancer patients. The dataset includes 201 instances of norecurrenceevents class and 85 instances of recurrenceevents class. The ten attributes are detailed in Table 1 . 
Classification Methods
Method I
Here, the classification is done using all the attributes of the dataset. The performance is evaluated for various folds of cross validation.
Method II
To study the performance of the classifiers, the attributes from the dataset are ranked using information gain ranking filter. The most informative attributes on the representative attribute is selected for the classification task. Ranking of the attributes are depicted in Table 2 .
Graph 1: Attribute Ranking
The seven top ranked attributes are considered for building the classifier model.
Classification Results
To evaluate the performance of the algorithms, several measures have been employed in this study. They are listed below:
· Correctly Classified Instances and Incorrectly Classified Instances are the percentage of instances whose predicted value agrees with actual value and disagree with actual value respectively · Mean Absolute Error averages the magnitude of individual error. · Root Mean Squared Error calculates error in various computations. · Relative Absolute Error is the total absolute error normalized by the error of predictor · Root Relative Squared Error is the total squared error divided by the total squared error of a predictor 17 . Table 3 presents the results of evaluation of C4.5 Decision Tree with respect to different performance metrics using method I. In this method highest accuracy is obtained in the seventh fold of cross validation and the accuracy does not vary much when the number of folds of cross validation increases. Also the TP rate, Precision, Recall and AUC metric are high in this fold.
The results of evaluation of C4.5 using method II for the same performance metrics is given in Table 4 . In method II, the number of correctly classified instance remains the same irrespective of the number of folds and hence other metrics are also more or less the same. The results of evaluation of Naïve Bayes classifier using method I is given in Table 5 . Table 5 . Performance metrics of Naïve Bayes using method I In this method highest accuracy is obtained in the nineth fold of cross validation and the accuracy does not vary much when the number of folds of cross validation increases. 
FOLDS
ACCURACY COMPARISION FOR NAÏVE BAYES USING METHOD I AND II
Method I Method II
The results of evaluation of Naïve Bayes Classifier using method II is given in Table 6   Table 6 . Performance metrics of Naïve Bayes using method II In this method highest accuracy is obtained in the eighth fold of cross validation and minimum accuracy is obtained in the fifth fold.
The graphs 2 and 3 depict the accuracy of the classifiers using both the methods for various folds of cross validation. 
Graphs 2 and 3 show that C4.5 decision tree classifier gets optimized in accuracy in the fifth fold of cross validation whereas Naïve Bayes classifier's accuracy varies for various folds of cross validation.
Conclusion and future work
In this paper, we have studied the data mining techniques to classify Ljubljana breast cancer dataset using C4.5 Decision Tree and Naïve Bayes algorithms. When all the attributes in the dataset are used C4.5 Decision Tree algorithm provides the accuracy in the range of 81.4% to 82.56% for various folds of cross validation and the maximum accuracy is obtained in the fifth and seventh fold. The accuracy rate of Naïve Bayes algorithm varies in the range of 79.37% to 82.86% for various folds of cross validation and the maximum accuracy is obtained in the nineth fold.
When only the top ranked attributes are used for classification, C4.5 Decision Tree algorithm gets optimized by reaching constant accuracy rate irrespective of number of folds of cross validation. The accuracy rates of Naïve Bayes algorithm varies in the range of 77.97% to 81.46% and the maximum accuracy is obtained in the eighth fold.
The comparison between C4.5 and Naïve Bayes Classifiers reveals that C4.5 yields highly accurate results within few folds of cross validation considering the attribute with high information gain for classification while the Naïve Bayes Classifiers' performance does not show much significant improvement.
The accuracy of Naïve Bayes Classifers with attribute ranking has decreased in all folds of cross validation. Further extension of this work can be carriedout to improve the accuracy of Naïve Bayes Classifiers using boosting techniques with attribute ranking. Also, the algorithms can be evaluated in terms of runtime performance measure.
