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Abstract
Interests in fault detection and isolation for nonlinear systems have grown significantly in
recent years due to the fact that most of the systems, we face in practice, are nonlinear
in nature. There exists a number of techniques for fault detection, among them, the
so-called observer-based fault detection is widely studied. In addition, this technique
has been proven efficient in detecting faults. In a typical observer-based scheme, the
process of fault detection is carried out in two steps: residual generation and residual
evaluation. The purpose of residual generation is to produce the so-called residual signal
by comparing the process outputs with their estimates generated by the observer. Roughly
speaking, the residual signal, thus generated, carries the information of faults only. It
means that under fault-free operation, the residual should go to zero and deviates only in
the presence of fault. However, due to model uncertainties and unknown inputs (process
disturbances, measurement noises, and faults of no interest), the residual signal is non-
zero even in the fault-free operation of the process. In order to extract the information
of faults in the presence of model uncertainties and unknown inputs, additional efforts
need to be done. The process of residual evaluation serves this purpose. In this step,
some function of the residual signal (evaluation function) is compared with a bound, the
so-called threshold, regarding all possible unknown inputs and model uncertainties. An
alarm is generated if the former exceeds the later which shows the presence of fault.
Selection of a suitable threshold is very critical task in fault detection. The performance
of a typical fault detection system can be evolved by a threshold. If it is selected too low,
some unknown inputs may cause the evaluated residual to cross it which results into a
false alarm. Conversely, selecting it too high may result into a missed detection, which
means some set of faults may remain undetected.
This thesis presents novel methods for designing observer-based residual generator (fault
detection filters) and threshold computation scheme for nonlinear uncertain systems sub-
ject to unknown inputs. The objective of designing fault detection filter is to generate a
residual signal which is robust against unknown inputs and sensitive to faults. Exploiting
the tools of game theory and dissipation inequality, three kinds of fault detection filters
are proposed. These filters are designed with the objectives: to enhance sensitivity of
the residual signal to faults, to improve robustness of the residual signal against unknown
inputs, and to simultaneously provide sensitivity to faults and robustness against the un-
known inputs. Similarly, the objective of designing a threshold computation scheme is
to eliminate the possibility of false alarms and ensures the detectability of small faults
so that the performance of fault detection system can be improved. For this purpose,
various kinds of thresholds for nonlinear systems are proposed. These thresholds include
constant thresholds, adaptive thresholds, and dynamic threshold. For designing constant
thresholds, a framework based on signal norms is proposed. Utilizing the tools from robust
control theory and linear matrix inequality, algorithms are derived for different kinds of
xiii
Abstract
thresholds. The framework for adaptive threshold is also proposed using signal norms.
In this scheme, the resultant threshold is a function of the instantaneous energies of the
control inputs. This threshold is very sensitive to the variations in fault-free residual.
For designing dynamic threshold, a dynamic system is proposed based on deriving an
inequality on the modulus of the residual signals. This dynamic system takes the infor-
mation of the instantaneous values of the control input, a bound on model uncertainties
and unknown inputs and generates a variable threshold accordingly. The threshold, thus
generated, fits as close to the residual signal as possible under fault-free operation.
The fault detection methodologies proposed in this thesis are expressed in the form
of algorithms that can be directly implemented. This shows that the proposed schemes
are computationally tractable and user oriented. These algorithms are tested with the
numerical examples in the respective chapters and with the benchmark problems; that
is, three-tank system (DTS200) and the inverted pendulum control system (LIP100) to
demonstrate their applicability and use.
xiv
Chapter 1
Introduction
This chapter briefly describes the motivation and objectives of the present
study. The outline of the thesis and its contributions are also presented in this
chapter.
1.1 Motivation
The research interest of this dissertation is observer-based fault detection in nonlinear
systems. The motivating objectives for embarking on this research are explained in the
following lines:
Why fault detection / process monitoring ?
The most critical issues in the design of an automated system include higher performance,
cost efficiency, production of a quality product, reliability1, and safety. In order to achieve
these objectives, a traditional way is to improve the quality, reliability, and robustness
of individual process components such as sensors, actuators, plant equipments, and con-
trollers. Even then, the fault-free operation of the plant can not be guaranteed. Faults
in the process may arise due to the minor equipment damage, process abnormalities, bad
tuning of the controller parameters, and sensor or actuator malfunctions, etc.
Faults may cause the process to operate far away from the desired operating points and
as a result degrades the performance of the process, which, in turn, affect the operation
cost and quality of the final product. For instance, recent reports [2] show that industries
lose billion of dollars due to various faults in plant. In most cases, (minor) faults may lead
to the unplanned shut-down of the plant which, in turn, result in the major production
loss and two to three fold repair cost. Nowadays the term “higher performance” cover the
environmental issues as well. With the growing concerns about the water/air/earth con-
taminations, environment protection and global warming, industries are urged to monitor
the process and product quality. Governments also impose substantial fines on violations
of environmental protection regulations [2]. In order to avoid equipment damage, produc-
tion loss, and unplanned shutdown on one side and to improve efficiency, reliability on the
other side, the role of process monitoring and fault diagnostic systems is inevitable.
1It is the ability of a system or component to perform its required functions under the stated conditions
for a specified period of time
1
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Another and probably the most important reason for fault diagnosis and process mon-
itoring is safety. Sometimes a fault is developed slowly within the process, if care is not
taken in the early stages, might have disastrous implications on the plant, which not only
causes economic loss but also results into human casualties. According to the Abnormal
Situation Management (ASM), operations practices can lead to costs of 3-8 percent of
plant capacity due to unexpected events. Moreover, an estimated loss of approx. $10
billion is observed in the U.S. petrochemical industries annually[3, 4]. In addition, survey
conducted in [3] shows that petrochemical plants on average suffer a major incident ev-
ery three years which not only results into economic loss but also human casualties. In
safety-critical systems, for instance, in nuclear reactors, aircrafts, etc., faults result in big
loss of human lives as well. A few of the catastrophic incidents are given below:
• Crash of Japan Air lines B-747, Flight 123, August 12, 1985 [520 casualties] [5]
• Explosion of Chernobyl nuclear power plant, Ukraine, April 26, 1986 [more than
4000 deaths] [6]
• Explosion in Piper Alpha Oil Rig, North Sea oil production platform, July 6, 1988
[167 deaths toll] [7]
Surprisingly, these incidents did not occur due to major problems in the plant, but rather
due to some minor and simple faults. Later investigations and research reports on these
incidents showed that many of them could have been avoided if there was a suitable
monitoring system. Due to the above mentioned reasons, the discipline of fault detection
and isolation (FDI) and fault tolerant control (FTC) are receiving a considerable attention
in both academia and industry and are quite often prescribed by the authorities. Its
significance can be viewed from the recent published monographs, for instance, [1, 8–13]
to name a few.
Why observer-based fault detection ?
One way to design an FDI system is to install additional hardware (redundant) known
as Hardware redundancy in parallel with the process itself. The presence of fault is in-
ferred from the deviation between the actual process output and the output of redundant
process component. Apart from the high reliability and direct fault isolation, hardware
redundancy require additional cost, weight, and space to install the redundant components
[8]. Another way to achieve FDI for a system is the analytical model-based. The model-
based FDI techniques make explicit use of process model and deduce the information of a
fault by comparing the process output with their estimates. The model-based FDI meth-
ods have been proven efficient in detecting faults and are also demonstrated by a large
number of real-time applications. Due to efficient fault detection and on-line implemen-
tation capability on one hand, technological and economic demands on the other hand,
model-based FDI has been proven as a powerful tool to solve fault diagnosis problems in
technical processes [1].
Among all the model-based FDI techniques, the so-called observer-based FDI has re-
ceived a considerable interest over the past three decades. The use of observer-based FD
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can be justified by a number of reasons. Firstly, this technique has been used in the frame-
work of the well-established advanced control theory, where powerful tools for designing
observers, efficient and reliable algorithms for data processing in order to reconstruct pro-
cess variables, are available. Secondly, due to the associated advantages of observer-based
FD methods; that is, quick detection, easy on-line implementation, etc. Thirdly, it has
been proven in a number of publications that all other model-based FDI schemes are only
a special form of observer-based approach.
Why fault detection for nonlinear systems?
Fault detection for linear systems is a relatively mature subject with a variety of powerful
tools and its successful applications in industry. Thus, it is natural for one to wonder
why so many researchers have recently showed a very active interest in studying and
developing nonlinear fault detection techniques. The reasons could be as follows: (i) most
of the systems are nonlinear in nature. If the operating point of a system is not deviating
too wide, the well established linear techniques can be employed by linearizing the system
at that particular operating point. However, if the operating point is deviating too much,
the conventional linear methods are not suitable to work with. Consequently, there is a
need to study fault detection for nonlinear systems. (ii) Another assumption of linear FDI
is that the system is linearizable. However, sometimes the process has hard nonlinearities
whose discontinuous nature does not allow the process to be linearized. The linear methods
can not be applied to compensate their effects. Nonlinear FD methods must be developed
to detect faults in the presence of these nonlinearities.
Why fault detection for discrete-time nonlinear systems?
Nowadays most of the systems are controlled using digital devices. In such a situations, the
actual process is continuous-time while the controllers and FD systems are implemented
on digital computers. One approach to handle these situations is, discretize the process,
and design an FD system based on that, then apply it to the real-time process. It is, thus,
very important to understand these theoretical developments in digital (sampled-data)
settings. Thus studying a discrete-time FD problem is of great importance and a natural
candidate for digital implementation.
1.2 Objectives
Inspired by the motivations mentioned in the last section, this thesis is primarily concerned
with the development of observer-based fault detection (FD) technology for nonlinear
systems in the presence of model uncertainties and exogenous disturbances. The major
focus is devoted to develop novel FD methods for both continuous- and discrete-time
settings which are computationally tractable.
The observer-based FD aims to deliver estimates of the process outputs, and compare
these estimates with the actual measurements from the process in order to generate the so-
called residual signal. The procedure of generating a residual signal is known as residual
generation. A fault detection filter (FDF) is one of the widely studied observer-based
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residual generator. The residual signal, thus generated, carries the information of faults.
In ideal situations, the residual signal should be sensitive to faults only, that is,
if residual x 0 fault; otherwise, no fault
However, the influence of the unknown inputs (model uncertainties, process disturbances,
and measurement noises) on the process make the residual signal corrupted, and as a
result, it does not go to zero even if there is no fault in the system. In order to extract
the information of faults from the non-zero residual signal, extra efforts need to be done;
that is, post processing of the residual signal. This procedure is referred to as residual
evaluation. The process of residual evaluation can be evolved in two steps; that is, selection
of a proper threshold and decision logic. In residual evaluation, some function of the
residual signal (evaluation function) is compared with the threshold, and if the former
exceeds the latter an alarm is generated which indicates the presence of fault in the
system. Selection of a proper threshold is very critical task in process monitoring and
fault diagnosis. If a threshold is selected too low, the unknown inputs may cause the
residual signal to cross the threshold which results into a false alarm. In which case the
FD system indicates a fault; however in reality, there is no fault in the system. Conversely,
if it is selected too high, some of the faults will not be able the residual to cross threshold,
and hence will result into a missed detection, which means that a set of faults remains
undetected. It is, therefore, required to devise a systematic strategy which can be used for
the design of a proper threshold. With this background, the objective of an FD system is to
design an optimal residual generator which simultaneously produces robustness against the
unknown inputs and sensitivity to faults, and to design a threshold so that false alarms are
precluded and detection of faults is ensured. The research objective of the present thesis
lies in the development of optimal residual generation and threshold computation schemes
for nonlinear systems in both discrete-time and continuous-time settings. In addition, it
is particularly focused on the applicability and computational tractability of the proposed
schemes and algorithms. These objectives are formulated as follows:
• Design of an observer-based residual generator which produces robustness against
process disturbances, measurement noises, and model uncertainties and enhances
sensitivity to faults.
To achieve robustness, worst case scenario of unknown inputs; that is, the unknown
inputs which have maximum influence on the residual signal, is considered. Similarly,
to achieve sensitivity, the “best-case” fault; that is, the fault which has minimum
influence on the residual signal, is considered. Note that the reason for calling this
fault as “the best-case fault” is stated in Chapter 4.
• Design a threshold so that faults can be distinguished from unknown inputs. Further
objectives in the threshold design lies in the reduction of false alarms together with
missed detection.
Different kinds of thresholds are proposed and compared. The proposed thresholds
include constant threshold, adaptive threshold, and dynamic threshold. Thereby
providing a complete design of an alarm system. With the help of these thresholds,
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the performance of the FD system is improved by eliminating false alarms as well
as missed detection which, in turn, result into enhancing fault detection capability.
From a global point of view, this thesis provides optimal fault detection schemes for
nonlinear systems which are computationally tractable, user oriented, and applicable to a
large class of practical FD problems.
1.3 Thesis outline and contributions
The following overview displays an outline of this thesis and briefly summarizes its major
contributions.
Chapter 2: Review of fault detection techniques - introduces to the basic termi-
nology used in FDI and presents an overview of fault detection techniques for dynamical
systems. Fundamental concepts, such as faults, failure, unknown inputs, fault diagno-
sis, fault detection, fault isolation, and fault identification are defined according to the
IFAC2 technical committee on SAFEPROCESS3. A widely accepted classification of fault
detection techniques is presented with a particular focus on model-based techniques. A
comparison among different FD schemes, and among various model-based approaches is
presented. A comprehensive survey on observer-based methods for linear and nonlinear
systems is given. A detailed study on most commonly used observers for residual gener-
ators is presented. At the end of this chapter, residual evaluation and threshold setting
techniques are briefly described.
Chapter 3: Nonlinear systems, unknown inputs, and fault representation -
presents the basic concepts of modeling of faults and disturbances in nonlinear systems.
The state-space models of nonlinear systems are provided. The associated fault models
including actuator faults, sensor faults, and components faults are introduced. In addi-
tion, the disturbance and uncertainty models are also presented. The transformation of
nonlinear systems into their Lipschitz equivalent models are introduced. Moreover, differ-
ent classification of faults, for instance, with respect to the sources of faults, with regards
to the time-domain behavior, and with reference to process models, are described. An
example of nonlinear three-tank system is presented at the end of this chapter in order to
illustrate the underlying philosophy.
Chapter 4: Optimal residual generation: H−, Hª, and H−~Hª− optimization
- contributes to the design of fault detection filter (FDF) for discrete-time input-affine
nonlinear systems using H−−index, Hª−norm, and mixed H−~Hª− optimization. In
order to facilitate the study on optimal fault detection in nonlinear systems, the time
domain definition of H−−index is proposed and the definition of Hª−norm is obtained
from the literature on robust control theory of nonlinear systems. Based on the above op-
timization indices, three problems of designing FDF are formulated. These are: H−−FDF
which is used to design an FDF in order to acquire maximum possible sensitivity of the
residual to the best-case fault present in the system, Hª−FDF which results into an FDF
attaining robustness of the residual against the unknown inputs to a pre-defined level,
2International Federation of Automatic Control
3Fault Detection, Supervision, and Safety of Technical Processes
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and the mixed H−~Hª−FDF which simultaneously provide robustness against the worst
case unknown inputs and sensitivity to the best-case fault. Using the theory of differ-
ential games and dissipation inequalities, sufficient conditions are derived in the form of
Hamilton-Jacobi-inequalities. All of these problems are studied over the finite-horizon as
well as over infinite-horizon. It is also shown that the generalized results obtained can
be used to study the problem of fault detection in discrete-time linear system both in
finite-horizon as well as over infinite-horizon. Finally, a design example is given which
illustrates the theory, proposed in this chapter. Parts of this chapter are based on [14, 15]
Chapter 5: Optimal residual generation for Lipschitz nonlinear systems:
H−~Hª− optimization - addresses the problem of designing H−~Hª-FDF for nonlinear
systems with Lipschitz nonlinearities using convex optimization. Since Lipschitz nonlinear
systems cover a wide range of nonlinear systems as described in Chapter 3, it is focused
on designing an optimal FDF for this very important class of nonlinear systems. Sufficient
conditions for the solution of the H−~Hª-FDF are derived in the form of linear matrix
inequalities (LMIs) for both discrete- as well as continuous-time settings. Two algorithms
are presented which ease the design of optimal FDF for both cases. An illustrative example
is provided in order to elaborate the design procedure for continuous-time systems.
Chapter 6: Computation of thresholds for Lipschitz nonlinear uncertain sys-
tems - proposes methods for the computation of thresholds for Lipschitz nonlinear uncer-
tain systems in the presence of unknown inputs. Different kind of thresholds are studied in
this chapter. These include constant threshold, adaptive threshold, and dynamic thresh-
old. For constant threshold, a generalized framework based on signal norms is developed.
Different kinds of constant thresholds; which include Jth,RMS,2, Jth,Peak,Peak, and Jth,Peak,2,
are studied with the proposed framework. The threshold computation problem is for-
mulated as an optimization problem and using LMI tools, algorithms are derived for the
computation of these thresholds. The adaptive threshold is proposed based on the similar
framework developed for constant thresholds. In this scheme, the instantaneous values
of the energies of u is used instead of using a bound on it. This scheme considerably
reduces the size of the constant threshold and as a result improves the fault detection
capability. For dynamic threshold, an inequality on the upper bound of the solution of the
Lipschitz nonlinear systems is derived. This inequality has been proven to be an efficient
tool for the computation of dynamic threshold. All of these thresholds are studied for both
continuous- and discrete-time settings. Algorithms are proposed for the computation of
these thresholds. The usefulness of the proposed methodologies is shown by numerical ex-
amples given at the end of each section. A comparative analysis of the proposed schemes
is provided at the end of the chapter. Parts of this chapter are based on [16–18].
Chapter 7: Application to benchmark problems - presents the application of
proposed FD methods and algorithms to benchmark problems. The first one is a Three-
tank system: DTS200 consisting of three circular tanks coupled via interconnecting
pipes showing a typical characteristics of tanks, pipelines, etc., often used in chemical
industry. The nonlinear dynamics of three-tank system make it a handsome example for
testing and validating the nonlinear FD algorithms. The second chosen benchmark is The
inverted pendulum control system: LIP100. This application is also dynamically
nonlinear and unstable. It shows a typical characteristics of electromechanical systems.
Due to its highly nonlinear behavior and open loop instability in nature, it becomes an
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excellent candidate for illustrating the usefulness of the closed loop FD techniques for
nonlinear systems. Part of this chapter is based on [19].
Chapter 8: Conclusions and recommendations - provides a summary of the
dissertation, discusses the achievements, and gives recommendations for possible further
developments of the proposed techniques.
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Chapter 2
Review of fault detection techniques
This chapter introduces to the basic terminology used in FDI and presents
a review of fault detection techniques for dynamical systems. Fundamental
terminology, such as faults, failure, unknown inputs, fault diagnosis, fault de-
tection, fault isolation, and fault identification are defined. A widely accepted
classification of fault detection techniques is presented with a particular focus
on model-based techniques. Observer-based fault detection for nonlinear sys-
tems is the focus of the present work, therefore, a particular attention has been
given to the state-of-the art methods for observer-based residual generation for
nonlinear systems. Finally, a brief description of the residual evaluation and
threshold setting is provided. Most commonly used evaluation functions are
described.
2.1 Basic concepts of faults, disturbances, and fault
diagnosis technique
The terminology used in this thesis is fairly standard and is based on the recommendation
of IFAC technical committee SAFEPROCESS. Below, some basic definitions of faults,
failure, disturbances and uncertainties, fault detection, fault isolation, fault identification,
and fault diagnosis are given. The interested reader is referred to [1, 12, 20] for the detailed
explanation of the above mentioned terminology.
A fault is an un-permitted deviation of at least one characteristic property or param-
eter of the system from the acceptable (standard condition). A very close term failure
is regarded as a permanent interruption of a system’s ability to perform a required func-
tion under specified operating conditions. A failure is used for complete breakdown of a
system, while fault is used to indicate a deviation from the normal characteristics. As
far as detection is concerned, both faults and failures can be treated alike. Moreover, a
fault can be treated as an external input or as parameter deviation which changes the
system characteristics. Similar to faults; disturbances, uncertainties, and noises can also
be treated as external inputs. In fault detection and isolation (FDI) terminology, these
are termed as unknown inputs. Unlike faults, these unknown inputs are uncontrolled and
unavoidable and are present during the normal process operation. The effect of the un-
known inputs can be incorporated in the controller design and process can perform well
even in the presence of them. Faults, on the other hand, have very severe effects on the
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process and should be detected.
The process fault diagnosis is referred to as determination of the size, location, time of
detection and type of fault in the process. Based on the performance, a fault diagnosis
system is regarded as fault detection (FD) or fault detection and isolation (FDI) or fault
detection, isolation and analysis (FDIA) [1]. An FD is the process of determinating the
fault in the process and its time of occurrence. An FDI, besides detection also determine
the kind and location of a fault present in the system. Similarly, an FDIA, together with
detection and isolation also aims to determine the size and time behavior of the fault. It
is worth noting that the existence conditions for fault isolation are more stringent than for
fault detection, and even more harder to hold in case of fault identification. Consequently,
it is difficult to isolate or identify faults in most of the situations.
2.2 Desirable features of an FD scheme
A fault detection system system should ideally meet some general requirement. The most
important desirable features are given below:
• early detection of faults (incipient and abrupt)
• successful detection of actuator, component, and sensor faults
• robustness against unknown inputs (external disturbances, measurement noises,
model uncertainties)
• differentiating faults from the unknown inputs so that false alarms are avoided
• should use less on-line computation so that it can be integrated into large scale
systems easily
Besides the above mentioned very important attributes, the design procedure of an FD
scheme should be as simple as possible.
2.3 Classification of FD techniques
There exists a number of techniques used for fault detection in technical process. In sequel,
the widely accepted classification of these techniques is presented.
2.3.1 Hardware redundancy based FD
The crux of this scheme is the reconstruction of the process component using the identical
hardware component. Figure 2.1 shows the schematic description of the hardware redun-
dancy. The information of the fault is extracted if there is any deviation of the output
of the process component from its redundancy. The high reliability and ability of direct
fault isolation are the main advantages of this scheme. However, the major problems
encountered with this scheme are the extra components, increased maintenance cost and
additional space required to accommodate the equipment. Thus, its use is limited to a
9
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Figure 2.1: Schematic description of the hardware redundancy scheme [1]
number of key applications, for example, nuclear power plants, flight control systems, etc.
[1, 8]
2.3.2 Plausibility test
Figure 2.2 shows the schematic depiction of the plausibility test. The basic idea of this
technique is to evaluate the measured process variable with regard to credible, convincing
values and their compatibility among each other. On the assumption that a fault leads to
the loss of plausibility, the information about the presence of a fault in a certain variable
can be extracted using plausibility check. It can be performed by simple rules with binary
logic. The plausibility test is also a kind of limit checking but with a wider tolerance.
This test can be viewed as a first step to model-based FD method. However, it is limited
in its efficiency for detecting faults in a complex process [1, 12].
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Figure 2.2: Schematic depiction of the plausibility test scheme
2.3.3 Signal-based FD
Figure 2.3 shows the conceptual depiction of signal-based FD technique. The central idea
of this scheme is to extract the fault information from the process signals. For this purpose,
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some signal properties (symptoms) are analyzed. These symptoms are generally divided
into time domain characteristics and frequency domain characteristics of the process signal.
The time domain characteristics comprises of magnitude, mean (arithmetic or quadratic),
limit values, trends, and statistical moments of the amplitude distributions, etc., while the
frequency domain characteristics include spectral power densities, frequency spectral lines,
to list a few. The signal-based FD is used under steady-state operation of the process.
The efficiency of this scheme is limited when the process is operating in a wide range due
to the possible variation of input signals [1].
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Figure 2.3: Schematic description of signal-based FD scheme
2.3.4 Model-based FD
The intuitive idea of the model-based FD technique is to replace the hardware redundancy
by a process model which is implemented in software. The process model runs in parallel
with process itself and is driven by the same process inputs. In this way, the process
behavior can be reconstructed on-line. Analogous to hardware redundancy, it is called
software redundancy or analytical redundancy [1]. It is well-known that the model-based
FD techniques are more powerful than signal-based FD schemes [21, 22] because it uses
more information about the process.
Figure 2.4 shows a typical model-based FD scheme. It consists of two stages: residual
generation and residual evaluation. In residual generation, the so-called residual signal
is generated by comparing the process outputs with their estimates. The residual signal
carries the information for the faults. Since the residual signal, in real process, is affected
by the faults, disturbances, and measurement noises simultaneously, it is required to pro-
cess the residual signal further for the possible information of faults. This is done in the
residual evaluation stage.
Note that the process model represents the qualitative and quantitative behavior of the
process, which can be obtained by utilizing the well-established techniques from system
modeling. The quantitative or analytical model of the process can be represented by a
set of differential or difference equations while the qualitative model is expressed in terms
11
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Figure 2.4: Schematic description of model-based FD scheme
of qualitative functions centered around different units in the process. The qualitative
models are also called as knowledge-based models which include neural networks, petri
nets, expert systems, fuzzy logic etc. [21, 22]. Based on these arguments, the model-
based FD schemes can be divided into two classes; that is, analytical model-based and
knowledge-based. The knowledge-based FD techniques are useful where the precise model
is not available or very hard to obtain. The examples include the large scale chemical
process and nuclear reactors. An extensive study on knowledge-based FD methods can
be found in [21, 23, 24] and some recent books [10, 25]. The analytical model-based FD
techniques, on the other hand, make use of the analytical models for the purpose of residual
generation. These can broadly be classified into: (i) parity space FD (ii) observer-based
FD (iii) parameter identification based FD. These approaches are described in the sequel.
Parity space approach
Figure 2.5 shows the conceptual diagram of parity space based approach for residual
generation. The parity space approach, initiated in [26], makes use of the parity check on
the consistency of parity equation. In this approach, a set of properly modified system
equations (also called parity relations) is derived based on the measured signals from the
process. These parity relations decouple the residuals from the system states and also
among each other. This enhances the fault detectability. The inconsistency in the parity
relations indicates the presence of fault. Chow and Willsky derived the parity relations
based on state-space model of the system in their pioneering work in [26] which were,
later, derived using system transfer function in [27–30].
As mentioned in [1, 22, 31], there exists a close relationship between parity space based
12
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and observer-based approach. An extensive study on parity space FD has been presented
in [1], where it has been shown that there exists a one-to-one mapping between the design
parameters of observer and parity space based residual generation. Thus given a set of
parity relations, a diagnostic observer can be designed and vice versa.
Parity space approach has also been used to study the problem of fault detection in
nonlinear systems. For instance, in [32], a relation between high-gain observers and non-
linear parity space residuals has been studied. The work in [33, 34] extended the parity
space approach to a class of nonlinear systems using TS fuzzy models and linear matrix
inequality (LMI) techniques. Recently the parity space approach has also been utilized
to study the problem of robust fault detection in nonlinear systems with application to
mobile robots in [35–38]. A comprehensive study on parity equations for nonlinear systems
using TS fuzzy models has also been carried out in [12].
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Figure 2.5: Schematic description of parity space approach
Observer-based approach
Observer-based technique is one of the mostly applied model-based scheme for detection
of faults in a system. In this scheme, the residual signal is obtained by comparing the
process outputs with their estimates. It is worth noting that the observers are mainly
used by the control community in order to estimate the unmeasured states in the process,
while the FDI community are using it for diagnostic purposes. The existence conditions
for diagnostic observers are more relaxed than for a state observer, however one particular
class of diagnostic observer; that is, fault detection filter (FDF), which can be used for
state estimation as well as diagnostic purposes.
The idea of using observer for diagnosis purposes was stimulated in the early 70’s,
when Beard developed the first fault detection filter which was later redefined by Jones
in 1973 in geometric framework. This was named as Beared-Jones Fault Detection filter.
Parallel to this development, the statistical approaches were also developed, where Mehra
and Peschon introduced a fault detection scheme based on Kalman filter [8]. Since then,
observer-based fault detection is the focus of immense research. The motivation that a
detection filter should be robust against disturbances and measurement noises led the
researchers to the area of robust fault detection and isolation (FDI). Frank [39] used the
first robust observer-based fault detection schemes for instrument faults. Later robust
unknown input observers (UIO) were introduced in the mid 80’s with the pioneering work
of Wu¨nnenberg and Frank in [40] and then considerable contribution was made in [41–46].
13
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The main idea of UIO was to make the residual signal independent of the unknown inputs.
This was achieved by decoupling the disturbances from the residual signal. It was later
observed that the existence condition for the unknown input observer are very hard, which
were then relaxed by introducing the so-called matrix pencil approach. In this approach,
attempts were made to make the residual signal insensitive to unknown inputs instead
of making the decoupling of estimated states from the unknown inputs [31, 47, 48]. An
elegant solution to the problem of unknown input observer using the so-called geometric
approach was proposed by Massoumnia [49]. The requirement on deep mathematical
knowledge of geometric theory limited the use of this technique for fault detection, however,
a modified form of this technique has been adopted in [1]. Most of the results on geometric
approach presented in [1] are the dual of the results on decoupling control which can be
found in [50]. Different algorithms for the full order, reduced order and minimum order
detection filters have recently been proposed in [1, 51]. A geometric-based approach has
also been used for fault detection in interval systems in [52]. It is worth noting that the
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Figure 2.6: Schematic description of observer-based residual generation
approaches described above; that is, unknown input observers, matrix pencil approaches
and geometric approaches, are based on the decoupling of unknown inputs. Further, these
approaches are not well suited to handle the uncertain systems. One solution may be to
model the uncertainties as unknown inputs and used the prescribed approaches. Another
problem in these approaches is if the fault lies in the same subspace of the disturbances,
then upon decoupling the disturbances, the residual will also be insensitive to fault, which
is obviously not the objective of a detection filter. Moreover, the existence conditions for
decoupling the unknown inputs are quite strict, which limits the use of these approaches.
A frequency domain approach for the design of robust detection filters has also been
proposed in [1, 45, 53–62], to list a few. In this approach, a solution is proposed for
improving robustness to unknown inputs instead of decoupling them completely. Various
techniques have been introduced from the well-established control theory. These include
Hª and H2 based fault detection filter design [1, 45, 53–57]. Further efforts have also
been made to address the robustness against the unknown inputs and sensitivity to faults.
To this end, various optimization indices, that is, Hª~Hª, H2~H2, H−~Hª have been
proposed in [1, 8, 56, 58–66] to list a few. The works in [65] and [1] have proposed
a unified solution for the design of optimal FDF, which solves the problem of Hi~Hª
with i > (−,ª) over the whole frequency range and in all directions in the measurement
14
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subspace. In addition, it requires a solution of one algebraic Riccati equation which saves
the processing time and computational effort. The traditional approach, that is, the fault
alarm should be released in case of nonzero residual signal, does not hold while addressing
the problem in Hª, H2 Hª~Hª, H2~H2 or H−~Hª settings. The main source of nonzero
residual signal in fault-free operation is the unknown inputs and model uncertainties. For
this purpose, residual evaluation is used for extracting the information of faults. The
problem of residual evaluation for linear systems has also been addressed in literature, for
instance, see [1, 11, 67–73] and the references therein.
Since observer-based fault detection for nonlinear system is the focus of this thesis, a
survey on residual generation techniques for nonlinear systems will be presented in Section
2.5. Further, a more detailed explanation of evaluation functions for the purpose of residual
evaluation will be provided in Section 2.6.
Parameter identification based approach
Parameter identification based approach is also one of the important FDI techniques and
mostly addressed in [12, 74, 75]. In this approach, fault detection is performed based
on the on-line parameter estimation. The information of the fault can be extracted by
comparing the estimated parameter with the nominal process parameter. Any discrepancy
between the two gives the indication of fault. Figure 2.7 shows the schematic description
of parameter identification based FD scheme. The advantages of this scheme are: i)
several parameters can be estimated with less number of input and output of the process
[12], ii) it yields the size of the discrepancy which is useful for fault analysis [21]. The
disadvantage is that an excitation signal is necessary in order to estimate the parameter
which may cause problems in the case of processes running at stationary operating point.
Further, the determination of physical parameter from its mathematical model may not,
in general, give a unique result and only feasible if system order is low [21]. There are
several parameter estimation techniques available in literature, among them, are the least
square (LS) method, recursive least square (RLS) method, extended least squares (ELS)
method, etc.
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Figure 2.7: Schematic description of parameter identification scheme [1]
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Parameter estimation techniques have also been utilized for fault detection in nonlinear
systems. Isermann [12] used this techniques for single input and single output nonlinear
systems. Recently, the work in [76] presented an application of this approach to fault
detection in nonlinear satellite model.
2.4 Comparison of FD schemes
It is quite difficult to compare different FD schemes. The choice of a particular FD scheme
to be used depends upon several factors, for instance, information about the process
itself (linear or nonlinear, time-varying or time-invariant), the availability of the process
model, types of the unknown inputs, open-loop or close-loop, the application sensitivity, for
example how much safety is required, typical applications include, nuclear power plants,
air bus systems, to list a few. The situations where process model is available or easy
to model the process, the model-based approaches are preferred. The example include
electrical and mechanical systems. In contrast to electrical and mechanical system, it is
difficult to obtain an analytical model for chemical or industrial process or sometimes a
mathematical model is too complex to handle. In such situations, qualitative model-based
approaches or signal-based approaches are employed. It is worth noting that analytical
model-based approaches are efficient in detecting faults and their on-line implementation
is easier and simple.
Among the analytical model-based approaches, an interesting comparison is given in [12]
where the author showed advantages and disadvantages of each approach. For instance,
parameter estimation requires the structure of the model to be known where as parity space
and observer-based approaches assumes that the model and its parameters to be known.
Parameter estimation approach requires input excitation while the other two schemes do
not admit such limitations. For the detection of multiplicative faults, parameter estimation
approach is a better choice. A further essential difference is that fault isolation can be
made based on the single output information in parameter estimation approach while in
the other two approaches, it is not possible. Parity space approaches are more sensitive to
measurement noises as compared to observer-based and parameter estimation approaches.
Making the long story short, it can be concluded that different methods works well in
different scenarios. Hence, it is possible to combine different approaches to enjoy the
advantages of each approach. Some combining strategies are given in [12].
2.5 FD in nonlinear systems
Most of the real time systems are nonlinear in nature. If these systems are running at
fixed operating point, the well-established techniques for linear FDI can be utilized by
considering their linearized model. However, when the nonlinear system is not running
at a fixed operating point, the linear FDI techniques can not be employed. Further, in
particular, even due to the occurrence of fault, the operating point deviates too much and
as a result the linear FDI scheme is submitted to increased modeling errors and runs out
of its valid range of operation, which, in turn, generates false alarms instead of detecting
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faults [77]. Owing to this reason, a great deal of attention has been attracted the research
in FD for nonlinear systems.
To this end, several approaches for fault detection in nonlinear systems have been pro-
posed. These include nonlinear observer-based approaches [8, 78, 79], parity space ap-
proaches [33, 35, 36], neural networks [80, 81], fuzzy nets [21, 33, 82] etc. Since the
nonlinear observer-based fault detection is the major interest of this thesis, an overview of
some state-of-the art methods for observer-based residual generation in nonlinear systems
is given in the following subsection.
2.5.1 Nonlinear observer-based residual generation schemes
Nonlinear observer-based residual generation has been the topic of intensive research over
the past three decades. Various approaches have been proposed in literature. Some of
them are described below:
Extended Luenberger observer
The basic idea of extended Luenberger observer is to linearize the nonlinear model around
the current estimated state, instead of a fixed point, for instance, the origin. The detailed
study on this class of observers can be found in [83]. For the purpose of fault detection,
a similar approach has been used in [84]. The discrete time version of this observer is
studied in [79]. Sometimes due to the time varying nature and the linearization errors, it
is difficult to obtain a proper filter gain matrix, and hence limits its use in practice [79].
Nonlinear identity observer approach
The idea of nonlinear identity observer based fault detection was initiated in [85]. Later, it
was presented with more details in various survey papers, for instance, see [78, 86–88]. The
basic idea behind the design is to linearize the observer error dynamics at the estimated
state and neglect the higher order terms. A filter gain is determined in such a way that the
equilibrium point of the error dynamics, that is, e = 0 is asymptotically stable. A solution
to this problem was first proposed in [84] by assuming that the measurements are linear.
Unknown input observer approach
The intuitive idea of unknown input observer (UIO) to design an observer for the purpose
of fault detection in such a way that the effect of the unknown inputs on the residual signal
is completely eliminated. A direct extension of this approach to nonlinear case was made
in [31]. This approach takes the advantage of the structure of the system model which is in
observable form while admits a difficulty to transform the general nonlinear systems into
the form suitable for this approach. Further, even for linear case, the existence condition
for UIO are also restrictive [87].
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The disturbance decoupling nonlinear observer approach
The disturbance decoupling nonlinear observer for fault detection was first proposed in [89,
90], which relaxed the existence conditions of nonlinear UIO. The basic idea of disturbance
decoupling nonlinear observer is the same as UIO but a more general class of nonlinear
systems is used. Further, a nonlinear transformation instead of the linear one is used.
The transformation required to be necessarily state-transformation and is used in such
away that the disturbances are decoupled from the faults. A difficulty arises when the
disturbances distribution matrix depends explicitly on the input. Some solutions were
proposed in [89, 90] to avoid this difficulty. After achieving the required transformation,
the observer can be designed using any observer design method, for instance, nonlinear
UIO method etc.
Adaptive nonlinear observer approach
As mentioned in [22], the conventional observer-based methods have poor performance
in detecting slowly developing faults in nonlinear uncertain systems, especially when the
uncertainties are dominant. To overcome this difficulty, one solution is the use of adaptive
observer. This class of observers has been widely utilized for detecting faults in nonlinear
systems in the presence of model uncertainties, for instance, see [91, 92] to list a few.
Another advantage of this approach is that some uncertain parameters may be estimated
on-line which can be used for improving robustness against model uncertainties.
High-gain observer approach
The high gain observers, initially proposed in [93], are usually designed with the objec-
tive of handling the model uncertainties. It has also been applied to fault detection in
nonlinear systems in [32, 94–97]. An intrinsic feature of any high gain observer is the
peaking phenomenon, however, it has also been addressed in literature. Reference [98] is
of particular interest for this solution.
Sliding mode observer approach
Sliding mode observers have been widely applied to fault detection in nonlinear systems
[99–101]. The inherent property of sliding mode observers of being robust to uncertainties
and disturbances, makes them suitable for state estimation and fault detection.
Geometric approach
The nonlinear geometric approach for fault detection has been proposed in [102]. The basic
idea is based on the detection filter design for linear systems using geometric approach
proposed by Massoumnia [49]. In this approach, the residual generator is designed in
such a way that the obtained residual signal depends trivially on fault and non-trivially
on disturbances in its decoupled form. The associated shortcoming of this method is
the requirement of deep understanding of the geometric theory. Further, the disturbance
decoupling process may lead to the undetectability of the faults which lie in the same
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subspace of the disturbances. This approach has also been applied for fault detection in
bilinear systems in [103, 104].
Game-theoretic approach
Game theory has been utilized in designing observers for linear systems [105–107] and for
nonlinear systems [108–111]. It has also been utilized in the context of fault detection
[54, 102, 112]. The advantages of game-theoretic based design are two fold; that is, ex-
treme case scenarios for disturbances and filter gains can be treated very easily and that
it can be applied to more general class of nonlinear systems. De Persis and Isidori [113]
used the game-theoretic based approach for fault detection in continuous-time nonlinear
systems. They proposed a fault detection filter which attenuates the effect of measure-
ment noises while keeping the minimal effect of fault on the “innovation signal” (which
is called as residual signal). They exploited the tools of geometric techniques in order to
get a special form of nonlinear systems in which case the disturbance subspace is decou-
pled. The residual generator thus designed depends non-trivially on fault and trivially on
disturbances (in decoupled form). It can be noted from the the proposed design scheme
that the filter provides disturbance attenuation to the desired level in the presence of fault
which has minimal effect on the innovation signal. However, it does not address the prob-
lem of H−−index1 based design which is often demanded in the design. In addition, the
proposed approach considered the innovation signal as a residual signal. However, in real
FD problems the residual signal is the difference between the actual output of the process
and their estimates. To the optimal design of FD systems, the residual signal (not the
innovation signal) should be considered in the design.
Observers for Lipschitz Nonlinear systems
Lipschitz nonlinear systems cover a wide range of nonlinear systems. In these systems,
the nonlinear function is assumed to be bounded by some constant. Nonlinear systems
involving sinusoidal nonlinearities are always bounded and can be considered as globally
Lipschitz nonlinear systems. Similarly, systems having nonlinearities other than sinusoidal
can be bounded for a particular range of process operation and hence are regarded as lo-
cally Lipschitz nonlinear systems. Lipschitz nonlinear systems is an active field of research
in the context of control, observers and FDI. Some of the reasons are as follows
• Any type of nonlinearity can be transformed into Lipschitz nonlinear systems, at
least locally
• Analytical solutions can be presented for nonlinear problems involving Lipschitz
nonlinearities
• A well-established LMI techniques can be utilized to formulate the nonlinear prob-
lems involving Lipschitz nonlinearities. These LMIs can then be solved using stan-
dard computer softwares, for instance, MATLAB etc.
1It is the measure of that fault which has minimum influence on the residual. See Chapter 4 for the
detailed discussion
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Observer design for Lipschitz nonlinear systems, initiated in [114], has received a con-
siderable attention in recent years, for instance, [115–124]. Many of these contributions
proposed LMI based framework to solve robustness problems for their proposed observers.
In parallel with the observer design, study on fault detection of Lipschitz nonlinear
systems has also been the focus of extensive research in recent years. To have a flavor of
these results, see some references, for instance [58, 79, 94, 125–131].
2.6 Residual evaluation and threshold setting
After a successful design of residual generator, the remaining task in the FD scheme is the
evaluation of residuals. A typical model-based fault detection system consists of two steps;
that is, residual generation and residual evaluation. In ideal situation, the residual signal
should be affected by the faults only. It means that the residual signal should deviate
from zero only when there is a fault. However, such an ideal situation seldom arises in
practice and the residual signal is influenced by the process disturbance, measurement
noises, and model uncertainties. These factors make the residual signal nonzero even
if in the fault-free case. If care for these factors is not taken in the design, the FD
scheme may generate false alarms. In order to infer the presence of fault, the process of
residual evaluation and threshold setting is used. Different techniques have been reported
in literature for designing thresholds for fault detection in linear systems (see [1, 11, 67–73]
and the references therein), however, very little attention has been devoted to nonlinear
system, for instance [92, 132, 133].
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Figure 2.8: Residual evaluation scheme
Figure 2.8 shows a typical residual evaluation scheme. In this scheme, the residual sig-
nal is processed through some function, known as evaluation function and the resultant
residual is referred to as evaluated residual. This evaluated residual is then compared
with a threshold and if the former exceeds the later, a fault alarm is released. Based
on the type of system under consideration, there exist two evaluation strategies, that is,
statistical-based and norm-based. For stochastic systems, the so-called statistical-based
evaluation is used. In stochastic framework, mean, variance, likelihood ratio (LR), gener-
alized likelihood ratio (GLR) are frequently used for the evaluation of residuals. For the
detailed study on residual evaluation in stochastic framework, the interested reader is re-
ferred to [1, 134, 135]. On the other hand, the norm-based residual evaluation is employed
when a deterministic system is under consideration. This scheme, besides requiring less
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on-line computation, allows a systematic way for threshold computation. The so-called
Peak and Root Mean Square (RMS) norm of the residual signal are widely used for the
purpose of evaluation. Another evaluation operator which is mostly used for evaluation
is the weighted norm of the residual signal. These evaluation functions will be described
in details in Chapter 6. Note that in all of these evaluation strategies, the common thing
is to create a bound, the so-called threshold, regarding to all possible model uncertain-
ties, unknown inputs, and faults of no interest. Exceeding the threshold indicates a fault
and will release an alarm signal. Since this thesis considers only deterministic nonlinear
systems, the analysis is restricted to norm-based settings.
2.7 Summary
In this chapter, basic concepts of FD techniques were introduced. Definitions of basic
terminology used in FDI such as fault, failure, unknown inputs, fault diagnosis, fault
detection, fault isolation, and fault identification were presented. A detailed review of FD
techniques evolved over the last three decade was presented. The main features of each
technique were described by elaborating their merits and demerits. A particular attention
has been given to observer-based approaches. A detailed survey of these approaches in the
context of robustness issues has also been presented. Observer-based residual generation
techniques in nonlinear systems were also presented in detail. Commonly used observers
and their limitations were discussed. Finally, a brief description of the residual evaluation
and threshold setting techniques was presented.
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Nonlinear systems, unknown inputs, and
faults representation
The objective of this chapter is to introduce the basic concepts of modeling of
faults and disturbances in nonlinear systems. The state-space models of non-
linear systems are provided. The associated fault models including actuator,
sensor, and components faults are introduced. In addition, the disturbance and
uncertainty models are also presented. The transformation of nonlinear sys-
tems into their Lipschitz equivalent models is introduced. Moreover, different
classification of faults, for instance, with respect to the sources of faults, with
regards to the time-domain behavior, and with reference to process models, are
described. Finally, a realistic example of nonlinear three-tank system is pre-
sented in order to illustrate the underlying philosophy.
3.1 State-space representation of nonlinear systems
Depending on the process dynamics and modeling objectives, there exist a number of ways
to represent process behavior. Among them, the state-space representation is most widely
used. To this end, consider a nonlinear system governed by the following set of differential
equations
x˙(t) = g(x(t), u(t)), x(0) = ζ0 (3.1)
y(t) = h(x(t), u(t)) (3.2)
An input-affine version of the above system is
x˙(t) = f(x(t)) +G(x(t))u(t), x(0) = ζ0
y(t) = h(x(t)) +H(x(t))u(t) (3.3)
In order to get a discrete model of (3.3), Euler discretization is used. Note that exact
discretization of nonlinear systems is very hard to obtain or even sometimes impossible.
The so-called Euler discretization are used because it is very easy to derive and it preserves
the structure of the original nonlinear model. To this end, a discrete-time counter part of
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the process (3.3) can be obtained using the well-known Euler discretization as follows
x(k + 1) − x(k)
Ts
= f(x(k)) +G(x(k))u(k)
x(k + 1) = x(k) + Tsf(x(k)) + TsG(x(k))u(k)
= a(x(k)) +B(x(k))u(k)
y(k) = c(x(k)) +D(x(k))u(k)
or
x(k + 1) = a(x(k)) +B(x(k))u(k)
y(k) = c(x(k)) +D(x(k))u(k) (3.4)
where Ts is sampling time at which the discretization is performed, ζ0 denotes the initial
conditions, x(ë) > Rn represents the state vector, u(ë) > Rp is the input vector, and y(ë) >
Rm denotes the vector of measured outputs. Furthermore, a(x(k)) = x(k) + Tsf(x(k)) is
the system function, B(x(k)) = TsG(x(k)) represents the matrix function which couples
the inputs to the process, c(x(k)) = h(x(k)) is the system output function, and D(x(k)) =
H(x(k)) is the input distribution matrix function which couples the input to the output.
Moreover, the following assumptions are made throughout this thesis:
A1. The functions f(ë), G(ë), h(ë), H(ë), a(ë), c(ë), B(ë) and D(ë) are smooth in their
arguments and having appropriate dimensions.
A2. The origin xeq = 0 is assumed to be the equilibrium point.
A3. f(0) = 0, h(0) = 0 and a(0) = 0, c(0) = 0
A4. The system (3.3) (or the vector field f(ë)) and (3.4)(or the vector field a(ë)) is locally
asymptotically stable around x = 0
Remark 3.1.1. In the remainder of this thesis, the variable t in the function arguments
given in (3.3) is dropped for brevity. Furthermore, the time instant k in function arguments
given in (3.4) is modified as, for example, x(k) = xk.
3.1.1 Lipschitz equivalent model of nonlinear systems
A Lipschitz nonlinear system can be described as follows
x˙ = Ax +Bu + φ(x,u) (3.5)
where the nonlinear function φ(x,u) satisfies the following condition:
SSφ(x1, u) − φ(x2, u)SS B γSSx1 − x2SS ∀x1, x2 > D ⊂ Rn,∀u > Rp (3.6)
with γ is known as Lipschitz constant.
Lipschitz nonlinear systems cover a wide range of nonlinear systems. A nonlinear system
can be regarded as Lipschitz locally or globally, depending on the domain over which the
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Lipschitz condition (3.6) holds. A function φ  DxDu Ð Rn is said to be Lipschitz locally
on a domain (open and connected set) D ⊂ Rn if each point of D has a neighborhood D0
such that φ satisfies the Lipschitz conditions (3.6) for all points in D0 with some Lipschitz
constant γ0. A locally Lipschitz function on a domain D is not necessarily Lipschitz on D ,
since the Lipschitz condition may not hold uniformly for all points on D . However, a locally
Lipschitz function on a domain D is Lipschitz on every compact (closed and bounded)
subset of D . The function φ(x,u) is said to be globally Lipschitz if it is Lipschitz on Rn[98].
The systems involving the sinusoidal nonlinearities are classified as globally Lipschitz
nonlinear systems. Similarly, some nonlinearities, for instance polynomial nonlinearities,
are termed as locally Lipschitz for a bounded range of system operation.
As mentioned in [136, 137], any nonlinear system of the form x˙ = g(x,u) which is smooth
in its arguments and having the origin as an equilibrium point for the unforced system,
can be transformed into the form given in (3.5), provided the condition (3.6) together with
φ(0, u) = 0 ∀u > Rp (3.7)
are satisfied in a local region arround the origin. Pertew et al. [136] mentioned a method
which shows that how a nonlinear system can be transformed into its Lipschitz equivalent
model in a local region around the origin. This method is elaborated in the following lines.
Let us consider the linearization of (3.1) around the operating point (x, u) by using
Taylor series expansion
x˙ =
∂g
∂x
Sx=x,u=ux + ∂g
∂u
Sx=x,u=uu +HOT
setting ∂g
∂x
Sx=x,u=u = A and ∂g∂u Sx=x,u=u = B and ignoring the higher order terms (HOT),
then
x˙ = Ax +Bu (3.8)
is referred to as the linearized model of the process (3.1). Note that this is an approximate
model for the nonlinear process (3.1). Now taking the nonlinear model (3.1) and the
corresponding linearized model (3.8), then
x˙ = Ax +Bu + g(x(t), u(t)) −Ax −Bu
= Ax +Bu + φ(x,u) (3.9)
Note that the system (3.9) is the exact replica of the nonlinear system (3.1). The nonlinear
function φ(x,u) can be regarded as Lipschitz, at least locally. The only assumption needed
in this transformation is the linearization. If a system is linearizable at some operating
point, then it can be easily transformed into Lipschitz nonlinear system of the form (3.9)
for an operating region. Now the question arises that how to compute the Lipschitz
constant for a nonlinear function φ(x,u)? A Lipschitz constant can computed in number
of ways, for instance, see the reference [136–138]. In this thesis, the method proposed
in [136, 137] will be adopted; that is, the Lipschitz constant can be found by computing
maxSS∂φ
∂x
SS over the operating range. Since the Lipschitz nonlinear model (3.9) is the
exact representation of the nonlinear model (3.1), it can be used for the design of fault
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detection schemes for benchmark problems (Chapter 7) whose dynamics are represented
by a general nonlinear models (3.1).
In order to get a discrete model of (3.9), Euler discretization is used. To this end, the
following approximate discrete-time model for (3.9) is obtained
xk+1 = ATxk +BTuk + φT (xk, uk) (3.10)
where AT = I + TsA, BT = TsB and φT = Tsφ with Ts is the sampling time. It is worth
mentioning that while dealing with Lipschitz nonlinear system, the measurements are
assumed linear in this thesis. To this end, the following mathematical model will be used
for the analysis:
x˙ = Ax +Bu + φ(x,u)
y = Cx +Du (3.11)
for continuous-time, and
xk+1 = Axk +Buk + φ(xk, uk)
yk = Cxk +Duk (3.12)
for discrete-time case. Moreover, assume that the unforced systems (3.11) and (3.12) are
asymptotically stable in their equilibrium points, that is, x = 0 and xk = 0.
Remark 3.1.2. In the remainder of this chapter, the discrete-time model will be focused.
The continuous-time systems can be modeled in a similar way. To this end, the following
set of difference equations will be used for an input-affine discrete-time nonlinear systems
xk+1 = a(xk) +B(xk)uk
yk = c(xk) +D(xk)uk (3.13)
Similarly, a discrete-time Lipschitz nonlinear systems will be described as follows:
xk+1 = Axk +Buk + φ(xk, uk)
yk = Cxk +Duk (3.14)
3.2 Representation of disturbances and uncertainties
In practice, a technical system is always prone to environmental disturbances, measure-
ment and process noises as well as unexpected changes within the technical process itself.
All these factors are often modeled as unknown input vector, in particular, in the FDI
framework. These unknown inputs can be denoted by w > Rq. w will also be called as
disturbance vector. The same terminology is adopted throughout this work. The system
(3.13) can be extended as
xk+1 = a(xk) +B(xk)uk +Ew(xk)wk
yk = c(xk) +D(xk)uk + Fw(xk)wk (3.15)
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and for Lipschitz nonlinear systems (3.14) as
xk+1 = Axk + φ(xk, uk) +Buk +Ewwk
yk = Cxk +Duk + Fwwk (3.16)
where Ew and Fw are the disturbance distribution matrices of compatible dimensions. It
is worth noting that modeling of a system is very involved task and further, it is very hard
to model a system perfectly. A few reasons are: the unknown changes within the process,
external environment, multiple coupling between different process components etc. The
difference between the nominal model and the reality always exist, which is represented
by model uncertainty. There exist a number of ways to represent model uncertainty in the
process models. It can be norm-bounded or polytopic type of uncertainties, structured
or unstructured. The interested reader is referred to [1] for the detailed description of
uncertainty representation in FDI framework. For this analysis and synthesis, the norm-
bounded uncertainty will be used in this thesis. To this end, the system (3.15) is given as
follows
xk+1 = a(xk) +B(xk)uk +Ew(xk)wk + η1(xk, uk, k)
yk = c(xk) +D(xk)uk + Fw(xk)wk + η2(xk, uk, k) (3.17)
and the Lipschitz nonlinear model (3.16) is represented as
xk+1 = Axk + φ(xk, uk) +Buk +Ewwk + η1(xk, uk,wk, k)
yk = Cxk +Duk + Fwwk + η2(xk, uk,wk, k) (3.18)
where η1 and η2 represents the model uncertainties. For the process (3.18), the uncertain-
ties η1 and η2 are represented as
η1(xk, uk,wk, k) =∆Axk +∆Buk +∆Ewwk
η2(xk, uk,wk, k) =∆Cxk +∆Duk +∆Fwwk
The resultant system model can be expressed as
xk+1 = A¯xk + φ(xk, uk) + B¯uk + E¯wwk
yk = C¯xk + D¯uk + F¯wwk (3.19)
with
A¯ = A+∆A, B¯ = B +∆B, C¯ = C +∆C, D¯ =D +∆D, E¯w = Ew +∆Ew and F¯w = Fw +∆Fw.
where
 ∆A ∆B ∆Ew
∆C ∆D ∆Fw
	 =  E
F
	∆(k)  G H J 
with E,F , G, H and J are known matrices having appropriate dimension and ∆(k) is
bounded in the sense
∆T (k)∆(k) B I (3.20)
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3.3 Representation of faults in nonlinear systems
A fault is regarded as an unacceptable (un-permitted) deviation of at least one charac-
teristic property or parameter of the process from its acceptable standard and healthy
operation. Faults may arise in sensors, actuators, or in the process components. There
exist a number of ways to model faults. The following model is adopted in this thesis:
xk+1 = a(xk) +∆a(xk, fk) +B(xk)uk +Ew(xk)wk + η1(xk, uk, k) +Ef(xk)fa
yk = c(xk) +∆c(xk, fk) +D(xk)uk + Fw(xk)wk + η2(xk, uk, k) + Ff(xk)fs (3.21)
for input-affine nonlinear systems, and
xk+1 = (A¯ +∆AF )xk + φ(xk, uk) + B¯uk + E¯wwk +Effk
yk = (C¯ +∆CF )xk + D¯uk + F¯wwk + Fffk (3.22)
for Lipschitz nonlinear systems. Where ∆a(xk, fk),∆c(xk, fk), ∆AF , ∆CF , Ef(ë), Ff(ë),
Ef and Ff indicate the place where a fault occurs and its influence on the system compo-
nents. It is worth noting that both faults and unknown inputs are introduced as exogenous
inputs acting on the system (3.21) and (3.22). Thus, from the system theoretic view point,
there is no difference between faults and unknown inputs. The difference between the two
is rather subjective; that is, fault belongs to set of those external inputs which is required
to be detected while unknown inputs are those inputs whose effects are compensated and
tolerated. The unknown inputs are present from the beginning of the process operation
and their influence on the system is distributed throughout the process operation while
fault does not necessarily to be present in the beginning. Further, the following assump-
tions on fault and unknown inputs will be made throughout this thesis:
(i) Both faults and unknown inputs are assumed to be deterministic time functions
(ii) Both fault and unknown inputs are L2−norm bounded.
In the following, different sources of the faults and their types are described.
3.3.1 Types of faults
Faults can be classified in a number of ways, for instance, based on the sources of faults,
the time domain behavior, or with regards to the process models. The following lines
describes these categories in a bit detail:
Types of faults based on their sources
Faults in the process arises due actuator abnormalities, sensor malfunctioning, or abnor-
malities in the process components. Based on these sources, faults can mainly be divided
into the following three categories [1]:
• actuator fault (fa): These can be regarded as abnormal changes in the actuator. In
many technical systems, the output of a control system can not be directly applied to
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a process. Actuators transform the control signal to a signal suitable for a particular
system, for example, torque, force, etc. Faults in the actuators affect not only the
system performance but sometimes may lead to a complete system breakdown [139].
These faults, in general, include stuck-open, stuck-close, and abnormal leakage in
control valve, faults in pumps [139, 140]. Figure 3.1 shows the graphical depiction
of some types of actuator faults.
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Figure 3.1: Graphical depiction of common types of actuator faults. Dotted lines show the
desired value of actuator and the solid lines show actual value. (a)Lock-in-place (b) Float (c)
Hard-over (d) Loss of effectiveness [139, 140] (e) scaling fault
• sensor fault (fs): These are the abnormal changes occurred in the process measure-
ment due to the sensor malfunctioning. Sensors are basically the output interface of
a system to the external world, and convey information about a system’s behavior
and its internal states. Therefore sensor faults may cause substantial performance
degradation of a system. These faults may cause severe effect, especially when the
sensor measurements are used for control purposes. In which case, sensor fault some-
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times cause complete system breakdown, when not handled at very early stage[13].
Typical sensor faults include: bias, drift, performance degradation (or loss of ac-
curacy), sensor freezing and calibration error (or scaling) [1, 139, 140]. Figure 3.2
shows the graphical representation of various kinds of sensor faults.
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Figure 3.2: Graphical view of different sensor faults; Dotted line shows the measured value
and the solid line shows the actual value (a) Bias (b) Drift (c) Loss of accuracy (d) Calibration
error [139] (e) Scaling (f) sensor freezing
• process fault: These faults describes the malfunctions with in the process itself.
It can also be regarded as component fault which shows the fault in the process
component. Wear and tear, aging of a components are the main causes of these
faults. Some example include leakage in tanks in a chemical process; body damage
faults in aerial vehicles (damage of control surfaces); breaks and/or cracks in the
gearbox in vehicles; friction faults due to lubricant deterioration; bearing faults in
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rotational equipments [139].
Types of faults based on their time-domain behavior
Faults can also be described based on the time domain interpretation. A fault which arises
suddenly like a step-up or step-down functions is regarded as abrupt fault. Similarly, a
fault which develops slowly with time is called incipient fault. In practice, both the
constant slope and variable slope incipient faults can be observed. Further, fault which
appears at discrete interval is known as intermittent fault. Figure 3.3 shows the pictorial
representation of such faults. It is wroth noting that abrupt faults and intermittent faults
have a severe effect on the component of process, but luckily, these can be easily detected.
On the other hand, incipient fault doest not affect the system instantly and due to the
slowly growing nature, it can not be detected quickly, but in a long process operation,
these has also severe effect.
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Figure 3.3: Graphical view of faults based on their time-domain representation; (a) Abrupt
fault (b) Incipient fault of constant as well as variable slop (c) Intermittent fault
Types of faults with regards to the process models
With regards to process models, faults can be described as additive fault or multiplicative
faults. Faults shown in the system model (3.22), which influence the process through Ef
and Ff are termed as additive faults. The faults shown by Ef(xk), Ff(xk), ∆a(xk, fk),
∆c(xk, fk), ∆AF and ∆CF in the system models (3.21) and (3.22) are called multiplicative
faults. Generally speaking, additive faults do not affect the system stability, irrespective
of if the feedback control loop is integrated into the system under observation [1], however,
it is not the case for nonlinear systems represented by (3.21). In this model, the faults
fa and fs seem to appear in additive way, however due to the coupling with the system
states, it will affect the system stability. On the other hand, Ef does not depend on the
system states in the system model (3.22),, and therefore, fault (fa) will not affect the
stability of the system. The multiplicative faults cause changes in the model parameters,
independent of if a sensor fault, actuator fault, or components fault, and generally modeled
as parameter changes. Since multiplicative faults directly influence the parameters of the
system, it affects the system stability. Note that as mentioned in [1], the multiplicative
faults can be modeled as additive faults.
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For the purpose of designing fault detection scheme for nonlinear systems, the following
system models will be used in the subsequent chapters
xk+1 = a(xk) +B(xk)uk +Ew(xk)wk + η1(xk, uk, k) +Ef(xk)fk
yk = c(xk) +D(xk)uk + Fw(xk)wk + η2(xk, uk, k) + Ff(xk)fk (3.23)
for input affine discrete-time nonlinear systems, and
xk+1 = A¯xk + φ(xk, uk) + B¯uk + E¯wwk +Effk
yk = C¯xk + D¯uk + F¯wwk + Fffk (3.24)
for Lipschitz nonlinear systems.
3.4 An example: A nonlinear three-tank system subject
to faults and disturbances
A three-tank system, as shown in Figure 3.4, is utilized to illustrate the discussion carried
out in this chapter. Since all types of faults can possibly be observed in this system and
furthermore, the disturbances are also available, it is a nice candidate for elaborating
the theory developed in this chapter. This example will also serve for demonstrating
subsequently developed methods for residual generation and threshold computation.
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Figure 3.4: Three-tank system (DTS 200)
The three-tank system consists of three cylindrical tanks T1, T2, and T3 each of cross
sectional area Ac. These tanks are connected to each other through cylindrical pipes of
cross sectional area sn. There is a valve in tank T2 for the water outflow. The outflow
water goes to the reservoir. The water from the reservoir can be pumped into T1 and
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T2 with the the help of two pumps P1 and P2 having mass flow-rate Q1(t) and Q2(t)
respectively. The water level in a tank Ti is represented by hi(t) which can be measured
by piezoresistive pressure meter. The maximum water level in any tank can be denoted
by Hmax. For our purpose, the following nonlinear model is used which has been derived
using the incoming and outgoing mass flows under consideration of Torricellies law [141]
Ach˙1 = Q1 −Q13
Ach˙2 = Q2 +Q32 −Q20
Ach˙3 = Q13 −Q32 (3.25)
where
Q13 = a1s13sgn(h1 − h3)»2gSh1 − h3S
Q32 = a3s23sgn(h3 − h2)»2gSh3 − h2S
Q20 = a2s0
»
2gh2
and sgn is known as signum functions which is defined as
sgn(x) = ¢¨¨¨¦¨¨¨¤
−1 if x < 0
0 if x = 0
1 if x A 0
The incoming mass flows Q1(t), Q2(t) are considered as process input and the water levels
h1(t) and h2(t) in Tanks 1 and 2 are the process output. The three circular tanks have the
same cross section Ac and are interconnected via circular pipes with cross sections s13, s23.
The outlet pipe is also circular with cross section s0. a1,a2, and a3 are scaling constants
and g is the gravity constant. All the technical data for DTS200 is given in appendix C.1.
Defining  xT1 xT2 xT3 T =  hT1 hT2 hT3 T and  uT1 uT2 T =  QT1 (t) QT2 (t) T ,
then (3.25) can be represented as
x˙ = f(x) +G(x)u
y = h(x) (3.26)
where
f(x) = 1
Ac
<@@@@@@>
−a1s13sgn(x1 − x3)»2gSx1 − x3S
a3s23sgn(x3 − x2)»2gSx3 − x2S − a2s0º2gx2
a1s13sgn(x1 − x3)»2gSx1 − x3S − a3s23sgn(x3 − x2)»2gSx3 − x2S
=AAAAAA?
,
G(x) = 1
Ac
<@@@@@>
1 0
0 1
0 0
=AAAAA? and h(x) = 
x1
x2
	 = Cx
A discrete-time version of the above model is described by the following difference equa-
tions
xk+1 = a(xk) +Buk
yk = Cxk (3.27)
where a(xk) = xk + Tf(xk), B = TG, and C = I2.
32
3.5 Summary
3.4.1 Description of faults and disturbances
In three-tank system, both additive and multiplicative faults can be realized. The additive
faults include the faults in the pumps and faults in the sensors measuring the water levels
in different tanks. The multiplicative faults are leaks in a particular tank to the reservoir
and leakage between the tanks. These leakage faults are regarded as component faults or
process fault. Since multiplicative faults can be modeled as additive faults, the leakage
faults in three-tanks system will be treated as additive faults in this thesis. A more detail
about these faults, for instance, how they arises and what are their effects, will be described
in Chapter 7.
The source of disturbances in DTS200 is the water bubbles due to the fall of water
from the each pump and measurement noises in sensors measuring the water level. These
disturbances are modeled as output disturbances. The faults and disturbances described
above may be incorporated in the state-space realization of three-tank system (3.27) as
follows:
xk+1 = a(xk) +Buk +Effk
yk = Cxk + Fwwk + Fffk (3.28)
Ef = [032 B I32] > R36, Ff = [I2 024] > R26;Fw = I2;
fk = [f1 f2 f3 f4 f5 f6]T ,wk = [w1 w2]T
3.5 Summary
In this chapter, the state-space models of nonlinear systems and their transformation
to Lipschitz equivalent models were introduced. It was also illustrated that how faults,
unknown inputs, and model uncertainties can be incorporated into input-affine nonlinear
systems and in Lipschitz nonlinear systems. A framework for discrete-time Lipschitz
nonlinear systems and input affine nonlinear systems was developed while a road-map for
continuous-time nonlinear system was also provided. A classification of faults based on
their source, time-domain behavior, and with regards to process models was introduced.
The effects of various types of faults on system performance has also bee discussed. Finally,
the concepts of faults and disturbance modeling in nonlinear systems was illustrated with
the help of a realistic example; that is, nonlinear three-tank system subject to faults and
disturbances.
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Optimal residual generation: H−, Hª,
and H−~Hª− optimization
The objective of this chapter is to design fault detection filter (FDF) for input-
affine discrete-time nonlinear systems using H−−index, Hª−norm, and mixed
H−~Hª− optimization. In order to facilitate the study on optimal fault de-
tection of nonlinear systems, the time domain definitions of H−−index is pro-
posed and that of Hª−norm is obtained from the literature on robust control
theory of nonlinear systems. Based on the above optimization indices, three
problems are formulated. These include: H−−FDF which is used to design an
FDF in order to acquire maximum possible sensitivity of the residual to the
best-case fault in the system, Hª−FDF which results into an FDF attaining
robustness of the residual against the unknown inputs to a pre-defined level,
and the mixed H−~Hª−FDF which simultaneously provide robustness against
unknown inputs and sensitivity to the best-case fault. Using the theory of dif-
ferential games and dissipation inequalities, sufficient conditions are provided
in the form of Hamilton-Jacobi-inequalities. All of these problems are studied,
both in finite- and infinite-horizon. It is also shown that the generalized results
obtained can be used to study the problem of fault detection for discrete-time
linear systems both in finite-horizon as well as over infinite-horizon. Finally,
a design example is introduced which illustrates the theory proposed in this
chapter.
A residual generator is considered to be a central part in any fault detection scheme.
Among all the model-based FD techniques, an observer-based fault detection is one of the
most common way of generating residuals. As shown in Figure 4.1, the residual signal
is not only affected by faults but also by unknown inputs which include disturbances,
measurement noises, and model uncertainties.
It is a widely accepted fact that a fault detection filter (FDF) should be designed in
the framework of improving robustness against unknown inputs and sensitivity to faults.
To measure robustness against the unknown inputs, Hª norm is extensively used. The
Hª norm measures the effect of those unknown inputs which have maximum influence
on the residual signal. The disturbance which has maximum effect on the residual signal,
is regarded as worst-case disturbance1. For LTI systems, it is interpreted by the largest
1Since the unknown inputs are modeled as exogenous disturbances in Chapter 3, the term disturbances
and unknown inputs will be alternatively used in this study to represent the same meaning.
34
 
	
		



		
	


	





	









	






	
Figure 4.1: Schematic description of optimal residual generation scheme
singular value of the transfer function of the unknown inputs to the residual. Likewise,
the sensitivity to faults is measured by the so-called H−−index. It is the measure of the
minimum influence of the fault on the residual signal. In the present thesis, this fault
is named as the best-case fault. The reason for calling it as a best-case fault is rather
subjective. Since the influence of such a fault is minimal on the residual signal, it is likely
to have minimum effect on the system as well. Due to this reason, this fault has the best
effect on the process among all the possible faults. It is, hence, named as the best-case
fault in this dissertation. From the FD system design view point, the best-case fault is
of particular interest. The intuitive objective of an FD system is to enhance the effect of
such fault on the residual signal so that the detection of the remaining faults become easy.
For LTI system, the H−−index is interpreted by the smallest singular value of the fault to
the residual transfer function.
There has been extensive research to address the problem of FDF design using Hª− and
H−~Hª, in the context of LTI systems. In particular, the optimal design using H−~Hª
optimization, initiated in [63] and [64], has received a considerable attention in the recent
years, for instance, see [1, 56, 59, 61, 66, 142] and the references therein. Different from
LTI systems, most of the research has been focused on designing robust FDF for nonlinear
systems, see for instance [58, 113, 131, 133, 143, 144] to list a few. To our knowledge, the
problem of designing FDF for nonlinear systems using H−−index and H−~Hª has not
been studied. Further, the use of these approaches and even in the context of Hª− norm
based FDF (besides a very limited contributions in the literature) has not been employed
for discrete-time nonlinear systems.
In this chapter, the problem of designing FDF using H−−, Hª−, and H−~Hª opti-
mization is studied. Based on these optimization indices, three problems are formulated
which include; H−−FDF, Hª− FDF, and the mixed H−~Hª− FDF. The H−−index based
FDF, addressed in Section 4.2.1 and 4.3.1, aims to enhance sensitivity of the FD system
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to the best-case fault, while robustness against unknown inputs is not the primary objec-
tive. The Hª−norm based FDF, presented in Section 4.2.2 and 4.3.2, admits robustness
against the worst-case unknown inputs to the desired level while sensitivity to fault is not
the main concern of this scheme. In the mixed H−~Hª FDF, presented in Section 4.2.3
and 4.3.3, the objective is to design an FDF which improves robustness against unknown
inputs in the sense of Hª and sensitivity to faults in the sense of H−.
The theory of differential games and dissipation inequalities has been exploited to derive
solutions for these problems. Sufficient conditions for the solvability of these problems are
derived in the form of Hamilton-Jacobi inequalities together with some side conditions.
Note that the optimization indices, H−−index and Hª−norm are initially defined in fre-
quency domain in literature. It is worth noting that the frequency domain analysis can
not be extended to nonlinear systems. Another important issue in a typical FD system,
is the operation over finite-time (finite-horizon). It is also very difficult to carry out the
frequency domain analysis over finite-horizon. Therefore, in order to facilitate the analysis
and synthesis of nonlinear FDF design using these optimization indices, the time domain
definition of H−−index and Hª−norm have been provided in Section 4.1. This has, in
turn, eased the study of FDF design for nonlinear systems.
4.1 Problem formulation
Consider an input-affine discrete-time nonlinear system governed by the following equa-
tions
ΣP 
¢¨¨¦¨¨¤
xk+1 = a(xk) +B(xk)uk +Ew(xk)wk +Ef(xk)fk
yk = c(xx) + Fw(xk)wk + Ff(xk)fk (4.1)
where xk > Rn is the state vector, uk > U ⊂ Rp is the vector of admissible inputs, yk > Rm
is the vector of measured outputs, wk > Rq is the vector of unknown inputs which includes
disturbances and measurement noises, fk > Rℓ is the fault vector which can be sensor,
actuator, or component faults. The following assumptions will be used frequently in the
remainder of this chapter:
A1. A,B,C,Ef ,Ew,Ff , and Fw are smooth functions in x.
A2. wk and fk are L2−norm bounded.
A3. The nonlinear process (4.1) under fault-free operation is finite gain L2− stable.
For the purpose of fault detection, the following form of a nonlinear fault detection filter
(FDF) is employed
ΣF 
¢¨¨¦¨¨¤
xˆk+1 = a(xˆk) +B(xˆk)uk +L(ë)rk
rk = yk − c(xˆk) (4.2)
where xˆk > Rn is the estimated state vector, L(ë) > Rnm is the filter (observer) gain matrix
which is smooth and has to be determined and rk > Rm is the vector of residuals. Note
that the argument of the filter gain is not specified intentionally, as it will be determined
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later. Defining the observation error as ek = xk − xˆk, the filter error dynamics can then be
represented as follows
ek+1 = a(xk, ek, L) +B(xk, ek, L)uk +Ew(xk, L)wk +Ef(xk, L)fk
rk = c(xk, ek) + Fw(xk)wk + Ff(xk)fk (4.3)
where
a(xk, ek, L) = a(xk) − a(xk − ek) −L(ë)c(xk, ek), c(xk, ek) = c(xk) − c(xk − ek),
B(xk, ek, L) = B(xk) −B(xk − ek), Ew(xk, L) = Ew(xk) −L(ë)Fw(xk),
Ef(xk, L) = Ef(xk) −L(ë)Ff(xk),
Combining the system (4.1) and filter error system (4.3), the following augmented form
of the residual generator is obtained
ΣR 
¢¨¨¨¨
¦¨¨¨¨
¤
x0,k+1 = g0(x0,k,w0,k, f0,k)
= a0(x0,k) +E0,w0(x0,k)w0,k +E0,f0(x0,k)f0,k
r0,w0,f0,k = c0(x0,k) + F0,w0(x0,k)w0,k + F0,f0(x0,k)f0,k
(4.4)
where x0,k =  xTk eTk T , w0,k =  uTk wTk T , f0,k = fk,
a0(x0,k) =  a(xk)a(xk, ek, L) 	 ,E0,w0(x0,k) =  B(xk) Ew(xk)B(xk, ek, L) Ew(xk, L) 	 ,
E0,f0(x0,k) =  Ef(xk)Ef(xk, L) 	 , F0,f0(x0,k) = Ff(xk),
c0(x0,k) = c(xk, ek), F0,w0(x0,k) =  0 Fw(xk) 
Recall that the robustness against the worst-case disturbance is defined in terms of Hª
norm while sensitivity to best-case fault is interpreted in terms of H−−index. Note that
these indices are defined in frequency domain for LTI systems which can not be used while
studying the FD problem in nonlinear systems. Furthermore, looking from a practical view
point, it is more reasonable to study the system performance over a finite-horizon. In such
a situation, the frequency domain analysis can not be used. Therefore, the time-domain
definitions of these indices are provided. Due to which the problem of fault detection
in nonlinear systems using Hª, H−, and H−~Hª-optimizations, can be easily handled.
The definitions are provided based on the residual generator (4.4), however, it can be
generalized to any nonlinear system.
Definition 4.1.1. Given the discrete-time nonlinear system ΣR (4.4), the H−−index is
defined as
SSΣR SS− = inf
f0,kx0
SSr0,f0,kSS2SSf0,kSS2
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For finite-horizon, that is, [0,K], it is defined as
SSΣR SS−,[0,K] = inf
f0,kx0
SSr0,f0,kSS2,[0,K]SSf0,kSS2,[0,K]
Moreover, the H−−index is said to be larger than some positive number β over finite-
horizon, if the following condition holds
KQ
k=0
SSr0,f0,kSS2 C β2 KQ
k=0
SSf0,kSS2 ∀f0,k x 0 (4.5)
where r0,f0,k is the residual affected by faults only, while the disturbances are assumed to
be zero.
Definition 4.1.2. Given the discrete-time nonlinear system ΣR (4.4), the Hª norm is
defined as
SSΣR SSª = sup
w0,kx0
SSr0,w0,kSS2SSw0,kSS2
For finite-horizon case, that is, [0,K], it is defined as
SSΣR SSª,[0,K] = sup
w0,kx0
SSr0,w0,kSS2,[0,K]SSw0,kSS2,[0,K]
Further, the Hª norm for a given scalar α A 0 over finite-horizon is defined as
KQ
k=0
SSr0,w0,kSS2 B α2 KQ
k=0
SSw0,kSS2 ∀w0,k x 0 (4.6)
where r0,w0,k is the residual signal affected by disturbances under fault-free condition.
In the following lines, the optimization problems; i.e., H−−FDF, Hª−FDF, and mixed
H−~Hª−FDF, are formulated:
Problem 4.1.1. H−− FDF [(sub-) optimal] design
Given the input-affine discrete-time nonlinear system (4.1), the FDF (4.2), a scalar β A 0,
find the filter gain L(ë) such that the H−− gain of the residual generator ΣR (4.4) is greater
than or equal to β; that is, the condition (4.5) holds.
Problem 4.1.2. Hª− FDF [(sub-) optimal] design
Given the input-affine discrete-time nonlinear system (4.1), the FDF (4.2), a scalar α A 0,
find the filter gain L(ë) such that the Hª− norm of the residual generator ΣR (4.4) is less
than or equal to α; that is, the condition (4.6) holds.
Problem 4.1.3. H−~Hª− FDF [(sub-) optimal] design
Given the input-affine discrete-time nonlinear system (4.1), the FDF (4.2), and two scalars
α A 0 and β A 0, find the filter gain L(ë) such that the following constraints are simultane-
ously satisfied,
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(i) the Hª− norm of the residual generator ΣR (4.4) is less than or equal to α, that is,
KQ
k=0
SSr0,w0,kSS2 B α2 KQ
k=0
SSw0,kSS2 (4.7)
(ii) the H−− gain of the residual generator ΣR (4.4) is greater than or equal to β, that
is,
KQ
k=0
SSr0,f0,kSS2 C β2 KQ
k=0
SSf0,kSS2 (4.8)
the FDF (4.2) simultaneously satisfying the above constraints is regarded as mixed H−~Hª
FDF and is said to be (sub-) optimal in the sense of H−~Hª.
Remark 4.1.1. The above problems are the finite-horizon problems. It become infinite-
horizon problems if K  ª.
4.2 Solution to optimal FDF for finite-horizon
In this section, the problem of optimal FDF design for discrete-time nonlinear systems
over finite-horizon is studied. First, sufficient conditions for the solvability of H−−FDF
are given. Then, a solution to the problem of Hª− FDF is presented. Both of the above
problems are formulated in the framework of zero-sum differential games. Note that the
theory of differential games is advantageous in the sense that extreme values can be handled
very easily. The interested reader is referred to [145, 146] for acquiring knowledge about
differential games and their different formulations in control and filtering problems. Next,
sufficient conditions for the solvability of H−~Hª−FDF are given. Finally, the proposed
approach is shown to be useful to study optimal FD problem for LTI systems.
4.2.1 FDF design based on H−−index (HminNLFDF)
Consider the the sensitivity constraints defined in (4.5). In view of game theory, a game is
described by the residual generator (4.4) with the following finite-horizon cost functional
J1(L(ë), f0,k) = KQ
k=0
SSr0,f0,kSS2 − β2SSf0,kSS2 (4.9)
Note that (4.5) holds if J1 C 0. This may be viewed as a two-player zero-sum differential
game. A filter gain L(ë) desires to maximize J1 while fault wishes to minimize it. In other
words, the objective is to design a filter which maximizes the minimal effect of fault on
the residual signal. An equilibrium point solution for the game (4.9) and (4.4) is said to
be existing if it is possible to find a pair (Lxˆk,k, f0,k) such that
J1(L(ë), f0,k) B J1(L(ë), f0,k) B J1(L(ë), f0,k) ∀L(ë) > Rnm, f0,k > Rℓ (4.10)
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In order to arrive at a solution to this problem, sufficient conditions are given in the form
of discrete-time Hamilton-Jacobi-Isaacs equation (HJIE) as
Yk(x0,k) = sup
Lxˆk,k>R
nm
inf
f0,k>Rq
Yk+1(x0,k+1) + 1
2
(SSr0,f0,kSS2 − β2SSf0,kSS2) 
Yk(x0,k) = 1
2
(SSr0,f
0
,kSS2 − β2SSf0,kSS22) + Yk+1(g0(x0,k, f0,k)) (4.11)
where a function Yk(ë)  [0,N] Rn is the solution of the above discrete-time HJIE. The
following lemma gives a solution for the desired filter.
Lemma 4.2.1. Consider the input-affine discrete-time nonlinear system (4.1), the FDF
(4.2), and the residual generator (4.4). Assume, there exists a negative definite function
Yk(ë)2, a smooth function L(ë) and a scalar β A 0 satisfying the following discrete-time
Hamilton-Jacobi-Isaac’s equation (HJIE)
H1(x0,k, f0,k, L(ë), Y ) = Yk+1(g0(x0,k, f0,k)) − Yk(x0,k) + 12(SSr0,f0 ,kSS2 − β2SSf0,kSS2) = 0
(4.12)
together with the following side conditions
f0 = − F T0,f0F0,f0 − β2I−1 ET0,f0 ∂Y∂η (η)Vη=g0(x0,k,f0,k) + F T0,f0C0 ¡ (4.13)
ET0,f0
∂2Y
∂η2
(η)V
η=g0(x0,k,f0,k)
E0,f0 + F T0,f0F0,f0 − β2I V
x0=0;f0=0
A 0 (4.14)
L(ë) = argmax
L
H1(x0,k, f0,k, L(ë), Y ) (4.15)
∂2H1
∂L2
(x0,k, f0,k, L(ë), Y )V
x0,k=0
< 0 (4.16)
then
(i) there exists a unique equilibrium solution (f0 , L(ë)) for the game (4.9) and (4.4)
(ii) the FDF with filter gain L(ë) that satisfies (4.15), solves the sensitivity problem (4.5).
Proof. Define a Hamiltonian function
H1(x0,k, f0,k, L(ë), Y ) = Yk+1(g0(x0,k, f0,k)) − Yk(x0,k) + 1
2
(SSr0,f0,kSS2 − β2SSf0,kSS2) (4.17)
2Yk(ë) = Y (ë, k)
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then using some straightforward calculations, necessary conditions for optimality3 are
given as
∂H1
∂f0
V
f0=f0
=
∂Y
∂η
V
η=g0(x0,f0)
E0,f0 +CT0 F0,f0 + f0 T F T0,f0F0,f0 − β2I = 0 (4.18)
f0 = − F T0,f0F0,f0 − β2I−1
¢¨¨¦¨¨¤E
T
0,f0
∂Y T (η)
∂η
W
η=g0(x0,f0 )
+ F T0,f0C0
£¨¨§¨¨¥ = λ(x0, f

0 ) (4.19)
Further,
∂2H1
∂f 20
= ET0,f0
∂Y
∂η
V
η=g0(x0,f0 )
E0,f0 + F T0,f0F0,f0 − β2I
is nonsingular at (x0, f0) = (0,0). It is worth noting that f0 is an implicit function. By
implicit function theorem A.1, there exists an open neighborhood N ⊂ Rn of x0 = 0 and
an open neighborhood L ⊂ Rℓ of f0 = 0 and a unique mapping λ N   L such that (4.18)
has a unique solution f0,k = λ(x0,k). Now using Taylor series, expanding the Hamiltonian
function H1 around f0 = λ(x0)
H1(ë, f0, L(ë), ë) = H1(ë, f0 , L(ë), ë) + 12(f0 − f0 )T ∂
2H1
∂f 20
(f0 − f0 ) +O(SSf0 − f0 SS3) (4.20)
Considering the condition (4.14), equation (4.20) implies that
H1(., f0, L(ë), .) C H1(., f0 , L(ë), .) (4.21)
Similarly, expandingH1(ë, f0 , L(ë), ë) around L(ë), assuming condition (4.15) to hold, then
H1(ë, f0 , L(ë), ë) = H1(ë, f0 , L(ë), ë) + 12Tr In a (L(ë) −L(ë))T  ∂
2H1
∂L2

[Im a (L(ë) −L(ë))T ]   +O(SSL(ë) −L(ë)SS3)
using the condition (4.16), it can be seen that
H1(f0 , L(ë)) C H1(f0 , L(ë)) (4.22)
Condition (4.21) and (4.22) together implies that
H1(f0 , L(ë)) B H1(f0 , L(ë)) B H1(f0, L(ë)) (4.23)
which shows that (f0 , L(ë)) is the equilibrium solution for the game (4.9) and (4.4).
Substituting (f0 , L(ë)) in (4.17), discrete-time HJIE (4.12) is obtained. Thus, the FDF
(4.2) with filter gain L(ë) solves the sensitivity problem (4.5).
This completes the proof.
3The arguments in functions are dropped for notational simplicity, for instance, E0,f = E0,f(x0,k). In
the remainder of this thesis, this convention will be followed wherever it does not cause ambiguity.
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4.2.2 FDF design based on Hª-norm (HinfNLFDF)
The robustness requirements of the residual generator (4.4) in terms of Hª- constraints
can be givens as
KQ
k=0
SSr0,w0,kSS2 B α2 KQ
k=0
SSw0,kSS2 (4.24)
which is a typical disturbance attenuation problem. For our purpose, consider the residual
generator (4.4) and a finite-horizon cost function given as
J2(Lxˆk,k,w0,k) = KQ
k=0
SSr0,w0,kSS2 − α2SSw0,kSS2 (4.25)
Note that the Hª- constraints (4.24) holds if the cost function (4.25) is made non-positive;
that is, J2(L(ë),w0,k) B 0. In game theoretic framework, the game is devised between the
two opposing players; that is, Lxˆk,k and w0,k. In which case player 1 (w0,k) wishes to
maximize J2 while player 2 (L(ë)) tries to minimize it. An equilibrium solution is said
to exist and admissible if it is possible to find a pair (L(ë),w0,k) such that
J2(L(ë),w0,k) B J2(L(ë),w0,k) B J2(L(ë),w0,k) ∀L(ë) > Rnm,w0,k > Rp+q
Sufficient conditions for the solvability of the above game are given in the form of the
following discrete-time HJIE
Vk(x0,k) = inf
L(ë)>Rnm
sup
w0,k>Rr
1
2
SSr0,w0,kSS2 − 12α2SSw0,kSS2 + Vk+1(x0,k+1)  
Vk(x0,k) = 1
2
(SSr0,w
0
,kSS2 − α2SSw0,kSS2) + Vk+1(g0(x0,k,w0,k)) (4.26)
where the function V (ë)  [0,N] Rn   R is the solution of (4.26) and is assumed to be
positive (semi-) definite function. It is to be noted that the discrete-time HJIE (4.26) is a
necessary and sufficient condition for the existence of (4.25) and hence for (4.24). To this
end, the next lemma is useful.
Lemma 4.2.2. Consider an input-affine nonlinear system of the form (4.1), FDF of the
form (4.2), and the residual generator dynamics (4.4). Assume, there exists a positive
(semi-) definite function Vk(ë), and smooth matrix function L(ë) > Rnm called filter gain
satisfying the following discrete-time HJIE
H2(x0,k,w0,k, L(ë), V ) = Vk+1(g0(x0,k,w0,k)) − Vk(x0,k) + 12(SSr0,w0 ,kSS2 − α2SSw0,kSS2) = 0
(4.27)
with
w0 = − F T0,w0F0,w0 − α2I−1 
¢¨¨¦¨¨¤E
T
0,w0
∂V
∂η
(η)V
η=g0(x0,k,w

0,k
)
+ F T0,w0C0
£¨¨§¨¨¥ (4.28)
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ET0,w0 ∂2V∂η2 (η)Vη=g0(x0,k,w0,k)E0,w0 +F T0,w0F0,w0 − α2I  Vx0,k=0;w0,k=0 < 0 (4.29)
L(ë) = argmin
L
H2(x0,k,w0,k, L(ë), V ) (4.30)
∂2H2
∂L2
(x0,k,w0,k, L(ë), V )V
x0,k=0
A 0 (4.31)
then
(i) there exist a unique equilibrium solution wk , L(ë) for the game (4.25) and (4.4);
(ii) the residual generator (4.4) has L2−gain less than or equal to α;
(iii) the FDF of the form (4.2) with filter gain L(ë) that satisfies (4.30) and (4.25), solves
the robustness problem with the attenuation level α.
Proof. (i) Define a Hamiltonian function as
H2(x0,k,w0,k, L(ë), V ) = V (g0(x0,k,w0,k)) − V (x0,k) + 1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2) (4.32)
using a simple calculations yield
∂H2
∂w0,k
=
∂V
∂η
(η)V
η=g0(x0,k,w0,k)
E0,w0 +CT0 F0,w0 +wT0,kF T0,w0F0,w0 − α2wT0,k = 0
the worst-case value of the disturbance is
w0,k = − F T0,w0F0,w0 − α2I−1 
¢¨¨¦¨¨¤E
T
0,w0
∂V T
∂ηT
(η)W
η=g0(x0,k,w

0,k
)
+F T0,w0C0   = λ(x0,k,w0,k)
(4.33)
which shows that w0,k is an implicit function. Similarly
∂2H2
∂w2
= ET0,w0
∂V
∂η
V
η=g0(k,x0,k,w0,k)
E0,w0 + F T0,w0F0,w0 − α2I
is nonsingular at (x0,w0) = (0,0), which, further, shows that w0,k defined in (4.28), is
the worst-case disturbance. By the implicit function theorem A.1, there exists an open
neighborhood N ⊂ Rn of x0 = 0, an open neighborhood of Q ⊂ Rq of w0,k = 0 and a unique
mapping λ N  Q such that (4.33) has a unique solution wk = λ(x0,k). Now expandingH2(x0,k,w0,k) around w0,k using Taylor expansion
H2(x0,k,w0,k, L(ë), V ) = H2(x0,k,w0,k, L(ë), V )
+1
2
(w0,k −w0,k)T ∂2H2∂w2 (w0,k −w0,k) +O(SSw0,k −w0,kSS3)
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Considering w0,k as in (4.33) and the condition (4.29), H2(xk,w0,k, L(ë), V ) constitutes a
local maximum in w0,k. Now considering equation (4.32), after w

0,k,
H2(x0,k,wk , L(ë), V ) = V (g0(x0,k,wk) − V (x0,k) + 12(SSr0,w0 ,kSS2 − α2SSwk SS2)
Let
L(ë) = argmin
L
H2(x0,k,w0,k, L(ë), V ) (4.34)
considering the condition (4.31) to hold, then expanding H2(x0,k,w0,k, L(ë)) about L(ë)
using Taylor series approximation as
H2(ë,w0,k, L(ë), ë) = H2(ë,w0,k, L(ë), ë) +
1
2
Tr  In a (L(ë) −L(ë))T   ∂2H2
∂L2
[Im a (L(ë) −L(ë))T ]   +O(SSL(ë) −L(ë)SS3)
Thus taking L(ë) as in (4.30) and if the condition (4.31) holds then H2(ë,w0,k, L(ë), ë) is
minimized and the equilibrium condition
H2(w0,k, L(ë)) B H2(w0,k, L(ë)) B H2(w0,k, L(ë)) (4.35)
Hence it is proved that (L(ë),w0,k) constitutes the equilibrium condition for the game
(4.4) and (4.25). Also substituting (L(ë),w0,k) in (4.32), discrete time Hamiltonian Jacobi
equation (4.27) is obtained.
(ii) Consider the conditions (4.35)
H2(w0,k, L(ë)) B H2(w0,k, L(ë)) = 0
or
V (g0(x0,k,w0,k)) − V (x0,k) + 1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2) B 0
∆V (x0,k) + 1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2) B 0
Taking the summation from k = 0 to k =K, it implies that
KQ
k=0
∆V (x0,k) + 1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2)  B 0
V (x0,K+1,K + 1) − V (x0,0) + KQ
k=0
1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2)  B 0
For V (xK+1,K + 1) A 0, then
− V (x0,0) + KQ
k=0
1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2) 
KQ
k=0
SSr0,w0,kSS2 B α2 KQ
k=0
SSw0,kSS2 + 2V (x0,0)
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Assuming zero initial conditions, then V (x0,0) = 0 and taking the square roots of the above
equation ¿ÁÁÀ KQ
k=0
SSr0,w0,kSS2 B α
¿ÁÁÀ KQ
k=0
SSw0,kSS2
SSr0,w0,kSS2,K B αSSw0,kSS2,K
Hence, it is proved that the L2−gain of the residual generator (4.4) is less than or equal
to α. Finally, (iii) can be proven by combining (i) and (ii). This completes the proof.
Remark 4.2.1. It is worth noting that the condition (4.15) and (4.30) show that the
filter gain L(ë) may depend on the original states of the system which are generally not
available. These constraints make the filter impractical. However, for some kind of non-
linear systems, the filter gain can be obtained independent of the system states. Further,
it also makes sense to search for a sub-optimal solution in which case the filter gain is
independent of the states of the systems. To this end, the next remark is useful.
Remark 4.2.2. With out loss of generality, Lemma 4.2.1 and 4.2.2 remain true if the
HJIE (4.12) and (4.27) are replaced by
H1(x0,k, f0,k, L(ë), Y ) C 0 (4.36)H2(x0,k,w0,k, L(ë), V ) B 0 (4.37)
This helps us to obtain a sub-optimal solution for L(ë) which may be independent of the
system states. Let us consider the sensitivity problem as
KQ
k=0
SSr0,f0,kSS2 − β2 KQ
k=0
SSf0,kSS2 C 0 (4.38)
A sufficient condition for minimum sensitivity to hold is given in the form of the following
Hamilton-Jacobi inequality (HJI),
KQ
k=0
SSr0,f0,kSS2 − β2 KQ
k=0
SSf0,kSS2 + Yk(x0,k) C 0
KQ
k=0
SSr0,f0,kSS2 − β2SSf0,kSS2 +∆Yk(x0,k) C 0
SSr0,f0,kSS2 − β2SSf0,kSS2 + Yk+1(x0,k+1) − Yk(x0,k) C 0 (4.39)
where Yk(x0,k) is a negative definite function. Likewise, the robustness problem (4.24)
can be satisfied if there exists a positive (semi-) definite function Vk(x0,k) such that the
following HJI holds
KQ
k=0
SSr0,w0,kSS2 − α2 KQ
k=0
SSw0,kSS2 + Vk(x0,K) B 0
KQ
k=0
SSr0,w0,kSS2 − α2Sw0,kSS2 +∆Vk(x0,k) B 0
SSr0,w0,kSS2 − α2SSw0,kSS2 + Vk+1(x0,k+1) − Vk(x0,k) B 0 (4.40)
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Note that the HJIs (4.39) and (4.40) are similar to the HJIEs (4.12) and (4.27) except
the inequality sign.
To this end, the filter gain is fixed as L(ë) = L(xˆk, k) and the condition (4.15) and
(4.30) is omitted in Lemma 4.2.1 and 4.2.2, respectively. Consequently, any filter gain
Lxˆk,k = L(xˆk, k) that satisfies (4.39) and/or (4.40) for maximum possible value of sensitivity
level β and/or robustness level α is the desired filter gain.
4.2.3 FDF design based on the mixed H−~Hª− optimization
The problem addressed in Lemma 4.2.1 provides an FDF which has fault sensitivity level
greater than or equal to some given constant while it does not necessarily guarantee
the disturbance attenuation level to the desired value. On the other hand, the problem
addressed in Lemma 4.2.2 ensures a disturbance attenuation level to the pre-defined value
but it does not necessarily produce fault sensitivity to the intended value. Since the
two problems are different, the filter gain may also be most likely different. In the mixed
H−~Hª−FDF, the aim is to simultaneously attain robustness against unknown inputs and
sensitivity to faults to the desired levels. The following theorem gives sufficient conditions
for the solvability of H−~Hª−FDF.
Theorem 4.2.1. Consider the input-affine discrete-time nonlinear system (4.1), the FDF
(4.2), and the residual generator (4.4). Further, assume that there exists a pair of positive
and negative definite functions Vk(ë) and Yk(ë) respectively and a matrix function Lxˆk,k
satisfying the following coupled discrete-time Hamilton-Jacobi inequalities (HJIs)
Yk+1(g0(x0,k, f0,k)) − Yk(x0,k) + 12(SSr0,f0 ,kSS2 − β2SSf0,kSS2) C 0 (4.41)
Vk+1(g0(x0,k,w0,k)) − Vk(x0,k) + 12(SSr0,w0 ,kSS2 − α2SSw0,kSS2) B 0 (4.42)
with the side conditions
w0 = − F T0,w0F0,w0 − α2I−1
¢¨¨¦¨¨¤E
T
0,w0
∂V
∂η
(η)V
η=g0(x0,k,w

0,k
)
+ F T0,w0C0
£¨¨§¨¨¥ (4.43)
f0 = − F T0,f0F0,f0 − β2I−1 ET0,f0 ∂Y∂η (η)Vη=g0(x0,k,f0,k) + F T0,f0C0 ¡ (4.44)
ET0,w0 ∂2V∂η2 (η)Vη=g0(x0,k,w0,k)E0,w0 + F T0,w0F0,w0 − α2I  Wx0=0;w0=0 < 0 (4.45)
ET0,f0 ∂2Y∂η2 (η)Vη=g0(x0,k,f0,k)E0,f0 + F T0,f0F0,f0 − β2I  Wx0=0;f0=0 A 0 (4.46)
then the FDF of the form (4.2) with filter gain Lxˆk,k solves the problem of H−~Hª-FDF
for the given scalars α and β over the finite horizon.
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Proof. (Sketch) Choose two Hamiltonian functions as
H1 = Yk+1(g0(x0,k, f0,k)) − Yk(x0,k) + 1
2
(SSr0,f0,kSS2 − β2SSf0,kSS2) (4.47)
H2 = Vk+1(g0(x0,k,w0,k)) − Vk(x0,k) + 1
2
(SSr0,w0,kSS2 − α2SSw0,kSS2) (4.48)
and follow the similar procedure as the one adopted in the proof of Lemma 4.2.1 and 4.2.2
to complete the proof.
4.2.4 A discrete-time LTI case
It is worth noting that the results presented in Theorem 4.2.1 can be used to study
solvability of mixed H−~Hª-FDF for linear discrete-time systems over a finite-horizon. As
mentioned, the problems over finite-horizon result in time varying solutions independent
of whether the system under consideration is time varying or not. This fact is elaborated
with the help of linear discrete-time LTI system in the following lines. To this end, consider
a discrete-time LTI system
ΣP 
¢¨¨¦¨¨¤
xk+1 = Axk +Buk +Ewwk +Effk
yk = Cxk +Duk + Fwwk + Fffk (4.49)
and an FDF
ΣF 
¢¨¨¨¨
¦¨¨¨¨
¤
xˆk+1 = Axˆk +Buk +L(yk − yˆk)
rk = yk − yˆk = yk −Cxˆk −Duk
= C(xk − xˆk) + Fwwk + Fffk
(4.50)
The compact form of the residual generator is as
ΣR 
¢¨¨¦¨¨¤
x0,k+1 = A0x0,k +E0,wwk +E0,ffk
r0,k = C0x0,k + F0,wwk + F0,ffk (4.51)
where x0,k = (xk − xˆk), A0 = A − LC, E0,w = Ew − LFw, E0,f = Ef − LFf , C0 = C, F0,w = F ,
and F0,f = Ff . The above system is a linear version of the residual generator (4.4). Based
on Theorem 4.2.1, the following Corollary is presented.
Corollary 4.2.1. Given a discrete-time LTI system ΣP (4.49), an FDF ΣF (4.50) and
the residual generator ΣR (4.51). Assume, there exists a pair of symmetric positive and
negative (semi-) definite matrices P (k) and Q(k) and filter gain L that satisfy the following
coupled inequalities
AT0 Pk+1A0 − Pk +CT0 C0 − AT0 Pk+1E0,w +CT0 F0,w 
ET0,wPk+1E0,w + F T0,wF0,w − α2I−1 AT0 Pk+1E0,w +CT0 F0,wT B 0 (4.52)
AT0Qk+1A0 −Qk +CT0 C0 − AT0Qk+1E0,f +CT0 F0,f
ET0,fQk+1E0,f + F T0,fF0,f − β2I−1  AT0Qk+1E0,f +CT0 F0,fT C 0 (4.53)
Then, the FDF ΣF solves the mixed H−~Hª-FDF problem for discrete-time LTI systems
ΣP (4.49).
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Proof. Considering Vk(x0,k) = 12xT0,kPkx0,k, Pk = P Tk A 0, the discrete-time HJI (4.42) is
reduced to
xT0,k+1Pk+1x0,k+1 − xT0,kPkx0,k + SSC0x0,k + F0,wwk SS2 − α2SSwk SS2 B 0 (4.54)
The condition (4.43) implies
wk = − ET0,wPk+1E0,w + F T0,wF0,w − α2I−1  ET0,wPk+1A0 + F0,wC0x0,k (4.55)
and the condition (4.45) is reduced to
ET0,wPk+1E0,w + F T0,wF0,w − α2I < 0 (4.56)
Considering (4.56) and combining (4.55) and (4.54), the inequality (4.52) is obtained
which provides sufficient conditions for the robustness constraints (4.24) to hold over
finite-horizon. Similarly, considering Yk(x0,k) = 12xT0,kQkx0,k,Qk = QTk , the discrete-time
HJI (4.41) is reduced to
xT0,k+1Qk+1x0,k+1 − xT0,kQk+1x0,k − β2SSfk SS2 + SSC0x0,k + F0,ffk SS2 C 0 (4.57)
The condition (4.44) is reduced to
fk = − ET0,fQk+1E0,f + F T0,fF0,f − β2I−1  ET0,fQk+1A0 + F0,fC0x0,k (4.58)
and the condition (4.46) is reduced to
ET0,fQk+1E0,f + F T0,fF0,f − β2I A 0 (4.59)
Considering (4.59), and combining the (4.58) and (4.57), the inequality (4.53) is obtained
which provides sufficient conditions for sensitivity constraints (4.5) to hold over a finite-
horizon.
This completes the proof.
Remark 4.2.3. It is evident from the inequalities (4.52) and (4.53) that the solution for
the filter gain L(ë) depends on the time instant k due to the time dependency of P and Q
matrices.
4.3 Solution of the problem of optimal FDF design over
infinite-horizon
In this section, the Problems 4.1.1, 4.1.2, and 4.1.3 are studied over infinite-horizon, in
which case K   ª. Since a time-invariant filter Lxˆk = L(xˆk) is the major interest in
this study, the goal is to find time-independent functions Y and V in order to solve the
desired objectives. In the sequel, three propositions addressing the problems of H−−FDF,
Hª−FDF and the mixed H−~Hª−FDF over infinite-horizon are given. Finally, it is
shown that the proposed framework can be successfully utilized for studying the problem
of mixed H−~Hª− FDF for LTI systems.
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4.3.1 FDF design based on H−−index
The following proposition gives sufficient conditions for the solvability of H−−FDF over
infinite-horizon.
Proposition 4.3.1. Consider the input-affine discrete-time nonlinear system (4.1), the
FDF (4.2), residual generator (4.4), and infinite-horizon problem. Suppose, there exists
a negative definite function Y (ë) and filter gain Lxˆk satisfying the following discrete-time
HJI
H1(x0,k, f0,k, Lxˆk , Y ) = Y (g0(x0,k, f0,k)) − Y (x0,k) + 12(SSr0,f0 ,kSS2 − β2SSf0,kSS2) C 0 (4.60)
together with the side conditions
f0 = − F T0,f0F0,f0 − β2I−1  ET0,f0 ∂Y∂η (η)Vη=g0(x0,k,f0,k) + F T0,f0C0 ¡ (4.61)
ET0,f0
∂2Y
∂η2
(η)V
η=g0(x0,k,f0,k)
E0,f0 + F T0,f0F0,f0 − β2I V
x0=0,f0=0
A 0 (4.62)
then the FDF (4.2) with Lxˆk solves the sensitivity problem (4.5) for a given sensitivity
level β over infinite-horizon.
Proof. The proof follows the similar lines of the proof of Lemma 4.2.1.
4.3.2 FDF design based on Hª-norm
Sufficient conditions for the solution of Hª-FDF can be obtained from the following
proposition.
Proposition 4.3.2. Consider an input-affine discrete-time nonlinear system (4.1), FDF
(4.2), the residual generator dynamics (4.4), and infinite-horizon problem. Suppose, there
exists a positive (semi-) definite function V (ë) and a filter gain Lxˆk > Rnm satisfying the
following discrete-time HJI
H2(x0,k,w0,k, Lxˆk , V ) = V (g0(x0,k,w0,k)) − V (x0,k) + 12(SSr0,w0 ,kSS2 − α2SSw0,kSS2) B 0 (4.63)
together with the following side conditions
w0 = − F T0,w0F0,w0 − α2I−1 
¢¨¨¦¨¨¤E
T
0,w0
∂V
∂η
(η)V
η=g0(x0,k,w

0,k
)
+ F T0,w0C0
£¨¨§¨¨¥ (4.64)
ET0,w0 ∂2V∂η2 (η)Vη=g0(x0,k,w0,k)E0,w0 +F T0,w0F0,w0 − α2I  Vx0=0 < 0 (4.65)
then
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(i) the residual generator (4.4) has finite L2−gain less than or equal to α, and
(ii) the FDF of the form (4.2) with filter gain Lxˆk solves the robustness problem (4.24)
with the attenuation level α over infinite-horizon.
Proof. The proof follows the similar lines in the proof of of item (ii) and (iii) in Lemma
4.2.2.
4.3.3 FDF design based on the mixed H−~Hª−optimization
The following proposition provides sufficient conditions for the solvability of the mixed
H−~Hª− FDF over infinite-horizon.
Proposition 4.3.3. Consider the input-affine discrete-time nonlinear system (4.1), the
FDF (4.2), the residual generator (4.4), and infinite-horizon problem. Suppose, there
exists a pair of positive and negative definite functions V and Y respectively and a filter
gain L(xˆk) satisfying the following coupled discrete-time HJIs
V (g0(x0,k,w0,k)) − V (x0,k) + 12(SSr0,w0 ,kSS2 − α2SSw0,kSS2) B 0 (4.66)
Y (g0(x0,k, f0,k)) − Y (x0,k) + 12(SSr0,f0 ,kSS2 − β2SSf0,kSS2) C 0 (4.67)
together with the side conditions given as follows
w0 = − F T0,w0F0,w0 − α2I−1 ET0,w0 ∂V∂η (η)Vη=g0(x0,k,w0,k) + F T0,w0C0 ¡ (4.68)
f0 = − F T0,f0F0,f0 − β2I−1 ET0,f0 ∂Y∂η (η)Vη=g0(x0,k,f0,k) + F T0,f0C0 ¡ (4.69)
ET0,w0 ∂2V∂η2 (η)Vη=g0(x0,k,w0,k)E0,w0 + F T0,w0F0,w0 − α2I  Wx0=0,w0=0 < 0 (4.70)
ET0,f0 ∂2Y∂η2 (η)Vη=g0(x0,k,f0,k)E0,f0 + F T0,f0F0,f0 − β2I  Wx0=0,f0=0 A 0 (4.71)
then
(i) residual generator (4.4) has finite L2−gain less than or equal to α, and
(ii) the FDF (4.2) with Lxˆk solves the problem of H−~Hª−FDF for infinite-horizon with
the given sensitivity and robustness levels β and α.
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Proof. (i) The finite L2− gain stability can be proven along the similar lines of the proof
of Proposition 4.3.2
(ii) The proof of this part follows from the similar lines as in Theorem 4.2.1
This completes the proof.
Theorem 4.2.1 and Proposition 4.3.3 provide sufficient conditions for the solution of
mixed H−~Hª-FDF for discrete-time nonlinear systems over finite and infinite-horizon
respectively. Obtaining an explicit relation for suitable filter gain Lxˆk,k or Lxˆk is a chal-
lenging task. One may obtain an explicit relation for the filter gain in case of H−−FDF
design with a suitable linearization of HJI (4.39) or HJI (4.60) by following the simi-
lar arguments given in [147] for Hª filtering. Further, a suboptimal solution may also
be obtained using Lemma 4.2.1 together with Remark 4.2.2 for finite-horizon and using
Proposition 4.3.1 for infinite-horizon. Likewise, following the similar lines, an explicit re-
lation for the filter gain in case of Hª−FDF can also be obtained. However, since it is
difficult to derive an explicit relation for the filter gain in case of the mixed H−~Hª−FDF,
any solution for L satisfying the HJIs (4.41) and (4.42) or HJIs (4.66) and (4.67) for given
scalars α and β would be the desired filter gain.
4.3.4 A discrete-time LTI case
This subsection shows that the results presented in Proposition 4.3.3 can be deduced to the
well-established results for the mixed H−~Hª-FDF for discrete-time LTI systems given in
[1]. Since the problem is solved over infinite-horizon, the filter gain is also time-invariant.
To this end, consider the same discrete-time system, FDF and the residual generator as the
one considered in Section 4.3.4; that is, ΣP (4.49), ΣF (4.50), and ΣR (4.51) respectively.
The following Corollary describes the results for the mixed H−~Hª-FDF for discrete-time
LTI systems over infinite-horizon.
Corollary 4.3.1. Given a discrete-time LTI system ΣP (4.49), an FDF ΣF (4.50), the
residual generator ΣR (4.51), and infinite-horizon problem. Assume, there exists a pair of
symmetric positive and negative (semi-) definite matrices P and Q and filter gain L that
satisfy the following coupled LMIs
<@@@@@@@>
−P P (A −LC) P (Ew −LFw) 0
 −P 0 CT
  −α2I F Tw
   −I
=AAAAAAA?
B 0 (4.72)
<@@@@@>
−Q Q(A −LC) Q(Ef −LFf)
 −Q +CTC CTFf
  F Tf Ff − β2I
=AAAAA? C 0 (4.73)
Then, the FDF ΣF solves the mixed H−~Hª-FDF problem for discrete-time LTI systems
over infinite-horizon.
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Proof. Considering V (x0,k) = 12xT0,kPx0,k, P = P T A 0, the discrete-time HJI (4.66) is re-
duced to (4.74).
xT0,k+1Px0,k+1 − xT0,kPx0,k + SSC0x0,k + F0,wwk SS2 − α2SSwk SS22 B 0 (4.74)
The condition (4.68) is reduced to
wk = − ET0,wPE0,w + F T0,wF0,w − α2I−1  ET0,wPA0 + F0,wC0x0,k (4.75)
Further, the condition (4.70) implies
ET0,wPE0,w + F T0,wF0,w − α2I < 0 (4.76)
Similarly, using the condition (4.55) together with (4.54), the following necessary and
sufficient condition for robustness constraints (4.24) for K  ª can be obtained
AT0 PA0 − P +CT0 C0 − AT0 PE0,w +CT0 F0,w 
ET0,wPE0,w + F T0,wF0,w − α2I−1 AT0 PE0,w +CT0 F0,wT B 0 (4.77)
which can be transformed to LMI (4.72) by using the well known Schur complements.
Similarly, considering Yk(x0,k) = 12xT0,kQx0,k,Q = QT , the discrete-time HJI (4.67) is
reduced to
xT0,k+1Qx0,k+1 − xT0,kQx0,k − β2SSfk SS22 + SSC0x0,k + F0,ffk SS2 C 0 (4.78)
The condition (4.69) is reduced to
fk = − ET0,fQE0,f + F T0,fF0,f − β2I−1  ET0,fQA0 + F0,fC0x0,k (4.79)
and the condition (4.71) implies that
ET0,fQE0,f + F T0,fF0,f − β2I A 0 (4.80)
Combining the condition (4.58) and (4.78), a necessary and sufficient condition for sensi-
tivity constraints (4.5) for K  ª, is obtained as
AT0QA0 −Q +CT0 C0 − AT0QE0,f +CT0 F0,f
ET0,fQE0,f + F T0,fF0,f − β2I−1  AT0QE0,f +CT0 F0,fT C 0 (4.81)
which can be easily converted into the LMI (4.73) by using the Schur complements.
This completes the proof.
4.4 A design example
In order to demonstrate the use of the proposed approach, a discrete-time nonlinear system
governed by the following set of difference equations is considered
x1,k+1 = 0.456x2,k
x2,k+1 = −0.762x1,k + 0.19x2,k + 0.12sin(x1,k) + 0.5uk + 0.5wk + 0.5fk
yk = x2,k + 0.2wk + fk (4.82)
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where
a(xk) = A1xk + φ(xk) =  0 0.456−0.762 0.19 	  x1,kx2,k 	 +  00.12sin(x1,k) 	 ;Fw(xk) = 0.2
B(xk) = Ew(xk) = Ef(xk) =  00.5 	 ; c(xk) = [0 1]xk; Ff(xk) = 1
Consider the residual generator (4.4) for the system (4.82), and assume V (x0,k) = xT0,kPx0,k,
P = P T A 0, the HJI (4.66) in Proposition 4.3.3 with the worst-case disturbance (4.68) is
reduced to
xT0,k A¯T0 PA¯0 +CT0 C0 − P x0,k + 2xT0,kA¯T0 PΨk,x0 +ΨTk,x0PΨk,x0
− xT0,k[A¯T0 PE0,w +CT0 F0,w] +ΨTk,x0PE0,w ET0,wPE0,w + F T0,wF0,w − α2I−1 
xT0,k[A¯T0 PE0,w +CT0 F0,w] +ΨTk,x0PE0,wT B 0 (4.83)
where
A0 = A¯0x0,k +Ψk,x0 =  A1 00 A1 −LC 	  xkek 	 +  φ(xk)φ(xk) − φ(xˆk) 	 ;
Similarly, considering Y (x0,k) = xT0,kQx0,k = −xT0,kPx0,k with Q = −P the HJI (4.67) with
the best-case fault (4.69) is reduced to
xT0,k A¯T0 PA¯0 −CT0 C0 − P x0,k + 2xT0,kA¯T0 PΨk,x0 +ΨTk,x0PΨk,x0
− xT0,k[A¯T0 PE0,f −CT0 F0,f ] +ΨTk,x0PE0,f  ET0,fPE0,f − F T0,fF0,f + β2I−1
 xT0,k[A¯T0 PE0,f −CT0 F0,f ] +ΨTk,x0PE0,fT B 0 (4.84)
Treating the terms involving nonlinearity in (4.83) and (4.84) as
2xT0,kA¯
T
0,kPΨk,x0 B 0.24x
T
0,kA¯
T
0 PP0x0,k, Ψ
T
k,x0
PΨk,x0 B 0.0144x
T
0,kP
T
0 PP0x0,k,
ET0,wPΨk,x0 B 0.12E
T
0,wPP0x0,k, E
T
0,fPΨk,x0 B 0.12E
T
0,fPP0x0,k
where P0 =  P¯ 00 P¯ 	 and P¯ =  0 01 0 	. Based on the above analysis, the HJI (4.83) is
represented as follows
A¯T0 PA¯0 +CT0 C0 − P  + 0.24A¯T0 PP0 + 0.144P T0 PP0
−  A¯T0 PE0,w +CT0 F0,w + 0.12P T0 PE0,w  ET0,wPE0,w + F T0,wF0,w − α2I−1
 A¯T0 PE0,w +CT0 F0,w + 0.12P T0 PE0,wT B 0 (4.85)
and the HJI (4.84) is
A¯T0 PA¯0 −CT0 C0 − P  + 0.24A¯T0 PP0 + 0.144P T0 PP0
−  A¯T0 PE0,f −CT0 F0,f + 0.12P T0 PE0,f  ET0,fPE0,f − F T0,fF0,f + β2I−1
 A¯T0 PE0,f −CT0 F0,f + 0.12P T0 PE0,fT B 0 (4.86)
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4.4.1 Computation of parameters for H−−FDF
Using the well-known Schur complements, the inequality (4.86) is transformed into LMI
and solved using LMI toolbox in MATLAB® in order to compute filter gain L so that the
maximum possible sensitivity level is achieved. The following parameters of the H−−FDF
has been computed:
β = 1.0000; P1 = 10
−5   0.1849 −0.0147−0.0147 0.0527 	 ;
P2 = 10
7   6.3520 0.8188
0.8188 5.9024
	 ; L =  −0.0000
0.5000
	
Figure 4.2 shows the residual generated using the H−−FDF. Note that in the design
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Figure 4.2: Residual signal with fk = 0.2 at k = 100[s]
of H−−FDF, attaining a maximum possible sensitivity to the best-case fault is primary
objective while robustness against unknown inputs is not addressed.
4.4.2 Computation of parameters for Hª−FDF
In order to compute the parameters of the Hª−FDF, the inequality (4.85) is also trans-
formed into LMI using the well-known Schur complements and solved using LMI toolbox
in MATLAB®. The following parameters are obtained:
α = 0.8; P1 =  2.7719 −0.2110−0.2110 0.7424 	 ;
P2 =  10.7228 2.33172.3317 2.2773 	 ; L =  0.31830.8187 	
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It is evident that in the design of Hª−FDF, the primary concern in the design is to achieve
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Figure 4.3: Residual signal with fk = 0.2 at k = 100[s]
robustness against the unknown inputs to the desired level while attaining a sensitivity to
the best-case fault is not the subject of the design. Figure 4.3 shows the residual generated
using the Hª−FDF.
4.4.3 Computation of parameters for H−~Hª−FDF
For the design of the mixed H−~Hª−FDF, the inequalities (4.85) and (4.86) have to be
simultaneously solved. To this end, these inequalities are first transformed into LMIs and
are then simultaneously solved using LMI toolbox in MATLAB® in order to compute
filter gain L so that the sensitivity level β is maximized while keeping the disturbances
attenuation below a prescribed level α. The following parameters are computed for a
predefined attenuation level α = 0.8:
β = 0.8630; P =  P1 0
0 P2
	 ; P1 = 10−4   0.2565 −0.0200−0.0200 0.0696 	 ;
P2 =  5.6640 0.76020.7602 3.1004 	 ; L =  −0.12760.6015 	
Fig. 4.4 shows the residual signal generated by the proposed filter. It is evident from
the simulation that the residual generated with the proposed filter is much sensitive to
faults for a given disturbance attenuation level. Note that all of the above simulations
are carried out for 200[s]. The unknown disturbance is simulated as a uniform random
number in the range −0.1,0.1. A bias sensor fault is generated at k = 100[s] as step
function of magnitude equals to 0.2.
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Figure 4.4: Residual signal with fk = 0.2 at k = 100[s]
4.5 Summary
This chapter has introduced the problem of designing an FDF for input affine discrete-time
nonlinear systems using H−−index, Hª−norm, and mixed H−~Hª− optimization. The
time domain definitions of H−−index and Hª−norm were presented in order to facilitate
the study regarding the problems of optimal fault detection in nonlinear systems. Exploit-
ing the theory of differential games and dissipation inequalities, three different problems
were formulated and sufficient conditions for their solvability were also provided. These
problems include; H−−FDF which aimed to design an FDF in order to acquire maximum
possible sensitivity to the best-case fault in the system, Hª−FDF which is used to design
an FDF in order to attain robustness against the unknown inputs to a pre-defined level,
and the mixed H−~Hª−FDF which simultaneously provide robustness against unknown
inputs and sensitivity to the best-case fault. These problems were studied for both finite-
and infinite-horizon. It was also shown that the generalized results obtained for nonlin-
ear systems can also be used to study the problem of FDF design in linear discrete-time
systems. Finally, a design example was incorporated to elaborate the theory developed in
this chapter.
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Optimal residual generation for
Lipschitz nonlinear systems: H−~Hª−
optimization
The major objective of this chapter is to formulate the problem of designing
H−~Hª-FDF for nonlinear systems with Lipschitz nonlinearities using convex
optimization. Sufficient conditions for the existence of such a filter are derived
in the form of linear matrix inequalities (LMIs) for both discrete-time and
continuous-time Lipschitz nonlinear systems. Two algorithms (for discrete-
and continuous-time settings respectively)are presented which ease the design
of mixed H−~Hª-FDF for each case. An illustrative example is provided in
order to elaborate the design procedure for continuous-time systems.
Lipschitz nonlinear systems cover a wide range of nonlinear systems. As mentioned in
Chapter 3, any type of nonlinear function which is smooth in its arguments can be trans-
formed into Lipschitz nonlinear systems. In this type of nonlinear systems, the change
in the nonlinear function with respect to its arguments is always bounded by a constant
number. This constant number is referred to as Lipschitz constant. Depending on the
type of nonlinearity, a Lipschitz nonlinear system can be regarded as locally Lipschitz
or globally Lipschitz. For instance, the sinusoidal type of nonlinearities are termed as
globally Lipschitz while the polynomial nonlinearities are regarded as locally Lipschitz.
Observer-design and observer-based fault detection filter design for Lipschitz nonlinear
systems have been received a considerable attention over the past two decades; for in-
stance, see [79, 94, 119, 122, 126, 129, 131, 148–151] to list a few. In addition, the LMI
formulation of these problems are extensively appeared in various contributions and mono-
graphs published in recent years [79, 121, 122, 126, 152] etc. There exist a few motivating
reasons behind the LMI formulations of these problem. A few of them are: (i) A variety of
design specifications and constraints can be expressed as LMI, (ii) the problem casted into
LMIs, can be exactly solved by the efficient convex optimization algorithms available in
the LMI toolbox in MTALAB, (iii) problems involving multiple constraints or objectives
can be easily handled using LMIs.
In this chapter, the problem of designing mixed H−~Hª-FDF for Lipschitz nonlinear
systems has been formulated as a convex optimization problem and sufficient conditions
have been provided in the framework of LMIs. Section 5.1.1 presents the problem formula-
tion for discrete-time while Section 5.2.1 for continuous-time Lipschitz nonlinear systems.
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Similarly, sufficient conditions in the form of coupled LMIs are provided in Section 5.1.2
for discrete-time and in Section 5.2.2 for continuous-time Lipschitz nonlinear systems.
Finally, an illustrative example is provided for continuous-time Lipschitz nonlinear sys-
tems while for discrete-time counter part, a similar procedure can be followed to design
H−~Hª-FDF.
5.1 Residual generation for discrete-time Lipschitz
nonlinear systems
5.1.1 Preliminaries and Problem formulation
Consider the following discrete-time Lipschitz nonlinear systems
xk+1 = Axk + φ(xk, uk) +Buk +Ewwk +Effk
yk = Cxk +Duk + Fwwk + Fffk (5.1)
where x > Rn is the state vector, u > U ⊂ Rp is the set of admissible control input, y > Rm
is the measurement output vector, w > Rq is the unknown input vector, f > Rℓ is the fault
vector to be detected. A,B,C,D,Ew,Ef , Fw, Ff are known matrices with appropriate
dimensions. The following assumptions will be used frequently in the remainder of this
chapter.
A1. The pair (C,A) is detectable.
A2. w and f are L2− norm bounded.
A3. The nonlinear function φ(xk, uk) is assumed to be Lipschitz in x with a Lipschitz
constant γ:
SSφ(x1, uk) − φ(x2, uk)SS B γSSx1 − x2SS ∀x1, x2, uk > U ⊂ Rp
The fault detection filter (FDF) based on nonlinear observer is
xˆk+1 = Axˆk + φ(xˆk, uk) +Buk +L(yk −Cxˆk −Duk)
rk = W (yk −Cxˆk −Duk) (5.2)
where rk is the residual signal, L the filter gain and W is the post filter. Denoting the
estimation error ek = xk − xˆk, the following error dynamics can be obtained
ek+1 = (A −LC)ek + φ(xk, uk) − φ(xˆk, uk) + (Ew −LFw)wk + (Ef −LFf)fk
rk =W (Cek + Fwwk + Fffk) (5.3)
The residual generator dynamics for the system (5.1) can finally be represented as follows
x0,k+1 = A0x0,k +Ψ0,k +E0w0,k +E0,ff0,k
r0,k = C0x0,k + F0w0,k + F0,ff0,k (5.4)
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where
x0,k = ek; w0,k = wk; f0,k = fk; A0 = A −LC;
E0 = Ew −LFw; E0,f = Ef −LFf
C0 = WC; F0 =WFw; F0,f =WFf ;
Ψ0,k  = Ψ0(xk, xˆk, uk) = φ(xk, uk) − φ(xˆk, uk)
In order to analyze the effect of unknown inputs on the residual signal, the fault-free
operation is assumed; that is, f0,k = 0. To this end, the following state-space model of the
residual generator (5.4) is used
x0,k+1 = A0x0,k +Ψ0,k +E0w0,k
r0,w = C0x0,k + F0w0,k (5.5)
and the associated Hª−norm is defined as
ªQ
k=0
SSr0,wSS2 B α2 ªQ
k=0
SSw0,kSS2 (5.6)
Similarly, studying the effect of faults alone on the residual signal, the unknown inputs
are set equal to zero; that is, w0,k = 0, so that a clear picture about the sensitivity of the
residual signal to the best-case fault is achieved. For this purpose, the following state-space
model for the residual generator (5.4) is used
x0,k+1 = A0x0,k +Ψ0,k +E0,ff0,k
r0,f = C0x0,k + F0,ff0,k (5.7)
and the associated H− index is given by
ªQ
k=0
SSr0,f SS2 C β2 ªQ
k=0
SSf0,wSS2 (5.8)
In the next section, sufficient conditions for the existence of mixed H−~Hª FDF are
derived, which simultaneously solves the constraints given in (5.8) and (5.6).
5.1.2 Design of FDF based on H−~Hª− optimization
Theorem 5.1.1. Consider the Lipschitz nonlinear system (5.1), the FDF (5.2) with the
filter gain L and post filter W , the associated residual generator (5.4), and given scalars
α A 0 and β A 0. Further, suppose that there exist symmetric positive definite matrices P ,
Q, and nonnegative scalars ǫiSi=1,,4 A 0, ηiS1,2 A 0 satisfying the following set of LMIs
L1 =  η1I P η1I 	 A 0 (5.9)
L2 =
<@@@@@@@@@@>
−P PA0 0 PE0 0
 Ω1 AT0 P 0 CT0 F0,w  − 1
ǫ1
P 0 0
   −α2I + F T0 F0 ET0 P    − 1
ǫ2
P
=AAAAAAAAAA?
< 0 (5.10)
59
Chapter 5 Optimal residual generation for Lipschitz systems
L3 =  η2I Q η2I 	 A 0 (5.11)
L4 =
<@@@@@@@@@@>
−Q QA0 0 QEf 0
 Ω2 AT0 P 0 −CT0 Ff  β2I − F Tf Ff 0 0
   − 1
ǫ3
Q ETf Q
    − 1
ǫ4
Q
=AAAAAAAAAA?
< 0 (5.12)
where Ω1 = −P + CT0 C0 + (1 + 1ǫ1 + 1ǫ2 )γ2η1I, Ω2 = −Q − CT0 C0 + (1 + 1ǫ3 + 1ǫ4 )γ2η2I. Then,
the residual generator is stable and the FDF (5.2) is considered to solve the following
constraints simultaneously
SSr0,wSS2 B αSSw0,kSS2 (5.13)SSr0,f SS2 C βSSf0,kSS2 (5.14)
Proof. Let us consider a quadratic Lyapunov function
Vk = x
T
0,kPx0,k; Vk+1 = x
T
0,k+1Px0,k+1
taking the difference along the trajectory of the residual generator (5.5)
∆Vk = Vk+1 − Vk = xT0,k+1Px0,k+1 − xT0,kPx0,k
∆Vk = (A0x0,k +E0w0,k)TP (A0w0,k +E0w0,k) − xT0,kPx0,k (5.15)
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Notice that the last three terms (indicated with under-braced) contain the nonlinear part
of (5.5). Using Lemma (A.3.2), the above terms are expanded as follows
2xT0,kA
T
0 PΨk B x
T
0,kǫ1A
T
0 PA0x0,k + 1ǫ1Ψ
T
kPΨk (5.16)
2wT0,kE
T
0 PΨk B w
T
0,kǫ2E
T
0 PE0w0,k + 1ǫ2Ψ
T
kPΨk
using Cashy-Schwarz inequality
ΨTkPΨk B γ
2σ¯(P )xT0,kx0,k (5.17)
using equation (5.17), (5.16) becomes
2wT0,kA
T
0 PΨk B x
T
0,kǫ1A
T
0 PA0x0,k + 1ǫ1γ
2σ¯(P )xT0,kx0,k (5.18)
2wT0,kE
T
0 PΨk B w
T
0,kǫ2E
T
0 PE0w0,k + 1ǫ2γ
2σ¯(P )xT0,kx0,k
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using (5.18) and (5.17), (5.15) can be represented as
∆Vk B(A0x0,k +E0w0,k)TP (A0x0,k +E0w0,k) − xT0,kPx0,k + xT0,kǫ1AT0 PA0x0,k+
wT0,kǫ2E
T
0 PE0w0,k + (1 + 1ǫ1 + 1ǫ2 )γ2σ¯(P )xT0,kx0,k
Let σ¯(P ) < η1, with η1 A 0. It is equivalent to 0 < η1I − η−11 PP which can be represented
by LMI L1 of Theorem 5.1.1. Now (5.16) implies that
∆Vk B (A0x0,k +E0w0,k)TP (A0x0,k +E0w0,k) − xT0,kPx0,k
+xT0,kǫ1AT0 PA0x0,k +wT0,kǫ2ET0 PE0w0,k + (1 + 1ǫ1 + 1ǫ2 )γ2βIxT0,kx0,k
Also considering
SSr0,wSS2 B αSSw0,kSS2

ªQ
k=0
rT0,kr0,k − α2wT0,kw0,k
and defining
J =
ªQ
k=0
rT0,kr0,k − α2wT0,kw0,k (5.19)
under zero-initial conditions
J =
ªQ
k=0
rT0,kr0,k − α2wT0,kw0,k +∆Vk
A sufficient condition for J B 0 can thus be given as
rT0,wr0,w − α2wT0,kw0,k +∆Vk < 0 (5.20)
It turns out
rT0,wr0,w − η2wT0,kw0,k +∆Vk B (C0x0,k + F0w0,k)T (C0x0,k + F0w0,k) − α2wT0,kw0,k
+(A0x0,k +E0w0,k)TP (A0x0,k +E0w0,k) − xT0,kPx0,k
+xT0,kǫ1AT0 PA0x0,k +wT0,kǫ2ET0 PE0w0,k + (1 + 1ǫ1 + 1ǫ2 )γ2βIxT0,kx0,k
in order to ensure J B 0; the right hand side (RHS) of the above inequality must be
negative, that is,
 xT0,k
wT0,k
	T  AT0 CT0
ET0 F
T
0
	  P 0
0 I
	  A0 E0
C0 F0
	 +  ζ1 0
0 ζ2
	 x0,k
w0,k
	 < 0 (5.21)
where ζ1 = −P +ǫ1AT0 PA0+(1+ 1ǫ1 + 1ǫ2 )γ2βI, ζ2 = ǫ2ET0 PE0−α2I. Using Schur complement,
the inequality (5.21) can be transformed into LMI L2 of Theorem 5.1.1.
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Now consider another quadratic Lyapunov function, that is Yk = xT0,kQx0,k, Q
T = Q A 0
and taking the difference along the trajectories of the residual generator (5.7) as
∆Yk = Yk+1 − Yk = xT0,k+1Qx0,k+1 − xT0,kQx0,k
∆Yk = (A0x0,k +E0,ff0,k)TQ(A0f0,k +E0,ff0,k) − fT0,kQf0,k (5.22)
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The nonlinear terms are shown under-braced. Using Cashy-Schwarz inequality
ΨTkQΨk B γ
2σ¯(Q)xT0,kx0,k (5.23)
together with Lemma (A.3.2) implies
2xT0,kA
T
0QΨk B x
T
0,kǫ1A
T
0QA0x0,k + 1ǫ1γ
2σ¯(Q)xT0,kx0,k (5.24)
2fT0,kE
T
0,fQΨk B f
T
0,kǫ2E
T
0,fQE0,ff0,k + 1ǫ2γ
2σ¯(Q)xT0,kx0,k
using (5.24) and (5.23), (5.22) can be represented as
∆Yk B(A0x0,k +E0f0,k)TQ(A0x0,k +E0f0,k) − xT0,kQx0,k + xT0,kǫ3AT0QA0x0,k+
fT0,kǫ4E
T
0 QE0f0,k + (1 + 1ǫ1 + 1ǫ2 )γ2σ¯(Q)xT0,kx0,k (5.25)
Let σ¯(Q) < η2, with η2 A 0. It is equivalent to 0 < β2I − β−12 QQ which can be represented
by LMI L3 of Theorem 5.1.1. Now (5.25) implies that
∆Vk B(A0x0,k +E0f0,k)TQ(A0x0,k +E0f0,k) − xT0,kQx0,k + xT0,kǫ3AT0QA0x0,k
+ fT0,kǫ4ET0 QE0f0,k + (1 + 1ǫ3 + 1ǫ4 )γ2βIxT0,kx0,k (5.26)
Also considering
SSr0,f SS2 C βSSf0,kSS2

ªQ
k=0
rT0,kr0,k − β2fT0,kf0,k C 0
and defining
J =
ªQ
k=0
rT0,kr0,k − β2fT0,kf0,k (5.27)
under zero-initial conditions
J <
ªQ
k=0
−rT0,kr0,k + β2fT0,kf0,k +∆Vk (5.28)
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A sufficient condition for J B 0 can thus be given as
− rT0,fr0,f + β2fT0,kf0,k +∆Vk < 0 (5.29)
It turns out
−rT0,fr0,f + β2fT0,kf0,k +∆Vk B − (C0x0,k + F0f0,k)T (C0x0,k + F0f0,k) + β2fT0,kf0,k
+ (A0x0,k +E0f0,k)TQ(A0x0,k +E0f0,k) − xT0,kQx0,k
+ xT0,kǫ3AT0QA0x0,k + fT0,kǫ4ET0 QE0f0,k+
(1 + 1
ǫ3
+ 1
ǫ4
)γ2βIxT0,kx0,k
making the right hand side (RHS) of the above inequality negative ensures J B 0; that
is,
 xT0,k
fT0,k
	T  AT0
ET0,f
	Q  A0 E0,f  +  ζ1 −CT0 F0,f−F T0,fC0 ζ2 	 x0,kf0,k 	 < 0
where ζ1 = −Q−CT0 C0 + ǫ3AT0QA0 + (1+ 1ǫ3 + 1ǫ4 )γ2βI; ζ2 = ǫ4ET0,fQE0,f −F T0,fF0,f +β2I using
Schur complement, the LMI L4 of Theorem 5.1.1 can be obtained.
For the stability analysis, rewriting the conditions (4.34) as
∆Vk < −rT0,wr0,w + α2wT0 w0 (5.30)
which shows the residual generator (5.5) is dissipative with V (.) and with respect to supply
rate S = −rT0,wr0,w + α2wT0 w0. Now substituting w0,k = 0, the above inequality becomes
∆Vk < −rT0 r0 (5.31)
which shows the (global) asymptotic stability of the origin; that is, x0,k = 0 of the nominal
form of the residual generator (5.5). The inequality (5.31) can be expressed as
 η1I P η1I 	 A 0 (5.32)
<@@@@@>
−P PA0 0
 −P +CT0 C0 + 1 + 1ǫ1 γ2η1 AT0 P  − 1
ǫ1
P
=AAAAA? < 0 (5.33)
Note that the LMIs (5.32) and (5.33) can also be obtained directly from LMIs (5.9) and
(5.10) by substituting w0,k = 0. Consequently, the feasibility of LMIs (5.9) and (5.10)
imply the feasibility of LMIs (5.32) and (5.33). This shows that the stability of the
residual generator can be ensured from the feasibility of the LMIs (5.9) and (5.10) and
hence, it is not needed to satisfy LMIs (5.30) and (5.31) additionally.
This completes the proof.
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Remark 5.1.1. Note that both P and Q matrices are defined as positive definite matrices
in the above Theorem. Declaring Q = P , the filter gain L can also be obtained by solving
the LMIs L1-L4. In that case, a matrix Y of appropriate dimensions has to be defined as
an additional LMI variable and then by setting PA0 = PA − Y C, the filter gain L will be
determined using the relation; that is, L = P −1Y . Furthermore, the post filter W is usually
chosen before hand. However it can also be computed from the above LMIs. To this end,
a new LMI variable Z = W TW C η3I has to be defined. The limit η3 A 0 is introduced in
order to avoid the trivial solution; that is, Z = 0. The post filter can then be computed as
W =
º
Z1
Based on the above discussion, the following algorithm is proposed:
Algorithm 5.1.1. Computation of the mixed H−~Hª− FDF for discrete-time Lips-
chitz nonlinear systems
Step I. Set the disturbance attenuation level α to some value
Step II. Choose P = Q, and set Y = PL. Also define Z =W TW , if the post filter is to
be computed on-line, otherwise, set it to some constant value of appropriate
dimensions.
Step III. Solve the LMIs (5.9),(5.10), (5.12) so that the sensitivity level β is maxi-
mized for some nonnegative scalars ǫiSi=1,,4 and ηiS1,2, a matrix Y , Z (if W
is not pre-chosen) and positive definite matrix P .
Step IV. Once the problem is solved, then for the desired filter gain set L = P −1Y and
for the post filter W =
º
Z
5.2 Residual generation for continuous-time Lipschitz
nonlinear systems
5.2.1 Problem formulation
Consider a continuous-time Lipschitz nonlinear system governed by the following differ-
ential equations
x˙ = Ax +Bu + φ(x,u) +Eww +Eff
y = Cx +Du + Fww + Fff (5.34)
The nonlinear function satisfies the Lipschitz conditions (3.6) with a Lipschitz constant
γ. In addition, the pair (C,A) is assumed to be detectable and the w,f are L2− norm
1This is, indeed, a matrix square root
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bounded. Moreover, consider the following nonlinear observer-based fault detection filter
ΣO 
¢¨¨¦¨¨¤
˙ˆx = Axˆ +Bu + φ(xˆ, u) +L(y −Cxˆ −Du)
r =W (y −Cxˆ −Du) (5.35)
where the signals x,u,w, f, y, r and the matrices A,B,C,D,Ew, Fw,Ef , Ff , L,W serve the
same purpose as introduced in Section 5.1.1 but in continuous-time. Denoting the estima-
tion error e = x − xˆ, the error dynamics can be obtained as follows
Σξ 
¢¨¨¦¨¨¤
e˙ = (A −LC)e + (Ew −LFw)w + φ(x,u) − φ(xˆ, u) + (Ef −LFf)f
r =W (Ce + Fww + Fff) (5.36)
Analogous to the discrete-time residual generator (5.4), the following residual generator
is used for continuous-time case
ΣR 
¢¨¨¦¨¨¤
x˙0 = A0x0 +E0w0 +Ψ0 +E0,ff0
r0 = C0x0 + F0w0 + F0,ff0 (5.37)
where
x0 = e; w0 = w; f0 = f A0 = A −LC;
E0 = Ew −LFw; E0,f = Ef −LFf
C0 = WC; F0 =WFw; F0,f =WFf ;
Ψ0 = Ψ0(x, xˆ, u) = φ(x,u) − φ(xˆ, u)
In order to analyse the effect of unknown inputs on the residual signal, assume f = 0. The
following state-space model of the residual generator (5.37) will be used
x˙0 = A0x0 +Ψ0 +E0w0
r0,w = C0x0 + F0w0 (5.38)
The associated Hª−norm is defined as
ª
S
0
SSr0,wSS2dt B α2 ªS
0
SSw0SS2dt (5.39)
Similarly, studying the effect of faults alone on the residual signal, putting w = 0, the
following state-space model for the residual generator (5.37) will be used
x˙0 = A0x0 +Ψ0 +E0,ff0
r0,f = C0x0 + F0,ff0 (5.40)
and the associated H− index is given by
ª
S
0
SSr0,f SS2dt C β2 ªS
0
SSf0SS2dt (5.41)
65
Chapter 5 Optimal residual generation for Lipschitz systems
5.2.2 Design of FDF based on H−~Hª− optimization
The following theorem presents sufficient conditions for the existence of H−~Hª− for
continuous-time Lipschitz nonlinear systems.
Theorem 5.2.1. Given the Lipschitz nonlinear system (5.34), the FDF (5.35), the asso-
ciated residual generator (5.36) and scalars α A 0 and β A 0. Further, suppose there exist
nonnegative constants ǫ1, ǫ2, symmetric positive (semi) definite matrices P , Q, matrices
L and W called filter gain and post filter gain respectively, satisfying the following set of
LMIs
L1 =
<@@@@@>
Ω1 P (Ew −LFw) +CTZFw P
 −α2I + F TwZFw 0
  −ǫ1I
=AAAAA? < 0 (5.42)
L2 =
<@@@@@>
Ω2 Q(Ef −LFf) −CTZFf Q
 −β2I + F Tf ZFf 0
  −ǫ2I
=AAAAA? < 0 (5.43)
where Ω1 = P (A − LC) + (A − LC)TP +CTZC + ǫ1γ2I, Ω2 = Q(A − LC) + (A − LC)TQ −
CTZC + ǫ2γ2I, W =
º
Z.
Then, the residual generator is stable and the FDF (5.35) solves the following mixed con-
straints simultaneously
SSr0,wSS2 B αSSw0SS2 (5.44)SSr0,f SS2 C βSSf0SS2 (5.45)
Proof. Consider a quadratic Lyapunov function
V = xT0 Px0 P = P
T A 0
Differentiating it along the trajectory of the residual generator (5.38), then
V˙ = x˙T0 Px0 + xT0 Px˙0
= (A0x0 +Ψ0 +E0w0)TPx0 + xT0 P (A0x0 +Ψ0 +E0w0)
or
V˙ = xT0 AT0 P + PA0x0 + xT0 PE0w0 +wT0 ET0 Px0 +ΨT0 Px0 + xT0 PΨ0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ (5.46)
The nonlinear terms shown under the braces are bounded in the following sense
ΨT0 Px0 + xT0 PΨ0 B xT0 ǫ1PPx0 + 1ǫ1Ψ
T
0Ψ0
where ǫ1 A 0. Using the Lipschitz conditions, the above bound can be obtained as
ΨT0 Px0 + xT0 PΨ0 B xT0 ǫ1PPx0 + 1ǫ1γ
2xT0 x0 (5.47)
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using (5.47), equation (5.46) is given as
V˙ B xT0 AT0 P + PA0x0 + xT0 PE0w0
+wT0 ET0 Px0 + xT0 ǫ1PPx0 + 1ǫ1γ
2xT0 x0 (5.48)
Now considering the constraints (5.44)
SSr0,wSS2 B αSSw0SS2
Defining an index J1 as
J1 =
ª
S
0
rT0,wr0,w − α2wT0 w0dt (5.49)
Under zero initial conditions
J1 <
ª
S
0
rT0,wr0,w − α2wT0 w0 + V˙ dt
Therefore
rT0,wr0,w − α2wT0 w0 + V˙ < 0 (5.50)
for J1 B 0. Now using (5.48), inequality (5.50) is obtained as
xT0 AT0 P + PA0x0 + xT0AT0 PE0w0 +wT0 ET0 PA0x0 + xT0 ǫ1PPx0 + 1ǫ1γ2xT0 x0
xT0C
T
0 F0w0 +wT0 FwC0x0 + xT0CT0 C0x0 +wT0 (FwFw − α2I)w0 < 0 (5.51)
using Schur complements together with simple mathematical manipulations, the above
inequality can be transformed into LMI L1. Similarly, considering a Lyapunov function
Y = xT0Qx0 and defining the index
J2 =
ª
S
0
rT0,fr0,f − β2fT0 f0dt
under zero initial conditions
J2 <
ª
S
0
β2fT0 f0 − rT0,fr0,f + Y˙ dt
Proceeding in the similar way as above, the following inequality should hold which provide
sufficient condition for the sensitivity constrains (5.45)
xT0 AT0Q +QA0x0 + xT0QE0,ff0 + fT0 ET0,fQx0 + xT0 ǫ2QQx0 + 1ǫ2γ2xT0 x0
−xT0CT0 F0,ff0 − fT0 F0,fC0x0 − xT0CT0 C0x0 − fT0 (F0,fF0,f − β2I)f0 < 0 (5.52)
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which together with Schur complements and some mathematical manipulation yields the
LMI L2.
Furthermore, the stability analysis of the proposed filter can be performed along the similar
lines of the proof of Theorem 5.1.1.
This completes the proof.
Remark 5.2.1. The H−−index does not guarantee the stability of the residual generator.
However, sufficient conditions for the stability is provided by the LMI (5.42) in the mixed
problem. Once it is feasible, stability can be achieved.
Following the similar arguments established in Remark 5.1.1, LMIs (5.42) and (5.43) can
be used to determine the filter gain L. This can be done by choosing P = Q. Similarly the
post filter gain can also be computed from these LMIs by introducing Z as LMI variable.
In what follows, an algorithm is proposed which is useful in solving the problem of mixed
FDF design for nonlinear systems.
Algorithm 5.2.1. Computation of the mixed H−~Hª− FDF for continuous-time Lip-
schitz nonlinear systems
Step I. Set the disturbance attenuation level α to pre-defined value
Step II. Choose P = Q, and set Y = PL. Also define Z =W TW , if the post filter has
to be computed on-line.
Step III. Solve the LMIs (5.42) and(5.43) so that the sensitivity level β is maximized
for some nonnegative constants ǫ1, ǫ2 and positive definite matrix P .
Step IV. Once the problem is solved, then for the desired filter gain set L = P −1Y and
for the post filter W =
º
Z
5.3 A design example
In order to illustrate the theory developed in this chapter, a continuous-time Lipschitz
nonlinear systems governed by (5.34) with the following coefficient matrices is considered
A =  0 1−0.6 −1.5 	 ;B = Ew = Ef =  11 	 ;C = [1 0] ; D = Fw = 0.2;Ff = 1;
φ(x) = 0.21sin(x2); with γ = 0.21.
Using algorithm 5.2.1, for the a given disturbance attenuation level α = 0.9 and post filter
W = 1.5, the parameter for the mixed FDF are computed and are given as follows:
β = 0.9070; P =  1.3947 0.5620
0.5620 1.2393
	
Y =  3.2483
2.9738
	 ; L =  1.6666
1.6438
	 ;
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Note that the LMIs are solved using LMI toolbox in MATLAB®.
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Figure 5.1: Evaluated residual with f = 0.2
Figure 5.1 shows the generated residual signal with the proposed filter having filter gain
L and post filter V computed above. The unknown disturbance is assumed to have a
uniform random distribution over the interval −0.2,0.2. The fault is simulated with a
step function of magnitude 0.2 which is appeared at time 50[s]. The quick response of
the residual signal to the fault at time 50[s] shows its sensitivity to fault.
5.4 Summary
In this chapter, the problem of mixed H−~Hª[sub-optimal]-FDF design for Lipschitz
nonlinear systems is formulated using convex optimization. Sufficient conditions for the
solvability of optimal filter has been provided for discrete-time and continuous-time set-
tings in the form of coupled LMIs. The design procedure of proposed filter were elaborated
with the help of two algorithms, one for each case. Finally, an illustrative example was
provided in order to elaborate the design procedure of the the mixed H−~Hª−FDF for
continuous-time Lipschitz nonlinear systems.
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Chapter 6
Computation of thresholds for Lipschitz
nonlinear uncertain systems
This chapter presents methods for the computation of thresholds for Lipschitz
nonlinear uncertain systems in the presence of unknown inputs. Different types
of thresholds are studied. These include constant threshold, adaptive threshold,
and dynamic threshold. For constant threshold, a generalized framework based
on signal norms is developed. Different kinds of constant thresholds are studied
with the framework proposed. The threshold computation problem is formulated
as an optimization problem and using LMI tools, algorithms are derived for the
computation of these thresholds. Illustrative examples are given to elaborate the
proposed methods. A comparative analysis of the proposed thresholds are also
provided with the help of simulation examples. The adaptive thresholds are
proposed based on the similar framework developed for constant thresholds. In
this scheme, the norm of the instantaneous values of u is used instead of its
bounds. This scheme considerably reduces the size of the constant threshold
and as, a result, improves the fault detection capability. For dynamic thresh-
old, an inequality on the upper bound on the modulus of the solution of the
Lipschitz nonlinear systems is derived. This inequality has been proven to be
an efficient tool for the computation of dynamic threshold. All of these thresh-
olds are studied for both continuous- and discrete-time settings. Algorithms
are proposed for the computation of these thresholds. The usefulness of the
proposed methodology is shown by numerical examples given at the end of each
Section. Finally a comparative analysis among different schemes is given.
In observer-based FD, the residual signal is obtained by comparing the process outputs
with their estimates. In ideal situations, the residual signal should be affected by faults
only; that is, it should go to zero if there is no fault and should deviate otherwise. However
due to model uncertainties, process disturbances, and measurement noises; the residual
signal is non-zero even if there is no fault in the system. This can be observed in the
simulation results presented in Chapters 4 and 5. To this end, considering Figure 5.1, it is
evident that before appearing the fault in the process, the residual is non-zero a value due
to the effect of unknown inputs. In order to achieve successful fault detection, it is required
to devise a strategy so that faults can be distinguished from unknown inputs. The process
of residual evaluation and threshold settings serve this purpose. Figure 6.1 shows the
schematic depiction of residual generation and evaluation scheme. In residual evaluation,
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Figure 6.1: Schematic depiction of a complete FD scheme
an evaluated residual is compared with a bound, the so-called threshold, regarding the
unknown inputs and model uncertainties. The presence of a fault is inferred if the former
exceeds the later. Selection of suitable thresholds is very critical task in FD. Setting a
threshold too high may result into a missed-detection, which means that a set of faults
may remain undetected. Similarly, selecting a threshold too low may lead to false alarms.
In which case, the FD system indicates a fault; however in reality, there is no fault in the
system. Threshold is usually viewed as a tolerant limit for unknown inputs and model
uncertainties. Due to this reason, the way of evaluating the unknown inputs plays an
important role in the residual evaluation and determination of thresholds.
Different techniques have been reported in literature for designing thresholds for fault
detection in linear systems (see [1, 11, 67–73] and the references therein). These thresh-
olds can broadly be classified as i) constant thresholds and ii) variable thresholds. The
constant thresholds are designed by considering the upper bound of the unknown inputs
and admissible uncertainties. An extensive study on the computation of constant thresh-
olds in linear systems can be found in [1], where different kinds of thresholds both under
deterministic settings using signal norms of the unknown inputs and stochastic settings
using statistical properties of unknown inputs, are proposed.
Different from constant thresholds, the variable thresholds vary with the instantaneous
values of the process input and some system parameters. These include dynamic threshold
and adaptive threshold. The work in [1] proposed adaptive thresholds for LTI systems
which can be computed based on signal norms. These thresholds can be easily implemented
on-line. In addition, a detailed study for the design of dynamic threshold for fault detection
in LTI systems has been carried out in [71]. The proposed threshold is derived based on
analytical solution of linear continuous-time systems with parametric uncertainty. The
designed threshold generator is a dynamic system which is capable of detecting faults
without generating false alarms.
Figure 6.2 shows an intuitive comparison between constant and variable thresholds. It
is evident from this figure that the variable threshold varies according to the variation of
the residual signal. Since the variable threshold is usually a function of the instantaneous
values of the control input u instead of the norm values, its magnitude is smaller than
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the constant threshold. In addition, the chances of false alarms and missed detection are
likely to be more in constant threshold as compared to variable threshold. Furthermore,
the fault detection time is smaller in a variable threshold as compared to the one in case
of the constant threshold. Note that a fault detection time can be defined as the time
between the appearance of the fault and the moment the residual exceeds a particular
threshold due to that fault. A very close terminology, that is, FDR (fault detection rate)
and FAR (false alarm rate) has been extensively studied in [1].
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Figure 6.2: Comparison of constant and variable threshold
In contrast to LTI systems, very little attention has been devoted to the design of
threshold for nonlinear systems [92, 132, 133]. The work in [132, 133] proposed the time-
varying detection threshold for a class of nonlinear uncertain systems whose states are
measurable. The central idea in these contributions is that the detection threshold depends
on unstructured uncertainty which has a known bounding functional. This bounding
functional is assumed to vary with the instantaneous values of states, control input and
time. The dependence of the bounding functional on the states may lead the designed
threshold to have reduced sensitivity because the states of the system are affected by
the faults and hence the threshold. In spite of these results, a comprehensive study for
threshold computation in nonlinear systems is still needed. The objective of this chapter is
to develop a framework for the problems of residual evaluation and threshold computation
in Lipschitz nonlinear uncertain systems in the presence of unknown inputs.
A solution is provided for designing constant threshold under the assumption of para-
metric uncertainty in the process model which is the most common type of structured
uncertainty. For the purpose of residual evaluation and determination of constant thresh-
olds, norm based framework is adopted. Besides requiring less on-line calculations, a norm
based residual evaluation allows a systematic way of threshold computation. The peak
and energy values of the residual are used for the purpose of evaluation. These evaluation
functions are of very practical interest. Standard techniques from robust control the-
ory; that is, Hª techniques, peak-to-peak gain minimization and generalized H2− norm
computation and LMI tools are employed in order to derive sufficient conditions for the
computation of three kinds of constant thresholds. Section 6.1 introduces different evalu-
ation functions which will be used in the remainder of this chapter. Section 6.2 presents
an expound discussion for the computation of Jth,RMS,2 (6.2.2), Jth,Peak,Peak(6.2.3), and
Jth,Peak,2(6.2.4) for discrete-time nonlinear systems. An illustrative example is provided in
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subsection 6.2.5. Section 6.3 describes the computation of above mentioned thresholds for
continuous-time settings. A simulation example is given in subsection 6.3.5 to elaborate
the comparison of these thresholds.
One inherent feature of the constant thresholds is the use of bound on the norm of u
and w. However, it is worth noting that u is generally available on-line during the process
operation. If the bounds of u are substituted by the on-line values of u, the resultant
threshold will be a function of the instantaneous values of u and will be no more constant.
This strategy considerably reduces the size of the thresholds and enhances the fault detec-
tion capability. Note that the dependence of these thresholds on the instantaneous values
of u shows that it is different under different operating conditions expressed in terms of
u. Therefore, it is referred to as adaptive thresholds. Analogous to constant thresholds,
different adaptive thresholds are proposed. Section 6.4 presents a brief description of these
thresholds and elaborates the techniques how it can be designed.
For the computation of dynamic threshold, motivated by the results in [71], an inequal-
ity on the upper bound of the modulus of the residual signal using analytical solution
of discrete-time nonlinear uncertain systems is derived. This inequality is then used for
the design of dynamic threshold generator. The designed threshold generator acts as a
dynamic systems taking the information of process input and some bounds on distur-
bances. Section 6.5 presents a comprehensive solution to the problem of computing a
dynamic threshold for discrete-time Lipschitz nonlinear uncertain systems while Section
6.6 extends the same study to continuous-time settings. A brief comparison among the
threshold computation schemes proposed in this Chapter has been presented in Section
6.7.
6.1 Evaluation functions
This chapter makes use of the norm-based framework for the residual evaluation. It is,
therefore, indispensable to present the most commonly used evaluation functions from
the FDI literature. For comprehensive study of these functions, the interested reader is
referred to [1]. These functions will be used here to develop a residual evaluation and
threshold computation scheme for nonlinear systems with Lipschitz nonlinearities.
The Peak value measure of the residual signal r > Rm is often used for evaluation. It
can also be regarded as the peak norm of r.
For continuous-time r(t), the peak norm is defined as
JPeak = SSr(t)SSPeak = sup
tC0
SSr(t)SS = sup
tC0
¿ÁÁÀ mQ
i=1
r2i (t)
For discrete-time r(k), the peak norm is given as
JPeak = SSr(k)SSPeak = sup
kC0
SSr(k)SS = sup
kC0
¿ÁÁÀ mQ
i=1
r2i (k)
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the corresponding decision logic is given as follows
JPeak A Jth,Peak   alarm (fault)
JPeak B Jth,Peak   no alarm (fault-free)
where Jth,Peak is the threshold and is defined as
Jth,Peak = sup
f=0
SSr(t)SSPeak or Jth,Peak = sup
f=0
SSr(k)SSPeak
The Root Mean Square (RMS) measures the average energy of a signal over a time
interval (t, t + T ) (continuous-time case) and (k, k +N) (discrete-time). For the purpose
of evaluation, it is widely used in practice.
The RMS value of the residual signal for continuous-time is
JRMS = SSr(t)SSRMS =
¿ÁÁÁÀ 1
T
t+T
S
t
rT (τ)r(τ)dτ (6.1)
For discrete-time, the RMS of the residual signal r(k) is defined as
JRMS = SSr(k)SSRMS =
¿ÁÁÀ 1
N
N
Q
i=1
SSr(k + i)SS2
Let the threshold Jth,RMS be defined as
Jth,RMS = sup
f=0
SSr(t)SSRMS or Jth,RMS = sup
f=0
SSr(k)SSRMS (6.2)
then the decision logic for RMS of the residual signal can be formulated as follows
JRMS A Jth,RMS   alarm (fault)
JRMS B Jth,RMS   no alarm (fault-free)
Another class of evaluation functions, which is often used, is based on the so-called
weighted norm. For continuous-time, the weighted norm of the residual is defined as
Jν = SSr(t)SSν = tS
0
ν(t − τ)Sr(τ)Sdτ
and for discrete-time
Jν = SSr(k)SSν = kQ
h=0
ν(k − h)Sr(h)S
where ν is weighting function. It can be a rectangle window function as mentioned in
[153] or exponential function as chosen by [71]. The purpose of using ν is to increase the
influence of the recent data. Let Jth be the threshold defined as
Jth = sup
f=0,tC0
SSr(t)SSν or Jth = sup
f=0,kC0
SSr(k)SSν
The decision logic can then be given as
Jν A Jth   alarm (fault)
Jν B Jth   no alarm (fault-free)
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6.2 Constant threshold for discrete-time case
6.2.1 Problem formulation
Consider the following class of discrete-time nonlinear uncertain system
P 
¢¨¨¦¨¨¤
xk+1 = Axk +Buk + φ(xk, uk) + η(xk, uk, k) +Ewwk +Effk
yk = Cxk + Fwwk + Fffk (6.3)
where the signals x,u,w, f, y and the matrices A,B,C,D,Ew, Fw,Ef , Ff serve the same
purpose as introduced in Section 5.1.1. Moreover, the term η represents the model uncer-
tainty. Considering the FDF (5.2) and defining ek = xk − xˆk, the observer error dynamics
can then be given as
E 
¢¨¨¦¨¨¤
ek+1 = A¯ek + φ(xk, ek, uk) + η(xk, uk, k) + E¯wwk + E¯ffk
rk =W (Cek + Fwwk + Fffk) (6.4)
where A¯ = A − LC, E¯w = Ew − LFw, E¯f = Ef − LFf and φ(xk, ek, uk) = φ(xk, uk) − φ(xk −
ek, uk). Combining the nonlinear process (6.3) and observer error dynamics (6.4), the
augmented form of the residual generator is represented as follows
R 
¢¨¨¦¨¨¤
x0,k+1 = A0x0,k +Ψ0(x0,k,w0,k) + η0(x0,k,w0,k, k) +E0w0,k +E0,ffk
r0,k = C0x0,k + F0w0,k + F0,ffk (6.5)
where x0,k =  xTk eTk T , w0,k =  uTk wTk T , A0 = diag(A, A¯), E0,f =  ETf E¯Tf T ,
C0 =  0 WC , F0 =  0 WFd , F0,f =WFf , E0 =  B Ed0 E¯d 	.
Ψ0(x0,k,w0,k) =  φ(xk, uk)φ(xk, ek, uk) 	 , η0(x0,k,w0,k, k) =  η(xk, uk, k)η(xk, uk, k) 	
It is worth noting that the residual generator (6.5) is not only influenced by f but also by
w0 and model uncertainty η.
Remark 6.2.1. In order to analyze the effect of disturbances on the residual signal for
the purpose of residual evaluation and determination of thresholds, a fault-free residual
generator with the following dynamics is used
RD 
¢¨¨¦¨¨¤
x0,k+1 = A0x0,k +Ψ0(x0,k,w0,k) + η0(x0,k,w0,k, k) +E0w0,k
r0,k,w = C0x0,k + F0w0,k (6.6)
where A0, E0 , C0 , F0, Ψ0(x0,k,w0,k) and η0(x0,k,w0,k, k) are given in (6.5).
Remark 6.2.2. The uncertainty η in the process model (6.3) may be regarded as structured
or unstructured. In this study, the following form of parameterizable structured uncertainty
is used
η(xk, uk, k) =∆(A)xk +∆(B)uk
= E∆(k) (Gxk +Huk) (6.7)
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then the residual generator (5.6) can be given as
R 
¢¨¨¨¨
¦¨¨¨¨
¤
x0,k+1 = (A0 +∆A0)x0,k +Ψ0(x0,k,w0,k) + (E0 +∆E0)w0,k
= A¯0x0,k +Ψ0(x0,k,w0,k) + E¯0w0,k
r0,k,w = C0x0,k + F0w0,k
(6.8)
where
∆A0 =  ∆A 0∆A 0 	 , ∆E0 =  ∆B 0∆B 0 	
and using (6.7), we have
[∆A0 ∆E0] = E¯∆(k) G¯ H¯ ,
E¯ = ET ET T , G¯ = [G 0] , H¯ = [H 0] , S∆(k)S B 1
Since the major focus of this chapter is on the computation of threshold, the following
assumptions should hold for the subsequent study:
A1. The initial conditions are set equal to zero, that is, x0(0) = 0,
A2. The fault-free residual generator dynamics (6.8) is a finite-gain L stable [98]; that
is, for L2−norm
SSr0,k,wSS2 B ρ1SSw0,kSS2 (6.9)
and, for Lª−norm
SSr0,k,wSSª B ρ2SSw0,kSSª (6.10)
where ρ1 A 0, ρ2 A 0.
Remark 6.2.3. It is worth noting that the assumption x0(0) = 0 does not lead to the loss
of generality. In case x0(0) x 0, it can be considered as an additional unknown input.
Next, the design of different types of constant thresholds is presented. Note that deter-
mining a threshold means to find out the maximum effect of unknown inputs and model
uncertainties on the residual signal under fault-free operation. To this end, the size of the
unknown inputs and model uncertainties, size of the residual signal and finally their rela-
tion is very important. In this context, three different situations are introduced in which
case the effect of the RMS and/or Peak values of the unknown inputs on the RMS or Peak
values of the residual signal can be studied. These situations are interpreted in terms of
thresholds Jth,RMS,2, Jth,Peak,Peak and Jth,Peak,2. Sufficient conditions for the computation
of these thresholds are derived in the subsequent subsections.
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6.2.2 Computation of Jth,RMS,2
The RMS value of the residual signal is widely used for the purpose of evaluation. The
threshold Jth,RMS,2 measures the change in the RMS value of the residual signal caused by
the bounded changes in the energy of unknown inputs w0,k in the presence of admissible
model uncertainties.
Definition 6.2.1. Given the RMS value of the residual signal as
JRMS = sup
kC0
SSr0,k,wSSRMS
then Jth,RMS,2 is defined as
Jth,RMS,2 = supJRMS  SSr0,k,wSSRMS B α SSw0,kSS2º
N
, for x0 = 0, f = 0, ∀ S∆(k)S B 1¡
where α is the L2−gain. It is to be noted that the RMS value of a signal is related to itsL2− norm as
SSr0,k,wSS2RMS B 1N SSr0,k,wSS22
where N is the length of the evaluation window or observation time.
The following theorem presents the main result for the computation of Jth,RMS,2.
Theorem 6.2.1. Suppose the residual generator (6.8) satisfies Assumptions A1-A2 and
the model uncertainty is structured of the form (6.7) with ∆(k)T∆(k) B I, then for a given
scalar α A 0, the L2-gain residual generator (6.8) is less than or equal to α; that is,
SSr0,k,wSS2 B αSSw0,kSS2 (6.11)
if there exist a symmetric positive definite matrix P and scalars ξiSi=1,,5 A 0, η1 A 0, such
that the following set of LMIs has a solution.
L1 =  η1I P η1I 	 A 0 (6.12)
L2 =
<@@@@@@@@@@@@@@@@@@@>
−P 0 PA0 0 0 PE0 0 0 PE¯
 −I C0 0 0 F0 0 0 0
  Ω1 AT0 P 0 ξ1G¯T H¯ 0 0 0   −ξ2P PE¯ 0 0 0 0
    −ξ4I 0 0 0 0
     Ω2 ET0 P 0 0      −ξ3P PE¯ 0
       −ξ5I 0
        −ξ1I
=AAAAAAAAAAAAAAAAAAA?
< 0 (6.13)
with Ω1 = −P + ρ1γ2η1I + ρ2G¯T G¯, Ω2 = −α2I + ρ3H¯T H¯, ρ1 = (1 + ξ2 + ξ3), ρ2 = (ξ1 + ξ4),
ρ3 = (ξ1 + ξ5), ξi = 1ǫi Si=1,,5 and ǫi A 0.
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Proof. Consider a quadratic Lyapunov function, that is, Vk = xT0,kPx0,k;P = P
T A 0 and
taking the difference along the trajectories of the residual generator (6.8)
∆Vk = Vk+1 − Vk = xT0,k+1Px0,k+1 − xT0,kPx0,k
or
∆Vk = (A¯0x0,k + E¯0w0,k)TP (A¯0x0,k + E¯0w0,k)
−xT0,kPx0,k + xT0,kA¯T0 PΨ0,k +ΨT0,kP T A¯0x0,k
+wT0,kE¯T0 PΨ0,k +ΨT0,kP T E¯0w0,k +ΨT0,kPΨ0,k (6.14)
In order to simplify the notation, use Ψ0,k = Ψ0(x0,k,w0,k). Using Cashy-Schwarz inequal-
ity and Lemma A.3.1, then
∆Vk B (A¯0x0,k + E¯0w0,k)TP (A¯0x0,k + E¯0w0,k) − xT0,kPx0,k
+ ǫ2xT0,kA¯0TPA¯0x0,k + ǫ3wT0,kE¯0TPE¯0w0,k + ρ1γ2SSP SSxT0,kx0,k (6.15)
where ρ1 = (1 + 1ǫ2 + 1ǫ3 ). Let σ¯(P ) be the largest singular value of P and further, assume
there exists a positive scalar η1, such that σ¯(P ) < η1  0 < η1I − η−11 PP , which can be
converted to LMI L1 in Theorem 6.2.1 by the use of Schur complements. Now (6.15)
implies that
∆Vk B (A¯0x0,k + E¯0w0,k)TP (A¯0x0,k + E¯0w0,k) − xT0,kPx0,k
+ǫ2xT0,kA¯0TPA¯0x0,k + ǫ3wT0,kE¯0TPE¯0w0,k + ρ1γ2η1IxT0,kx0,k (6.16)
Defining
J =
ª
Q
k=0
rT0,kr0,k − α2wT0,kw0,k (6.17)
Under zero initial condition, it implies
J <
ª
Q
k=0
rT0,k,wr0,k,w − α2wT0,kw0,k +∆Vk (6.18)
A sufficient condition for J B 0 can thus be given as
rT0,k,wr0,k,w − α2wT0,kw0,k +∆Vk B 0 ∀k > [0,ª) (6.19)
It turns out
rT0,k,wr0,k,w − α2wT0,kw0,k +∆Vk B (C¯0x0,k + F¯0w0,k)T (C¯x0,k + F¯0w0,k) − α2wT0,kw0,k
+ (A¯0x0,k + E¯0w0,k)TP (A¯0x0,k + E¯0w0,k) − xT0,kPx0,k
+ ǫ2xT0,kA¯T0 PA¯0x0,k + ǫ3wT0,kE¯T0 PE¯0w0,k + ρ1γ2η1IxT0,kx0,k
(6.20)
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for sufficiency of J B 0, the right hand side (RHS) of the above inequality needs to be
negative. Hence representing the RHS of (6.20) as follows
 xT0,k
wT0,k
	T M  x0,k
w0,k
	 < 0 (6.21)
where
M =  A¯T0 C¯T0
E¯T0 F¯
T
0
	  P 0
0 I
	  A¯0 E¯0
C¯0 F¯0
	 +  Γ1 0
0 Γ2
	
and Γ1 = ǫ2A¯T0 PA¯0 − P + ρ1γ2η1, Γ2 = ǫ3E¯T0 PE¯0 − α2I. Using lemma A.3.2 and A.3.3
together with Schur complements, after some mathematical manipulations, the LMI L2
can be obtained.
This completes the proof.
Algorithm 6.2.1. Computation of Jth,RMS,2 for Lipschitz nonlinear uncertain system
with norm bounded uncertainty
Step I. Solve the optimization problem
minα
subject to (6.12) and (6.13) for P A 0, ξ A 0 and finally set α =minα
Step II. Compute
Jth,RMS,2 = α

δu,2 + δw,2º
N
(6.22)
where α =min(α), N is evaluation window and SSw0,kSS2 B (δu,2 + δw,2)
6.2.3 Computation of Jth,Peak,Peak
The choice of peak value of the residual signal is fairly natural for the purpose of evaluation.
Suppose the unknown input signal is bounded in amplitude, then in order to bound the
peak amplitude of the residual signal, the peak-to-peak gain minimization is used. The
problem of peak-to-peak gain minimization for LTI systems has been studied in [154–
158] to list a few. This subsection uses this concept in order to compute the threshold
Jth,Peak,Peak which measures the maximum (instantaneous) changes in the residual signal
due to the maximum bounded changes in the unknown inputs under admissible model
uncertainties.
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Definition 6.2.2. Given the peak value of a residual signal r0,k,w as
JPeak = sup
kC0
SSr0,k,wSS (6.23)
then Jth,Peak,Peak is defined as
Jth,Peak,Peak = supJPeak  SSr0,k,wSSPeak B α, for x0 = 0, f = 0, ∀ SSw0,kSS B 1, S∆(k)S B 1
where α is the peak-to-peak gain of the residual generator (4.4).
Theorem 6.2.2. Suppose the residual generator (6.8) satisfies Assumptions A1-A2 and
the model uncertainty is structured of the form (6.7) with ∆(k)T∆(k) B I, then for a given
scalar α A 0 and wT0,kw0,k B 1, the peak-to-peak gain of the residual generator is less than
α, that is, SSr0,k,wSSPeak < α (6.24)
if there exist a symmetric positive definite matrix P and scalars ξiSi=1,,6 A 0, η1 A 0,
0 < λ < 1, µ A 0, so that the following set of LMIs has a solution.
L1 =  η1I P η1I 	 A 0 (6.25)
L2 =
<@@@@@@@@@@@@@@@@>
−P PA0 0 0 PE0 0 0 PE¯
 Ω1 AT0 P 0 0 0 0 0  −ξ2P PE¯ 0 0 0 0
   −ξ4I 0 0 0 0
    Ω2 ET0 P 0 0     −ξ3P PE¯ 0
      −ξ5I 0
       −ξ1I
=AAAAAAAAAAAAAAAA?
< 0 (6.26)
L3 =
<@@@@@>
αI C0 F0
 λP 0
  (α − µ)I
=AAAAA? A 0 (6.27)
where Ω1 = −(1−λ)P +ρ1γ2η1I +ρ2G¯T G¯, Ω2 = µI +ρ3H¯T H¯, ρ1 = (1+ξ2+ξ3), ρ2 = (ξ1+ξ4),
ρ3 = (ξ1 + ξ5) and ξi = 1ǫi Si=1,,5,
Proof. Consider a quadratic Lyapunov function of the form similar to the one used in the
proof of Theorem 6.2.1, that is,
Vk = x
T
0,kPx0,k ∀P = P T A 0
∆Vk = Vk+1 − Vk = xT0,k+1Px0,k+1 − xT0,kPx0,k < 0
Also assume
Vk <
µ
λ
§ µ A 0, 0 < λ < 1 (6.28)
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Considering
Vk+1 + (λ − 1)Vk < µ (6.29)
for sufficiency of equation (6.28). Note that ∀wT0,kw0,k, (6.29) ensures
Vk+1 + (λ − 1)Vk < µwT0,kw0,k (6.30)
It can be noted that (6.28) holds if (6.30) is satisfied. Analysing the nonlinear terms in
Vk+1 in similar lines as in the proof of Theorem 6.2.1, the inequality (6.30) can then be
represented as
 A¯0T
E¯0
T 	P  A¯0 E¯0  +  (λ − 1)P 00 −µ 	
+  ǫ2A¯0TPA¯0 + ρ1γ2η1 0
0 ǫ3E¯0
T
PE¯0
	 < 0 (6.31)
or
 A¯0T
E¯0
T 	P  A¯0 E¯0  +  −(1 − λ)P + ǫ2A¯0TPA¯0 + ρ1γ2η1 0
0 −µI + ǫ3E¯0TPE¯0 	 < 0
using Lemma A.3.3, a sufficient condition for (6.31) is
 A0T
E0
T 	 P −1 − ǫ1E¯E¯T −1  A0 E0  + 1
ǫ1
G¯ H¯T G¯ H¯ +  Γ1 0
0 Γ2
	 < 0 (6.32)
or
 A0T
E0
T 	 P −1 − ǫ1E¯E¯T −1  A0 E0  +  Γ1 + 1ǫ1 G¯T G¯ 1ǫ1 G¯T H¯1
ǫ1
H¯T G¯ Γ2 + 1ǫ1 H¯T H¯
	 < 0 (6.33)
where
Γ1 = −(1 − λ)P +A0T (ǫ2P )−1 − ǫ4E¯E¯T −1A0 + 1
ǫ4
G¯T G¯ + ρ1γ2η1,
Γ2 = −µI + 1
ǫ4
H¯T H¯ + E¯0T (ǫ3P )−1 − ǫ5E¯E¯T −1E0
After applying Schur complements, the inequality (6.33) can be written as
<@@@@@@@>
−P PA0 PE0 PE¯
 Γ1 + 1ǫ1 G¯T G¯ 1ǫ1 G¯T H¯ 0  Γ2 + 1ǫ1 H¯T H¯ 0   − 1
ǫ1
I
=AAAAAAA?
< 0 (6.34)
using Lemma A.3.2 and some mathematical manipulations lead us to LMI L2 in (6.26).
The LMI L3 in (6.27) can be obtained along the similar lines in [1, Chap 9].
This completes the proof.
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Algorithm 6.2.2. Computation of Jth,Peak,Peak for discrete-time Lipschitz nonlinear
uncertain systems with norm bounded uncertainty
Step I. Solve the optimization problem
minα
subject to (6.24) and (6.25), for some ξiSi=1,,6 A 0, η1 A 0, 0 < λ < 1, µ A 0,
P A 0 and finally set α =minα
Step II. Compute
Jth,Peak,Peak = α
 (δu,ª + δw,ª) (6.35)
where α =min(α) and SSw0,kSSPeak B (δu,ª + δw,ª).
6.2.4 Computation of Jth,Peak,2
In Theorems 6.2.1 and 6.2.2, two important scenarios have been discussed. These are:
i) using Hª techniques, an algorithm for the computation of Jth,RMS,2 is proposed which
measures the bounded changes in the energy of the residual signal due to bounded changes
in the energy of the unknown disturbances in the presence of uncertainties and ii) using
the concept of peak-to-peak gain minimization, the design of Jth,Peak,Peak has been studied
which measures the maximum instantaneous changes in the residual signal due to the max-
imum bounded instantaneous changes in the unknown disturbances. In this subsection,
the maximum changes in the residual signal due to the bounded changes in the energy of
the unknown disturbances will be studied. The so-called Jth,Peak,2 serves this objective.
For this purpose, the well established results from the generalized H2 performance for
LTI systems ([159–164]) are extended to discrete-time nonlinear uncertain systems in or-
der to compute Jth,Peak,2. This threshold measures the maximum (instantaneous) change
in residual signal due to the bounded changes in the energy of the unknown inputs. It
serves the same purpose as Jth,Peak,Peak but with respect to energy of the unknown inputs.
Definition 6.2.3. Given the residual generator (6.8) with model uncertainty of the form
(6.7). Assume that F0 = 0, then for all w0,k > ℓ2[0,ª), the energy-to-peak gain can be given
as
SSr0,k,wSSPeak < α1SSw0,kSS2 ∀ S∆(k)S B 1
Let the peak value of the residual signal is denoted by JPeak = supkC0 SSr0,k,wSS. Further,
assume that w0,k is bounded in the sense i.e. SSw0,kSS2 B δw0,2, then Jth,Peak,2 is defined as
Jth,Peak,2 = α1δw0,2
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Remark 6.2.4. If F0 x 0, then the residual generator (6.8) can be decomposed into the
following
r0,k,w = r10,k,w + r20,k,w (6.36)
where r10,k,w = C0x0,k shows the dynamical part of the residual generator (6.8) and r20,k,w =
F0w0,k, then considering
SSr0,k,wSSPeak B SSr10,k,wSSPeak + SSr20,k,wSSPeak
B SSr10,k,wSSPeak + σ¯(F0)SSw0,kSSPeak (6.37)
where σ¯(F0) is the maximum singular value of F0. The threshold Jth,Peak,2 can then be
defined as
Jth,Peak,2 = α1SSw0,kSS2 + σ¯(F0)SSw0,kSSPeak (6.38)
the term σ¯(F0)SSw0,kSSPeak represents the peak value of r20,k,w. Let there exists a scalar
ρ2 A 0, such that
σ¯(F0) B α2 F T0 F0 B α22
or
F T0 F0 − α22I B 0 (6.39)
which shows that the Peak value of residual signal r20,k,w is less than or equal to
ρ2SSw0,kSSPeak.
Considering the remaining part, that is, r10,k,w = C0x0,k, the following theorem gives the
main result for the computation of Jth,Peak,2.
Theorem 6.2.3. Suppose the residual generator (6.8) satisfies Assumptions A1-A2 and
the model uncertainty is structured of the form (6.7) with ∆(k)T∆(k) B I, then for given
scalar ρ1 A 0, SSr10,k,wSSPeak B α1SSw0,kSS2 (6.40)
if there exist a symmetric positive definite matrix P and scalars ξiSi=1,,5 A 0, β A 0 so that
the following set of LMIs has a solution.
L1 =  η1I P η1I 	 A 0 (6.41)
L2 =
<@@@@@@@@@@@@@@@@>
−P PA0 0 0 PE0 0 0 PE¯
 Ω1 AT0 P 0 0 0 0 0  −ξ2P PE¯ 0 0 0 0
   −ξ4I 0 0 0 0
    Ω2 ET0 P 0 0     −ξ3P PE¯ 0
      −ξ5I 0
       −ξ1I
=AAAAAAAAAAAAAAAA?
< 0 (6.42)
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L3 = CT0 C0 − P < 0 (6.43)
where Ω1 = −P + ρ1γ2βI + ρ2G¯T G¯, Ω2 = −α21I + ρ3H¯T H¯, ρ1 = (1 + ξ2 + ξ3), ρ2 = (ξ1 + ξ4),
ρ3 = (ξ1 + ξ5), ξ = 1ǫ and ǫ A 0
Proof. Assume the quadratic Lyapunov function of the form similar to the one as before
i.e. Vk = xT0,kPx0,k, P = P
T A 0 and considering that
J < Vk − α21
k−1
Q
j=0
SSw0,j SS2 ∀w0,k > ℓ2[0,ª) (6.44)
for k A 0
J < Vk − Vk=0 − α21
k−1
Q
j=0
SSw0,j SS2 < k−1Q
j=0
∆(Vj) − α21wT0,jw0,j
Considering J B 0, the LMI L2 in (6.42) can be obtained along the same lines of the
proof of Theorem 6.2.2. Also J B 0 yields
Vk < α
2
1
k−1
Q
j=0
SSw0,j SS2 (6.45)
and
r10,k,d < α
2
1
k−1
Q
j=0
SSw0,j SS2 (6.46)
provided that
CT0 C0 B P (6.47)
which is the LMI L3 in (6.43).
This ends the proof.
Algorithm 6.2.3. Computation of Jth,Peak,2 for discrete-time Lipschitz nonlinear un-
certain systems with norm bounded uncertainty
Step I. Solve the optimization problem
minα1
subject to (6.41), (6.42) and (6.43), for some ξiSi=1,,6 A 0, η1 A 0, 0 < λ < 1,
µ A 0, P A 0, and
minα2
subject to (6.39), and set α1 =minα1, α

2 =minα2
Step II. Compute
Jth,Peak,2 = α

1 (δu,2 + δw,2) + α2 (δu,ª + δw,ª)
where α1 = min(α1), α2 = min(α2), SSw0,kSS2 B (δu,2 + δw,2) and SSw0,kSSPeak B(δu,ª + δw,ª).
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It is worth noting that the results in the above theorems have been derived on the
assumptions that S∆(k)S B 1, which do not lead to the loss of generality. If it does not
hold, then the following remark is useful,
Remark 6.2.5. If S∆(k)S B δ∆I and δ∆ x 1, then it can be defined as
∆¯(k) = ∆(k)º
δ∆
and G˜ H˜ =»δ∆ [G H]
Theorems 6.2.1, 6.2.2, and 6.2.3 provide all the needed informations for the design of
constant thresholds using norm-based framework. The advantage of norm-based frame-
work is that it provides an upper bound for the influence of the disturbances on the
residual signal and that the computed thresholds are robust. These thresholds give a fair
evaluation of the residual signal. For the purpose of early fault detection on one hand
and low false alarm rate on the other hand, Jth,Peak,Peak is used to activate the compu-
tation of Jth,Peak,2. Due to the assumption on energy of the unknown inputs Jth,Peak,2 is
set higher than Jth,Peak,Peak. Note that the possibility of false alarms are precluded in
both cases, however, residual evaluation using Jth,Peak,2 produces more conservativeness
than Jth,Peak,Peak. Similarly, Jth,RMS,2 also eliminates the chances of false alarms. Further,
residual evaluation using RMS values for a time window of length N produces smoothness
in the residual signal and hence the influence of the unknown inputs is minimized. Since
it requires observation over a long time window, the fault detection time become large.
6.2.5 A design example
This example illustrates the use of the algorithms proposed for the computation of constant
thresholds. The coefficient matrices of the plant governed by (6.3), are given as
A =  0 0.456−0.762 0.19 	 ; B = Ew =  01 	 ; C = [1 0] ;D = Fw = 0; E =  01 	 ;
G =  0 0.01  ;H = J = 0.01; F = 0; Ef =  0 01 0 	 ; Ff = [0 1];
φ(xk) = 0.12sin(x2,k); with γ = 0.12
The uncertainty is bounded ∆T (k)∆(k) B 1. The control input is assumed to be
bounded by δu,2 = 0.4472, δu,ª = 0.1000. The process disturbance wk is uniformly dis-
tributed over the interval [−0.15,0.15]. The energy and peak values of wk are bounded by
δw,2 = 0.4821, δw,ª = 0.1500. Considering the FDF parameters L =  −0.3100 −0.7596 T
and W = I and the evaluation window N = 20[s] and using Theorem (6.2.1, 6.2.2, 6.2.3),
the following parameters are computed
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• Jth,RMS,2
ǫ2 = 0.3010 ǫ3 = 0.4110
P =
<@@@@@@@>
0.6460 −0.0684 −0.0006 0.0020
−0.0684 0.3246 0.0001 −0.0002
−0.0006 0.0001 1.2460 −0.2005
0.0020 −0.0002 −0.2005 0.4649
=AAAAAAA?
;
α = 1.2056; Jth,RMS,2 = 0.2505
• Jth,Peak,Peak
ǫ2 = 0.3010; ǫ3 = 0.8010; λ = 0.2010; µ = 11.2074;
P =
<@@@@@@@>
2.8938 −0.2718 −0.5083 −0.1007
−0.2718 1.5659 −0.1282 −0.2725
−0.5083 −0.1282 5.1007 −0.1541
−0.1007 −0.2725 −0.1541 2.6278
=AAAAAAA?
α = 3.3477; Jth,Peak,Peak = 0.8333
• Jth,Peak,2
ǫ2 = 0.4010; ǫ3 = 0.7010;
P =
<@@@@@@@>
0.3649 −0.0303 −0.1363 0.0013
−0.0303 0.1958 −0.0427 −0.0591
−0.1363 −0.0427 1.0542 −0.0380
0.0013 −0.0591 −0.0380 0.4274
=AAAAAAA?
α1 = 1.0954; α2 = 1.4827  10−9; Jth,peak,2 = 1.0179;
The simulation is carried out for 100[s]. A sensor fault is generated using unit step
function at 20[s]. Figure 6.3 shows the RMS of the residual and threshold (Jth,RMS,2)
while Figure 6.4 shows the peak value of the residual and the thresholds (Jth,Peak,Peak and
Jth,Peak,2). Note that the residual signal is affected by the unknown external disturbances
wk and control input through model uncertainty. Due to this reason, the residual signal
is non-zero before the occurrence of the fault. The proposed thresholds ensure no false
alarm. When fault appeared in the system, the residual exceeds the threshold (Jth,RMS,2
in Figure 6.3 and Jth,Peak,Peak, Jth,Peak,2 in Figure 6.4) and hence fault alarm is generated.
It is also evident from Figure 6.4 that Jth,Peak,2 is set higher than Jth,Peak,Peak. It is
usually the case in practice that with the aim of early fault detection together with low
false alarm rate Jth,Peak,Peak is used to activate the computation of Jth,Peak,2.
Note that the effect of unknown inputs is reduced while evaluating the RMS value
of the residual signal (Figure 6.3) as compared to the peak value of the residual signal
(Figure 6.4). It is due to the averaging of the instantaneous values of the residual signal
over time window N . Similarly considering evaluation of peak value of the residual signal
(Figure 6.4), Jth,Peak,2 is higher than Jth,Peak,Peak due to the assumption of the energy
of the unknown inputs. It is helpful to eliminate the chances of false alarms on one
hand while introducing conservativeness on the other hand which may sometimes lead to
missed-detection.
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Figure 6.3: Detection of sensor fault under the evaluation of RMS value of residual signal.
The solid line represents the evaluated residual signal JRMS, dotted lines denotes the threshold
Jth,RMS,2
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Figure 6.4: Detection of sensor fault under the evaluation of Peak value of residual signal.
The solid line represents the evaluated residual signal JPeak, dotted lines and dash-dotted lines
denote the thresholds Jth,Peak,Peak Jth,Peak,2 respectively
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6.3 Constant threshold for continuous-time case
In this section, the design schemes of the above three kinds of thresholds for continuous-
time Lipschitz nonlinear uncertain systems are studied. In addition, the uncertainty is also
introduced in the output channel. Further, the assumption on the uncertainty remains
the same; that is, norm bounded.
6.3.1 Problem formulation
Consider the following type of a continuous-time Lipschitz nonlinear uncertain systems
Σ 
¢¨¨¦¨¨¤
x˙ = A¯x + B¯u + E¯ww + φ(x,u) +Eff
y = C¯x + D¯u + F¯ww + Fff (6.48)
where X¯ = X + ∆X represents the modeling errors and uncertainties. Considering the
FDF (5.35) and defining estimation error as e = x − xˆ, then the error dynamics can be
given as follows
Σξ 
¢¨¨¨¨
¦¨¨¨¨
¤
e˙ = (A −LC)e + (∆A −L∆C)x + (∆B −L∆D)u
+(E¯w −LF¯w)w + φ(x,u) − φ(xˆ, u) + (Ef −LFf)f
r =W (Ce +∆Cx +∆Du + F¯ww + Fff)
(6.49)
the residual generator dynamics for uncertain system (6.48) can finally be represented as
follows
Σaug 
¢¨¨¦¨¨¤
x˙0 = A¯0x0 + E¯0w0 +E0,ff +Ψ0(x, xˆ, u)
r0 = C¯0x0 + F¯0w0 + F0,ff (6.50)
where
x0 =  xe 	 ; w0, =  uw 	 ; A0 =  A 00 A −LC 	 ;
E0 =  B Ew0 Ew −LFw 	 ; E0,f =  EfEf −LFf 	 ;
Ψ0(x, xˆ, u) =  φ(x,u)φ(x,u) − φ(xˆ, u) 	 ; C0 =  0 WC  ;
F0 =  0 WFw  ; Ff =  0 WFf  ;
∆A0 =  ∆A 0∆A −L∆C 0 	 ; ∆C0 =  V∆C 0  ;
∆E0 =  ∆B ∆Ew∆B −L∆D ∆Ew −L∆Fw 	 ;
∆F0 =  V∆D V∆Fw 
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 ∆A0 ∆E0
∆C0 ∆F0
	 =  E¯
F¯
	∆(t)  G¯ H¯  ; (6.51)
∆(t)T∆(t) B δ∆I, δ∆ A 0
with
G¯ =  G 0  ; H¯ =  H J  ; F¯ = F
E¯ =  ET (E −LF )T T
Remark 6.3.1. Analogous to the Remark 6.2.1, the fault-free residual generator will be
used in order to study and analyze the effect of the unknown inputs. To this end, the
following form of residual generator (6.50) will be used in the remainder of this chapter:
ΣR 
¢¨¨¦¨¨¤
x˙0 = A¯0x0 + E¯0w0 +Ψ0(x, xˆ)
r0,w = C¯0x0 + F¯0w0 (6.52)
Similar to the discrete-time case, the above residual generator also holds the assump-
tions A1-A2 but in continuous-time settings. The following subsections presents sufficient
conditions for Jth,RMS,2, Jth,Peak,Peak, and Jth,Peak,2 in the form of three Theorems respec-
tively. Algorithms are presented at the end of each subsections in order to ease the design
of a respective threshold.
6.3.2 Computation of Jth,RMS,2
Theorem 6.3.1. Suppose the residual generator (6.52) holds Assumptions A1-A2 and the
model uncertainty is structured of the form (6.51) with ∆(t)T∆(t) B I, then for a given
scalar α A 0, the residual generator (6.52) has L2−gain is less than or equal to α; that is,
SSr0,wSS2 B αSSw0SS2 (6.53)
if there exists a symmetric positive (semi-) definite matrix P and nonnegative scalars
ǫiSi=1,2 such that the following LMI has a solution
L =
<@@@@@@@@@@@@>
Ω1 Ω2 CT0 PE¯ ǫ1P
1
ǫ1
γI
 Ω3 F T0 0 0 0  −I F 0 0
   −ǫ2I 0 0
    −I 0
     −I
=AAAAAAAAAAAA?
< 0 (6.54)
where P = P T = diag(P1, P2), Ω1 = PA0 + AT0 P + ǫ2G¯T G¯, Ω2 = PE0 + ǫ2G¯T H¯, Ω3 =−α2I + ǫ2H¯T H¯ and ǫiSi=1,2 A 0.
Proof. see Appendix B.1 for proof.
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Algorithm 6.3.1. Computation of Jth,RMS,2 for continuous-time Lipschitz nonlinear
systems with norm bounded uncertainty
Step I. Solve the optimization problem
minα
subject to (6.54) for P A 0, ǫ A 0 and finally set α =minα
Step II. Compute
Jth,RMS,2 = α

δu,2 + δw,2º
T
where T is the observation window to be selected and SSw0SS2,T B (δu,2 + δw,2)
6.3.3 Computation of Jth,Peak,Peak
Theorem 6.3.2. Suppose the residual generator (6.52) holds Assumptions A1-A2 and
the model uncertainty is structured of the form (6.51) with ∆(t)T∆(t) B I, the for a given
scalar α A 0 and ∀SSw0SSPeak B 1, the the Peak norm of the residual generator (6.52) is less
than or equal to α; that is, SSr0,wSSPeak B α (6.55)
if there exists a symmetric positive (semi-) definite matrix P , nonnegative scalars ǫiSi=1,.,3,
positive scalars λ and µ such that the following set of LMIs has a solution.
L1 =
<@@@@@@@@@@>
Ω1 Ω2 PE¯ ǫ1P
1
ǫ1
γ
 Ω3 0 0 0
  −ǫ2I 0 0
   −I 0
    −I
=AAAAAAAAAA?
< 0 (6.56)
L2 =
<@@@@@@@>
I C0 F0 F¯
 Ω4 −ǫ3G¯T H¯ 0
  Ω5 0
   ǫ3I
=AAAAAAA?
A 0 (6.57)
where P = P T ,. Ω1 = PA0+AT0 P +ǫ2G¯T G¯+λP , Ω2 = PE0+ǫ2G¯T H¯, Ω3 = −µI+ǫ2H¯T H¯,Ω4 =
λP − ǫ3G¯T G¯, Ω5 = (α2 − µ)I − ǫ3H¯T H¯.
Proof. see Appendix B.2 for proof.
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Algorithm 6.3.2. Computation of Jth,Peak,Peak for continuous-time Lipschitz nonlin-
ear uncertain systems with norm bounded uncertainty
Step I. Solve the optimization problem
minα
subject to (6.56) and (6.57) for P A 0, ǫ A 0, µ A 0,0 < λ < 1 and finally set
α =minα
Step II. Compute
Jth,Peak,Peak = α
 (δu,ª + δw,ª)
where SSw0SSPeak B (δu,ª + δw,ª)
6.3.4 Computation of Jth,Peak,2
Theorem 6.3.3. Suppose the residual generator (6.52) holds Assumptions A1-A2 and the
model uncertainty is structured of the form (6.51) with ∆(t)T∆(t) B I, then for a given
scalars α1 A 0 and α2 A 0, the Peak-to-2 gain of the residual generator (6.52) is given by
the following relation SSr0,wSSPeak = α1SSw0SS2 + α2SSw0SSPeak (6.58)
if there exists a symmetric positive definite matrix P , nonnegative scalars ǫ such that the
following set of LMIs has a solution.
L1 =
<@@@@@@@@@@>
Ω1 Ω2 PE¯ ǫ1P
1
ǫ1
γ
 Ω3 0 0 0
  −ǫ2I 0 0
   −I 0
    −I
=AAAAAAAAAA?
< 0 (6.59)
L2 =
<@@@@@>
−I C0 F
 −P + ǫ3G¯T G¯ 0
  −ǫ3I
=AAAAA? < 0 (6.60)
L3 =
<@@@@@>
I F0 F
 α22I − ǫ4H¯T H¯ 0  ǫ4I
=AAAAA? C 0 (6.61)
where P = P T =  P1 0
0 P2
	, Ω1 = PA0 + AT0 P + ǫ2G¯T G¯,Ω2 = PE0 + ǫ2G¯T H¯,Ω3 = −α21I +
ǫ2H¯T H¯ and ǫ A 0
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Proof. see Appendix B.3 for proof.
Algorithm 6.3.3. Computation of Jth,Peak,2 for continuous-time Lipschitz nonlinear
systems with norm bounded uncertainty
Step I. Solve the optimization problem
minα1
subject to (6.59), (6.60) and
minα2
subject to (6.61) for P = P T A 0, ǫ A 0 and finally set α1 = minα1 and
α2 =minα2
Step II. Compute
Jth,Peak,2 = α

1 (δu,2 + δw,2) + α2 (δu,ª + δw,ª)
6.3.5 A design example
Consider the Lipschitz nonlinear system governed by (6.48) with the following coefficient
matrices
A =  0 1−0.6 −1.5 	 ; B =  11 	 ; C = [1 0] ; D = 0; Ew =  11 	 ; Fw =D;
E =  0.1
0.15
	 ; G =  0.2 0.1  ; H = J = 0.1; F = 0;Ef =  1 01 0 	 ; Ff = [0 1];
φ(x) = 0.21sin(x2); with γ = 0.21.
The disturbance is assumed to be uniformly randomly distributed over the interval(−0.01,0.1). The parameter for robust FDF are given as follows:
L = [5.6917 5.1084]T ; W = 1.5;
The disturbances and the input vector are bounded by
δu,2 = 0.3162 δw,2 = 0.0250 T = 10 sec
δu,ª = 0.1000; δw,ª = 0.01;
Similarly using algorithms (6.3.1,6.3.2,6.3.3), the following parameters are computed
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• Jth,RMS,2
ǫ1 = 1.9201, ǫ2 = 0.0019,
P =
<@@@@@@@>
0.0481 0.0538 0.0001 −0.0135
0.0538 0.1250 −0.0017 −0.0559
0.0001 −0.0017 0.6465 0.0265
−0.0135 −0.0559 0.0265 0.1115
=AAAAAAA?
α = 0.6256; Jth,RMS,2 = 0.0955;
• Jth,Peak,Peak
µ = 6.7470, λ = 0.2010, ǫ1 = 0.8001, ǫ2 = 0.0393, ǫ3 = 4.0849  10−4
P =
<@@@@@@@>
0.4366 0.6183 0.0042 −0.1676
0.6183 1.4617 0.0114 −0.5394
0.0042 0.0114 11.3009 0.4233
−0.1676 −0.5394 0.4233 1.9336
=AAAAAAA?
α = 2.5975; Jth,Peak,Peak = 0.2856;
• Jth,Peak,2
ǫ1 = 2.0010, ǫ2 = 0.2117, ǫ3 = 0.0123
P =
<@@@@@@@>
0.0731 0.1034 −0.0013 −0.0018
0.1034 0.2741 0.0006 −0.0066
−0.0013 0.0006 2.2503 −0.0112
−0.0018 −0.0066 −0.0112 0.5960
=AAAAAAA?
,
α1 = 1.0065; α2 = 5.0015  10−6; Jth,Peak,2 = 0.3434;
Figure 6.5 shows the RMS value of residual signal affected by actuator fault at time
t = 50[s] and threshold Jth,RMS,2. Similarly Figure 6.6 shows the peak value of the faulty
residual (actuator fault at t = 50[s]) and the thresholds, that is, Jth,Peak,Peak and Jth,Peak,2.
6.4 Adaptive threshold generation
In sections 6.2 and 6.3, constant thresholds are proposed by considering the bounds on
unknown inputs and control inputs. Note that control input was also considered as un-
known input while designing these thresholds. However, it is evident that control input u
is usually available on-line during the process operation. If the on-line information of u;
that is, the instantaneous values of u are used, then the size of the threshold is consider-
ably reduced, which, in turn, increases the fault detection capability. This methodology
makes the threshold sensitive to input u and leads us to the so-called adaptive threshold.
In this threshold, the gain of the unknown inputs to the residual signal is derived in the
manner similar to the one presented in Sections 6.2 and 6.3. Then, instead of using the
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Figure 6.5: Response of the residual to the actuator fault: The solid line represents the
evaluated residual signal JRMS, dotted lines denotes the threshold Jth,RMS,2
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Figure 6.6: Response of the residual to the actuator fault: The solid line represents the evalu-
ated residual signal JPeak, dotted line and dash-dotted line denote the thresholds Jth,Peak,Peak
Jth,Peak,2 respectively
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bound on u, the instantaneous values of u are used and, as a result, the threshold is a
function of the instantaneous values of u. Motivated by the results presented in [1] for
LTI systems, the study from Sections 6.2 and 6.3 can be extended to propose adaptive
threshold for Lipschitz nonlinear uncertain systems (6.3) and (6.48). To this end, δu,ª is
replaced by
SSu(k)SS =»uT (k)u(k)
for discrete-time, and
SSu(t)SS =»uT (t)u(t)
for continuous-time settings. Furthermore, δu,2 will be approximated by
SSu(k)SS2,N =
¿ÁÁÀ NQ
j=0
SSu(k + j)SS2
for discrete-time, and
SSu(t)SS2,T =
¿ÁÁÁÀ t+TS
t
SSu(τ)SSdτ
for continuous-time settings. Finally, the threshold presented in Sections 6.2 and 6.3 are
replaced by the following adaptive thresholds. The threshold Jth,RMS,2 is replaced by
Jadap,RMS,2(k) = αRMSº
N
(δd,2 + SSu(k)SS2,N) or
Jadap,RMS,2(t) = αRMSº
T
(δd,2 + SSu(t)SS2,T )
Similarly, the threshold Jth,Peak,Peak is replaced by
Jadap,Peak,Peak(k) = αPeak,Peak (δd,ª + SSu(k)SSPeak) or
Jadap,Peak,Peak(t) = αPeak,Peak (δd,ª + SSu(t)SSPeak)
and the threshold Jth,Peak,2 is replaced by
Jadap,Peak,2(k) = αPeak,21 (δd,ª + SSu(k)SSPeak) + αPeak,22 (δd,2 + SSu(k)SS2,N) or
Jadap,Peak,2(t) = αPeak,21 (δd,ª + SSu(t)SSPeak) + αPeak,22 (δd,2 + SSu(t)SS2,N)
It is worth noting that the above thresholds depend on the instantaneous values of the
energy of u, which, in turn, shows that these thresholds will be different under differ-
ent operating conditions, expressed in terms of u and, hence, are referred to as adaptive
threshold. Note that the use of the instantaneous values of the energy of u considerably
reduces the size of the corresponding threshold and hence enhances fault detection ca-
pability. A further advantage of these thresholds is the computational simplicity and its
ability to be implemented on-line very easily. In addition, it does not require much on-line
computations. The following example shows that these thresholds are less conservative to
those presented in Sections 6.2 and 6.3.
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6.4.1 A design example
The Example 6.2.5 is considered again in order to perform a comparative analysis. All
the coefficient matrices and the distribution of the unknown input vector are kept the
same. The filter gain and post filter are also kept the same. The input u is assumed as a
sinusoidal signal with amplitude 0.1, that is, u(k) = 0.1sin(k~2). The evaluation window
is also kept the same, that is, N = 20[s]. The following thresholds are computed
Jadap,RMS,2(k) = 0.1347 + 0.2987  SSu(k)SS2,N
Jadap,Peak,Peak(k) = 0.5024 + 3.3814  SSu(k)SS
Jadap,Peak,2(k) = 0.5063 + 1.4827  10−9  SSu(k)SS + 1.1230  SSu(k)SS2,N
As shown in Figure 6.7, a fault is simulated as an incipient fault with a constant slope.
Figure 6.8 shows the comparison of constant threshold and adaptive threshold computed
under the framework of RMS settings. Figure 6.9 and 6.10 show the comparison between
the thresholds computed under the framework of Peak norm. It is evident from this
simulation study that the proposed adaptive thresholds are not only simple to implement
but also less conservative as compared to the constant thresholds computed using the
respective framework. For instance, consider the Figure 6.9, the fault started at 40[s] and
detected at approx. 60 [s] due to adaptive threshold as compared to the corresponding
constant one, in which case, it is detected at approx. 75[s]. This further shows that the
fault detection time is also reduced in adaptive threshold.
10 20 30 40 50 60 70 80 90 1000
0.1
0.2
0.3
0.4
0.5
Time [s]
Fa
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t
Figure 6.7: Generated sensor fault
6.5 Dynamic threshold generation for discrete-time case
In this section, the design of dynamic threshold for discrete-time Lipschitz nonlinear sys-
tems is addressed. As the name indicates, this threshold is generated using a dynamic
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Figure 6.8: Adaptive threshold using RMS framework: JRMS, Jth,RMS,2, and Jadap,RMS,2
represents RMS of the residual signal (solid line), constant threshold (straight solid line),
adaptive threshold (dotted line) respectively
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Figure 6.9: Adaptive threshold using Peak-to-Peak framework: JPeak, Jth,PP , and Jadap,PP
represents Peak norm of the residual signal (solid line), constant threshold (dotted line), adap-
tive threshold (dash-dotted line) respectively
97
Chapter 6 Threshold computation for Lipschitz nonlinear systems
10 20 30 40 50 60 70 80 90 1000
0.5
1
1.5
Time [s]
Ev
al
ua
te
d 
Re
sid
ua
l/T
hr
es
ho
ld
 
 
Jpeak
Jth,p2
J
adap,p2
Figure 6.10: Adaptive threshold using Peak-to-2 framework:JPeak, Jth,P2, and Jadap,P2 repre-
sents Peak norm of the residual signal (solid line), constant threshold (dotted line), adaptive
threshold (dash-dotted line)
system, which takes the information of the process input in the presence of model uncer-
tainties. The crux of this scheme is an inequality on the upper bound on the modulus of
the solution of Lipschitz nonlinear uncertain systems. This inequality has been shown to
be a useful tool for the computation dynamic threshold.
6.5.1 Notations and preliminaries
The following notations will be used in the remainder of this chapter. Note that most of
these notations are based on [71].
The convolution between two functions F and G will be represented as FG, that is,
FG < F  G. Inequalities between matrices are interpreted element-wise; for example,
with X = [xij]mn, Y = [yij]mn then X t Y means that xij B yij for all i > 1n and all
j > 1m. S ë S will represent the matrix modulus function, that is, element-wise absolute
value, thus SX S = [Sxij S]mn. For functions, SëS will be interpreted point-wise, so that SF S(k) <SF (k)S. Inequalities between functions are also intended pointwise, that is, F tG means
F (k) B G(k) for all k C 0.
In the sequel, a property and two lemmas are presented that will be used for the deriva-
tion of the results proposed in the remainder of this Chapter.
Property 6.5.1. [71] Let c be an arbitrary scalar and let A, B and C be matrices of
compatible dimensions. Then
a. SA +BS t SAS + SBS
b. SAC S t SASSC S
c. ScAS = ScSSAS
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Lemma 6.5.1. [71] Let F > Lnmpe and G,H > L
mr
qe , 1 B p B ª and 1~p + 1~q = 1.
Furthermore, let J > Lrs
ªe and define
J¯(k) < sup
κ>[0,k]
SJ(κ)S (6.62)
Then
a. If F (k) u 0 for all k and H uG then F H uF G
b. SF GS t SF S  SGS
c. If F (k) u 0 for all k, then F  SGJ S t (F  SGS)J¯
and all the convolutions above are finite for all k C 0
Lemma 6.5.2. [71] Let G > Lnnpe , 1 B p B ª and define the linear operator G by GF <
G  F . Let M < (I −G)−1 − I and define M as the function such that MF < M  F . IfYGYp B 1 and G(k) C 0 for all k C 0 then YMYp B 1 and M(k) C 0 for all k C 0.
In the above lemmas, the space Lnmpe , for example, represents the set of functions from
R+ to Rnm such that YPκxYp < ª for all κ A 0, where YëY is some matrix norm and the
truncation operator Pκ is defined as
(Pκx)(k) = ¢¨¨¦¨¨¤
x(k) k B κ
0 otherwise
6.5.2 Problem formulation
Consider the discrete-time nonlinear system with Lipschitz nonlinearity given in (6.3)
and the associated residual generator (6.8). In order to facilitate the analysis for the
computation of threshold, a fault-free operation is assumed. To this end, re-stating the
residual generator (6.6) as below
x0,k+1 = A0x0,k +B0uk +Ψ0(x0,k, uk) + η0(x0,k, uk, k) +E0wk (6.63)
r0,k,w = C0x0,k + F0ww (6.64)
where B0 = [BT 0]T , E0 = ETw E¯TwT , and η0(x0,k, uk, k) =∆(A0)x0,k+∆(B0)uk. The rest
of the coefficient matrices in the above equations are defined in (6.8). The only difference
is the bound on the uncertainty. In the sequel, the uncertainty is assumed to be bounded
in the sense S∆S B Π.
6.5.3 Computation of dynamic threshold
Theorem 6.5.1. Consider the residual generator (6.63)-(6.64). Suppose that A0 is as-
sumed to be invertible and Schur stable; that is, the modulus of its eigenvalues is smaller
than unity. Furthermore, the uncertain terms ∆(A0) and ∆(B0) has the form given in
(6.8) with S∆(k)S B Π,∀k C 0. Let ψ(k) = Ak0 and there exist a matrix M such that
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M(k) u Sψ(k)S. Further, M(k) is so selected that (I − M¯N1)−1M¯ is stable, then the mod-
ulus of the residual signal r0,k,w is
Sr0,k,wS t SC0S(I − M¯N1)−1 M Sζ0S + M¯ (N2SukS + SE0Sδ0,w) + SF0Sδ0,w (6.65)
where M¯(k) = SA−10 S (M  I − I), N1 = (γI + SESΠSGS), N2 = SB0S + SE¯SΠSH S, and Sw0,kS B
δ0,w.
Proof. Let us consider (6.63), as shown
x0,k+1 = A0x0,k +B0uk +Ψ0(x0,k, uk) + η0(xk, uk, k) +E0wk
The solution can be expressed by
x0,k = A
k
0ζ0 +
k−1
Q
h=0
Ak−1−h0 Ψ0(x0,h, uh) + k−1Q
h=0
Ak−1−h0 [B0uh + η0(x0,h, u0, h) +E0wh]
= Ak0ζ0 +A−10  kQ
h=0
Ak−h0 Ψ0(x0,h, uh) + kQ
h=0
Ak−h0 [B0uh + η0(x0,h, uh, h) +E0wh]
−Ψ0(x0,k,w0,k) −B0uk − η0(x0,k, uk, k) −E0wk  
where ζ0 is the initial condition, Ak0 is the state transition matrix and can be denoted
by ψ(k) in sequel. Similarly for notational simplicity, use Ψ0(k) = Ψ0(x0,k,w0,k) and
η0(k) = η0(x0,k,w0,k, k), Then
x0,k = ψ(k)ζ0 +A−10  kQ
h=0
ψ(k − h)Ψ0(h) + kQ
h=0
ψ(k − h) [B0uh + η0(h) +E0w0,h]
−Ψ0(k) −B0uk − η0(k) −E0wk  
= ψ(k)ζ0 +A−10  ψ(k) Ψ0(k) + ψ(k)  η0(k)
+ψ(k) B0uk + ψ(k) E0wk −Ψ0(k) − η0(k) −B0uk −E0wk  
where  represents the convolution operator. Taking modulus of both sides
Sx0,kS = S ψ(k)ζ0 +A−10  ψ(k) Ψ0(k) + ψ(k)  η0(k)
+ψ(k) B0uk + ψ(k) E0wk −Ψ0(k) − η0(k) −B0uk −E0w0,k   S
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using Property 1, the upper bound on the modulus of x0,k is
Sx0,kS t Sψ(k)ζ0S + SA−10 S  Sψ(k) Ψ0(k)S + Sψ(k)  η0(k)S + Sψ(k) B0ukS + Sψ(k) E0wkS
−SΨ0(k) + η0(k) +B0uk +E0wkS  
tM Sζ0S + SA−10 S M  SΨ0(k)S +M  Sη0(k)S +M  SB0ukS +M  SE0wkS
−SΨ0(k)S − Sη0(k)S − SB0ukS − SE0wkS  
tM Sζ0S + SA−10 S M  γSx0,kS +M  SE¯∆(k)G¯x0,k + E¯∆(k)Huk +B0uk +E0wkS
−γSx0,kS − SE¯∆(k)G¯x0,k + E¯∆(k)Huk +B0uk +E0wkS  
tM Sζ0S + SA−10 S (M N1 −N1) Sx0,kS + (M  I − I) S E¯∆(k)H +B0uk +EwwkS
tM Sζ0S + SA−10 S (M  I − I)N1Sx0,kS + SA−10 S (M  I − I) S E¯∆(k)H +B0ukS
+ SA−10 S (M  I − I) SEwwkS
tM Sζ0S + M¯N1Sx0,kS + M¯ S S E¯∆(k)H +B0uk +E0wkS
tM Sζ0S + M¯N1Sx0,kS + M¯ S S E¯∆(k)H +B0ukS + SE0wkS
tM Sζ0S + M¯N1Sx0,kS + M¯ S SE¯SΠSH S + SB0S SukS + SE0wkS
tM Sζ0S + M¯N1Sx0,kS + M¯ S (N2SukS + SE0wkS)
where M u Sψ(k)S, SΨ0(x0,k,w0,k)S B γSx0,kS, N1 = γI + SESΠSGS, N2 = SE¯SΠSH S + SB0S S M¯ =SA−10 S (M  I − I). Using the notation for convolution of two functions and lemma (6.5.1)
and (6.5.2), after some mathematical manipulations,
Sx0,kS t I − M¯N1−1 M Sζ0S + M¯ (N2SukS + SE0Sδ0,w) (6.66)
Considering (6.64) and (6.66), the modulus of the residual signal is given as
Sr0,k,wS t SC0S I − M¯N1−1 M Sζ0S + M¯(N2SukS + SE0Sδ0,w) + SF0Sδ0,w (6.67)
This completes the proof.
Remark 6.5.1. Theorem 6.5.1 assumes the uncertainty is structured. However, for un-
structured uncertainty of the form Sη0(x0,k, uk, k)S B η¯0(uk, k), similar results can be derived
by putting N1 = γI and substituting N2SukS = SB0ukS + η¯0(uk, k). Similarly the uncertain
term η0 bounded in the sense, that is, η0(x0,k, uk, k) B η¯0(x0,k, uk, k) as the one considered
in [132, 133] can also be chosen, but it requires the condition of full state measurement.
The assumption of the full state measurement limits the use of threshold. Further, the
threshold designed based on this assumption may have reduced sensitivity as the states of
the system carries the information of faults. Another choice of bounding the uncertainty
is η0(x0,k, uk, k) B η¯0(yk, uk, k) as given in [127, 130, 165]. This choice of bound may also
present some difficulty to compute threshold insensitive to faults because this requires the
information of process outputs, which carries the information of faults.
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To this point, a concrete background have been developed which gives us an elegant tool
for the calculation of dynamic threshold in the form of Theorem 6.5.1. The only question
remains unanswered is how to compute the matrix M . To this end, the following lemma
is useful.
Lemma 6.5.3. Let a matrix U(k) = Gk, where G has complex eigenvalues whose magnitude
is less than unity. Also assume that the matrix G is diagonalizable such that G =WΞW−1,
where Ξ is a diagonal matrix containing the eigenvalues of G at the diagonal and W
contains the eigenvector corresponding to the eigenvalues of G. Further, suppose Ξreal
and Ξimag are diagonal matrices representing the real and imaginary part of Ξ, also SΞS =¼SΞS2real + SΞS2imag, Then
SU(k)S tM(k) = SW SSΞSkSW−1S
Proof. The proof is divided in two parts.
Part 1 : Let G be diagonalizable such that G =WΞW−1, then
U(k) = Gk = WΞW−1k
= WΞW−1 WΞW−1 WΞW−1
=WΞ W−1WΞ W−1W W−1WΞW−1 =WΞkW−1
Now considering the modulus of Gk, as
SGkS = SWΞkW−1S t SW SSΞkSSW−1S
Part 2: Let a complex number a = b + ic be represented using polar coordinates as
a = SaS (cos(θ) + i sin(θ)). Where SaS = ºb2 + c2, θ = tan−1( c
b
). Then using De Movier’s
formula for Integer powers, an = SaSn (cos(nθ) + i sin(nθ)) and hence SanS = SaSn. Using
these arguments, the absolute value of diagonal matrix SΞkS is SΞkS = SΞSk and hence
SGkS t SW SSΞkSSW−1S = SW SSΞSkSW−1S =M(k)
This completes the proof.
Next, a theorem is presented which eases the computation of M(k) when G has real
eigenvalues.
Theorem 6.5.2. Let a matrix U(k) = Gk with G has real eigenvalues and SU(k)S tM(k)
and if the matrix G is diagonalizable such that G =WΞW−1, then
SGkS tM(k) = SW SSΞSkSW−1S
where Ξ is a diagonal matrix containing the eigenvalues of G at the diagonal. W contains
the eigenvector corresponding to the eigenvalues of G.
Proof. The proof follows from lemma 6.5.3.
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Theorem 6.5.1 is useful in finding robust thresholds using an upper bound on the mod-
ulus of the residual signal. The corresponding dynamic threshold can then be defined
as
Jth = sup
f=0,kC0
SSr0,k,wSSν
=
k
Q
h=0
ν(k − h)Sr0,h,wS = ν  Sr0,k,wS = vSr0,k,wS
= v SC0S I − M¯N1−1 M Sζ0S + M¯[N2SukS + SE0Sδ0,w] + SF0Sδ0,w (6.68)
where ν is the weighting function which increases the influence of the most recent data. It
can be a rectangle window function as mentioned in [153] or exponential function as chosen
by [71]. Note that the above threshold is a dynamic system which takes the instantaneous
values uk as input.
Algorithm 6.5.1. Computation of dynamic threshold
Step I. Diagonalize the matrix A0 =  A 00 A −LC 	 and compute the matrices W
and Ξ.
Step II. Find Mk according to Lemma 6.5.3.
Step III. Compute N1 and N2.
Step IV. Choose a weighting function νk.
Step V. Using the absolute value of residual signal (6.65) and the weighting function
νk, compute the dynamic threshold using relation (6.68)
6.5.4 A design example
This example elaborates the design procedure for dynamic threshold. Consider the same
system with coefficient matrices as given in Example 6.2.5. The external disturbance vec-
tor wk is assumed to have the same distribution as the one in Example 6.2.5, the process
input is a sinusoidal signal with amplitude 3.5 and frequency 5 rad. The fault is assumed to
be a unit step function and introduced in the sensor at 20[s]. Considering similar FDF pa-
rameters as in Example 6.2.5, the eigenvalues of A are 0.0950 + 0.5818i,0.0950 − 0.5818i
and that of A − LC are 0.3000,0.2000, which lie in unit circle. Diagonalizing A0, the
diagonal matrix Ξ containing the eigenvalues of A0, and a matrix W whose columns are
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the eigenvector corresponding to the eigenvalues of A0 are given as follows,
Ξ =
<@@@@@@@>
0.0950 + 0.5818i 0 0 0
0 0.0950 − 0.5818i 0 0
0 0 0.3000 0
0 0 0 0.2000
=AAAAAAA?
W =
<@@@@@@@>
0.0986 − 0.6039i 0.0986 + 0.6039i 0 0
0.7910 0.7910 0 0
0 0 0.9998 −0.9721
0 0 −0.0218 0.2346
=AAAAAAA?
Using Lemma 6.5.3, M(k) is found as follows
M(k) = SW SSΞSkSW−1S =  M11(k) 0
0 M22(k) 	
where
M11(k) =  1.0133(0.5895)k 0.7838(0.5895)k1.3099(0.5895)k 1.0133(0.5895)k 	
M22(k) =  0.099(0.2)k + 1.099(0.3)k 4.5550(0.2)k + 4.5550(0.3)k0.0240(0.2)k + 0.0240(0.3)k 1.099(0.2)k + 0.099(0.3)k 	
Let Π B 1, then N = diag(N11,N22), where N11 = N22 = diag(0.12,0.13), choosing
νk = 0.3(0.3)k, the threshold, defined in (6.68), for this example is then given as
Jth = ν  Sr0,k,dS
= 0.3(0.3)k
0.1317(0.2)k − 1.5277(0.287)k + 1.07763(0.3)k + 20.6272(0.7878)k Sζ0S
+ 2.4949(0.2919)k + 48.075(0.788)k  (SESΠSSHukS + δw0)
which may be easily implemented using discrete-time filter. Figure 6.11 shows the simula-
tion results for evaluated residual (solid line) with dynamic threshold (dotted line). Note
that the threshold is varying with the control input in the presence of model uncertainty
and disturbances. The simulation results show successful elimination of false alarms and
efficient fault detection.
6.6 Dynamic threshold for continuous-time case
In this section, the discussion is extended to continuous-time systems. A theorem is
provided which gives the needed information for the design of dynamic threshold for
continuous-time settings.
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Figure 6.11: Detection of sensor fault using dynamic threshold framework: Jν and Jth repre-
sent the evaluated residual and dynamic threshold respectively
Theorem 6.6.1. Consider the residual generator given below
x˙0 = A0x0 +B0u +Ψ0(x0, u) + η0(x0, u, t) +E0w0 (6.69)
r0,w = C0x0 + F0w0 (6.70)
where A0 is Hurwitz. The nonlinear function Ψ0 is Lipschitz with Lipschitz constant γ.
The uncertain term η0 is given as η0(x0, u, t) = ∆(A0)x0 +∆(B0)u. Let ψ(t) < exp(A0t)
and suppose there exists a time varying function M(t) such that M(t) C Sψ(t)S. If SSM(t)SS
is so selected that (1 −MN1)−1M is stable, then
Sr0,wS t SC0S (I −M(t)N1)−1 [M(t)Sζ0S +M(t)N2Su(t)S + SE0Sδ0,w] + SF0Sδ0,w (6.71)
where Sw0S B δ0,w, N1 = γI + SE¯SΠSG¯S, N2 = SB0S + SE¯SΠSH S. If a solution for (6.71) is
found, the threshold can then be computed as
Jth = sup
f=0,tC0
SSr0,wSSν
=
t
S
0
ν(k − τ)Sr0,wSdτ = ν  Sr0,wS = vSr0,wS
= v SC0S (I −M(t)N1)−1 [M(t)Sζ0S +M(t)N2Su(t)S + SE0Sδ0,w] + SF0Sδ0,w (6.72)
Proof. The proof can be found in Appendix B.4
Note that the only issue in this Theorem is the computation of M(t). To this end,
Theorem A.3.1 is useful. In order to facilitate the design dynamic threshold for continuous-
time nonlinear systems of the form (6.69)-(6.70), an algorithm is given as follows:
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Algorithm 6.6.1. Computation of dynamic threshold
Step I. Diagonalize the matrix A0 =  A 00 A −LC 	 and substitute eA0t =WeΞtW−1.
Ξ is the diagonal matrix containing the eigenvalues of A0 and W is the
matrix of eigenvectors corresponding to the eigenvalues of A0.
Step II. Find M(t) according to Theorem A.3.1.
Step III. Compute N1 and N2 as defined in the above theorem.
Step IV. Choose a weighting function ν(t)
Step V. Using the absolute value of residual signal (6.71) and the weighting function
ν(t), compute the dynamic threshold using relation (6.72)
6.7 A comparison
One common feature considered in the design of thresholds proposed in this chapter is the
elimination of false alarms. Note that the simulation results presented in various sections
show that the chances of false alarms are completely eliminated which, in turn, illustrate
that this objective has been successfully achieved. It is also worth noting that size of
different thresholds vary depending upon the framework under which it is used. Therefore,
it is needed that the conservativeness of different thresholds is studied and compared. The
following lines show the comparison of different thresholds with this perspective.
The constant thresholds are proposed for different situations. For instance, Jth,RMS,2
is useful when the RMS values of the residual are used for the purpose of evaluation.
Similarly Jth,Peak,Peak and Jth,Peak,2 are advantageous if one is interested to observe the
effect of peak and energy values of the unknown inputs on the peak values of the residual
signal. It is evident from the simulation results ( e.g., Figure 6.4 and 6.6) that Jth,Peak,2 is
more conservative than Jth,Peak,Peak since it is computed on the basis of the energy of the
unknown inputs. In practice, Jth,Peak,Peak is set low for the purpose of early fault detection.
It is also used to activate the computation of Jth,Peak,2. Similarly, the RMS-based evalu-
ation scheme produces smoothness in the residual signal due to the computation of RMS
values of the residual signal over a moving time window of certain length. This scheme is
more useful in reduction of false alarms as compared to evaluation under the framework of
peak-norm. Hence, the threshold Jth,RMS,2 is mainly used in order to reduce false alarms.
Figure 6.3 and 6.5 show that the residual signal is sufficiently smooth under the RMS
framework. Furthermore, the size of Jth,RMS,2 is such that any possibility of false alarms
is eliminated together with ensuring detection of fault. The smoothness in the residual
signal can be improved by increasing the time window. An associated problem with the
increase in time window is that it may sometimes result into a delayed fault alarm. It
means that the fault detection time increases due to taking the RMS over a large time
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window. Consequently, the size of the evaluation window should be carefully chosen.
The adaptive threshold is less conservative than the respective constant threshold due
to the use of the instantaneous values of u. These thresholds can also be compared in a
similar fashion as above. In addition, as shown from the proposed scheme for Jth,Peak,Peak,
it is evident that it requires more off-line computation (due to search for suitable λ and
µ which can be performed iteratively) as compared to Jth,Peak,2 and Jth,RMS,2. On the
other hand, Jth,RMS,2 and Jth,Peak,2 requires more on-line computation as compared to
Jth,Peak,Peak because of the iterative computation of the L2−norm of u for a moving time
window of length N or T . However, the RMS framework is useful not only by increasing
the smoothness in the residual signal but also reducing the size of the threshold Jth,RMS,2.
The dynamic threshold is computed using the upper bound on the modulus of the
residual signal. It is referred to as a dynamic thresholds because this upper bound is
generated using a dynamic system. Note, however, that this scheme requires much on-line
computation as compared to the proposed adaptive thresholds. Furthermore, the on-line
implementation of adaptive threshold is easier than the dynamic threshold. In addition,
evaluation under the framework of RMS strategy is more useful than the other schemes
because of the fact that the former scheme is less sensitive to the unknown inputs.
6.8 Summary
In this chapter, methods for the computation of thresholds for Lipschitz nonlinear uncer-
tain systems subject to exogenous disturbances have been presented. Both structured and
unstructured model uncertainties were addressed. Various kind of thresholds including
constant threshold, adaptive threshold, and dynamic thresholds are presented. For con-
stant threshold, a generalized framework was proposed followed by an algorithm which
elaborated the design steps of the respective threshold. These thresholds gave a fair evalu-
ation of the residual and covered all the practical scenarios which can be addressed under
the domain of constant threshold. A comparative analysis was presented with the help
of design examples. For designing adaptive threshold, the methodology proposed for con-
stant threshold is adopted. The only difference is the use of the instantaneous values of
u instead of its bound. This scheme reduced the conservativeness of the corresponding
constant thresholds and enhanced fault detection capability which was illustrated with
the help of simulation example given in that section. For designing dynamic threshold,
an inequality on the upper bound of the solution of the nonlinear system was derived.
Using this inequality, a framework for the computation of dynamic threshold has been
proposed. The usefulness of the proposed methodology was elaborated by simulating a
discrete-time nonlinear uncertain system in the presence of exogenous disturbances. All
of these thresholds are studied for both discrete- and continuous-times settings. A com-
prehensive discussion was presented on all the proposed thresholds in the last part of this
chapter.
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Application to benchmark problems
This chapter presents the results obtained by the application of the proposed
algorithms to benchmark problems. The nonlinear fault detection algorithms
developed in this thesis were applied to two different physical systems. The first
one is a Three-tank system: DTS200 consisting of three circular tanks
coupled via interconnecting pipes showing a typical characteristics of tanks,
pipelines etc. often used in chemical industry. The nonlinear dynamics of three
tank system make it a nice example for testing and validating the nonlinear
FD algorithms. The second chosen benchmark is The inverted pendulum
control system: LIP100. This application is also dynamically nonlinear
and unstable. It shows a typical characteristics of electromechanical systems.
Due to its highly nonlinear behavior and open loop instability in nature, it
becomes an excellent candidate for illustrating the usefulness of the closed loop
FD techniques for nonlinear systems.
7.1 Three-tank system
The three-tank system consists of three circular tanks coupled via interconnecting pipes
showing a typical characteristics of tanks, pipelines, and pumps used in chemical indus-
try. The highly nonlinear dynamic behavior makes it a very good example to show the
superiority and usefulness of nonlinear FDI techniques. Due to this reason, it has widely
been used as a benchmark for implementation and realization of different control and FD
algorithms in software and in real time; see, for instance, some references [166–172].
In this section, a complete FD scheme (residual generation and threshold computation)
for discrete-time nonlinear nonlinear three-tank system is designed using the algorithms
proposed in this thesis. The FD scheme, thus designed, is then implemented with the
actual nonlinear model of the plant. The underlying philosophy is illustrated with the
help of open loop FD schemes. Figure 7.1 shows the experimental setup for three-tank
system available at our Institute (AKS). It consists of two major parts: the three-tank
system DTS200 [173] as the controlled plant and a Wireless networked control system
(WiNC ) which is a real-time experimentation platform developed recently at AKS [174].
For studying the implementation of FDI algorithms in real-time, a DSP system [141]
instead of WiNC [174] can also be employed.
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Figure 7.1: Three-tank system
Nonlinear model, description of faults and unknown inputs
The nonlinear model and the operation of DTS200 has been briefly described in Chapter
3. Here, it has been re-stated together with fault and unknown inputs as follows:
x˙ = a(x) +Bu +Eff
y = Cx + Fww + Fff (7.1)
where a, B, and C serve the same purpose as f,G,h in (3.26) and
Ef = [032 B I32] > R36, Ff = [I2 024] > R26;Fw = I2;
f = [f1 f2 f3 f4 f5 f6]T ,w = [w1 w2]T
In DTS200, different faults can be simulated and their effect can be studied. These include:
• Sensor faults: These faults may be due to offset or scaling in the sensor measure-
ment or combination of both. In DTS200, sensor faults are realized by introducing
offset in the sensor, scaling the sensor measurements, and their combination. The
scaling is varied from 0% (which corresponds to the complete sensor failure) to 100%
(which corresponds to healthy sensor measurement). The offset value is in between
0 and Hmax − set-point. Any magnitude of fault more than this value will cause the
corresponding pump to switch-off. These faults are represented mathematically as
follows:
sensor fault = sensor offset + scaling measurement of the corresponding sensor
These faults are denoted by f1, f2 for sensors 1 and 2 measuring the water levels in
Tanks 1 and 2 respectively.
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• Actuator faults: Since there are two pumps in DTS200, at most two actuator
faults can be observed. These faults can also be realized by scaling the actuators
from 0% (which corresponds to zero flow rate, that is, no water flows) to 100% (which
corresponds to the 100 % flow rate showing fault free operation). The mathematical
expression for these faults is given as follows
actuator fault = scaling  flow rate in pump
These faults are represented by f3 and f4 for pump 1 and 2 respectively.
• Component faults: There may be leakage in tanks. For the purpose of imple-
menting leaks, each tank in DTS200 has a circular opening with cross section sl
and a manually adjustable ball valve in series which is shown in Figure 7.1 with
the label “Outflow valve”. In addition, the interconnecting valves are also used to
implement plugging between the two neighboring tanks. In the present study, leaks
from different tanks to the reservoir are implemented. It is assumed, for simplicity,
that leaks occurred at the bottom of the tanks. These faults are represented by f5
and f6.
The source of disturbances in DTS200 is the water bubbles due to the fall of water from
each pump and measurement noises in sensors measuring the water level in different tanks.
These disturbances are modeled as output disturbances with the distribution matrix Fw
given in (7.1).
7.1.1 Fault detection for three-tank system
In this subsection, the algorithms proposed for residual generation and threshold com-
putation in this thesis are used to study FD problem for three-tank system. Since these
algorithms are mainly developed for Lipschitz nonlinear systems, it is necessary to obtain
the Lipschitz equivalent model of the plant. It is worth noting that the Lipschitz equiva-
lent model is only needed for the design of the parameters of the residual generator L,V
and thresholds Jth,RMS,2, Jth,Peak,Peak, and Jth,Peak,2. For the implementation purposes, we
shall use the actual nonlinear model and the corresponding residual generator with the
parameters computed by the proposed techniques.
A Lipschitz equivalent model
In Chapter 3, it was shown that a nonlinear system of the form x˙ = a(x) can be transformed
into x˙ = Ax + φ(x), with φ(x) = a(x) −Ax for a bounded range of system operation. In
addition, the nonlinear function φ(x) under certain conditions admits the properties of a
Lipschitz nonlinearity for the bounded range of system operation. Since the operation of
the DTS200 is bounded by 45cm < x1 B 60cm, 0 < x2 B 30cm and 30cm < x3 B 45cm, it is
useful to transform the nonlinear model into its Lipschitz equivalent model and use the
algorithms proposed to study fault detection for actual nonlinear system; that is, x˙ = a(x).
Recall that the coefficient matrix A is obtained by linearizing the model a(x) at operating
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point. To this end, the Lipschitz equivalent model is expressed as
x˙ = Ax + [a(x) −Ax] +Bu +Eff
= Ax + φ(x) +Bu +Eff
y = Cx + Fww + Fff (7.2)
where
A =
<@@@@@>
−0.0085 0 0.0085
0 −0.0195 0.0084
0.0085 0.0084 −0.0169
=AAAAA? , B =
<@@@@@>
0.0065 0
0 0.0065
0 0
=AAAAA?
Ef =

0 0 0 0.0065 0 1 0 0
0 0 0 0 0.0065 0 1 0
0 0 0 0 0 0 0 0
 ;C = I23 Fw = I2, Ff = [I2 026]
φ(x) = [a(x) −Ax] = <@@@@@>
φ1(x)
φ2(x)
φ3(x)
=AAAAA?<@@@@@@@@@>
− 1
Ac
a1s13sgn(x1 − x3)»2gSx1 − x3S + 0.0085x1 − 0.0085x3
1
Ac
a3s23sgn(x3 − x2)»2gSx3 − x2S − a2s0º2gx2 + 0.0195x2 − 0.0084x3
1
Ac
a1s13sgn(x1 − x3)»2gSx1 − x3S − a3s23sgn(x3 − x2)»2gSx3 − x2S
−0.0085x1 − 0.0084x2 + 0.0169x3
=AAAAAAAAA?
The nonlinear function φ(x) is considered to be Lipschitz with Lipschitz constant γ. The
upper bound on γ is found to be 0.00267, which is estimated by computing SS∂φ(x)
∂x
SS over
the operating range 45cm < x1 B 60cm, 0 < x2 B 30cm and 30cm < x3 B 45cm, that is,SS∂φ(x)
∂x
SS B γ
Discretization of the process
The nonlinear model (7.2) is discretized using Euler discretization with sampling time
Ts = 50  10−3[s], in order to design discrete-time FD scheme which is useful for the
real-time implementation. The following discrete-time model is obtained:
xk+1 = ADxk +BDuk + φD(xk, uk) +Ef,Df
yk = CDxk + Fw,Dwk + Ff,Dfk (7.3)
where
AD = (I + TsA) =
<@@@@@>
0.9996 0 0.0004
0 0.9999 0.0004
0.0004 0.0004 0.9992
=AAAAA? ; BD = TsB = 10
−3 
<@@@@@>
0.3250 0
0 0.3250
0 0
=AAAAA?
Ef,D = TsEf = 10
−3 
<@@@@@>
0 0 0 0.3250 0 50 0 0
0 0 0 0 0.3250 0 50 0
0 0 0 0 0 0 0 0
=AAAAA?
φD(x) = Tsφ(x), γD = Ts  γ = 0.05  0.00267 = 0.00013
CD = C,Fw,D = Fw, Ff,D = Ff
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Residual generation
For the purpose of the residual generation for the system (7.3), the following FDF with
filter gain L and post-filter V is used,
xˆk+1 = ADxˆk + φD(xˆk) +BDuk +L (yk − yˆk)
yˆk = CDxˆk, rk = V (yk − yˆk) (7.4)
Defining x0,k = xk − xˆk, the residual generator for DTS200 is given as
x0,k+1 = A0x0,k +Ψ0 +E0,ffk +E0,fwk
rk = C0x0,k + F0,ffk + F0wk (7.5)
where A0 = (AD − LCD), Ψ0 = φD(xk) − φD(xˆk), E0,f = (Ef,D − LFf,D), E0 = −LFw,D,
C0 = V C, F0,f = V Ff,D, and F0 = V F0. The FDF parameters L and V are so computed
that the effect of the disturbances are reduced by a desired attenuation level (α). These
parameters are computed using LMIs (5.9) and (5.10) in Theorem 5.1.1 and are given
below
L =
<@@@@@>
1.1740 0.3893
0.3898 1.1646
722.6210 713.2594
=AAAAA? , V = I2, α = 3.1576 (7.6)
Threshold computation
The common feature of the algorithms for threshold computation proposed in Chapter 6
is the requirement of the knowledge about the disturbances. To this end, the disturbance
is assumed to be random and uniformly distributed over the interval −0.001,0.001.
The evaluation window was selected as N = 20[s] in order to study the behavior of the
evaluated residual under RMS framework. The peak and L2,N -norm of the disturbances
are bounded by δw,peak = 0.001 and δw,2 = 0.0032. Using the above bounds on the process
disturbances, the following thresholds are computed:
• Jth,RMS,2: The following threshold value for Jth,RMS,2 is computed by solving the
optimization problem proposed in Algorithm 6.2.1 for the given FDF parameters
(7.6)
αRMS = 3.1576, Jth,RMS,2 = αRMS
δw,2»(20) = 0.0023
• Jth,Peak,Peak: The following threshold value for Jth,Peak,Peak is computed by solving
the optimization problem proposed in Algorithm 6.2.2 for the given FDF parameters
(7.6)
αPeak,Peak = 3.3522, JPeak,Peak = αPeak,Peakδw,Peak = 0.0035
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• Jth,Peak,2: The following threshold value for Jth,Peak,2 is computed by solving the
optimization problem proposed in Algorithm 6.2.3 for the given FDF parameters
(7.6)
α1,P eak,2 = 1.000, α2,P eak,2 = 1.5954,
JPeak,2 = α1,P eak,2δw,peak + α2,P eak,2δw,2 = 0.0061
7.1.2 Simulation results and discussion
To validate the results, the discrete-time nonlinear model of the three-tank system (7.1) is
considered. Using the filter gain L and post filter gain V computed in the above subsection,
the following fault detection filter is used for the purpose of implementation
xˆk+1 = aD(xˆk) +BDuk +L (yk −CDxˆk)
rk = V (yk −CDxˆk) (7.7)
It is worth noting that the above FDF is the modified form of (7.4). The FDF (7.4) is used
only for the design purposes while the later is used for implementation purposes. Note also
that the FDF (7.4) can be reduced to FDF (7.7). The discrete-time model of nonlinear
three-tank system (3.27) together with fault detection filter (7.7) are implemented in
Simulink®. The conceptual depiction of the experimental setup of the process together
with FD and controller loop is shown in Figure 7.2. It is evident that the input to the FD
system are the controlled inputs u1, u2 and the process outputs y1, y2 which is a typical
layout of open loop FD. The following points are considered in the implementation process
• Setpoints/reference signals in both cases are kept the same and constant. For the
present case, these have been chosen as ν1(k) = 30cm, ν2(k) = 20cm.
• The FDF parameters and thresholds are computed off-line.
• The Peak and RMS values of the residual signal are obtained on-line.
• The fault decision is made on-line by comparing the evaluated residual signals with
the corresponding thresholds.
• Leakages, sensor, and actuator faults are realized with the assumption that one fault
occurs at a time so that the detectability of each fault is studied.
The following lines describes the detection of different faults under open loop FD strategy.
Sensor fault detection (SFD): Figure 7.3 to 7.4 show the simulation results, when
one of the sensor is faulty. The nature of the fault is a scaling fault and its magnitude is
kept the same for all sensors during the whole experiment, that is, 10%. It means that the
faulty sensor is measuring 90% of the actual value or in other words the sensor reading
is dropped by 10%. Both Peak and RMS values of the residual signal are obtianed and
compared with the corresponding thresholds. It can be observed from figures 7.3 to 7.4
that the evaluated residual signal shows significant response to any of the sensor fault.
It can also be noted that before appearing the fault in the sensor, the residual signal
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Figure 7.2: Open Loop FD System
is nonzero due to disturbances in the process. However, due of the threshold settings,
the residual is below the thresholds and hence there is no chance of false alarms. It
is also worth noting that the residual signal is more smooth in RMS framework than
evaluating in Peak norm framework. It is due to the computation of RMS values of the
residual over observation window N . If the observation window is chosen to be sufficiently
large, the smoothness in the residual will further increase. However, due to evaluation
for a large time window, the fault detection time becomes large which will reduce the
efficiency of FD system in the context of fault detection time. Further, note that in the
framework of Peak-norm based residual evaluation, the threshold Jth,Peak,2 provides more
conservativeness as compared to Jth,Peak,Peak. This is due to the assumption on energy of
the disturbances. This conservativess, indeed, precludes the possiblity of false alarms on
one hand but increases the chance of missed detection on the other hand. 1
Actuator fault detection (AFD): Figure 7.5a to 7.6b show the behavior of the
evaluated residual signal in the presence of actuator fault. The fault is realized by scaling
the original measurement, that is, flow rate in Pump. The size of the fault is 60 % of the
actual actuator value and the nature of the fault is abrupt (step - down fault). It means
1The explanatory sentence for JPeak, Jth,PP , Jth,P2, JRMS , and Jth,RMS,2, given in the caption of Figure
7.3, serve for all the subsequent figures in this chapter. It is, therefore, dropped in the captions in
order to avoid any redundancy.
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(a) Evaluated residual and thresholds: Peak norm
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Figure 7.3: Detection of fault of magnitude 10% scaling in sensor measuring the level in Tank
1 under open loop FD
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Figure 7.4: Detection of fault of magnitude 10% scaling in sensor measuring the level in Tank
2 under open loop FD
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that the flow rate in a paricular pump is reduced by 60 % under faulty conditions. The
magnitude is kept the same for both faults in the whole experiment. The results show that
the evaluated residual (Peak and RMS) reacts promptly to the fault in any of the pump
(actuator fault). In addition, different from sensor faults, the effect of actuator fault on
the residual signal endures for the whole operation time. It is also worth noting that the
proposed FD scheme and thresholds settings have successfully classified the disturbances
and faults in the process. Further, the residual signal is nonzero even before the fault to
appear. But the thresholds are so designed that it does not exceed the threshold value
in any case, which implies that the chances of false alrms are completely precluded. In
addition, note that the generated residual signal quickly responds to the faults which
shows the effectiveness of the proposed FD scheme. The efficiency of different thresholds
can be seen in these results. For instance, refere to Figure 7.5a, the fault appeared in the
actuator 1 (Pump 1) at t = 400[s]. The fault alarm is set due to Jth,Peak,Peak at approx.
450[s]. However, due to the high value of Jth,Peak,2, the faulty residual does not cross
this threshold resulting into a missed detection. The setting of Jth,Peak,2 to a high value is
because of the inherent assumption on the energy of the disturbances during its design.
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Figure 7.5: Detection of fault of magnitude 60% scaling in Pump 1 under open loop FD
Leakages detection (LD) in different Tanks: Leakages are realized by opening the
valve situated at the bottom of the each tank. These valves are labeled as “Outflow valves”
in Figure 7.1. It is worth noting that leakages from tanks may be of different nature, for
instance, slowly developing, and constant etc. In this study, constant leakage is assumed.
It is obtained by opening the outflow valves one at a time and kept it unaltered during the
whole simulation. The efficiency of the proposed algorithms for open loop FD under the
evaluation of peak and RMS values of the residual signal is observed. It is evident from
Figures 7.7-7.8 that all the leaks are successfully detected by the designed FD system.
7.2 Inverted pendulum control system
Inverted pendulum model is a classical laboratory system that is widely used as a bench-
mark problem for implementing control and observer algorithms. It is highly nonlinear and
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Figure 7.6: Detection of fault of magnitude 80% scaling in Pump 2 under open loop FD
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Figure 7.7: Detection of leakage of amount 28cm3~s in Tank 1 under open loop FD.
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Figure 7.8: Detection of leakage of amount 19.68cm3~s in Tank 2 under open loop FD.
117
Chapter 7 Application to benchmark problems
unstable in open-loop. Besides the nonlinear dynamics, other nonlinearities, that is, static
friction and dry friction (Coulomb friction) are also present in the system. These features
make it more complex and challenging to work with. Since it is open-loop unstable, it
is always desired to make it stable using some control strategy. Due to these reasons, it
is an excellent example to study the closed-loop fault detection techniques. The inverted
pendulum is related to rocket or missile guidance, where thrust is actuated at the bottom
of a tall vehicle.
Figure 7.9 shows the inverted pendulum experimental setup (LIP100). It consists of a
cart that moves along a metal guiding bar. An aluminum rod with a cylindrical weight
(also called pendulum) is connected to the cart at a pivoting point. The pendulum can
rotate freely around its pivot point. The cart is connected to a drive wheel through a
transmission belt. The wheel is driven by a current controlled DC motor which produces
a torque proportional to the acting voltage such that the cart is accelerated.
Three sensors are mounted on the system to measure different states of the LIP100; for
instance, the angular position of the pendulum is measured by a layer potentiometer which
is fixed at the pivoting point, the linear position of the cart is measured by a circular-coil
potentiometer that is fixed at the driving shaft of the motor, and the velocity of the cart
is by a tachogenerator which is fixed to the motor.
Figure 7.9: The inverted pendulum: LIP100
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7.2.1 Nonlinear model
In order to describe the dynamic behavior of the inverted pendulum, the following non-
linear model is adopted [1]:
x˙1 = x3
x˙2 = x4
x˙3 = β(x2) a32 sinx2 cosx2 + a33x3 + a34x4 cosx2 + a35x24 sinx2 + b3u
x˙4 = β(x2) a42 sinx2 + a43x3 cosx2 + a44x4x4 + a45x24 cosx2 sinx2 + b4u cosx2 (7.8)
The more compact representation of the above model is given as follows
x˙ = a(x) +B(x)u, y = c(x) (7.9)
with
a(x) =
<@@@@@@@>
x3
x4
β(x2) (a32 sinx2 cosx2 + a33x3 + a34x4 cosx2 + a35x24 sinx2)
β(x2) (a42 sinx2 + a43x3 cosx2 + a44x4 − a45x24 cosx2 sinx2)
=AAAAAAA?
B(x) = β(x2)
<@@@@@@@>
0
0
b3
b4 cosx2
=AAAAAAA?
, c(x) = <@@@@@>
x1
x2
x3
=AAAAA?
where
β(x2) = 1
MJ −N2 cos2 x2 = (1 + N
2
N201
sinx2)−1, N =m2lc, N201 =MJ −N2;
a32 = −N
2
N201
g, a33 = − J
N201
Kr, a34 =
NC
N201
, a35 =
NJ
N201
g, b3 =
J
N201
,
a42 =
MN
N201
g, a43 =
KrN
N201
, a44 = −MC
N201
, a45 = −N
2
N201
, b4 = − N
N201
where N , M , N01, J , m2, lc, Kr, C are the system parameters and their numerical values
are given in Table C.2.
Lipschitz equivalent model
The Lipschitz equivalent model for the nonlinear inverted pendulum (7.9) is obtained as
follows
Σ 
¢¨¨¨¨
¦¨¨¨¨
¤
x˙ = A x +Bu + [a(x) +B(x)u −A x −Bu]
= A x +Bu + φ(x,u)
y = C x
(7.10)
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where the coefficient matrices A , B, and C are obtained from the linearization of the
process (7.9) around the operating point x = (0.2,0,0,0), u = 0. These matrices are given
as follows
A =
<@@@@@@@>
0 0 1 0
0 0 0 1
0 −0.8809 −1.9148 0.0056
0 21.4745 3.8498 −0.1362
=AAAAAAA?
, B =
<@@@@@@@>
0
0
0.3088
0.6209
=AAAAAAA?
,
C =
<@@@@@>
1 0 0 0
0 1 0 0
0 0 1 0
=AAAAA?
It is worth noting that the process model (7.10) is exact replica of the nonlinear model
(7.9). Now considering the disturbances and faults in the system, the dynamics can then
be written as
ΣP 
¢¨¨¦¨¨¤
x˙ = A x +Bu + φ(x,u) + Eww + Eff
y = C x +Fww +Fff (7.11)
Note that the inverted pendulum is equipped with three sensors and one actuator and these
signals are measured in terms of electrical voltages. In order to make the interpretation
easy, the nonlinear model (7.11) is normalized using the following transformation,
xn = Nx, u =Kfus, N = diag(n11, n22, n33, n44) (7.12)
Therefore
x˙n = NA N
−1xn +NBKfus +Nφ(N−1xn,Kfus)
= Anxn +Bnus + φn(xn, us) (7.13)
The normalized plant model can thus be expressed as follows
x˙n = Anxn +Bnus + φn(xn, us) +En,ww +En,ff (7.14)
yn = Cxn + Fww + Fff (7.15)
with coefficient matrices are
An =
<@@@@@@@>
0 0 −1.95 0
0 0 0 1.0
0 −0.12864 −1.9148 −0.0082
0 21.4745 26.31 −0.1362
=AAAAAAA?
, Bn =
<@@@@@@@>
0
0
−6.1343
84.303
=AAAAAAA?
, φn =
<@@@@@@@>
φ1,n
φ2,n
φ3,n
φ4,n
=AAAAAAA?
φ1,n = φ2,n = 0,
φ3,n = n33β(x2,n) a32 sinx2,n cosx2,n + a33x3,n + a34x4,n cosx2,n + a35x24,n sinx2,n + b3Kfus
+ 0.12864x2,n + 1.9148x3,n + 0.0082x4,n + 6.1343us,
φ4,n = n44β(x2,n) a42 sinx2,n + a43x3,n cosx2,n + a44x4,nx4 + a45x24,n cosx2,n sinx2,n
+b4Kfus cosx2,n] − 21.4745x2,n − 26.31x3,n + 0.1362x4,n − 84.303us,
En,w = Bn, Fw = [0.1 0.1 0.1]T , En,f = [Bn 03] , Ff = [031 I3]
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Note that the nonlinear function φ is considered as Lipschitz for the operating rangeSusS B 10V, SrS B 0.5, SθS B 40X with the Lipschitz constant 0.1974. Therefore, the nonlinear
model of the inverted pendulum given in (7.14) is regarded as a locally Lipschitz nonlinear
system. Further, note that for the coefficient matrices An,Bn, and Cn; the pair (An,Bn)
is controllable and (An,Cn) is observable which means that a state feedback controller
and an observer based residual generator can be designed.
Controller design
It is evident from the open loop linear model of the inverted pendulum that it has one
unstable pole that makes the the equilibrium point (0.2,0,0,0) unstable. For the purpose
of FD, it is needed that the system should be stable. To this end, a control law of the
form u = −K1(x) +K2ν is proposed which not only ensures the stability but also tracking
the reference input ν. The gain matrix K1 consists of the parameters of the state feedback
controller and K2 is pre-filter gain. The closed loop model can thus be given as
x˙ = Ax +Bν + φ(x, ν) +Eww +Eff
y = Cx + Fww + Fff (7.16)
where A = (An −BnK1), B = BnK2, φ(x, ν) = φn(x,−K1(x) + K2ν), Ew = En,w and
Ef = En,f . The following controller parameters are computed using the methods proposed
in [175, 176]:
K1 =  −1.6228 1.9357 3.2231 0.4207  K2 = −1.6228; (7.17)
Residual generation
For the purpose of residual generation for the closed loop model of LIP100 (7.16), the
following FDF with the filter gain L and post filter V is used:
˙ˆx = Axˆ +Bν + φ(xˆ, ν) +L(y − yˆ)
yˆ = Cxˆ, r = V (y − yˆ) (7.18)
Defining the observation error x0 = x − xˆ, the residual generator is given as follows
x˙0 = A0x0 +E0w0 +Ψ0 +E0,ff (7.19)
r = C0x0 + F0w0 + F0,ff0 (7.20)
where A0, E0, E0,f , C0, F0, F0,f , Ψ0, and x0 are defined in a similar fashion as in (5.37).
Using LMI (5.42) in Chapter 5, the following parameters for the residual generator are
computed which renders the attenuation level of the residual signal below certain level α;
that is, SSrSS2 B αSSw0SS2
L =
<@@@@@@@>
23.2299 0.0584 −1.9940
−0.5703 22.2502 −4.1160
−11.6129 7.2646 31.2699
144.1065 −121.6486 −198.0070
=AAAAAAA?
, V = I3, α = 0.6939 (7.21)
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Threshold computation
For the computation of different kinds of thresholds, the residual generator (7.19) with
FDF parameters computed is considered. The following thresholds are computed:
• Jth,RMS,2: Using Algorithm 6.3.1 and the FDF parameters (7.21), the following
threshold value for Jth,RMS,2 is obtained
αRMS = 0.6939, Jth,RMS,2 = 0.0717
• Jth,Peak,Peak: Using Algorithm 6.3.2 and the FDF parameters (7.21), the following
threshold value for Jth,Peak,Peak is obtained
αPeak = 1.0683, Jth,Peak,Peak = 0.1068
• Jth,Peak,2: Using Algorithm 6.3.3 and the FDF parameters (7.21), the following
threshold value for Jth,Peak,2 is obtained
α1,p2 = 0.9013; α2,p2 = 0.1732; Jth,Peak,2 = 0.1467
7.2.2 Simulation results and discussion
In this subsection, the usefulness of the algorithms proposed for continuous-time nonlinear
systems are illustrated. The simulations are performed for closed loop model of LIP100 as
shown in Figure 7.10. In a typical closed-loop FD, the FD block takes the information of
the reference signals and outputs of the process. Figure 7.10 illustrates this strategy for
LIP100.
The following points are considered for the simulation of the proposed FD techniques.
• The length of the evaluation window is N = 10[s]
• The disturbance is assumed to be a random number distributed uniformly over the
interval [−0.1,0.1].
• The L2,N and Peak norm of the disturbance are bounded by
δw,2 = 0.3268; δw,ª = 0.1000;
• The reference signal is kept constant at ν = 0.1
• All the faults are modeled as step signal and are realized by introducing offsets in
the respective readings
– the offset in actuator is introduced at t = 250[s] with magnitude equal to 5V
– offset in the position sensor of the cart occurs at t = 250[s] with magnitude
equal to 0.35m
– offset in the angular position sensor of the pendulum occurs at t = 250[s] with
magnitude equal to 0.60rad = 34.3775X
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Figure 7.10: Closed loop FD for LIP100
– offset in the velocity sensor of the cart occurs at t = 250[s] with magnitude
equal to 0.35m~s
• The controller parameters and pre-filter gain are computed off-line.
• The parameters for robust FDF and the values for different thresholds are computed
off-line.
• The fault decision is made on-line by comparing the evaluated residual signal (RMS
or Peak value) with the respective thresholds (Jth,RMS,2 in case of RMS value eval-
uation, and Jth,Peak,Peak and Jth,Peak,2 in case of evaluation based on peak-norm)
Actuator fault detection (AFD)
Figure 7.11a and 7.11b show the dynamic behavior of the peak and RMS value of the
evaluated residual signal in the presence of actuator fault. The fault is realized by intro-
ducing an offset of 5V in the actuator signal. The threshold settings ensured successful
elimination of false alarms and detection of faults.
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Figure 7.11: Detection of offset of magnitude 5 V in actuator
Sensor fault detection (SFD)
Figure 7.12a and 7.12b show the behavior of the evaluated residual signal to the occurrence
of fault in the sensor measuring the position of the cart. An offset of 0.35m is introduced
in the sensor. Notice that the residual shows an impulsive response to this fault at the
time of its occurrence and then attain the original position. It is due to the tracking
controller. Since the position of the cart is tracked in LIP100, any change in this sensor is
compensated. Figure 7.13a and 7.13b show the response of the residual signal to the fault
in the sensor measuring the angular position of the pendulum. A relatively large offset is
introduced in order to observe the stability of the controller and fault detection filter. The
offset amounts 0.60rad  34.5X which means 31.36V . Following the similar arguments,
any offset in this sensor affects the position of the cart which then activates the controller
to react. Due to this reason the residual tries to recover its dynamic behavior after the
occurrence of the fault. The behavior of the residual under fault in velocity sensor is shown
in Figure 7.14a and 7.14b. An offset of 0.35rad~s is introduced. The proper threshold
setting eliminated any possibility of false alarms together with successful detection of
faults.
7.3 Summary
In this chapter, the use of proposed algorithms of this thesis have been demonstrated with
the help of two benchmark problems, that is, three-tank system and the inverted pendulum
control system. A robust residual generator was designed which rendered the disturbance
attenuation level below a prescribed level. In addition, three different kinds of thresholds
were designed for both applications. For three-tank systems, the FD scheme was designed
using the algorithms proposed for discrete-time nonlinear systems. The complete FD
system together with the process was implemented in MATLAB/SIMULINK® in order
to illustrate the open loop FD strategy. The efficiency of the proposed FD scheme was
shown by the detection of leakages, sensors, and actuators faults. For inverted pendulum
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Figure 7.12: Detection of offset of magnitude 0.35m in sensor measuring the linear position
of the cart
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Figure 7.13: Detection of offset of magnitude 0.6rad in sensor measuring the angular position
of the pendulum
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Figure 7.14: Detection of an offset of magnitude 0.35m/[s] in sensor measuring the velocity
of the cart
control system, the FD system was designed using the algorithms proposed for continuous-
time nonlinear system. The nonlinear process and the associated FD system was realized
in MATLAB/SIMULINK®. Since the inverted pendulum is unstable in open loop, the
closed loop FD strategy was implemented. Sensors and actuator faults were shown to have
been successfully detected by the proposed FD system.
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Conclusions and recommendations
This chapter summarizes the results obtained in this dissertation, and
presents some concluding remarks based on these results. It also highlights
some future directions for further developments of the proposed approaches.
8.1 Conclusions
In practice most of the fault diagnosis problems, we face, are nonlinear and uncertain.
This uncertainty is due to process disturbances, parameter variations, and measurement
noises. In this thesis, observer-based fault detection in nonlinear systems in the presence of
model uncertainties, process disturbances, and measurement noises has been investigated.
The main concern of this thesis is the development of observer-based fault detection meth-
ods and proposing algorithms for nonlinear uncertain systems which are computationally
tractable and user oriented.
The prime objectives of this thesis was precisely defined in Chapter 1. The first one
was designing an optimal residual generator which simultaneously produces robustness
against unknown inputs and sensitivity to faults. In order to achieve this objective, a
game-theoretic approach together with dissipation inequality was employed to propose
three different fault detection filters (FDFs) for input-affine nonlinear systems. These
FDFs were designed using H−−, Hª−, and the mixed H−~Hª− optimization. These
optimization indices has been widely utilized to analyze the FD problems for LTI systems
in frequency domain, however, it is very difficult to use them to study the FD of nonlinear
systems in frequency domain. In order to facilitate the analysis, the time domain defini-
tion of H−− index was proposed. Similarly, the definition of Hª−norm is adopted from
the well-established robust control theory. The problem of optimal residual generation
has been studied in both the finite-horizon and the infinite-horizon. It was shown that the
generalized results obtained can also be used to study the problem of fault detection for
linear discrete-time systems. As mentioned in Chapter 3, any nonlinear system depending
on the type of nonlinearity can be considered as Lipschitz, locally or globally. Owing to
the salient features of LMIs and wide use of Lipschitz nonlinear systems, the problem of
optimal residual generation, that is, mixed H−~Hª−FDF for Lipschitz nonlinear systems
was formulated as convex optimization problem and sufficient conditions was presented
in the form of LMIs for both continuous-time and discrete-time Lipschitz nonlinear sys-
tems. Design examples were provided to illustrate the proposed methodologies. From the
discussion presented in these chapters, the following conclusions can be drawn:
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1. It is not possible to study the Hª−norm and H−− index for nonlinear systems
in frequency domain. Consequently, these indices were defined in time domain to
facilitate the analysis for nonlinear systems.
2. It is often misled that similar to Hª− nonlinear filtering, the Hª−FDF for nonlinear
systems has also been extensively studied, but it is not the case in reality. The
problem of Hª−FDF for nonlinear systems, in discrete-time settings in particular,
has not been studied. However for continuous-time setting, a few studies can be
found in literature.
3. Similarly, the problem of designing H−−FDF has not been studied for nonlinear
systems.
4. H−−FDF enhances the sensitivity to faults to certain desired level, but it does not
give any indication of the robustness against the unknown inputs. It is possible that
this filter may also increase the sensitivity of the residual signal against unknown
inputs.
5. A similar argument can be established for Hª−FDF; where providing robustness
against unknown inputs may result in reducing the effects of faults on the residual
signal.
6. H−~Hª−FDF is a mixed problem which simultaneously makes the residual sensitive
to faults and robust against unknown inputs. It may possible that the sensitivity
level of the residual to faults in case of H−~Hª−FDF is less than the residual
generated by H−−FDF. Similarly, the residual generated by H−~Hª−FDF may
have less robustness against unknown inputs than the one generated with Hª−FDF.
However, in the mixed H−~Hª−FDF problem, the objective is always to maximize
the ratio of fault sensitivity to disturbance attenuation.
After residual generation, the next task for a successful fault detection is residual evalua-
tion, thereby the presence of fault can be inferred. In residual evaluation, some function
of the residual signal (evaluation function) is compared with a threshold, and if the former
exceeds the latter, an alarm is released indicating the presence of a fault in the system.
The role of a threshold is, therefore, indispensable in successful detection of faults. If
the threshold is selected too high, a set of faults might be unable to cause the evaluated
residual signal to exceed the threshold, and causes a missed detection. Conversely, if se-
lected too low, some of the unknown inputs may cause the evaluated residual to cross the
threshold, and result into a false alarm. Consequently, the proper selection of threshold
is always demanded, and therefore designing a suitable framework for the computation of
a threshold was the second objective of this dissertation. In order to achieve this goal,
various threshold settings have been proposed in this thesis. For constant thresholds, dif-
ferent kinds of thresholds based on signal norms, that is, Peak and RMS, were proposed.
These thresholds included, Jth,RMS,2, Jth,Peak,Peak, and Jth,Peak,2. Since these thresholds
were computed using Peak and RMS values of the unknown inputs, the degree of conser-
vativeness is also varied from one threshold to another. To avoid this conservativeness,
a variable threshold, which varies with the instantaneous values of the control inputs in
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the presence of model uncertainties, can be designed. The design of a variable threshold
was also focused in this dissertation. Two kind of variable thresholds; that is, adaptive
threshold and dynamic threshold ware proposed. The framework proposed for adaptive
threshold was similar to the one suggested for constant threshold. The gain from the un-
known inputs to the residual was computed in the similar way. Then, the instantaneous
values of the energies of u were used instead of its bound in order to compute this thresh-
old. The dynamic threshold, as the name indicates, is a dynamic system which gives the
upper bound on the modulus of the residual signal. The crux of the design was that an
inequality on the upper bound on the solution of the Lipschitz nonlinear systems in the
presence of model uncertainties and exogenous disturbances, was derived. Design exam-
ples were provided to show the usefulness of the proposed methodology. The following
conclusions can be drawn from the discussion carried out therein:
7. Threshold Jth,Peak,2 is set higher than Jth,Peak,Peak due to the assumption on the
energy of the unknown inputs. As a result, it is more conservative. Though false
alarms can be completely eliminated, the possibility of missed detection will also
increase.
8. Jth,Peak,Peak is computed on the peak norm of the unknown inputs. It is used to
activate Jth,Peak,2 which means that it is less conservative. Apparently, this threshold
might be a good choice due to low conservativeness but it may also sometimes release
false alarms.
9. Jth,RMS,2 is designed based on the RMS values for a particular time window (obser-
vation window) N or T . Evaluating the residual in the framework of RMS values
results into increased smoothness, thereby reducing the possibility of false alarms.
The size of the observation window plays an important role in determination of this
threshold.
10. In order to improve the performance of FD system, a variable threshold may be
introduced instead of constant threshold. The variable threshold should vary as
close to the residual signal as possible.
11. The adaptive threshold is proposed which is sensitive to the instantaneous energies
of the control input u and hence varies more closely with the control input. This
scheme is less conservative to the corresponding constant thresholds. Furthermore,
it requires less on-line computation and can be easily implemented.
12. The dynamic threshold generator proposed in this thesis is different from the adap-
tive threshold which is designed using norm-based approach. In the later approach,
the adaptive threshold is generated using some norm of the instantaneous values of
the control input times the gain of the residual to the unknown inputs computed in
case of respective constant thresholds. The dynamic threshold generator designed in
this work is a dynamic system which takes the modulus of the instantaneous values
of the control input in the presence of a bound on the modulus of the unknown inputs
and model uncertainty and generates an upper bound on the modulus of the residual
signal. This upper bound acts as dynamic threshold. Since the upper bound on the
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residual is generated by a dynamic system, it is referred to as a dynamic threshold.
This scheme also eliminates the chances of false alarms and ensures fault detection.
8.2 Future directions
The preceding section summarized the results obtained in this dissertation. The proposed
techniques and their application to improve fault detection of nonlinear systems were
briefly described. Based on the analysis presented therein, some conclusions were also
drawn. From the goal point of view, this dissertation provides with the methods, tools,
and algorithms, which are user friendly, computationally tractable, and best suited to
study a wide class of nonlinear systems. However, besides these esteemed features, there
is a room for further improvements. In the following, some possible research directions for
further extension of this work are outlined.
• Chapter 4 proposed three kinds of fault detection filters for optimal residual genera-
tion in the framework of dissipation inequality and two-player zero-sum differential
game theory. As mentioned in Remark 4.2.1, the filter gain, obtained using the pro-
posed methodology, depends on the systems states. Since the system states are, in
general, not available, it makes the filter impractical. One solution was suggested in
Remark 4.2.2 to search for a suboptimal solution instead of optimal one. Another
possibility of getting a filter gain independent of the system states is to modify the
structure of the filter. The filter structure recently proposed in [109], seems a suit-
able candidate for studying this problem and can be a very good extension of the
work proposed in this dissertation.
• Notice that in Chapter 4, the control input u was considered as unknown input
and included with the disturbances; that is, w0 =  uw 	. Using this convention,
the problem of attenuating the unknown inputs, that is,
SSr0,w0 SS2
Yw0Y
B α is achieved.
This strategy results into a conservative solution. Since the control input is on-line
available, it could be utilized to reduce the conservativeness of the design.
An associated problem is the stability analysis. It is well known that the residual
generator should be stable and the residual should approach to zero as the time tends
to infinity, in the presence of all admissible control inputs, provided the disturbances
and faults are set equal to zero. In the proposed framework, as mentioned in the
proof of Lemma 4.2.2, the L2 stability of the residual generator has been studied. In
this framework, the stability of x0 = 0 can be achieved when w0 is put equal to zero
which means that the control input u is also equal to zero. This is, however, not a
realistic strategy, especially for the filter error dynamics. A possible future direction
is to study the optimal residual generation problem and to show the convergence of
the estimates to the true states in the presence of admissible control input u.
• Chapter 5 solves the optimal residual generation problem for Lipschitz nonlinear
systems using linear matrix inequalities (LMIs) tools. As proposed in Remark 5.1.1,
the proposed LMIs can be solved by putting P = Q. This approach has eased the
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problem of solving the LMIs and computing the filter gain L and post filter gain
V . However, this assumption leads to an over conservative design and may also
sometimes make the proposed problem infeasible. A possible extension of this work
is to use iterative LMI approach similar to the one mentioned in [66] for LTI systems.
• Chapter 6 proposed tools for the computation of different thresholds. The inherent
philosophy in the design of these methods is the elimination of false alarms. However,
the fault detection capability has not been addressed in the design. Though, it
was considered while evaluating the performance of different thresholds with the
help of simulation examples presented therein and benchmark problems presented
in Chapter 7. A possible future extension of this work is to use a threshold which
should not only be designed with the objective of eliminating false alarms but also
aiming to ensure quick detectability of faults. To this end, the approach adopted in
[72] for LTI system can be extended to nonlinear systems.
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Important mathematical tools
A.1 Implicit function theorem
Theorem A.1.1. [98] Assume that f  Rn  Rm   Rn is a continuously differentiable
function at each point (x, y) of an open set S ⊂ Rn Rm. Let (x0, y0) be a point in S
for which f(x0, y0) = 0 and for which the Jacobian matrix [∂f~∂x] (x0, y0) is nonsingular.
Then there exist neighborhoods U ⊂ Rn of x0 and V ⊂ Rm of y0 such that for each y > V
the equation f(x, y) = 0 has a unique solution x > U . Moreover, this solution can be given
as x = g(y), where g is continuously differentiable at y = y0.
A.2 Two-player, zero-sum differential game
In game theory, the two-player zero-sum game describes a situation where one player’s
gain or loss is exactly balanced by the gain or loss of the other player. One player is
known as maximizing player and the other is minimizing. The sum of the costs of both
players is zero [145, 146]. Consider a two-player, zero-sum differential game described by
the following equation
xk+1 = f(xk, Lk,wk) (A.1)
with finite horizon cost functional
J (Lk,wk) = KQ
k=0
SSrLk,wk SS22 − α2 KQ
k=0
SSwkSS22 (A.2)
which is to be minimized by Lk (minimizing player) and maximized by wk (maximizing
player). An equilibrium point solution J (Lk,wk) is said to exist if and only if there exists
a function V (ë)  [0,N] Rn   R satisfying the following discrete-time Hamilton-Jacobi-
Isaac equation (HJIE)
V (xk, k) = inf
Lk>Rnm
sup
wk>Rr
1
2
SSrLk,wk SS2 − 12α2SSwkSS22 + V (xk+1, k + 1)   (A.3)
A.3 Some useful Lemmas
Lemma A.3.1. for any given constant ρ A 0, and defining
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S = ρ 12xT (k)ATP 12 − ρ− 12φT (k)P 12
the inequality
SST C 0
xT (k)ATPφ(k) + φT (k)PAx(k) B
ρxT (k)ATPAx(k) + ρ−1φT (k)Pφ(k)
Proof. By the direct multiplication.
Lemma A.3.2. [177] For any Q A 0, then
 M11 M12
MT12 −P +ETQE 	 < 0
iff <@@@@@>
M11 M12 0
MT12 −P ET
0 E −Q−1
=AAAAA? < 0
and
<@@@@@>
M11 M12 M13
MT12 −P +ETQE M23
MT13 M
T
23 M33
=AAAAA? < 0
iff <@@@@@@@>
M11 M12 0 M13
MT12 −P ET M23
0 E −Q−1 0
MT13 M
T
23 0 M33
=AAAAAAA?
< 0
Lemma A.3.3. [178] Let G,L,E,F (k) be real matrices of appropriate dimensions with
F (k) being a matrix function and F (k)TF (k) B I, then for any ǫ A 0, P A 0 satisfying
P −1 − ǫETE A 0,
(G +LF (k)E)P ((G +LF (k)E))T B G(P −1 − ǫETE)−1GT + 1
ǫ
LLT
Theorem A.3.1. [179] Let T (t) = CeA0tB where A0 is diagonalizable as A0 = WΞW −1
where Ξ is a diagonal matrix with the eigenvalues of A0 on the diagonal and the columns of
W consists of n linearly independent eigenvectors of A0. Furthermore, let Ξreal and Ξimag
be, respectively the diagonal matrices with the real and complex part of the eigenvalues of
A0 on the diagonal. Then
ST (t)S B U(t) = SCW SeΞreal SBW −1S (A.4)
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Proofs
B.1 Proof of Theorem 6.3.1
Consider a quadratic Lyapunov function
Vx = x
T
0 Px0 P = P
T A 0
Differentiating along the trajectories of the residual generator (6.52) as
V˙ (x) = x˙T0 Px0 − xT0 Px˙0
 V˙ (x) = (A¯0x0 + E¯0w0)TPx0 + xT0 P (A¯0x0 + E¯0w0) + xT0 PΨ0 +ΨT0 P Tx0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ (B.1)
Notice that the terms indicated under braced contain the nonlinear function. Now using
Lemma A.3.1, for any ǫ1 A 0,
xT0 PΨ0 +ΨT0 P Tx0 B xT0 ǫ21PPx0 + 1ǫ21
ΨT0Ψ0 (B.2)
and similarly using Cauchy-Schwarz inequality
ΨT0Ψ0 B SSΨT0 SS.SSΨ0SS B γ2xT0 x0 (B.3)
Now using (B.2) and (B.3), (B.1) can be expressed as
V˙ B (A¯0x0 + E¯0w0)TPx0 + xT0 P (A¯0x0 + E¯0w0) + xT0 ǫ21PPx0 + 1ǫ21γ2xT0 x0 (B.4)
Defining an index similar to the one in the proof of Theorem 6.2.2 as
J = SSr0,wSS2 − αSSw0SS2 (B.5)
=
ª
S
0
rT0,w(t)r0,w(t) − α2wT0 (t)w0(t)dt (B.6)
under zero initial conditions, we can write
J <
ª
S
0
rT0,w(t)r0,w(t) − α2wT0 (t)w0(t) + V˙ dt (B.7)
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Now
rT0,wr0,w − α2wT0 w0 + V˙ < 0 ∀t > [0,ª) (B.8)
suffices the index J to be less than or equal to zero, that is, J B 0. It comes out from
equation (B.8) that
rT0,wr0,w − α2wT0 w0 + V˙ B (C¯0x0 + F¯0w0)T (C¯x0 + F¯0w0) − α2wT0 w0
+(A¯0x0 + E¯0w0)TPx0 + xT0 P (A¯0x0 + E¯0w0)
+xT0 ǫ21PPx0 + 1ǫ21
γ2xT0 x0 (B.9)
 xT0
wT0
	T χ  x0
w0
	 < 0 (B.10)
where
χ =  C¯0T
F¯0
T 	  C¯0 F¯0  +  Ω1 PE¯0
E¯0
T
P −α2I 	 < 0
and Ω1 = A¯0
T
P + PA¯0 + ǫ21PP + 1ǫ2
1
γ2I applying schur complement together with Lemma
A.3.3, a sufficient condition for (B.10) is
<@@@@@>
Ω1 PE¯0 C¯0
T
E¯0
T
P −α2I F¯0T
C¯0 F¯0 −I
=AAAAA? < 0 (B.11)
<@@@@@>
AT0 P + PA0 + ǫ21PP + 1ǫ2
1
γ2I PE0 C
T
0
ET0 P −α2I F T0
C0 F0 −I
=AAAAA?
+
<@@@@@>
∆A0
TP + P∆A0 P∆E0 ∆C0T
∆E0
TP 0 ∆F0
T
∆C0 ∆F0 0
=AAAAA? < 0 (B.12)
<@@@@@>
∆A0
TP + P∆A0 P∆E0 ∆C0T
∆E0
TP 0 ∆F0
T
∆C0 ∆F0 0
=AAAAA? =<@@@@@>
E¯0
0
F
=AAAAA?∆(t)  G¯ 0 H¯  + (
<@@@@@>
E¯0
0
F
=AAAAA?∆(t)  G¯ 0 H¯ )
T
using lemma A.3.1, we can end up with the following result<@@@@@>
Ω1 PE0 CT0
ET0 P −α2I F T0
C0 F0 −I
=AAAAA? +
1
ǫ1
<@@@@@>
E¯0
0
F
=AAAAA?
<@@@@@>
E¯0
0
F
=AAAAA?
T
+ ǫ1  G¯ H¯ 0   G¯ H¯ 0 T < 0 (B.13)
where Ω1 is already defined. Finally applying the Schur complement again, the LMI (6.54)
in Theorem 6.3.1 can be obtained.
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B.2 Proof of Theorem 6.3.2
The proof begins by considering quadratic Lyapunov function of the similar similar to one
used in B.1
V = xT0 Px0 P = P
T A 0
Also assume §µ A 0, and 0 < λ < 1
V <
µ
λ
(B.14)
Considering
V˙ + λV − µI < 0 (B.15)
for sufficiency of equation (B.15).
V˙ + λV − µIwT0 w0 < 0 ∀wT0 w0 B 1 (B.16)
It can be noted that (B.16) ensures (B.15) and hence (B.14). Now based on (B.16), it can
expressed as
(A¯0x0 + E¯0w0)TPx0 + xT0 P (A¯0x0 + E¯0w0) + xT0 ǫ21PPx0
+ 1
ǫ21
ΨT (x0)Ψ(x0) + xT0 λPx0 − µwT0 w0 < 0
using the similar treatment as done in the proof of Theorem 6.2.1 yields LMI L1 in
equation (6.56).
Now consider the equation
rT0,wr0,w < α
2wT0 w0 + λV − µwT0 w0 rT0,wr0,w < α2 ∀wT0 w0 B 1 (B.17)
using equation (B.17)
 CT0
F T0
	 I − ǫ3(F¯ )(F¯ )T −1  C0 F0  + 1
ǫ3
G˜T G˜ <  λP 0
0 (α2 − µ)I 	 (B.18)
where G˜ =  G¯ H¯ . Using schur complement lemma again, the LMI L2 in equation
(6.57) is obtained.
B.3 Proof of Theorem 6.3.3
As it is evident from the equation(6.52) that the residual signal r0,w is affected by distur-
bance w0 via matrices F0 directly and via matrix E0 through x. It is also evident that the
maximum change in r0,w(t) caused by w0 via F0 is given by α2(δu,ª + δd,ª) with
sup
σ¯(∆(t))Bδ∆
(F0 + F¯∆(t)H¯)T (F0 + F¯∆(t)H¯) B α22I,
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using lemma A.3.1, then
F T0 (I − ξ4(F¯ )(F¯ )T )−1F0 + 1ξ4 H¯T H¯ B α21I,
using Schur complement lemma, and replacing ξ4 by
1
ǫ4
, It can be transformed in to LMI
L3. Similarly considering the remaining part of the systems by taking r20,w = C0x0.
Assume the same quadratic Lyapunov function as before and considering that
V˙ < α22SSw0SS2Ô V˙ − α2wT0 w0 < 0 (B.19)
dealing with (B.19) in the manner similar to one before, we end up with LMI L2 of (6.59).
Also consider that (B.19) yields after integration
V (x(T )) < α21
T
S
0
wT0 (t)w0(t)dt (B.20)
also we have
T
S
0
rT20,w(t)r20,w(t)dt < α21
T
S
0
wT0 (t)w0(t)dt
Ô rT20,w(T )r20,w(T ) < α21
T
S
0
wT0 (t)w0(t)dt (B.21)
A sufficient condition for (B.21) is
rT20,w(T )r(T )20,w < V (x(T ))Ô C¯T0 C¯0 B P (B.22)
with the help on Lemma A.3.1, we can write
CT0 (I − ξ3(F¯ )(F¯ )T )−1C0 + 1ξ3 G¯T G¯ B P (B.23)
the use Schur complement Lemma, and replacing ξ3 by
1
ǫ3
, leads us to the LMI L2 in
equation (6.60).
B.4 Proof of Theorem 6.6.1
Consider the equation
x˙0 = A0x0(t) +B0u(t)Ψ0(x0(t), u(t)) + η0(x0(t), u(t), t) +E0w(t) (B.24)
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the solution is expressed as
x0 = exp(A0t)ζ0 + tS
0
exp(A0(t − τ))B0u(τ) +Ψ0(x0(τ), u(τ)) + η0(x0(τ), u(τ), τ)dτ
+
t
S
0
exp(A0(t − τ))E0w(τ)dτ
= exp(A0t)ζ0 + tS
0
exp(A0(t − τ))Ψ0(x0(τ), u(τ)) +∆(A0)x0(τ)dτ
+
t
S
0
exp(A0(t − τ))[B0 +∆(B0)]u(τ) +E0w(τ)dτ
= exp(A0t)ζ0 + tS
0
exp(A0(t − τ))Ψ0(x0(τ), u(τ)) + E¯∆(τ)G¯x0(τ)dτ
+
t
S
0
exp(A0(t − τ))B0 + E¯∆(τ)Hu(τ) +E0w(τ)dτ
= exp(A0t)ζ0 + exp(A0t)  Ψ0(x0(t), u(t) + E¯∆(t)G¯x0(t)
+ exp(A0t)  B0 + E¯∆(t)Hu(t) +E0w(t)
Taking the modulus and using the Property 1
Sx0S t S exp(A0t)ζ0 + exp(A0t)  Ψ0(x0(t), u(t) + E¯∆(t)G¯x0(t)S
+ S exp(A0t)  B0 + E¯∆(t)Hu(t) +E0w(t)S
t S exp(A0t)SSζ0S + S exp(A0t)S  SΨ0(x0(t), u(t)S + SE¯∆(t)G¯SSx0(t)SS
+ S exp(A0t)S  S B0S + SE¯SS∆(t)SSH S Su(t)S + SE0w(t)S
t M(t)Sζ0S +M(t)  γSx0(t)S + SE¯SΠSG¯SSx0(t)S
+M(t)  S B0S + SE¯SΠSH S Su(t)S + SE0w(t)S
t M(t)Sζ0S +M(t) N1Sx0(t)S +M(t)  N2Su(t)S + SE0w(t)S
t M(t)Sζ0S +M(t)N1Sx0(t)S +M(t)N2Su(t)S + SE0w(t)S
where N1 = γI + SE¯SΠSG¯S, N2 = SB0S + SE¯SΠSH S. The upper bound on the modulus of the
state x0 is
(I −M(t)N1) Sx0(t)S t M(t)Sζ0S +M(t)N2Su(t)S + SE0w(t)SSx0(t)S t (I −M(t)N1)−1 [M(t)Sζ0S +M(t)N2Su(t)S + SE0w(t)S] (B.25)
Considering (6.70) and (B.25), the modulus of the residual signal is
Sr0,wS t SC0S (I −M(t)N1)−1 [M(t)Sζ0S +M(t)N2Su(t)S + SE0Sδ0,w] + SF0Sδ0,w (B.26)
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Technical data for benchmark systems
C.1 Parameters of the three-tank system (DTS200)
Table C.1: Numerical values of the parameters of DTS200 [141]
Parameters Symbol Value Unit
cross section area of tanks Ac 154 cm2
cross section area of pipes sn 0.5 cm2
max. height of tanks Hmax 62 cm
max. flow rate of pump 1 Q1max 100 cm
3~sec
max. flow rate of pump 2 Q2max 100 cm
3~sec
coefficient of flow for pipe 1 a1 0.46
coefficient of flow for pipe 2 a2 0.60
coefficient of flow for pipe 3 a3 0.45
C.2 Parameters of the inverted pendulum control system
(LIP100)
Table C.2: Numerical values of the parameters of LIP100 [1]
Constant Numerical value Unit Constant Numerical value Unit
Kr 2.6 N~V n11 14.9 V ~m
n22 -52.27 V ~rad n33 -7.64 V s~m
n44 -52.27 V s~rad M0 3.2 kg
M1 0.329 kg M 3.529 kg
ls 0.44 m JL 0.072 kgm2
N 0.1446 kgm N201 0.23315 kg
2m2
C 0.009 kgm2~s Fr 6.2 kg~s
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