Analysis of Markov Reward Models (MRM) with preemptive resume (prs) policy results in a double transform expression, whose solution is based on the inverse transformations both in time and reward variable domain. We present a symbolic expression of moments of the completion time, from which a computationally e ective recursive numerical method can be obtained.
Introduction
Stochastic Reward Models (SRM) are composed by a discrete state stochastic process (referred to as structure-state process) and an associated continuous variable (referred to as reward variable) whose evolution is controlled by the stochastic process. In the considered class of models the accumulated reward increases at a rate associated to the current state of the structure-state process. The rate associated to each structure-state is called the reward rate 3].
Let the structure-state process Z(t) (t 0) be a (right continuous) stochastic process de ned over a discrete and nite state space of cardinality n. Let B(t) is a stochastic process that depends on Z(u) for 0 u t. According to De nition 1 this paper restricts the attention to the class of models in which no state transition can entail to a loss of the accumulated reward. A SRM of this kind is called preemptive resume (prs) model. The distribution of the accumulated reward is de ned as B(t; w) = PrfB(t) wg:
The complementary question concerning the reward accumulation of SRMs is the time needed to complete a given (possibly random) work requirement (i.e., the time to accumulate the required amount of reward).
De nition 2. The completion time C is the random variable representing the time to accumulate a reward requirement equal to a random variable W:
C is the time instant at which the work accumulated by the system reaches the value W for the rst time. Assume, in general, that W is a random variable with distribution G(w) with support on (0; 1), and that W is independent from Z(t). The degenerate case, in which W is deterministic and the distribution G(w) becomes the unit step function U(w ? w d ), can be considered as well. For a given sample of W = w, the completion time C(w) and its cumulative distribution function C(t; w) are de ned as: C(w) = min t 0 : B(t) = w] ; C(t; w) = Pr fC(w) tg : (2) The completion time C is characterized by the following distribution:
The distribution of the completion time of a prs SRM is closely related to the distribution of the accumulated reward by means of the following relation:
B(t; w) = Pr fB(t) wg = Pr fC(w) tg = 1 ? C(t; w) : (4) For the purposes of the subsequent analysis below we de ne the following matrix functions P(t; w) = fP ij (t; w)g and F(t; w) = fF ij (t; w)g as: P ij (t; w) = PrfZ(t) = j ; B(t) w j Z(0) = ig ; (5) F ij (t; w) = PrfZ(C(w)) = j ; C(w) t j Z(0) = ig ;
where P ij (t; w) is the joint distribution of the accumulated reward and the structure state at time t supposed that the initial state of the structure state process is i, F ij (t; w) is the joint distribution of the completion time and the structure state at completion supposed that the initial state of the structure state process is i. From (5) and (6), it follows for any t and i that Given that G(w) is the cumulative distribution function of the random work requirement W, and from equation (3) 
The nal expressions take the following matrix forms:
The dimensions of I, R, A, F and P are (n n).
Starting from equations (10-11), the evaluation of the reward measures of a MRM requires the following steps:
1. symbolic evaluation of the entries of the P (s; v) and F (s; v) matrices in the double transform domain according to (10) and (11), which requires a symbolic inversion of an n n size matrix; 2. symbolic inverse Laplace-Stieltjes transformation of P (s; v) and/or F (s; v) with respect to s; 3 . numerical inverse Laplace transformation with respect to v; 4 . unconditioning of the result by a numerical integration according to the distribution of the work requirement de ned by (7).
However, this way of the analysis contains some computationally intensive steps, and the whole procedure can be applied to very small scale problems (less than 6-8 states) only. 
Moments of the completion time of MRMs
In this subsection we calculate the moments of the completion time using the LaplaceStieltjes transform, and we propose a recursive method to calculate the moments in a computationally e ective way. We make use of the idea proposed 
We assume that the order of the inversion and the derivation can be changed in the above formula: M (n) (w) = (?1) = LT ?1 i.e., Z 0 (t 0 ) takes the same state as Z(t) when Z(t) 2 S and the clock t 0 is switched on (o ) when Z(t) 2 S (Z(t) 2 ? S). is the in nitesimal generator of CTMC Z 0 (t 0 ) over S (with the usual properties: 8i; j 2 S; ij j i6 =j 0 and P j2S ij = 0). The multiplication with R ?1 1 stands for scaling and rescaling the time providing a constant reward increment rate as proposed by Beaudry 1] . Z 0 (t 0 ) is the stochastic process which characterize the reward accumulation as captured by L(w). The submatrices in (14) accounts for the time Z(t) spends out of S.
A recursive analysis of higher moments
Here we propose a recursive method to calculate the higher moments. First we introduce some notation. Let M ij (n) (w) be the nth moment of the completion time assuming that the process was started in state i, the work requirement was completed in state j and the work requirement was w. Let M (n) (w) be a matrix with entries M ij (n) (w), and M (n) (v) be the Laplace transform of M (n) (w). Let If the system is started from operational states, which is a rather realistic assumption, (i.e., 8i 2 S c ; P i (0) = 0), then one can neglect the second term of the rhs of equation (17). This term stands for the time needed to start the reward accumulation (i.e., to enter S) when the system starts from S c . Another important analysis problem of MRMs is the probability distribution of the structure state process at completion, i.e., P c ij = PrfZ(C) = jjZ(0) = ig. For example, the required maintenance after a mission of a system can be estimated based on this performance measure. A closed form expression of the probability distribution at completion, by which its e ective computation is possible, comes by the following theorem.
Theorem 4. The probability of being in state j at completion given that the process started from state i can be computed as follows: 
