The resurgence of deep learning, as a highly effective machine learning paradigm, has brought back to life the old optimization question of non-convexity. Indeed, the challenges related to the large-scale nature of many modern machine learning applications are severely exacerbated by the inherent non-convexity in the underlying models. In this light, efficient optimization algorithms which can be effectively applied to such large-scale and non-convex learning problems are highly desired.
Introduction
Optimization problems have historically been an integral part of many machine learning, data analysis and scientific computing applications. Consequently, over the last few decades, many optimization algorithms have been developed to solve a variety of these problems, e.g., [4, 8, 44, 46, 63] . Nowadays, however, due to our rapidly growing ability to collect large amounts of data, a unifying feature in many of these applications is their large-scale nature. The presence of "big-data" in modern problems has posed significant computational challenges which have rendered many of the classical optimization algorithms inefficient, if applicable at all. In this light, many of the recent research efforts have been centered around designing variants of classical algorithms which, by employing suitable approximations techniques, e.g., approximating the gradient and/or Hessian, improve upon the efficiency, i.e., cost-per-iteration, of their classical counterparts, while maintaining the original effectiveness, i.e., iteration complexity.
Recently, it has been observed that there is a curious dichotomy between the scientific computing and the machine learning communities regarding their perspective on large-scale optimization algorithms. In particular, while efficient variants of first-order methods 1 are widely used in the machine learning community, the scientific computing community has almost universally embraced the second-order alternatives 2 . In fact, the scientific computing community has long opted out of using nearly all first-order methods, while in recent years, first-order optimization has taken the stage as the primary workhorse for many machine learning applications.
The great appeal of the second-order methods to the scientific computing community lies mainly in the observed empirical performance as well as some very appealing theoretical properties. For example, it has been shown that stochastic Newton-type methods in general, and Gauss-Newton in particular, can not only be made scalable and have low per-iteration cost [16, 27, 28, 51, 52, 55] , but more importantly, and unlike first-order methods, are very resilient to many adversarial effects such as ill-conditioning [53, 54, 68] . As a result, for moderately to very ill-conditioned problems, commonly found in scientific computing, while first-order methods make effectively no progress at all, second-order counterparts are not affected by the degree of ill-conditioning. This is despite the fact that, contrary to popular belief, ill-conditioned problems also arise in machine learning applications! For example, the "vanishing and exploding gradient problem" encountered in training deep neural nets, [2] , is a well-known and serious issue; what is less known is that this is directly a by-product of the highly ill-conditioned nature of the problem. A more subtle, yet potentially more sever draw-back, is that the success of most first-order methods is tightly intertwined with fine-tunning (often many) hyper-parameters, most importantly, the step-size [3] . In fact, it is highly unlikely that many of these methods exhibit acceptable performance on first try, and it often takes many trials and errors before one can see reasonable results. In contrast, second-order optimization algorithms involve much less parameter tuning and are less sensitive to the choice of hyper-parameters [3] .
These days, however, as a result of the emergence in popularity of non-convex applications, e.g., deep neural networks [22, 36] , the large-scale computational challenges have been exacerbated, multiple folds over, by the difficulties posed by the inherent nonconvexity, e.g., avoiding (possibly degenerate) saddle-points as well as finding (at least) a local minimum. Although some first-order algorithms can guarantee convergence to an approximate second-order criticality 3 , e.g., [21, 32, 39] , the vast majority of first-order methods lack such performance guarantees. Indeed, their convergence can be, at best, ensured to first-order critical points, which include saddle-points. However, it has been argued that converging to saddle points can be undesirable for obtaining good generalization errors with many non-convex machine learning models, such as deep neural networks [13, 15, 37, 56] . In fact, it has also been shown that in certain settings, existence of "bad" local minima, i.e., sub-optimal local minima with high training error, can significantly hurt the performance of the trained model at test time [20, 64] . In addition, important cases have been demonstrated where, stochastic gradient descent (SGD), which is, nowadays, arguably the optimization method of choice in machine learning, indeed stagnates at high training error [30] . Such high levels of training error can, in turn, appear as bottlenecks in further improving predictive performance in many machine learning applications. In contrast, employing the curvature information in the form of Hessian, in addition to the advantages mentioned above, can help with obtaining a method with desirable convergence to second-order criticality.
Despite such shortcomings, arguably due to lower per-iteration costs and simplicity of implementations, the machine learning community has relentlessly continued to invest in the class of first-order methods, and second-order alternatives have only been used recently in various "one-off" ways, e.g., [6, 41, 53, 54, 68] . The number of research papers on first-order methods appearing in machine learning outlets completely dwarfs that related to second-order methods. Indeed, the conventional wisdom, in the machine learning community is that the application of second-order methods can be highly inefficient, and the cost outweighs any potential benefit.
Our Objective
Here, we set out to address this misconception. In doing so, following the recent theoretical development in [67] , we focus on variants of trust-region (TR) [14] and cubic regularization (CR) [10, 26] algorithms, in which the Hessian is suitably approximated 4 . More specifically, in the context of several non-convex machine learning applications, we study the empirical performance of sub-sampled variants of these algorithms and set out to paint a more complete picture of their practical advantages. In the process, we highlight the shortcomings of first-order methods, e.g., high degree of sensitivity to hyperparameters and undesirable behavior near saddle-points, and showcase the advantages of employing curvature information as remedy.
The overall objective of this paper is to provide clear examples which demonstrate that variants of second-order methods with solid theoretical foundations, if implemented well, not only can be computationally competitive with first-order alternatives, but also offer a range of exclusive advantages which can, at times, be significantly beneficial for training non-convex machine learning models.
Thesis Questions
To accomplish this objective, we set out to answers the following fundamental questions, which constitute the underlying thesis of this paper Q.1 Are there clear advantages in non-oblivious Hessian approximations, e.g., nonuniform sampling for the case of finite-sum minimization problem, vs simple oblivious alternatives, e.g, uniform sampling? (see Sections 3.2.1 and 3.2.2) Q.2 Can the randomized approaches described here make Newton-type methods computationally efficient enough to be competitive with popular first-order methods, widely used in machine learning, e.g., SGD with momentum? (see Sections 3.3.1 and 3.3.2) Q.3 Are there any tangible advantages in employing Hessian information in optimization of highly non-convex problems, e.g., can we seamlessly avoid saddle points and make our way to a local minimum? (see Figure 11 of Section 3.3.1 and Figure 13 of Section 3.3.2) Q.4 Can second-order methods prove to be beneficial for the downstream machine learning objective of obtaining good generalization error or are they prone to side-effects such as over-fitting? (see
Q. 5 In contrast to first-order algorithms whose performance is greatly affected by the choice of hyper-parameters, most notably step-size, does the performance of the proposed Newton-type methods exhibit robustness to such parameter tuning? (see Figure 10 of Section 3.3.1 and Figure 12 of Section 3.3.2)
Methodology
To study the above questions, we focus our attention on two classes of non-convex optimization problems that arise often in practice, i.e. non-linear least squares as well as deep learning, and present extensive numerical experiments on both, real and synthetic data. These questions along with where in this paper they are addressed both theoretically and empirically, including the relevant figures, are gathered in Table 1 . Specifically, to address Q.1, in Section 3.2 we consider the task of binary classification using least-squares loss on several real and synthetic data sets, and compare various sampling strategies on the performance of sub-sampled TR and CR methods initialized from different starting points. These examples also partially treat the question posed in Q.4.
In Section 3.3, we then move onto addressing Q.2-Q.5, by considering more complicated models encountered in deep learning applications. In particular, in the context of image classification (Section 3.3.1) and deep auto-encoder (Section 3.3.2), we consider Q.2 and show that by incorporating inexactness both in Hessian as well as the sub-problem solver, sub-sampled variants of Newton-type methods can indeed be highly efficient and very well competitive with SGD using momentum. To address Q.3, we initialized all of the considered algorithms at zero, which appears to be close to regions with high number of saddle-points in both these applications. We demonstrate that appropriate use of curvature can indeed help with obtaining a method that can effectively escape such undesirable saddle-points and make continued progress towards areas with lower training error, while other methods easily get trapped in such high-level regions. We also show that second-order algorithms are indeed capable of achieving similar generalization errors to those obtained by first-order methods, effectively resolving Q.4.
Finally, we address Q.5 by demonstrating the resiliency/sensitivity of various algorithms with respect to their respective main hyper-parameter. We do this through multiple simulations of all these examples with several choices of the main hyper-parameter for each algorithm. In particular, we clearly demonstrate the high degree of sensitivity of SGD to its main hyper-parameter, i.e., step-size, and notable resiliency of sub-sampled TR to its initial trust region radius.
The rest of this paper is organized as follows. Section 2 gathers some preliminary materials. In particular, in Section 2.1, we introduce the notation used throughout the paper. This is then followed by a short review of TR and CR methods in Section 2.2. In Section 2.3, we briefly give a high level summary of the theoretical results of [67] . In particular, after a short introduction to finite-sum minimization problem considered in this paper, we review various uniform and non-uniform sub-sampling schemes along with their theoretical guarantees in Section 2.3.1. We then give an excerpt of the randomized sub-sampled variants of TR and CD as well as their theoretical convergence properties in Section 2.3.2. Extensive numerical experiments addressing the questions Q.1-Q.5 are then gathered in Section 3. Conclusions and further thoughts are gathered in Section 4.
Background and Preliminaries
We now present preliminaries which help with the clarity of the exposition as well as self-containment of the paper. More specifically, in Section 2.1, we first introduce the notation used throughout the paper. A short review of the classical trust region and cubic regularization algorithms including several relevant references for the interested reader is then given in Section 2.2.
Notation
Throughout the paper, vectors are denoted by bold lowercase letters, e.g., v, and matrices or random variables are denoted by regular upper case letters, e.g., V . v T denotes the transpose of a real vector v. For two vectors, v, w, their inner-product is denoted as v, w = v T w. For a vector v, and a matrix V , v and V denote the vector 2 norm and the matrix spectral norm, respectively. ∇F (x) and ∇ 2 F (x) are the gradient and the Hessian of F at x, respectively, and I denotes the identity matrix. The subscript, e.g., x t , denotes iteration counter and log(x) is the natural logarithm of x. The inexact Hessian is denoted by H(x), but for notational simplicity, we may use H t to, instead, denote the approximate Hessian evaluated at the iterate x t in iteration t, i.e., H t H(x t ). Throughout the paper, S denotes a collection of indices from {1, 2, · · · , n}, with potentially repeated items and its cardinality is denoted by |S|.
Review of Turst Region and Cubic Regularization
Arguably, the most straightforward approach for globalization of many Newton-type algorithms is the application of line-search. However, it is known that near saddle points where the gradient magnitude can be small, traditional line search methods can be very ineffective and in fact produce iterates that can get stuck at a saddle point [46] . Trust region and cubic regularization methods are two elegant globalization alternatives that, specially recently, have attracted much attention.
There are many similarities between TR and CR algorithms in terms of their theoretical and algorithmic properties as well as methods for solving their respective subproblems. The main advantage of these methods is that they are reliably able to take advantage of the direction of negative curvature and escape saddle points. More specifically, if the Hessian at a saddle point contains a negative eigenvalue, these methods can leverage the corresponding direction of negative curvature to obtain decrease in the objective function values. Many problems of interest exhibit saddle points which include negative curvature direction [21, 62] . As a result, TR and CR methods, if made scalable, can be very effective for solving many large-scale non-convex problems of interest for machine learning and scientific computing.
For self-containment, we now give a brief review of the classical TR and CR algorithms for solving non-convex optimization problems; see the companion paper [67] for more detailed discussions as well as additional references.
Trust Region
TR methods [14, 58] encompass a general class of iterative methods which specifically define a region around the current iterate within which they trust the model to be a reasonable approximation of the true objective function. They then find the step as a (approximate) minimizer of the model in this region. In effect, they choose the direction and length of the step simultaneously. If a step is not acceptable, they reduce the size of the region and find a new minimizer. The most widely used approximating model, which we consider here, is done via a quadratic function obtained from the second-order Taylor expansion of the true objective at the current iterate. More specifically, using the current iterate x t , the quadratic variant of TR algorithm finds the next iterate as
Here, ∆ t is the region in which we "trust" our quadratic model to be an acceptable approximation of the true objective for the current iteration. The major bottleneck of computations in TR algorithm are the minimization of the constrained quadratic sub-problem (1a). The close connections between the trust region sub-problem (1a) and eigenvalue problems has prompted many authors to design effective methods for solving (1a), e.g., truncated conjugate-gradient methods [61, 66] , the dualbased algorithms [43, 48, 59] , the generalized Lanczos trust-region based methods [25, 38] , and more modern advancements [17, 18, 24, 29, 31] .
Cubic Regularization
An alternative to the traditional line-search and TR for globalization of Newton-type methods is the application of cubic regularization, which have recently attracted much attention. Such class of methods is characterized by generating iterates as x t+1 = x t + s t where s t is a solution of the following unconstrained sub-problem
where σ t is the cubic regularization parameter chosen for the current iteration. Naively speaking, the role of the parameter σ t in the course of the algorithm is very similar to the trust-region radius, ∆ t , and in fact, one can think of σ t as the "reciprocal" of ∆ t . To the best of our knowledge, the use of such regularization, was first introduced in the pioneering work of [26] as a means for introducing affine-invariance to Newton-type methods which are globally convergent. However, such regularization was subsequently further studied in the seminal works of [10, 11, 45] , which provide an in-depth analysis of such regularization methods in a variety of setting. In particular, [10, 11] introduced a variant of CR, dubbed Adaptive Regularization with Cubics (ARC), in which the regularization parameter σ t of the sub-problems (1b) is adaptively chosen at each iteration, and hence is very practical.
As in the case of TR, the major bottleneck of CR involved solving the sub-problem (1b). Many authors have proposed various techniques for efficiently solving (1b). These methods range from employing generalized Lanczos-type iterations [10] in which (1b) is solved in successively embedded, but lower dimensional, Krylov subspaces, to some more recent alternative techniques, e.g., gradient based methods [5, 9] and a method based on fast approximate matrix inversion [1].
Non-Convex Finite-Sum Minimization
Following many machine learning and data analysis applications, we consider the "finitesum" optimization problem of the form
where each f i : R d → R is a smooth but possibly non-convex function. Many machine learning and scientific computing applications involve finite-sum optimization problems of the form (P1) where each f i is a loss (or misfit) function corresponding to i th observation (or measurement), e.g., [7, 16, 19, 28, 35, 49, 50, 51, 52, 55, 60, 65] . In particular, in machine learning applications, F in (P1) corresponds to the empirical risk [57] and the goal of solving (P1) is to obtain a solution with small generalization error, i.e., high predictive accuracy on "unseen" data.
Hessian Sub-Sampling
Here, we consider (P1) in large-scale regime where n, d 1. In such settings, the mere evaluations of the Hessian and the gradient increase linearly in n. Indeed, for bigdata problems, the operations with the Hessian, e.g., matrix-vector products involved in the (approximate) solution of the sub-problems (1a) and (1b), typically constitute the main bottleneck of computations, and in particular when n 1, are computationally prohibitive. For the special case of problems of the form (P1) in which each f i is convex, randomized sub-sampling has shown to be very effective in reducing such costs, e.g., [6, 53, 54, 68] . In [67] , it has been shown that such randomized approximation techniques can indeed be effectively extended to the non-convex settings as well.
Compared to previous related work, the theoretical developments of [67] in the context of TR and CR with inexact Hessian constitute a major relaxation on the degree of inexactness of the approximate Hessian (see [67, Section 1.4] for details). More specifically, to guarantee convergence with optimal iteration complexity for both TR and CR with inexact Hessian, in [67] , it is only required that the approximate Hessian, H(x t ), at iteration t satisfies
for some ∈ (0, 1). Such relaxation, in turn, allows for efficient constructions of the inexact Hessian via various simple approximation methods, of which randomized subsampling techniques are shown to be particularly effective. In particular, suppose we have a probability distribution, p = {p i } n i=1 , over the indices of the set {1, 2, . . . , n}, such that for each index i = 1, 2 . . . , n, we have Pr(i) = p i > 0 and n i=1 p i = 1. Consider picking a sample of indices from {1, 2, . . . , n}, at each iteration, randomly according to the distribution p. Let S and |S| denote the sample collection and its cardinality, respectively and define
to be the sub-sampled Hessian. In big-data regime when n 1, if |S| n, such sub-sampling can offer significant computational savings. In [67] , it is shown that if
then, by picking the elements of S uniformly at random with or without replacement, (H) holds with high probability.
In fact, [67] showed that, in certain settings, one can construct a more "informative" distribution, p, over the indices in the set {1, 2, . . . , n}, as opposed to oblivious uniform sampling. In particular, it is typically advantageous to bias the probability distribution towards picking indices corresponding to those f i 's which are more relevant, in certain sense, in forming the Hessian. Consequently, through such "biased" sub-sampling, we can require smaller sample size as compared with oblivious uniform sampling. One such setting where this is possible is the finite-sum optimization of the form,
for some given data vectors
Problems of the form (P2), which is indeed a special case of (P1), arise often in many machine learning problems [57] , e.g., logistic regression with least squares loss as in Example 3.2. For problems of the form (P2), one can construct a more informative sampling scheme by considering the sampling distribution p as
In [67] , it was shown that, in order to obtain similar approximation guarantee as in (H), such sub-sampling scheme, indeed, yields a sample size which can be significantly smaller than that required by oblivious uniform sampling.
Sub-sampled Variants of TR and ARC
We now briefly review the randomized sub-sampled variants of TR and ARC, studied theoretically in [67] , in which the Hessian appearing in the sub-problems (1a) and (1b) is sub-sampled according to the schemes discussed in Section 2.3.1; see [67] for more detailed description as well as theoretical convergence guarantees.
Incorporating the approximate Hessian in sub-problems (1a) and (1b) amounts to simply replacing ∇ 2 F (x t ) with H(x t ). If in addition, we require that the resulting inner optimization problems are solved only approximately, we obtain sub-problems of subsampled variants of TR and ARC, respectively, as
Algorithm 1 depicts trust-region and adaptive cubic regularization algorithms where at each iteration t, instead of the true Hessian ∇ 2 F (x t ), only a sub-sampled approximation as in (2), is used. Approximately solve the sub-problem (3a) with ∆ t = τ t for TR and (3b) with σ t = 1/τ t for CR 8:
, where m t is as in (3a) for TR and (3b) for ARC 9: if ρ t ≥ η then 10:
x t+1 = x t + s t
11:
τ t+1 = γτ t
12:
else 13:
x t+1 = x t 14:
end if 16: end for 17: Output: x t In Algorithm 1, we require that the sub-problems (3a) or (3b) are solved only approximately. Indeed, in large-scale problems, where the exact solution of the sub-problem is the main bottleneck of the computations, this is a very crucial relaxation; see [67] for the precise definition as well as ways to obtain the approximate solution of the subproblems (3a) and (3b).
In [67] , it has been shown that, if the approximate Hessian in constructed using one of the randomized sub-sampling schemes discussed earlier, then after, at most,
H } , iterations for sub-sampled variants of TR and ARC, respectively, Algorithm 1, with high probability, converges to a second-order critical point for which we have ∇F (x) ≤ g and λ min (∇ 2 F (x)) ≥ − H . As it can been from the discussions in [67, Section 2.2], these iteration complexities are tight, in the worst-case sense.
Numerical Experiments
To answer the questions posed at the outset in Section 1, we are now ready to empirically evaluate the performance of the methods considered in this paper (and studied in details in [67] )) in several settings and on a variety of problems. In particualr, we focus our attention on two classes of non-convex optimization problems that arise often in practice, i.e. non-linear least squares in Section 3.2 as well as deep learning in Section 3.3, and present extensive numerical experiments on both, real and synthetic data.
General Experimental Settings
In all of our experiments, we plot various quantities vs. total number of propagations up to each iteration. This choice is mainly due to the fact that comparing algorithms in terms of "wall-clock" time can be highly affected by their particular implementation details as well as system specifications. In contrast, counting the number of propagations, as an implementation and system independent unit of complexity is most appropriate. Recall that, in neural nets' jargon, a forward propagation for evaluating the objective function is done by broadcasting an input vector of the network, forward layer by layer, until it reaches the output layer. The output of the network is then compared to the desired output, using a loss function. Similarly, a backward propagation for computing the gradient involves disseminating the error calculated at the output layer, backwards across all layers until it reaches the input layer. Following backward/forward propagation algorithms [42] for computing the function value, its gradient, and corresponding Hessianvector-products, total number of propagations for any iteration is defined as the sum of the number of function evaluations, twice that of gradient evaluations as well as four times total Hessian-vector products performed in that iteration. Note that by rearranging computations, one can reduce the total number of propagations at each iteration. For example, although the computation of the gradient ∇F (x t ) requires a forward followed by a backward propagation, i.e., 2 propagations, if the objective value F (x t ) has been already obtained elsewhere in the algorithm (e.g., Step 8 of Algorithm 1), it can be used, in turn, to compute the corresponding gradient following only one backward propagation. For both TR and ARC variants of Algorithm 1 with sample of size |S| for approximating the Hessian, the total number of propagations per each successful iteration for solving the finite-sum problem (P1) (or (P2)) is
No. of Props for Algorithm 1 iteration = 2 (n + |S|r) ,
where r denotes the number of Hessian-vector products involved in solving subproblems (3a) and (3b). Similarly, for SGD with momentum using batch size |S|, total number of propagations per iteration is simply 2|S|. For other algorithms used in this section, their corresponding total number of propagations is also computed in a similar fashion, as given in Table 2 .
Alg 1 & Sub-Samped GN( [41] ) Full TR, ARC, and GN L-BFGS SGD 2 (n + |S|r) 2 (n + nr) 2n 2|S| Table 2 : Total number of propagations per iteration for algorithms considered in this paper for solving the finite-sum problem (P1) (or (P2)). Note that r denotes the number of Hessian-vector products involved in solving the subproblems of respective algorithms, and hence can indeed be different for each algorithm. "'Full' refers to a deterministic algorithm which uses the entire data set of size n at each iteration.
In all of the following experiments, for TR variant of Algorithm 1, we use CG-Steihaug method of [46, 61] to approximately solve the sub-problem (3a). To approximately solve the sub-problem (3b) for ARC variant of Algorithm 1, we employ the generalized Lanczos method [10] , with a maximum of 250 Lanczos iterations.
Non-Linear Least Squares
In this section, we consider non-linear least squares problems, and as a concrete example, focus on the task of binary linear classification. More specifically, suppose we are given training data {x i , y i } n i=1 , where x i ∈ R d and y i ∈ {0, 1} are, respectively, the feature vector and label corresponding to the i th data point in the training set. Minimizing the empirical risk using logistic (a.k.a. sigmoid) function with least squares loss amounts to the problem of the form
where φ(z) is the sigmoid function, i.e.,
It is clear that (4) can indeed be seen as a neural network with no hidden layers. In addition, construction of the non-uniform sampling distribution p i as discussed in Section 2.3.1 can be done for free with no additional costs. Indeed, the main cost involved in computing these non-inform sampling probabilites is in forming the vector products, a T j x. However, in to evaluate the objective function, F , these products are already evaluated which can be simply re-used for the purpose of constructing the non-uniform sampling distribution.
Synthetic Dataset
In this section, we highlight the advantages of non-uniform sampling over simple uniform sampling discussed in Section 2.3. For this, we set n = 100, 000, d = 100, choose a "true" parameter x * ∈ R d as a vector of all 1's, and then generate features, a i , from multivariate Student's t-distribution with correlation matrix Σ and 1 degree of freedom. We also generate the corresponding labels y i ∈ {0, 1} as y i = 1 {φ( a i ,x * )>0.5} . To further introduce non-uniformity, i.e., incoherence, in the data set, we choose the correlation matrix, Σ ∈ R d×d , such that its (i, j) th element is set as
In the same way, we also generate 100, 000 data points with their corresponding labels as test set, on which we evaluate the generalization performance. For both TR and ARC variants of Algorithm 1, we compare uniform and non-uniform sampling, as well as the corresponding deterministic algorithms in which the exact Hessian is used at every iteration. For this, we plot the training loss (4) as well as the test classification accuracy vs number of propagations (calculated as described earlier). All algorithms, starting from the same initial point generated from multivariate standard normal, are run for 200 iterations. Results are depicted in Figure 1 . For such a problem with incoherent data , as it can be seen from Figure 1 , non-uniform sampling with only 1% sample size can significantly outperform the deterministic algorithm as well as oblivious uniform sampling, as measured by training error and test accuracy vs total number of propagations. This is indeed predicted by [67, Lemma 5] which, for non-uniformly distributed data, can yield a significantly smaller sample size compared to [67, Lemma 4] with uniform sampling. In fact, for this example, uniform sampling with a sample-size of 0.01n or 0.05n, is not capable of capturing enough curvature, and indeed, performs worse than fully deterministic counterpart, i.e., with such a sample size, uniformly sub-sampling the Hessian does not offer any computational advantage in this case.
Real Dataset
We now evaluate the performance of TR and ARC variants of Algorithm 1 using uniform and non-uniform sampling strategies on some real datasets. Table 3 summarizes the datasets used in this experiment. All datasets are taken from LIBSVM library [12] . The empirical performance of the following algorithms are compared: (1) TR Full: TR variant of Algorithm 1 but with exact Hessian, [46] with modifications first introduced in [41, 42] in the context of deep learning 5 , and (8) LBFGS-100: the standard L-BFGS method [40] with history size 100 and using linesearch.
The parameters, η and γ, for both TR and ARC variants of Algorithm 1, are, set to 10 −4 and 2, respectively. The sub-sampling ratios, i.e., |S|/n, for uniform and nonuniform sampling are set to 1% and 0.1%, respectively. For all datasets, the initial trust region radius is set to ∆ 0 = 10 for TR variant of Algorithm 1. Similarly, for ARC variant of Algorithm 1, we set σ 0 = 10 −4 , for all the datasets used in this example. For Guass-Newton method, we use the same hyper-parameters as in [41] .
Initialization With All 1's Vector. Figures 2, 3, 4 , and 5 depict the results when all algorithms are initialized with all-1's vector. For this starting point, it can clearly be seen that both TR and ARC variants of Algorithm 1 with sub-sampling outperform other algorithms for many of these data sets. In particular, in Figures 2, 3 , and 5, note the superior performance of non-uniform sampling with only 0.1% sample size, compared to uniform sampling with an order of magnitude larger sample size, i.e., 1% (compare red curves for non-uniform sampling with the corresponding non-uniform sampling depicted in blue curves).
Also note the poor performance of LBFGS-100 with this starting point on all the data sets. This is rather expected as contrary to popular belief, BFGS is not quite a second-order method. This is because BFGS merely employs first-order information, i.e., gradients, to approximate curvature information found in Hessian (similar in spirit to Gauss-Newton). Starting from this initial point, BFGS (and in fact GN) seems to have difficulty capturing the second-order information needed to navigate its way out of this region effectively; in contrast, see examples below with random initialization. Random Initialization With Standard Normal Vector. Figures 6, 7, 8 , and 9 depict the results when all algorithms are initialized with a vector generated randomly from standard normal distribution. For this starting point, the sub-sampled and full variants of Gauss-Newton, for most data sets, perform better than the previous set of examples in which the starting point was the all-1's vector. This is indeed due to the fact that, at this starting point, the Gauss-Newton approximation of the Hessian is more accurate than the case with all 1's starting vector. In this case, Gauss-Newton, which has been specifically designed to effectively solve non-linear least-squares problems, performs very well. L-BFGS also performs reasonably well as here, unlike the previous set of examples with the starting vector of al 1's, Hessian seems to be better approximated using first-order information provided by gradients. As in the previous set of examples, Figures 6, 7 , and 9 depict the superior performance of non-uniform sampling with only 0.1% sample size, compared to uniform sampling with an order of magnitude larger sample size, i.e., 1% (compare red curves for non-uniform sampling with the corresponding nonuniform sampling depicted in blue curves). 
Hessian-Free Optimization for Deep Learning
In this section, we apply our methods for training deep learning systems. One of the biggest obstacles in application of 2nd-order methods for training deep neural nets is the computation of Hessian. Fortunately we can use the Hessian-free optimization techniques which were first pioneered in [47] , and later, in the context of deep learning, introduced in [41, 42] . For the following experiments, the empirical performance of the following algorithms are compared: (1) Sub-Sampled TR: TR variant of Algorithm 1 with uniformly sub-sampling Hessian,
(2) Sub-Sampled GN: sub-sampled variants of Gauss-Newton method with modifications introduced in [41, 42] , and (3) SGD with Momentum: mini-batch SGD with momentum term and fixed step-size. The sample-size used for Hessian sub-sampling is set to 5% of the total training set, i.e., 0.05n. For momentum SGD, the gradient mini-batch size is chosen as 0.05n and the momentum parameter is set as 0.9. For each experiment, SGD is run with several fixed step-sizes. For Algorithm 1 with sub-sampled TR, we use CG-Steihaug method of [46, 61] to approximately solve the sub-problem (3a). The hyper-parameters, η and γ, for Algorithm 1 are set, as in Section 3.2.2.
We consider two examples: (a) 1-hidden layer neural network for image classification, and (b) deep auto-encoder. For each example, we run two sets of experiments starting from different initialization points: (1) randomly chosen using standard normal vector, and (2) zero starting point. In order to illustrate the sensitivity of SGD to its main hyperparameter, i.e., the step-size, for each starting point, SGD with momentum is run using various step-sizes. For TR variant of Algorithm 1, the initial trust region radius, ∆ 0 , is the main hyper-parameter. Consequently, for each experiment, we run Algorithm 1 using several initial trust region radii to demonstrate its robustness to the choice of hyper-parameters.
1-Hidden Layer Neural Network and Image Classification
Here, we consider a 1-hidden layer neural network for the task of image classification using cifar10 [34] data set. The hidden layer size is 512, amounting to d = 1, 578, 506. Figure 10 depicts the results of the experiment starting from x 0 chosen at random from standard normal distribution followed by normalization to unit norm. Figure 11 shows similar experiments but with zero starting point.
From Figure 10 , it is clear that the performance of SGD with momentum is highly dependent the choice of its main hyper-parameter, i.e., the step-size. If such an step-size is set appropriately (which is, indeed, a priori unknown), then we see good performance. Otherwise, SGD either converges very slowly or does not converge at all. This can be a great hindrance in the training process of most machine learning applications where the appropriate step-size can only be tuned through many trials and errors. This is in sharp contrast with sub-sampled TR in Algorithm 1 which shows great robustness to the choice of its main hyper-parameter, i.e., the initial trust region, ∆ 0 . Consequently, in practice, one can run Algorithm 1 merely one time, with almost any initial trust region radius, and expect reasonable performance in a reasonable amount of time.
The zero starting point reveals another great feature of using inexact curvature information, e.g., in the form of Algorithm 1. Starting from such an initial point, all other algorithms quickly get trapped in the nearby saddle point from which they cannot escape. In contrast, sub-sampled TR in Algorithm 1 with various ∆ 0 quickly escapes from such a saddle point and make continuous progress towards convergence. This is indeed a significant advantage as many applications in practice exhibit landscapes riddled with saddle points. In such problems, often finding the appropriate initial iterate which is far from such saddle points is not a trivial undertaking at all. Consequently, application of inexact curvature information, e.g., in the form of Algorithm 1, can ensure effective and efficient fitting process by avoiding such undesirable saddle points. Figure 10 : Cifar10 dataset using random initial point for the example of Section 3.3.1. ∆ 0 and α, respectively, refer to the initial trust region of Algorithm 1 and the step-size chosen for a particular run of SGD with Momentum. Observe the high sensitivity of SGD with Momentum to the choice of the step-size, and the robustness of TR variant of Algorithm 1 with respective to initial trust region radius, ∆ 0 . In particular, if the stepsize of SGD is not chosen appropriately, we can see poor performance: if the step-size is chosen too small, then SGD can be too slow, and if it is chosen too large, then it can even fail to converge to a reasonable point at all. Figure 11 : Cifar10 dataset using zero initial point for the example of Section 3.3.1. ∆ 0 and α, respectively, refer to the initial trust region of Algorithm 1 and the step-size chosen for a particular run of SGD with Momentum. Note that all other methods soon get trapped in the nearby saddle-point while TR variant of Algorithm 1, using any choice of ∆ 0 , easily escapes from such an undesirable point and makes further progress.
Deep Auto-Encoder
Here, we consider the deep auto-encoder problem [22] and use the same model architectures as well as loss functions as in [41] . The dataset and network architecture is given in Table 4 . We again run experiments from two different starting points as described in Section 3.3. Figure 12 depicts the results of the experiments starting from x 0 chosen at random from standard normal distribution followed by normalization to unit norm. Figure 13 shows similar experiments but with zero starting point. We can make similar observations as in the example of Section 3.3.1. In particular, Figure 12 shows that TR variant of Algorithm 1, starting from all initial ∆ 0 , outperforms all other methods considered here. Indeed, we clearly see that different initial trust region radii have little to no effect on the performance of TR variant of Algorithm 1. In other words, compared to SGD, the performance of TR variant of Algorithm 1 exhibits more robustness, i.e., less variability, with respect to the choice of its main hyper-parameter. This is in sharp contrast to SGD with momentum, for which different step-sizes can result in radically different performance. Figure 13 also depicts the performance of different methods near a saddle point. As it can be seen, all other methods soon get trapped in such high level saddle points, while sub-sampled TR in Algorithm 1 easily escapes from such undesirable points to make its way to lower areas of the objective landscape. Figure 12 : Curves dataset using random initial point for the example of Section 3.3.2. ∆ 0 and α, respectively, refer to the initial trust region of Algorithm 1 and the step-size chosen for a particular run of SGD with Momentum. Note the efficiency and the effectiveness of TR variant of Algorithm 1 in reducing the training error and obtaining a small generalization error. In addition, observe the high sensitivity of SGD with Momentum to the choice of the step-size, and the robustness of TR variant of Algorithm 1 with respective to initial trust region radius, ∆ 0 . In particular, if the step-size of SGD is not chosen appropriately, we can see poor performance: if the step-size is chosen too small, then SGD can be too slow, and if it is chosen too large, then it can even fail to converge to a reasonable point at all. 
Conclusion
In this paper, we considered the prevalent problem of non-convex finite-sum minimization and empirically evaluated the performance of various Newton-type methods. In particular, following the recent theoretical development in [67] , we focused on variants of trust-region and adaptive cubic regularization, in which the Hessian is approximated via randomized sub-sampling. In the context of non-linear least squares as well as deep learning, two non-convex machine learning applications, we aimed at painting a more complete picture of the practical advantages of these methods as compared with alternative firstorder methods. In particular, by making the following observations, we empirically made a case for the application of such second-order methods for machine learning.
A. 1 We generated examples where there are clear advantages in non-oblivious Hessian approximations, e.g., non-uniform sampling for the case of finite-sum minimization problem, vs simple oblivious alternatives, e.g, uniform sampling. Real data indeed comes in a all degrees of non-uniformity. If a real data set exhibits significant non-uniformity, then non-oblivious, i.e, non-uniform, sampling can indeed be highly beneficial. Otherwise, for data which has already been cured to be mostly uniformly distributed, this advantage can be less pronounced. In such situations, in fact the cost of constructing the non-uniform probability can even outweigh the advantages of non-uniform sampling.
A.2 The randomized approaches described here (and studied in details in [67] ) can effectively make Newton-type methods computationally efficient enough to be competitive with popular first-order methods, widely used in machine learning, e.g., SGD with momentum. This is indeed due to the amortized combination of two contributing factors: (1) low per-iteration cost offered by randomized sketching, and (2) small number of overall iterations due to the application of curvature.
A.3 There are tangible and beneficial advantages in employing Hessian information in optimization of highly non-convex problems, e.g., seamlessly escaping from saddle points.
A.4 Second-order methods prove to be beneficial for the downstream machine learning objective of obtaining good generalization error. In particular, one can obtain very good levels of prediction accuracy only after a few iterations of such methods. This can be highly beneficial in, say, distributed settings where the communication across the network constitutes a major bottleneck of computations, whereas local computations are not of concern. In such settings, it is greatly advantageous to employ methods which can reduce the communications by performing more local computations, e.g., second-order methods.
A.5 Last but not least, in contrast to first-order algorithms whose performance is greatly affected by the choice of hyper-parameters, most notably step-size, the performance of the proposed Newton-type methods exhibit robustness to such parameter tuning.
Although we presented various numerical examples, the empirical study of methods similar to the ones proposed here, takes more than a single "proof-of-concept" paper. In particular, it is important to thoroughly study the empirical performance of different members of the class of efficient second-order methods, e.g., randomized methods proposed here as well as similar strategies applied to other methods such as Gauss-Newton for various machine learning problems, most notably different deep learning applications. This is indeed an important and crucial avenue for future research.
Finally, for the examples of Section 3.3, despite the best of our efforts, we were unable to obtain the expected performance of ARC variant of Algorithm 1 using a variety of implementations based on generalized Lanczos approach. Not only we tried our own hand-written code, and the one kindly given to us by esteemed colleagues, but also we experimented with some existing packages, e.g., GALAHAD [23] . Unfortunately, in all these cases, the performance of ARC variant of Algorithm 1 was below the expectations. We believe that this is tightly connected to the choice of the solver for the sub-problem (3b) in all these implementations. To our mind, this indicates the subtlety of achieving highquality results for implementations of sophisticated optimization algorithms in machine learning, e.g, where the the requirements on sub-problem quality, downstream tasks, etc., are very different than scientific computing. Clearly, as has happened in scientific computing, more work needs to be done to develop these algorithms for machine learning applications. Since we were not able to pinpoint the source of the problem, we did not include ARC variant of Algorithm 1 in examples of Section 3.3. As a future work, however, we intend to undertake a separate study in which we will aim to extensively explore various ways to solve (3b) and experiment with the resulting methods in solving deep learning applications.
