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Abstract. We consider the population of critical points generated from the trivial critical
point of the master function with no variables and associated with the trivial representation
of the affine Lie algebra ŝlN . We show that the critical points of this population define
rational solutions of the equations of the mKdV hierarchy associated with ŝlN .
We also construct critical points from suitable N -tuples of tau-functions. The construc-
tion is based on a Wronskian identity for tau-functions. In particular, we construct critical
points from suitable N -tuples of Schur polynomials and prove a Wronskian identity for Schur
polynomials.
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1. Introduction
1.1. Master functions. Let g be a Kac-Moody algebra with invariant scalar product ( , ),
h ⊂ g the Cartan subalgebra, α1, . . . , αN simple roots, Λ1, . . . ,Λn dominant integral weights,
k1, . . . , kN nonnegative integers, k := k1 + · · ·+ kN .
Consider Cn with coordinates z = (z1, . . . , zn). Consider C
k with coordinates u collected
into N groups, the j-th group consists of kj variables,
u = (u(1), . . . , u(N)), u(j) = (u
(j)
1 , . . . , u
(j)
kj
).
The master function is a multivalued function on Ck × Cn,
Φ(u, z) =
∑
a<b
(Λa,Λb) log(za − zb)−
∑
a,i,j
(αj ,Λa) log(u
(j)
i − za) +
+
∑
j<j′
∑
i,i′
(αj , αj′) log(u
(j)
i − u
(j′)
i′ ) +
∑
j
∑
i<i′
(αj, αj) log(u
(j)
i − u
(j)
i′ ),
with singularities at the places where the arguments of the logarithms are equal to zero. A
point in Ck×Cn can be interpreted as a collection of particles in C: za, u
(j)
i . A particle za has
weight Λa, a particle u
(j)
i has weight −αj . The particles interact pairwise. The interaction
⋆ Corresponding author. E-mail address: anv@email.unc.edu
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of two particles is proportional to the scalar product of the weights. The master function is
the ”total energy” of the collection of particles.
Notice that all scalar products are integers. So the master function is the logarithm of a
rational function. From a ”physical” point of view, all interactions are integer multiples of
a certain unit of measurement. This is important for what will follow.
The variables u are the true variables, variables z are parameters. We will think that the
positions of z-particles are fixed and u-particles can move.
There are ”global” characteristics of this situation,
I(z, κ) =
∫
eΦ(u,z)/κA(u, z)du,
where A(u, z) is a suitable density function, κ a parameter, and there are ”local” character-
istics – critical points of the master function with respect to u variables,
duΦ(u, z) = 0.
A critical point is an equilibrium position of the u-particles for fixed positions of the z-
particles.
Examples of master functions associated with g = sl2 were considered by Stieltjes and
Heine in 19th century, see for example [Sz]. Master functions we introduced in [SV] to
construct integral representations for solutions of the KZ equations, see also [V1, V2].
1.2. KZ equations and Gaudin model. Consider the tensor product L = ⊗na=1LΛa of
irreducible highest weight representations of g with highest weights Λ1, . . . ,Λn. The KZ
equations for an L-valued function I(z1, . . . , zn) is a system of differential equations of the
form
κ
∂I
∂za
= Ha(z)I, a = 1, . . . , n,
where κ is a parameter of the equation and Ha are some linear operators on L defined in
terms of the g-action and called Gaudin Hamiltonians. The KZ equations were introduced
in CFT, see [KZ].
In [SV] the KZ equations were identified with a suitable Gauss-Manin connection and
solved in multidimensional hypergeometric integrals.
More precisely, choose nonnegative integers k1, . . . , kN , consider the associated master
function Φ(u, z). There is a rational L-valued function Ak1,...,kN (u, z), called the weight
function, such that
I(z, κ) =
∫
γ(z)
eΦ(u,z)/κAk1,...,kN (u, z)du
is a solution of the KZ equation. Here γ(z) is an element of a suitable homology group.
Different γ give different solutions of the KZ equations.
The KZ equations define a flat connection for any κ. In particular, the Gaudin Hamilto-
nians commute, [Ha(z), Hb(z)] = 0.
The KZ equations are closely related to the quantum integrable Gaudin model on L,
see [G1, G2]. In the Gaudin model, one considers the commutative subalgebra of End(L)
generated by the Gaudin Hamiltonians. The subalgebra is called the Bethe algebra. The
problem is to diagonalize the operators of the subalgebra.
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The integral representations for solutions give a method to diagonalize the Gaudin Hamil-
tonians. The method is called the Bethe ansatz. Let (u0, z) be a critical point of the master
function with respect to u, then the vector Ak1,...,kN (u
0, z) is an eigenvector of the Gaudin
Hamiltonians,
Ha(z)Ak1,...,kN (u
0, z) =
∂Φ
∂za
(u0, z)Ak1,...,kN (u
0, z), a = 1, . . . , n,
with eigenvalues described by the master function, see [BF, RV, V3]. The natural (Shapo-
valov) norm of the Bethe vector is given by the Hessian of the master function at the critical
point,
S(Ak1,...,kN (u
0, z), Ak1,...,kN (u
0, z)) = HessuΦ(u
0, z),
see [MV3, V3, V4].
In a reasonable way one can identify the algebra of functions on the critical set with the
Bethe algebra, generated by the Gaudin Hamiltonians, see [MTV1, MTV2].
The situation is analogous to the situation in quantum cohomology and classical mirror
symmetry in Givental’s spirit. There one has the quantum differential equation depending
on a parameter κ, which is a flat connection for every value of κ. As κ→ 0 the asymptotics of
the quantum differential equation are described by idempotents of the quantum cohomology
algebra. The solutions of the quantum differential equation can be represented by oscillatory
integrals. In a reasonable way the quantum cohomology algebra can be identified with the
algebra of functions on the critical set of the phase function of the oscillatory integral.
1.3. Generation of new critical points. Having a critical point (u, z) of a master function
one can generate new critical points by changing u and not changing z.
Consider the master function Φ associated with g, Λ1, . . . ,Λn, k1, . . . , kN . Assume that
(u, z) is a critical point of Φ with respect to u variables, u = (u(1), . . . , u(N)), u(j) =
(u
(j)
1 , . . . , u
(j)
kj
), j = 1, . . . , N.
Theorem 1.1 ([ScV, MV1]). Choose any one group u(j) of these numbers (particles). Then
there exists a unique algebraic one-parameter deformation u(j)(c), c ∈ P1, of that group, such
that (u(1), . . . , u(j)(c), . . . , u(N), z) is a critical point. For exactly one value c ∈ P1, the number
of particles in the group u(j)(c) drops. For that c some particles of the group disappear at
infinity.
All points of this one-parameter family but one are critical points of the same master
function, and the one with the smaller number of particles is a critical point of the master
function with a smaller number of variables.
This theorem gives us a way to generate critical points. Starting with a critical point
we can generate N one-parameter families of critical points. Then we may apply the same
procedure to each of the obtained critical points and so on. The set of all critical points
obtained from a given one is called the population of critical points [MV1].
Question: What does a population look like?
Theorem 1.2. If g is a simple Lie algebra, then every population is isomorphic to the flag
variety of the Langlands dual Lie algebra gL.
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This theorem was proved in [MV1] for the Lie algebras of type A, B, C and extended to
other simple Lie algebras in [MV2, F].
For example, for g = sl2 each critical point generates a projective line P
1 of critical points.
For g = sl3 each population is isomorphic to the variety F(C3) of complete flags in C3. The
steps of the generation procedure correspond to the building of F(C3) from Schubert cells
labeled by elements of the symmetric group Σ3. We start with the zero-dimensional cell Cid
corresponding to the initial critical point. Then we add two one-dimensional cells Cs1, Cs2.
Then add two two-dimensional cells Cs1s2 , Cs2s1, and finally add one three-dimensional cell
Cs2s1s2 = Cs1s2s1.
Question: What is the number of populations originated from critical points of a given
master function?
Here is an informal answer: The number of populations originated from critical points of
the function Φ( · , z), associated with Λ1, . . . ,Λn, k1, . . . , kN , does not depend on z and equals
the multiplicity of the representation LΛ∞ in ⊗
n
a=1LΛa, where Λ∞ is the highest weight in
the orbit of the weight
∑n
a=1 Λa −
∑N
j=1 kjαj under the shifted action of the Weyl group.
A precise statement for g = slN can be found in [MV1], [MTV3]. For other simple Lie
algebras a proof of this statement is not written yet. This statement on the number of
populations can be considered as a relation between linear algebra (the multiplicity of a
representation) and geometry (the number of populations).
We have observed above that master functions are related to interesting objects and have
nice properties. Now we will explain how the critical points of master functions are related
to integrable hierarchies. We expect that these relations are more general than the results
that are reported in this paper, see the statement in Section 1.7.
1.4. Generation for ŝlN . In this paper we consider the case g = ŝlN , n = 0. Then the
master function does not depend on z and is a function of u = (u(1), . . . , u(N)), u(j) =
(u
(j)
1 , . . . , u
(j)
kj
) only,
Φ(u) = 2
N∑
j=1
∑
i<i′
log(u
(j)
i − u
(j)
i′ )−
N−1∑
j=1
∑
i,i′
log(u
(j)
i − u
(j+1)
i′ )−
∑
i,i′
log(u
(N)
i − u
(1)
i′ ).(1.1)
We may also say that this master function corresponds to the case of an arbitrary n and
Λ1 = · · · = Λn = 0.
Given u, introduce an N -tuple of polynomials of a new variable x,
y = (y1(x), . . . , yN(x)), y
j(x) =
kj∏
i=1
(x− u(j)i ).
For functions f(x), g(x), denote
Wr(f, g) = f(x)g′(x)− f ′(x)g(x)
the Wronskian determinant. An N -tuple of polynomials y = (y1(x), . . . , yN(x)) is called
generic if each polynomial has no multiple roots and for any i the polynomials yi and yi+1
have no common roots. Here yN+1 = y1.
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Theorem 1.3 ([MV1]). A generic N-tuple y represents a critical point if and only if for
any j = 1, . . . , N , there exists a polynomial y˜j(x) satisfying
Wr(yj, y˜j) = yj−1yj+1.(1.2)
For j = 1, this is Wr(y1, y˜1) = yNy2 and for j = N , this is Wr(yN , y˜N) = yN−1y1.
Equation (1.2) is a first order inhomogeneous differential equation with respect to y˜j. Its
solutions are
y˜j = yj
∫
yj−1yj+1
y2j
dx+ cyj,
where c is any number. For arbitrary polynomials yj−1, yj+1, yj, the integral will contain
logarithms. The integral is a rational function if the residues of the ratio are all equal to
zero. The requirement that the residues are all equal to zero are exactly the critical point
equations for the master function.
Theorem 1.4 ([MV1]). If a generic N-tuple y represents a critical point, then for almost
all c ∈ P1, the N-tuple (y1, . . . , y˜j, . . . , yN) represents a critical point. The set of exceptional
c is finite and consists of all c for which the N-tuple y is not generic.
We get a one parameter family of critical points parameterized by c ∈ P1. For exactly one
value c the degree of the j-th polynomial drops,
k˜j + kj − 1 = kj−1 + kj+1,
where kj, k˜j are possible degrees of the j-th polynomial.
Theorem 1.4 describes the generation procedure of critical points for the master function
(1.1), this generation was described in general terms in Theorem 1.1.
Let us choose a starting critical point to generate a population of critical points. Namely,
let us choose the starting N -tuple to be
y∅ = (1, . . . , 1).
Each of the polynomials of the tuple does not have roots. The tuple y∅ represents the
critical point of the master function with no variables. Choose a sequence of integers J =
(j1, . . . , jm), ja ∈ {1, . . . , N}, and apply to the tuple y∅ the sequence of generations at the
indices of J . As a result we will obtain an m-parameter family of N -tuples of polynomials
yJ(x, c) = (y1(x, c), . . . , yN(x, c)),
depending on m integration constants c = (c1, . . . , cm).
Example. Let N = 3, J = (1, 2, 3, 1, 2, 3, ...). Then y∅ = (1, 1, 1) is transformed to
(x+ c1, 1, 1),
then to
(x+ c1,
(x+ c1)
2
2
+ c2, 1),
then to
(x+ c1,
(x+ c1)
2
2
+ c2,
(x+ c1)
4
8
+
(x+ c1)
2
2
c2 + c3),
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and so on.
The triple (1, 1, 1) represents the critical point of the master function with no variables.
The triple (x + c1, 1, 1) represents critical points of the master function of one variable,
namely, the constant function Φ : u
(1)
1 7→ 1. All points of the line are critical points. The
triple (x+ c1,
(x+c1)2
2
+ c2, 1) represents the critical points of the master function
Φ = log
(
(u
(2)
1 − u
(2)
2 )
2
(u
(2)
1 − u
(1)
1 )(u
(2)
2 − u
(1)
1 )
)
.
Remark. The Bethe ansatz applied to master functions (1.1) allows us to construct eigen-
vectors of ŝlN Gaudin Hamiltonians Ha(z) acting on a tensor power M
⊗n
0 of the ŝlN Verma
modules with zero highest weight.
1.5. All critical points of master functions (1.1) lie in the population generated
from y∅. In this paper we shall study the population generated from y∅ of critical points
of the master functions (1.1). The following theorem says that the critical points of this
population exhaust all critical points of the considered master functions.
Theorem 1.5 ([MV4]). If a tuple (y1, . . . , yN) represents a critical point of the master
function (1.1) for some parameters k1, . . . , kN , then (y1, . . . , yN) is a point of the population
of tuples generated from y∅.
We will not use this theorem in this paper.
1.6. Miura opers and mKdV hierarchy. An N×N Miura oper is a differential operator
of the form
L =
d
dx
+ Λ + V,(1.3)
where V = diag (f1(x), . . . , fN(x)),
Λ =

0 0 . . . 0 λ
1 0 . . . 0 0
0 1 . . . 0 0
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
0 0 . . . 1 0
 ,(1.4)
and λ is a parameter of the differential operator. Drinfeld and Sokolov in 1984 in [DS]
considered the space of Miura opers and defined on it an infinite sequence of commuting
flows ∂tr , r = 1, 2, . . . , called the mKdV hierarchy of ŝlN -type.
More precisely, for a Miura oper L there exists T = 1 +
∑
i<0 Ti(x)Λ
i, where Ti(x) are
diagonal matrices, such that T−1LT has the form d
dx
+ Λ +
∑
i60 bi(x)Λ
i, where bi(x) are
scalar functions, see [DS]. Then for r ∈ N, the differential equation
∂L
∂tr
= [L,
(
TΛrT−1
)+
](1.5)
is called the r-th mKdV equation. The notation ()+ has the following meaning: given
M =
∑
i∈Z diΛ
i with diagonal matrices di, then M
+ =
∑
i>0 diΛ
i.
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Equation (1.5) defines vector fields ∂tr on the space of Miura opers, the vector fields
commute.
1.7. Main result. To every N -tuple y of polynomials we assign the Miura oper L with
V = diag
(
log′
(
y1
yN
)
, log′
(
y2
y1
)
, . . . , log′
(
yN
yN−1
))
.
For a sequence J = (j1, . . . , jm), we consider the correspondingm-parameter family of critical
points of the master function, represented by the family of N -tuples of polynomials yJ(x, c).
Let LJ(c) be the corresponding family of Miura opers.
In this paper we show that this family LJ(c) of Miura opers is invariant under every flow
of the mKdV hierarchy and is point-wise fixed by every flow ∂tr with r > 2m.
This statement is proved under the assumption that J is a degree increasing sequence, see
the definition in Section 3.5. This is a technical assumption which simplifies the exposition.
Our starting point was the famous paper by Adler and Moser (1978) [AM] where this
theorem was proved for N = 2.
1.8. Identities for Schur polynomials. In this paper we describe two proofs of the main
result. The first proof is straightforward: for any flow of the hierarchy we deform the
constants of integration of the generation procedure to move the oper in the direction of the
flow. This proof is similar to the proof in [AM]. The second proof uses tau-functions and,
in particular, Schur polynomials. It is based on a Wronskian identity for tau-functions and,
in particular, for Schur polynomials.
Schur polynomials Fλ(t1, t) are labeled by partitions λ = (λ0 > λ1 > · · · > λn > 0) and
are polynomials in t1 and t = (t2, t3, . . . ). Let us define polynomials hi(t1, t), i = 0, 1, . . . , by
the relation exp (−
∑∞
j=1 tjz
j) =
∑∞
i=0 hiz
i, and set Fλ = det
n
i,j=0 (hλi−i+j). In this paper
we prove that certain 4-tuples of Schur polynomials satisfy the Wronskian identity
Wrt1(Fλ1 , Fλ2) = Fλ3Fλ4 ,(1.6)
where Wrt1 denotes the Wronskian determinant with respect to t1. For example,
Wt1(F(2,1), F(0)) = F(1)F(1) and Wrt1(F(4,2,1), F(2,2,1)) = F(3,2,2,1)F(2,1).
We also prove that for any N , certain N -tuples of Schur polynomials
y(t1, t) = (Fλ1(t1, t), . . . , FλN (t1, t))(1.7)
are such that for a fixed generic t, the tuple y(x, t) represents a critical point of the master
function (1.1). In other words, we show that for a fixed generic t, the roots of the polynomials
(Fλ1(t1, t), . . . , FλN (t1, t)) with respect to t1 satisfy the critical point equations (3.1). For
example, for N = 3 the triple (F(1,1), F(2,1,1), F(1)) is such a triple.
1.9. Exposition of the material. In Section 2 we remind the construction of the mKdV
and KdV hierarchies from [DS]. In Section 3 we remind the construction of the generation
of critical points from [MV1]. In Section 4 we assign a Miura oper to a critical point as in
[MV2] and discuss properties of this assignment. In Section 5 we formulate and prove one of
the main results of the paper, Corollary 5.2. Corollary 5.2 says that the family LJ of Miura
opers, associated with the generation of critical points in the direction of a degree increasing
sequence J , is invariant with respect to all mKdV flows.
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In Section 6 we discuss properties of Schur polynomials. Schur polynomials are labeled
by partitions. Following [SW] we consider partitions λ = (λ0 > λ1 > . . . ) and associated
subsets S = {s0 < s1 < . . . } ⊂ Z of virtual cardinal zero. Since partitions are in a one-to-one
correspondence with subsets of virtual cardinal zero, we label Schur polynomials by subsets
too. Theorem 6.10 gives a Wronskian identity for Schur polynomials associated with four
suitable subsets S1, S2, S3, S4 of virtual cardinal zero:
Wrt1(FS1, FS2) = FS3FS4 ,
see Section 6.3. More general Wronskian identities for Schur polynomials see in Section 6.4.
We fix a natural number N > 1 and introduce KdV subsets S ⊂ Z as subsets of virtual
cardinal zero with the property S+N ⊂ S. An example is S∅ = {0 < 1 < . . . }. We introduce
mKdV tuples S = (S1, . . . , SN) as tuples of KdV subsets with the property Si+1 ⊂ Si+1 for
all i = 1, . . . , N . An example is S∅ = (S∅, . . . , S∅). We denote SmKdV the set of all mKdV
tuples of subsets. For any S = (S1, . . . , SN) ∈ SmKdV and i = 1, . . . , N we define a mutation
wi : S 7→ S
(i) = (S1, . . . , S˜i, . . . , SN). The mutations w1, . . . , wN satisfy the relations of the
affine Weyl group ŴAN−1 and define a transitive action of ŴAN−1 on SmKdV , see Theorems
6.27 and 6.34.
Theorem 6.31 gives a relation of mKdV tuples of subsets with critical points. Namely, if
S = (S1, . . . , SN) ∈ SmKdV and (FS1(t1, t), . . . , FSN (t1, t)) is the tuple of the corresponding
Schur polynomials, then for a fixed generic t, the tuple (FS1(x, t), . . . , FSN (x, t)) represents
a critical point of a master function. Theorem 6.32 says that every family of critical points
provided by Theorem 6.31 appears as a subfamily of critical points generated from the tuple
y∅.
Let S = (S1, . . . , SN) ∈ SmKdV . Consider the differential operator
DS =
(
d
dx
− log′
(
FSN (x, t)
FSN−1(x, t)
))
×(1.8)
×
(
d
dx
− log′
(
FSN−1(x, t)
FSN−2(x, t)
))
. . .
(
d
dx
− log′
(
FS1(x, t)
FSN (x, t)
))
with respect to x. Theorem 6.33 says that this differential operator depends on SN only.
Theorem 6.33 also describes the kernel of this differential operator as the span of ratios of
suitable Schur polynomials.
In Section 7 following [SW] we consider the Hilbert space H = L2(S1), the subspace H+,
which is the closure of the span of {zj}j>0, and the set Gr0(H) of all closed subspacesW ⊂ H
such that zqH+ ⊂W ⊂ z
−qH+ for some q > 0. We define Gr0,0(H) ⊂ Gr0(H) as the subset
of subspaces of virtual dimension zero. Following [SW] we define the tau-functions τW (t1, t)
of subspaces W ∈ Gr0,0(H). The tau-functions are polynomials in t1, t. Theorem 7.6 says
that the tau-function τW (t1, t = 0) determines W up to a finite number of possibilities.
Theorem 7.10 gives a Wronskian identity for tau-functions associated with four suitable
subspaces W1,W2,W3,W4 ∈ Gr0,0(H):
Wrt1(τW1, τW2) = const τW3τW4,
see Section 7.4.
We fix a natural number N > 1 and define KdV subspaces as subspaces W ∈ Gr0,0(H)
such that zNW ⊂ W . An example is H+. We define mKdV tuples W = (W1, . . . ,WN) of
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subspace as tuples of KdV subspaces with the property zWi ⊂Wi+1 for all i. An example is
W ∅ = (H+, . . . , H+).
In Section 7.6 we formulate an important theorem by G.Wilson, see [W1]. Let W =
(W1, . . . ,WN) ∈ GrmKdV . Let (τW1, . . . , τWN ) be the tuple of the corresponding tau-functions.
Consider the Miura oper LW =
d
dx
+ Λ + V where
V = diag
(
log′
(
τW1(x+ t1, t)
τWN (x+ t1, t)
)
, log′
(
τW2(x+ t1, t)
τW1(x+ t1, t)
)
, . . . , log′
(
τWN (x+ t1, t)
τWN−1(x+ t1, t)
))
.
Then LW satisfies all mKdV equations, see Theorem 7.15.
In Sections 7.8 and 7.9 we define the generation of new mKdV tuples of subspaces starting
with a given mKdV tuple. Theorem 7.26 says that the generation acts transitively on the
set of mKdV tuples of subspaces. Theorem 7.25 describes a relation of the generation of
new mKdV tuples of subspaces and the generation of new critical points of master functions.
Theorem 7.25 together with G. Wilson’s Theorem 7.15 give a new proof of the main result
of the paper, Corollary 5.2.
Corollary 7.28 says that points of the set of all mKdV tuples are in one-to-one correspon-
dence with the tuples (y1, . . . , yN) of the population of tuples of polynomials in x generated
from y∅ = (1, . . . , 1), the definition of the population see in Section 3.6. The correspon-
dence is (W1, . . . ,Wn) 7→ (τ˜W1(t1 = x, t = 0), . . . , τ˜WN (t1 = x, t = 0)), where τ˜W (t1, t) is the
normalized tau-function of W defined in Section 7.4.
2. KdV and mKdV hierarchies
2.1. Algebra Mat. Denote B the space of complex-valued functions of one variable x.
Given a finite dimensional vector space U , denote B(U) the space of U -valued functions of
x. Let C((λ−1)) be the algebra of formal Laurent series
∑
i∈Z ciλ
i, ci ∈ C, where each sum
has finitely many terms with i > 0.
Denote Mat the algebra of N ×N matrices
∑N
i,j=1 ci,jei,j with basis eij , coefficients ci,j in
C((λ−1)) and the product ei,jek,l = δj,kei,l. Denote Diag ⊂ Mat the subalgebra of diagonal
matrices
∑N
i=1 ciei,i with ci ∈ C. Denote Diag0 ⊂ Diag the vector subspace of matrices with
zero trace. Denote Λ = e2,1 + · · ·+ eN,N−1 + λe1,N ∈ Mat, see (1.4).
Lemma 2.1 ([DS]). Each elementM ∈ Mat can be uniquely presented in the form
∑
i∈Z diΛ
i
with only finitely many terms i > 0 and all di ∈ Diag.
Given M =
∑
i∈Z diΛ
i with di ∈ Diag, define M+ =
∑
i>0 diΛ
i, M− =
∑
i<0 diΛ
i, and
M0 = d0.(2.1)
Define the following elements of Diag0: Hi = ei,i − ei+1,i+1, i = 1, . . . , N − 1, and
HN = eN,N − e1,1. Define elements αi ∈ Diag
∗
0 for i = 1, . . . , N by
〈αi, Hi〉 = 2, 〈αi, Hj〉 = −1 if i− j = ±1 modN,
〈αi, Hj〉 = 0 if i 6= j and i− j 6= ±1 modN.
Introduce the following elements of Mat: Ei = ei,i+1, Fi = ei+1,1 for i = 1, . . . , N − 1 and
EN = λ
−1eN,1, FN = λe1,N . For j = 1, . . . , N , denote N
+
j the subalgebra of Mat generated
by the elements Ei with i ∈ {1, . . . , N} and i 6= j.
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Throughout this paper, we consider all indices modulo N when appropriate. Thus we will
write H0, E0 or HN , EN interchangeably.
Lemma 2.2. Let g ∈ B and j ∈ {1, . . . , N}. Then
egEj = 1 + gej,jΛ
−1.(2.2)

Lemma 2.3. We have Λ−1 = e1,2 + · · ·+ eN−1,N + λ−1eN,1, and
ei+1,i+1Λ = Λei,i, ei,iΛ
−1 = Λ−1ei+1,i+1(2.3)
for all i. 
2.2. Generalized mKdV Hierarchy, [DS]. Denote ∂ the differential operator d
dx
. For
j ∈ {1, . . . , N}, a j-oper is a differential operator of the form
L = ∂ + Λ + V +W
with V ∈ B(Diag0) and W ∈ B(N
+
j ). For w ∈ B(N
+
j ) and a j-oper L, the differential
operator
eadwL = L+ [w,L] +
1
2
[w, [w,L]] + . . .
is a j-oper. The j-opers L and eadwL are called j-gauge equivalent. As N+j is nilpotent, e
w
and e−w are well defined and
eadwL = ewLe−w.
A Miura oper is a differential operator of the form
L = ∂ + Λ + V
with V ∈ B(Diag0). A Miura oper is a j-oper for any j. Denote byM the space of all Miura
opers.
Lemma 2.4 ([DS]). Let L be a Miura oper.
(i) Then there exists T = 1 +
∑
i<0 TiΛ
i with Ti ∈ B(Diag) such that T−1LT has the
form ∂ + Λ +
∑
i60 biΛ
i with bi ∈ B.
(ii) The matrix T is not unique. If both T and T˜ have property (i), then
T˜ = (1 +
∑
i<0 qiΛ
i)T with qi ∈ B. In particular, for any r ∈ N the matrix TΛrT−1
does not depend on the choice of T .
Let L be a Miura oper and r ∈ N. The differential equation
∂L
∂tr
= [L,
(
TΛrT−1
)+
](2.4)
is called the r-th mKdV equation, see [DS]. The classical mKdV equation corresponds to the
case N = 2, r = 3.
Equation (2.5) defines vector fields ∂
∂tr
on the space M of Miura opers. For all r, s ∈ N
the vector fields ∂
∂tr
and ∂
∂ts
commute, see [DS].
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Lemma 2.5 ([DS]). We have
∂L
∂tr
=
d
dx
(TΛrT−1)0,(2.5)
where 0 is defined in (2.1).
2.3. Generalized KdV Hierarchy, [DS]. Let B((∂−1)) be the algebra of formal pseudo-
differential operators of the form a =
∑
i∈Z ai∂
i, with ai ∈ B and finitely many terms with
i > 0. The relations in this algebra are
∂ku− u∂k =
∞∑
i=1
k(k − 1) . . . (k − i+ 1)
diu
dxi
∂k−i
for any k ∈ Z and u ∈ B. For a =
∑
i∈Z ai∂
i ∈ B((∂−1)), define a+ =
∑
i>0 ai∂
i.
Denote B[∂] ⊂ B((∂−1)) the subalgebra of differential operators a =
∑m
i=0 ai∂
i with m ∈
Z>0. Denote D ⊂ B[∂] the affine subspace of the differential operators of the form L =
∂N +
∑n−2
i=0 ui∂
i.
For L ∈ D, there exists a unique L
1
N = ∂ +
∑
i60 ai∂
i ∈ B((∂−1)) such that (L
1
N )N = L.
For r ∈ N, the differential equation
(2.6)
∂L
∂tr
= [(L
r
N )+, L]
is called the r-th KdV equation . The classical KdV equation corresponds to the case N = 2,
r = 3.
Equation (2.6) defines flows ∂
∂tr
on the space D. For all r, s ∈ N the flows ∂
∂tr
and ∂
∂ts
commute, see [DS].
2.4. Miura maps. Let L = ∂ + Λ + V be a Miura oper with V =
∑N
k=1 vkek,k. For
i = 1, . . . , N , define a scalar differential operator Li ∈ D by the formula
Li = (∂ − vi)(∂ − vi−1) . . . (∂ − v1)(∂ − vN) . . . (∂ − vi−2)(∂ − vi−1)(2.7)
= ∂N +
N−2∑
k=0
uk,i∂
k.
Recall that we have
∑N
k=1 vk = 0 by the definition of a Miura oper.
Theorem 2.6 ([DS]). Let a Miura oper L satisfy the mKdV equation (2.5) for some r. Then
for every i = 1, . . . , N the differential operator Li satisfies the KdV equation (2.6).
We define the i-th Miura map by the formula
mi : M → D, L 7→ Li,
see (2.7).
Theorem 2.7 ([DS]). If Miura opers L and L˜ are i-gauge equivalent, then mi(L) = mi(L˜).
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3. Critical Points of Master Functions, [MV1]
3.1. Master function. Choose a collection of nonnegative integers k = (k1, . . . , kN). Con-
sider variables u = (u
(j)
i ), where j = 1, . . . , N, and i = 1, . . . , kj. We adopt the notations
kN+1 = k1 and u
(N+1)
i = u
(1)
i for all i. The master function Φ(u;k) is defined by formula
(1.1):
Φ(u,k) = 2
N∑
j=1
∑
i<i′
log(u
(j)
i − u
(j)
i′ )−
N∑
j=1
∑
i,i′
log(u
(j)
i − u
(j+1)
i′ ).
The product of symmetric groups Σk = Σk1 × · · · × ΣkN acts on the set of variables by
permuting the coordinates with the same upper index. The function Φ is symmetric with
respect to the Σk-action.
A point u is a critical point if dΦ = 0 at u. In other words, u is a critical point if and only
if ∑
i′ 6=i
2
u
(j)
i − u
(j)
i′
−
kj+1∑
i=1
1
u
(j)
i − u
(j+1)
i′
−
kj−1∑
i=1
1
u
(j)
i − u
(j−1)
i′
= 0,(3.1)
for j = 1, . . . , N and i = 1, . . . , kj. The critical set is Σk-invariant. All orbits have the same
cardinality k1! · · ·kN ! . We do not make distinction between critical points in the same orbit.
3.2. Polynomials representing critical points. Let u = (u
(j)
i ) be a critical point of the
master function Φ. Introduce an N -tuple of polynomials y = (y1(x), . . . , yN(x)),
yj(x) =
kj∏
i=1
(x− u(j)i ).(3.2)
We adopt the notations yN+1 = y1 and y0 = yN . Each polynomial is considered up to
multiplication by a nonzero number. The tuple defines a point in the direct product (C[x])N .
We say that the tuple represents the critical point.
It is convenient to think that the tuple y∅ = (1, . . . , 1) of constant polynomials represents
in (C[x])N the critical point of the master function with no variables. This corresponds to
the case k = (0, . . . , 0).
We say that a given tuple y is generic if each polynomial yj(x) has no multiple roots
and the polynomials yj(x) and yj+1(x) have no common roots for j = 1, . . . , N . If a tuple
represents a critical point, then it is generic, see (3.1). For example, the tuple y∅ is generic.
3.3. Elementary generation. A tuple y is called fertile if for every j = 1, . . . , N there
exists a polynomial y˜j such that
Wr(yj, y˜j) = yj−1yj+1.(3.3)
For example, the tuple y∅ is fertile.
Equation (3.3) is a first order inhomogeneous differential equation with respect to y˜j. Its
solutions are
y˜j = yj
∫
yj−1yj+1
y2j
dx+ cyj,(3.4)
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where c is any number. The tuples
y(j)(x, c) = (y1(x), . . . , y˜j(x, c), . . . , yN(x)) ∈ (C[x])
N(3.5)
form a one-parameter family. This family is called the generation of tuples from y in the j-th
direction. A tuple of this family is called an immediate descendant of y in the j-th direction.
Theorem 3.1 ([MV1]).
(i) A generic tuple y = (y1, . . . , yN) represents a critical point of the master function if
and only if y is fertile.
(ii) If y represents a critical point, j ∈ {1, . . . , N}, and y(j) is an immediate descendant
of y, then y(j) is fertile.
(iii) If y is generic and fertile, then for almost all values of the parameter c ∈ C the
corresponding n-tuple y(j) is generic. The exceptions form a finite set in C1.
(iv) Assume that a sequence yi, i = 1, 2, . . . of fertile N-tuples has a limit y∞ in (C[x])
N
as i tends to infinity.
(a) Then the limiting N-tuple y∞ is fertile.
(b) For j = 1, . . . , N , let y
(j)
∞ be an immediate descendant of y∞. Then for all j
there exist immediate descendants y
(j)
i of yi such that y
(j)
∞ is the limit of y
(j)
i as
i tends to infinity.
3.4. Degree increasing generation. For j = 1, . . . , N , define ki = deg yj. The polynomial
y˜j in (3.4) is of degree kj or k˜j = kj−1 + kj+1 + 1− kj. We say that the generation is degree
increasing if k˜j > kj. In that case deg y˜j = k˜j for all c.
If the generation is degree increasing we will normalize family (3.5) and construct a map
Yy,j : C → (C[x])N as follows. First we multiply the polynomials y1, . . . , yN by numbers to
make them monic. Then choose a monic polynomial yj,0 satisfying the equation Wr(yj, yj,0)
= const yj−1yj+1 and such that the coefficient of x
kj in y˜j,0 equals zero. Set
y˜j(x, c) = yj,0(x) + cyj(x)(3.6)
and define
Yy,j : C → (C[x])
N , c 7→ y(j)(x, c) = (y1(x), . . . , y˜j(x, c), . . . , yN(x)).(3.7)
All polynomials of the tuple y(j)(x, c) are monic.
Lemma 3.2. If kj is a minimal number among k1, . . . , kN , then the generation of tuples
from y in the j-th direction is degree increasing. 
3.5. Degree-transformations and generation of vectors of integers. For j = 1, . . . , N ,
the degree-transformation
k = (k1, . . . , kN) 7→ k
(j) = (k1, . . . , kj−1, kj−1 + kj+1 − kj + 1, kj+1, . . . , kN)(3.8)
corresponds to the shifted action of the affine reflection wj ∈ ŴAN−1 , where ŴAN−1 is the
affine Weyl group of type AN−1 and w1, . . . , wN are its standard generators, see Lemma 3.11
in [MV1] for more detail.
We take formula (3.8) as the definition of degree-transformations:
wj : k = (k1, . . . , kN) 7→ k
(j) = (k1, . . . , kj−1 + kj+1 − kj + 1, . . . , kN)(3.9)
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for j = 1, . . . , N, acting on arbitrary vectors k = (k1, . . . , kN). Here we consider the indices
of the coordinates modulo N , thus we have k0 = kN , kN+1 = k1 and so on.
We start with the vector k∅ = (0, . . . , 0) and a sequence J = (j1, j2, . . . , jn) of integers,
1 6 ji 6 N . We apply the corresponding degree transformations to k
∅ and obtain a sequence
of vectors k∅, k(j1) = wj1k
∅, k(j1,j2) = wj2wj1k
∅,. . .
kJ = wjm . . . wj2wj1k
∅.(3.10)
We say that the vector kJ is generated from (0, . . . , 0) in the direction of J .
For example, for N = 3 and J = (1, 2, 3, 1, 2, 3) we get the sequence (0, 0, 0), (1, 0, 0),
(1, 2, 0), (1, 2, 4), (6, 2, 4), (6, 9, 4), kJ = (6, 9, 12).
We call the sequence J degree increasing if for every i the transformation wji applied to
wji−1 . . . wj1k
∅ increases the ji-th coordinate.
The sequence J = (j1, . . . , jm) with 1 6 ji 6 N will be called cyclic if j1 = 1 and
ji+1 = ji + 1 mod N for all i.
Lemma 3.3. A cyclic sequence J = (j1, . . . , jm) is degree increasing. If m = p(N − 1) + q
for some integers p, q such that 0 6 q 6 N − 2, then the last changed coordinate of kJ has
index equal to m mod N and this coordinate equals
(N − 1)
p(p+ 1)
2
+ (p+ 1)q.

For example, for N = 3, J = (1, 2, 3, 1, 2, 3), kJ = (6, 9, 12), we have p = 3, q = 0, and the
last changed third coordinate equals 12.
3.6. Multistep generation. Let J = (j1, . . . , jm) be a degree increasing sequence of inte-
gers. Starting from y∅ = (1, . . . , 1) and J , we will construct by induction on m a map
Y J : Cm → (C[x])N .
If J = ∅, the map Y ∅ is the map C0 = (pt) 7→ y∅. If m = 1 and J = (j1), the map
Y (j1) : C→ (C[x])N is given by formula (3.7) for y = y∅ and j = j1. More precisely, equation
(3.3) takes the form Wr(1, y˜j1) = 1. Then y˜j1,0 = x and
Y (j1) : C 7→ (C[x])N , c 7→ (1, . . . , 1, x+ c, 1 . . . , 1),
where x+ c stands at the j1-th position. By Theorem 3.1 all tuples in the image are fertile
and almost all tuples are generic (in this example all tuples are generic).
Assume that for J˜ = (j1, . . . , jm−1), the map Y
J˜ is constructed. To obtain Y J we apply
the generation procedure in the jm-th direction to every tuple of the image of Y
J˜ . More
precisely, if
Y J˜ : c˜ = (c1, . . . , cm−1) 7→ (y1(x, c˜), . . . , yN(x, c˜)).(3.11)
Then
(3.12)
Y J : Cm 7→ (C[x])N , (c˜, cm) 7→ (y1(x, c˜), . . . , yjm,0(x, c˜) + cmyjm(x, c˜), . . . , yN(x, c˜)),
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see formula (3.6). The map Y J is called the generation of N-tuples from y∅ in the J-th
direction.
Lemma 3.4. All tuples in the image of Y J are fertile and almost all tuples are generic. For
any c ∈ Cm the N-tuple Y J(c) consists of monic polynomials. The degree vector of this tuple
equals kJ , see (3.10). 
Lemma 3.5. The map Y J sends distinct points of Cm to distinct points of (C[x])N .
Proof. The lemma is easily proved by induction on m. 
Example. Let N = 2, J = (1, 2). Then
Y (1)(c1) = (x+ c1, 1), Y
(1,2)(c1, c2) = (x+ c1, x
3 + 3c1x
2 + 3c21x+ c2),
cf. with the first two Adler-Moser polynomials in [AM].
Example. Let N = 3, J = (1, 2, 3). Then
Y (1)(c1) = (x+ c1, 1, 1), Y
(1,2)(c1, c2) = (x+ c1, x
2 + 2c1x+ c2, 1),
Y (1,2,3)(c1, c2, c3) = (x+ c1, x
2 + 2c1x+ c2, x
4 + 4c1x
3 + (2c2 + 4c
2
1)x
2 + 4c1c2x+ c3),
cf. example in Section 1.4.
The set of all tuples (y1, . . . , yN) ∈ (C[x])N obtain from y∅ = (1, . . . , 1) by generations in
all degree increasing directions will be called the population of tuples generated from y∅.
4. Miura opers and critical points, [MV2]
4.1. Deformations of Miura opers.
Lemma 4.1 ([MV2]). Let L = ∂ + Λ + V be a Miura oper. Let g ∈ B and j ∈ {1, . . . , N}.
Then
ead(gEj)L = ∂ + Λ + (V + gHj)− (g
′ + 〈αj, V 〉g + g
2)Ej .(4.1)
The opers L and ead(gEj)L are i-gauge equivalent for every i 6= j.
Corollary 4.2 ([MV2]). Let L = ∂ + Λ + V be a Miura oper. Then ead(gEj)L is a Miura
oper if and only if the scalar function g satisfies the Ricatti equation
g′ + 〈αj, V 〉g + g
2 = 0 .(4.2)
Let L = ∂ + Λ + V be a Miura oper with V =
∑N
i=1 viei,i. Assume that the functions
vi are rational functions of x. For j ∈ {1, . . . , N}, we say that L is deformable in the j-th
direction if equation (4.2) has a nonzero solution g, which is a rational function.
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4.2. Miura oper associated with a tuple. Define a map
µ : (C[x])N → M,
which sends a tuple y = (y1, . . . , yN) to the Miura oper L = ∂ + Λ+ V with
V =
N∑
k=1
log′(yk)Hk =
N∑
k=1
log′(yk/yk−1) ek,k.
Here log′(f) denotes f ′/f . The Miura oper µ(y) determines y uniquely if y is generic. The
Miura oper µ(y) is called associated with y. For example,
L∅ = ∂ + Λ
is associated with y∅ = (1, . . . , 1).
Theorem 4.3 ([MV2]). Let a Miura oper L be associated with y = (y1, . . . , yN). Let j ∈
{1, . . . , N}. Then L is deformable in the j-th direction if and only if there exists a polynomial
y˜j satisfying equation (3.3). Moreover, in that case any nozero rational solution g of equation
(4.2) has the form g = log′(y˜j/yj), where y˜j is a solution of equation (3.3). If g = log
′(y˜j/yj),
then the Miura oper
ead(gEj)L = L+ gHj
is associated with the tuple y(j) = (y1, . . . , y˜j, . . . , yN), see Section 3.3.
In particular, if L is associated with a fertile tuple, then L is deformable in all directions.
Lemma 4.4. Let an oper ∂ +Λ+
∑N
k=1 vkek,k be associated with an N-tuple of polynomials
y, that is assume that vk = log
′(yk/yk−1). If v
′
k = 0 for some k, then vk = 0 and yk = ayk−1
for some a ∈ C.
Proof. If v′k = 0, then vk = b for some b ∈ C. Then yk = ae
bxyk−1 for some a ∈ C. Hence
b = 0 since yk, yk−1 are polynomials. 
4.3. Miura opers associated with the generation procedure. Let J = (j1, . . . , jm) be
a degree increasing sequence of integers. Let Y J : Cm → (C[x])N be the generation of tuples
from y∅ in the J-th direction. We define the associated family of Miura opers by the formula:
µJ : Cm → M, c 7→ µ(Y J(c)).
The map µJ is called the generation of Miura opers from L∅ in the J-th direction.
For ℓ = 1, . . . , m, denote Jℓ = (j1, ..., jℓ) the beginning ℓ-interval of the sequence J .
Consider the associated map Y Jℓ : Cℓ → (C[x])N . Denote
Y Jℓ(c1, . . . , cℓ) = (y1(x, c1, . . . , cℓ, ℓ), . . . , yN(x, c1, . . . , cℓ, ℓ)).
Introduce
g1(x, c1, . . . , cm) = log
′(yj1(x, c1, 1)),(4.3)
gℓ(x, c1, . . . , cm) = log
′(yjℓ(x, c1. . . . , cℓ, ℓ))− log
′(yjℓ(x, c1, . . . , cℓ−1, ℓ− 1)),
for ℓ = 2, . . . , m. For c ∈ Cm, denote
T J(x, c) = egm(x,c)Ejm · · · eg1(x,c)Ej1 .(4.4)
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Lemma 4.5. For c ∈ Cm, we have
µJ(c) = T J(x, c)L∅ (T J(x, c))−1(4.5)
and
µJ(c) = ∂ + Λ +
m∑
ℓ=1
gℓ(x, c)Hjℓ.(4.6)
Proof. The lemma follows from Theorem 4.3. 
Example. Let N = 2, J = (1, 2). Then µJ(c1, c2) = ∂ + Λ+ diag(v1, v2), where
v1 = −v2 = log
′(x+ c1)− log
′(x3 + 3c1x
2 + 3c21x+ c2).
We have g1 = log
′(x+ c1), g2 = log
′(x3 + 3c1x
2 + 3c21x+ c2) and
µJ(c) = eg2(x,c)E2eg1(x,c)E1 L∅ e−g1(x,c)E1e−g2(x,c)E2 .
Corollary 4.6. For any r ∈ N and c ∈ Cm, let ∂
∂tr
∣∣
µJ (c)
be the value at µJ(c) of the vector
field of the r-th mKdV flow on the space M, see (2.5). Then
∂
∂tr
∣∣
µJ (c)
=
∂
∂x
(T J(x, c)Λr(T J(x, c))−1)0,(4.7)
where 0 is defined in (2.1).
Proof. The corollary follows from (2.5) and (4.5). 
Denote J˜ = (j1, . . . , jm−1). Consider the associated family µ
J˜ : Cm−1 → M. Let mi :
M → D, L 7→ Li, be Miura maps defined in Section 2.4 for i = 1, . . . , N . Denote c˜ =
(c1, . . . , cm−1).
Lemma 4.7. We have mi ◦ µJ(c˜, cm) = mi ◦ µJ˜(c˜) for all i 6= jm and (c˜, cm) ∈ Cm.
Proof. The lemma follows from formula (4.5) and Theorem 2.7. 
Lemma 4.8.
∂µJ
∂cm
(c˜, cm) = a
yjm−1(x, c˜,m− 1)yjm+1(x, c˜,m− 1)
yjm(x, c˜, cm, m)
2
Hjm(4.8)
for some a ∈ C.
Proof. We have yjm(x, c˜, cm, m) = yjm,0(x, c˜) + cmyjm(x, c˜,m − 1), where yjm,0(x, c˜) is such
that
Wr(yjm(x, c˜,m− 1), yjm,0(x, c˜)) = a yjm−1(x, c˜,m− 1)yjm+1(x, c˜,m− 1),
for some a ∈ C, see (3.6). We have gm = log
′(yjm(x, c˜, cm, m))− log
′(yjm(x, c˜,m− 1)).
By formula (4.6), we have
∂µJ
∂cm
(c˜, cm) =
∂gm
∂cm
(c˜, cm)Hjm
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and
∂gm
∂cm
(c˜, cm) =
∂
∂cm
(
y′jm,0(x, c˜) + cmy
′
jm(x, c˜,m− 1)
yjm,0(x, c˜) + cmyjm(x, c˜,m− 1)
)
=
Wr(yjm,0(x, c˜), yjm(x, c˜,m− 1))
(yjm,0(x, c˜) + cmyjm(x, c˜,m− 1))2
.

5. Vector fields
5.1. Statement. Recall that we denote by ∂
∂tr
the r-th mKdV vector field on M and also
the r-th KdV vector field on D. For a Miura map mi :M→D, L 7→ Li, denote by dmi the
associated derivative map TM→ TD. By Theorem 2.6 we have dmi :
∂
∂tr
∣∣
L
7→ ∂
∂tr
∣∣
Li
.
Fix a degree increasing sequence J = (j1, . . . , jm). Consider the associated family µ
J :
Cm → M of Miura opers. For a vector field Γ on Cm, denote by ∂µ
J
∂Γ
the derivative of µJ
along the vector field. The derivative is well-defined since M is an affine space.
Theorem 5.1. For every r ∈ N there exists a polynomial vector field Γr on Cm such that
∂
∂tr
∣∣
µJ (c)
=
∂µJ
∂Γr
(c)(5.1)
for all c ∈ Cm. If r > 2m, then ∂
∂tr
∣∣
µJ (c)
= 0 for all c ∈ Cm and Γr = 0.
Corollary 5.2. The family µJ of Miura opers is invariant with respect to all mKdV flows
and is point-wise fixed by flows with r > 2m.
5.2. Proof of Theorem 5.1 for m = 1. Let J = (j1). Then
µJ(c1) = e
g1Ej1L∅e−g1Ej1 = (1 + g1ej1,j1Λ
−1)L∅(1− g1ej1,j1Λ
−1) = ∂ + Λ + g1Hj1,
where g1 =
1
x+c1
. By formula (4.7),
∂
∂tr
∣∣
µJ (c1)
=
∂
∂x
((1 + g1ej1,j1Λ
−1)Λr(1− g1ej1,j1Λ
−1))0.
It follows from Lemma 2.3 that ∂
∂tr
∣∣
µJ (c1)
= 0 for r > 1 and hence Γr = 0. For r = 1 we have
∂
∂t1
∣∣
µJ (c1)
= − 1
(x+c1)2
Hj1 and this equals
∂
∂c1
µJ(c1). Hence Γ1 =
∂
∂c1
. Theorem 5.1 for m = 1
is proved.
5.3. Proof of Theorem 5.1 for m > 1.
Lemma 5.3. If r > 2m, then ∂
∂tr
∣∣
µJ (c)
= 0 for all c ∈ Cm.
Proof. The vector ∂
∂tr
∣∣
µJ (c)
equals the right hand side of formula (4.7). By Lemmas 2.2 and
2.3 the right hand side of (4.7) is zero if r > 2m. 
We prove the first statement of Theorem 5.1 by induction onm. Assume that the statement
is proved for J˜ = (j1, . . . , jm−1). Let
Y J˜ : c˜ = (c1, . . . , cm−1) 7→ (y1(x, c˜), . . . , yN(x, c˜))
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be the generation of tuples in the J˜-th direction. Then the generation of tuples in the J-th
direction is
Y J : Cm 7→ (C[x])N , (c˜, cm) 7→ (y1(x, c˜), . . . , yjm,0(x, c˜) + cmyjm(x, c˜), . . . , yN(x, c˜)),
see (7.22) and (7.23). We have gm = log
′(yjm,0(x, c˜)+ cmyjm(x, c˜))− log
′(yjm(x, c˜)), see (4.3).
By the induction assumption, there exists a polynomial vector field Γr,J˜ on C
m−1 such
that
∂
∂tr
∣∣
µJ˜ (c˜)
=
∂µJ˜
∂Γr,J˜
(c˜)(5.2)
for all c˜ ∈ Cm−1.
Theorem 5.4. There exists a scalar polynomial γm(c˜, cm) on C
m such that the vector field
Γr = Γr,J˜ + γm(c˜, cm)
∂
∂cm
satisfies (5.1) for all (c˜, cm) ∈ C
m.
The first statement of Theorem 5.1 follows from Theorem 5.4.
5.4. Proof of Theorem 5.4.
Lemma 5.5. We have
dmi
∣∣
µJ (c˜,cm)
(
∂
∂tr
∣∣
µJ (c˜,cm)
−
∂µJ
∂Γr,J˜
(c˜, cm)
)
= 0(5.3)
for all i 6= jm and (c˜, cm) ∈ C
m.
Proof. By Theorem 2.7, we have mi ◦ µJ(c˜, cm) = mi ◦ µJ˜(c˜) for all i 6= jm. Hence,
dmi
∣∣
µJ (c˜,cm)
(
∂µJ
∂Γr,J˜
(c˜, cm)
)
=
∂(mi ◦ µJ)
∂Γr,J˜
(c˜, cm) =
∂(mi ◦ µJ˜)
∂Γr,J˜
(c˜).(5.4)
By Theorems 2.6 and 2.7, we have
dmi
∣∣
µJ (c˜,cm)
(
∂
∂tr
∣∣
µJ (c˜,cm)
)
=
∂
∂tr
∣∣
mi◦µJ (c˜,cm)
=
∂
∂tr
∣∣
mi◦µJ˜ (c˜)
.(5.5)
By the induction assumption, we have
∂
∂tr
∣∣
mi◦µJ˜ (c˜)
=
∂(mi ◦ µJ˜)
∂Γr,J˜
(c˜).(5.6)
These three formulas prove the lemma. 
The space M of Miura opers is an affine space. The tangent space to M at any point
is canonically identified with the vector space B(Diag0), whose elements have the form
X =
∑N
k=1Xkek,k with Xk ∈ B and
∑N
k=1Xk = 0.
Proposition 5.6. Let X(c) =
∑N
k=1Xk(x, c)ek,k be a B(Diag0)-valued function on C
m such
that
dmi
∣∣
µJ (c)
(X(c)) = 0(5.7)
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for all i 6= jm and all c ∈ Cm. Assume that Xk = 0 unless k = jℓ of k = jℓ + 1 for some
ℓ 6 m. Then
X = a
∂µJ
∂cm
(5.8)
for some scalar function a on Cm.
Proof. Suppose jm = 1. For other values of jm, the following argument holds after a cyclic
permutation of indices.
Let µJ(c) = ∂ + Λ +
∑N
k=1 vk(x, c)ek,k. For i = 1, . . . , N , the Miura map is
mi : ∂ + Λ +
N∑
k=1
vkek,k 7→ (∂ − vi)(∂ − vi−1) . . . (∂ − v1)(∂ − vN) . . . (∂ − vi−1).
For i = 2, . . . , N , we have dmi
∣∣
µJ (c)
(
∑N
k=1Xk(x, c)) = 0. This means
(−Xi)(∂ − vi−1) . . . (∂ − v1)(∂ − vN ) . . . (∂ − vi−1) +(5.9)
+ (∂ − vi)(−Xi−1) . . . (∂ − v1)(∂ − vN) . . . (∂ − vi−1) + · · ·+
+ (∂ − vi)(∂ − vi−1) . . . (−X1)(∂ − vN ) . . . (∂ − vi−1) +
(∂ − vi)(∂ − vi−1) . . . (∂ − v1)(−XN ) . . . (∂ − vi−1) + · · ·+
+ (∂ − vi)(∂ − vi−1) . . . (∂ − v1)(∂ − vN) . . . (−Xi−1) = 0.
For a given i, the left hand side is a differential operator of order N − 2 and the right hand
side is zero. Hence, for a given i, we obtain N−1 linear differential equations on coordinates
X1, . . . , XN . The index i may take N − 1 values 2, . . . , N . All together we get (N − 1)2
linear differential equations on X1, . . . , XN . Our goal is to show that under conditions of
Proposition 5.6 the space of solutions of this system of equations is at most one-dimensional
and if the space is one-dimensional then it is generated by
yN(x, c˜,m− 1)y2(x, c˜,m− 1)
y1(x, c˜, cm, m)2
H1,(5.10)
see formula (4.8).
The coefficient of ∂N−2 in equation (5.9) for i = N,N−1, . . . , 2, gives the following system
of equations:
X ′N−1 + 2X
′
N−2 + · · ·+ (N − 1)X
′
1 +
N∑
k=1
vkXk = 0,(5.11)
X ′N−2 + 2X
′
N−3 + · · ·+ (N − 2)X
′
1 + (N − 1)X
′
N +
N∑
k=1
vkXk = 0,
X ′N−3 + 2X
′
N−4 + · · ·+ (N − 3)X
′
1 + (N − 2)X
′
N + (N − 1)XN−1 +
N∑
k=1
vkXk = 0,
. . . . . . . . . . . . . . . . . .
X ′1 + 2X
′
N + . . . . . . + (N − 2)X
′
4 + (N − 1)X
′
3 +
N∑
k=1
vkXk = 0.
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By subtracting the second equation from the first we get (N −1)X ′N −X
′
1−· · ·−X
′
N−1 = 0.
Since
∑N
k=1Xk = 0 we get X
′
N = 0. Similarly we obtain
X ′k = 0 for k = 3, . . . , N and X
′
2 = −X
′
1.(5.12)
By using (5.13) and equation X2 =
∑
k 6=2Xk we obtain from (5.11) the equation
(∂ + v1 − v2)X1 =
N∑
k=3
(v2 − vk)Xk.(5.13)
If
N∑
k=3
(v2 − vk)Xk = 0,(5.14)
then (∂ + v1 − v2)X1 = 0 or
X1 = a
yN(x, c˜,m− 1)y2(x, c˜,m− 1)
y1(x, c˜, cm, m)2
for some a ∈ C. This equation proves Proposition 5.6.
Now our goal is to show that under assumptions of Proposition 5.6 equation (5.14) holds.
Lemma 5.7. The coefficient of ∂N−3 in equation (5.9) for i = 2, . . . , N gives the following
system of equations:
i∑
k=3
[(vk − v2)(v1 − vk) + (k − 2)v
′
k −
k−1∑
j=2
v′j ]Xk +(5.15)
+
N∑
k=i+1
[(vk − v2)(v1 − vk) + (k −N − 1)v
′
k + v
′
1 +
N∑
j=k+1
v′j]Xk = 0.
In particular, by subtracting the consecutive equations we get equations
v′kXk = 0, k = 3, . . . , N.(5.16)
Proof. Equate to zero the coefficient of DN−3 in (5.9). We get
N∑
k=1
[aik∂
2 + bik∂ + cik]Xk = [ai1∂
2 + bi1∂ + ci1]X1 + [ai2∂
2 + bi2∂ + ci2]X2 +
+
N∑
k=3
cikXk = [(ai1 − ai2)∂
2 + (bi1 − bi2)∂ + (ci1 − ci2)]X1 +
N∑
k=3
(cik − ci2)Xk = 0.
The coefficient cik has the form cik = −q(k) + dik, where
q(k) =
∑
16s<t6N
(s−k)(t−k) 6=0
vsvt(5.17)
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and dik is given by
di>k = v
′
i−1 + 2v
′
i−2 + · · ·+ (i− k − 1)v
′
k+1 + (i− k)v
′
k−1 + . . .(5.18)
+ (i− 3)v′2 + (i− 2)v
′
1 + (i− 1)v
′
N + · · ·+ (N − 2)v
′
i+1,
di<k = v
′
i−1 + 2v
′
i−2 + · · ·+ (i− 2)v
′
2 + (i− 1)v
′
1 +
+ iv′N + · · ·+ (N + i− k − 2)v
′
k+1 + (N + i− k)v
′
k−1 + · · ·+ (N − 2)v
′
i+1.
It is easy to see that
[(ai1 − ai2)∂
2 + (bi1 − bi2)∂ + (ci1 − ci2)] = (−(i− 2)∂ +
N∑
j=3
vj)(∂ + v1 − v2).(5.19)
The formulas (5.13), (5.17), (5.18) , (5.19) imply Lemma 5.7. 
Let us finish the proof of Proposition 5.6. Recall that we assumed that jm = 1 and it
remains to be proved that
∑N
k=3(v2−vk)Xk = 0, see (5.14). If k is not equal to jℓ or jℓ+1 for
some ℓ 6 m, then Xk = 0 by the assumption. Otherwise, we have v
′
kXk = 0, see (5.16). For
such k the function vk is not identically zero as a function on C
m. By Lemma 4.4 the function
v′k is not identically zero on C
m. Hence Xk = 0 and equation (5.14) holds. Proposition 5.6
is proved. 
Denote
Y =
∂
∂tr
∣∣
µJ (c˜,cm)
−
∂µJ
∂Γr,J˜
(c˜, cm).(5.20)
Let Y1, . . . , YN be coordinates of Y , Y =
∑N
k=1 Ykek,k.
Lemma 5.8. We have Yk = 0 unless k = jℓ or jℓ + 1 for some ℓ 6 m.
Proof. The fact that the k-th coordinate of ∂µ
J
∂Γ
r,J˜
(c˜, cm) equals zero unless k = jℓ or jℓ+1 for
some ℓ 6 m follows from (4.6). The fact that the k-th coordinate of ∂
∂tr
∣∣
µJ (c˜,cm)
equals zero
unless k = jℓ or jℓ + 1 for some ℓ 6 m follows from formulas (4.7), (2.2) and (2.3). 
By Lemma 5.8 and Proposition 5.6 there exists a scalar function γm(c˜, cm) on C
m such
that the vector field Γr = Γr,J˜ + γm(c˜, cm)
∂
∂cm
satisfies (5.1) for all (c˜, cm) ∈ Cm. It remains
to prove that the scalar function is a polynomial.
Proposition 5.9. The function γm(c˜, cm) is a polynomial on C
m.
Proof. Let g = xd+
∑d−1
i=0 Ai(c1, . . . , cm)x
i be a polynomial in x, c1, . . . , cm. Denote h = log
′ g
the logarithmic derivative of g with respect to x. Consider the Laurent expansion of h at
x =∞, h =
∑∞
i=1Bi(c1, . . . , ck)x
−i.
Lemma 5.10. All coefficients Bi are polynomials in c1, . . . , cm. 
The vector Y = ∂
∂tr
∣∣
µJ (c˜,cm)
is a diagonal matrix depending on x, c1, . . . , cm. Let Y1, . . . , YN
be coordinates of Y , Y =
∑N
k=1 Ykek,k.
Lemma 5.11. Each coordinate Yk is a rational function of x, c1, . . . , cm which has a Laurent
expansion of the form Yk =
∑∞
i=1Bi(c1, . . . , ck)x
−i where all coefficients Bi are polynomials
in c1, . . . , cm. 
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The vector Y = ∂µ
J
Γ
r,J˜
(c˜, cm) is a diagonal matrix depending on x, c1, . . . , cm. Let Y1, . . . , YN
be coordinates of Y , Y =
∑N
k=1 Ykek,k.
Lemma 5.12. Each coordinate Yk is a rational function of x, c1, . . . , cm which has a Laurent
expansion of the form Yk =
∑∞
i=1Bi(c1, . . . , ck)x
−i where all coefficients Bi are polynomials
in c1, . . . , cm. 
Let us finish the proof of Proposition 5.9. The function γm(c˜, cm) is determined from the
equation
∂
∂tr
∣∣
µJ (c˜,cm)
−
∂µJ
∂Γr,J˜
(c˜, cm) = γm(c˜, cm)
yN(x, c˜,m− 1)y2(x, c˜,m− 1)
y1(x, c˜, cm, m)2
H1.
The function yN (x,c˜,m−1)y2(x,c˜,m−1)
y1(x,c˜,cm,m)2
has a Laurent expansion of the form
∑∞
i=1Bi(c1, . . . , ck)x
−i
and the first nonzero coefficient Bi of this expansion is 1 since the polynomials yN , y1, y2 are
all monic. Hence gm is a polynomial. 
Theorem 5.1 is proved.
5.5. Cyclic generation. Recall that a sequence J = (j1, . . . , jm) with 1 6 ji 6 N is called
cyclic if j1 = 1 and ji+1 = ji+1 mod N for all i. If the generation is cyclic, then it is degree
increasing, see Lemma 3.3.
Theorem 5.13. If J is cyclic, then the image of the generation map µJ : Cm → M does
not have a proper subset invariant under the the flows exp
(∑
r∈N tr
∂
∂tr
)
.
Proof. Let ℓ be a nonnegative number. Write ℓ = (N − 1)p + q where 1 6 q 6 N . Define
rℓ = ℓ+ p.
Lemma 5.14. Let J = (j1, . . . , jm) be a cyclic sequence.
(i) Then the image of the map µJ : Cm →M is point-wise fixed by the mKdV flow ∂tr
for every r > rm.
(ii) Let Γr be the vector fields on C
m described in Theorem 5.1. Then Γrm = a
∂
∂cm
where
a is a nonzero number.
Proof. The lemma is a corollary of formula (4.7) and Lemmas 2.2, 2.3, 4.5. 
Theorem 5.13 follows from Lemma 5.14. 
6. Schur polynomials
6.1. Definition. By a partition we will mean an infinite sequence of nonnegative integers
λ = (λ0 > λ1 > . . . ) such that all except a finite number of the λi are zero. The number
|λ| =
∑
i λi is called the weight of λ.
Denote t = (t2, t3, . . . ). Define polynomials hi(t1, t), i = 0, 1, . . . , by the relation
exp (−
∞∑
j=1
tjz
j) =
∞∑
i=0
hiz
i.
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Set hi = 0 for i < 0. We have
∂hi
∂t1
= −hi−1 and hi(t1, t = 0) =
(−t1)i
i!
.(6.1)
Define the Schur polynomial associated to a partition λ = (λ0 > λ1 > · · · > λn > λn+1 = 0)
by the formula
Fλ(t1, t) = det
n
i,j=0 (hλi−i+j).(6.2)
Theorem 6.1 ([Fa]). For any λ, the Schur polynomial Fλ is irreducible in variables t1, t.
Corollary 6.2. For a generic fixed t, the roots of Fλ(t1, t) with respect to t1 are all simple.
Corollary 6.3. Let λ, µ be partitions, λ 6= µ. Then for a generic fixed t, the polynomials
Fλ(t1, t) and Fµ(t1, t) with respect to t1 have no common roots.
6.2. Wronskian determinant. For n ∈ N and any functions f1, . . . , fn of t1 define the
Wronskian determinant
Wrt1(f1, . . . , fn) =

f1(t1) f
′
1(t1) . . . f
(n−1)
1 (t1)
f2(t1) f
′
2(t1) . . . f
(n−1)
2 (t1)
. . . . . . . . . . . .
fn(t1) f
′
n(t1) . . . f
(n−1)
n (t1)
 ,(6.3)
where derivatives are taken with respect to t1.
Lemma 6.4 ([MV1]). For functions f1, . . . , fn, g1, g2 of t1 we have
(6.4)
Wrt1(Wrt1(f1, . . . , fn, g1),Wrt1(f1, . . . , fn, g2)) = Wrt1(f1, . . . , fn)Wrt1(f1, . . . , fn, g1, g2).
Proof. If f1, . . . , fn, g1 are linearly dependent, then both sides of (6.4) are equal to zero.
Assume that f1, . . . , fn, g1 are linearly independent.
Both sides of (6.4) depend on g2 linearly and are linear combinations of g2, g
′
2, . . . , g
(n+1)
2 .
Both sides are equal to zero if g2 = f1, . . . , fn, g1. In both sides, the coefficient of g
(n+1)
2
equals Wrt1(f1, . . . , fn)Wrt1(f1, . . . , fn, g1). This implies the lemma. 
Lemma 6.5. For a partition λ = (λ0 > λ1 > · · · > λn > λn+1 = 0), we have
Fλ(t1, t) = Wrt1(hλ0+n, hλ1+n−1, . . . , hλn).(6.5)
Proof. The lemma follows from (6.1). 
Lemma 6.6. For a partition λ, the Schur polynomial Fλ(t1, t) has degree |λ| with respect to
t1. The coefficient of t
|λ|
1 in Fλ is a nonzero rational number. 
For a partition λ = (λ0 > λ1 > · · · > λn > λn+1 = 0) if i ∈ {0, . . . , n} is such that
λi − 1 > λi+1, then λi := (λ1 > · · · > λi−1 > λi − 1 > λi+1 > · · · > λn+1 = 0) is a partition.
This partition will be called the derivative partition of λ at the i-th position.
Lemma 6.7. For a partition λ = (λ0 > λ1 > · · · > λn > λn+1 = 0), we have
∂Fλ
∂t1
+
∑
Fλi = 0(6.6)
where the sum is over all derivative partitions λi of the partition λ.
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Proof. The lemma follows from Lemma 6.5 and formula (6.1). 
6.3. Subsets of virtual cardinal zero. Following [SW], we say that a subset S = {s0 <
s1 < s2 < . . . } ⊂ Z is of virtual cardinal zero, if si = i for all sufficiently large i. Denote S
the set of all subsets of virtual cardinal zero.
Lemma 6.8 ([SW]). There is a one to one correspondence between elements of S and par-
titions, given by S ↔ λ where λi = i− si.
For a subset S = {s0 < s1 < s2 < . . . } ⊂ Z and an integer k ∈ Z we denote S + k the
subset S = {s0 + k < s1 + k < s2 + k < . . . } ⊂ Z.
Let S be a subset of virtual cardinal zero. Let A = {a1, . . . , ak} ⊂ Z be a finite subset of
distinct integers.
Lemma 6.9. If {a1, . . . , ak}∩ (S+k) = ∅. Then {a1, . . . , ak}∪ (S+k) is a subset of virtual
cardinal zero. 
To a subset S = {s0 < s1 < s2 < · · · < sn+1 = n + 1 < . . . } of virtual cardinal zero we
assign the Schur polynomial of the partition λ given by Lemma 6.8,
FS(t1, t) := Fλ(t1, t) = det
n
i,j=0(hj−si) = Wrt1(hn−s0 , . . . , hn−sn).(6.7)
Let S be a subset of virtual cardinal zero. Assume that the two-element subset A =
{a1 < a2} ⊂ Z is such that A ∩ (S + 1) = ∅. Then the subsets S1 := {a1} ∪ (S + 1), S2 :=
{a2}∪ (S+1), S3 := S, S4 = {a1+1, a2+1}∪ (S+2) are of virtual cardinal zero, by Lemma
6.9.
Theorem 6.10. We have
Wrt1(FS1, FS2) = FS3FS4 .(6.8)
Proof. Let S = {s0 < s1 < s2 < · · · < sn+1 = n + 1 < . . . }. We have
FS1 = Wrt1(hn−s0 , . . . , hn+1−a1 , . . . , hn−sn),
FS2 = Wrt1(hn−s0 , . . . , hn+1−a2 , . . . , hn−sn),
FS4 = Wrt1(hn−s0 , . . . , hn+1−a1 , . . . , hn+1−a2 , . . . , hn−sn).
Now the theorem follows from Lemma 6.4. 
As was explained to us by A. Lascoux, this simple Theorem 6.10 can be interpreted as an
instance of the Plu¨cker relation [1; 2][3; 4] - [1; 3][2; 4] + [1; 4][2; 3] = 0, see Section 1.4 and
Complement A1 in [L1], cf. [L2].
6.4. More general Wronskian identities for Schur polynomials. Lemma 6.4 is a par-
ticular case of more general Wronskian identities in [MV1]. Namely, fix integers 0 6 k 6 s
and functions g1, . . . , gs+1 of t1. Let
Vs−k+1(i) = Wrt1(g1, . . . , gs−k, gi).
Lemma 6.11 ([MV1]). We have
Wrt1(Vs−k+1(s− k + 1), Vs−k+1(s− k + 2), . . . , Vs−k+1(s+ 1)) =(6.9)
= (Wrt1(g1, . . . , gs−k))
kWrt1(g1, . . . , gs+1).
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Let Ws(i) = Wrt1(g1, . . . , ĝi, . . . , gs+1) be the Wronskian of all functions except gi.
Lemma 6.12 ([MV1]). We have
Wrt1(Ws(s− k + 1),Ws(s− k + 2), . . . ,Ws(s+ 1)) =(6.10)
= Wrt1(g1, . . . , gs−k)(Wrt1(g1, . . . , gs+1))
k.
If {g1, . . . , gs+1} is an arbitrary subset of the set {h1, h2, . . . , }, then Lemma 6.5 and Lem-
mas 6.11, 6.12 give identities for Schur polynomials. For example if k = 2, s = 3 and
{g1, g2, g3, g4} = {h4, h3, h2, h1}, we get:
Wrt1(F(3,3), F(3,2), F(3,1)) = F
2
(4)F(1,1,1,1),(6.11)
Wrt1(F(2,1,1), F(2,2,1), F(2,2,2)) = F(4)F
2
(1,1,1,1).
6.5. KdV subsets. Fix an integer N > 1. We say that a subset S of virtual cardinal zero
is a KdV subset if S +N ⊂ S. For example, for any N > 1
S∅ = {0, 1, 2, . . .}
is a KdV subset.
Lemma 6.13. Let S be a KdV subset. Then there exists a unique N-element subset A =
{a1 < · · · < aN} ⊂ Z such that S = A ∪ (S +N). 
The subset A of the Lemma 6.13 will be called the leading term of S.
Lemma 6.14. The leading term A uniquely determines the KdV subset S, since S is the
union of N nonintersecting arithmetic progressions {ai, ai +N, ai + 2N, . . . }, i = 1, . . . , N .
If A = {a1 < · · · < aN} ⊂ Z is the leading term of a KdV subset S, then ai − aj are not
divisible by N for all i 6= j. 
For example, for N = 3 and S = {−3 < 0 < 1 < 3 < 4 < . . . }, the leading term is A =
{−3, 1, 5} and S is the union of three arithmetic progressions with step 3: {−3, , 0, 3, 6, . . .},
{1, 4, 7, . . .}, and {5, 8, 11, . . . }.
Lemma 6.15. Let a KdV subset S has the leading term A = {a, a + 1, . . . , a +N − 1} for
some integer a. Then a = 0 and S = S∅. 
Lemma 6.16. Let S be a KdV subset with leading term A. For any a ∈ A the subset
S[a] = {a+ 1−N} ∪ (S + 1)(6.12)
is a KdV subset with leading term A[a] = (A + 1) ∪ {a+ 1−N} − {a+ 1} 
The subset S[a] will be called the mutation of the KdV subset S at a ∈ A.
For example, let N = 3. For a KdV subset S = {−3 < 0 < 1 < 3 < 4 < . . . } with leading
term A = {−3 < 1 < 5}, we have A[1] = {−2 < −1 < 6} and S[1] = {−2 < −1 < 1 < 2 <
4 < 5 < 6 < . . . }.
Lemma 6.17. Let S1 be a KdV subset with leading term A. Let S2 be a KdV subset such
that S1 + 1 ⊂ S2. Then S2 is the mutation of S1 at some element a ∈ A. 
Theorem 6.18. Any KdV subset S can be transformed to the KdV subset S∅ by a sequence
of mutations.
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Proof. Let A = {a1 < · · · < aN} be the leading term of S. The number |S| = aN −a1 will be
called the width of S. The width is not less than N − 1. If the width is N − 1, then S = S∅
by Lemma 6.15.
Assume that |S| > N − 1. Then |S[aN ]| < |S|. Repeating this procedure we will make
the width to be equal to N − 1. 
Corollary 6.19. If A = {a1 < · · · < aN} is the leading term of a KdV subset, then
N∑
i=1
ai =
N(N − 1)
2
.(6.13)
Proof. The leading term of S∅ has this property and mutations do not change the sum of
the elements of the leading term. 
Theorem 6.20. A subset A = {a1 < · · · < aN} is the leading term of a KdV subset if and
only if equation (6.13) holds and ai − aj is not divisible by N for any i 6= j.
Proof. The proof is similar to the proof of Theorem 6.18. 
6.6. mKdV tuples of subsets. We say that an N -tuple S = (S1, . . . , SN) of KdV subsets
is an mKdV tuple of subsets if Si + 1 ⊂ Si+1 for all i, in particular, SN + 1 ⊂ S1.
For example, for any N
S∅ = (S∅, . . . , S∅)
is an mKdV tuple of subsets.
Lemma 6.21. If S = (S1, . . . , SN) is an mKdV tuple, then for any i, (Si, Si+1, . . . , SN ,
S1, S2, . . . , Si−1) is an mKdV tuple of subsets. 
Let S be a KdV subset with leading term A = {a1 < · · · < aN}. Let σ be an element of
the permutation group ΣN . Define an N -tuple SS,σ = (S1, . . . , SN) where
Si = {aσ(1) + i−N, aσ(2) + i−N, . . . , aσ(i) + i−N}+ (S + i),(6.14)
in particular, SN = A ∪ (S +N) = S.
Lemma 6.22. The N-tuple SS,σ is an mKdV tuple. 
For example for S = S∅, S = S∅, we have S∅ = SS∅,σ, where σ = (N,N − 1, . . . , 2, 1) is
the longest permutation.
Theorem 6.23. Every mKdV tuple is of the form SS,σ for some KdV subset S and some
element σ ∈ ΣN .
Proof. The theorem follows from Lemma 6.17. 
Corollary 6.24. For any KdV subset S there exists exactly N ! mKdV tuples S = (S1, . . . , SN)
such that SN = S.
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6.7. Mutations of mKdV tuples. Let S = (S1, . . . , SN) be an mKdV tuple. By Theorem
6.23, we have S = SSN ,σ for some permutation σ ∈ ΣN . Let A = {a1, . . . , aN} be the leading
term of SN . Then Si are given by formula (6.14).
Lemma 6.25. For any i = 1, . . . , N , there exists a unique mKdV tuple
S(i) = (S1, . . . , Si−1, S˜i, Si+1, . . . , SN)(6.15)
which differs from S at the i-th position only.
The mKdV tuple S(i) will be called the mutation of the mKdV tuple S at the i-th position.
Denote wi : S 7→ S
(i) the mutation map.
Proof. First assume that i < N . Let si,i+1 ∈ ΣN be the transposition of i and i+ 1. Then
(σ ◦ si,i+1(1), . . . , σ ◦ si,i+1(N)) =(6.16)
= (σ(1), . . . , σ(i− 1), σ(i+ 1), σ(i), σ(i+ 2), . . . , σ(N)).
Set S(i) = SS,σ◦si,i+1 . By formulas (6.16) and (6.14) the mKdV tuple S
(i) differs from S at
the i-th position only and the i-th term of S(i) is
(6.17)
S˜i = {aσ(1) + i−N, aσ(2) + i−N, . . . , aσ(i−1) + i−N, aσ(i+1) + i−N}+ (S + i).
The fact that S(i) is unique follows from Theorem 6.23.
In order to mutate S at the N -th position, we consider the mKdV tuple (SN , S1, . . . , SN−1),
see Lemma 6.21, and then mutate this tuple at the first position. 
Lemma 6.26. Let S = (S1, . . . , SN) be an mKdV tuple. For any i let S
(i) = (S1, . . . , Si−1,
S˜i, Si+1, . . . , SN) be the mutation at the i-th position. Then the four KdV subsets Si, S˜i,
Si−1, Si+1 satisfy the conditions of Theorem 6.10 and
Wrt1(FSi, FS˜i) = ±FSi−1FSi+1.(6.18)

Let λi, λ˜i be the partitions corresponding to the KdV subsets Si, S˜i, respectively. Recall
that degt1 FSi = |λ
i| and degt1 FS˜i = |λ˜
i|.
The mutation wi : S 7→ S
(i) will be called degree decreasing if degt1 FS˜i < degt1 FSi.
Theorem 6.27. Any mKdV tuple S can be transformed to the mKdV tuple S∅ = (S∅, . . . , S∅)
by a sequence of degree decreasing mutations.
Proof. Let S = (S1, . . . , SN). Let s
i
0 be the minimal element in Si. Denote smin = min(s
1
0,
. . . , sN0 ). Denote d the number of i’s such that s
i
0 = smin.
Lemma 6.28. If d = N , then S = S∅. 
Thus we may assume that d < N . Now we will describe a degree decreasing mutation of
S which will decreases d by one if d > 1 and which will increase smin if d = 1. That will
prove the theorem.
Denote S = SN . Then S = SS,σ for some σ ∈ ΣN . Let A = {a1 < · · · < aN} be the
leading term of S.
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Lemma 6.29. We have
smin = min {aσ(1) + 1−N, aσ(2) + 2−N, . . . , aσ(N) +N −N}.(6.19)

Since d < N we may choose i such that aσ(i) + i−N = smin < aσ(i+1) + i+ 1−N . Then
the mutation wi : S 7→ S
(i) decreases d by one if d > 1 and increases smin if d = 1. The
theorem is proved. 
Corollary 6.30. Let S = (S1, . . . , SN) be an mKdV tuple of subsets such that S 6= S
∅.
Let (λ1, . . . , λN) be the corresponding partitions. Then there exists i ∈ {1, . . . , N} such that
2|λi| > |λi+1|+ |λi−1|+ 1. 
For example, let N = 3 and S = (S1, S2, S3) with
(6.20)
S1 = {−1 < 0 < 2 < 3 < . . . }, S2 = {−2, 0, 1, 3, 4, . . .}, S3 = {−1 < 1 < 2 < . . . }.
Then smin = −2 and the mutation w2 produces the triple S
(2) = (S1, S˜2, S3), S˜2 = {0 < 1 <
. . . } and decreases smin.
6.8. mKdV tuples and critical points. Let S = (S1, . . . , SN) be an mKdV tuple. Let
(λ1, . . . , λN) be the N -tuple of the corresponding partitions provided by Lemma 6.8. Let
(Fλ1(t1, t), . . . , FλN (t1, t)) be the corresponding tuple of Schur polynomials.
Theorem 6.31. For a generic fixed t, the tuple (Fλ1(x, t), . . . , FλN (x, t)) of polynomials in x
represents a critical point of the master function Φ given by formula (1.1) where the numbers
k1, . . . , kN are the numbers |λ1|,. . . , |λN |.
For example, if N = 3 and S = (S1, S2, S3) is given by (6.25), then λ
1 = (1, 1), λ2 =
(2, 1, 1), λ3 = (1) is the corresponding triple of partitions. For a generic fixed t the triple
(Fλ1(x, t), Fλ2(x, t), Fλ3(x, t)) represents a critical point of the master function with 7 vari-
ables (u
(j)
i ), j = 1, 2, 3, i = 1, . . . , kj, with (k1, k2, k3) = (2, 4, 1).
Proof of Theorem 6.31. For generic fixed t and any i, all roots of Fλi(x, t) are simple and the
polynomials Fλi(x, t), Fλi+1(x, t) do not have common roots, see Corollaries 6.2 and 6.3. For
any fixed t the tuple (Fλ1(x, t), . . . , FλN (x, t)) is fertile by Lemma 6.26. Now the theorem
follows from Theorem 3.1. 
6.9. mKdV tuples and the generation of critical points. Let S = (S1, . . . , SN) be an
mKdV tuple. Let (FS1(x, t), . . . , FSN (x, t)) be the corresponding tuple of Schur polynomials.
By Lemma 6.6, there exist numbers α1, . . . , αN such that
yS(x, t) = (α1FS1(x, t), . . . , αNFSN (x, t))
is a tuple of monic polynomials in x depending on parameters t.
Recall that t = (t2, t3, . . . ) is an infinite sequence of parameters but the tuple yS(x, t)
depends only on finitely many of them, say on tS = (t2, t3, . . . , td+1) for some integer d. We
introduce the map
YS : C
d → (C[x])N , tS 7→ yS(x, tS).(6.21)
30 A.VARCHENKO AND D.WRIGHT
By Theorem 6.27, there exists a sequence J = (j1, . . . , jm), 1 6 jℓ 6 N , such that
wj1wj2 . . . wjm : S 7→ S
∅ and each mutation wjℓ : wjℓ+1 . . . wjmS 7→ wjℓ . . . wjmS is degree
decreasing.
Recall the map Y J : Cm → (C[x])N , the generation of N -tuples of polynomials in x from
the tuple y∅ = (1, . . . , 1) in the J-th direction, defined in Section 3.6.
Theorem 6.32. The map YS can be induced from the map Y
J by a suitable polynomial map
f : Cd → Cm, that is YS = Y J ◦ f .
Theorem 6.32 says that every family of critical points provided my Theorem 6.31 appears
as a subfamily of critical points generated from the tuple y∅.
Proof. The proof is by induction on m. For m = 0 we have S = S∅, yS = (1, . . . , 1), YS :
Cd → (C[x])N is the constant map tS 7→ (1, . . . , 1). The generation map Y ∅ : C0 → (C[x])N
is the map (pt) 7→ (1, . . . , 1). The map f : Cd → (pt) has the property required in the
theorem.
Now assume that the theorem is proved for the sequence J˜ = (j1, . . . , jm−1). We have the
maps
Y J˜ : Cm−1 → (C[x])N , c˜ 7→ (y1(x, c˜), . . . , yN(x, c˜)),
Y J : Cm → (C[x])N , (c˜, cm) 7→ (y1(x, c˜), . . . , yjm,0(x, c˜) + cmyjm(x, c˜), . . . , yN(x, c˜)),
see formulas (3.6), (3.12). Recall that yjm,0 is the monic polynomial in x satisfying the
equation
Wrx(yjm, yjm,0) = const yjm−1yjm+1(6.22)
and such that the coefficient of xdeg yjm in y˜jm,0 equals zero, see Section 3.4.
We also have the mKdV tuples S = (S1, . . . , SN), S
(jm) = (S1, . . . , S˜jm, . . . , SN) and the
corresponding tuples of monic polynomials in x depending on parameters tS = (t2, . . . , td+1),
namely,
(α1FS1(x, tS), . . . , αNFSN (x, tS)), (α1FS1(x, tS), . . . , α˜jmFS˜jm (x, tS), . . . , αNFSN (x, tS)).
We know that
Wrx(FSjm , FS˜jm ) = const FSjm−1FSjm+1.(6.23)
We have the maps
YS : C
d → (C[x])N , tS 7→ (α1FS1(x, tS), . . . , αNFSN (x, tS)),
Y
S
(jm) : Cd → (C[x])N , tS 7→ (α1FS1(x, tS), . . . , α˜jmFS˜jm (x, tS), . . . , αNFSN (x, tS)).
By induction assumptions we have a polynomial map f˜ : Cd → Cm−1 such that Y
S
(jm) =
Y J˜ ◦ f˜ .
From formulas (6.22), (6.23), it is clear that there exists a unique scalar polynomial fjm(tS)
such that
αjmFSjm (x, tS) = yjm,0(x, f˜(yS)) + fjm(tS)α˜jmFS˜jm (x, tS).
Then the map f : Cd → Cm, yS 7→ (f˜(yS), fjm(tS)) has the required property. The theorem
is proved. 
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6.10. mKdV tuples and differential operators. Let S be a KdV subset with the leading
term A = {a1 < · · · < aN}. Recall the mutations S[a], a ∈ A. These are KdV subsets defined
in (6.12).
For a permutation σ ∈ ΣN consider the mKdV tuple SS,σ = (S1, . . . , SN). Recall that
SN = S. Consider the corresponding tuple of the Schur polynomials (FS1(x, t), . . . , FSN (x, t))
and the differential operator
(6.24)
DS =
(
d
dx
− log′
(
FSN (x, t)
FSN−1(x, t)
))(
d
dx
− log′
(
FSN−1(x, t)
FSN−2(x, t)
))
. . .
(
d
dx
− log′
(
FS1(x, t)
FSN (x, t)
))
with respect to x. Here ()′ denotes the derivative with respect to x. The differential operator
depends on t as a parameter.
Theorem 6.33. The differential operator DS does not depend on the permutation σ ∈ ΣN .
For every fixed t, the rational functions FS[a](x, t)/FS(x, t), a ∈ A, form a basis of the kernel
of DS.
Proof. The first statement of the theorem is a direct corollary of Lemma 5.2 in [MV1],
Theorem 5.3 in [MV1] and Lemma 6.26 in Section 6.7. The second statement follows from
Lemma 5.6 in [MV1]. 
Example. For N = 3, consider the KdV subset S = {−1 < 0 < 1 < 2 < . . . } with
leading term A = {−1 < 0 < 4}. Consider the mKdV triple SS,σ = (S1, S2, S3) with
(σ(1), σ(2), σ(3)) = (2, 3, 1). Here S1 = {−2 < 0 < 1 < 3 < . . . }, S2 = {−1 < 1 < 2 < . . . },
S3 = {−1 < 0 < 1 < 2 < . . . }. We have S[−1] = {−3 < 0 < 1 < 3 < . . . }, S[0] = {−2 <
0 < 1 < 3 < . . . }, S[4] = {0 < 1 < . . . }. Then the functions FS[a]/FS, a ∈ {−1 < 0 < 4},
form a basis of the kernel of the differential operator
DS =
(
d
dx
− log′
(
FS3
FS2
))(
d
dx
− log′
(
FS2
FS1
))(
d
dx
− log′
(
FS1
FS3
))
.(6.25)
6.11. Identities for Schur functions. In Section 6 we proved identities relating the Schur
polynomials and their derivatives with respect to t1, see formula (6.8), Theorem 6.33, Section
6.4. By formula (6.6), the derivatives of a Schur polynomial can be expressed as a linear
combination with integer coefficients of Schur polynomials. Thus, each of those identities
can be written as a polynomial relation with integer coefficients for Schur functions. Since
the Schur polynomials are the characters of representations of the general linear group, each
of such identities can be interpreted as an isomorphism of two representations.
For example, we have Wt1(F(2,1), F(0)) = F(1)F(1) by formula (6.6). This identity can be
written as
F(2) + F(1,1) = F(1)F(1),
by formula (6.6) and can be interpreted as the statement that the tensor square of the
representation with highest weight (1) is the direct sum of two representations with highest
weights (2) and (1, 1).
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6.12. Mutations of mKdV tuples and the affine Weyl group ŴAN−1 . The affine Weyl
group ŴA1 is generated by elements w1, w2 subject to the relations w
2
1 = w
2
2 = 1.
For N > 2, the affine Weyl group ŴAN−1 is generated by elements w1, . . . , wN . We
consider the indices of the generators modulo N , in particular, w0 := wN and wN+1 := w1.
The relations are w2i = 1, wiwi+1wi = wi+1wiwi+1 for all i and wiwj = wjwi otherwise.
For N > 1, denote SmKdV the set of all mKdV N -tuples. In Section 6.7 we defined the
mutation maps wi : SmKdV → SmKdV for i = 1, . . . , N .
Theorem 6.34. The mutation maps define a transitive action of the Weyl group ŴAN−1 on
the set SmKdV . 
Proof. According to the proof of Lemma 6.25, the mutation at the i-th position corre-
sponds to the transposition si,i+1 ∈ ΣN , see formula (6.16). Thus the relation wiwi+1wi =
wi+1wiwi+1 follows from the relation si,i+1si+1,i+2si,i+1 = si+1,i+2si,i+1si+1,i+2 in the symmet-
ric group, and so on. The transitivity follows from Theorem 6.27. 
7. Tau-functions and critical points
7.1. Subspaces of H. For a Laurent polynomial
v =
∑
i
viz
i,(7.1)
the number ord v = min{i : vi 6= 0} will be called the order of v.
Following [SW], let H be the Hilbert space L2(S1) with natural orthonormal basis {zj}j∈Z.
Let H+ be the closure of the span of {zj}j>0 and H− the closure of the span of {zj}j<0. We
have the orthogonal decomposition H = H+ ⊕H−.
Denote Gr0(H) the set of all closed subspaces W ⊂ H such that
zqH+ ⊂W ⊂ z
−qH+(7.2)
for some q > 0. Such subspaces can be identified with subspaces W/zqH+ of z
−qH+/z
qH+.
Let p+ : W/z
qH+ → H+/zqH+ be the orthogonal projection. We say that W is of vir-
tual dimension zero if dim(ker p+) = dim(coker p+), in other words if dimW/z
qH+ =
dimH+/z
qH+ = q. Denote Gr0,0(H) the set of all subspaces of virtual dimension zero.
A subspace W ∈ Gr0(H) has a basis {vj}j>0 consisting of Laurent polynomials. We may
assume that the numbers sj = ord vj form a strictly increasing sequence SW = {s0 < s1 <
s2 < . . . } and vj are just monomials for sufficiently large j. The assignment W 7→ SW is
well-defined. The subset SW will be called the order subset of W .
Lemma 7.1. A subspace W ∈ Gr0(H) lies in Gr0,0(H) if and only if the order subset SW is
of virtual cardinal zero, that is sj = j for sufficiently large j. 
Lemma 7.2. If the order subset of W ∈ Gr0(H) is S∅ = {0 < 1 < . . . }, then W = H+. 
ForW ∈ Gr0,0(H) we may assume that vj = zj for sufficiently large j. We say that a basis
{vj}j>0 of W ∈ Gr0,0(H) is special if it consists of Laurent polynomials such that vj = zj for
sufficiently large j and the numbers sj = ord vj form a strictly increasing sequence.
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7.2. Subspaces in Gr0,0(H) and subspaces in C[x]. Let W ∈ Gr0,0(H). Let S = {s0 <
s1 < . . . } be the order subset of W . Let λ = (λ0 > λ1 > . . . ) with λj = j − sj be the
corresponding partition. Let n be such that sj = j for j > n and hence λj = 0 for j > n.
Let {vj =
∑
i>sj
vj,iz
i}j>0 be a special basis of W such that vj = zj for j > n and vj,i = 0 if
i > n and j 6 n.
Introduce the n + 1-dimensional subspace VW,n ⊂ C[x] as the subspace spanned by the
polynomials fj,n(x), j = 0, . . . , n, given by the formula
fj,n(x) =
λj+n−j∑
i=0
vj,n−i
xi
i!
, j = 0, . . . , n.(7.3)
We have deg fj = λj + n− j for all j. The relation between VW,n and VW,n+1 is given by the
formula
fj,n+1(x) =
∫ x
0
fj,n(u)du for j = 0, . . . , n, and fn+1,n+1(x) = 1.(7.4)
In other words, VW,n+1 =
∫
VW,ndx.
Conversely, let λ = (λ0 > λ2 > . . . ) be a partition and S = {s0 < s1 < . . . }, with
sj = λj − j, the corresponding subset of virtual cardinal zero. Let n be such that λj = 0 for
j > n. Denote Gr(λ, n,C[x]) the variety of all n + 1-dimensional subspaces V ⊂ C[x] such
that V has a basis consisting of polynomials fj, j = 0, . . . , n, with deg fj = λj + n− j.
Denote P = {λ0 + n, λ1 + n− 1, . . . , λn}. Every V ∈ Gr(λ, n,C[x]) has a unique basis
fj(x) =
λj+n−j∑
i=0
vj,n−i
xi
i!
, j = 0, . . . , n,(7.5)
where vj,n−i are some numbers such that vj,j−λj = 1 and vj,n−i = 0 if n− i ∈ P −{λj+n−j}.
The variety Gr(λ, n,C[x]) is an affine space of dimension |λ| with coordinates {vj,n−i}. The
basis of V ∈ Gr(λ, n,C[x]) given by (7.5) will be called special.
To every V ∈ Gr(λ, n,C[x]) we assign WV ∈ Gr0,0(H) with the basis {vj}j>0, where
vj =
∑
i
vj,iz
i, for j = 0, . . . , n,(7.6)
vj = z
j for j > n.
Lemma 7.3. If W is as above, then WVW,n = W . If V ∈ Gr(λ, n,C[x]), then the order set
of WV is S = {s0 < s1 < . . . } with sj = j − λj and VWV ,n = V . 
Let C|λ|[x] be the affine space of monic polynomials of degree |λ|. It has dimension |λ|.
Define the Wronsky map
(7.7)
Wrλ : Gr(λ, n,C[x])→ C|λ|[x], V 7→
1∏
06i<j6n(λj − λi + i− j)
Wr(f0, . . . , fn),
where f0, . . . , fn is the special basis of V . It is well-known that Wrλ is a map of finite
degree dλ, which is calculated in terms of Schubert calculus or representation theory, see for
example, [MTV3], [S].
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7.3. Tau-functions. For a subspace W ∈ Gr0,0(H) with a special basis {vj}j>0 such that
vj = z
j for j > n, we define the tau-function by the formula
τW (t1, t) = det

∑
i v0,ih−i
∑
i v0,ih−i+1 . . .
∑
i v0,ih−i+n∑
i v1,ih−i
∑
i v1,ih−i+1 . . .
∑
i v1,ih−i+n
. . . . . . . . . . . .∑
i vn,ih−i
∑
i vn,ih−i+1 . . .
∑
i vn,ih−i+n
 ,(7.8)
see [SW], cf. (7.1). The tau-function is a polynomial in a finite number of variables t1, t.
For example, τH+ = 1.
The tau-function is independent of the choice of n and the choice of a special basis up to
multiplication of the tau-function by a nonzero number.
Example. Let S = {s0 < s1 < . . . } ⊂ Z be a subset of virtual cardinal zero. Let WS be the
subspace with basis {zsi}i>0. Then the tau-function τWS of WS equals the Schur polynomial
FS.
Lemma 7.4. We have
τW = Wrt1
(∑
i
vi,0h−i+n, . . . ,
∑
i
vi,dh−i+n
)
.(7.9)

Lemma 7.5. Let W be as in Lemma 7.4. Let the polynomials f0, . . . , fn be given by formula
(7.3). Then
τW (t1 = x, t = 0) = Wr(f0(−x), . . . , fn(−x)).(7.10)
Proof. The lemma follows from Lemma 7.4 and formula (6.1). 
Theorem 7.6. Let λ be a partition, S the corresponding set of virtual cardinal zero, g(x)
a polynomial of degree |λ|. Then the set of subspaces W ∈ Gr0,0(H), with order subset S and
such that τW (t1 = x, t = 0) = g(x), is finite. The number of such subspaces (counted with
multiplicities) equals dλ. 
7.4. Properties of tau-functions. Let S = {s0 < s1 < . . . }, S ′ = {s′0 < s
′
1 < . . . } be
subsets of Z of virtual cardinal zero. We say that S 6 S ′ if sj 6 s
′
j for all j. Let λ, λ
′ be
the partitions corresponding to S, S ′, respectively. If S 6 S ′ and S 6= S ′, then |λ| > |λ′|.
Lemma 7.7. Let a subspace W ∈ Gr0,0(H) have order set S = {s0 < s1 < . . . }. Then
τW =
∑
S′>S
wS′FS′,(7.11)
where the sum is over the subsets S ′ of virtual cardinal zero such that S 6 S ′, FS′ is the
Schur polynomial associated with S ′, wS′ is a suitable number, and wS 6= 0. 
Corollary 7.8. We have
τW = a t
|λ|
1 + (low order terms in t1),(7.12)
where a is a nonzero number independent of t1, t.
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We define the normalized tau-function by the formula τ˜W = const τW where the const is
chosen so that
τ˜W = t
|λ|
1 + (low order terms in t1).(7.13)
Let S be a subset of virtual cardinal zero. Let A = {a1, . . . , ak} ⊂ Z be a finite subset of
distinct integers. Assume that {a1, . . . , ak} ∩ (S + k) = ∅. Let W ∈ Gr0,0(H) be a subspace
whose order subset is S. Let v1, . . . , vk be Laurent polynomials such that ord vi = ai for
i = 1, . . . , k.
Lemma 7.9. The subspace zkW + span〈v1, . . . , vk〉 is an element of Gr0,0(H) and
{a1, . . . , ak} ∪ (S + k) is its order subset. 
Let S be a subset of virtual cardinal zero. Assume that the two element subset A = {a1 <
a2} ⊂ Z is such that A∩ (S+1) = ∅. Let W ∈ Gr0,0(H) be a subspace whose order subset is
S. Let v1, v2 be Laurent polynomials such that ord vi = ai for i = 1, 2. Then the subspaces
W1 = zW + span〈v1〉, W2 = zW + span〈v2〉 W3 = W , W4 = z2W + span〈zv1, zv2〉 are
elements of Gr0,0(H), by Lemma 7.9.
Theorem 7.10. We have
Wrt1(τW1, τW2) = const τW3τW4,(7.14)
where const is a nonzero number independent of t1, t.
Proof. The proof follows from Lemma 6.4 and is similar to the proof of Theorem 6.10. 
Notice that Theorem 6.10 is a particular case of Theorem 7.10.
Similarly to Section 6.4, one can obtain more general Wronskian identities for tau-functions
from Lemmas 6.11 and 6.12.
Lemma 7.11. Let W1,W2 ∈ Gr0,0(H) and zkW1 ⊂ W2 for some positive integer k. Then
dimW2/z
kW1 = k.
Proof. Since zkW1 ⊂ W2, the order set SW2 contains the order set SzkW1. Since W1,W2 ∈
Gr0,0(H) the difference SW2 − SzkW1 consists of k elements. This proves the lemma. 
7.5. KdV subspaces. Fix an integer N > 1. We say that a subspace W ∈ Gr0,0(H) is a
KdV subspace if zNW ⊂ W . For example, for any N the subspace H+ is a KdV subspace.
Lemma 7.12. Let W be a KdV subspace with order subset S. Then S is a KdV subset. 
Let S be a KdV subset with leading term A. Recall the mutation KdV subsets S[a] =
{a+ 1−N} ∪ (S + 1), a ∈ A.
Lemma 7.13. Let W1 be a KdV subspace. Let SW1 be the order subset of W1 and A1
the leading term of SW1. Let a ∈ A1 and let w ∈ W1 be such that ord w = a. Then W2 =
zW1+span〈z1−Nw〉 is a KdV subspace with leading term SW1 [a] and such that zW1 ⊂W2. 
Lemma 7.14. Let W1,W2 be KdV subspaces such that zW1 ⊂ W2. Let SW1 be the order
subset of W1 and A1 the leading term of SW1. Then the order subset SW2 is a mutation
of SW1, that is SW2 = SW1 [a] for some a ∈ A. Moreover there exists w ∈ W1 such that
ord w = a and W2 = zW1+span〈z
1−Nw〉. 
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7.6. mKdV tuples of subspaces and mKdV flows, [SW, ?]. We say that an N -tuple
W = (W1, . . . ,WN) of KdV subspaces is an mKdV tuple of subspaces if zWi ⊂ Wi+1 for all
i, in particular, zWN ⊂ W1. Denote GrmKdV the set of all mKdV tuples of subspaces.
For example, for any N
W ∅ = (H+, . . . , H+)
is an mKdV tuple.
Following [SW] consider the group Γ+ of holomorphic maps D0 → C×, where D0 is the
disc {z ∈ C | |z| 6 1}. The group Γ+ acts on GrmKdV by multiplication operators and
induces on GrmKdV commuting flows (called the mKdV flows) in the following sense: if
g = e
∑
tkz
k
∈ Γ+, where t1, t = (t2, t3, . . . ) are numbers almost all zero, then (gW1, . . . , gWN)
is the mKdV tuple obtained from (W1, . . . ,WN) by letting it flow for time tk along the k-th
mKdV flow for each k.
These flows on GrmKdV project to the mKdV flows on Miura opers by the following
construction. Let W = (W1, . . . ,WN) ∈ GrmKdV . Let (τW1, . . . , τWN ) be the tuple of the
corresponding tau-functions. If g = e
∑
t0
k
zk ∈ Γ+, then τgWi(t1, t2, . . . ) = τWi(t1 + t
0
1, t2 +
t02, . . . ) for all i, see [SW]. Define the Miura oper LW = ∂ + Λ + V by the formula
(7.15)
V = diag
(
log′
(
τW1(x+ t1, t)
τWN (x+ t1, t)
)
, log′
(
τW2(x+ t1, t)
τW1(x+ t1, t)
)
, . . . , log′
(
τWN (x+ t1, t)
τWN−1(x+ t1, t)
))
.
This Miura oper depends on parameters t1, t.
Example. Let S = (S1, . . . , SN) be an mKdV tuple of subsets. Then W = (WS1 , . . . ,WSN )
is an mKdV tuple of subspaces. For this W formula (7.15) takes the form
V = diag
(
log′
(
FS1(x+ t1, t)
FSN (x+ t1, t)
)
, log′
(
FS2(x+ t1, t)
FS1(x+ t1, t)
)
, . . . , log′
(
FSN (x+ t1, t)
FSN−1(x+ t1, t)
))
.
Theorem 7.15 ([W1]). For any r ∈ Z>0, the Miura oper LW satisfies the r-th mKdV
equation, see (2.5).
This theorem is Proposition 4.9 in [W1], see also formula (4.2) in [W2] and its proof in
[W2].
7.7. Properties of mKdV tuples of subspaces.
Lemma 7.16. If W = (W1, . . . ,WN) ∈ GrmKdV , then for any i, (Wi,Wi+1, . . . ,WN ,
W1,W2, . . . ,Wi−1) ∈ GrmKdV . 
Lemma 7.17. Let W = (W1, . . . ,WN) ∈ GrmKdV . Let Si be the order subset of Wi and
S = (S1, . . . , SN). Then S is an mKdV tuple of subsets. 
Let W be a KdV subspace with order subset S. Let A = {a1 < · · · < aN} be the leading
term of S. Let v = (v1, . . . , vN) be a tuple of elements ofW such that ord vi = ai for all i. Let
σ be an element of the permutation group ΣN . Define an N -tuple WW,v,σ = (W1, . . . ,WN)
of subspaces by the formula
Wi = {z
i−Nvσ(1), z
i−Nvσ(2), . . . , z
i−Nvσ(i)}+ z
iW,(7.16)
in particular, WN = z
NW + span〈v1, . . . , vN〉 =W .
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Lemma 7.18. The N-tuple WW,v,σ is an mKdV tuple of subspaces. Every mKdV tuple of
subspaces is of the form WW,v,σ for suitable W, v, σ. 
Here is another description of mKdV tuples of subspaces.
Theorem 7.19. Let zNW = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ VN−1 ⊂ VN = W be a complete flag of
vector subspaces such that dim Vi/Vi−1 = 1 for all i. Set
Wi = z
i−NVi, i = 1, . . . , N.(7.17)
Then W = (W1, . . . ,WN−1,WN = W ) is an mKdV tuple of subspaces. Every mKdV tuple
of subspaces is of this form. 
Let W be a KdV subspace. It follows from Theorem 7.19 that the set of mKdV tuples of
subspaces with the prescribed last term WN = W is identified with the set of complete flags
in W/zNW .
7.8. Generation of new mKdV tuples of subspaces. LetW = (W1, . . . ,WN) ∈ GrmKdV .
By Theorem 7.19, the tuple W is determined by a flag zNWN = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂
VN−1 ⊂ WN . The quotient V2/V0 is two-dimensional. Any line V˜1/V0 in V2/V0 determines
a flag zNWN = V0 ⊂ V˜1 ⊂ V2 ⊂ · · · ⊂ VN−1 ⊂ WN which in its turn determines an
mKdV tuple W (1) = (W˜1,W2, . . . ,WN) with W˜1 = z
1−N V˜1. Thus we get a family of
mKdV tuples of subspaces parameterized by points of the projective line P (V2/V0). The
new tuples are parametrized by points of the affine line A = P (V2/V0) − {V1/V0}. We
get a map X(1) : A → GrmKdV which sends a ∈ A to the corresponding mKdV tuple
W (1)(a) = (W˜1(a),W2, . . . ,WN). This map will be called the generation of mKdV tuples
from the tuple W in the first direction.
Similarly, for any i = 1, . . . , N , we construct a map X(i) : A → GrmKdV , where A =
P (Vi+1/Vi−1) − {Vi/Vi−1} which sends a ∈ A to the corresponding mKdV tuple W
(i)(a) =
(W1, . . . , W˜i(a), . . . ,WN). This map will be called the generation of mKdV tuples of subspaces
from the tuple W in the i-th direction.
We will say that the generation in the i-th direction is degree increasing if for any a ∈ A,
we have degt1 τW (i)(a) > degt1 τW .
The tau-function τW˜i(a) depends on a linearly in the following sense. Let {vi}i>1 be a
basis of Vi−1. Let v0 ∈ Vi be such that {vi}i>0 is a basis of Vi. Let v˜0 ∈ Vi+1 be such
that {v˜0, v0, v1, v2, . . . } is a basis of Vi+1. Then the points of A = P (Vi+1/Vi−1)− {Vi/Vi−1}
are parametrized by complex numbers c. A number c corresponds to the line generated
by the subspace V˜i(c) with basis {v˜0 + cv0, v1, v2 . . . }. This c is an affine coordinate on A.
Calculating the tau-function of the subspace W˜i(c) = z
i−N V˜i(c) with respect to the basis
{zi−N (v˜0 + cv0), zi−Nv1, zi−Nv2 . . . } we get the formula
τW˜i(c) = τW˜i(0) + cτWi.(7.18)
Theorem 7.20. For the generation in the i-th direction, the tau-functions of the subspaces
W˜i(c),Wi,Wi−1,Wi+1 satisfy the equation
Wrt1(τWi, τW˜i(c)) = const τWi−1τWi+1,(7.19)
where const is a number independent of t1, t.
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Proof. The proof follows from Lemma 6.4 and is similar to the proofs of Theorems 6.10 and
7.10. 
Corollary 7.21. For any mKdV tuple W = (W1, . . . ,WN) and any fixed t, the tuple
(τW1(x, t), . . . , τWN (x, t)) of polynomials in x is fertile. 
7.9. Normalized generation. If the generation in the i-th direction is degree increasing,
then the generation procedure can be normalized as follows.
Lemma 7.22. Assume that the generation in the i-th direction is degree increasing. Then
there exists a unique line V˜i,0/Vi−1 ∈ Vi+1/Vi−1 such that the subspace W˜i,0 = z
i−N V˜i,0 has
the following property. Consider the polynomial τ˜W˜i,0(t1, t = 0) in t1. Then the monomial
t
degt1 τ˜Wi
1 enters this polynomial with the zero coefficient. 
Now choose {vi}i>1, a basis of Vi−1. Choose v0 ∈ Vi such that {vi}i>0 is a basis of Vi
and the tau-function of Wi with respect to the basis {zi−Nvi}i>0 is the normalized tau-
function τ˜Wi . Choose v˜0 ∈ Vi+1 such that {v˜0, vi}i>1 is a basis of Vi,0 and the tau-function of
W˜i,0 = z
i−N V˜i,0 with respect to the basis {zi−N v˜0, zi−Nvi}i>1 is the normalized tau-function
τ˜W˜i,0 . Then we will parametrize the points of A = P (Vi+1/Vi−1) − {Vi/Vi−1} by complex
numbers c, where a number c will correspond to the line generated by the subspace V˜i(c) with
basis {v˜0 + cv0, v1, v2 . . . }. Calculating the tau-function of the subspace W˜i(c) = zi−N V˜i(c)
with respect to the basis {zi−N (v˜0 + cv0), zi−Nv1, zi−Nv2 . . . } we get the formula
τ˜W˜i(c) = τ˜W˜i,0 + cτ˜Wi .(7.20)
We get a map
X˜(i) : C→ GrmKdV , c 7→W
(i)(c) = (W1, . . . , W˜i(c), . . . ,WN).(7.21)
The map X˜(i) is independent of the choice of vectors v0, v˜0 and the basis {vi}i>1. This map
will be called the normalized generation in the i-th direction.
7.10. Multistep normalized generation in GrmKdV . Let J = (j1, . . . , jm) be a degree
increasing sequence of integers. Starting from the mKdV tuple W ∅ = (H+, . . . , H+) and J ,
we will construct by induction on m a map
X˜J : Cm → GrmKdV .
If J = ∅, the map X˜∅ is the map C0 = (pt) 7→ W ∅. If m = 1 and J = (j1), the map
X˜(i1) : C → GrmKdV is given by formula (7.21) for W = W
∅ and i = j1. In this case
equations (7.19) and (7.20) take the form
Wrt1(1, τW˜i(c)) = const, and τ˜W˜i(c) = t1 + c.
Assume that for J˜ = (j1, . . . , jm−1), the map X˜
J˜ is constructed. To obtain X˜J we apply the
normalized generation procedure in the jm-th direction to every tuple of the image of X˜
J˜ .
More precisely, if
X˜ J˜ : c˜ = (c1, . . . , cm−1) 7→ (W1(c˜), . . . ,WN(c˜)).(7.22)
Then
X˜J : Cm 7→ GrmKdV , (c˜, cm) 7→ (W1(c˜), . . . , W˜jm(c˜, cm), . . . ,WN(c˜)),(7.23)
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where W˜jm(c˜, cm) is constructed as in Section 7.9. The map X˜
J will be called the normalized
generation from W ∅ in the J-th direction.
It follows from the construction, that
Wrt1(τ˜Wjm (c˜)(t1, t), τ˜W˜jm (c˜,cm)(t1, t)) = const τ˜Wjm−1(c˜)(t1, t) τ˜Wjm+1(c˜)(t1, t),(7.24)
where const is a nonzero integer depending on J only, and
τ˜W˜jm (c˜,cm)(t1, t) = τ˜W˜jm (c˜,cm=0)(t1, t) + cmτ˜Wjm (c˜)(t1, t)).(7.25)
For any (c˜, cm) ∈ Cm, consider the tuple
(τ˜W1(c˜)(t1, t), . . . , τ˜W˜i(c˜,cm)(t1, t), . . . , τ˜WN (c˜)(t1, t))(7.26)
of the normalized tau-functions of the tuple
X˜J(c˜, cm) = (W1(c˜), . . . , W˜jm(c˜, cm), . . . ,WN(c˜)) ∈ Gr0(H).(7.27)
Then each of the functions in (7.26) is a monic polynomial in t1 and the degree vector of
this tuple of polynomials in t1 equals k
J , see (3.10).
7.11. Relations with the generation of critical points. In Section 3.6 for any degree
increasing sequence of integers J = (j1, . . . , jm) we constructed a map
Y J : Cm → (C[x])N , c 7→ (y1(x, c), . . . , yN(x, c)),(7.28)
called the generation of N -tuples from y∅ in the J-th direction. In Section 7.10 for any
degree increasing sequence of integers J we constructed a map
X˜J : Cm → GrmKdV , c 7→ (W1(c), . . . ,WN(c)),
called the normalized generation from W ∅ in the J-th direction. Introduce a map
τ˜ : GrmKdV → (C[t1, t])
N , (W1, . . . ,WN) 7→ (τ˜W1(t1, t), . . . , τ˜WN (t1, t)),(7.29)
which assigns the tuple of nomalized tau-functions to an mKdV tuple of subspaces. We get
the composed map
τ˜ ◦ X˜J : Cm → (C[t1, t)])
N , c 7→ (τ˜W1(c)(t1, t), . . . , τ˜WN (c)(t1, t)).(7.30)
Lemma 7.23. For any c ∈ Cm, we have
Y J(c) = (τ˜W1(c)(t1 = x, t = 0), . . . , τ˜WN (c)(t1 = x, t = 0)).(7.31)

Lemma 7.23 says that if a tuple (y1(x), . . . , yN(x)) represents a critical point which was
generated from y∅ by a degree increasing generation, then there exists an mKdV tuple
(W1, . . . ,WN) such that (y1(x), . . . , yN(x)) equals the right hand side in (7.31).
Lemma 7.24. The map X˜J sends distinct points of Cm to distinct points of GrmKdV .
Proof. The lemma follows from Lemmas 7.23 and 3.5. 
The polynomials in the image of τ˜ ◦X˜J depend all together only on finitely many variables
in t = (t2, t3, . . . ). Denote them by tJ = (t2, t3, . . . , td+1). Then we get a map
T J : Cm+d → (C[x])N , (c, tJ) 7→ (τ˜W1(c)(x, tJ), . . . , τ˜WN (c)(x, tJ)).(7.32)
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Theorem 7.25. The map T J can be induced from the map Y J by a suitable epimorphic
polynomial map f : Cm+d → Cm, that is T J = Y J ◦ f .
Proof. The proof is by induction onm and follows from comparing equations (3.3) and (7.24),
cf. the proof of Theorem 6.32. 
Recall the family of Miura opers µJ : Cm →M, c 7→ µ(Y J(c)), assigned to the map Y J
in Section 4.3. In Section 5 we proved that the family µJ is invariant with respect to all
mKdV flows, see Corollary 5.2. Theorems 7.15 and 7.25 clearly give a new proof of this fact.
7.12. Transitivity of the generation procedure.
Theorem 7.26. Let W ∈ GrmKdV be an mKdV tuple of subspaces. Then there exists a
degree increasing sequence J = (j1, . . . , jm) and a point c ∈ Cm such that W = X˜J(c).
Proof. Let W = (W1, . . . ,WN). Let S = (S1, . . . , SN) be the tuple of the corresponding
order subsets. The tuple S is an mKdV tuple of subsets by Lemma 7.17. By Theorem 6.27,
there exists j ∈ {1, . . . , N} such that the mutation wj : S → S
(j) = (S1, . . . , S˜j , . . . , SN) is
degree decreasing. Let us consider the generation
X(j) : A→ GrmKdV , a 7→ (W1, . . . , W˜j(a), . . . ,WN),
from W in the j-th direction. By Corollary 7.8 and Theorem 7.20 there exists a unique
a ∈ A such that degt1 τW˜j(c) < degt1 τW˜j . It is clear that the generation from X
(j)(a) in the
j-th direction is degree increasing. If the tuple X(j)(a) is not W ∅, then we may apply the
same reason to X(j)(a) and decrease the t1-degree of another coordinate tau-function. After
finitely many steps of this procedure we will obtain W ∅. The theorem is proved. 
Theorem 7.27. If W = (W1, . . . ,Wn), W˜ = (W˜1, . . . , W˜n) ∈ GrmKdV are such that
(τ˜W1(t1 = x, t = 0), . . . , τ˜WN (t1 = x, t = 0)) = (τ˜W˜1(t1 = x, t = 0), . . . , τ˜W˜N (t1 = x, t = 0)),
then W = W˜ .
Proof. By Theorem 7.26, there exists a degree increasing sequence J = (j1, . . . , jm) and a
point c = (c′, cm) ∈ Cm = Cm−1 × C such that W = X˜J(c). The proof of Theorem 7.27 is
by induction on m.
If J = ∅, then τ˜W1(t1 = x, t = 0), . . . , τ˜WN (t1 = x, t = 0)) = (1, . . . , 1). This condition
determines W uniquely, W = (H+, . . . , H+).
Assume that Theorem 7.27 is proved for m−1. Starting from W˜ we generate in the jm-th
direction the one-parameter family Wˆ (s) of tuples in GrmKdV as explained in Section 7.8.
That family has exactly one value s0 of the parameter s such that degt1 τ˜Wˆjm (s0) < degt1 τ˜W˜jm .
By induction assumption, we have Wˆ (s0) = X˜
J ′(c′), where J ′ = (j1, . . . , jm−1). Therefore,
W = W˜ . 
Corollary 7.28. The points of the set GrmKdV of mKdV tuples are in one-to-one correspon-
dence with the tuples (y1, . . . , yn) of the population of tuples generated from y
∅, see Section
3.6. The correspondence is
(W1, . . . ,Wn) 7→ (τ˜W1(t1 = x, t = 0), . . . , τ˜WN (t1 = x, t = 0)).(7.33)

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