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Abstract
In several applications needing the numerical computation of eigenvalues and eigenvectors
we deal with strongly quasi-diagonal matrices. An iterative explicit method for this kind of
problem is proposed here. Its convergence is proved by means of an argument based on the
perturbed fixed slope method. Numerical experiments complete this work.
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1. Introduction
Let us consider the problem of computing the eigenpair of a quasi-diagonal mat-
rix. Let Cn×1 denote the complex linear space with the Euclidean norm ‖ · ‖. We
recall that the corresponding subordinated operator norm satisfies
‖M‖ = √ρ(M∗M) for all M ∈ Cn×n,
where ρ denotes the spectral radius.
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We shall deal with a nonsingular matrix A ∈ Cn×n and its decomposition
A = D + , where D(i, j) :=
{
A(i, i) if i = j,
0 if i /= j. (1)
Let δ  0 be given by
δ := ‖‖.
We suppose that δ is “small enough” in a sense to be made precise later.
In these circumstances we are interested in computing the eigenvalues and eigen-
vectors of A iteratively and taking as initial approximations the diagonal entries and
the canonical vectors respectively.
2. The problem and the method
We consider here the case of distinct diagonal coefficients:
i /= j ⇒ D(i, i) /= D(j, j). (2)
For each s ∈ N, 1  s  n, we consider D(s, s) as an approximate eigenvalue of
A and the canonical column es defined by
es(i) :=
{
1 if i = s,
0 otherwise,
as a corresponding approximate eigenvector.
From perturbation theory (see, for instance, [4]) we know that, for each fixed s
and for δ small enough, A has an eigenvector x∞ such that e∗s x∞ = 1. Thus we may
formulate the problem as
Find x∞ ∈ Cn×1 such that Ax∞ = λ∞x∞, e∗s x∞ = 1. (3)
In order to produce an iterative scheme for approximating x∞ starting from x0 := es ,
we formalize problem (3) as the one consisting of finding the root of some nonlinear
differentiable operator with nonsingular first Fréchet derivative and apply to this
problem a perturbed fixed slope or modified Newton algorithm. In this context, let
us define the operator
F := Cn×1 → Cn×1, F (x) := Ax − xe∗s Ax. (4)
It is evident that any nonzero x ∈ Cn×1 satisfying
F(x) = 0 (5)
is an eigenvector of A corresponding to the eigenvalue
λ := e∗s Ax.
Moreover, since A is nonsingular, λ /= 0 and hence necessarily
e∗s x = 1. (6)
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We remark that the Fréchet derivative of F is given by
F ′(x) = (I − xe∗s )A− e∗s AxI.
If we choose, as suggested, x0 := es , then
F ′(x0) = (I −Qs)A−D(s, s)I,
where
Qs := ese∗s
is the orthogonal projection on the s-axis.
A perturbed fixed slope iteration is built using a nonsingular approximation of
F ′(x0), and we suggest for this purpose the matrix
B := (I −Qs)D −D(s, s)I
for which
‖F ′(x0)− B‖ = ‖(I −Qs)‖  ‖‖  δ.
B is a diagonal nonsingular matrix whose inverse is given by
B−1(i, j) =


(D(i, i)−D(s, s))−1 if j = i /= s,
−D(s, s)−1 if j = i = s,
0 if j /= i.
The corresponding iterative scheme is
x0 := es,
xk+1 := xk − B−1F(xk),
or, equivalently,
x0 := es,
xk+1 := B−1
[
D(s, s)xk(s)(xk − es)−D(s, s)xk + (xke∗s − I )xk
]
.
(7)
3. Convergence results
Theorem 1. Assume that A has been normalized such that
‖A(s, ∗)‖ = 1, (8)
and that the parameters δ and
m := max
{
|D(s, s)|−1, max
i /=s |D(i, i)−D(s, s)|
−1}
satisfy
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0  δ  1 + 4m− 2
√
2m(1 + 2m)
m
. (9)
Then (3) has a unique solution x∞ in the closed neighborhood
N0 :=
{
x ∈ Cn×1: ‖x − x0‖  ρ
}
,
where
ρ := 1 −mδ −
√
(1 −mδ)2 − 8m2δ
4m
> 0,
and the sequence defined by (7) converges to x∞.
Proof. It is easy to prove from (9) that
mδ < 1 and 8m2δ  (1 −mδ)2.
The iterative formula (7) leads to
‖x1 − x0‖  mδ < 1.
Since, for all x, y and h in Cn×1
‖(F ′(x)− F ′(y))h‖  2‖A(s, ∗)‖‖x − y‖‖h‖,
we may choose, taking into account (8),  := 2 as a Lipschitz constant ofF ′ : Cn×1 →
Cn×n. Set
γ := 1
2
(
1 +mδ −
√
(1 −mδ)2 − 8m2δ) ∈ [0, 1[, (10)
and for x ∈ N0, define:
G(x) := x − B−1F(x),
E(x) := F(x0)+ B(x − x0)− F(x).
We remark that x∞ = G(x∞) if and only if F(x∞) = 0. We will apply the fixed
point Banach theorem to G, following [3]. Let us prove that N0 is invariant under G
and that G : N0 → Cn×1 is a contraction. Notice that
E(x0) = 0,
and that, for all x ∈ N0,
E′(x) = B − F ′(x0)+ F ′(x0)− F ′(x),
‖E′(x)‖  ‖x − x0‖ + δ  ρ + δ,
‖E(x)‖ = ‖E(x)− E(x0)‖  (ρ + δ)‖x − x0‖  (ρ + δ)ρ,
G(x)− x0 = B−1(E(x)− F(x0)).
Hence
‖G(x)− x0‖  m(2ρ + δ)ρ +mδ = ρ.
This proves that G(N0) ⊆ N0.
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Also, for all x ∈ N0,
G′(x) = I − B−1F ′(x) = B−1(B − F ′(x0)+ F ′(x0)− F ′(x)) = B−1E′(x),
so
‖G′(x)‖  m(2ρ + δ) = γ < 1,
which proves that G : N0 → Cn×1 is a contraction. 
Theorem 2. The sequence defined by (7) converges to x∞ at the following rate: for
all k  0,
‖xk − x∞‖  mδ1 − γ γ
k,
where γ is given by (10).
Proof. It is a well known corollary of the Banach fixed point theorem. 
4. Computational efficiency
We observe in Eq. (7) that the computations of the coordinates of xk+1 are inde-
pendent from one another and that in the right hand side we only have one matrix-
vector product xk that can be computed at each iteration once for all the entries of
xk+1. As B is a diagonal matrix the product by B−1 is, in fact, one division in each
coordinate and the algorithm may read as follows:
Algorithm
1. Given , x0, s, D, maxit and tol
2. Initialize ds = D(s, s), k = 0, xold = x0 and res = tol + 1
3. while (k < maxit) and (res > tol)
(a) k = k + 1; y =  ∗ xold
(b) for i = 1, n, i /= s
xnew(i) = ds ∗ xold(s) ∗ xold(i)− ds ∗ xold(i)+ y(s) ∗ xold(i)− y(i)
D(i, i)− ds
end for
xnew(s) = ds ∗ xold(s) ∗ (xold(s)− 1)− ds ∗ xold(s)+ y(s) ∗ xold(s)− y(s)−ds
(c) z = A ∗ xnew; λ = z(s); res = ‖z− λ ∗ xnew‖; xold = xnew
end while
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The arithmetic complexity of this algorithm is of the order of 9n+ 2 ∗ p(n) per
iteration and eigenpair, where p(n) is the number of arithmetic operations of the
matrix-vector product (by A or ). When A is sparse, p(n) is of the order of n and
so, even for all eigenvalues, the computational cost of this method is of the order
of n2. The alternative QR method would take approximately 25n3 operations, see
[5].
This algorithm can be competitive for sparse matrices and, certainly, when only a
few specific eigenvalues are wanted.
Although Arnoldi method also takes advantage of sparsity, our algorithm is sim-
pler and gives an eigenpair wherever the eigenvalue is located in the spectrum.
5. Numerical experiments
First we observe that a similar method for symmetric matrices was given in [2] in
the context of numerical optimization.
We remark that the hypothesis (9) may appear rather restrictive. Nevertheless,
in practice, many examples show that the sufficient condition of Theorem 1 is not
indeed necessary (see Table 4). Table 1 shows values of δ ensuring convergence,
corresponding to different values of m.
Let us consider the results given by applying the algorithm to the following
%-dependent matrix:
A(%) := 1√
1 + %2


5 0 0 0 %
0 4 0 0 0
% 0 3 0 0
0 % 0 2 0
0 0 % 0 1

 , (11)
where % ∈ [0, 1[.
Table 1
δ versus m
m δ enough for convergence
10−2 5.00E+01
10−1 4.20E+00
1 1.01E−01
10 1.21E−03
102 1.24E−05
103 1.24E−07
104 1.24E−09
105 1.25E−11
106 1.24E−13
107 1.49E−15
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Fig. 1.
Let us fix the index s := 5 and observe that the condition (8) is satisfied indepen-
dently of %. The parameters m and δ depend on % as
m =
√
1 + %2, δ = %√
1 + %2 .
Hence condition (9) is satisfied if and only if,
0  %  1 + 4
√
1 + %2 − 2
√
2
√
1 + %2 + 4(1 + %2), (12)
or, equivalently,
f (%) := 1 − 132%2 + 3206%4 + 7292%6 + 3969%8  0.
The study of this polynomial shows that (12) is satisfied if 0  %  0.1. The function
f : [0, 0.15] → R is illustrated in Fig. 1.
Since we tested the method for the 5th eigenpair, x0 = e5 and
λ0 := e∗5Ax0 = e∗5Ae5 = A(5, 5) =
1√
1 + %2 .
Eq. (7) gives the kth approximation to the eigenvector. The corresponding approxi-
mation to the eigenvalue is
λk := e∗s Axk.
Iterations stop for the first iterate index k such that
‖Axk − λkxk‖ < 10−15.
Tables 2 and 3 show the sequence of approximate eigenvalues, their relative errors
with respect to the LAPACK approximation λ∞, obtained by QR method [1], and the
corresponding residuals for two different values of %. However, Table 4 shows the
needlessness of the sufficient condition (12).
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Table 2
Results for % = 0.01
k λk
|λk−λ∞||λ∞| ‖Axk − λkxk‖
0 0.99995000374969 1.25E−07 2.50E−05
1 0.99995012874344 1.19E−14 3.13E−10
2 0.99995012874345 4.11E−15 7.82E−13
3 0.99995012874345 1.12E−16 1.10E−17
Table 3
Results for % = 0.10
k λk
|λk−λ∞||λ∞| ‖Axk − λkxk‖
0 0.99503719020999 1.25E−04 2.49E−03
1 0.99516156985877 1.18E−08 3.12E−06
2 0.99516157763249 3.91E−09 7.78E−08
3 0.99516158152033 9.77E−13 9.87E−11
4 0.99516158152118 1.23E−13 2.44E−12
5 0.99516158152130 2.24E−16 3.18E−15
6 0.99516158152130 2.24E−16 7.56E−17
Table 4
Results for % = 1.00
k λk
|λk−λ∞||λ∞| ‖Axk − λkxk‖
0 0.70710678118654 1.22E−01 1.77E−01
1 0.79549512883486 1.25E−02 2.47E−02
2 0.80101940056288 5.60E−03 7.26E−03
.
.
.
.
.
.
.
.
.
.
.
.
20 0.80553190635243 3.81E−13 5.07E−13
.
.
.
.
.
.
.
.
.
.
.
.
24 0.80553190635273 1.93E−15 2.88E−15
25 0.80553190635273 4.13E−16 7.60E−16
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