Abstract. For the graph-based semi-supervised learning, the performance of a classifier is very sensitive to the structure of the graph. So constructing a good graph to represent data, a proper structure for the graph is quite critical. This paper proposes a novel model to construct the graph structure for semi-supervised learning. In this new structure, the weights of edges in the graph are obtained by the linear combination of a Nonnegative Sparse graph and K Nearest Neighbour graph (NSKNN-graph). The NSKNN-graph can capture both the global structure (by global sparse graph) and the local structure (by the KNN graph). We demonstrate the effectiveness of NSKNN-graph on the UCI dataset. Experiments show that the NSKNN-graph has advantages over graphs constructed by conventional methods.
Introduction
The semi-supervised learning problem has attracted an increasing amount of interest recently. Many new mathematical methods have been introduced into this research field, such as minimum cut [1] 、 Gaussian fields [2] and spectral graph theory [3] . Conventionally, the graph-based semi-supervised learning [4] , directly or indirectly making use of manifold hypothesis, first constructs a graph structure with all the training instances (marked or unmarked) as the nodes of the graph and the similarity of the nodes as (weighted) edges of the graph. Then, the objective functions are defined and optimized. Eventually the decision functions as the regularization are smoothed on the graph to obtain the optimal model parameters.
The graph-based semi-supervised learning has been applied in many fields, but how to construct effective structures for the graph with semi-supervised learning is still an open topic. Conceptually, a good graph should reveal the intrinsic complexity of the data (through local linear relationships), and also capture the whole structures of the data globally. Traditional methods (such as K nearest neighbors) mainly rely on pair-wise Euclidean distances and construct the graph by a family of overlapped local patches. Such kinds of graphs only capture local structures without figuring the whole structures of data globally.
Liu et al. [5] constructed a low rank graph. Although the graph can capture the global structure of data, still ignores the local details of the data structure. In addition, because of its coefficients can be negative, such will make the data offset each other by subtracting. Yan et al. [6] proposed to construct a sparse graph by solving a 1 l norm optimization problem. Such kinds of sparse graphs can capture the global structures of data by choosing the sparsest representation for each sample from all the linear combinations of other samples.
To improve the structure of the graph, we propose to construct a composite graph, in which the weights of edges are obtained by the linear combination of a Nonnegative Sparse graph and a K nearest neighbor graph (NSKNN-graph). The NSKNN-graphs can reveal the intrinsic complexity of the data with capturing certain global structures by the sparse representation and capturing local 2nd International Conference on Advances in Mechanical Engineering and Industrial Informatics (AMEII 2016) structures by the KNN. We select two popular graph-based semi-supervised learning frameworks, Gaussian Harmonic Function (GHF) and Local and Global Consistency (LGC), to compare the effectiveness of different graphs, which include NSKNN-graph, low rank graph, KNN graph, sparse graph and exp-weight graph. We conducted experiments on UCI dataset. Experiments show that the NSKNN-graph can significantly improve the performance of semi-supervised learning. These results clearly demonstrate that NSKNN-graph can reveal the true intrinsic complexity of the data. 
NSKNN-graph Construction
where is the overcomplete dictionary with atoms of i a , In this way, a non-negative sparse coefficient matrix
For any two nodes i x and j x , let ( )( 1, 2,.., , )
KNN method usually chooses the distance as its measurement constraint. Firstly we calculate the distance between a node i x and all other nodes, then select k nearest nodes i x which belong to the k neighbor set ( ) j K i , finally measure whether a node i x is a k nearest neighbor of the node j x or not, if i x belongs to ( ) j K i , the corresponding weight of the edge j x and j x is 1, otherwise 0. The specific processing is as follows.
( ), ( , )
In this way, a matrix R n n K × ∈ is constructed, which is composed of 1 and 0. A good graph should reveal the intrinsic complexity of the data. To improve the classification accuracy, we propose to construct a composite graph, in which the weights of edges are obtained by the linear combination of a Nonnegative Sparse graph and K Nearest Neighbor graph (NSKNN-graph), as well as a nonnegative constraint. That is, we construct a composite matrix W by solving the following linear problem:
In this way, a matrix R
The algorithm of constructing the NSKNN-graph
Given a matrix of data
, we may construct an undirected graph ( , ) 
Semi-supervised classification based on NSKNN-graph
In this subsection, we select two popular methods, Gaussian Harmonic Function (GHF) [7] and Local and Global Consistency (LGC) [8] , to compare the effectiveness of different graphs. 
Experiment
We carry out the classification experiments on the three types of UCI dataset and compare the performance of NSKNNG , low rank graph (LRG), KNN graph (KNNG), sparse graph (SG) and exp-weight graph (EWG). Table1 is the basic attributes of the three types of UCI datasets used in our experiments. Table1 The basic attributes of the three types of UCI dataset  dataset  categories  dimensions  samples   vote  2  16  435  wdbc  2  30  569  iris  3  4  150 As can be seen from the experimental results of Table 2 , the classification accuracy is highest when the value of the parameter β is 0. For the three types of UCI dataset, we randomly selects 5%, 10%, 15% and 20% of the total samples as the train samples with the remaining as the test samples. Classification accuracy takes the average accuracy of 10 independent experiments. The percentage of labeled samples ranges from 5% to 20%, instead of ranging from 25% to 40% or 45% to 60%. This is because the goal of semi-supervised learning is to reduce the number of labeled samples. So we are more interested in the performance of semi-supervised learning methods with low labeling percentages. The classification results are reported in Table3 and Table4. From these results, we can see that NSKNN-graph consistently achieves the lowest classification error rate compared to the other graphs, even with low labeling percentages, and still have the validity with different label propagation method. This suggests that NSKNN-graph is good at representing the intrinsic structure of the data and more suitable than other graphs for graph-based semi-supervised learning. 
Conclusion
This paper proposes a new framework to capture the intrinsic structure of data and construct a novel graph, called the Nonnegative Sparse and KNN graph (NSKNN-graph) for graph-based semi-supervised learning. The weights of edges in the graph are obtained by the linear combination of a Nonnegative Sparse graph and KNN graph. The classification results show that the NSKNN-graph is good at representing the true structure of data and thus is more suitable than other graphs for graph-based semi-supervised learning.
