Abstract. We present a Discontinuous Petrov-Galerkin method (DPG) for finite element discretization scheme of second order elliptic boundary value problems. The novel approach emanates from a one-element weak formulation of the differential problem (that is typical of Discontinuous Galerkin methods (DG)) which is based on introducing variables defined in the interior and on the boundary of the element. The interface variables are suitable Lagrangian multipliers that enforce interelement continuity of the solution and of its normal derivative, thus providing the proper connection between neighboring elements. The internal variables can be eliminated in favor of the interface variables using static condensation to end up with a system of reduced size having as unknowns the Lagrangian multipliers. A stability and convergence analysis of the novel formulation is carried out and its connection with mixed-hybrid and DG methods is explored. Numerical tests on several benchmark problems are included to validate the convergence performance and the flux-conservation properties of the DPG method.
Introduction and motivation.
Recent years have seen an always increasing use, development and analysis of discontinuous methods in the approximation of boundary value problems. Within this active research area, Discontinuous Galerkin (DG) formulations certainly occupy a prominent position (we refer to [19] for a survey on the state-of-the-art of the literature on DG methods) and their success in the approximation of hyperbolic problems has prompted for their extension to cover the case of parabolic and elliptic equations.
A considerable impulse in the direction of extending the use of DG methods to parabolic and elliptic equations is due to the contributions given in [6, 7] , where discontinuous finite elements of high order are used in the numerical solution of the compressible Navier-Stokes equations. Two methodological aspects in [6, 7] are of particular importance as for their influence on later research activity.
The first aspect is the technique used to accommodate the viscous terms arising in the momentum and energy balance equations within the structure of the DG formulations traditionally devoted to hyperbolic problems. The technique consists in introducing a new unknown, related to the gradient of the conservative variables, and then providing a consistent approximation for the new unknown. This strategy is closely related to classical mixed methods and is one of the starting motivations of the work conducted, although in different directions, in [2, 3, 16] and in the present article.
The second aspect is the extension of the concept and use of numerical fluxes in the treatment of boundary terms arising from integration by parts of the equations at the element level. Numerical fluxes are a key ingredient of any performing DG formulation and must be properly designed to impart stability and accuracy to the approximation. This is usually done by borrowing their expression from finite volume techniques, as discussed in [3] in the case of DG methods applied to the numerical solution of elliptic boundary value problems. The choice of numerical fluxes in DG methods is not trivial since it must be tailored to the problem at hand, leading in some cases to an involved implementation of the resulting scheme, a drawback that is quite common to many high-order finite volume formulations.
The motivation of the Discontinuous Petrov-Galerkin (DPG) method proposed in the present article strongly arises from this latter observation. It is indeed a fact that the values of the variables on the element boundaries (or an appropriate representation of them) are the ingredients to be used to provide the necessary coupling between neighboring elements. Having this clear in mind, an alternative approach to numerical flux definition may be pursued by introducing independent interface variables that are single-valued functions solely defined on element boundaries (hybrid interface variables). The hybrid interface variables are suitable Lagrangian multipliers that enforce the continuity of the displacement (the scalar variable of the problem) and of the normal stress (the vector variable of the problem) across the interfaces of the finite element triangulation. By doing so, proper interelement connection can be enforced without needing to exhibit any specific upfront recipe for the numerical flux. Therefore, the DPG method establishes a connection between DG and hybrid methods, connection that is presently object of analogous research activity by many authors in different areas (see for example [21, 22, 20] ).
The DPG method was proposed in [10] where a stability and convergence analysis of the formulation was carried out in one spatial dimension. Then, the method has been applied to the numerical solution of scalar advective-diffusive models [12, 11] and of fluid-mechanical problems in both compressible and incompressible regimes [17] .
In the present article we carry out the theoretical analysis of the stability and convergence properties of the novel formulation applied to the solution of an elliptic boundary value model problem in two spatial dimensions, aspect that was still lacking. We also discuss the efficient computer implementation of the scheme, this strenghtening the connection between the DPG methodology and classical DG and mixed-hybrid approaches. Numerical results are then shown to demonstrate the convergence and conservation properties of the novel formulation.
The paper is organized as follows: in Sect.2 we introduce the one-element weak formulation that is the starting point of the DPG approach. In Sect.3 we set up the formulation at the continuous level and we carry out its stability analysis. In Sect.4 we introduce the corresponding approximation and in Sect.5 we discuss the construction of appropriate finite element spaces, addressing in particular the case of the element of lowest degree (DPG¤ ) for which we carry out a stability and error analysis in Sect.6. We address the issue of an efficient implementation of the DPG¤ formulation in Sect.7. In Sect.8 we present some numerical results to validate the convergence performance while in Sect.9 we assess the conservation properties of the DPG method. Finally, in Sect.10 we end with some concluding remarks. 
Problem (2.2) will be referred to as the mixed formulation of (2.1). In this latter context we shall refer in a generalized sense to the mixed unknowns ). While this latter extra-amount of regularity has no practical limiting consequences on the choice of the finite element spaces for the approximation of functions in £ s ¦ ` a ¤ p x , the relaxed continuity requirements for the hybrid variable has the advantage of producing an approximation of the normal stresses that is continuous on each edge of f g . This is not the case with standard hybrid methods, where this latter important conservation property is achieved only in an average sense over the patch of elements surrounding each node of the triangulation.
DPG weak formulation. We introduce the trial function spaces
, respectively, and by summing up on the triangles, and reads:
where
is the usual D product and where we have set [4] for an extensive discussion of this topic).
3.3.
Existence and uniqueness of the 6 ä ae å solution. In this section we prove the existence and uniqueness of the solution of problem (3.4) . To do so, we make use of the generalized saddle point problem theory introduced in [32] and further developed in [8] 
D
, yields (see [14] , Ch. 3, Prop.1.1).
for which is a solution. Let us now go back to the hybrid fields; integrating by parts the first term in the bilinear form 
Proof. Let 
and where
The DPG finite element approximation. Given the finite-dimensional spaces
the DPG finite element approximation of problem (2.1) reads:
We have to define the spaces
and specify their degrees of freedom. The choice of the finite element spaces is absolutely nontrivial in mixed Petrov-Galerkin formulations. The idea is first to lay down the properties we want the trial finite element spaces to satisfy and then to select accordingly the discrete test finite element spaces in order to end up with a stable and convergent approximate scheme.
Trial finite element spaces.
The objectives we want the discrete approximation to achieve are the highest possible level of discontinuity and an equal-order interpolation for g and W g
and for È g and Î g
, respectively. The motivation for adopting equal-order interpolation for both mixed and hybrid variables is that by doing so the numerical performance of a scheme may be significantly enhanced. As a matter of fact, mixed formulations can be interpreted as a phase-space approach. Established approaches in dynamics problems applications suggest that an equal-order treatment of the two fields is the right key to achieve correct energy conservation (see [9] ).
A 
and we set
where functions belonging to approximation. We will start by setting up necessary conditions for the dimension of the test finite element spaces in order the linear system arising from (4.1) to be a square one. The stability of the approximation will provide a sufficient criterion for explicitly selecting the discrete test functions.
We start with performing a count of the total degrees of freedom corresponding to the choice (4.2) as a function of the polynomial degree . Subtracting the total number of constraints enforced by the definition of the hybrid field finite element spaces from the previously obtained amount, provides the total number of equations that must be written to end up with a square algebraic linear system for each value of . Denoting by NE, Ned, Ni and Nb the number of triangles, edges, internal edges and boundary edges respectively, we have
while the total number of constraints is Nc = (k+1)(2 Ni + Nb). Applying Euler's theorem (Ned = (3 NE + Nb)/2), we can express the total number of constraints as a function of NE as Nc = 3(k+1)NE, from which it follows that the dimension of the global finite element test space
that is needed to end up with a square linear system for each value of
Looking at (4.4) and (4.5) it clearly appears that for each , the degrees of freedom for both trial and test spaces as well as the total number of constraints can all be expressed as function of the sole number of mesh triangles NE. Therefore, the proper design of the finite element test function spaces can be carried out at the single element level. Precisely, denoting by
This equation expresses the balance between degrees of freedom, constraints and number of equations that must be fulfilled independently on each single element p . Based on these constraints, we start in the next section with the construction of the finite element test space
in the lowest degree case . The resulting local finite element space will be denoted as DPG¤
5.
Choice of the finite element spaces. In this section we discuss in detail the lowest order finite element approximation DPG¤ and then we use this procedure as a guideline for the generation of higher-order elements. 
is the Raviart-Thomas finite element space of degree [35] . The DPG¤ local finite element space is then defined on each element as
Higher order
. Under the assumption that the local finite element trial space is defined as in (4.2)-(4.3), the question is how to construct a suitable test finite element space such that the following conditions are satisfied:
1. the dimension of the test finite element space is
2. the following inf-sup condition is verified
The first condition ensures to end up with a square system. The second condition forces a restriction on the minimum order of the polynomial space for g
. There is no need of such a condition for the term
since both È g and the normal traces of functions in g s p x
are discontinuous on G p .
In the construction procedure, we must distinguish between the case when is an even or an odd integer. Indeed, using the results stated by Lemma 4 and Lemma 6 in [34] (where the same compatibility problem occurs), we have that condition (5.3) holds if
In the first case ( even), the family of finite element spaces is immediately built by setting
and then suitably saturating the degrees of freedom implied by (5.2) [13, 14] defined as (see [37] 
being the barycentric coordinates in p . To summarize, the family of DPG finite element spaces is defined as
and letting
Notice that with the above choices the matrix arising from the term
is always square and nonsingular since both 
Stability and convergence analysis of the approximate DPG¤ solution.
In this section and in the remainder of the article, we focus our attention on the member of the DPG family of lowest degree, the DPG¤ finite element. Numerical results on the convergence performance of higher order elements of the family can be found in [10] .
Existence and uniqueness of the DPG¤ solution.
We start proving the uniqueness (and thus the existence) of the solution of problem (4.1). To do so, we characterize the discrete null spaces Moreover, the following properties hold. PROPOSITION 6.1. There exists a constant 
that, using the coercivity and continuity of the bilinear form
We need now bound the quantityããs
Recalling Now, gathering (6.10) and (6.12) and using the triangle inequality, we end up with (6.7)
D . Let us now prove (6.7)e . Taking g q ÷ g e in the first equation of (6.8) we get
Introducing the projection operator
, we write the latter relation as
Then using the discrete inf-sup condition for
Eventually, using (6.7) D , (6.4) and the triangle inequality, we get estimate (6.7)e .
Error estimates for the hybrid variables.
In this section, we derive a priori error estimates for the discretization errors associated with the hybrid variables È g and Î g
. In doing this, we shall prove some equivalence results between the DPG¤ method and hybrid formulations, both of primal and dual type. and (6.14), we get u
Substituting this latter expression in (4.1)e , we obtain 
Relation (6.18) shows that g actually coincides with the solution @ r g q @ r g ¤ of problem (2.1) obtained with the nonconforming finite element approximation (see [34] 
which coincides with the post-processing procedure discussed in [36] 
(see [1] ). Proceeding along the above guideline, it is possible to further explore the connection existing between the DPG¤ formulation and the dual mixed method. In view of establishing this connection, we assume henceforth to be piecewise constant over f Ì g
. Under this hypothesis, we can use the following result proved in [28] ( is the solution computed by the dual-mixed method. Using the result (6.21) and recalling the standard estimates for the dual-mixed approximation (see [23] , [14] has been defined in (3.1) . For the definition of a uniformly regular triangulation, see [18] .
We are now in a position to state the following result. 
. Subtracting the first equation of (4.1) from the first equation of (3.4), we get u g
Owing to the definition of g # using (6.24), (6.22 ) and the definition (3.2), we eventually get the estimate (6.25 , and, as such, they provide a simple procedure to recover a self-equilibrated stress field within each element satisfying interelement traction reciprocity.
Elliptic problem with variable coefficients.
We come now to briefly addressing the extension of the DPG¤ method to the case of an elliptic model problem with variable coefficients. With this aim, we consider the Poisson problem
is a symmetric positive definite matrix-valued function. The mixed form of (6.27) reads
In this case, the discrete formulation (4.1) becomes:
We let again g be a nonconforming approximation of the solution of problem (6.27) satisfying (6.14). Takingg 
is the usual average of
In presence of strong variations of the coefficient Ú , the harmonic average is well known to provide superior accuracy and stability than the standard average (see [5, 1, 15, 30] ).
7.
Computer implementation of the DPG method. The object of the present section is to discuss an efficient computer implementation of the DPG¤ method. The main issue is to reduce the dimension of the algebraic linear system arising from (4.1). To start with, we consider the following system of 6 equations in 9 unknowns that arises from the contribution of each triangle in (4.1) 
Elliptic model problem no.2.
We study the problem of a 2D steady flow system in a porous medium modeled by the Darcy's law [31] : find the hydraulic potential value problems. A stability and convergence analysis of the novel formulation has been carried out and numerical results have been shown to validate the computational performance of the novel formulation. Introducing the DPG formulation has established a clear connection between mixed-hybrid and Discontinuous Galerkin methods. This result is the motivation and starting point for future investigations and applications of the novel scheme to deal with more general problems.
