involves the solution at each sampling instant of a finite horizon optimal control problem subject to nonlinear system dynamics, and state and input constraints. Mathematical models of engineering systems usually contain some amount of uncertainty. In the robust NMPC problem formulation, the model uncertainty is taken into account. This paper presents an approximate multi-parametric Nonlinear Programming approach to explicit solution of feedback stochastic MPC problems for constrained nonlinear systems in the presence of stochastic uncertainty. It is assumed that the discrete probability distribution of the uncertainty is known. The mathematical expectation of the cost function is minimized subject to state and input constraints. The approximate explicit approach constructs a piecewise nonlinear approximation to the optimal sequence of feedback control policies. It is demonstrated by explicit feedback stochastic NMPC for a cart moving on a plane and attached to the wall via a spring.
I. INTRODUCTION
ONLINEAR Model Predictive Control (NMPC) involves the solution at each sampling instant of a finite horizon optimal control problem subject to nonlinear system dynamics and state and input constraints [1] , [2] , [3] . A survey of the numerical methods for on-line solution of NMPC problems is given in [4] . Most recently, an advanced-step NMPC controller with reduced on-line computational delay has been proposed in [5] . Several approaches to explicit solution of NMPC problems have been suggested in the literature. The benefits of an explicit solution, in addition to the efficient on-line computations, include also verifiability of the implementation. In [6] , [7] , [8] , approaches for off-line computation of explicit suboptimal piecewise linear (PWL) predictive controllers for nonlinear systems with state and input constraints have been developed, based on the multi-parametric Nonlinear Programming (mp-NLP) ideas [9] . In [8] , computational methods to handle non-convex mp-NLP problems have been suggested. Algorithms for solving mp-NLP problems, including the non-convex case, are described also in [10] . Mathematical models of engineering systems usually contain some amount of uncertainty (typically unknown additive disturbances and/or uncertain model parameters). In the robust MPC problem formulation, the model uncertainty is taken into account. In some applications, the system to be controlled is described by a stochastic model where the probabilistic distribution of the uncertainty is assumed to be known. Several approaches for constrained open-loop MPC based on stochastic models (stochastic MPC) are proposed in [11] - [22] . The approaches [11] , [12] , [13] are based on linear state space models with stochastic parameters and/or additive noise and they optimize the expected value of the cost function subject to hard input constraints [11] or probabilistic constraints [12] , [13] . In [14] , [15] , [16] , [17] , stochastic linear MPC approaches incorporating a probabilistic cost and probabilistic constraints are developed. Methods for open-loop stochastic MPC for nonlinear systems have been proposed in [18] , [19] . The stochastic MPC approaches [11] - [19] are based on parametric probabilistic models. Alternatively, the stochastic systems can be modeled with non-parametric models, like Gaussian process models. An on-line optimization approach and an approximate explicit approach to open-loop stochastic NMPC based on Gaussian process models have been proposed in [20] , [21] and in [22] , respectively.
The stochastic MPC methods mentioned above employ an open-loop formulation, which guarantees the robust stability and the robust feasibility of the system, but it may be conservative. This is related to the fact that the control sequence has to ensure constraints fulfillment for all possible uncertainty scenarios without considering the fact that future measurements of the state contain information about past uncertain values. Similar to the closed-loop minmax NMPC approaches [23] , [24] , [25] , the conservativeness of the open-loop stochastic NMPC can be overcome by a closed-loop stochastic NMPC formulation, where the optimization is performed over a sequence of feedback control policies. In [26] , [27] , methods for closedloop stochastic NMPC based on on-line optimization have been proposed.
Based on the related min-max approximate mp-NLP approach in [28] we consider here the explicit solution of closed-loop (feedback) stochastic NMPC problems for constrained nonlinear systems in the presence of stochastic uncertainty. It is assumed that the discrete probability distribution of the uncertainty is known. The approach constructs a piecewise nonlinear (PWNL) approximation to the optimal sequence of feedback control policies for efficient on-line implementation. A2. ...
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As in [23] , first a H ∞ control problem is defined:
Problem P1 ( H ∞ control problem): Design a state-feedback control law:
( ) u k x = (7) guaranteeing that the closed-loop system (1)- (7) with input diag( ) w x λ γ = + , λ ∈ Λ , γ ∈ Γ , and output y has a finite
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a vector of feedback control policies. It is supposed that a full measurement x of the state is available at the current time t . We consider the following feedback stochastic NMPC problem: Problem P2 (Constrained feedback stochastic NMPC problem): Suppose that assumptions A1-A4 hold. For the current x , the feedback stochastic NMPC solves the following optimization problem:
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and the cost function given by:
Here, N is a finite horizon, α is the 2 gain l − which is interpreted as the uncertainty attenuation level, and {} . E means mathematical expectation. It is supposed that N N γ , and by Assumption A2 it can be accepted that
Then by Assumption A2, the expectation can be expressed: 
i
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where [ ] In general, the parameterization of the form (20) would lead to an approximate solution to the feedback stochastic NMPC problem (11)- (18) . Denote with P the whole set of parameters that need to be determined, i.e.:
Then, the expected value (19) of the cost function is:
It should be noted that the argument K in the cost function (18) is now replaced with the argument P . The optimization problem (11)- (18) can be formulated in a compact form as follows:
Problem P3: (23) subject to: ( , , , ) 0 , ,
Problem P3 defines an mp-NLP, since it is NLP in P parameterized by x . We remark that the constraints function ( , , , )
G P x λ γ in (24) is implicitly defined by (12)- (17).
Also, since Λ and Γ are finite sets, (24) represents a finite number of constraints. It should be noted that the number of constraints (24) increases rapidly with the increase of the horizon and the sizes n λ and n γ of the uncertainty sets Λ and Γ . Thus, as the horizon increases from 1 N to 2 N and the sizes of the sets Λ and Γ increase from times. This leads to a stronger motivation for an explicit approach, where the computational complexity is handled in off-line. Define the set of N-step robustly feasible initial states:
In parametric programming problems one seeks the solution * ( ) P x as an explicit function of the parameters x in some set n f X X ⊆ ⊆ℜ [9] .
III. APPROXIMATE MP-NLP APPROACH TO EXPLICIT FEEDBACK STOCHASTIC NMPC
We restrict our attention to a hyper-rectangle n X R ⊂ where we seek to approximate the optimal sequence of control policies
The associated optimal control input is 
Compute the parameters
by solving the following NLP:
subject to: (27) We remark that the optimal parameters 
An estimate 0 ε of the error bound 0 ε is computed as:
If 0 ε ε > , where 0 ε > is the specified tolerance of the cost function approximation error, the region 0 X is divided and the procedure is repeated for the new regions. The detailed approximate mp-NLP algorithm is given in [28] .
It should be noted that in case of non-convexity of problem P3, it can not be guaranteed that the approximation error ( ) x ε associated to the explicit feedback stochastic NMPC will satisfy the requirement ( ) x ε ε ≤ for all x X ∈ .
The non-convexity may also imply that the constraints (24) are violated at some points of the state space. In this respect, the described computational method does not necessarily lead to guaranteed properties, but when combined with verification and analysis methods gives a practical tool for development and implementation of explicit feedback stochastic NMPC. The possibility for implementation verification is a significant advantage of the explicit NMPC in comparison to NMPC based on real-time optimization.
IV. SIMULATION EXAMPLE
Consider a cart with a mass M moving on a plane [23] . The carriage is attached to the wall via a spring with elasticity ( 1) ( 
where 0.001 δ =
[23] and 1.3 1.9 1.9 3.0
The mp-NLP approach described in section III is applied to design an explicit feedback stochastic NMPC controller for the cart. The NMPC minimizes the mathematical expectation (19) of the cost function (18) subject to the system equations (30), (31) and the constraints (32)-(33). In (18) , it is chosen 1 α = and the terminal penalty is given by [23] . Like in [23] [ ]
where:
In [7] , a condition on the approximation tolerance has been derived such that the asymptotic stability of the nonlinear system in closed-loop with the approximate explicit NMPC is guaranteed. According to this condition, the tolerance is chosen to be dependent on the state, which would lead to a state space partition with less complexity in comparison to that corresponding to an uniform tolerance. Here, a similar approach is applied and the approximation tolerance is chosen to be dependent on the state as The partition has 150 regions and 11 levels of search. Totally, 27 arithmetic operations are needed in real-time to compute the control input (11 comparisons, 10 multiplications, 5 additions and 1 exponential).
In Fig. 2 , the suboptimal feedback function
is shown. (Fig. 1) , as well as trajectories in time ( Fig. 3 and Fig. 4 ). In Fig. 3 and Fig. 4 , the control and state trajectories obtained with the explicit min-max NMPC controller [28] are given for comparison. The cost function values corresponding to the closed-loop trajectories associated to the explicit stochastic NMPC and to the explicit min-max NMPC are ˆ1 It can be seen that the explicit feedback stochastic NMPC controller brings the cart to the equilibrium despite of the presence of stochastic uncertainty, and the constraints imposed on the system are satisfied.
V. CONCLUSION
This paper presents an approximate mp-NLP approach to explicit solution of feedback stochastic MPC problems for constrained nonlinear systems in the presence of stochastic uncertainty. It is applied to design an explicit feedback stochastic NMPC for a cart moving on a plane and attached to the wall via a spring. Results show that the explicit stochastic NMPC controller brings the cart to the equilibrium despite of the presence of stochastic uncertainty, and the constraints imposed on the system are satisfied.
