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Résumé
Nous présentons la oneption et le développement d'un omposant logiiel d'interfae entre
des données au format OLE for Proess Control (OPC) et l'infrastruture Global Sensor Network
(GSN) de gestion de données de apteurs. Cette interfae, dénommée wrapper dans le ontexte
GSN, ommunique en mode Data Aess ave un serveur OPC et onvertit les données reçues
au format interne de GSN, selon diérents modes temporels.
Ce travail est réalisé dans le adre d'une thèse sur le ontrle des systèmes répartis de fusion
d'information. Le omposant que nous avons développé permet d'injeter des données OPC,
omme des mesures ou des information d'état d'un proessus industriel, dans un système réparti
de fusion d'informations implanté sur une infrastruture GSN.
Ce omposant se omporte omme un lient du serveur OPC. Programmé en Java et basé
sur le projet Opensada Utgard, il peut être déployé sur tout noeud de alul aeptant une
mahine virtuelle Java. Les tests que nous avons réalisés montrent la onformité du omposant
aux spéiations Data Aess 2.05a du standard OPC ainsi que la disponibilité des diérents
modes temporels.
Abstrat
We present the design and the implementation of an interfae software omponent between
OLE for Proess Control (OPC) formatted data and the Global Sensor Network (GSN) framework
for management of data from sensors. This interfae, named wrapper in the GSN ontext,
ommuniates in Data Aess mode with an OPC server and onverts the reeived data to the
internal GSN format, aording to several temporal modes.
This work is realised in the ontext of a Ph.D. Thesis about the ontrol of distributed infor-
mation fusion systems. The omponent we have developed allows injetion of OPC data - like
measurements or industrial proesses states information - into a distributed information fusion
system deployed in a GSN framework.
The omponent behaves as a lient of the OPC server. Developed in Java and based on
the Opensaa Utgard, it an be deployed on any omputation node supporting a Java virtual
mahine. The experiments we did show the omponent onformity aording to the Data Aess
2.05a speiation of the OPC standard and to the temporal modes.
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1 Introdution
Last deade has seen more and more appliations based on information fusion. These appliations
range from military domain, suh as target detetion, to everyday life with house equipments.
Morover industrial workshops use an inreasing number of various sensors for mahine ontrol
as well as for information proesses. It is then interesting to allow these information systems
to benet from information fusion apabilities. In this perspetive, we will have to interonnet
industrial data systems with Information Fusion Systems (IFS).
On one side we have the area of industrial data systems, where the OLE for Proess Control
standard (OPC) [OPC℄ is largely deployed sine the mid'90s and this standard is ontinuously
evolving. OPC allows interonnetion of data soures and data sink through ommuniation
managers alled OPC servers. Data soures and sink termed as OPC lients may be industrial
equipments, measure devies, alarm buttons, et. Although last version of the OPC standard
introdues ommuniation based on Intranet and Internet protools, a large part of installed OPC
networks use the COM/DCOM interation model developed in Mirosoft Windows environments.
On the another side, there exist a lot of IFS, either aademi or ommerial. They address
very dierent kinds of data soures ranging from low power sensors to huge databases. Software
and hardware IFS vary also largely. Some systems are very speialized, some are able to be
deployed on many kinds of proessing nodes. In the perspetive of our researh ativities, we are
using the Global Sensor Network (GSN)[Ali07℄ as an experimental IFS. GSN is a researh projet
of the LSIR researh laboratory (EPFL, Lausanne, Switzerland) developed in Java, allowing us
to quikly deploy a simple IFS on several omputers. GSN is already equipped with several input
onverters (termed wrappers) for onnetion of various data soures to a GSN infrastruture.
However, there exist no wrapper for onneting OPC data soures to GSN.
We present in this report, the design and the implementation of a GSN wrapper for onnetion
of OPC data soures to a GSN node.
There exist several approahes to onnet OPC servers to GSN. Sine we will mostly deal with
installed OPC systems, we have hosen not to impat the OPC onguration. Consequently, our
wrapper behaves exatly as an OPC lient getting data from one OPC server in a COM-DCOM
ontext. It then formats these data in the GSN data format (termed StreamElement in the
GSN ontext). Implementation of the wrapper is written in Java and is based the open-soure
Opensada Utgard projet [CCJ06℄.
The organization of the report is the following. Setion 2 presents the main features and the
software arhiteture of the GSN system. Setion 3 realls the OPC standard and provides a
simple illustrative example. We expose the design and the implementation of our wrapper in
Setion 4. We have experimented our OPC-GSN wrapper and results are presented in Setion 5.
Setion 6 summarizes our work and proposes future work.
2 GSN
2.1 Overview
The Global Sensor Network projet (GSN) [KMA07a, KMA07b℄ is a middleware supported by
several teams of researhers and developers. Its purpose is to get data from various soures suh
as sensor networks, and to proess them through funtional nodes. A general GSN system is
made of several nodes we all GSN ore (nodes) and sensor networks onneted to these GSN
ores. Several GSN ores may run on a omputer or may be interonneted through an underlying
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Figure 1: Virtual sensor struture
GSN data type Desription
CHAR A string of xed length
VARCHAR A string of variable length
TINYINT An 8-bit signed integer value
(range: -128 to 127)
SMALLINT A 16-bit signed integer value
(range: -32768 to 32767)
INTEGER A 32-bit signed integer value
(range: -2147483648 to 2147483647)
BIGINT A 64-bit signed integer value
(range: -9223372036854775808 to 9223372036854775807)
DOUBLE A 64-bit preision oating point value
(idential to the Java double type)
BINARY A variable sized binary objet
Table 1: GSN data types
network of omputers. A GSN ore is a Java program running inside one Java Virtual mahine
(JVM). Eah ore has a default data-base system used to store and to proess information. A
detailed presentation of GSN is given in [Ali07℄.
Wrapper, virtual sensor and GSN ore A GSN ore manages a set of Virtual Sensors
(VSs), usually partially onneted. VSs are the main elements of the GSN information proess. A
VS (see Figure 1) selets information reeived by its soures, termed wrappers in GSN, aggregates
some of these seleted information, optionally applies a spei proessing to this aggregate and
nally transmits the result to another VS or to an entity external to GSN. Wrappers are the
links between information soures outside the VS and the VS. Soures may be sensors networks
(outside of GSN) or output of other VSs. A wrapper is in harge of the ommuniation with its
soures (written in Java, it an ommuniate with all soures reahable from a Java lass, ranging
from a serial onnetion to a Web servie). It formats its output data in GSN ompatible data
strutures termed StreamElements. Information seletion from eah wrapper is arried out by
a SQL-like query (we all it a wrapper request) and result is stored into a data-base. Following
information aggregation is then proessed also with SQL-like queries (let us all it the global
request) on these results possibly from several wrapper output seletions. Possible spei nal
proessing and result output is ahieved by an instane of a Java lass dened by the designer of
the VS. This Java lass must implements a Java interfae given by GSN. Alternatively to sending
output result to another VS, it an display it on various user interfaes suh as a Web browser.
LISTIC  Researh Report 2007-10-01 É. Benoit, M.-P. Huget, P. Moreaux, O. Passalaqua
Integrating OPC Data into GSN Infrastrutures 3/24
GSN StreamElement StreamElements are data units proessed by GSN. The struture of a
StreamElement is the following:
• An array of strings with the name, the type and the desription of eah produed element,
• An array with the value of the produed element,
• A timestamp.
For instane a StreamElement reording temperature and pressure of a given room will be:
temperature INTEGER temperature in room B206
pressure INTEGER pressure in room C120
25
1024
StreamElement
prodution
time (in ms)
Data types handled by GSN are summarized in Table 1
Let us emphasize that the resulting data ow in GSN is a ow of (disrete time) data elements
(the StreamElements) even if the input of a wrapper may be sustained data.
Example of GSN appliation Let us desribe a VS proessing data from two ameras eah
of them produing a ouple (piture,ompression rate) every minute. We use two idential
wrappers reeiving these ouples, one for eah amera. Eah wrapper request selets and stores
only pitures with a ompression rate greater than 0.9. Then the global request may selet, say
the most reent piture among the last two pitures and a Java lass ould onvert this piture
from JPEG to BMP type for instane.
VS desription Java lasses for wrappers and VS must be loadable at the starting time of the
GSN ore. At startup, a GSN ore read the ongurations of its VS from XML desription les
(one for eah VS), and load required Java ode into its JVM. A VS desription le is divided
into three parts (wrappers used, wrapper and global requests, Java lass) and desribes the
arhiteture of the VS, whih requests should apply, what types of data are proessed and what
is the Java lass of the VS. It also denes symboli names for the various data ows managed
by the VS and its wrappers.
2.2 Behaviour of GSN omponents
Interonnetions between wrappers and VS require the designers of GSN to dene a poliy about
whih VS and wrappers are eetively able to produe data and StreamElements at any time.
Although not learly stated in GSN publiations, this implies to identify two logial states for a
wrapper or a VS:
• not alive: in this state the wrapper or the VS is either unavailable or no more usable.
• ready: in this state the wrapper or the VS is able to reeive data from outside of GSN or
StreamElements from other VS and to send StreamElements.
The GSN poliy states that if one of the wrappers of a VS v is not alive then v is also not alive.
Moreover if a wrapper annot get data from its soure and generates an error aught by the GSN
ore, then it is not alive. Finally, Java ode of wrappers and VS must be loadable at startup
time of their GSN ore, otherwise they will never be ready.
Dynami ongurations of GSN systems A GSN ore is ontinuously aware of all XML
VS desription les in a spei diretory and it gets at startup, the list of its possible wrap-
pers in a le giving pairs (GSN wrapper name, wrapper Java lass name). Java lasses of the
wrappers must be available at startup. Thus GSN annot, at this time of writing, handle dy-
nami injetion of new wrappers. However, a GSN ore user an fore it to start and stop a
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Figure 2: Example of an OPC based system
VS simply by putting/removing its XML desription le in the dediated diretory. We plan to
extend apabilities of GSN ores to allow us for insertion of new wrappers and VS with dierent
ongurations at run time.
3 OPC
3.1 Introdution
Objet linking and embedding for Proess Control (OPC) is a set of speiations initially writ-
ten by the WinSEM (Windows for Siene Engineering and Manufaturing) group to standardize
interfaes between devies and appliations in the ontext of workshops and Mirosoft Windows
Operating Systems with COM-DCOM protools. Before OPC, data exhanges were ahieved
using the previous Mirosoft Windows standard Dynami Data Exhange (DDE), but the limi-
tations of this standard were quikly reahed. The OPC standard denes objets, interfaes and
methods to ontrol and failitate the interoperability between appliations and devies whih are
responsible for aquiring data. Information is sent by the devies to one or several OPC servers
that group data and expose it to lient appliations or other devies. These appliations an be
Supervisory Control and Data Aquisition (SCADA) systems or dediated lients. An overview
of the OPC onepts is disussed in [Li 02℄.
Sine 1996 new OPC speiations are released and updated. Initially, data exhanges be-
tween OPC servers and lients were based on the COM-DCOM Windows Mirosoft standard.
However, interoperability with more and more various devies, not neessary running on a Mi-
rosoft Windows operating system environment, leads the OPC foundation to dene a new
general OPC ontext and new ommuniation protools. This last OPC speiation [SW06℄,
named Unied Arhiteture (UA), is using a unique Web servie interfae and all operations suh
as Data Aess, Alarm and Even and others (see below for details) have been redened in this
ontext.
3.2 Illustrative example
Let us onsider a very simple workshop where elements of a body ar move on a travelling belt.
Eah element is on a pallet identied at the bottom part by a barode. A 3 axes robot must
arry out some measurements with a laser sensor on the element and the set of measurement
positions are omputed based on the ode of the element. This proess may be implemented
(gure 2) through:
• An OPC server storing barodes provided by the bar ode reader,
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• A bar ode reader sending odes to the OPC server,
• A omputer omputing the set of measurement positions for eah bar ode,
• A robot reading its measurement positions on the OPC server and sending the measure-
ments to this server.
• A Graphial User Interfae (GUI) running on the omputer, to display measurements and
to alert the user if something goes wrong.
3.3 Communiation modes in OPC systems
OPC servers use tables where the last reeived values are stored and an be read by OPC lients,
whih ask for values present at dediated addresses in the table. OPC speiations (see the
OPC foundation Web site [OPC℄) dene several modes of ommuniation.
Data aess The rst one introdued was the Data Aess (DA) speiation, whih is a
request/response mode. In this mode, the OPC server an be seen as a shared memory where
the OPC lients an read or write values, and the role of the server is to manage onurrent
aesses to data. This is the most used ommuniation mode in installed OPC systems and it is
well adapted to measurement extration from a workshop for proessing outside the workshop.
Our OPC-GSN wrapper onforms to the DA speiation.
Alarm and Event The Alarm and Event (AE) speiation provides notiations on user's
demand. In this ase the user has to register a logial expression on the server (suh as temper-
ature higher than 50). The server will eventually send the values (the temperature or the alarm
signal) to the registered lient when the expression is satised. Sine our information fusion
system is fully managed by GSN, we do not take into aount events generated outside of GSN
so we don't integrate the AE speiation in our OPC-GSN wrapper.
Bath The Bath speiation relates to bath proessing modes and the IEC 61512-1 stan-
dard. We did not implement the Bath speiation sine we only see the OPC system as a item
value based data soure.
Data eXhange The Data eXhange (DX) speiation allows the ommuniations between
OPC servers. The protools used in this speiation are internal to OPC systems so that our
OPC-GSN wrapper has not to be aware of this mode.
Historial Data Aess The Historial Data Aess (HDA) speiation provides the same
servie as the DA speiation but taking into aount the time history of the values. Suh a
mode is not needed in our approah sine GSN itself provides all the mehanisms to deal with
sequenes of values suh as searh in the past values, aggregation over the history of an item,
et.
Seurity The Seurity speiation speies how to ontrol lient aess to the servers in order
to protet sensitive information. This speiation is not needed in our ase for two reasons.
In the present work, we assume that we are able to install a GSN ore running our OPC-GSN
wrapper inside the proteted area of the OPC system. Then, GSN supporting high level seurity
mehanisms using network protool suh as HTTPS, this GSN ore an be seurely onneted
to other GSN ores. Inluding seurity protools between the OPC server and the OPC-GSN
wrapper is sheduled in a future release of our wrapper.
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XML-DA The XML-DA speiation provides exible, onsistent rules and formats for ex-
posing data using XML. We do not integrate this speiation in our wrapper sine we restrit
input data to the types managed by GSN. Thus the possible types are the ommon SQL ones
(see table 1).
Complex Data The Complex Data (CD) speiation allows the servers to expose and desribe
ompliated data suh as binary strutures. Here again, this kind of objets are out of the sope
of the OPC-GSN wrapper.
Commands The Commands speiation is a set of interfaes that allows OPC lients and
servers to identify, send and monitor ontrol ommands on a devie. We do not use this spei-
ation beause we see the OPC system as a data soure only. We do not manage ontrol of the
OPC server but on the whole system. However, the development of adaptability funtionalities
with regard to the fusion system on top GSN will probably require to send ontrol ommands to
the OPC system.
3.4 Item ontent
An OPC server provides both data item values and information about these values. For instane,
in DA mode, an OPC lient reeives the following attributes for eah subsribed item:
• The value of the item (suh as a barode read or a temperature),
• The quality of the value (that an be good, bad or unertain),
• The error ode if any,
• The timestamp of the value whih is updated even if the value has not hanged.
3.5 COM-DCOM
OPC lients and servers are based on the Mirosoft (Distributed) Component Objet Model
(COM-DCOM) [Ros98℄, whih denes how omponents interat (in a lient/server framework).
This standard allows several omponents alive in a Mirosoft Windows operating system (OS)
to ommuniate through system alls proessed by the COM-DCOM servie of the OS. The
omponents may be in the same proess, or in dierent proesses or even on dierent Windows
OS (and omputers). The OPC lient has to know the DCOM identier of the OPC server before
asking it for values. Note that using the COM-DCOM standard binds OPC systems to Mirosoft
OS. The new UA arhiteture will allow OPC systems to spread aross non Windows OS.
3.6 OPC simulators
OPC simulators have been developed by ompanies selling OPC servers and lients to ease OPC
appliation developers tests. These software are usually eetive OPC servers ongured to allow
the user to dene a simulation load (items, soures and sinks) in a virtual OPC system and to
onnet the lient under test to this server.
To test our OPC-GSN wrapper we used two simulators: the Matrikon simulator (http:
//www.matrikon.om/produts/op.aspx) and the DSxP simulator (http://www.dsxp.om).
We have hosen the Matrikon simulator sine Matrikon is a very well known OPC solutions
provider ompany. To onrm the ompatibility of our wrapper with OPC DA standard, we
also tested it with the DSxP simulator. Eah simulator has spei restritions we enountered
during tests.
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Figure 3: Funtional view of the onverter
4 OPC integration in GSN
The goal of the OPC-GSN wrapper is to allow a GSN system to get data from an OPC system
(see Figure 3). In this rst version, we onsider the OPC system as a data soure only and
we do not ontrol the OPC system. Information fusion funtions are provided by the GSN
system and the OPC server is ommuniating with the wrapper in the DA mode. Sine OPC
servers expose data items at any time and GSN infrastrutures deal with disrete data ows,
the rst design problem is to dene a timed onversion semantis between OPC data and GSN
StreamElement ows. The seond main design hoie is related to the position of the onverter
in the software/hardware arhiteture made of the OPC server and its onneted GSN ore.
4.1 Timed semantis of data transfer from OPC to GSN
Disrete data ows in GSN are (timed) sequenes of StreamElements produed by wrappers and
onsumed by VS. Sine OPC data are available at any time, we are then faed the problem
of the prodution dates of the StreamElements orresponding to OPC items. Moreover, on
one hand, the OPC server usually samples its item values with a given rate (period ∆tS) and
on the other hand, the onverter must update OPC data with requests to the OPC server
with another sampling rate (period ∆tU ). For what onerns the onverter, we an dene at
least two prodution modes: either the onverter produes one StreamElement every ∆tP time
units (Periodi Prodution Mode with period ∆tP , PPM(∆tP )), or else the onverter emits one
StreamElement only if the item value (without its timestamp) has hanged between to requests
to the OPC server (Change Based Prodution Mode with period ∆tU , CBPM(∆tU )). In PPM,
we should have ∆tP = ∆tU otherwise the onverter will produe several StreamElements with
the same information (∆tP < ∆tU) or some values may be lost (∆tP > ∆tU). Impat of the
various relationships between ∆tS,∆tU and ∆tP , illustrated in gure 4, are the following. We
distinguish two PPM ases and one CBPM ase:
• Case 1: PPM with ∆tS = ∆tU . Then, generated StreamElements and OPC item values
are synhronized. No OPC item hange is lost.
• Case 2: PPM with∆tS > ∆tU . The onverter produes more SreamElements than required
to follow OPC item values hanges and several suessive StreamElements will arry the
same OPC item value.
• Case 3: CBPM. In this ase, ∆tP is not dened. Depending on the relationship between
∆tS and ∆tU , the onverter may miss some modiations of the OPC item values as in
ase 2. However, it annot obviously generate redundant StreamElements as in ase 3.
The gure orresponds to ∆tS > ∆tU and exatly eah OPC item value hange generates
one StreamElement.
Clearly, we should have ∆tS,i ≥ ∆tU for eah OPC item i onverted to be sure not to lose
values from the OPC server. Thus, the OPC-GSN wrapper user must set ∆tU ≤ mini∈I{∆tS,i},
where I is the set of all items onverted from a given OPC server. Sine a given OPC-GSN
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Periodi (PPM) with ∆tS = ∆tU
Periodi (PPM) with ∆tS > ∆tU
Change based (CBPM) with ∆tS > ∆tU
Figure 4: Conversion modes from OPC values to GSN StreamElements
LISTIC  Researh Report 2007-10-01 É. Benoit, M.-P. Huget, P. Moreaux, O. Passalaqua
Integrating OPC Data into GSN Infrastrutures 9/24
Integrated onverter
External onverter
Figure 5: Alternative implementations of the OPC-GSN onverter
wrapper is onneted to one only OPC server, eah ∆tU hoie for the same OPC server requires
one wrapper.
4.2 Implementation arhitetures
We have two possibilities for positioning the onverter in an OPC-GSN system (see Figure 5):
• Integrated onverter: the onverter is a software running on the Windows OS of the server
(or a Windows OS COM-DCOM onneted to the server). This solution requires the
onverter to generate data over HTTP onnetion with a GSN ore, and to ommuniate
with the OPC server through COM-DCOM servies alls.
• External onverter: the OPC-GSN onverter runs outside the Windows OS of the server
and ommuniates with it through COM-DCOM: it an then be a GSN wrapper.
Our implementation is external. Two reasons motivated us for hoosing this solution. First
integrating OPC data inside a GSN system does not mean the ability to modify the possibly
running OPC system. It ould then be forbidden or tehnially impossible to add a onverter on
the OPC side of the appliation. Seond, removing the Windows OS onstraint for the onverter,
we are able to provide an OPC-GSN onnetion running on any system supporting GSN and not
only Windows OS.
4.3 OPC-GSN wrapper software
The wrapper onforms to OPC DA 2.05 and onverts OPC data to GSN data type as indiated in
Table 2. Setion A.4.2 desribes the output format of the wrapper. The wrapper is implemented
in Java (5) and supports two prodution modes (PPM and CBPM). Figure 6 gives the arhite-
ture of the wrapper. Connetion to the OPC server is based on the Opensada Utgard projet
library [CCJ06℄. This projet provides a Java OPC lient and it uses the J-Interop library to
manage the COM-DCOM protool.
The upper left side of Figure 6 shows partially implemented features of the wrapper. Sine
we plan to use GSN as a Controlled and Adapted Distributed Information Fusion System, the
wrapper will be ontrollable. At the moment, we have implemented the denition of ∆tU and
prodution mode: these parameters are regularly monitored by the wrapper so that they an be
hanged at runtime.
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OPC data type Java data type GSN data type
short integer Short SMALLINT
integer Integer INTEGER
single oat Double DOUBLE
double oat Double DOUBLE
urreny Double DOUBLE
date String VARCHAR(100)
string String VARCHAR(100)
boolean String CHAR(5)
byte Byte TINYINT
unsigned byte Short SMALLINT
unsigned word Integer INTEGER
unsigned double word Long BIGINT
array of double String VARCHAR(1000)
word Short SMALLINT
double word Integer INTEGER
unsigned short Integer INTEGER
unsigned integer Long BIGINT
harater Short SMALLINT
Table 2: Data type mapping between OPC, Java and GSN
Figure 6: Software arhiteture of the OPC-GSN wrapper and its environment
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Figure 7: OPC DA ompatibility: experiment onguration
5 Experiments
We onduted several tests on our OPC-GSN wrapper to verify three kinds of properties: om-
patibility of the wrapper StreamElements generated with regard to OPC data types (DA om-
patibility); expeted behaviours of the wrapper in periodi mode (Periodi mode) and in periodi
versus hange based prodution modes (Prodution modes). All experiments run on two om-
puters:
• One omputer runs on Mirosoft Windows server 2003, and supports an OPC server,
• One omputer runs on Red Hat Enterprise Linux AS release 4 and supports the GSN ore
inluding our wrapper under test.
During all experiments, we xed a onstant sampling period (∆tS) on the OPC server and we
vary when required, the update period (∆tU ) of the wrapper.
5.1 OPC DA ompatibility
The test onguration of the DA ompatibility is given on Figure 7. The OPC server is the
Matrikon or the DsXp simulator. To hek the ompatibility of the OPC-GSN wrapper with the
OPC DA speiation, we generate all possible OPC data types with the OPC simulators. In
the GSN ore, we deploy a VS that takes StreamElements from the OPC-GSN wrapper and we
verify that OPC item values are eetively in the StreamElement generated and with the orret
GSN type. We ran the test suessively with the two simulators.
During this test we randomly generate values for items of the types shown in Table 2.
We notied some limitations with eah one. First it is impossible to generate errors on
demand with the Matrikon simulator. Another point is the management of the item values.
Thus even if it is possible to desribe how an item evolve in the Matrikon simulator - by using
mathematial expressions - we have note that it is easier in the DsXp Simulator. In the DsXp
simulator there are four possible behaviours for the items (onstant, asending, desending and
random). These modes are suient in our ase to test the OPC-GSN wrapper. Conerning
DsXp, we have notied that the OPC data types available is a subset of OPC speiation data
types. However, it allows for a detailed denition of generated values and their hanging dates.
Matrikon During this test we randomly generate values for items of the types shown in Table 2.
The ranges of these data types are taken from the Matrikon simulator whih does not generate
values on the whole standard ranges.
DsXp During this test we generate values for items of the types shown above (for eah OPC
type we give the GSN type). The values are generated aording to speial ranges:
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OPC server: Matrikon simulator
OPC server: DsXp simulator
Figure 8: DA ompatibility: onverted item values generated by the simulators displayed by the
GSN WEB interfae
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Figure 9: Update rate tests in PPM and two prodution modes tests: experiment onguration
• Boolean1 is a boolean onverted in a CHAR(5): true and false inversion every seond,
• Date01 is a date onverted in a VARCHAR(50): urrent date and time generated every
seond,
• Int01 is an integer onverted in an INTEGER: from 10 to 30 with a step of 1 every seond,
• Real01 is a double oat onverted in a DOUBLE: from 0 to 300 with a step nearly 1 every
seond,
• Str01 is a string onverted in a VARCHAR(50): yli string values hanged every seond.
All the items are orretly read and an be proessed by GSN. Sreen shots of the results
presented by the Web interfae of the GSN ore are given in Figure 8
5.2 Periodi prodution mode
The aim of this test is to verify the timing semantis of the wrapper desribed in Setion 4.1
in periodi prodution mode. The test onguration is given in Figure 9. The OPC server is
the Matrikon or the DsXp simulator. We run two instanes of the OPC-GSN wrapper eah
one onneted to a VS. We set ∆tP = ∆tU at any time: StreamElements are produed as
soon as and eah time OPC item values are reeived from the OPC server. One wrapper has
a onstant update period smaller than the OPC server sampling period (∆tS > ∆tU ). Hene
this VS reets exatly the evolution of the item value in the OPC system with redundant
StreamElements. The other wrapper starts with a greater update period than the OPC server
sampling period (∆tS < ∆tU); this is the phase 1. Then, in a seond phase, the wrapper uses
an update sampling period greater than the OPC sampling period (∆tS > ∆tU).
In Figure 10, the seond VS output is shown on the top of the sreen and the rst VS output is
at bottom. We see that during phase 1, the OPC item value is 1, 2, 3 or 4 (rst VS). In ontrast,
GSN StreamElements (top) provide only values 1 or 4: this exemplies loss of values due to
∆tS < ∆tU . During phase 2, the rst VS (top) orretly produes (redundant) StreamElements
with values 1, 2, 3 and 4.
5.3 Prodution modes
This test heks the behaviour of the wrapper in two prodution modes: periodi (PPM) and
hange based (CBPM) as dened in Setion 4.3. We set the rst wrapper (see Figure 11, top)
in PPM with ∆tS > ∆tU . This allows us to see all OPC item values. The seond wrapper (see
Figure 11, bottom) is running in CBPM.
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Figure 10: Impat of the wrapper update rate displayed by the GSN WEB interfae
Figure 11: The two prodution modes displayed by the GSN Web interfae
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In the PPM, the wrapper produes a StreamElement every update period (i.e. eah all to
the server). We have set a faster update rate than the sampling rate of the OPC simulator
(here DsXp), so the wrapper shows all the values of the item. In the CBPM, the wrapper only
produes a StreamElement if the OPC item value, seen by the wrapper, has hanged. We an
see in Figure 11 (bottom) that the behaviour of the wrapper onforms to the expeted one.
6 Conlusion
In this report we have presented design and implementation of a software omponent, termed
wrapper in the GSN ontext, providing a GSN appliation with data from an OPC based systems.
This work lls the gap between industrial ontexts and Information Fusion Systems (IFS): OPC
servers are data soures onsumed by the IFS built as a GSN infrastruture.
We restrited ourselves to the Data Aess 2.05a speiation of the OPC foundation to
ommuniate with OPC servers. This is justied rst by the large number of OPC servers still
using this speiation instead of the new OPC foundation Unied Arhiteture and by the
fusion proess apabilities of GSN systems suh as event detetion and historial proess.
We also deided to impat as less as possible OPC systems whih will be onneted to the
GSN system. Our solution ts this requirement sine there is no modiation at all to do on the
OPC side of the appliation using our wrapper. All data proessing is supported either by our
wrapper or else by GSN features. A notieable feature of our OPC-GSN wrapper is the ability
to set the refreshing period of data read from the OPC servers. This allows the IFS designer to
adjust the semantis of the OPC data ow to its fusion proess.
Our experiments show that the OPC-GSN wrapper aurately onverts all data types of the
OPC DA to GSN elementary information unit (stream element) and behave as expeted with
regard to the refreshing period.
This work is part of our projet on adaptable and ontrolled distributed information fusion
systems (ACDIFS). GSN infrastrutures allows us to experiment various solutions with regard
to the ontrol of onnetions between fusion nodes and data soures and seletion of data soures
based on the goals of the ACDIFS. In this respet, we will experiment ontrol mehanisms for
onnetions to data soures (OPC, sensor networks, et). This will require extended ontrol
funtionalities of the OPC-GSN wrapper. Another important point is to take into aount the
new OPC unied arhiteture(OPC UA). Sine OPC UA is based on dierent ommuniation
protools form the COM/DCOM ones, this extension needs to re-design the ommuniation
sheme between OPC servers and GSN.
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A OPC-GSN Wrapper User's manual
The OPC-GSN wrapper is a GSN wrapper allowing you to get data from OPC systems into a
GSN infrastruture. This manual assumes that you have a running OPC server and a runnable
GSN (http://gsn.soureforge.net) ore that is to say, the GSN program running in a Java
Virtual Mahine (JVM).
The OPC-GSN wrapper an onvert all OPC data to GSN StreamElement. It an work in
Periodi Prodution Mode (PPM) or in Change based prodution mode (CBPM). The wrapper
asks for OPC item value to the OPC server every ∆tU milliseond. The ∆tU value is stored in
a text le (in ms). This le is read regularly by the wrapper so that the wrapper an hange
its update rate at runtime. You should set ∆tU ≤ mini∈I{∆tS,i}, where I is the set of all items
onverted from the OPC server and ∆tS,i is the sampling period of item i on the OPC server.
In PPM, the wrapper generates a StreamElement every ∆tU ms. In CBPM, its generates a
StreamELement if and only if the last two updated values from the OPC server dier.
A.1 Requirements
On the GSN omputer, you will need:
• Java: JRE 1.6 or higher.
• The OPC-GSN wrapper ode.
• The Opensada Utgard libraries (http://opensada.org/UtgardReleases):
opensada-op-lib-0.x.y.zip (atually 0.2.0).
The jar les are in the zip le on the following diretory:
opensada-op-lib-0.x.y/lib/*.jar.
LISTIC libraries The OPC-GSN wrapper is part of the Controlled and Adaptable Distributed
Informations Fusion Systems (CADIFUS) projet, developed by the Logiiels et Systèmes team
of the LISTIC. To allow a full ompatibility between the elements produed by the LS team, the
following library is required:
• OPC_GSN_WRAPPER.jar.
This le an be downloaded from the LS team Web site (http://www.listi.univ-savoie.fr/
ls) or from the author's personal Web site
(http://olivier.passalaqua.googlepages.om/opgsnwrapper).
A.2 Installation
A.2.1 OPC-GSN wrapper
The easiest way to install the OPC-GSN wrapper is to opy the le OPC\_GSN\_WRAPPER.jar in
the GSN lib diretory ({GSNHOME}/lib).
A.2.2 Opensada Utgard
To allow GSN to use the Opensada Utgard projet, it is neessary to opy the ontent of the
opensada-op-lib-0.x.y/lib/ diretory in the GSN lib diretory ({GSNHOME}/lib).
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A.2.3 Registering the OPC-GSN wrapper into GSN
To allow GSN to use our wrapper it is neessary to update the le $GSNDIR/onf/wrapper.properties
by adding these lines
1 #########################################################
2 # OPC -GSN wrapper - onvert OPC values to GSN StreamElement
3 # LISTIC - 2007/10/01
4 wrapper .name =opWR
5 wrapper .lass=fr.univ .savoie.listi.sysrepwrappers .OPC.ClientWR
Important: do not modify the name of the wrapper in line 4.
A.2.4 OPC-GSN parameters les
The OPC-GSN wrapper uses two text les to tune during its exeution the prodution mode
and the update period. These two les an be reated anywhere in the GSN diretory tree. It
is only neessary to know their name and where they are to report this information in the XML
desription. We onsider these two les are named:
• pm.txt for the prodution mode,
• wup.txt for the wrapper update period.
It is important to only write the value of the onsidered attribute in eah text le.
A.2.5 Cheking network properties
The network onguration should allow the OPC server and the wrapper on the GSN omputer
to ommuniate with COM-DCOM protools. This may require to hek the seurity settings of
the network equipments (rewalls for instane). You should espeially be aware of:
• The system software used by any OPC server is allowed to ommuniate:
C:\WINDOWS\system32\Openum.exe,
• In the ase of Matrikon and DsXp simulators, these programs are allowed to ommuniate:
C:\Prog...\DSxP\DSxPOpSimulator\DSxPOpSimulator.exe,
C:\Prog...\Matrikon\OPC\Simulation\OPCSim.exe,
C:\Prog...\..\MatrikonOPC\Common\PSTCFG.exe.
• In the ase of prodution servers, the ore program may already be allowed to ommuniate.
A.3 Running a GSN ore with the OPC-GSN wrapper
A.3.1 Classpath and GNS launhing
In every run, the Opensada library jar les and the OPC-GSN wrapper jar le must be in the
Java lass path. Moreover, Opensada library requires j-interop.jar to be the rst in the Java
lass path.
Before running the OPC-GSN wrapper, it is important to modify the sript that onstruts
the Java lass path. We give two ways to do this aording to how the GSN ore is exeuted.
bash sript This sript is automatially generated during the installation of previous versions
of GSN. If you are using the SVN version please go to the next paragraph.
1 #!/ bin /bash
2 p=$GSNDIR/ l i b / j−i n t e rop . j a r
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3 p=$p : / usr / l i b /jvm/ java−6−sun −1 .6 .0 .00/ j r e / . . / l i b / t o o l s . j a r
4 f o r j a r F i l e in $ ( l s l i b /∗ j a r ) ; do
5 p=$p :$GSNDIR/ $ j a r F i l e
6 done
7 java − l a s spa th $p gsn .Main
ant sript This sript is in the build.xml le of GSN. The modiations are in the <path...>
element desription.
1 <path id=" l a s spa th">
2 <pathelement l o  a t i o n=" l i b / j−i n t e rop . j a r "/>
3
4 <pathelement l o  a t i o n="${ bu i ld . d i r }/ joverage− l a s s e s /"/>
5 <pathelement l o  a t i o n="${ bu i ld . d i r }/"/>
6 <pathelement l o  a t i o n="${env .JAVA_HOME}/ l i b / t o o l s . j a r "/>
7 <f i l e s e t d i r="${ l i b d i r }">
8 <in lude name="∗∗/∗. j a r "/>
9 </ f i l e s e t >
10 </path>
A.3.2 Using the OPC-GSN wrapper inside a Virtual Sensor
A wrapper is always used inside a Virtual Sensor (VS) in GSN. So all the attributes of the
OPC-GSN wrapper - suh that the address of the server or the items names - are dened in the
XML desription of a VS. When GSN ativates this VS, the wrapper is set up and an onnet
the OPC server. The desription of suh a VS is given bellow in a dediated setion and must
be stored in the virtual-sensor diretory of GSN.
A.4 OPC-GSN wrapper behaviour
A.4.1 Prodution modes and update period
The user of the OPC-GSN wrapper should dene the refresh period of the wrapper. This period
denes the time in milliseond between two alls from the wrapper to the OPC server: this
period is noted ∆tU . During its exeution, the wrapper read the value of ∆tU presents in a text
le - the e's name is indiated as an attribut of the wrapper in a VS desription (see the listing
in Setion A.5 for an example of desription). When the wrapper has updated the loal item
value, it an produe a StreamElement following modes:
• periodi prodution mode (PPM): in this mode the wrapper produes a StreamElement
eah ∆tU mse.
• hange based prodution mode (CBPM): in this mode the wrapper ompares the loal
value of an item before its update and after its update. If the value or the quality has
hanged, the wrapper produes a StreamElement.
To manage the prodution mode, the user of the wrapper should indiate the name of the text
le in whih the prodution mode is noted (PPM or CBPM). This le is read during the update
period of the wrapper and before the prodution of the StreamElement.
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A.4.2 OPC to GSN data type mapping
OPC data type Java data type GSN data type
short integer Short SMALLINT
integer Integer INTEGER
single oat Double DOUBLE
double oat Double DOUBLE
urreny Double DOUBLE
date String VARCHAR(100)
string String VARCHAR(100)
boolean String CHAR(5)
byte Byte TINYINT
unsigned byte Short SMALLINT
unsigned word Integer INTEGER
unsigned double word Long BIGINT
array of double String VARCHAR(1000)
word Short SMALLINT
double word Integer INTEGER
unsigned short Integer INTEGER
unsigned integer Long BIGINT
harater Short SMALLINT
Table 3: Data type mapping between OPC, Java and GSN
A.4.3 OPC-GSN wrapper StreamElement format
The OPC-GSN wrapper reates a GSN StreamElement based on the OPC values following this
format:
• vaitemnum (GSNtype) is the value of the numth item in the XML desription and its
GSNtype is automatially omputed from the OPC data type,
• eitemnum (INTEGER) is the error ode of any deteted error,
• quitemnum (INTEGER) is the quality of the numth item,
• tsitemnum (BIGINT) is the timestamp of the numth item.
An example of how to use the StreamElement is given in the requests of the following VS
desription.
A.5 OPC-GSN wrapper and Virtual Sensors
A wrapper is always used by a virtual sensor (VS), so we desribe the attributes of the OPC-GSN
wrapper in a VS whih will onvert the OPC information to the GSN format and proesses data.
We provide below an example desription le orresponding to the onguration:
• One GSN ore running on a omputer named merure,
• One OPC server (Matrikon simulator) running on a omputer and its IP address is 192.xxx.xxx.xxx,
• Two items are read on the server and we want to show their values and the quality of the
rst item and the timestamp of the seond one,
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• The aess path to the 2 text les are:
{GSNHOME}/useronf/pm1.txt
{GSNHOME}/useronf/wup1.txt
. Details are given below.
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1 <v i r tua l−s ensor name="oponver t e r " p r i o r i t y ="10" >
2 <!−−
3 Data a   e s s t e s t :
4 s e r v e r used : Matrikon
5 PM f i l e : u se r on f /pm1 . tx t
6 WUP f i l e : u se r on f /wup1 . tx t
7
8 i tems names and types :
9 item0 : Random . Int2
10 type0 : shor t i n t e g e r
11 item1 : Random . Int4
12 type1 : i n t e g e r
13 −−>
14 <proes s ing− l a s s >
15 < l a s s−name>gsn . vsensor . Br idgeVi r tua lSensor</ l a s s−name>
16 <in i t−params>
17 </i n i t−params>
18 <output−s t ru ture ><!−− the data produed by the VS −−>
19 <f i e l d name="Int2 " type="SMALLINT" />
20 <f i e l d name="Qua l i ty Int2 " type="INTEGER" />
21 <f i e l d name="Int4 " type="INTEGER" />
22 <f i e l d name="TimeStampInt4 " type="BIGINT" />
23 </output−s t ru ture >
24 </proe s s ing− l a s s >
25
26 <des  r i p t i on >
27 OPC−GSN wrapper − onneted to Matrikon OPC s imula to r − 2 items read
28 </de s  r i p t i on >
29
30 <l i f e −y  l e pool−s i z e ="3" />
31
32 <address ing >
33 <pred i  a t e key="geog r aph i  a l">merure </pred i a te >
34 </address ing >
35
36 <sto r ag e h i s to ry−s i z e ="50"/>
37
38 <streams>
39 <stream name="input1">
40 <soure a l i a s="s e r v e r 1 " storage−s i z e ="1" sampling−r a t e="1">
41 <!−− d e s  r i p t i o n o f the OPC−GSN wrapper −−>
42 <addres s wrapper="opWR"><!−− same name as in the on f i gu r a t i on f i l e −−>
43 <pred i  a t e key="warn">f a l s e </pred i a te ><!−− warning mode −−>
44 <!−− OPC se rv e r in fo rmat ion −−>
45 <pred i  a t e key="host ">192.xxx . xxx . xxx</pred i a te ><!−− OPC se rv e r addre s s −−>
46 <pred i  a t e key="domain">lo a l ho s t </pred i a te ><!−− OPC se rv e r domain −−>
47 <pred i  a t e key="use r">username</pred i a te ><!−− use r a l lowed on the s e r v e r −−>
48 <pred i  a t e key="password">userpassword </pred i a te ><!−− use r password −−>
49 <!−− Matrikon DCOM ID−−>
50 <pred i  a t e key=" l a s s I d">F8582CF2−88FB−11D0−B850−00C0F0104305</pred i a te >
51
52 <!−− wrapper a t t r i b u t e s −−>
53 <!−− t ext f i l e where the r e f r e s h per iod i s−−>
54 <pred i  a t e key="wup">useron f /wup1 . txt </pred i a te >
55 <!−− t ext f i l e where the produt ion mode i s−−>
56 <pred i  a t e key="pm">useron f /pm1 . txt </pred i a te >
57
58 <!−− name o f the i tems group on the OPC se rv e r −−>
59 <pred i  a t e key="group">gsn_exp4b</pred i a te >
60
61 <!−− names and types o f the i tems −−>
62 <pred i  a t e key="item0">Random . Int2 </pred i a te ><!−− i d f i r s t item −−>
63 <pred i  a t e key="type0">shor t in tege r </pred i a te ><!−− OPC type f i r s t item −−>
64 <pred i  a t e key="item1">Random . Int4 </pred i a te ><!−− seond item −−>
65 <pred i  a t e key="type1">intege r </pred i a te ><!−− e t −−>
66 </address>
67 <!−− end o f the OPC−GSN wrapper d e s  r i p t i o n −−>
68
69 <query>SELECT ∗ FROM wrapper </query> <!−− f i r s t l e v e l r eques t −−>
70
71 </soure>
72 <query><!−− g l oba l r eques t −−>
73 SELECT
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74 vaitem0 as Int2 ,
75 quitem0 as Qual i tyInt2 ,
76 vaitem1 as Int4 ,
77 t s i t em1 as TimeStampInt4
78 FROM
79 s e r v e r 1
80 </query>
81 </stream>
82 </streams>
83 </v i r tua l−sensor>
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Lines 14 to 24 - Proessing lass Sine we simply transfer data, we only use the bridge VS
given by GSN.
Lines 43 to 50 - OPC lient onguration We set here the attributes of the (Opensada)
OPC lient. If the warning mode is ativated, information given in this verbose mode are
written in the log le of GSN. The host prediate must be the IP address of the server and not
its hostname.
Lines 52 to 56 - OPC-GSN wrapper onguration The <wup> prediate gives the name
of the text le with the update period value (from the OPC server to the wrapper) expressed
in mse. The <pm> prediate gives the name of the text le with the prodution mode value:
PPM for period prodution mode and CBPM for hange based prodution mode. In the PPM a
StreamElement is produed every period, and in the CBPM a StreamElement is produed only
if the value or the quality of at least one item has hanged.
Lines 61 to 65 - Items onguration These lines desribe the items read on the OPC
server. The prediate item must give the same id as the one registered on the OPC server. The
prediate type must be one of the OPC data types (see table 3).
Lines 69 to 80 - SQL requests We an selet and aggregate values and/or quality of the
items. The orresponding elds in the StreamElement are:
• vaitem for the value of an item,
• eitem for the error ode if any error,
• quitem for the quality of the value,
• tsitem for the timestamp of the item, given by the OPC server.
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