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Abstract
This paper considers the optimal control for hybrid systems whose trajectories transition between distinct sub-
systems when state-dependent constraints are satisfied. Though this class of systems is useful while modeling a
variety of physical systems undergoing contact, the construction of a numerical method for their optimal control has
proven challenging due to the combinatorial nature of the state-dependent switching and the potential discontinuities
that arise during switches. This paper constructs a convex relaxation-based approach to solve this optimal control
problem. Our approach begins by formulating the problem in the space of relaxed controls, which gives rise to a linear
program whose solution is proven to compute the globally optimal controller. This conceptual program is solved by
constructing a sequence of semidefinite programs whose solutions are proven to converge from below to the true
solution of the original optimal control problem. Finally, a method to synthesize the optimal controller is developed.
Using an array of examples, the performance of the proposed method is validated on problems with known solutions
and also compared to a commercial solver.
I. INTRODUCTION
Let I be a finite set of labels and U ⊂ Rm a compact, convex, nonempty set. Let Xi be a bounded, compact
subset of Rni for some ni ∈ N. Let Fi ∶ [0, T ] ×Xi × U → Rni be a vector field on Xi for each i ∈ I, which
defines a controlled hybrid system. That is given an initial condition x0 ∈ Xj for some j ∈ I, T > 0, and control
input u ∶ [0, T ] × U , the flow of the system satisfies the vector field Fj almost everywhere until either the total
time of evolution is T , the trajectory hits a guard, G(j,j′) ⊂ Xj of the system for some j′ ∈ I, or the trajectory
hits the boundary of Xj . If the trajectory hits a guard, then the trajectory is re-initialized according to a reset map,
R(j,j′) ∶ G(j,j′) → Xj′ , and the flow proceeds from this new point according to the vector field Fj′ as described
earlier This notion of execution is formalized in Algorithm 1.
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2Let H ∶∐i∈IXi → R and h ∶ [0, T ]×∐i∈IXi ×U → R represent the terminal and incremental cost, respectively,
which can be distinct for each subsystem. Let XTi ⊂ Xi represent some terminal constraint for each i ∈ I Given
an initial condition x0 ∈Xj , this paper is interested in solving the the following optimal control problem:
inf {∫ T
0
h (t, x(t), u(t)) dt +H (x(T )) ∣ u ∶ [0, T ]→ U, x ∶ [0, T ] Algorithm 1ÐÐÐÐÐÐÐÐ→
u, x(0)=(x0,j) ∐i∈IXi,
and x(T ) ∈∐
i∈IXTi}.
(1)
The optimization problem defined in (1) is numerically challenging to solve since transitions occur between the
distinct dynamical systems due to state-dependent constraints, which may give rise to discontinuities in the solution.
This has rendered the immediate application of derivative-based algorithms to solve this problem impossible. As a
result, this problem has typically been numerically solved by fixing the sequence of transitions between subsystems.
To overcome the limitations of these existing numerical approaches, this paper first presents a conceptual, infinite
dimensional linear program over measures, (P ), that is proven in Theorem 20 to compute the global optimum of
(1). Subsequently, this paper describes a sequence of implementable, semidefinite programming-based relaxations,(Pk), of the infinite dimensional linear program, which are proven in Theorem 25 to converge monotonically from
below to the solution to (1).
A. Related Work
Controlled hybrid dynamical systems have been used to describe the dynamics of a variety of physical systems in
which the evolution of the system undergoes sudden changes due to the satisfaction of state-dependent constraints
such as in bipeds [1], automotive sub-systems [2], aircraft control [3], and biological systems [4]. Given the practical
applications of such systems, the development of algorithms to perform optimal control of hybrid systems has drawn
considerable interest amongst both theoreticians and practitioners.
The theoretical development of both necessary and sufficient conditions for the optimal control of hybrid controlled
systems has been considered using extensions of the Pontryagin Maximum Principle [5], [6], [7] and Dynamic
Programming [8], [9], [10], respectively. Recent work has even linked these pair of theoretical approaches for
hybrid systems [11]. Typically these theoretical developments have focused their attention to systems where the
sequence of transitions between the systems have been known a priori. As a result, practitioners have typically
fixed the sequence of transitions and applied gradient-based methods to perform local optimization over the time
spent and control applied within each subsystem [12], [13], [14], [15].
More recent work has focused on the development of numerical optimal control techniques for mechanical
systems undergoing contact without specifying the ordering of visited subsystems. For mechanical systems, state-
dependent switching arises due to the effect of unilateral constraints. One approach to address the optimal control
problem has focused on the construction of a novel notion of derivative [16]. Though this method still requires
fixing the total number of visited subsystems, assuming a priori knowledge of the visited subsystems, and performs
optimization only over the initial condition, this gradient-based approach is able to find the locally optimal ordering
of subsystems under certain regularity conditions on the nature of contact. Other approaches have relaxed satisfaction
3of the unilateral constraint directly and instead focused on treating constraint satisfaction as a continuous decision
variable that can be optimized using traditional numerical methods to find local minima [17], [18], [19].
This paper focuses on developing a numerical approach to find the global optimal to the hybrid optimal control
problem. Our method relies on treating the optimal control problem in the relaxed sense wherein the original
problem is lifted to the space of measures [20], [21]. In the instance of classical dynamical systems, this lifting
renders the optimal control problem linear in the space of relaxed controls [22]; however, there were few numerical
methods to tackle this relaxed problem directly.
Recent developments in algebraic geometry have made it possible to solve this lifted optimal control problem for
classical dynamical systems by relying on moment-based relaxations [23]. By solving the problem over truncated
moment sequences, it is possible to transform the optimal control problem into either a finite-dimensional linear or
finite-dimensional semidefinite program. Either transformation of the relaxed problem is proven to provide a lower
bound on the optimal cost. In fact, this bound converges to the true optimal cost as the moment sequence extends
to infinity under the assumption that the incremental cost is convex in control. Recent work has also shown how the
optimal control policy can be extracted for systems that are affine in control [24], [25]. Unfortunately this relaxed
control formulation for controlled hybrid systems, the subsequent development of a numerically implementable
convex relaxation, and optimal control synthesis have remained unaddressed.
Note that the focus of this paper is on the development of an optimal control approach for hybrid systems with
state-dependent rather than controlled switching. In particular, after state-dependent switching, the state is allowed
to change in a discontinuous manner. This is typically not allowed for systems with just controlled switching. For
this class of systems with controlled switching, there have been a variety of numerical methods proposed to perform
optimal control [26], [27], [28], [29], [30], [31], [32].
B. Contributions and Organization
The contributions of this paper are three-fold: first, Section IV provides a conceptual infinite dimensional linear
programming-based approach that is proven to solve (1); second, Section V presents a numerically implementable
semidefinite programming-based sequence of relaxations to this infinite dimensional linear program that is proven
to generate a sequence of convergent lower bounds to the true optimal cost of (1); finally Section V provides a
method to generate a sequence of controllers that converge to the true optimal control of (1).
The remainder of this paper is organized as follows: Section II describes in detail the class of systems under
consideration and defines their executions, Section III describes how to lift executions of the hybrid system to the
space of measures, Section VI describes how to extend the optimal control approach to free final time problems,
and Section VII illustrates the efficacy of the proposed method on a variety of systems.
II. PRELIMINARIES
This section introduces the notation used throughout the remainder of this paper, define controlled hybrid systems,
and formulate the optimal control problem of interest. This makes substantial use of measure theory, and the
unfamiliar reader may refer to [33] for an introduction.
4A. Notation
Given an element y ∈ Rn, let [y]i denote the i-th component of y. We use the same convention for elements
belonging to any multidimensional vector space. Let R[y] denote the ring of real polynomials in the variable y.
Let Rk[y] denote the space of real valued multivariate polynomials of total degree less than or equal to k.
Let {Ai}i∈I be a family of non-empty sets indexed by i, the disjoint union of this family is ∐i∈I Ai = ⋃i∈I(Ai×{i}). Let ιi ∶ Ai → ∐i∈I Ai be the canonical injection defined as ιi(x) = (x, i) whose inverse we denote by
pii ∶∐i∈I Ai → Ai ∪ {∅}. Note that pii(ιj(x)) = ∅ if i ≠ j. For the sake of convenience, we denote xi ∶= pii(x) for
the remainder of the paper. We similarly define a projection operator onto the indexing set λ ∶ ∐i∈I Ai → I such
that λ(ιi(x)) = i.
For any set S, we denote by 1S the indicator function on S. Suppose Y is a metric space, then let C(Y ) be the
space of continuous functions on Y , let Cb(Y ) be the space of bounded continuous functions on Y , let AC(I)
be the space of absolutely continuous functions on an interval I ∈ R, let L1(Y ) be the space of L1 functions on
Y , let W 1,∞(Y ) be the (1,∞)-Sobolev space on Y , and let M(Y ) be the space of signed Radon measures on Y
endowed with the total variation norm (denoted by ∥ ⋅ ∥), whose positive cone M+(K) is the space of unsigned
Radon measures on Y . Any measure µ ∈M(Y ) can be viewed as an element of the dual space to C(Y ) via the
duality pairing ⟨µ, v⟩ ∶= ∫
Y
v(z)µ(z), ∀v ∈ C(Y ). (2)
For any measure µ ∈M(Y ), let the support of µ be denoted as spt(µ). A probability measure is a non-negative,
unsigned measure whose integral is one. Denote the dual to a vector space V as V ′.
Suppose Y is a metric space and Y1 ⊂ Y is a compact subset with subspace topology, then for any measurable
function f ∈ L1(Y1), we define its zero extension onto Y , denoted as fˆ ∈ L1(Y ), as
fˆ(y) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f(y), if y ∈ Y1
0, if y ∈ Y /Y1 (3)
For any measure µ ∈M(Y1), we define its zero extension onto Y , denoted as µˆ ∈M(Y ), as
µˆ(B) = µ(B ∩ Y1) (4)
for all subsets B in the Borel σ-algebra of Y . For any measure µ ∈M(Y1 × Y2) and variables (y1, y2) ∈ Y1 × Y2,
we denote by µy1∣y2 ∈M(Y1) the conditional probability measure of µ on Y1 given an instance of y2 ∈ Y2, and we
denote by µy2 ∈M(Y2) the marginal of µ over the space Y2.
For any measure µ ∈ M+(Rn) and measurable function θ ∈ L1(Rn), we define the convolution of µ and θ,
denoted as µ ∗ θ, as (µ ∗ θ)(B) = ∫Rn ∫Rn 1B(x + y)θ(y)dy dµ(x) (5)
for all subsets B in the Borel σ-algebra of Rn. If Y1, Y2 are measurable spaces, µ ∈M(Y1), and f ∶ Y1 → Y2 is a
Borel function, we denote by f#µ ∈M(Y2) the pushforward of µ through f , given by
(f#µ)(B) ∶= µ(f−1(B)) (6)
5for any B in the Borel σ-algebra of Y2. Therefore for every f#µ-integrable function v ∶ Y2 → R, we have:
∫
Y2
v d(f#µ) = ∫
Y1
v ○ f dµ (7)
B. Controlled Hybrid Systems
Motivated by [34], we define the class of controlled hybrid systems of interest in the remainder of this paper:
Definition 1: A controlled hybrid system is a tuple H = (I,E ,D, U,F ,S,R), where:
● I is a finite set indexing the discrete states of H;
● E ⊂ I × I is a set of edges, forming a directed graph structure over I;
● D =∐i∈IXi is a disjoint union of domains, where each Xi is a compact subset of Rni , and ni ∈ N;
● U is a compact subset of Rm that describes the range of control inputs, where m ∈ N;
● F = {Fi}i∈I is the set of vector fields, where each Fi ∶ R ×Xi × U → Rni is the vector field defining the
dynamics of the system on Xi;
● S = ∐e∈E Se is a disjoint union of guards, where each S(i,i′) ⊂ BXi is a compact, co-dimension 1 guard
defining a state-dependent transition to Xi′ ; and,
● R = {Re}e∈E is a set of reset maps, where each map R(i,i′)∶S(i,i′) → Xi′ defines the transition from guard
S(i,i′) to Xi′ .
For convenience, we refer to controlled hybrid systems as just hybrid systems, and we refer to a vertex within the
graph structure associated with a controlled hybrid system as a mode.
Even though the range space of control inputs are assumed to be the same in each mode, this is not restrictive
since we can always concatenate all the control inputs in different modes. The compactness of each Xi ensures the
optimization problem defined in Section 2.3 is well-posed. To avoid any ambiguity during transitions, we make the
following assumptions:
Assumption 2: Guards do not intersect themselves, i.e.,
Se ∩ Se′ = ∅, ∀e, e′ ∈ E , (8)
and guards do not intersect with the images of reset maps, i.e.,
Se ∩Re′(Se′) = ∅, ∀e, e′ ∈ E . (9)
Assumption 3: The vector field Fi has nonzero normal component on the boundary of Xi.
Assumption 2 ensures at most one transition can be executed at a time, and Assumption 3 implies transition always
happens when a trajectory reaches a guard (i.e., no grazing).
Next, we define an execution of a hybrid system up to time T > 0 via construction in Algorithm 1. Step 1
initializes the execution at a given point (x0, i) at time t = 0. Step 3 defines φ to be the maximal integral curve of
Fi under the control u beginning from the initial point. Step 4 defines the execution on a finite interval as the curve
φ with associated index i. As described in Steps 5 - 7, the trajectory terminates when it either reaches the terminal
time T or hits BXi/⋃(i,i′)∈E S(i,i′) where no transition is defined. Steps 8 and 9 define a discrete transition to a
new domain using a reset map where evolution continues again as a classical dynamical system by returning to
6Algorithm 1 Execution of Hybrid System H
Require: t = 0, T > 0, i ∈ I, (x0, i) ∈ D, and u ∶ R→ U Lebesgue measurable.
1: Set γ(0) = (x0, i).
2: loop
3: Let φ ∶ I →Xi be an absolutely continuous function such that:
(i) 9φ(s) = Fi(s, φ(s), u(s)) for almost every s ∈ I with respect to the Lebesgue measure on I ⊂ [t, T ] with(φ(t), i) = x(t) and
(ii) for any other φˆ∶ Iˆ →Xi satisfying (i), Iˆ ⊂ I .
4: Let t′ = sup I and γ(s) = (φ(s), i) for each s ∈ [t, t′).
5: if t′ = T , or ∄(i, i′) ∈ E such that φ(t′) ∈ S(i,i′) then
6: Stop.
7: end if
8: Let (i, i′) ∈ E be such that φ(t′) ∈ S(i,i′).
9: Set γ(t′) = R(i,i′) (φ(t′)), t = t′, and i = i′.
10: end loop
Step 3. We denote the space of such executions as X . Note that for any execution γ and any t ∈ [0, T ], we have
γ(t) = (γi(t), λ(γ(t))).
Hybrid systems can suffer from Zeno executions, i.e. executions that undergo an infinite number of discrete
transitions in a finite amount of time. Since the state of the trajectory after the Zeno occurs may not be well defined
[35], we do not consider systems with Zeno executions:
Assumption 4: H has no Zeno execution.
C. Problem Formulation
This paper is interested in finding a pair (γ, u) satisfying Algorithm 1 with a given initial condition x0, that
reaches a user-specified target set while minimizing a user-specified cost function. To formulate this problem, we
first define the target set, XT ⊂ D, as:
XT =∐
i∈IXTi , (10)
where XTi is a compact subset of Xi for each i ∈ I. To avoid any ambiguity, we put the following restriction on
the target set:
Assumption 5: The target set does not intersect with guards, i.e.,
XTi ∩ S(i,i′) = ∅, ∀(i, i′) ∈ E (11)
Next, we define the system trajectories and control actions of interest. Given a real number T > 0 and an initial
point (x0, j) ∈ D, a pair of functions (γ, u) satisfying Algorithm 1 is called an admissible pair if γ(T ) ∈XT . The
trajectory in this instance is called an admissible trajectory and the control input is called an admissible control.
7The time T at which the admissible trajectory reaches the target set is called the terminal time. For convenience,
we denote the space of admissible trajectories and controls by XT and UT , respectively. The space of admissible
pairs is denoted as PT ⊂ XT × UT . Without loss of generality, we assume the initial point does not belong to any
guard:
Assumption 6: The initial condition, (x0, i), does not belong to any guard, i.e.,
x0 /∈ S(i,i′), ∀(i, i′) ∈ E (12)
For any admissible pair (γ, u), the associated cost is defined as:
J(γ, u) = ∫ T
0
hλ(γ(t)) (t, xλ(γ(t))(t), u(t)) dt +Hλ(γ(T )) (xλ(γ(T ))(T )) (13)
where hi ∶ [0, T ] ×Rni ×Rm → R and Hi ∶ Rni → R are measurable functions for each i ∈ I.
Our goal is to find an admissible pair that minimizes (13), which we refer to as Hybrid Optimal Control Problem
(HOCP):
inf(γ,u)∈PT ∫ T0 hλ(γ(t)) (t, γλ(γ(t))(t), u(t)) dt +Hλ(γ(T )) (xλ(γ(T ))(T )) (HOCP )
s.t. γ ∶ [0, T ]→ D and u ∶ [0, T ]→ U defined via Algorithm 1
γ(T ) ∈XT .
The optimal cost of (HOCP ) is defined as:
J∗ = inf(γ,u)∈PT J(γ, u). (14)
III. THE HYBRID LIOUVILLE EQUATION
It is difficult to directly solve (HOCP ) over the space of admissible trajectories for various reasons. First,
the cost function and constraints may be nonlinear and non-convex, respectively, therefore global optimality is
not guaranteed for gradient-descent methods. Second, in the instance of hybrid systems, typically the sequence
of transitions between modes must be specified. To address these limitations, this section constructs measures
whose supports model the evolution of families of trajectories, an equivalent form of J , and an equivalent form of
Algorithm 1 in the space of measures. These transformations make a convex formulation of (HOCP ) feasible.
To begin, consider again the projection γi of an admissible trajectory γ onto Xi. Define the occupation measure
in mode i ∈ I associated with γ, denoted as µi(⋅ ∣ γ) ∈M+([0, T ] ×Xi), as:
µi(A ×B ∣ γ) ∶= ∫ T
0
1A×B(t, γi(t))dt (15)
for all subsets A ×B in the Borel σ-algebra of [0, T ] ×Xi. Note that xi(t) may not be defined for all t ∈ [0, T ],
but we use the same notation and let 1A×B(t, γi(t)) = 0 whenever γi(t) is undefined. The quantity µi(A ×B ∣ γ)
is equal to the amount of time the graph of the trajectory, (t, γi(t)), spends in A ×B.
Similarly, define the initial measure, µi0(⋅ ∣ γ) ∈M+(Xi), as:
µi0(B ∣ γ) ∶= 1B(γi(0)), (16)
8for all subsets B in the Borel σ-algebra of Xi; define the terminal measure, µiT (⋅ ∣ γ) ∈M+(XTi), as:
µiT (B ∣ γ) ∶= 1B(γi(T )), (17)
for all subsets B in the Borel σ-algebra of XTi . Note in this instance, we have abused notation and the reader
should not confuse µi0(⋅ ∣ γ) and µiT (⋅ ∣ γ) with marginals of µi(⋅ ∣ γ) evaluated at t = 0 and t = T . Finally, define
the guard measure, µS(i,i′)(⋅ ∣ γ) ∈M+([0, T ] × S(i,i′)), as:
µS(i,i′)(A ×B ∣ γ) ∶= #{t ∈ A ∣ lim
τ→t− γi(τ) ∈ B} (18)
for all subsets A×B in the Borel σ-algebra of [0, T ]×S(i,i′), given any pair (i, i′) ∈ E . The guard measure counts
the number of times a given execution passes through the guard.
If the admissible control u associated with γ according to Algorithm 1 is also given, define the occupation
measure in mode i ∈ I associated with the pair (γ, u), denoted as µi(⋅ ∣ γ, u) ∈M+([0, T ] ×Xi ×U), as:
µi(A ×B ×C ∣ γ, u) ∶= ∫ T
0
1A×B×C(t, γi(t), u(t))dt (19)
for all subsets A×B×C in the Borel σ-algebra of [0, T ]×Xi×U . For notational convenience, it is useful to collect
the initial, average, final, and guard occupation measures in each mode into a single distinct object. That is, define
µI0 (⋅ ∣, γ, u) ∈M+(D) as µI0 (⋅, i ∣, γ, u) ∶= µi0(⋅ ∣ γ, u) for each i ∈ I. For the sake of convenience, we refer to µI0 as
an initial measure and write µi0 when we refer to the i-th slice of µ
I
0 . We define µ
I(⋅ ∣ γ, u) ∈M+([0, T ]×D×U),
µIT (⋅ ∣ γ, u) ∈M+(XT ), and µS(⋅ ∣ γ, u) ∈M+([0, T ]×S) in a similar fashion and refer to them in a similar way.
Using the notion of occupation measure and terminal measure, we now rewrite the cost function J as a linear
function on measures:
Lemma 7: Let µI(⋅ ∣ γ, u) and µIT (⋅ ∣ γ) be the occupation measure and terminal measure associated with the
pair (γ, u), respectively. Then the cost function can be expressed as:
J(γ, u) =∑
i∈I⟨µi(⋅ ∣ γ, u), hi⟩ +∑i∈I⟨µiT (⋅ ∣ γ),Hi⟩ (20)
Proof: Notice that hi and Hi are measurable, and the rest follows directly from (13), (17), and (19).
Despite the cost function potentially being a nonlinear function for the admissible pair in the space of functions,
the analogous cost function over the space of measures is linear. A similar analogue holds true for the dynamics
of the system. That is, the occupation measure associated with an admissible pair satisfies a linear equation over
measures. To formulate this linear equation over measures, let Li ∶ C1 ([0, T ] ×Xi) → C ([0, T ] ×Xi ×U) be a
linear operator which acts on a test function v as:
(Liv)(t, x, u) = Bv(t, x)Bt + ni∑k=1 Bv(t, x)Bxk [Fi(t, x, u)]k, ∀i ∈ I (21)
Using the dual relationship between measures and functions, we define L′i ∶ C([0, T ]×Xi×U)′ → C1([0, T ]×Xi)′
as the adjoint operator of Li, satisfying: ⟨L′iµ, v⟩ = ⟨µ,Liv⟩ (22)
for all µ ∈M([0, T ] ×Xi ×U) and v ∈ C1([0, T ] ×Xi).
9Each of these adjoint operators can describe the evolution of trajectories of the system within each mode [23].
However in the instance of hybrid systems trajectories may not just begin evolution within a mode at t = 0. Instead a
trajectory can enter mode i ∈ I either by starting from some point in Xi at t = 0, or by hitting a guard S(i′,i) for some(i′, i) ∈ E and subsequently transitioning to a point in Xi. Similarly a trajectory can terminate in mode i ∈ I either
by reaching terminal time T , or by hitting a guard S(i,i′) for some (i, i′) ∈ E and transitioning away. For notational
convenience we modify reset maps to also act on time, namely, define R˜(i,i′) ∶ [0, T ] × S(i,i′) → [0, T ] ×Xi′ by
R˜(i,i′)(t, x) = (t,R(i,i′)(x)) (23)
for all (i, i′) ∈ E and (t, x) ∈ [0, T ] × S(i,i′). To describe trajectories of a controlled hybrid system using measures
we rely on the following result:
Lemma 8: Given an admissible pair (γ, u), its initial measure, occupation measure, terminal measure, and guard
measure, satisfy the following linear equation over measures:
δ0 ⊗ µi0(⋅ ∣ γ) +L′iµi(⋅ ∣ γ, u) + ∑(i′,i)∈E R˜(i′,i)#µS(i′,i)(⋅ ∣ γ) = δT ⊗ µiT (⋅ ∣ γ) + ∑(i,i′)∈E µS(i,i′)(⋅ ∣ γ), ∀i ∈ I (24)
where the linear operator equation (24) holds in the sense that:
⟨µi0(⋅ ∣ γ), v(0, ⋅)⟩ + ⟨µi(⋅ ∣ γ, u),Liv⟩++ ∑(i′,i)∈E⟨µS(i′,i)(⋅ ∣ γ), v(⋅,R(i′,i)(⋅))⟩ = ⟨µiT (⋅ ∣ γ), v(T, ⋅)⟩ + ∑(i,i′)∈E⟨µS(i,i′)(⋅ ∣ γ), v⟩ (25)
for all test functions v ∈ C1([0, T ] ×Xi).
Proof: This lemma is a restatement of Equation (16) in [36].
Now one can ask whether the converse relationship holds: do measures that satisfy (24) always coincide with
trajectories generated by Algorithm 1? More explicitly, do an arbitrary set of measures, µI0 ∈ M+(D), µI ∈M+([0, T ]×D ×U), µIT ∈M+(XT ), and µS ∈M+([0, T ]×S), that satisfy (24) correspond to an initial measure,
µI0 (⋅ ∣ γ), occupation measure, µI(⋅ ∣ γ, u), terminal measure, µIT (⋅ ∣ γ), and guard measure, µS(⋅ ∣ γ)? To answer
this question, we first consider a family of admissible trajectories modeled by a non-negative measure ρ ∈M+(XT ),
and define an average occupation measure ζi ∈M+([0, T ] ×Xi) in each mode i ∈ I for the family of trajectories
as:
ζi(A ×B) ∶= ∫XT µi(A ×B ∣ γ)dρ(γ), (26)
for any i ∈ I; an average terminal measure, ζiT ∈M+(XT ), by
ζiT (B) ∶= ∫XT µiT (B ∣ γ)dρ(γ), (27)
for any i ∈ I; and an average guard measure, ζS(i,i′) ∈M+([0, T ] × S(i,i′)), by
ζS(i,i′)(A ×B) ∶= ∫XT µS(i,i′)(A ×B ∣ γ)dρ(γ) (28)
for any (i, i′) ∈ E .
To prove the converse of Lemma 8, we define the Hybrid Liouville Equation whose solution, as we establish
next, can be disintegrated into a set of measures that we eventually prove are related to ρ:
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Lemma 9: Let µI0 ∈M+(D), µI ∈M+([0, T ] ×D × U), µIT ∈M+(XT ), and µS ∈M+([0, T ] × S) satisfy the
Hybrid Liouville Equation , which is defined as:
δ0 ⊗ µi0 +L′iµi + ∑(i′,i)∈E R˜(i′,i)#µS(i′,i) = δT ⊗ µiT + ∑(i,i′)∈E µS(i,i′) (29)
for each i ∈ I. Then each measure µi can be disintegrated as
dµi(t, x, u) = dνiu∣t,x(u)dµit,x(t, x) = dνiu∣t,x(u)dµ˜ix∣t(x)dt (30)
where νiu∣t,x is a stochastic kernel on U given (t, x) ∈ [0, T ] ×Xi, µit,x is the (t, x)-marginal of µi, and µ˜ix∣t is a
conditional measure on Xi given t ∈ [0, T ].
Proof: Since each measure µi is defined on a Euclidean space, which is Polish and therefore by definition
Souslin, using [33, Corollary 10.4.13], it can be disintegrated as
dµi(t, x, u) = dνiu∣t,x(u)dµit,x(t, x) (31)
where νiu∣t,x is a stochastic kernel on U given (t, x) ∈ [0, T ] ×Xi, and µit,x is the (t, x)-marginal of µi. Using the
same argument, we can further disintegrate µit,x into:
dµit,x(t, x) = dµix∣t(x)dµit(t) (32)
where µit is the t-marginal of µ
i
t,x.
Next, we show the measure µit is absolutely continuous with respect to Lebesgue measure. Let ψ ∈ C1([0, T ])
be a test function of Equation (29), we have
⟨δT ⊗ µiT + ∑(i,i′)∈E µS(i,i′) − δ0 ⊗ µi0 − ∑(i′,i)∈E R˜(i′,i)#µS(i′,i) , ψ⟩ =⟨µi,Liψ⟩ (33)=∫[0,T ] ∫Xi ∫U 9ψ(t)dµi(t, x, u) (34)=∫[0,T ] 9ψ(t)∫Xi ∫U dµi(t, x, u) (35)=∫[0,T ] 9ψ(t)dµit(t) (36)
where (33) and (34) follow by definition, (35) is from Fubini’s theorem, and (36) is from the definition of µit.
Then by applying the results in [33, Exercise 5.8.78], it follows that µit is absolutely continuous with respect to the
Lebesgue measure.
Since µi is a Radon measure defined over a compact set and therefore σ-finite, its t-marginal measure, µit, is
also σ-finite. Using the Radon-Nikodym Theorem, there exists a function l ∈ L1([0, T ]) such that
dµit(t) = l(t)dt (37)
We now define dµ˜ix∣t ∶= l(t)dµix∣t for all t ∈ [0, T ], therefore
dµix∣t(x)dµit(t) = l(t)dµix∣t(x)dt = dµ˜ix∣t(x)dt, (38)
and Equation (30) follows.
For notational convenience, in the rest of this paper we abuse notation and denote µ˜ix∣t as just µix∣t.
11
Using the disintegration (30), we can rewrite the Hybrid Liouville Equation (29) as
⟨δT ⊗ µiT + ∑(i,i′)∈E µS(i,i′) − δ0 ⊗ µi0 − ∑(i′,i)∈E R˜(i′,i)#µS(i′,i) , v⟩
=∫[0,T ]×Xi ∫U (Bv(t, x)Bt +∇xv(t, x) ⋅ Fi(t, x, u)) dνiu∣t,x(u)dµit,x(t, x)
=∫[0,T ]×Xi (Bv(t, x)Bt +∇xv(t, x) ⋅ (∫U Fi(t, x, u)dνi(u ∣ t, x))) dµit,x(t, x)
=∫[0,T ]×Xi (Bv(t, x)Bt +∇xv(t, x) ⋅ F¯i(t, x)) dµit,x(t, x)
(39)
where
F¯i(t, x) ∶= ∫
U
Fi(t, x, u)dνiu∣t,x(u) ∈ conv Fi(t, x,U) (40)
Here conv denotes the convex hull. Therefore we study the trajectories of the uncontrolled hybrid system with
vector fields F = {F¯i}i∈I , and consider the Hybrid Liouville Equation in the form (39).
To further simplify the notation, we define:
σi ∶=δ0 ⊗ µi0 + ∑(i′,i)∈E R˜(i′,i)#µS(i′,i) ,
ηi ∶=δT ⊗ µiT + ∑(i,i′)∈E µS(i,i′)
(41)
and rewrite the Hybrid Liouville Equation as a non-homogeneous PDE,
Btµit,x +Dx ⋅ (F¯iµit,x) = σi − ηi, (42)
where (42) holds in the sense of distributions. That is when we apply integration by parts, we can write:
∫ T
0
∫
Xi
(Btv(t, x) +∇xv(t, x) ⋅ F¯i) dµix∣t(x)dt + ∫[0,T ]×Xi v(t, x)dσi(t, x) = ∫[0,T ]×Xi v(t, x)dηi(t, x) (43)
for any test function v ∈ C1([0, T ]×Xi). We later show that σi and ηi capture the trajectories that enter and leave
domain i, respectively.
We establish next that µix∣t is related to the solution of the ODE with dynamics F¯i. To do this, let Φi(t, s, x) be
the solution to the ODE F¯i at time t, starting from x at the initial times s, i.e.,
d
dt
Φi(t, s, x) = F¯i(t,Φi(t, s, x)), Φi(s, s, x) = x. (44)
Such Φi(t, s, x) is well defined if 0 ≤ s ≤ t ≤ T , and Φi(t, s, x) ∈ Xi for all such t’s. Recall that Φ(t, ⋅, ⋅) are
themselves solutions of another homogeneous PDE, formally stated in the following theorem:
Theorem 10: Let Φi(t, s, x) be defined as in (44). Given any t ∈ [0, T ], Φi(t, s, x) satisfies
d
ds
Φi(t, s, x) +∇xΦi(t, s, x) ⋅ F¯i(s, x) = 0 (45)
whenever Φ(t, s, x) is well-defined.
Proof: The result follows directly by differentiating the semigroup identity
Φi(t, s,Φi(s, τ, z)) = Φi(t, τ, z) (46)
with respect to s, and then performing change of variables x = Φi(s, τ, z).
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This observation leads to another useful corollary:
Corollary 11: Let σi and ηi satisfy the non-homogenous PDE (42) and let Φi satisfy Equation (44), then
∫[0,T ]×Xi w(Φi(T, s, x))d (σi(s, x) − ηi(s, x)) = 0 (47)
for any test function w ∈ C1(Xi).
Proof: Define a test function v(s, x) ∶= w(Φi(T, s, x)). By Equation (43),
∫[0,T ]×Xi w(Φi(T, s, x))d (σi(s, x) − ηi(s, x))=∫ T
0
∫
Xi
(Bsv(s, x) +∇xv(s, x) ⋅ F¯i(s, x)) dµix∣s(x)ds
=∫ T
0
∫
Xi
(Bw(Φi(T, s, x))BΦi(T, s, x) ddsΦi(T, s, x) + Bw(Φi(T, s, x))BΦi(T, s, x) ∇xΦi(T, s, x) ⋅ F¯i(s, x)) dµix∣s(x)ds = 0
where the last step is from chain rule.
In the case when the vector field satisfies certain regularity requirements, we can begin to establish a converse
to Lemma 8 by first showing that Φ is uniquely defined and subsequently showing that it satisfies an important
relationship with µix∣t almost everywhere.
Theorem 12: Suppose F¯i ∈ L1([0, T ];W 1,∞(Xi;Rni)). Given σi, ηi ∈M+([0, T ] ×Xi), the solution to (43) is
given by
µix∣t = Φi(t, ⋅, ⋅)# (σi − ηi) (48)
for almost every t ∈ [0, T ], where Φi(t, ⋅, ⋅) ∶ [0, t] ×Xi →Xi is defined according to (44).
Proof: We prove the result in two steps: first, we show the measure defined by formula (48) is a solution of
(43), then we show this solution is unique dt-almost everywhere.
We first verify (48) satisfies Equation (43). Notice we need to check the distributional equality only on test
functions of the form ψ(t)w(x), i.e.,
∫ T
0
9ψ(t) ⟨µix∣t,w⟩dt = ∫[0,T ]×Xi ψ(t)w(x)d (ηi(t, x) − σi(t, x)) − ∫ T0 ψ(t) ⟨µix∣t,∇xw ⋅ F¯i⟩dt (49)
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We next substitute (48) into the left-hand side of (49) and show it is equal to the right-hand side of (49):
∫ T
0
9ψ(t)∫
Xi
w(x)dµix∣t(x)dt = ∫ T
0
9ψ(t)∫ t
0
∫
Xi
w(Φi(t, s, x))d (σi(s, x) − ηi(s, x)) dt
=∫ T
0
∫
Xi
(∫ T
s
9ψ(t)w(Φi(t, s, x))dt) d (σi(s, x) − ηi(s, x)) (50)
=∫ T
0
∫
Xi
(ψ(T )w(Φi(T, s, x)) − ψ(s)w(Φi(s, s, x)+
− ∫ T
s
ψ(t) d
dt
w(Φi(t, s, x)))dt)d (σi(s, x) − ηi(s, x)) (51)
=0 + ∫[0,T ]×Xi ψ(s)w(x)d (ηi(s, x) − σi(t, x))+
− ∫ T
0
∫
Xi
(∫ T
s
ψ(t) (∇xw(Φi(t, s, x)) ⋅ F¯i(t,Φi(t, s, x))) dt) d (σi(s, x) − ηi(s, x)) (52)
=∫[0,T ]×Xi ψ(s)w(x)d (ηi(s, x) − σi(t, x))+− ∫ T
0
ψ(t) (∫ t
0
∫
Xi
(∇xw(Φi(t, s, x)) ⋅ F¯i(t,Φi(t, s, x)))d (σi(s, x) − ηi(s, x))) dt (53)
=∫[0,T ]×Xi ψ(s)w(x)d (ηi(s, x) − σi(s, x)) − ∫ T0 ψ(t)⟨µix∣t,∇xw ⋅ F¯i⟩dt (54)
where (50) is deduced by Fubini’s theorem; (51) follows from integration by parts; (52) is from Corollary 11 and
(44); (53) is from Fubini’s theorem; and (54) follows from (48). Therefore (48) is a solution to the distributional
PDE (43).
We next show the solution is unique dt-almost everywhere. Suppose there exists measures µix∣t,1, µix∣t,2 ∈M+(Xi)
defined for t ∈ [0, T ] that both satisfy Equation (43). Let µix∣t,3 ∶= µix∣t,1 − µi,x∣t,2 ∈M(Xi), then µix∣t,3 satisfies:
∫ T
0
∫
Xi
(Btv(t, x) +∇xv(t, x) ⋅ F¯i) dµix∣t,3 dt = 0 (55)
According to the proof of [37, Lemma 3], such µix∣t,3 is defined uniquely dt-almost everywhere. Notice the zero
measure µix∣t,3(A) = 0 for all sets A in the Borel σ-algebra of Xi and all t ∈ [0, T ] is also a solution to (55),
therefore µix∣t,3 is zero measure for almost every t ∈ [0, T ]. As a result, µix∣t,1 and µix∣t,2 are equal dt-almost
everywhere, and the solution to (43) is unique dt-almost everywhere.
In practice, the vector field F¯i may not satisfy the regularity condition required to apply Theorem 12; as a
result, Φi may not be uniquely defined. To deal with solutions to a non-smooth ODE, we construct the notion
of evaluation maps that act on the space of all absolutely continuous functions. Let AC(R;Rni) be the space
of absolutely continuous functions from R into Rni endowed with the sup norm. Define an evaluation map et ∶[0, t] × [t, T ] ×AC(R;Rni)→ Rni :
et(s, τ, γ) = γ(t), s ≤ t ≤ τ (56)
for each t ∈ [0, T ]. As we prove next, this evaluation map establishes a relationship between admissible solutions
to vector fields that may not satisfy the regularity conditions described in Theorem 12 and µx∣t:
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Theorem 13: Let µix∣t ∈ M+(Xi) solve the PDE (43) and assume that F¯i(t, x) is pointwise bounded, i.e.,∃M < +∞ such that ∀(t, x) ∈ [0, T ] × Xi, ∣F¯i(t, x)∣ ≤ M . Let Γi ∶= AC(R;Xi). Then there exists a measure
ρi ∈M+([0, T ] × [0, T ] ×Rni) such that
(a) ρi is concentrated on the triplets (s, τ, γ), where s ≤ τ , and γ ∈ Γi are solutions of the ODE 9γ(t) = F¯i(t, γ(t))
for almost every t ∈ [s, τ].
(b) For almost every t ∈ [0, T ], µix∣t satisfies the following equality:
µix∣t = (et)# ρi (57)
Proof: This proof consists of several steps: in Step 1, we use a family of mollifiers parameterized by  to
smooth the vector field and all relevant measures and establish a relationship between the smooth measures using
the solution to the smooth vector field via Theorem 12; in Step 2, we prove that all trajectories that satisfy this
smooth vector field and enter the domain, eventually leave the domain, and vice versa; in Steps 3 and 4, we prove
a connection between the time at which each trajectory enters and leaves; since Steps 2-4 are all proven for the
“smoothed” versions of the vector field and measures, in Step 5 we prove that there exists a limiting measure as
the parameter controlling smoothness, , goes to zero and; in Step 6, we prove that this limit satisfies (57); in
Step 7, we prove the first part of Theorem 13 when the vector field is continuous; in Step 8, we approximate the
discontinuous vector field with a sequence of smooth functions and bound the approximation error; in Step 9, we
prove the first part of Theorem 13 for arbitrary bounded vector fields.
Step 1 (Regularization). We first mollify µix∣t with respect to the space variable using a family of strictly positive
mollifiers {θ} ⊂ C∞(Rni) with unit mass, zero mean, and bounded second moment, obtaining smooth measures
µix∣t; and smooth vector fields F¯ i .
Define
µix∣t; ∶=µix∣t ∗ θ
F¯ i (t, ⋅) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F¯i(t,⋅)µix∣t∗θ
µi
x∣t∗θ , if ∥µix∣t∥ > 0
0, if ∥µix∣t∥ = 0
σi ∶=σi ∗ θ
ηi ∶=ηi ∗ θ
(58)
Such smooth vector field F¯ i is pointwise bounded, because:
∣F¯ i (t, ⋅)∣ ≤ ∣F¯i(t, ⋅)∣µix∣t ∗ θµi
x∣t ∗ θ ≤Mµ
i
x∣t ∗ θ
µi
x∣t ∗ θ =M (59)
The mollified measures are also bounded, because
∥µix∣t;∥ ≤ ∥µix∣t∥ ∥∫Rni θ(x)dx∥ = µix∣t(Xi) (60)
and similarly, ∥σi∥ ≤ σi([0, T ] ×Xi), ∥ηi∥ ≤ ηi([0, T ] ×Xi) (61)
We next show that µix∣t;, σi, ηi is a solution to (43) with respect to F¯ i :
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It is immediate that µix∣t; is a solution of (43) with respect to F¯ i , σi, and ηi. Also notice F¯ i ∈ L1([0, T ];W 1,∞(Xi;Rni)),
therefore Theorem 12 can be applied to get
µix∣t; = Φi(t, ⋅, ⋅)# (σi − ηi) (62)
for almost every t ∈ [0, T ], where Φi(t, s, x) is the solution of
d
dt
Φi(t, s, x) = F¯ i (t,Φi(t, s, x)), Φi(s, s, x) = x. (63)
for almost every t ∈ [s, T ]. Such function Φi(⋅, s, x) can be extended to a larger domain R without any difficulty
due to the regularity of F¯ i . If we define a zero extension of F¯

i onto R × Rni , denoted as ˆ¯F i (note such ˆ¯F i ∈
L1([0, T ];W 1,∞(Rni))), Φi(⋅, s, x) can be further extended to the domain R, and we denote the extended version
as Φˆi(⋅, s, x) ∈ Γi for any (s, x) ∈ [0, T ]×Rni . The space of all such functions is denoted as Γi ∶= {Φˆi(⋅, s, x)}(s,x)
endowed with the sup norm, therefore Γi is a subset of Γi with the subspace topology. It follows by the existence
and uniqueness theorem for ODE that the evaluation map et(0, T, ⋅) ∶ Γi → Rni is an isomorphism for any t ∈ [0, T ].
We now define a map Ψ ∶ (t, x) ↦ Φˆ(⋅, t, x) from [0, T ] ×Rni to Γi , and also a projection map pi1 ∶ (s, x) ↦ s
from [0, T ] ×Rni to [0, T ]. Let
ρi,+ ∶= (pi1 ×Ψ)# σi ∈M+([0, T ] × Γi)
ρi,− ∶= (pi1 ×Ψ)# ηi ∈M+([0, T ] × Γi) (64)
Step 2 (Marginals of ρi,+ and ρi,− ). This step shows that all trajectories that enter the domain via σi leave through
ηi by proving that the γ-marginals of ρ
i,+
 and ρ
i,−
 are equal. Since Γ

i is isomorphic to Rni under the isomorphism
eT (0, T, ⋅), R×Γi is isomorphic to R×Rni which is Polish. Therefore by definition R×Γi is Souslin. Using [33,
Corollary 10.4.13], the measures ρi,+ and ρi,− can be disintegrated as
dρi,+ (s, γ) = dρi,+s∣γ;(s)dρi,+γ;(γ)
dρi,− (τ, γ) = dρi,−τ ∣γ;(τ)dρi,−γ;(γ) (65)
where ρi,+
s∣γ; and ρi,−τ ∣γ; are probability measures for all γ ∈ spt(ρi,+γ;) and γ ∈ spt(ρi,−γ;), respectively. We next show
the γ-marginals are equal.
We first define zero extensions of µi, σ
i
, and η
i
 to [0,2T ]×Rni as µˆi, σˆi, and ηˆi, respectively. It is immediate
that they satisfy the PDE (42) on [0,2T ] ×Rni with respect to ˆ¯F i . Using Theorem 12, we know
µˆix∣t; = Φˆi(t, ⋅, ⋅)# (σˆi − ηˆi) = Φˆi(t, ⋅, ⋅)# (σi − ηi) (66)
for almost every t ∈ [0,2T ], where Φˆi(t, ⋅, ⋅) is defined on [0, t] × Rni . Moreover, since ˆ¯F i (t, x) = 0 for all(t, x) ∈ (T,2T ] × Rni , we know Φˆi(t, s, x) = Φˆi(T, s, x) for all (t, s, x) ∈ (T,2T ] × [0, T ] × Rni . Now suppose
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there is a set EΓ ⊂ Γi such that ρi,+,Γ(EΓ) ≠ ρi,−,Γ(EΓ), and define E ∶= {eT (0, T, γ)}γ∈EΓ ⊂ Rni to be the image of
EΓ under the isomorphism eT (0, T, ⋅). Notice
µˆi((T,2T ] ×E) =∫(T,2T ] ∫Rni 1E(x)dµˆi(x ∣ t)dt (67)=∫(T,2T ] ∫[0,T ]×Rni 1E(Φˆi(t, s, x))d (σi(s, x) − ηi(s, x)) dt (68)=∫(T,2T ] ∫[0,T ]×Rni 1E(Φˆi(T, s, x))d (σi(s, x) − ηi(s, x)) dt (69)=∫(T,2T ] ∫[0,T ]×Rni 1E(eT (0, T,Ψ(s, x)))d (σi(s, x) − ηi(s, x)) dt (70)=∫(T,2T ] ∫[0,T ]×Γi 1E(eT (0, T, γ))d (ρi,+ (s, γ) − ρi,− (τ, γ)) dt (71)=∫(T,2T ] ∫Γi 1EΓ(γ)d (ρi,+γ;(γ) − ρi,−γ;(γ)) dt (72)=T (ρi,+γ;(EΓ) − ρi,−γ;(EΓ)) (73)≠0 (74)
where (67) follows by definition; (68) follows by plugging in (66); since the evolution of the system stays fixed
for t > T , (69) holds; (70) follows from the definition of Ψ; (71) follows from the definition of ρi,+ and ρi,− ;
(72) is because γ ∈ EΓ if and only if eT (0, T, γ) ∈ E, and because the conditional measures ρi,+s∣γ; and ρi,−τ,∣γ; are
probability measures; (73) is true by definition. The result (74) contradicts µˆi being a zero extension, therefore
ρi,+γ; = ρi,−γ;.
Step 3 (Construct ρi,δ). We now want to combine ρ
i,+
 and ρ
i,−
 to generate a measure ρ
i
 ∈M+([0, T ]×[0, T ]×Γi)
that describes the trajectories that evolve in the domain as well as their entering and exiting time. Such a measure
can be defined by pushing forward ρi,+ through a map that associates entering time to exiting time. However, such
a map may not be well defined; for example, two trajectories can enter the domain at the same time but leave at
different times. To address such issues, we mollify the t-component and define a sequence of measures ρi,δ first,
and then define ρi as the limit of this sequence as δ ↓ 0 which is done in Step 4.
Let {θδ} ⊂ C∞(R) be a family of smooth mollifiers with first moment equal to 1, and define
ρi,+
s∣γ;,δ ∶= ρi,+s∣γ; ∗ θδ
ρi,−
τ ∣γ;,δ ∶= ρi,−τ ∣γ; ∗ θδ (75)
We further define measures ρi,+,δ , ρi,−,δ ∈M+(R × Γi) as
dρi,+,δ(s, γ) = dρi,+,δ(s ∣ γ)dρi,+,Γ(γ)
dρi,−,δ(τ, γ) = dρi,−,δ(τ ∣ γ)dρi,−,Γ(γ) (76)
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For almost every t ∈ [0, T ] and any non-negative test function w ∈ L1(Rni), we know
0 ≤⟨µix∣t;,w⟩ (77)=∫[0,t]×Rni w(Φi(t, s, x))d (σi(s, x) − ηi(s, x)) (78)=∫[0,t]×Γi w(et(0, T, γ))dρi,+ (s, γ) − ∫[0,t]×Γi w(et(0, T, γ))dρi,− (τ, γ) (79)=∫
Γi
w(et(0, T, γ)) (∫[0,t] dρi,+s∣γ;(s) − ∫[0,t] dρi,−τ ∣γ;(τ)) dρiγ;(γ) (80)
where (77) follows from the fact that µix∣t; is an unsigned measure; (78) follows by substituting in (62); (79)
follows from the definition (64); (80) follows from (65).
Equivalently, given any Borel set EΓ ⊂ Γi ,
∫
EΓ
(∫[0,t] dρi,+s∣γ;(s) − ∫[0,t] dρi,−τ ∣γ;(τ)) dρiγ;(γ) ≥ 0 (81)
Since the functions t↦ ∫[0,t] dρi,+s∣γ;(s) and t↦ ∫[0,t] dρi,−τ ∣γ;(τ) are absolutely continuous, Equation (81) is satisfied
for all t ∈ [0, T ]: ∫[0,t] dρi,+s∣γ;(s) ≥ ∫[0,t] dρi,−τ ∣γ;(τ) (82)
for almost every γ ∈ spt(ρi,Γ). From the monotonicity of convolution , we know
∫ t−∞ dρi,+s∣γ;,δ(s) ≥ ∫ t−∞ dρi,−τ ∣γ;,δ(τ) (83)
for almost every γ ∈ spt(ρiγ;).
Because ρi,+
s∣γ;,δ and ρi,−τ ∣γ;,δ are smooth non-negative measures, the functions t ↦ ∫ t−∞ dρi,+s∣γ;,δ(s) and t ↦∫ t−∞ dρi,−τ ∣γ;,δ(τ) are continuous and non-decreasing. Moreover, since
0 = ∫ −∞−∞ dρi,+s∣γ;,δ(s) ≤ ∫ t−∞ dρi,−τ ∣γ;,δ(τ) ≤ ∫ t−∞ dρi,+s∣γ;,δ(s) ≤ ∫ ∞−∞ dρi,−τ ∣γ;,δ(τ) = 1, (84)
where the last equality follows because ρi,−
s∣γ;,δ is a probability measure; by the Mean Value Theorem, for any
γ ∈ spt(ρiγ;) there exists a function rγ ∶ R→ R such that
rγ(t) ≥ t (85)
and ∫ t−∞ dρi,+s∣γ;,δ(s) = ∫ rγ(t)−∞ dρi,−τ ∣γ;,δ(τ) (86)
for every γ ∈ spt(ρiγ;). Moreover, the function rγ is strictly increasing and therefore invertible, i.e., there exists a
function r−1γ ∶ R→ R such that rγ(r−1γ (t)) = r−1γ (rγ(t)) = t.
Because of the result in Step 2, Equation (86) can be equivalently written as
∫R×Γi 1(−∞,t](s)w(γ)dρi,+,δ(s, γ) = ∫R×Γi 1(−∞,rγ(t)](τ)w(γ)dρi,−,δ(τ, γ) (87)
for any t ∈ R and where w is any measurable function on Γi.
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We now abuse notation and define a map r ∶ R × spt(ρiγ;) → R by letting r(s, γ) ∶= rγ(s) for all γ ∈ spt(ρiγ;),
and also projection maps pi1 ∶ (s, γ) ∈ R × Γi ↦ s ∈ R, pi2 ∶ (s, γ) ∈ R × Γi ↦ γ ∈ Γi . We can then define a measure
ρi,δ ∈M+(R ×R × Γi) as
ρi,δ = (pi1 × r × pi2)# ρi,+,δ (88)
We now establish the relationship between the marginals of ρi,δ and the measures ρ
i,+
,δ and ρ
i,−
,δ . We use variables(s, τ, γ) ∈ R ×R × Γi to denote any point in spt(ρi,δ). Then the (s, γ)-marginal of ρi,δ is equal to ρi,+,δ , because:
ρi,δ(A × [0, T ] ×B) =∫R×R×Γi 1A×B(s, γ)dρi,δ(s, τ, γ) (89)=∫R×Γi 1A×B(pi1(s, γ), pi2(s, γ))dρi,+,δ(s, γ) (90)=∫R×Γi 1A×B(s, γ)dρi,+,δ(s, γ) (91)=ρi,+,δ(A ×B) (92)
for all Borel sets A ∈ [0, T ] and B ∈ Γi , where (89) follows by definition; (90) follows from substituting in (88);
(91) follows from substituting the definition of pi1 and pi2; (92) is true by definition.
To show the (τ, γ)-marginal of ρi,δ is equal to ρi,−,δ , it is then sufficient to show the following equation
∫R×R×Γi 1(−∞,t](τ)w(γ)dρi,δ(s, τ, γ) = ∫R×Γi 1(−∞,t](τ)w(γ)dρi,−,δ(τ, γ) (93)
holds for all indicator functions 1(∞,t] and w ∈ L1(Γi). The equation is true because
∫R×R×Γi 1(−∞,t](τ)w(γ)dρi,δ(s, τ, γ) =∫R×Γi 1(−∞,t](r(s, γ))w(γ)dρi,+,δ(s, γ) (94)=∫R×Γi 1(−∞,r−1γ (t)](s)w(γ)dρi,+,δ(s, γ) (95)=∫R×Γi 1(−∞,rγ(r−1γ (t))](τ)w(γ)dρi,−,δ(τ, γ) (96)=∫R×Γi 1(−∞,t](τ)w(γ)dρi,−,δ(τ, γ) (97)
where (94) follows by plugging in (88); (95) is true because rγ is strictly monotonic and therefore rγ(s) ∈ (−∞, t]
if and only if s ∈ (−∞, r−1γ (t)]; (96) follows by substituting in (87); (97) follows from the fact that rγ is invertible;
Step 4 (Tightness of the family {ρi,δ}δ). We now show that the limit of ρi,δ exists as δ goes to zero and that this
limiting measure satisfies µix∣t; = (et)#ρi for almost every t. To prove this limiting condition, we use the notion
of tightness of measures and apply the following pair of conditions called the integral condition on the tightness
and tightness criterion [38, pp. 605-606]:
Integral Condition on the Tightness: Let X be a separable metric space. A family K ⊂M+(X) is tight if and
only if there exists a function Θ ∶ X → [0,+∞] whose sublevel sets {x ∈ X ∣ Θ(x) ≤ c} are compact in X (such
functions are called coercive functions), such that
sup
µ∈K∫X Θ(x)dµ(x) < +∞ (98)
Tightness Criterion: Let X , X1, X2 be separable metric spaces and let ri ∶X →Xi, i = 1,2 be continuous maps
such that the product map r ∶ r1 × r2 ∶X →X1 ×X2 is proper. Let K ⊂M+(X) be such that Ki ∶= ri#(K) is tight
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in M+(Xi) for i = 1,2. Then also K is tight in M+(X). Notice the statement also holds for finitely many maps
by induction.
We now choose maps r1, r2 defined in R ×R × Γi as
r1 ∶ (s, τ, γ)↦ (s, γ) ∈ R × Γi , r2 ∶ (s, τ, γ)↦ τ ∈ R (99)
It is obvious that r = r1 × r2 ∶ R × R × Γi → R × Γi × R is proper. The family {r1#ρi,δ}δ is given by {ρi,+,δ}δ
which are tight by definition , and the family {r2#ρi,δ}δ is given by the first marginal of {ρi,−,δ}δ which are also
tight. Applying the tightness criterion, we know the family {ρi,δ}δ is tight, and therefore narrowly sequentially
relatively compact as δ ↓ 0 according to Prokhorov compactness theorem. Let ρi be any limit of the family {ρi,δ}
as δ ↓ 0. Since the (s, γ)-marginal of ρi,δ is equal to ρi,+,δ and the (τ, γ)-marginal of ρi,δ is equal to ρi,−,δ , for
arbitrary continuous function ϕ ∈ Cb(R × Γi) we have
∫R×R×Γi ϕ(s, γ)dρi,δ(s, τ, γ) =∫R×Γi ϕ(s, γ)dρi,+,δ(s, γ)∫R×R×Γi ϕ(τ, γ)dρi,δ(s, τ, γ) =∫R×Γi ϕ(τ, γ)dρi,−,δ(τ, γ)
(100)
We then pass to the limit δ ↓ 0 in (100) to obtain
∫R×R×Γi ϕ(s, γ)dρi(s, τ, γ) =∫R×Γi ϕ(s, γ)dρi,+ (s, γ)∫R×R×Γi ϕ(τ, γ)dρi(s, τ, γ) =∫R×Γi ϕ(τ, γ)dρi,− (τ, γ)
(101)
Since spt(ρi,+ ) ⊂ [0, T ] × Γi and spt(ρi,− ) ⊂ [0, T ] × Γi , we know spt(ρi) ⊂ [0, T ] × [0, T ] × Γi , and (101) can be
written as
∫[0,T ]×[0,T ]×Γi ϕ(s, γ)dρi(s, τ, γ) =∫[0,T ]×Γi ϕ(s, γ)dρi,+ (s, γ)∫[0,T ]×[0,T ]×Γi ϕ(τ, γ)dρi(s, τ, γ) =∫[0,T ]×Γi ϕ(τ, γ)dρi,− (τ, γ)
(102)
In fact, (102) is also true for arbitrary measurable function ϕ [33, Theorem 7.14.25]. Notice for any triplet(s, τ, γ) ∈ spt(ρi), we have γ ∈ Γi , therefore γ satisfies the ODE:
9γ = F¯ i (t, γ(t)) (103)
for all t ∈ [0, T ].
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For almost every t ∈ [0, T ], and for any t ∈ [0, T ] and measurable test function w ∶Xi → R, we have
∫
Xi
w(x)dµi(x ∣ t)
=∫[0,t]×Xi w(Φi(t, s, x))d(σi(s, x) − ηi(s, x)) (104)=∫[0,t]×Xi w(et(s, T,Ψ(s, x)))dσi(s, x) − ∫[0,t]×Xi w(et(τ, T,Ψ(τ, x)))dηi(τ, x) (105)=∫[0,t]×[0,T ]×Γi w(et(s, T, γ))dρi(s, τ, γ) − ∫[0,t]×[0,t]×Γi w(et(τ, T, γ))dρi(s, τ, γ) (106)=∫[0,t]×[0,t]×Γi (w(et(s, T, γ)) −w(et(τ, T, γ))) dρi(s, τ, γ) + ∫[0,t]×(t,T ]×Γi w(et(s, T, γ))dρi(s, τ, γ) (107)=∫[0,t]×[0,t]×Γi (w(et(0, T, γ)) −w(et(0, T, γ))) dρi(s, τ, γ) + ∫[0,t]×(t,T ]×Γi w(et(s, τ, γ))dρi(s, τ, γ) (108)=0 + ∫[0,t]×[t,T ]×Γi w(et(s, τ, γ))dρi(s, τ, γ) − ∫[0,t]×{t}×Γi w(et(0, T, γ))dρi(s, τ, γ) (109)
where (104) follows by substituting in (62); (105) follows from the fact that Φi(t, s, x) is defined only when t ≥ s
and a change of variable τ = s for the second half of the equation; (106) follows by substiting in (64) and (102);
(107) follows by splitting the domain of integration; (108) follows from the fact that et(t1, T, ⋅) = et(0, T, ⋅) and
et(t1, T, ⋅) = et(t1, t2, ⋅) for all 0 ≤ t1 ≤ t ≤ t2 ≤ T ; the first term of (109) is zero because the integrand is a zero
function, and the rest follows by adding and subtracting the set [0, t] × {t} × Γi to the domain of integration.
Since ∫[0,t]×{t}×Γi w(et(0, T, γ))dρi(s, τ, γ) is non-zero for at most countably many t’s (otherwise ρi would not
be bounded), we can write the previous equation as
µix∣t; = (et)#ρi (110)
for almost every t ∈ [0, T ].
Step 5 (Tightness of the family {ρi}). We now show that the limit of ρi exists as  goes to zero. This is done
by applying the tightness criterion again. To begin, choose maps r1, r2, r3 defined in [0, T ] × [0, T ] × Γi as
r1 ∶ (s, τ, γ)↦ s ∈ [0, T ], r2 ∶ (s, τ, γ)↦ τ ∈ [0, T ], r3 ∶ (s, τ, γ)↦ γ ∈ Γi (111)
Observe that r = r1×r2×r3 ∶ R×R×Γi → R×R×Γi is identity map and therefore proper. The family {r1#ρi} and{r2#ρi} are given by the first marginals of σi and ηi, respectively, which are tight (in fact they are independent
of ). About r3#ρ
i
 we choose a coercive function Θ ∶ Γi → R:
Θ ∶ γ ↦ ∣γ(T )∣ + ∫ T
0
∣ 9γ(t)∣2 dt (112)
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where ∣ ⋅ ∣ is the Euclidean norm on Rni .
∫
Γi
Θ(γ)d (r3#ρi) (γ) =∫[0,T ]×[0,T ]×Γi Θ(γ)dρi(s, τ, γ) (113)=∫[0,T ]×Γi Θ(γ)dρi,+ (s, γ) (114)=∫[0,T ]×Rni (∣Φˆi(T, s, x)∣ + ∫ T0 ∣ 9ˆΦi(t, s, x)∣2 dt) dσi(s, x) (115)
≤∫[0,T ]×Rni (∣Φˆi(s, s, x)∣ + ∫ Ts ∣F¯ i (Φˆi(τ, s, x))∣ dτ +
+ ∫ T
0
∣F¯ i (Φˆi(t, s, x))∣2 dt) dσi(s, x) (116)
≤∫[0,T ]×Rni ∣x∣dσi(s, x) +MTσi([0, T ] ×Rni) +M2Tσi([0, T ] ×Rni) (117)≤∫[0,T ]×Rni (∣x∣2 + 1)dσi(s, x) + (MT +M2T )σi([0, T ] ×Rni) (118)≤∫[0,T ]×Xi ∫Rni ∣x + y∣2θ(y)dy dσi(s, x) + (1 +MT +M2T )σi([0, T ] ×Xi) (119)=∫[0,T ]×Xi ∣x∣2 dσi(s, x) + (∫Rni ∣y∣2θ(y)dy) ⋅ σ([0, T ] ×Xi)++ ∫[0,T ]×Xi ∫Rni 2xT y ⋅ θ(y)dy dσi(s, x) + (1 +MT +M2T )σi([0, T ] ×Xi)
(120)
< +∞ (121)
where (113) follows from definition of pushforward measure; (114) follows from (102); (115) follows from the
definition (64); (116) follows from the (44) and the triangle inequality in Rni ; (117) follows from (44) and (59);
(118) is because ∣x∣2+1 ≥ ∣x∣ for all x ∈ Rni , and σi is unsigned measure; (119) follows by definition of convolution;
(120) is because ∣x+y∣2 = ∣x∣2+ ∣y∣2+2xT y for all x, y ∈ Rni ; Since σi is bounded by assumption and Xi is compact
therefore ∣x∣2 is bounded for all x ∈Xi, the first and last term in (120) are bounded. Because θ is assumed to have
zero mean and bounded second moment, the second term in (120) is bounded and the third term in (120) is zero.
Then (121) follows. As a result, using the integral condition for the tightness, {r3#ρi} is tight, and therefore the
family {ρi} is tight according to the tightness criterion.
Step 6 (Condition (b)). We now prove that the limiting measure of ρi as  goes to zero satisfies (57). Using the
Prokhorov Compactness Theorem, the family ρi is narrowly sequentially relatively compact. We choose a narrowly
convergent sequence in {ρi} and define its limit by ρi ∈M+([0, T ]×[0, T ]×Γi). Given any function w ∈ Cb(Rni),
it follows from (110) that
∫Rni w(x)dµix∣t;(x) = ∫[0,T ]×[0,T ]×Γi w(et(s, τ, γ))dρi(s, τ, γ) (122)
for almost every t ∈ [0, T ]. Since et is continuous for all t ∈ [0, T ], we know w ○ et ∈ Cb([0, T ] × [0, T ] ×Γi). We
then pass to the limit  ↓ 0 to both sides of (122) to obtain
∫Rni w(x)dµix∣t(x) = ∫[0,T ]×[0,T ]×Γi w(et(s, τ, γ))dρi(s, τ, γ) (123)
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for almost every t ∈ [0, T ]. In fact, (123) is true for arbitrary measurable function w ∈ L1(Rni) because Cb(Rni)
is dense in L1(Rni) [33, Corollary 4.2.2], therefore we have
µix∣t = (et)#ρi (124)
for almost every t ∈ [0, T ].
Step 7 (Condition (a) with continuous vector field). To prove (a), it suffices to show that
∫[0,t]×[t,T ]×Γi ∣γ(t) − γ(s) − ∫ ts F¯i(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ) = 0 (125)
for any t ∈ [0, T ]. One could attempt to prove this result, by applying the notion of narrow convergence to ρi;
however, the technical difficulty is that the integrand may not be continuous due to the lack of regularity of F¯i. We
may, however, first consider the case where the vector field F¯i is continuous on [0, T ] ×Xi (therefore uniformly
continuous since [0, T ] ×Xi is compact). In that instance, we could apply narrow convergence directly to prove
our result; however, we instead prove the result using a slightly different technique since the result is useful in
subsequent steps.
Let v ∈ Cb([0, T ] ×Xi;Rni) be a bounded uniformly continuous function, and let us first prove the estimate:
∫[0,t]×[t,T ]×Γi ∣γ(t) − γ(s) − ∫ ts v(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ) ≤ ∫[0,T ]×Xi ∣F¯i(τ, x) − v(τ, x)∣ dµiτ,x(τ, x) (126)
for any t ∈ [0, T ]. Indeed we have
∫[0,t]×[t,T ]×Γi ∣γ(t) − γ(s) − ∫ ts v(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ)=∫[0,t]×[t,T ]×Γi ∣∫ ts F¯ i (τ ′, γ(τ ′))dτ ′ − ∫ ts v(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ) (127)=∫[0,t]×[t,T ]×Γi ∫ ts ∣F¯ i (τ ′, γ(τ ′)) − v(τ ′, γ(τ ′))∣ dτ ′ dρi(s, τ, γ) (128)=∫ t
0
∫[0,τ ′]×[t,T ]×Γi ∣F¯ i (τ ′, γ(τ ′)) − v(τ ′, γ(τ ′))∣ dρi(s, τ, γ)dτ ′ (129)=∫ t
0
∫[0,τ ′]×[t,T ]×Γi ∣F¯ i (τ ′, eτ ′(s, τ, γ)) − v(τ ′, eτ ′(s, τ, γ))∣ dρi(s, τ, γ)dτ ′ (130)≤∫ t
0
∫[0,τ ′]×[τ ′,T ]×Γi ∣F¯ i (τ ′, eτ ′(s, τ, γ)) − v(τ ′, eτ ′(s, τ, γ))∣ dρi(s, τ, γ)dτ ′ (131)=∫ t
0
∫Rni ∣F¯ i (τ ′, x) − v(τ ′, x)∣ dµix∣τ ′;(x)dτ ′ (132)≤∫ t
0
∫Rni ∣F¯ i (τ, x) − v(τ, x)∣ dµix∣τ ;(x)dτ + ∫ t0 ∫Rni ∣v(τ, x) − v(τ, x)∣ dµix∣τ ;(x)dτ (133)≤∫ t
0
∫Rni ∣F¯i(τ, x) − v(τ, x)∣ dµix∣τ(x)dτ + ∫ T0 ( supx∈Rni ∣v(τ, x) − v(τ, x)∣ ⋅ µix∣τ ;(Rni)) dτ (134)
≤∫ T
0
∫
Xi
∣F¯i(τ, x) − v(τ, x)∣ dµiτ,x(τ, x) + sup
τ∈[0,T ]
x∈Rni
∣v(τ, x) − v(τ, x)∣ ⋅ µi([0, T ] ×Xi) (135)
where (127) follows from (103) and the Fundamental Theorem of Calculus; (128) follows from properties of
integrals; (129) follows from Fubini’s Theorem; (130) follows from definition of evaluation map et; (131) is because
ρi is an unsigned measure and τ
′ ≤ t in the domain of integration; (132) follows from (110); (133) follows after a
change of variables τ = τ ′, adding and subtracting v(τ, ⋅) ∶= (v(τ,⋅)µix∣τ )∗θ
µi
x∣τ; and applying the Triangle Inequality;
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(134) is due to [38, Lemma 3.9]; (135) follows from (60) and Lemma 9. Since the family {ρi} is tight and the
integrand is a continuous and non-negative function on [0, t] × [t, T ] × Γi, we can take the limit as  ↓ 0 on both
sides of the chain of inequalities. Since v is uniformly continuous, v converges to v uniformly as  ↓ 0, and the
second term of (135) converges to 0, therefore we obtain (126). Notice if F¯i is continuous (therefore uniformly
continuous on the compact domain [0, T ] ×Xi), we may let v ∶= F¯i in (126), and (125) follows.
Step 8 (Error bound of vector field approximation). When there is no regularity in F¯i other than boundedness,
we choose a sequence of continuous functions converging to F¯i in L1(µit,x;Rni), and prove an error bound of
the approximation: Let {vk}k∈N ⊂ C([0, T ] ×Xi;Rni) be a sequence of continuous functions converging to F¯i in
L1(µit,x;Rni) [33, Corollary 4.2.2]. Given any t ∈ [0, T ], the error between vk and F¯i is given by
∫[0,t]×[t,T ]×Γi ∫ ts ∣vk(τ ′, γ(τ ′)) − F¯i(τ ′, γ(τ ′))∣ dτ ′ dρi(s, τ, γ)=∫ t
0
∫[0,τ ′]×[t,T ]×Γi ∣vk(τ ′, γ(τ ′)) − F¯i(τ ′, γ(τ ′))∣ dρi(s, τ, γ)dτ ′ (136)≤∫ t
0
∫[0,τ ′]×[τ ′,T ]×Γi ∣vk(τ ′, γ(τ ′)) − F¯i(τ ′, γ(τ ′))∣ dρi(s, τ, γ)dτ ′ (137)=∫ t
0
∫
Xi
∣vk(τ ′, x) − F¯i(τ ′, x)∣ dµix∣τ ′(x)dτ ′ (138)
≤∫[0,T ]×Xi ∣vk(τ, x) − F¯i(τ, x)∣ dµiτ,x(τ, x) (139)
where (136) follows from Fubini’s theorem; (137) is because ρi is unsigned measure and τ ′ ≤ t in the domain of
integration; (138) follows from (124); in (139) we performed change of variables τ = τ ′ and the result follows from
Lemma 9. Observe that as k →∞ this error goes to zero.
Step 9 (Condition (a) with bounded vector field). We may now combine Step 7 and Step 8 together and prove
condition (a) in a more general setting. Using the results in Step 7 and Step 8, we obtain for any t ∈ [0, T ],
∫[0,t]×[t,T ]×Γi ∣γ(t) − γ(s) − ∫ ts F¯i(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ)≤∫[0,t]×[t,T ]×Γi ∣γ(t) − γ(s) − ∫ ts vk(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ)++ ∫[0,t]×[t,T ]×Γi ∣∫ ts vk(τ ′, γ(τ ′))dτ ′ − ∫ ts F¯i(τ ′, γ(τ ′))dτ ′∣ dρi(s, τ, γ)
(140)
≤∫[0,T ]×Xi ∣F¯i(τ, x) − vk(τ, x)∣ dµiτ,x(τ, x)++ ∫[0,t]×[t,T ]×Γi ∫ ts ∣vk(τ ′, γ(τ ′)) − F¯i(τ ′, γ(τ ′))∣ dτ ′ dρi(s, τ, γ)
(141)
≤2∫[0,T ]×Xi ∣F¯i(τ, x) − vk(τ, x)∣ dµiτ,x(τ, x) (142)
where (140) follows from triangle inequality; (141) follows from (126); (142) follows from the error bound proved
in Step 8. When we let k →∞, (142) goes to zero, therefore condition (a) holds.
Corollary 14: Assume F¯i is pointwise bounded on [0, T ] ×Xi. Let µix∣t, σi, and ηi satisfy the PDE (43), and
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let ρi be defined as in Theorem 13. Define maps r1, r2 ∈ [0, T ] × [0, T ] × Γi → [0, T ] ×Rni by
r1 ∶(s, τ, γ)↦ (s, γ(s))
r2 ∶(s, τ, γ)↦ (τ, γ(τ)) (143)
Then
r1#ρ
i = σi
r2#ρ
i = ηi (144)
Proof: Recall in the proof of Theorem 13 we mollified σi and ηi using a family of smooth mollifiers to obtain
smooth measures σi and η
i
. We also defined a tight family of measures {ρi} ⊂ M+([0, T ] × [0, T ] × Γi) that
converges to ρi in the narrow sense. The connection between each ρi in that family and the mollified measures σ
i

and ηi was established via measures ρ
i,+
 and ρ
i,−
 .
For all Borel subsets A ×B ∈ [0, T ] ×Rni , we have
∫[0,T ]×Rni 1A×B(s, x)d(r1#ρi) =∫[0,T ]×[0,T ]×Γi 1A×B(s, γ(s))dρi(s, τ, γ) (145)=∫[0,T ]×Γi 1A×B(s, γ(s))dρi,+ (s, γ) (146)=∫[0,T ]×Rni 1A×B(s,Φi(s, s, x))dσi(s, x) (147)=∫[0,T ]×Rni 1A×B(s, x)σi(s, x) (148)
where (145) follows by definition of pushforward measure; (146) follows from (102); (147) follows from (64);
(148) follows from (63). Therefore for any continuous function ϕ ∈ Cb([0, T ] ×Rni), we know
∫[0,T ]×[0,T ]×Γi(ϕ ○ r1)(s, τ, γ)dρi(s, τ, γ) = ∫[0,T ]×Xni ϕ(s, x)dσi(s, x) (149)
Since the families {σi} and {ρi} are tight, as was shown in the proof of Theorem 13, and therefore narrowly
sequentially relatively compact according to Prokhorov Compactness Theorem, and because r1 is continuous, we
can take the limit (in the narrow sense) as  ↓ 0 to obtain
∫[0,T ]×[0,T ]×Γi(ϕ ○ r1)(s, τ, γ)dρi(s, τ, γ) = ∫[0,T ]×Xni ϕ(s, x)dσi(s, x) (150)
In fact (150) is true for all measurable functions ϕ ∶ [0, T ] ×Rni → R because Cb is dense [33, Corollary 4.2.2],
as a result r1#ρ
i = σi. The result for ηi can be proved in a similar manner.
As a consequence, any triplet (s, τ, γ) ∈ spt(ρi) can be viewed as a trajectory γ in mode i, well defined on [s, τ],
and satisfying (s, γ(s)) ∈ spt(σi), (τ, γ(τ)) ∈ spt(ηi). In fact, such trajectories in different modes are closely
related by reset maps, and can be combined together to be admissible trajectories for the entire hybrid system. To
further illustrate this point, we first define an evaluation map that acts on the trajectories for the hybrid system
eit ∶ X →∐i∈IXi as
eit(γ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
γi(t), if λ(γ(t)) = i∅, otherwise (151)
for each i ∈ I. We can then establish a relationship between admissible trajectories and measures that satisfy (43):
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Theorem 15: Assume F¯i is pointwise bounded on [0, T ]×Xi, and let µix∣t, σi, and ηi satisfy the PDE (43). Then
there exists a non-negative measure ρ ∈M+(XT ) supported on a family of admissible trajectories, such that
1) ρ satisfies
µix∣t = (eit)#ρ (152)
for almost every t ∈ [0, T ].
2) If µi0 satisfies ∑
i∈I µ
i
0(Xi) = 1 (153)
then ρ is a probability measure.
3) µit,x (resp. µ
i
T , µ
Se ) is the average occupation measure (resp. average terminal measure, average guard measure)
generated by the family of admissible trajectories in the support of ρ for each mode i ∈ I and e ∈ E .
Proof: We first show that trajectories defined in support of ρi and ρj satisfy the reset map for all (i, j) ∈ E .
Step 1 (Reset maps are satisfied). According to Corollary 14, it suffices to show
σj = δ0 ⊗ µi0 + ∑(i,j)∈E R˜(i,j)#ηi ∀j ∈ I. (154)
Notice
ηi = δT ⊗ µiT + ∑(i,i′)∈E µS(i,i′) (155)
where spt(δT ⊗ µiT ) ∩ ([0, T ] × S(i,j)) = ∅, and spt(µS(i,i′)) ∩ ([0, T ] × S(i,j)) = ∅ for all i′ ≠ j. Therefore
R˜(i,j)#ηi = R˜(i,j)#µS(i,j) (156)
and (154) follows from (41).
As a result of Step 1, all trajectories in the support of ρi are reinitialized to another trajectory in the support of
ρj after it reaches the guard S(i,j); On the other hand, a trajectory can only start in mode i either from the given
initial condition x0 at time 0, or by transitioning from another mode j if (j, i) ∈ E . To be admissible, we must
show that all trajectories start from x0 at time 0, and reach XT at time T .
Step 2 (Trajectories are defined on [0, T ]). This step shows that trajectories are defined between [0, T ]. To prove
this, we first show that for any i ∈ I and (s, τ, γ) ∈ spt(ρi) such that τ ≠ T , there is a number ∆t > 0 such that
τ − s ≥ ∆t.
Let (s, τ, γ) ∈ spt(ρi) for some i ∈ I, and let 0 ≤ s ≤ τ < T . According to Theorem 13 and Corollary 14, we
know
γ(s) ∈ {x0} ⋃(i′,i)∈ER(i′,i)(S(i′,i)), γ(τ) ∈ ⋃(i,i′)∈E S(i,i′), 9γ(t) = F¯i(t, γ(t)). (157)
According to Definition 1, Assumption 2, and Assumption 6, {x0}⋃(i′,i)∈E R(i′,i)(S(i′,i)) and ⋃(i,i′)∈E S(i,i′) are
disjoint compact sets, therefore the distance between those two sets, denoted as di, is nonzero. Let Mi > 0 be a
bound for F¯i(t, x) over [0, T ] ×Xi, and define
∆t ∶= min
i∈I diMi (158)
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Therefore for all (x, τ, γ) ∈ spt(ρi), we have
di ≤∣γ(τ) − γ(s)∣ (159)
= ∣∫ τ
s
F¯i(t, γ(t))dt∣ (160)
≤∫ τ
s
Mi dt (161)
=(τ − s)Mi (162)
where (159) and (160) follows from (157); (161) follows from definition of Mi; (162) follows from fundamental
theorem of calculus. As a result, τ − s ≥ di
Mi
≥ ∆t.
To show all trajectories are defined on [0, T ], consider the following case: Let (s, τ, γ) ∈ spt(ρi). If s = 0 and
τ = T , we are done. Now suppose τ < T . As a result of Step 1 and Corollary 14, (τ, γ(τ)) ∈ S(i,i′) for some i′ ∈ I,
and γ is reinitialized to another trajectory γ′ defined on [τ, τ ′], such that (τ, τ ′, γ′) ∈ ρi′ . if τ ′ < T , the trajectory
is defined on [s, τ ′] ⊂ [s, τ +∆t]. This process can always be continued until the trajectory is defined up to time
T . Similarly, we can show a trajectory defined on [s, τ] is also defined on [s −∆t, τ] as long as s > 0. Therefore
all trajectories are well defined on [0, T ].
Notice it follows from the above discussion that for any i ∈ I and (0, τ, γ) ∈ spt(ρi), τ ≥ ∆t. As a result,
spt(µSe) ∈ [∆t, T ] × Se for all e ∈ E . Then according to the result in Step 1, we know
spt(R˜e#µSe) ∈ [∆t, T ] ×Re(Se) (163)
for all e ∈ E .
Step 3 (Trajectories are admissible). We first show all the trajectories end at time t = T in spt(µiT ) for some
i ∈ I. Consider the triplet (s, T, γ) ∈ spt(ρi) for some i ∈ I. According to Corollary 14, (T, γ(T )) ∈ spt(ηi) ⊂({T} ×XTi) ∪ ([0, T ] ×⋃(i,i′)∈E S(i,i′)). If γ(T ) ∈XTi , we are done. If γ(T ) ∈ S(i,i′) for some (i, i′) ∈ E , then γ
is reinitialized to another trajectory γ′ defined on [T,T ], such that (T,T, γ′) ∈ ρi′ . Applying Corollary 14 again,
we know γ′(T ) ∈ XTi ⋃(i,i′)∈E S(i,i′). Also, because γ′(T ) = R(i,i′)(γ(T )) ∈ R(i,i′)(S(i,i′)), using Assumption 5
we know γ′(T ) ∈XTi . Using a similar argument, we can also show all the trajectories start from spt(µi0), therefore
they are admissible by definition.
Step 4 (Condition 1 and 2). As a result of Step 3, there exists a measure ρ ∈M+(XT ) such that
(eit)#ρ(γ) = (et)#ρi = µix∣t (164)
for almost every t ∈ [0, T ].
Since all trajectories are defined on [0, T ], to prove ρ is a probability measure, we only need to show
∑
i∈I∫{0}×[0,T ]×Γi dρi(s, τ, γ) = 1 (165)
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Notice
∑
i∈I∫{0}×[0,T ]×Γi dρi(s, τ, γ) =∑i∈I∫[0,T ]×[0,T ]×Γi 1{0}(s)dρi(s, τ, γ) (166)=∑
i∈I∫[0,T ]×Xi 1{0}(s)dσi(s, x) (167)=∑
i∈I σ
i({0} ×Xi) (168)
=∑
i∈I µ
i
0(Xi) (169)
=1 (170)
where (166) and (168) follows from definition of identity map; (167) follows from Corollary 14; (169) follows
from (41) and (163).
Step 5 (average occupation measure, average terminal measure, and average guard measure).
Let A ×B be in the Borel σ-algebra of [0, T ] ×Xi, then we have
µit,x(A ×B) =∫[0,T ]×Xi 1A×B(t, x)dµix∣t(x)dt (171)=∫ T
0
∫XT 1A(t) ⋅ 1B(γi(t))dρ(γ)dt (172)=∫XT ∫ T0 1A×B(t, γi(t))dt dρ(γ) (173)
where (171) follows from Lemma 9; (172) follows from (164); (173) follows from Fubini’s theorem.
Also, for all B in the Borel σ-algebra of XTi , we know
µiT (B) =(δT ⊗ µiT )({T} ×B) (174)=∫[0,T ]×Xi 1{T}×B(t, x)dηi(t, x) (175)=∫[0,T ]×[0,T ]×Γi 1{T}(τ) ⋅ IB(γ(τ))dρi(s, τ, γ) (176)=∫[0,T ]×[0,T ]×Γi 1B(eT (γ))dρi(s, τ, γ) (177)=∫XT 1B(γi(T ))dρ(γ) (178)
where (174) follows from definition of δT ; (175) follows from Assumption 5, (41), and the fact that B ⊂ XTi ;
(176) follows from Corollary 14; (177) follows from definition of et; (178) follows from (164).
Finally, for all (i, i′) ∈ S and A ×B in the Borel σ-algebra of [0, T ] × S(i,i′), we have
µS(i,i′)(A ×B) =∫[0,T ]×Xi 1A×B(τ, x)dηi(τ, x) (179)=∫[0,T ]×[0,T ]×Γi 1A×B(τ, γ(τ))dρi(s, τ, γ) (180)=∫[0,T ]×[0,T ]×Γi #{(τ, γ(τ)) ∈ A ×B}dρi(s, τ, γ) (181)=∫XT #{(τ, γi(τ)) ∈ A ×B}dρ(γ) (182)=∫XT #{t ∈ A ∣ limτ→t− γi(τ)}dρ(γ) (183)
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where (179) follows from Assumption 5, (41), and the fact that B ⊂ S(i,i′); (180) follows from Corollary 14; (181)
is because of Assumption 3; (182) follows from (164); (183) is because all γi ∈ Γi are absolutely continuous.
Theorem 15 illustrates that measures satisfying the Hybrid Liouville Equation correspond to trajectories of the
convexified inclusion, 9γi(t) ∈ conv f(t, x(t), U), rather than the original specified dynamics within each mode
of the system. To ensure that the there is no gap between the original specified dynamics and the solutions that
correspond to the convexified inclusion, we assume the following condition:
Assumption 16: The set Fi(t, x,U) is convex for all t, x, or i ∈ I or Fi is control affine.
Either condition in the previous assumption is sufficient to ensure that measures satisfying the Hybrid Liouville
Equation correspond exactly to trajectories described according to Algorithm 1 [39]. Finally, notice that Corollary
17 provides a link between the solution measures and the underlying control input, which leads to a method capable
of performing control synthesis:
Corollary 17: Suppose the dynamics of the hybrid system in each mode is control affine, i.e.,
Fi(t, x, u) = fi(t, x) + gi(t, x)u (184)
for all t, x, u, and i ∈ I, where fi ∶ R ×Xi → Rni and gi ∶ R ×Xi → Rni×m. Let νiu∣t,x and ρ be defined as in (30)
and (164), respectively. Then t↦ (θ(t), ∫U udνλ(θ(t))u∣t,θλ(θ(t))(u)) is an admissible pair for all θ ∈ spt(ρ), where
∫
U
udνi(u ∣ t, x) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∫U [u]1 dνi(u ∣ t, x)∫U [u]2 dνi(u ∣ t, x)⋮∫U [u]m dνi(u ∣ t, x)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(185)
is an m × 1 real vector for each t, x, and i ∈ I.
Proof: For any θ ∈ spt(ρ), we have:
9θi(t) = fi(t, θi(t)) + gi(t, θi(t)) ⋅ ∫
U
udνiu∣t,θi(t)(u) (186)
for almost every t ∈ [0, T ]. Since νi(⋅ ∣ t, x) is a stochastic kernel and U is convex, we know
∫
U
udνiu∣t,θi(t)(u) ∈ U (187)
for all i ∈ I. Therefore, t↦ (θ(t), ∫U udνλ(θ(t))u∣t,θλ(θ(t))(u)) is an admissible pair.
IV. INFINITE DIMENSIONAL LINEAR PROGRAM
This section reformulates (OCP ) as an infinite-dimension al linear program over the space of measures, proves
it computes the solution to (OCP ), and illustrates how its solution can be used for control synthesis.
We first define µi0 to be dirac measure supported at x0:
µi0 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
δx=x0 , if x0 ∈Xi;
0, otherwise
(188)
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Define the optimization problem (P ) as:
inf
Γ
∑
i∈I⟨µi, hi⟩ +∑i∈I⟨µiT ,Hi⟩ (P )
s.t. δ0 ⊗ µi0 +L′iµi + ∑(i′,i)∈E R˜(i′,i)#µS(i′,i) = δT ⊗ µiT + ∑(i,i′)∈E µS(i,i′) , ∀i ∈ I,
µi, µiT ≥ 0 ∀i ∈ I,
µSe ≥ 0 ∀e ∈ E
where the infimum is taken over a tuple of measures Γ = (µI , µIT , µS) ∈ M+([0, T ] × D × U) ×M+(XT ) ×M+([0, T ] × S) and for each mode i ∈ I, µi0 is defined as in (188). The dual to problem (P ) is given as:
sup
v
∑
i∈I⟨µi0(x), vi(0, x)⟩ (D)
s.t. Livi(t, x) + hi(t, x, u) ≥ 0, ∀i ∈ I, (t, x, u) ∈ [0, T ] ×Xi ×U
vi(T,x) ≤Hi(x) ∀i ∈ I, x ∈XTi
vi(t, x) ≤ vi′(t,R(i,i′)(x)) ∀(i, i′) ∈ E , (t, x) ∈ [0, T ] ×Xi
where the supremum is taken over the function v ∈ C1([0, T ] ×D) and for each mode i ∈ I, µi0 is defined as in
(188). Again, for notational convenience, we denote the i ∈ I slice of v using subscript i (i.e. for every i ∈ I and(t, x) ∈ [0, T ] ×Xi, let vi(t, x) = v(t, x, i)).
Next, we have the following result:
Theorem 18: There is no duality gap between (P ) and (D).
Proof: The proof follows from [40, Theorem 3.10].
Next, we illustrate the (P ) is well-posed by proving the existence of optimal solution:
Lemma 19: If (P ) is feasible, the minimum to (P ), p∗, is attained.
Proof: We prove (i) in a manner similar to that employed in [23, Theorem 2.3(i)]. Let (µI , µIT , µS) be a feasible
solution to (P ). By choosing test functions vi = 1 and vi = T − t for all i ∈ I, we may show the tuple of measures(µI , µIT , µS) belongs to the unit ball B1 of M([0, T ] ×D ×U) ×M(XT ) ×M([0, T ] × S). By Banach-Alaoglu
theorem, B1 is weak-* sequentially compact. Since the operators L′i and Re# are continuous, the set of (µI , µIT , µS)
satisfying the Hybrid Liouville Equation is a closed subset of B1∩M+([0, T ]×D×U)×M+(XT )×M+([0, T ]×S),
and therefore is also weak-* sequentially compact. Since the linear functional to be minimized is continuous, (P )
is solvable.
Now we prove that (P ) solves (OCP ):
Theorem 20: Let (P ) be feasible and suppose hi(t, x, ⋅) is convex for all i ∈ I and (t, x) ∈ [0, T ] ×Xi. Then(P ) solves (OCP ), i.e., p∗ = J∗.
Proof: We first prove p∗ is a lower bound of J∗ by showing that there exists a feasible solution of (P ) that
achieves J∗ as the cost, and then use Theorem 15 to show p∗ cannot be less than J∗.
Suppose (x∗, u∗) is an optimal admissible pair to (OCP ). By Lemma 8, its initial measures, occupation measures,
terminal measures and guard measures, denoted as (ξI0 , ξI , ξIT , ξS), are supported on proper domains and satisfy (29).
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Furthermore, ξi0 = µi0 for any i ∈ I. Therefore, (ξI , ξIT , ξS) is a feasible solution to (P ) with cost J(x∗, u∗) = J∗,
and p∗ ≤ J∗ follows.
We next prove p∗ ≥ J∗. Suppose (µI∗, µI∗T , µS∗) are an optimal solution to (P ) which exists according to
Lemma 19. The optimal tuple satisfies (29). By Theorem 15, there exists a probability measure ρ ∈M+(XT ) such
that
mui∗t,x coincides with the occupation measures of a family of admissible trajectories in the support of ρ, when
restricted to mode i.
For the sake of simplicity, we abuse notation in the remainder of this proof and define [uˆi(t, x)]j ∶= ∫U [u]j dνi∗u∣t,x(u),
for any i ∈ I and j ∈ {1,⋯,m}. We have
q∗ =∑
i∈I (∫[0,T ]×Xi×U hi(t, x, u)dµi∗(t, x, u) + ∫XT Hi(x)dµi∗T (x))=∑
i∈I (∫[0,T ]×Xi×U hi(t, x, u)dνi∗u∣t,x(u)dµi∗x∣t(x)dt + ∫XT Hi(x)dµi∗T (x))≥∑
i∈I (∫[0,T ]×Xi hi(t, x, uˆi(t, x))dµi∗x∣t(x)dt + ∫XT Hi(x)dµi∗(x ∣ T )) (189)=∑
i∈I (∫[0,T ] ∫XT hi (t, θi(t), uˆi(t, θi(t))) dρ(θ)dt + ∫XT Hi(θi(T ))dρ(θ)) (190)=∫XT ∑i∈I (∫[0,T ] hi (t, θi(t), uˆi (t, θi(t))) dt +Hi(θi(T ))) dρ(θ) (191)=∫XT (∫[0,T ] hλ(θ(t)) (t, θλ(θ(t))(t), uˆλ(θ(t))(t, θλ(θ(t))(t))) dt +Hλ(θ(T )) (θλ(θ(T ))(T ))) dρ(θ) (192)=∫XT J (θ(⋅), uˆλ(θ(⋅))(⋅, θλ(θ(⋅))(⋅))) dρ(θ) (193)≥J∗ (194)
where (189) is obtained from the convexity of hi(t, x, ⋅) and the fact that νi∗u∣t,x is a probability measure; (190)
is from Theorem 15; (191) is from Fubini’s Theorem; (192) is because we let hi = 0 where θi(t) is undefined;
(193) is because (θ(⋅), uˆλθ(⋅)(⋅, θλθ(⋅)(⋅))) is an admissible pair (according to Corollary 17); (194) is because ρ is
a probability measure.
The previous result provides an extension of the weak formulation in [23] to hybrid systems, and ensures (P )
can be solved to find a solution to (OCP ) in a convex manner. Next we describe how to perform control synthesis
with the solution of (P ).
Theorem 21: Suppose (P ) is feasible, hi(t, x, ⋅) is convex for all i ∈ I and (t, x) ∈ [0, T ]×Xi, the dynamics of
the hybrid system in each mode is control affine, i.e.,
Fi(t, x, u) = fi(t, x) + gi(t, x)u (195)
for all t, x, u, and i ∈ I, where fi ∶ R×Xi → Rni and gi ∶ R×Xi → Rni×m, and the optimal trajectory x∗ is unique
dt-almost everywhere. Let Γ∗ = (µI∗, µI∗T , µS∗) be a vector of measures that achieves the infimum of (P ), then
(a) One can decompose µI∗ in each mode i ∈ I as:
dµi∗(t, x, u) = dνi∗u∣t,x(u)dµi∗t,x(t, x) = dνi∗u∣t,x(u)dµi∗x∣t(x)dt ∀i ∈ I (196)
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Moreover, µi∗t,x(t, x) coincides with the occupation measures of x∗ in each mode i ∈ I almost everywhere.
(b) For each i ∈ I, j ∈ {1,⋯,m}, define:
[uˆi(t, x)]j ∶= ∫
U
[u]j dνi∗u∣t,x(u), (197)
for every point (t, x) in the support of µi∗t,x, where dνi∗ is as in (196). Then uˆi(t, x) ∈ U for each i ∈ I and(t, x) in the support of µi∗t,x, and
J (x∗(⋅), uˆλ(x∗(⋅)) (⋅, x∗λ(x∗(⋅))(⋅))) = J∗ (198)
(c) There exists a feedback control law, u˜i ∈ L1([0, T ] ×Xi, U) in each mode i ∈ I, such that:
[u˜i(t, x)]j ⋅ ∫
U
dµi∗(t, x, u) = ∫
U
[u]j dµi∗(t, x, u) (199)
for each j ∈ {1,⋯,m}.
Moreover, if we let u˜(t, x, i) ∶= u˜i(t, x) for all i ∈ I and (t, x) ∈ [0, T ] ×Xi, then u˜ is an optimal feedback
control law, i.e.,
J (x∗(⋅), u˜(⋅, x∗(⋅))) = J∗ (200)
Proof:
(a) First note that the decomposition of µI∗ exists as a result of Theorem 15. Using the notation and result within
the proof of Theorem 20:
J (θ(⋅), uˆλ(θ(⋅))(⋅, θλ(θ(⋅))(⋅))) = J∗ (201)
for any θ ∈ spt(ρ). Therefore every admissible pair (θ(⋅), uˆλ(θ(⋅))(⋅, θλ(θ(⋅))(⋅))) must be optimal. Since the
optimal trajectory x∗ is assumed to be unique dt-almost everywhere, we have
θ(t) = x∗(t) for almost everywhere t ∈ [0, T ], ∀θ(⋅) ∈ spt(ρ) (202)
According to Theorem 15, µi∗t,x coincides with the occupation measure of the family of admissible trajectories
in spt(ρ). Note the similarity between (15) and (26), therefore µi∗t,x coincides with the occupation measure of
x∗ in each mode i ∈ I almost everywhere.
(b) This follows from Corollary 17, (201), and (202).
(c) We prove the first result using Radon-Nikodym Theorem, and the second result can be shown using Theorem
20 and the uniqueness of u˜i.
For notational convenience, we define measures µi∗t,x, ηi∗j ∈M+([0, T ] ×Xi) as
dµi∗t,x ∶= ∫
Ui
dµi∗(t, x, u)
dηi∗j ∶= ∫
Ui
[u]j dµi∗(t, x, u) (203)
For each mode i ∈ I, µi∗ is σ-finite since it’s a Radon measure defined over a compact set, therefore µi∗t,x and
ηi∗j are also σ-finite. To apply Radon-Nikodym theorem, we need to show ηi∗j is absolutely continuous with
respect to µi∗t,x:
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For any Borel measurable set A ×B ⊆ [0, T ] ×Xi such that µi∗t,x(A ×B) = 0, we have
∫
A×B×Ui dµi∗(t, x, u) = µi∗t,x(A ×B) = 0 (204)
Note that µi∗ is unsigned measure, therefore µi∗ is zero on any measurable subset of A×B ×Ui. This implies
ηi∗j (A ×B) = ∫
A×B×Ui[u]j dµi∗(t, x, u) = 0 (205)
As a result of Radon-Nikodym theorem, there exist functions [u˜i]j ∈ L1([0, T ] × Xi,R+) for each j ∈{1,⋯,mi}, such that Equation (199) is satisfied. Such functions [u˜i]j are unique µi∗t,x-almost everywhere.
Now we want to show there is a version of u˜i whose range is a subset of U . Note that we can disintegrate
each µi∗ and define uˆi as in Theorem 20, hence Equation (199) becomes
[u˜i(t, x)]j dµi∗t,x(t, x) =(∫
U
[u]j dνi∗u∣t,x(u)) dµi∗t,x(t, x)
=[uˆi(t, x)]j dµi∗t,x(t, x) (206)
Since uˆi(t, x) ∈ U for all (t, x) in the support of µi∗t,x, we may choose u˜i = uˆi such that Equation (199) is
satisfied and u˜i ∈ L1([0, T ] ×Xi, U).
Finally, let x∗ be the optimal trajectory, and it follows directly from definition that
u˜(t, x∗(t)) = u˜ (t, x∗λ(x∗(t))(t), λ(x∗(t))) = u˜λ(x∗(t)) (t, x∗λ(x∗(t))(t)) (207)
Using Equation (198), we know
J (x∗(⋅), u˜(⋅, x∗(⋅))) = J (x∗(⋅), uˆλ(x∗(t)) (⋅, x∗λ(x∗(⋅))(⋅))) = J∗ (208)
Notice that the second result in Theorem 21 requires that we be able to construct the condition measure ν∗ to
be able to construct a feedback controller. In contrast, the third result within Theorem 21 illustrates how one can
construct a feedback controller by computing the Radon-Nikodym derivative using the optimal measures from the
solution to (P ). As we describe in the next section, this latter result can be utilized directly to construct a sequence
of controllers that converge to the optimal control. Finally notice that in the hypothesis of Theorem 21 we do not
assume the uniqueness of the optimal control law, i.e., there may exist different control laws u1 and u2, such that
J∗ = J(x∗, u1) = J(x∗, u2). In this instance the admissible pairs (x∗, u1) and (x∗, u2) are both optimal, and we are
interested in finding either of them. Instead we only assume that the optimal trajectory is unique almost-everywhere.
As a result, the optimal solution to (P ) may not be unique.
V. NUMERICAL IMPLEMENTATION
We compute a solution to the infinite-dimensional problem (P ) via a sequence of finite-dimensional approxima-
tions formulated as semidefinite programs (SDP)s. These are generated by representing the measures in (P ) using
a truncated sequence of moments and restricting the functions in (D) to polynomials of finite degree. As illustrated
in this section, the solutions to any of the SDPs in this sequence can be used to synthesize an approximation to
the optimal controllers. A comprehensive introduction to such moment relaxations can be found in [41].
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To formulate this SDP relaxation, we restrict our interest to polynomial hybrid optimal control problems:
Assumption 22: The functions Fi, hi, and Hi are polynomials, that is, [Fi]j ∈ R[t, x, u], hi ∈ R[t, x, u], and
Hi ∈ R[x] for all i ∈ I and j ∈ {1,⋯, ni}.
Note that in the notation R[t, x, u], we refer to x as an indeterminate in Xi with dimension ni. It should not
be confused with trajectory of the hybrid system. In addition, for notational convenience, the dimension ni of x is
omitted when it is clear in context.
We also make assumptions about the sets Xi, XTi , U , and Se:
Assumption 23: Xi, XTi , U , and Se are semi-algebraic sets, i.e.,
Xi = {x ∈ Rni ∣ hXij ≥ 0, hXij ∈ R[x],∀j ∈ {1,⋯, nXi}} , (209)
XTi = {x ∈ Rni ∣ hTij ≥ 0, hTij ∈ R[x],∀j ∈ {1,⋯, nTi}} , (210)
U = {u ∈ Rm ∣ hUj ≥ 0, hUj ∈ R[u],∀j ∈ {1,⋯, nU}} , (211)
S(i,i′) = {x ∈ BXi ∣ h(i,i′)j ≥ 0, h(i,i′)j ∈ R[x],∀j ∈ {1,⋯, n(i,i′)}} (212)
for all i ∈ I and (i, i′) ∈ E .
Since Xi and XTi are also compact, note that Putinar’s condition (see [41]) is satisfied by adding the redundant
constraint M − ∥x∥22 for some large enough M .
To derive the SDP relaxation, we begin with a few preliminaries. Any polynomial p ∈ Rk[x] can be expressed
in the monomial basis as:
p(x) = ∑∣α∣≤k pαxα = ∑∣α∣≤k pα ⋅ (xα11 ⋯xαnn ) (213)
where α ranges over vectors of non-negative integers such that ∣α∣ = ∑ni=1 αi ≤ k, and we denote vec(p) = (pα)∣α∣≤k
as the vector of coefficients of p. Given a vector of real numbers y = (yα) indexed by α, we define the linear
functional Ly ∶ Rk[x]→ R as:
Ly(p) ∶=∑
α
pαyα (214)
Note that, when the entries of y are moments of a measure µ:
yα = ∫ xα dµ(x), (215)
then ⟨µ, p⟩ = ∫ (∑
α
pαx
α) dµ = Ly(p). (216)
If ∣α∣ ≤ 2k, the moment matrix, Mk(y), is defined as:
[Mk(y)]αβ = y(α+β) (217)
Given any polynomial h ∈ Rl[x] with l < k, the localizing matrix, Mk(h, y), is defined as:
[Mk(h, y)]αβ = ∑∣γ∣≤lhγy(γ+α+β). (218)
Note that the moment and localizing matrices are symmetric and linear in moments y.
34
A. LMI Relaxations and SOS Approximations
An sequence of SDPs approximating (P ) can be obtained by replacing constraints on measures with constraints
on moments. Since hi and Hi are polynomials, the objective function of (P ) can be written using linear functionals
as ∑i∈I Lyµi (hi) +∑i∈I Lyµi
T
(Hi), where yµi and yµi
T
are the sequence of moments of µi and µiT , respectively.
The equality constraints in (P ) can be approximated by an infinite-dimensional linear system, which is obtained
by restricting to polynomial test functions: vi(t, x) ∈ R[t, x], for any i ∈ I. The positivity constraints in (P ) can be
replaced with semidefinite constraints on moment and localizing matrices, which guarantees the existence of Borel
measures defined on proper domains [41, Theorem 3.8].
A finite-dimensional SDP is then obtained by truncating the degree of moments and polynomial test functions
to 2k. Let ΞI = ∐i∈I µi, ΞE = ∐e∈E µSe , ΞT = ∐i∈I µiT , and Ξ = ΞI ⋃ΞE ⋃ΞT . Let (yk,ξ) be the sequence of
moments truncated to degree 2k for each (ξ, i) ∈ Ξ, and let yk be a vector of all the sequences (yk,ξ). The equality
contraints in (P ) can then be approximated by a finite-dimensional linear system:
Ak(yk) = bk (219)
Define the k-th relaxed SDP representation of (P ), denoted (Pk), as
inf ∑
i∈ILyk,µi (hi) +∑i∈ILyk,µiT (Hi) (Pk)
s.t. Ak(yk) = bk,
Mk(yk,ξ) ⪰ 0 ∀(ξ, i) ∈ Ξ,
MkXij
(hXij , yk,µi) ⪰ 0 ∀(j, i) ∈ {1,⋯, nXi} × I,
MkUij
(hUj , yk,µi) ⪰ 0 ∀(j, i) ∈ {1,⋯, nUi} × I,
MkSej
(hej , yk,ξ) ⪰ 0 ∀(j, ξ, e) ∈ {1,⋯, ne} ×ΞE ,
MkTij
(hTij , yk,ξ) ⪰ 0 ∀(j, ξ, i) ∈ {1,⋯, nTi} ×ΞT ,
Mk−1(hτ , yk,ξ) ⪰ 0 ∀(ξ, i) ∈ ΞI⋃ΞE
where the infimum is taken over the sequences of moments (yk,ξ) for each (ξ, i) ∈ Ξ, hτ = t(T − t), kXij =
k − ⌈deg(hXij )/2⌉, kUij = k − ⌈deg(hUij )/2⌉, kSej = k − ⌈deg(hej)/2⌉, kTij = k − ⌈deg(hTij )/2⌉, and ⪰ denotes
positive semidefiniteness of matrices.
The dual of (Pk) is a Sums-of-Squares (SOS) program denoted by (Dk) for each k ∈ N, which is obtained
by first restricting the optimization space in (D) to the polynomial functions with degree truncated to 2k and by
then replacing the non-negativity constraints in (D) with SOS constraints. For notational convenience, we let xi
be the indeterminate that corresponds to Xi. Define Q2k(hTi1 ,⋯, hTinTi ) ⊂ R2k[xi] to be the set of polynomials
l ∈ R2k[xi] expressible as
l = s0 + nTi∑
j=1 sjhTij (220)
for some polynomials {sj}nTii=0 ⊂ R2k[xi] that are sums of squares of other polynomials. Every such polynomial
is clearly non-negative on XTi . Similarly, we define Q2k(hτ , hXi1 ,⋯, hXinXi , hU1 ,⋯, hUnU ) ⊂ R2k[t, xi, u], and
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Q2k(hτ , h(i,i′)1 ,⋯, h(i,i′)n(i,i′) ) ⊂ R2k[t, xi] for each i ∈ I and (i, i′) ∈ E . Therefore k-th relaxed SDP representation
of (D), denoted (Dk) is given as
sup ∑
i∈I⟨µi0, vi(0, ⋅)⟩ (Dk)
s.t. Livi + hi ∈ Q2k(hτ , hXi1 ,⋯, hXinXi , hU1 ,⋯, hUnU ) ∀i ∈ I,− vi(T, ⋅) +Hi ∈ Q2k(hTi1 ,⋯, hTinTi ) ∀i ∈ I,
vi′ ○ R˜(i,i′) − vi ∈ Q2k(hτ , h(i,i′)1 ,⋯, h(i,i′)n(i,i′) ) ∀(i, i′) ∈ E ,
where the supremum is taken over polynomials vi ∈ R2k[t, x] for all i ∈ I.
We first prove that these pair of problems are well-posed:
Theorem 24: For each k ∈N, if (Pk) is feasible, then there is no duality gap between (Pk) and (Dk).
Proof: This can be proved using Slater’s condition (see [42]), which involves noting that (Dk) is bounded
below, and then arguing the feasible set has an interior point.
Next, we describe how to extract a polynomial control law from the solution of (Pk). Given moment sequences
truncated to 2k, we want to find an appropriate feedback control law u∗k,i in each mode i ∈ I with components[u∗k,i]j ∈ R[t, x], such that the analogue of (199) is satisfied, i.e.,
∫[0,T ]×Xi tα0xα ⋅ [u∗k,i]j(t, x) ∫U dµi∗k (t, x, u) = ∫[0,T ]×Xi tα0xα ⋅ ∫U [u]j dµi∗k (t, x, u) (221)
for all i ∈ I, j ∈ {1,⋯,m}, and (α0, α) ∈ N ×Nni satisfying ∑nl=0 αl ≤ k, αl ≥ 0. Here µi∗k is any measure whose
truncated moments match y∗µi . In fact, when constructing a polynomial control law from the solution of (Pk), these
linear equations written with respect to the coefficients of [u∗k,i]j are expressible in terms of the optimal solution
y∗k,µi .
To see this, define (t, x)-moment matrix of y∗k,µi as:
[M (t,x)k (y∗k,µi)](α0,α)(β0,β) = Ly∗k,µi (tα0+β0xα+βu0) = [y∗k,µi](α0,α,0)(β0,β,0) (222)
for all i ∈ I, and (α0, α,0), (β0, β,0) ∈ N × Nni × {0}m satisfying ∑nl=0 αl ≤ k, αl ≥ 0, ∑nl=0 βl ≤ k, βl ≥ 0. Also
define a vector bjk as [bjk(y∗k,µi)]α = Ly∗k,µi (tα0xα ⋅ [u]j) (223)
for all j ∈ {1,⋯,m}, and (α0, α) ∈ N×Nni satisfying ∑nl=0 αl ≤ k, αl ≥ 0. Direct calculation shows Equation (221)
is equivalent as the following linear system of equations:
M
(t,x)
k (y∗k,µi)vec([u∗k,i]j) = bjk(y∗k,µi) (224)
To extract the coefficients of the controller, one needs only to compute the generalized inverse of M (t,x)k (y∗k,µi),
which exists since it is positive semidefinite. Note that the degree of the extracted polynomial control law is
dependent on the relaxation order k. Higher relaxation orders lead to higher degree controllers.
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B. Convergence of Relaxed Problems
Next, we prove the convergence of the pair of approximations:
Theorem 25: Let p∗k and d∗k denote the infimum of (Pk) and supremum of (Dk), respectively. Then {p∗k}∞k=1
and {d∗k}∞k=1 converge monotonically from below to the optimal value of (P ) and (D).
Proof: This theorem can be proved using a similar technique adopted in the proof of [43, Theorem 4.2]. We
first establish a lower found of d∗k by finding a feasible solution to (Dk) for some k, and then show that there
exists a convergent subsequence of {d∗k}∞k=1, by arguing the lower bound can be arbitrarily close to d∗ for large
enough k. Using 24, we only need to prove {d∗k}∞k=1 converge monotonically from below to d∗.
Note that the higher the relaxation order k, the looser the constraint set of the optimization problem (Dk), so{d∗k}∞k=1 is nond-ecreasing.
Suppose v ∈ C1([0, T ] ×D) is feasible in (D). For every  > 0 and i ∈ I, set
v˜i(t, x) ∶= vi(t, x) + t − (1 + T ) (225)
Therefore, Liv˜i = Livi+, v˜i(T,x) = vi(T,x)−, and it follows that ∐i∈I v˜i is strictly feasible in (D) with a margin
at least . Since [0, T ] ×Xi and Xi are compact for every i ∈ I, and by a generalization of the Stone-Weierstrass
theorem that allows for the simultaneous uniform approximation of a function and its derivatives by a polynomial
[44], we are guaranteed the existence of polynomials vˆi, such that ∥vˆi−v˜i∥∞ < , and ∥Livˆi−Liv˜i∥∞ <  for any i ∈ I.
By Putinar’s Positivstellensatz [41, Theorem 2.14], those polynomials are strictly feasible for (Dk) for a sufficiently
large relaxation order k, therefore d∗k ≥ ∑i∈I vˆi(0, x0) ≥ ∑i∈I v˜i(0, x0) − ∣I ∣, where ∣I ∣ is the number of elements
in I. Also, since v˜i(0, x0) = vi(0, x0)− (1+T ), we have d∗k > ∑i∈I vi(0, x0)− (1+T + ∣I ∣) = d∗ − (1+T + ∣I ∣),
where 1 + T + ∣I ∣ <∞ is a constant. Using the fact that d∗ is non-decreasing and bounded above by d, we know{d∗k}∞k=1 converges to d from below.
Finally we can prove that the sequence of controls extracted as the solution to the linear equation (224) from the
sequence of SDPs converges to the optimal control:
Theorem 26: Let {y∗k,ξ}(ξ,i)∈Ξ be an optimizer of (Pk), and let {µi∗k }i∈I be a set of measures such that the
truncated moments of µi∗k match y∗k,µi for each i ∈ I. In addition, for each k ∈ N, let u∗k,i denote the controller
constructed by (224), and u˜i is the optimal feedback control law in mode i ∈ I defined in 21. Then, there exists a
subsequence {kl}l∈N ⊂ N such that:
∫[0,T ]×Xi vi(t, x)[u∗kl,i]j(t, x)dµi∗t,x;kl(t, x) l→∞ÐÐ→ ∫[0,T ]×Xi vi(t, x) [u˜i]j(t, x)dµi∗t,x(t, x) (226)
for all i ∈ I, vi ∈ C1([0, T ] ×Xi), and j ∈ {1,⋯,m}.
Proof: From the proof of [41, Theorem 4.3], if we complete each y∗k,ξ with zeros and make it an infinite
vector, then there exists a y∗ξ ∈ l∞ and a subsequence {kl}l∈N such that for each (ξ, i) ∈ Ξ, liml→∞ y∗kl,ξ = y∗ξ for
the weak-* topology σ(l∞, l1) of l∞. Moreover, as a result of [41, Theorem 3.8(b)], for each (ξ, i) ∈ Ξ, y∗ξ has a
finite Borel representing measure, and this set of represented measures, which we denote by (µI∗, µI∗T , µS∗), is an
optimizing vector of measures for (P ).
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Next, consider any polynomial test function tα0xα ∈ R[t, x], and let r be its degree. Then Equation (199) and
(221) are both true for k > r. Therefore we only need to show
∫[0,T ]×Xi tα0xα ⋅ ∫U [u]j dµi∗kl(t, x, u) l→∞ÐÐ→ ∫[0,T ]×Xi tα0xα ⋅ ∫U [u]j dµi∗(t, x, u) (227)
for all i ∈ I. Define wi(t, x, u) ∶= tα0xα ⋅ [u]j ∈ R[t, x, u], then
∫[0,T ]×Xi×U wi(t, x, u) (dµi∗kl(t, x, u) − dµi∗(t, x, u))=vec(wi) (y∗kl,µi − y∗µi) l→∞ÐÐ→ 0
where the last argument is true because vec(wi) ∈ l1. Note that the set of polynomials is dense in C1, therefore
Equation (226) is true for all C1 functions vi.
VI. EXTENSION TO FREE FINAL TIME PROBLEM
It is useful to sometimes consider the optimal control problem where the system state has to be driven to XT
before a fixed time T0, and not necessarily remain in XT afterwards (as opposed to reaching XT exactly at time
T ). We refer to this problem as the free terminal time problem. We adapt the notation T to denote the first time a
trajectory reaches XT (the terminal time), and an admissible pair (x,u) can be redefined as follows. Given a real
number T0 > 0 and a point (x0, j) ∈ D, if there exists a T satisfying 0 < T ≤ T0, a control u ∶ [0, T ] → U , and
a trajectory x ∶ [0, T ] → D such that (x,u) satisfies Algorithm 1, and x(T ) ∈ XT then x is called an admissible
trajectory, u is called an admissible control, and the pair (x,u) is called an admissible pair.
In practice this formulation requires, we modify (OCP ) by adding in another constraint 0 < T ≤ T0 since T
is a free variable now. The primal LP that solves the free terminal time is obtained by modifying the support of
µT in (P ) to be [0, T0] ×XT , and substituting δT ⊗ µT with µT in its first constraint. The only modification to(D) is that the second constraint is imposed for all time t ∈ [0, T0] instead of just at time T . All results from the
previous sections can be extended to the free-terminal-time case with nearly identical proofs, and the numerical
implementation follows in a straightforward manner. When hi ≡ 1 and Hi ≡ 0 for any i ∈ I with free terminal
time, the (OCP ) can be interpreted as a minimum time problem , where the optimal control problem must find
an admissible pair (x,u) such that the trajectory reaches the target set as quickly as possible.
VII. EXAMPLES
This section illustrates the performance of our approach using several examples. Before proceeding, we begin by
describing the numerical implementation of our algorithm. First, for each of the systems described below, we denote
the range space of control inputs in mode i as Ui. In the implementation, we can always define U ∶=∏i∈I Ui without
causing any problems. Second, for each of the optimal control problems, we implement our algorithm using the
MOSEK[45] numerical solver in MATLAB and generate a polynomial feedback control law. Third, the trajectory
is obtained by plugging the (saturated) polynomial control law back into the system dynamics in each mode and
simulating forward using a standard ODE solver with event detection in MATLAB. Once the trajectory hits a guard,
another ODE solver is initialized at a new point given by the associated reset map, and the simulation continues
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in the same way until terminal condition is satisfied. Next, for the sake of comparison, all the examples are solved
either analytically (when possible) or using GPOPS-II[46] by iterating through a finite set of of possible transitions.
Notice that in this latter instance we must fix the possible sequences of transitions and provide an initial condition,
since existing numerical hybrid optimal control algorithms require this information. Finally, all of our experiments
are performed on an Intel Xeon, 20 core, 2.60 GHz, 128 GB RAM machine.
A. Hybridized Double Integrator
The double integrator is a two-state, single-input linear system. Even though a standard double integrator is a
non-hybrid system, we may hybridize it by dividing the domain into two parts, and defining an identity reset map
between them as described in Table I and Table II.
TABLE I: Vector fields and domains of each of the modes of the hybridized double integrator
Mode i = 1 i = 2
Dynamics 9x(t) = ⎡⎢⎢⎢⎢⎣
x2
0
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
0
1
⎤⎥⎥⎥⎥⎦u 9x(t) =
⎡⎢⎢⎢⎢⎣
x2
0
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
0
1
⎤⎥⎥⎥⎥⎦u
Xi {(x1, x2) ∈ R2 ∣ x21 + x22 ≤ 0.3} {(x1, x2) ∈ R2 ∣ x21 + x22 ≥ 0.3}
Ui [−1,1] [−1,1]
Note that X2 is not compact, but we may impose the additional constraint ∥x(t)∥∞ ≤ N on X2 for some large
N [23, Section 5.1]. However, this additional constraint is not enforced in the numerical implementations. We first
consider the following minimum time problem: drive the system to the point (0,0) beginning from x0 = (0.3,1) ∈X1
in minimum time. We assume the minimum time needed is less than 5 and the problem is set up according to Table
III.
For this system, the optimal admissible pair is analytically computable, which is used as ground truth and
compared to the result of our method with degrees of relaxation k = 6, k = 8, and k = 12 in Figure 1. The
polynomial control law is saturated so that its value is in U for all time. The cost and computation time are also
compared in Table V.
Next, we consider an Linear Quadratic Regulator (LQR) problem on the same hybridized double integrator
system, where the goal is to drive the system state towards (0,0) while keeping the control action small for all
time t ∈ [0, T ]. The problem is set up according to Table IV. To further illustrate we are able to handle different
number of modes visited, two cases where T = 5 and T = 15 are considered. For comparison, the LQR problem is
also solved by a standard finite-horizon LQR solver in the non-hybrid case, which we refer to as the ground truth.
The results are compared in Figure 2 and Table V with degrees of relaxation 2k = 6, 2k = 8, and 2k = 12.
B. Dubins Car Model with Shortcut Path
The next example shows our algorithm can work with different dimensions in each mode, and is capable of
choosing the best transition sequence. Consider a 2-mode hybridized Dubins Car system with identity reset map. We
now add another 1-dimensional mode to the system, and connect it with the other two modes by defining transitions.
39
TABLE II: Guards and reset maps of the hybridized double integrator. The rows are modes in which a transition originates, and the columns
are modes to which the transition goes.
Mode 1 Mode 2
Mode 1 N/A N/A
Mode 2
S(2,1) = {(x1, x2) ∈ R2 ∣ x21 + x22 = 0.3}
R(2,1)(x) = x, ∀x ∈ S(2,1) N/A
TABLE III: Optimal control problem setup of the hybridized double integrator
i = 1 i = 2
hi 1 1
Hi 0 0
x0 (0.3,1) ∈ X1 N/A
XTi ∅ {(0,0)} ⊂ X2
T0 5
TABLE IV: Problem setup of the hybridized double integrator LQR problem
i = 1 i = 2
hi x
2
1 + x22 + 20 ⋅ u2 x21 + x22 + 20 ⋅ u2
Hi 0 0
x0 (1,1) ∈ X1 N/A
XTi {(x1, x2) ∈ R2 ∣ x21 + x22 ≤ 0.3} = X1 {(x1, x2) ∈ R2 ∣ x21 + x22 ≥ 0.3} = X2
T 5 or 15
The vector fields, guards, and reset maps are defined in Table VI and Table VII. In mode 1 and mode 2, the control
is u = (v,ω); In mode 2, the control is u = v. Although the dynamics in mode 1 and mode 2 are not polynomials,
they are approximated by 2nd-order Taylor expansion around x = (0,0,0) in the numerical implementation. We are
interested in solving the minimum time problem, where the trajectory starts at x0 = (−0.8,0.8,0) in mode 1, and
ends at x, y-position (0.8,−0.8) in mode 2. The optimal control problem is defined in Table VIII.
Notice the transition sequences “1-2” and “1-3-2” are both feasible in this instance according to our guard
definition, but direct calculation shows that we may arrive at the target point in less time by taking the “shortcut
path” in mode 3. This problem is solved using our algorithm with degrees of relaxation 2k = 6, 2k = 8, and 2k = 10.
As comparison, we treat the analytically computed optimal control as ground truth, and the results are compared
in Figure 3 and Table IX. In this example our algorithm is able to pick the transition sequence “1-3-2” and find a
tight approximation to the true optimal solution.
C. SLIP Model
The Spring-Loaded Inverted Pendulum (SLIP) is a classical model that describes the center-of-mass dynamics of
running animals and robots, and has been extensively used as locomotion template to perform control law synthesis
on legged robots [47]. Despite its simplicity, an analytical solution to the SLIP dynamics does not exist. We may
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(b) Trajectory
Fig. 1: An illustration of the performance of our algorithm on a free final time version of the hybridized double integrator problem. The blue
circle indicates the given initial point x0, and the blue cross shows the target set. The blue line is the analytically computed optimal control,
while the red lines of various saturation correspond to control actions generated by our method. When the simulated trajectory does not pass
through (0,0) perfectly, the simulation terminates when the closest point is reached. As the saturation of the color in the illustration increases
the corresponding degree of relaxation increases between 2k = 6 to 2k = 8 to 2k = 12. Figure 1a depicts the control action whereas Figure 1b
illustrates the resultant trajectory when forward simulated through the system. The moment of transition from mode 2 to mode 1 is indicated
by a vertical black solid line in Figure 1a.
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(b) Trajectory, T = 15
Fig. 2: An illustration of the performance of our algorithm on LQR version of the hybridized double integrator problem. The blue circles indicate
the given initial point x0, and the blue dots show the point (0,0). The blue lines are the analytically computed optimal control, while the red
lines of various saturation correspond to control actions generated by our method. As the saturation of the color increases the corresponding
degree of relaxation increases between 2k = 6 to 2k = 8 to 2k = 12. Figure 2a shows the trajectories when T = 5, and Figure 2b shows the
trajectories when T = 15.
simulate the system numerically, but the optimal control problem is still difficult to solve if the sequence of transition
is not known beforehand.
As is shown in Figure 4a, the SLIP is a mass-spring physical system, modeled as a point mass, M , and a mass-
41
TABLE V: Results of the hybridized double integrator examples
Computation time Cost returned from
optimization
Cost returned from
simulation
Minimum time problem
with T0 = 5
2k = 6 3.1075[s] 2.7781 2.7780 a
2k = 8 10.0187[s] 2.7847 2.7845 a
2k = 12 170.9319[s] 2.7868 2.7865 a
Ground truth N/A 2.7889 N/A
LQR problem with T = 5
2k = 6 2.2299[s] 24.9496 24.9906
2k = 8 8.1412[s] 24.9496 24.9906
2k = 12 198.2826[s] 24.9502 24.9906
Ground truth N/A 24.9503 N/A
LQR problem with
T = 15
2k = 6 2.1965[s] 26.1993 26.3428
2k = 8 7.7989[s] 26.1993 26.3438
2k = 12 168.5383[s] 26.1996 26.3435
Ground truth N/A 26.2033 N/A
aTrajectory does not reach target set perfectly. The simulation terminates when the closest point is reached
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Fig. 3: An illustration of the performance of our algorithm on a minimum time problem of the Dubins car model with shortcut path. The blue
circle indicates the given initial point x0, and the blue cross shows the target set. The blue solid line is the analytically computed optimal
control, and the red lines of various saturations are controls generated by our method. As the saturation increases the corresponding degree of
relaxation increases between 2k = 6 to 2k = 8 to 2k = 10. Figure 3a, Figure 3b depict the control actions whereas Figure 3c illustrates the
corresponding trajectory obtained by forward simulating through the system. The moment of transitions are indicated by vertical black solid
lines in Figure3a and Figure 3b.
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TABLE VI: Vector fields and domains of the Dubins car model with shortcut path
Mode i = 1 i = 2 i = 3
Dynamics 9x(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
cos(x3(t)) 0
sin(x3(t)) 0
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
u 9x(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
cos(x3(t)) 0
sin(x3(t)) 0
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
u 9x(t) = 0 + (−1) ⋅ u
Xi [−1,1] × [0,1] × [−pi,pi] ⊂ R3 [−1,1] × [−1,0] × [−pi,pi] ⊂ R3 [−1,1] ⊂ R
Ui [0,1] × [−3,3] [0,1] × [−3,3] [0,2]
TABLE VII: Guards and reset maps of the Dubins car model with shortcut path. The rows are modes in which a transition originates, and the
columns are modes to which the transition goes.
Mode 1 Mode 2 Mode 3
Mode 1
S(1,2) = [−1,1] × {0} × [−pi,pi]
R(1,2)(x) = x, ∀x ∈ S(2,1) N/A
S(1,3) = [−1,1] × {1} × [−pi,pi]
R(1,3)(x) = 1, ∀x ∈ S(1,3)
Mode 2 N/A N/A N/A
Mode 3 N/A
S(3,2) = {−1}
R(3,2)(x) = (0.6,−0.8,0),
∀x ∈ S(3,2)
N/A
TABLE VIII: Problem setup of Dubins car model with shortcut path
Mode i = 1 i = 2 i = 3
hi 1 1 1
Hi 0 0 0
x0 (−0.8,0.8,0) ⊂ X1 N/A N/A
XTi N/A {0.8} × {−0.8} × [−pi,pi] ⊂ X2 N/A
T 3
TABLE IX: Results of the Dubins car example with shortcut path
Computation time Cost returned from
optimization
Cost returned from
simulation
2k = 6 83.0224[s] 1.5641 1.5739
2k = 8 1.2115 × 103[s] 1.5647 1.5679
2k = 10 1.3206 × 104[s] 1.5648 1.5703
Ground truth N/A 1.5651 N/A
less spring leg with stiffness k and length l. The dynamics of SLIP consist of two phases: stance phase and flight
phase. The stance phase starts when the leg comes into contact with the ground with downward velocity, which we
call the touchdown event, and ends when the leg extends to full length and leaves the ground, which we call the
liftoff event. During the stance phase, the inverted pendulum swings forward around the leg-ground contact point,
while the spring contracts due to mass momentum and gravitational force. During flight phase, SLIP follows free
fall motion where the only external force is the gravity. We also assume the leg angle is reset to some fixed value
α instantaneously once the SLIP enters flight phase, so that the leg angle at the moment of touchdown stays the
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same. Furthermore, we define the apex event to be when the body reaches its maximum height with zero vertical
velocity. The touchdown, liftoff, and apex events are illustrated in Figure 5.
In the context of this paper, we are interested in the active SLIP model (Figure 4b), where a mass-less actuator is
added to the SLIP leg. During stance phase, the actuator may extend from its nominal position within some range,
while during flight phase, the actuator has no effect on the system. The active SLIP can be modeled as a hybrid
system with 3 modes, where the liftoff, apex, and touchdown events define the transitions between them, as shown
in Figure 5.
TABLE X: State variables of the active SLIP mode
l leg length a horizontal displacement
9l time derivative of l 9a time derivative of a
θ leg angle b vertical displacement
9θ time derivative of θ 9b time derivative of b
o
b
a
l
θ
(a) SLIP model
o
b
a
l
θ
u
(b) Active SLIP model
Fig. 4: Slip model and system variable definition
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Fig. 5: SLIP locomotion phases and hybrid system modes
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TABLE XI: Physical parameters of the active SLIP model
Explanation Value
M mass 1
k spring constant 6
g0 gravitational acceleration 0.2
l0 nominal leg length 0.2
α reset angle in flight phase pi/6
The behavior of such a system can be fully characterized using 8 variables defined in Table X. In mode 1, we
define the system state to be x = (l, 9l, θ, 9θ, a); In mode 2 and mode 3, we define the system state to be x = (a, 9a, b, 9b).
The physical parameters, dynamics, and transitions are defined in Table XI, Table XII, and Table XIII. Again, we
use 3rd-order Taylor expansion around (l0,0,0,0,0) to approximate the stance phase dynamics with polynomials.
TABLE XII: Vector fields and domains of each of the modes of the active SLIP model
Mode i = 1 i = 2 i = 3
Dynamics 9x(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x2(t)− kM (x1(t) − l0) − g0 cos(x3(t))
x4(t)− 2x2(t)x4(t)
x1(t) − g0 sin(x3(t))x1(t)−x2(t) sin(x3(t)) − x1(t)x4(t) cos(x3(t))
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
k
M
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u 9x(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x2(t)
0
x4(t)−g0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
9x(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x2(t)
0
x4(t)−g0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Xi [0.1,0.2] × [−0.3,0.3] × [−1,1] × [−3,0] × [−1,1] ⊂ R5 [−1,1] × [0,0.5] ×[0.15,0.5] × [0,1] ⊂ R4 [−1,1] × [0,0.5] ×[l0 cos(α),0.5] × [−1,0] ⊂ R4
Ui [0,0.1] N/A N/A
TABLE XIII: Guards and reset maps of the active SLIP model. The rows are modes in which a transition originates, and the columns are modes
to which the transition goes.
Mode 1 Mode 2 Mode 3
Mode 1 N/A
S(1,2) = {x ∈X1 ∣ x1 = l0, x2 ≥ 0}
R(1,2)(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x5−x2 sin(x3) − l0x4 cos(x3)
l0 cos(x3)
x2 cos(x3) − l0x4 sin(x3))
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
∀x ∈ S(1,2)
N/A
Mode 2 N/A N/A
S(2,3) = {x ∈X2 ∣ x4 = 0}
R(2,3)(x) = x, ∀x ∈ S(2,3)
Mode 3
S(3,1) = {x ∈X3 ∣ x3 = l0 cos(α)}
R(3,1)(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
l0−x2 sin(α) + x4 cos(α)
α− x2l0 cos(α) − x4l0 sin(α))
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
∀x ∈ S(3,1)
N/A N/A
We fix the initial condition, and consider the following two hybrid optimal control problems for the active SLIP:
In the first problem, we maximize the vertical displacement b up to time T = 2.5. In stance phase, the 1st-order
Taylor approximation b = l cos(θ) ≈ l is used; In the second problem, we define a constant-speed reference trajectory
a(t) = vt − 1 in the horizontal coordinate, then try to follow this trajectory with active SLIP up to time T = 4.
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The optimal control problems are defined in Table XIV. Note that these problems are defined such that the optimal
transition sequences are different in each instance, and some modes are visited multiple times.
TABLE XIV: Problem setup of SLIP
Mode i = 1 i = 2 i = 3
Maximizing vertical displacement
hi −x1 −x3 −x3
Hi 0 0 0
x0 N/A N/A (−1,0.3,0.2,0) ∈ X3
XTi X1 X2 X3
T 2.5
Tracking constant-speed trajectory
a(t) = vt − 1 with v = 0.1
hi (v ⋅ t − 1 − x5)2 (v ⋅ t − 1 − x1)2 (v ⋅ t − 1 − x1)2
Hi 0 0 0
x0 N/A N/A (−1,0.3,0.2,0) ∈ X3
XTi X1 X2 X3
T 4
The optimization problems are solved by our algorithm with degrees of relaxation 2k = 4, 2k = 6, and 2k = 8. For
the sake of comparison, the same problems are also solved using GPOPS-II. Since GPOPS-II requires information
about the transition sequence, we let the number of transitions to be less than 12, and iterate through all possible
transition sequences with GPOPS-II. The results are compared in Figure 6 and Table XV.
TABLE XV: Results of the active SLIP
Computation time Cost returned from
optimization
Cost returned from
simulation
Maximizing vertical
displacement
2k = 4 42.1805[s] -0.7003 -0.5480
2k = 6 722.5955[s] -0.5773 -0.5577
2k = 8 1.2290 × 104[s] -0.5754 -0.5629
GPOPS-II 1453.1083[s] -0.5735 N/A
Tracking constant-speed
trajectory a(t) = vt − 1 with
v = 0.1
2k = 4 50.9472[s] 0.0422 0.38931
2k = 6 835.4857[s] 0.2107 0.31507
2k = 8 9.1429 × 103[s] 0.2165 0.31142
GPOPS-II 844.3898[s] 0.2657 N/A
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Fig. 6: An illustration of the performance of our algorithm on active SLIP model. The blue lines are the optimal control computed by GPOPS-II
by iterating through all the possible transition sequences, and the red lines of various saturation are controls generated by our method. As the
saturation increases the corresponding degree of relaxation increases between 2k = 4 to 2k = 6 to 2k = 8. Figure 6a shows trajectories that
maximize vertical displacement, where the optimal solution goes through 3 transitions; Figure 6b shows trajectories that follow constant speed
v = 0.1, where the optimal solution goes through 8 transitions.
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