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Abstract-We present a classification of knowledge types which is useful for acquisition and analysis 
of knowledge before it is formally represented in an expert system. The Inferential Model and the 
implicit Inferential Modelling Technique are described and applied to rmalyse expertise in the legal 
domain of negligence. 
1. INTRODUCTION 
We consider the problem of acquiring and representing expertise for an expert system. A variety 
of both manual techniques (e.g., structured interviews, verbal protocol analysis, card sorting, 
repertory grid analysis, etc., see for example [l] ) and automated tools (e.g., AQUINAS, KITTEN, 
etc., see for example [2] ) are available for eliciting or capturing information from experts. The 
question remains, however, how can the information collected be analysed and organized into a 
formal representation for subsequent system development. 
It has widely been acknowledged in the field of knowledge acquisition that a systematic method- 
ology for knowledge acquisition is needed. KRITON, KEATS, and KADS are some of the more 
comprehensive systems of knowledge engineering aids. While KRITON and KEATS support con- 
version of the elicited information into some intermediate knowledge representation formalism, 
they lack an explicit underlying methodology [2]. Only KADS possesses a structured methodol- 
ogy for knowledge acquisition and system development [3,4]. However, a major weakness in this 
methodology is that the interpretation models used for conceptual modelling fail to adequately 
characterize the domain level expertise [5]. 
We believe explicit categorizing of knowledge units and clarifying characteristics of the domain 
concepts and relations is fundamental to conceptual modelling of expertise for formal representa- 
tion. We present a model of knowledge categories, called the Inferential Model, which provides a 
classification of knowledge types. Implicit in the Model is a systematic technique for knowledge 
acquisition and analysis; we call the technique the Inferential Modelling Technique (IMT). 
2. THE INFERENTIAL MODEL 
Our model consists of the same four levels as KADS; strategy, task, inference, and domain 
layers. However, the contents of the domain and inference levels differ from KADS. Specifically, 
while the KADS interpretation models are domain independent, our model derives its power 
from detailed characterisation of the domain objects and relations. The strategy and task levels 
constitute the dynamic component and the inference and domain levels the static component. The 
static component consists of the domain primitives and their inter-relations, while the dynamic 
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DYNAMIC COMPONENT. 
Strategy Level: defines high level assumptions in the domain or in the task which guide or order invocation of 
goals at the task level. 
Task Level: invokes elements of inference and domain levels to accomplish goals and subgoals. 
STATIC COMPONENT. 
Inference Level: 
Of 
Rf’ @ 
Of 
Rf 0 
Domain Level: 
Oi w Oitl 
pi,1 R Pi+l,l 
pi,2 E+l,Z 
Pi,3 Pi+1,3, etc. 
NOTE. 
(1) 0 = an observable object; 
(2) Of= a conceptual object; 
(3) R = a relation between observable objects (O’s); 
(4) Rf= a relation between observable (0) and conceptual objects (0~); 
(5) Rff= a relation between conceptual objects (O$a); 
(6) R, Rf, and R/I are associated with respective strength indicators (S’s) and criteria (C’s); 
(7) V = a value for an object or a parameter (not shown). 
Figure 1. Inferential model. 
component represents a variety of tasks or activities which manipulate the domain entities in 
order to accomplish objectives. The model is represented diagrammatically in Figure 1 and 
characterised formally: 
2.1. Domain Level 
It involves three components [6]: 
(1) values (V): A set of symbolic, real or integer values; 
(2) objects (0): A set of observable domain objects posited by the expert as a useful ontology 
of the domain, each domain object consists of two components: 
(i) A set of observable properties or propositions (P) on each object, defined as a set of 
functions (F,) which take input values and return output values; 
(ii) A function N which assigns to each function in F, a set of normal or expected values. 
(3) relations (R): A set of partial orderings or natural relations on 0 or P. The relations 
among objects can conceptually become a set of second level objects, which has associated 
with it the three components of V, P, and R. In addition, a strength indicator S may 
be associated with each relation to represent the inferential significance of the relation 
according to some criterion C. 
Theoretically, the process of building higher level objects from relations can continue indefinitely. 
But a relation which does not relate observable domain objects but unobservable, also called 
conceptual, abstracted, or derived, objects (Of) belongs to the inference level. 
2.2. Inference Level 
This involves the two considerations of inference types and strength of inferences: 
(a) Inference types: This level consists of a set of inference structures to define different types 
of inferences which relate a set of observable objects to a set of unobservable objects, or 
relate one set of unobservable objects with another set of unobservable objects. An infer- 
ence structure consists of inference relations. Let Rf be defined as a set of relations that 
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(b) 
relates a set of unobservable or abstracted objects 0, with a set of observable objects 0, 
and Rf, be defined as a set of relations that relates a set of unobservable objects Of with 
another set of unobservable objects Of. Each inference relation either assigns a partially 
ordered family of relations Rf to each function f of F, of every object 0, or assigns a 
partially ordered family of relations Rfl to each function f’ of FJ of every object 0~. 
In both cases, some property essentially associated to the particular relation in question 
is preserved. A property is preserved by an inference relation if and only if the relation 
between two objects guarantees the second object has the property when the first one has 
it [6]. The property of truth is preserved in classical logic. Other meta-linguistic properties 
that may be preserved include coherence, relevance, necessity, normality and abnormality 
of function inputs and outputs [7]. 
Strength of inference: A strength indicator is associated with each inference relation within 
a structure to represent the relative inferential significance of the relation according to some 
criterion such as credibility, validity, importance, likelihood of occurrence, etc. For exam- 
ple, the certainty factor is a strength indicator that represents the inferential reliability of a 
relation. The choice of criterion depends on the domain; in the domain of troubleshooting 
an electrical device for example, frequency of occurrence was deemed important [S]. The 
inferential relations can be partially ordered according to the criterion and the strength 
indicators. It is possible that within a single domain, different criteria are relevant; hence, 
different partially ordered sets of inference relations may be defined, which are themselves 
partially ordered. Corresponding to the two different types of inference relations, Rf and 
R~I, the strength indicators and associated criteria are denoted as Sj , SKI, and Cf , Cjl, 
respectively. 
2.3. Task Level 
The task level consists of a set of task structures. Each structure is a network defining a method 
whereby 0, P, R, Rf and RJI of the domain and inference levels are invoked to accomplish an 
objective. The task structures may be organised into substructures so that a task objective is 
accomplished by coordinating a number of subgoals. A task objective may belong to several task 
modalities. For example, in the problem solving modality, a task structure describes a problem 
solving method. A task may define a breadth-first search over a set of O’s, P’s, R’s, O;s, P;s, 
R;s or R>,s for retrieval. This structure may be invoked to fulfill the task objective of solving a 
specific problem or of providing an explanation. Some examples of task objectives include: 
l solve a problem, 
l provide an explanation, 
l retrieve from a database or knowledge base some information, 
l provide a solution, etc. 
2.4. Strategy Level 
Strategic knowledge specifies the means for achieving a task. It consists of high level assump- 
tions which may be derived from the nature of the problem domain or the task. For example, in 
the design application, strategic knowledge consists of user specifications. These considerations 
often act as criteria or constraints for partially ordering objects at the other three levels. In 
other words, they guide invocation of goals and subgoals at the task level, as well as objects and 
relations of the inference and domain levels. 
The Inferential Modelling Technique is a systematic technique of knowledge acquisition and 
analysis in which a major effort is devoted to clarifying units of knowledge at the domain and 
inference levels. The Inferential Model functions as a conceptual map or filter of entities and 
relations among entities in a domain. Using the model as guide, a knowledge engineer can 
tentatively classify and configure domain entities elicited from the verbal data. For example, 
when an object is identified, the knowledge engineer can proceed to seek further information 
about its parameters, values, and relations to other objects. Chronologically, describing the 
ontology of the domain, i.e., defining 0, P, and R and then V and N should be the first step in 
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knowledge acquisition and analysis. When this step iscompleted, inferential relations Ri, which 
manipulate 0, P, and R and then R/J, which manipulate OJ, Pf , and RI, can be considered. A 
variety of inferential structures are likely to emerge, with some operating directly on the domain 
objects and some on derived objects. The choice of one or more criteria for strength indicators 
is domain-dependent; the chosen criteria serve as a basis for partially ordering the objects 0 
and Of, and the relations R, Rj and R~I. When the domain and inference levels are sufficiently 
analysed, a basis for flexible processing of the domain knowledge at the task and strategy levels 
is established. The emphasis on clarifying knowledge characteristics at the domain and inference 
levels ensures that the conceptual model developed from the analysis reflects features of the 
domain expertise. 
3. APPLICATION TO THE CONSTRUCTION OF THE REMOTENESS ADVISOR 
We apply the Inferential Modelling Technique to analyse knowledge in the legal domain of 
negligence and discuss its utility in clarifying the types of knowledge implicit in the problem. 
Briefly, a central issue in the law of negligence is the problem of remoteness, i.e., how far down 
the chain of causality could a person be liable for a negligent act so that a damage would be 
recoverable. Negligence usually involves the creation of risk of harm to someone. The injuries of 
the primary subject of the risk are generally not very remote; the remoteness issue arises when 
other persons suffer a loss as a result of the negligence to the primary subject [9, p. 1271. 
The Remoteness Advisor is an expert system which aids lawyers in determining if remoteness 
is involved in a case. The objectives of the Remoteness Advisor are: 
(1) to establish whether negligence and remoteness is involved in a given case, and 
(2) if so, to categorize the negligent act that has led to the damage, 
(3) also if so, to retrieve all prior court cases which could be used as precedents in court. 
The Remoteness Advisor is directed at the third objective. The extent to which the system is 
able to identify precedent cases that are as similar (or dissimilar) as possible to the one that is 
to be argued in court is one of the key measures of its value to lawyers. However, similarity in 
the domain appears to be an elusive concept. The task thus becomes one of finding a scheme, 
involving both a structure and a procedure, to classify a given situation in order to be able to 
match it to prior cases. As such, the task is unstructured and the scheme to be chosen to a large 
extent depends on the expert’s judgement on what is a good match between the given situation 
and prior cases and what factors, concrete and conceptual, have to be taken into account to make 
such a determination. 
Application of the Inferential Modelling Technique reveals that some of the types of knowledge 
in the domain include: 
3.1. Domain Level 
(1) values (V): In the legal domain, V consists of Boolean or symbolic values. 
(2) objects (0): Ob servable domain objects include the identified parameters of interest in 
relevant cases, e.g., weapons (including firearms), machinery, explosive, fire, inflammable 
substances, toxic substances, electricity, radioactivity, animals, planes, vessels, and animal 
powered vehicles. The main property of interest for each object is its existence, i.e., 
whether the object in fact plays a role in a specific case. More detailed properties then 
depend on the particular role each object assumes in the case. 
(3) relations (R): R among observable objects within a case may indicate their interdepen- 
dencies. For example, a causal relation may exist between the objects of explosives and 
fire in that the former causes the latter. Or, R among observable objects across different 
cases may be relations of similarity or dissimilarity. For example, if two cases both in- 
volve explosives, the relation of similarity connecting the two objects of explosives across 
the cases indicates how the two objects play similar roles in the respective cases, and the 
relation of dissimilarity connecting them describes how they differ. 
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3.2. Inference Level 
A sample inference is shown in Figure 2 and discussed as follows. The type of damage may 
be economic, psychological, physical (to person or property), and physical and psychological 
(usually to person). The observable objects (O’s) are the economic, psychological, physical, or 
physical and psychological damages, and the unobservable object (Of) is the type of damage. The 
inference relation connecting the four actual damages to their type can be denoted as Rf and is 
indicated in the figure as a bidirectional arrow. In the downward direction, Rf is a specialization 
relation, and in the upward direction, Rf is a generalization relation. The property preserved in 
this inference relation is “damage involved.” 
Type of damage 
I 
economic, psychological, physical, or physical and psychological damage 
Figure 2. Two level inference structure. 
3.3. Task Level 
The function of the Remoteness Advisor is to aid lawyers in classifying a case and retrieving 
similar or contrary cases. Problem solving thus involves selecting key features or parameters of 
the cases which would adequately classify them. In other words, the Advisor is a classification 
system [3]. 
3.4. Strategy Level 
In constructing the system, the expert decided that concrete parameters such as the means 
of transportation (e.g., whether a plane, automobile, ship, or animal is involved in a case) form 
the basis of the first categorization scheme. When this concrete level of filters fails to classify 
a case, then a second level categorization scheme which was formulated from more abstract or 
conceptual considerations such as the plaintiff’s relationship to the risk (e.g., whether the plaintiff 
is a rescuer or prone to injury) was invoked. This two level categorization scheme was deemed 
sufficient to cover all cases involving remoteness. 
4. CONCLUSIONS 
We argue that the Inferential Model and the implicit Inferential Modelling Technique are 
tools in the acquisition and interpretation of expertise before implementation of an expert sys- 
tem should be attempted. This model provides a “weak theory” for categorizing the types of 
knowledge implicit in a domain [lo] and enhances explicitness in knowledge representation. Most 
other conceptual modelling methodologies, for example, KADS [3,4] and the generic task re- 
search [ll-131, reflect a task-based approach. By contrast, our model and the implicit technique 
derive their power from analysis of knowledge characteristics at the domain and inference levels. 
In this paper, we have demonstrated application of the model to the interpretation of knowledge 
for constructing a legal advisor. However, we believe the model has general applicability and a 
preliminary application to an industrial problem has also demonstrated its usefulness [14]. In both 
instances, the model provides a “conceptual map” for identifying the items of knowledge from 
the elicited expertise and serves as a framework for capturing knowledge. A present weakness 
in the model is that temporal data and reasoning are not represented. Consequently, dynamic 
domains such as process control problems cannot be analysed. A next step in the research agenda 
is to investigate characteristics of process-oriented domains and possibilities of abstracting and 
integrating them into the Inferential Model. 
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