Abstract. In this paper we prove theorems related to the Ramanujan-type series for 1/π (type 3 F 2 ) and to the Ramanujan-like series, discovered by the author, for 1/π 2 (type 5 F 4 ). Our developments for the cases 3 F 2 and 5 F 4 connect with the theory of modular functions and with the theory of CalabiYau differential equations, respectively.
Introduction
In 1914 Ramanujan discovered four families of series for 1/π, corresponding to the values of s = 1/2, s = 1/4, s = 1/3 and s = 1/6, which are of the form:
where −1 ≤ z < 1, a and b are algebraic numbers [12] . The symbol (s) n used in the series is the rising factorial or Pochhammer symbol which is defined by (1.2) (s) n = s(s + 1) · · · (s + n − 1)
for n = 1, 2, . . . , and equal to 1 for n = 0. He gave 17 examples of series of such type. About seventy years later Ramanujan's work related to these series began to be understood, and since then many other series of this type have been found and proved by using the theory of elliptic modular functions. For example, J. and P. Borwein, in their book [5] , prove the 17 series found by Ramanujan. In [9] D. and G. Chudnovsky obtained the fastest convergent Ramanujan-type series with a rational value of z. In [6] their authors derive some new series with s = 1/3, somewhat implicit in Ramanujan's work. Very recently B. Berndt and N. Baruah in [3] and [4] get to follow more closely the initial ideas of Ramanujan as presented in Section 13 of the celebrated paper [12] , and prove many new series of this type. In 2002 we discovered similar families of series 1/π 2 , which are of the form
where −1 ≤ z < 1, a, b and c are algebraic numbers. In the latter situation, there are 14 possible couples of values for (s, t), namely: (1/2, 1/2), (1/2, 1/3), (1/2, 1/4), (1/2, 1/6), (1/3, 1/3), (1/3, 1/4), (1/3, 1/6), (1/4, 1/4), (1/4, 1/6), (1/6, 1/6), (1/5, 2/5), (1/8, 3/8) , (1/10, 3/10) and (1/12, 5/12) (see [10] ). Later, in [11] , we proposed some conjectures, for the cases 1/π and 1/π 2 . They motivate the study, that we are going to make, of the following expansions as x → 0: In these expansions we consider the z-analytic objects in the half-plane u·ℜ(z) > 0, where u is the sign of ℜ(z); in particular, we replace |z| with uz in the discussion below. We also need the generalized definition of the Pochhammer symbol, namely: (s) x = Γ(s + x)/Γ(s), which reduces to (1.2) when x is a non-negative integer. Note that Expansion 1.2 was stated in [11] in a weaker form.
Our idea for this work consists in replacing the variable x with a fix nilpotent matrix X of order three and five, respectively. This is a natural way of truncating the corresponding Taylor series and Lemma 1.3 implies that we do not lose the information required. In addition, this leads to a simpler formulation, since we get rid of the derivatives with respect to x.
All matrices are the result of substitution of a nilpotent matrix X in analytic functions f (x). In other words, they are of the form
where n is the order of X and I the identity matrix. We say that a 0 , a 1 , . . . , a n−1 are the components (or coefficients) of A. The product of such matrices is commutative; if a 0 = 0 the matrix A has an inverse A −1 . For convenience, we also use the notation A −1 = I/A.
In our computations with Maple 9, we choose nilpotent matrices X whose unique nonzero entries are equal to 1 in the positions (j, j + 1) of the matrix. With this choice, the components of a matrix A are simply the entries of its first row.
is an analytic function and
where X is a nilpotent matrix of order n, then
Proof. Since f (x) is an analytic function, it admits a power expansion,
Substituting X for x, we obtain
The subtraction of (1.4) from (1.5) gives
Multiplying by X n−1 , we obtain d 0 = c 0 , hence
Further, multiplying by X n−2 we obtain d 1 = c 1 , and so on.
We define the gamma function of a non-degenerated matrix A as follows:
For example, if X is a nilpotent matrix of order 2, we have
For n = 1, 2, . . . , we define the Pochhammer symbol of a matrix A as
and we generalize this notion to matrix-valued indices:
For abuse of notation, we often identify a number n with the corresponding matrix nI. This has been done, for example, in the last definition.
Matrix form of Expansion 1.1
We obtain an equivalent of Expansion 1.1 in a matrix form if we replace x by a nilpotent matrix X of order 3. This equivalence is a consequence of Lemma 1.3. In the notation
and with the property (s) n+x = (s + x) n (s) x we have Expansion 2.1 (Expansion 1.1 in matrix form).
where X is an arbitrary nilpotent matrix of order 3.
If we denote
then Expansion 2.1 can be written in the form aA + bB = M , which is equivalent to the system (2.1) 
Proof. We give details for the case s = 1/2, but the other cases are similar. Writing
we have the recurrence
If we substitute Y = (uz) X A in the left-hand side of (2.3), we obtain
and using (2.4), we see that it is equal to (uz) X X 3 , which is the zero matrix of order 3. 
then cy 2 , for an arbitrary constant c, is a solution of the differential equation
Proof. Equation (2.5) relates y ′′ to y and y ′ , and therefore it also relates y ′′′ to y and y ′ ; just substitute these relations into (2.6) to see that everything cancels.
2.2.
The components of A and B. We will find relations among the components of the matrices A and B.
Lemma 2.4. The components of the matrix B are related to those of A in the way
Proof. The matrix B can be written as
whose components imply (2.7).
Lemma 2.5. The components of the matrices A and B satisfy the following relations:
Proof. We first define the matrix
where X is a nilpotent matrix of order 2. As in Proposition 2.2, we can prove that the functions y = α 0 and y = α 0 ln(uz) + α 1 are linearly independent solutions of (2.5). Then, by Proposition 2.3, we have that the functions y = cα 2 0 are solutions of (2.6) and this implies the relation a 0 = cα 2 0 . Even more, as a 0 (0) = 1 and α 0 (0) = 1, we get a 0 = α 2 0 . In the same way, as the function y = α 0 ln(uz) + α 1 is a solution of (2.5), we have that the functions
are solutions of (2.6). As a 0 = α 2 0 , comparing with
we get the identities
These relations imply (2.8). To prove (2.9), we substitute the three identities from (2.7) into it. Then, we use (2.8) to obtain expressions for a 2 and a ′ 2 which allows us to complete the proof. To derive (2.10), we first observe that (2.11) imply that (2.12)
where g 0 and g 1 are the fundamental solutions of (2.5). Differentiating we get
, and (2.14)
.
The function Φ and its derivative,
since the differential equation (2.6) can be given in the form
Solving the equation for Φ(z), we obtain
where h is a constant. Substituting Φ(z) in (2.14) and, using (2.7), we obtain
Finally, substituting z = 0, we find that h 2 = 1.
Lemma 2.6. Let M 0 , M 1 and M 2 be the determinants
Then we have
Proof. To prove the identities for M 0 and M 2 , we evaluate M 
As we want it to be compatible, we require (2.19)
Expanding the determinant along the last column, we obtain (2.20)
which is an equation relating z and k. If we define
From (2.17) and (2.8) we see that (2.23) 
which can be simplified to (2.26)
We define the q-parametrization
where
From the definition of the matrix M we derive
where Ψ(s) is the logarithmic derivative of the gamma function and γ = −Ψ(1) is Euler's constant. Exponentiating (2.27) and using (2.29) and (2.30), we obtain (2.31)
which can be inverted to obtain z as a function of q.
Theorem 2.7. The following formulas hold:
and (2.34) has a unique solution z(q).
Proof. If we use the identities (2.7), (2.8), (2.9) and (2.10) in the calculation
we obtain the relation (2.32). As y 0 = a 0 and y 1 = a 0 ln(uz) + a 1 , from (2.18) we can write
Using (2.27), we get the relation (2.36)
which together with (2.35), allows us to obtain the equations (2.37)
From (2.37) and (2.32), we deduce (2.33). Finally, as
the function z(q) satisfies the equation (2.34). To see that the solution is unique, we expand dq/q in powers of z. Integrating term by term, exponentiating and expanding again in powers of z, we obtain q(z) as a power series in z. Inverting it, we obtain a unique function z(q).
Algebraic and rational values.
We have prepared the way to prove some theorems related to Expansion 1.1.
Theorem 2.8. If k is rational then z, a and b are algebraic.
Proof. As H 1 = a 1 /a 0 , it is known that the q-parametrization used in (2.31) is the modular one. It is also known that if τ is a quadratic irrational then z(τ ) is algebraic and therefore by (2.32), we see that b(τ ) is algebraic as well. In addition, [7] , [15] and [16, Sect. 3] , there exists an algebraic number δ(τ ), such that
where, as usual, the prime indicates that we derivate with respect to z. On the other hand, we have proved that
The comparison of the two identities gives a(τ ) = δ(τ ). We conclude that if k is rational then z(τ ), b(τ ) and a(τ ) are algebraic. Proof. Since z viewed as function of iτ is modular, it takes algebraic values if iτ is either a quadratic irrationality or transcendental by Schneider's theorem [13] . The latter is impossible by (2.32), hence τ 2 is rational and so is k.
The proofs of these theorems would have been more difficult without using the matrix equivalent of Expansion 1.1 as can be specially appreciated in the developments of Sections 2.1 and 2.2. On the other hand, the solutions for z, a and b provide nice matrix generalizations of the original Ramanujan's series for 1/π. 2.5. Solving the equations. We find an explicit solution in the case s = 1/2. Similar procedures leads to the explicit solutions in the cases s = 1/3, s = 1/4 and s = 1/6. We will use the Jacobi elliptic theta functions
the elliptic lambda function and the elliptic alpha function
the formula (see [5] , p. 35) (2.39) θ and the following two formulas (see [5] , p. 42):
For s = 1/2 we have proved that τ = √ k + 1. Consider the function
Taking logarithms in (2.42), differentiating with respect to q and using (2.40), (2.41), we see that
But it is well known [5, p. 180] that
For a general method to prove identities like (2.44) see [14] . So, (2.42) is the unique solution of (2.34). Writing it with the function λ(q) defined in (2.38), we have
Then, using the formulas (2.32) and (2.42), we find that
Finally, using (2.40), (2.33) and the definitions in (2.38), we obtain
We know, from the theory of elliptic modular functions, that for rational values of k the functions λ(q) and α(q) take algebraic values and, therefore, if k is rational, then z, a and b are algebraic.
Matrix form of Expansion 1.2
We obtain a matrix equivalent of Expansion 1.2 replacing x with a nilpotent matrix X of order 5. This equivalence is a consequence of Lemma 1.3. We introduce the notation
using the property (s) n+x = (s + x) n (s) x we obtain Expansion 3.1 (Expansion 1.2 in matrix form).
where X is an arbitrary nilpotent matrix of order 5.
Then Expansion 3.1 can be written in the form aA + bB + cC = M , which is equivalent to the (overdetermined) system 
Proof. Completely analogous to the above proof of Proposition 2.2.
3.2. The components of the matrices A, B and C. There are many relations among the components of the matrices A, B and C.
Lemma 3.3. The following identities hold: 
Proof. It is known [2, Proposition 4] that we can write the functions in (3.2) in the form
where g 0 , g 1 , g 2 , g 3 are solutions of a certain fourth order linear differential equation. Differentiating twice (3.10), we obtain the relations
We will need (3.11) in the proof of (3.7), and both identities in the proof of (3.8). Using (3.2), we see that the identities (3.6) and (3. We recall those proofs because we will need them to derive (3.8). Writing
we see that the first identity in (3.13) is trivial by expanding. In the same vein, differentiating (3.9), we deduce that
which, together with the first identity in (3.13), implies the second identity in (3.13). To prove (3.8) we differentiate (3.9) twice and use the relations (3.10), (3.11), (3.12) , to obtain .14) where
Using (3.13) we can simplify the left hand-side of (3.14), and we obtain
Summing the two identities for Φ in (3.15) and differentiating, we have
But for all of the 14 hypergeometric equations (3.3) we have from [1, Subsect. 2.1] that the fourth order linear differential equation pullback is of the form
Therefore, from (3.10), (3.11), (3.12), (3.15), (3.17) and (3.18), we deduce that
Solving this equation we obtain
where h is a constant. Thus, from (3.16), we get
which implies that
Substituting z = 0, we finally determine that h 2 = 1.
Lemma 3.5. The following relations hold:
Proof. To prove (3.19), we apply the operator z d dz to (3.6), and use (3.4) to substitute za
To prove (3.21) we apply the operator to (3.7) and use (3.5). Finally, to prove (3.20), we apply the operator to (3.19) and use (3.4), (3.5) and (3.7). Lemma 3.6. Let u j , v j and w j be the determinants
Then, the following identities hold:
Proof. To prove (3.23), we use (3.6) and (3.19) to write a 4 , b 4 as functions of a 0 , b 0 , 
; then, we substitute in (3.6), (3.7) and (3.8), respectively.
Then, we have
Proof. To prove the first identity, we use (3.23), (3.26) and (3.27) to write u 3 , v 3 ,
Then, we substitute v 3 in (3.24) and simplify. To derive the other identities, we prove that
For it we use (3.23), (3.26) and (3.6), (3.7), (3.20) to write a 4 , b 4 , c 4 ,
, c 2 and c 3 . Then, we substitute these values in the identity we want to prove and simplify.
Lemma 3.8. The following identity holds:
Proof. Use (3.23), (3.26) and ( 3.3. The equations for z, a, b and c. As we want the system (3.1) to be compatible we first impose that (3.34)
Expanding the determinant along the last column, we obtain
We now define the functions H 0 = M 0 /M 3 and
Relations (3.32), imply the identities
and (3.23) implies 2H 1 = H 2 2 . This last relation allows us to simplify the equation (3.35), and we obtain (3.37)
From the definition of the matrix M we derive (3.39) m 0 = 1 π 2 , and
With the q-parametrization The idea consists in the following calculation:
If we define
, then substituting identities (3.6), (3.7), (3.19), (3.21), (3.20) , (3.8) in (3.46) we obtain (3.47)
The definition of the matrix M implies that
Relation (3.34) is a necessary but not sufficient condition for the system (3.45) to be compatible. In order to have a necessary and sufficient condition for it, we also impose that the equation for c given in (3.47) is compatible with the three first equations in (3.45). Solving c from them by Cramer's rule, we get
Defining the function J = (a 1 b 2 − a 2 b 1 )/(a 0 b 1 − a 1 b 0 ), and using identities (3.31), we get c = (
Using (3.38), the latter can be rearranged as
Finally, the parametrization in (3.43) gives (3.50)
For a given value of k, the equation (3.44) determines q. The substitution of these values of k and q into (3.50) determines τ and j. In addition, q determines z from (3.43), while q and τ determine (3.47). Substituting the values for z and c in the first two equations of (3.45), we obtain a and b. Proposition 3.9. The functions T and U are related by
Proof. Differentiating (3.43), we get
To complete the proof, we use (3.33).
Corollary 3.10. The functions k and τ are related by
Proof. Differentiate (3.44) and compare to (3.50). Then, use (3.41).
3.4. Algebraic and rational values. We state a theorem and make some conjectures related to Expansion 1.2. Proof. Immediate from (3.47). We have solved the equations of the preceding section numerically and "identified" algebraic solutions when k = 1 and k = 5. They are We know that in the families (s, t): (1/2, 1/4), (1/4, 1/6), (1/4, 1/3), (1/3, 1/6) and (1/8, 3/8) there are also Ramanujan-like series (some of them only conjectured), all given in [10] , and we have not found any in the other families.
Conclusion
Many steps of our theoretical development have been suggested by experimental computations carried over using nilpotent matrices. Following this idea, our symbolic calculations with Maple 9 allowed us to discover important relations among the entries of the matrices A and B (Sect. 2) and A, B and C (Sect. 3). Later, we found the proofs of them given in this paper.
We have solved completely the study of the expansions associated to the Ramanujan-type series for 1/π (type 3 F 2 ) because they lead to the well-known theory of elliptic modular functions. Concerning the analysis of the expansions associated to the Ramanujan-like series for 1/π 2 (type 5 F 4 ) we point out the following interesting connection with the Calabi-Yau differential equations. If s = t = 1/2, the expansions of z(q) and K(q) = −1 + (q d dq )
2 U coincide, respectively, with those obtained from the definitions of the mirror map and the Yukawa coupling given in [15] for the same case. A difficult aspect seems to be determining rigourously the values of j and k which lead to Ramanujan-like series for 1/π 2 . Related to this, we believe that the coefficients of the Humbert surfaces found experimentally in [15, Sect. 6] depend only on the values of s, t and j, k. In addition, we observe, that the value of τ 2 coincide with the discriminant of those Humbert surfaces. Even more difficult will certainly be the analysis of the expansions corresponding to higher degree series. The only known example is (1) 7 n 1 2 6n (168n 3 + 76n 2 + 14n + 1) = 1 π 3 , which remains unproved and was discovered by B. Gourevitch [10] . By numerical calculations we guess that if we replace n with n + x in the summands of this series we have the following expansion 
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