Supervised and unsupervised learning are two well disseminated and discussed paradigms which define how image classification techniques extract knowledge about the data. A recent learning paradigm, called semi-supervised, comes to solve some limitations of supervised learning, as the amount of information needed to conduce an appropriated learning process. Different models of semi-supervised learning have been proposed in literature, which ones basically explore statistical or clustering data proprieties. This work presents a simulation study on the performance of some semi-supervised learning models, applied in image classification methods.
INTRODUCTION
In geosciences, Pattern Recognition methods have been useful to detect targets on satellite images for different purposes, for example, natural resources monitoring like forests, rivers and glaciers, studying areas affected by natural disasters and for government planning. The application of pattern recognition techniques on images aiming to detect objects and associate them to a particular entity is called Image Classification.
Supervised and unsupervised learning are two well disseminated and discussed paradigms which define how image classification techniques extract knowledge about the data. The supervised learning paradigm needs a priori information about the data, , it means that each training sample must be associated to a previously defined class (labeled data). In most practical problems it is a limitation because obtaining such information may require additional time, money and need the supervision of an expert [1] . On the other hand, unsupervised learning does not need a priori information about the data, however, is not possible to define, as in a supervised learning, what exactly should be learned [2] .
Given these limitations, was introduced a new learning paradigm called semi-supervised, which exploits simultaneously the information contained in labeled and unlabeled data [3] .
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This work presents a simulation study aiming to evaluate the performance of some supervised and semi-supervised image classification methods. The classifiers were trained using several labeled data sets, in order to analyze their learning ability under different.
MODELS OF SEMI-SUPERVISED LEARNING
Learning can be defined as get capability of do certain kind of task. On a computations context, learning is aim of a study area, called Pattern Recognition. Image classification can be seen as object detection using pattern recognition methods.
Supervised and unsupervised are two examples of learning paradigms usually adopted by the image classification procedures.
In the supervised paradigm, the learning is build from an external source of knowledge, i.e., labeled data. On the other hand, the unsupervised methods are responsible to extract the knowledge from analogies found inside the data set, without use information from external sources.
When the classes of a classification problems are defined in advance, the supervised learning is preferable [2] . However, the supervised methods are able to provide good results since a sufficient amount of information for adequate learning process are provide [4] . This requirement may become a critical point, since there is costs related to obtain information about the data [1] .
The leak of information for a suitable learning can be minimized using unknown information, i.e., unlabeled data, which are generally abundant in any classification task. Given this motivation, was proposed a new paradigm called semisupervised learning, which can be understood as a combination of learning with and without supervision [3] .
The main question of the semi-supervised learning is concerned to how extract information from the unlabeled data. Different models of semi-supervised learning have been proposed, such as generative models, indirect and low-density separators.
Generative model is based on a statistical modeling combination using labeled and unlabeled data. The Expectation Maximization (EM) clustering method meets the requirements of the generative model, requiring only have the clusters initialized by a supervised manner [5] .
The idea behind indirect models is the expansion of the labeled data set by a initialized clustering method to be used later by any supervised learning method [6] . In this model the expanded labeled data set can be get, for example, by elements classified having high confidence level. Different clustering methods can be adopted, however, the Semi-Supervised Fuzzy C-Means method [7] is a reasonable choice, since the results are the levels of confidence that each data belongs to the different classes.
Low density separators, as suggests by name, are a kind of model that search for decision functions lying on regions of the feature space with low concentration of data. The Semi-Supervised Support Vector Machine (S3VM) proposed by [8] , is an example of method based on low density separator model. It is an extension of the method Support Vector Machine (SVM) [9] , where the objective function had been modified and the learning process is done iteratively.
NUMERICAL EXPERIMENTS

Study Area
The east of the Tapajós National Forest, Pará State, Brazil, was selected for this work as study area. The more representative vegetation is the formation of dense rain forests. Due to anthropic action, especially in last two decades, there has been significant generation of secondary vegetation areas. Figure 1 .a illustrates a 300 × 300 pixels segment of an image acquired on July 12, 2009, by the satellite LANDSAT-5 TM, which was adopted in this work. Only the sensor's spectral bands 3, 4 and 5 were used. The land cover classes considered in this work are identified in Figure 1 .b, where the samples used by the training and validation processes are distinguished in the figure 1.c. Such classes are based on information collected during a field survey conducted in September 2009. Purposely was inserted a class composed by information collected from bare soil and regeneration forest areas, aimed to assess the behavior of the analyzed methods when ill-defined classes are used.
Methodology
Five image classification methods were evaluated in this study: Maximum Likelihood (ML) [10] , Support Vector Machine (SVM) [9] , Semi-supervised Expectation Maximization (EM) [5] , Semi-supervised Support Vector Machive (S3VM) [8] , and Maximum Likelihood indirect model (IndML). Beyond the supervised paradigm, the ML method was trained in a semi-supervised indirect model using data labeled by semi-supervised Fuzzy C-Means method with high level of confidence (greater than or equal to 98%).
The SVM and S3VM classification methods were applied using the One-Against-One multiclass strategy, RBF kernel function with parameter σ equals to 1.5, and penalty (C) equals to 150. These parameters were adjusted preceding an automatic exhaustive search, learning the methods with base on training samples and measuring the adjust over the test samples. The ML and EM classifications were employed by modeling the data through a multivariate Gaussian distribution.
For the abovementioned classification methods were generated 100 classifications using training sub-samples with 5, 10, 15 and 20 labeled pixels in each class. These pixels were randomly extracted from the training samples, shown in Figure 1.b and c. The unknown samples, shown in Figure 1 .b are used only by the S3VM method.
The accuracy of each classification result was measured with base on overall accuracy coefficient, calculated with basis on validation samples (Figure 1.c) . The classification methods and procedures needed in this study were implemented using IDL programming language.
Experimental Results
The graphics shown in Figures 2 to 5 illustrates the accuracy levels obtained for each classification method. The ML method showed to be sensitivity to the size of labeled samples. The overall accuracy variation is greater for small samples than for the big ones. On the other hand, the SVM provided similar accuracy variation independent of the training sample sizes. However the overall accuracy increases when the training sample size increases.
The indirect model was harmful to learn ML method, since the results provided with supervised learning showed much better results. The indirect ML model provided the worst classification results (around 0.2) and highest overall accuracy variation.
The simulation results of EM method are very similar for all labeled sample sizes. The overall accuracy values are close to 0.75. The existence of singular matrices might have caused numerical errors. This problem occurs most frequently for small samples sizes.
Overall, the results obtained by S3VM had higher stability than the supervised methods ML and SVM.
CONCLUSIONS
According to the presented results, the semi-supervised learning was successful just for the low density separator model, i.e., for the S3VM method. Once the training samples was defined randomly, it is possible that have been occurred definition of ill posed samples, causing harmful consequences for semi-supervised learning.
The Indirect model provided very low accuracy and instability in the classifications produced by the ML method. A possible explanation is that the indirect procedure conduced in this study defined multimodal labeled samples sets, which is inadequate for the ML learning method based on multivariate Gaussian distribution function. The sensibility shown by the method S3VM when few labeled samples are utilized can be related with the tuning parameters adopted for all simulation process, once these parameters was adjusted for a due training sample set, unlike when a small quantity of labeled and unlabeled samples are used to learn the method. As the amount of labeled samples increase, this set pass to reflect a behavior that adjusts to the parameters initially found.
The EM method is hampered by numerical errors of parameters estimation mainly when few labeled samples are used. However, when numerical errors not occurs this method converge to similar results independent of amount of labeled samples observed.
In general, the performance achieved by the supervised methodos ML and SVM were very similar and better than the other methods, showing inferior results only in comparison with the S3VM method. Fig. 2 . Simulation results performed using 5 labeled pixels in each class. Fig. 3 . Simulation results performed using 10 labeled pixels in each class. 
