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Abstract
In this thesis we consider two types of non-symmetric processes, which are similar to the sym-
metric α-stable process. We derive sharp estimates for the eigenfunctions of the Feynman-
Kac semigroups of these two types of processes and established their intrinsic contractivities.
Our methods are mainly probabilistic and depend essentially on the sharp estimates of heat
kernels.
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Chapter 1
Introduction
Contractivity of symmetric semigroups is a very important concept probability, potential
theory, functional analysis and quantum physics, and it has been studied extensively. Hy-
percontractivity was introduced by Nelson in [17] and proved to be powerful in quantum
field theory. Gross [7] discovered the connection between Lp properties of semigroups and
logarithmic Sobolev inequalities. Contractivity properties are very closely related to heat
kernel estimates and various functional inequalities such as log-Sobolev, Poincare´ and Nash
inequalities. Intrinsic ultracontractivity was first introduced by Davies and Simon [6] for
the classical Schro¨dinger operators: H = −∆ + V and HΩ, the Dirichlet Laplacian for an
open, connected domain, which corresponds to a killed Brownian motion. In fact, for a large
class of domains, the Laplacian operator can be replaced by a divergence form uniformly
elliptic operator and intrinsic ultracontractivity still holds (see [1]). For non-local operators,
intrinsic ultracontractivity of −∆α/2 +V for the symmetric α-stable processes was discussed
in [8], intrinsic utltracontractivity of (−∆+m2/α)α/2−m+V for relativistic stable processes
was discussed in [16], while intrinsic ultracontractivity of the Feynman-Kac semigroup of
general subordinate Brownian motions was discussed in [10].
The concept of supercontractivity and ultracontractivity have been generalized to non-
symmetric semigroups (see [19]). R. Song and P. Kim [13] extended the concept of intrinsic
ultracontractivity to non-symmetric semigroups and proved that the diffusion semigroup in a
bounded Lipschitz domain is intrinsic ultracontractive, when the generator is uniformly ellip-
tic and the coefficients of the generator are smooth. In their subsequent papers, they estab-
lished intrinsic ultracontractivity for diffusions with measure-valued drifts and appropriate
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potentials in bounded domains (see [14]) and non-symmetric discontinuous Le´vy processes
in bounded domains (see [12]). However, no one has studied the intrinsic ultracontractivity
of the Feynman-Kac semigroups of non-symmetric processes on the whole space yet. In this
thesis, we take on this task. We will use a probabilistic approach to establish the intrinsic
ultracontractivity of the Feynman-Kac semigroup of two types of non-symmetric discontin-
uous Markov processes. We plan to study the general case in future works. In recent years,
discontinuous Markov processes have attracted much attention and been studied a lot. They
find their applications in statistical mechanics, relativistic quantum theory, financial engi-
neering etc, for they are suitable to model discontinuous phenomena. The non-symmetric
discontinuous Markov processes examined in this thesis have a key feature: the jump measure
of the process has a density (with respect to the Lebesgue measure) which is comparable
to the Le´vy density of a symmetric α-stable process. This property is essential for us to
connect our processes with a symmetric α-stable process and adapt arguments in [8, 16] to
work in our cases. In fact, things in the non-symmetric case are more delicate. One has to
carefully construct and work with dual processes to compensate for the lack of symmetry.
The thesis is organized as follows. We first give a brief review of Le´vy processes, basic
properties of symmetric α-stable processes and an abstract framework of contractivities. In
Chapter 3 and Chapter 4 we carefully examine two types of processes: α-stable processes
with drifts and non-symmetric strictly stable processes. Throughout this thesis, we use the
notation f  g to indicate that there exists a constant C ≥ 1 such that C−1g ≤ f ≤ Cg.
1D(x) stands for the indicator function of a set D. We use C(a, b, ...) to denote a constant
depending on parameters a, b, etc.
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Chapter 2
Mathematical Background
In this chapter we will present some basic material that will be needed in later chapters.
We will first give a brief review of Le´vy processes and their basic potential theory. Then
we introduce various concepts of contractivity, which are the main purpose of this thesis.
Finally we will examine stable processes, a special kind of Le´vy processes, in detail, since
the processes we are going to deal with are built from symmetric α-stable processes.
2.1 Le´vy Processes and Potential Theory
Definition 2.1.1 Let (Ω,F ,P) be a probability space. A stochastic processX = {Xt : t ≥ 0}
on Rd is called a Le´vy process if the following conditions hold:
(1) X0 = 0 a.s.
(2) For any n > 0 and 0 ≤ t0 < t1 < ... < tn, Xt0 , Xt1 − Xt0 , Xt2 − Xt1 ..Xtn − Xtn−1 are
independent (independent increment).
(3) For any s ≥ 0, Xs+t −Xs and Xt have the same distribution (stationary increment).
(4) X is stochastically continuous, i.e., for every t ≥ 0,  > 0,
lim
s→t
P (|Xs −Xt| > ) = 0.
(5) The sample paths of X are right continuous with left limits a.s.
In this thesis, the notation “
d
=”means “equal in distribution”.
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A fundamental result about Le´vy processes is the celebrated Le´vy-Khinchine formula (see
[20]), providing a thorough characterization of the characteristic functions of Le´vy processes:
Theorem 2.1.2 (Le´vy-Khinchine formula) For any Rd valued Le´vy process {Xt : t ≥ 0},
we have the following representation: for any t > 0,
E[eizXt ] = etΦ(z), z ∈ Rd,
where
Φ(z) = i〈γ, z〉 − 1
2
〈z, Az〉+
∫
Rd
(
ei〈z,x〉 − 1− i〈z, x〉1D(x)
)
ν(dx),
D = B(0, 1), A is a symmetric nonnegative-definite d× d matrix, γ ∈ Rd and ν is a measure
on Rd satisfying
ν({0}) = 0,
∫
Rd
(1 ∧ |x|2))ν(dx) <∞. (2.1)
Furthermore, (A, ν, γ) is unique and called the Le´vy triplet and ν is called the Le´vy measure.
Conversely, if A is a symmetric nonnegative-definite d× d matrix, ν is a measure satisfying
(2.1) and γ ∈ Rd, then there is a Le´vy process with above representation.
Another important result on Le´vy processes is the Le´vy-Itoˆ decomposition, which fully char-
acterizes the structure of a Le´vy process.
Theorem 2.1.3 Given a Le´vy process {Xt, t ≥ 0} with Le´vy triplet (A, ν, γ), Xt can be
written as the sum of three independent Le´vy processes:
Xt = X
(1)
t +X
(2)
t +X
(3)
t ,
where X
(1)
t is a drifted Brownian motion with Φ
(1)(z) = i〈γ, z〉 − 1
2
〈z, Az〉, X(2)t is a com-
pound Poisson process with Φ(2)(z) =
∫
|x|≥1(e
i〈z,x〉 − 1)ν(dx) and X(3)t is called the small
jump part with Φ(3)(z) =
∫
|x|<1(e
i〈z,x〉 − 1− i〈z, x〉)ν(dx).
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Now we look at the potential theory of Le´vy processes. Let Ω = D([0,∞),Rd). For ω ∈ Ω,
put Xt(ω) = ω(t) and F0t = σ(Xs : s ∈ [0, t]), the σ-field generated by {Xs, 0 ≤ s ≤ t}
and similarly F0 = σ(Xs : s ∈ [0,∞)). Given a probability measure P on F0, under which
{Xt : t ≥ 0} is a Le´vy process (notice that any Le´vy process on Rd can be realized in this
way), we define a family of probability measures {Px, x ∈ Rd} as follows. For 0 ≤ t1 < .. < tn
and B1, .., Bn ∈ B(Rd),
Px[Xt1 ∈ B1, ..., Xtn ∈ Bn] = P [x+Xt1 ∈ B1, ..., x+Xtn ∈ Bn].
This Px can be extended to F0 uniquely and the extension is denoted by Px as well.
Definition 2.1.4 For any t ≥ 0 and B ∈ B(Rd), the transition kernel Pt(x,B) is defined by
Pt(x,B) = Px[Xt ∈ B]. The transition operator Pt is given by
Ptf(x) =
∫
Rd
Pt(x, dy)f(y) = Ex[f(Xt)],
for measurable f on Rd whenever the integral is defined. Clearly, PtPsf = Pt+sf .
Definition 2.1.6 A family {Pt : t ≥ 0} of bounded linear operators on a Banach space
B is called a strongly continuous semigroup if
(1) PtPs = Pt+s,
(2) P0 = I,
(3) lim
t→0
Ptf = f (strong convergence) for any f ∈ B.
It is called contractive if in addition, ||Pt|| ≤ 1.
Definition 2.1.7 The infinitesimal generator L of a strongly continuous semigroup {Pt}
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is defined by
Lf = lim
t→0
Ptf − f
t
(strong convergence),
with D(L) being the set of f such that the right hand side exists.
Theorem 2.1.8 The family of operators {Pt : t ≥ 0} defined above from a Le´vy pro-
cess {Xt, t ≥ 0} is a strongly continuous semigroup on C0(Rd) with ||Pt|| = 1. Let L be
its infinitesimal generator. Then C∞c is a core (see Definition A.1 in Appendix) of L and
C20 ⊂ D(L), and
Lf = 1
2
d∑
j,k=1
Ajk
∂2f
∂xj∂xk
(x)+
d∑
j=1
γj
∂f
∂xj
(x)+
∫
Rd
(
f(x+y)−f(x)−
d∑
j=1
yj
∂f
∂xj
(x)1D(y)
)
ν(dy),
for f ∈ C20 , where (A, ν, γ) is the generating triplet of X with A = (Ajk), γ = (γj), and
D = B(0, 1).
Proof See Theorem 31.5 in Chapter 6 [20].
We close this section by introducing the concept of duality. Define a probability measure P̂
on F0 by
P̂ [Xt1 ∈ B1, ..., Xtn ∈ Bn] = P [−Xt1 ∈ B1, ...,−Xtn ∈ Bn],
for any n ≥ 0, 0 ≤ t1 < ... < tn and B1, .., Bn ∈ B(Rd). Further, we can define the semigroup
{P̂t, t ≥ 0} in the same way as we did in Definition 2.1.4. Then we have
Theorem 2.1.5 Let f, g be nonnegative and universally measurable. Then
∫
Rd
Ptf(x)g(x)dx =
∫
Rd
f(x)P̂tg(x)dx, t ≥ 0.
Proof See Proposition 41.7, Chapter 8 in [20].
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Definition 2.1.8 The Le´vy process ({Xt}, P̂ ) is called the dual process of ({Xt}, P ). In
other words, under P , {−Xt : t ≥ 0} is the dual process of {Xt : t ≥ 0}. ({Xt}, P ) is called
symmetric if Pt = P̂t.
2.2 (Strictly) Stable Processes
Stable processes constitute an important sub-family of Le´vy processes. They have widespread
applications in various fields. For instance, they play an important role in queuing theory as
limiting processes for cumulative inputs under heavy traffic environment. Stable processes
can be defined as follows.
Definition 2.2.1 A Le´vy process {Xt : t ≥ 0} with characteristic exponent Φ is called
strictly stable if for every a > 0, there is b > 0 such that aΦ(z) = Φ(bz).
It can be shown that b = a1/α for some index α ∈ (0, 2]. Or equivalently, for any a > 0, we
have the scaling property:
(Xat, t ≥ 0) d= (a1/αXt, t ≥ 0).
It is well known that if α = 2, then {Xt : t ≥ 0} is a Brownian motion. Excluding this
special case, we focus on α ∈ (0, 2). The most interesting case is the standard rotation
invariant (symmetric) stable process with index α, whose characteristic exponent is
Φ(z) = −|z|α, z ∈ Rd.
When α < d, the process will be transient. Throughout this thesis we will assume that
α < d. The Le´vy measure of the rotation invariant α stable process has a density with
respect to the Lebesgue measure given by
J(x, y) = A(d,−α)|x− y|−(d+α),
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where A(d,−α) := α2α−1pi−d/2Γ(d+α
2
)Γ(1− α
2
)−1 with Γ being the Gamma function defined
by Γ(λ) :=
∫∞
0
tλ−1e−tdt. The infinitesimal generator of this process X is the fractional
Laplacian ∆α/2, which is a nonlocal operator and can be written as
∆α/2f(x) = lim
→0
∫
{y∈Rd:|y−x|>}
(f(y)− f(x)) A(d,−α)|x− y|d+αdy.
The justification for the notation ∆α/2 lies in the fact that the Fourier transform of the
generator and the Fourier transform of the Laplacian ∆ :=
d∑
i=1
∂2i satisfy the following
relation:
̂(−∆)α/2f(ξ) = |ξ|αfˆ(ξ) and (̂−∆)f(ξ) = |ξ|2fˆ(ξ).
The potential kernel of the process X is given by
Kα(x, y) :=
∫ ∞
0
p(t, x, y)dt = A(d,−α)|x− y|α−d,
and the transition kernel p(t, x, y) admits sharp estimates:
p(t, x, y)  t−d/α ∧ t|x− y|d+α on (0,∞)× R
d × Rd.
For an open set D ⊂ Rd, put τD = inf{t ≥ 0 : Xt /∈ D}, the first exiting time from D.
Letting D = B(0, r), r > 0 and |x| < r. The Px distribution of XτD has an explicit density
function Pr(x, ·) (the Poisson kernel):
Pr(x, y) = C
d
α
(r2 − |x|2
|y|2 − r2
)α/2
|x− y|−d, |y| > r,
where Cdα = Γ(d/2)pi
−d/2−1 sin(piα/2).
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2.3 An Abstract Framework of Contractivity
Using our discussions in Section 2.1, we can construct semigroups and infinitesimal gener-
ators from given Le´vy processes. Le´vy processes are closely related to operator analysis,
partial differential equations and other fields of mathematics, and they have been studied
extensively. In this thesis, we are interested in contractive properties of the Feynman-Kac
semigroups of certain discontinuous Markov processes. In order to describe those concepts
neatly, we start from an abstract level. All the assumptions made in this section are fulfilled
automatically in our later chapters.
2.3.1 Contractivity for Symmetric Semigroups
Let X be a locally compact second countable Hausdorff space and dx be a regular (see
Definition A.2) Borel measure (a measure defined on σ-algebra of Borel sets) with support
being the entire X (the measure of any nonempty open set is strictly positive). Let H be
a nonnegative selfadjoint operator on L2(X , dx) and we make the following assumptions:
1. {e−tH , t ≥ 0} is a contraction semigroup on each Lp(X , dx), for 1 ≤ p ≤ ∞;
2. for any t > 0, e−tH admits a jointly continuous integral kernel a(t, x, y) such that
e−tHf(x) =
∫
X
a(t, x, y)f(y)dy
for any f ∈ L2(X , dx);
3. e−tH is positivity preserving, in other words, a(t, x, y) > 0;
4. for all t > 0, Tr[e−tH ] :=
∑
v∈V〈e−tHv, v〉 < ∞, where V is an orthonormal basis of
L2(X , dx) and 〈·, ·〉 denotes the inner product on L2(X , dx). By Mercer’s theorem,
this is equivalent to
∫
X
a(t, x, x)dx <∞ for all t > 0.
It is well known that, under above assumptions, we have that (see [6])
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1. H has purely discrete spectrum with eigenvalues λ0 < λ1 ≤ λ2...→∞. Let ϕn be the
corresponding eigenfunctions, normalized by ||ϕn||2 = 1.
2. λ0 has multiplicity one and ϕ0 > 0 except on a null set.
Now we can introduce various contractive properties under all these assumptions.
Definition 2.3.1 The semigroup {e−tH , t ≥ 0} or H is called
1. hypercontractive, if for all 2 < p <∞, there exists Tp such that if t > Tp, then e−tH is
bounded from L2(X , dx) to Lp(X , dx);
2. supercontractive, if Tp = 0 for all 2 < p <∞;
3. ultracontractive, if e−tH is bounded from L2(X , dx) to L∞(X , dx) for all t > 0.
The intrinsic versions of hyper-, super- and ultracontractivity are defined as follows. Define
a new measure µ on X by µ(dx) = ϕ20(x)dx and then construct an unitary map
U : L2(X , dµ)→ L2(X , dx)
by
Uf(x) = f(x)ϕ0(x).
Now define
H˜ = U−1(H − λ0)U,
ϕ˜n(x) = ϕn(x)/ϕ0(x),
a˜(t, x, y) =
a(t, x, y)
ϕ0(x)ϕ0(y)
.
It is known that e−tH˜ is a contraction on all Lp(X , dµ), for 1 ≤ p ≤ ∞ (see [18]) and it
has the advantage that ϕ˜0(x) = 1, which implies that e
−tH˜ is conservative and determines a
right Markov process with stationary distribution µ. That is why we are interested in this
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change of measure.
Definition 2.3.2 The semigroup {e−tH , t ≥ 0} is called intrinsic hyper-, super- or ultracon-
tractive if {e−tH˜ , t ≥ 0} is hyper-, super- or ultracontractive.
Clearly, intrinsic ultracontractivity is stronger than intrinsic supercontractivity and intrin-
sic supercontractivity is stronger than intrinsic hypercontractivity. The following example
shows that these concepts are essentially not the same.
Example 2.3.3 (see [9]) Let H = −∆ + |x|α(log(1 + |x|))β. Then H˜ is
(1) not hypercontractive for α < 2,
(2) hypercontractive but not supercontractive if α = 2, β = 0,
(3) supercontractive but not ultracontractive if α = 2, 0 < β ≤ 2,
(4) ultracontractive if α = 2, β > 2 or if α > 2.
We close this subsection by mentioning an important equivalent definition for intrinsic ul-
tracontractivity, which will be used a lot in our following chapters.
Proposition 2.3.4 The semigroup {e−tH , t ≥ 0} is intrinsic ultracontractive if and only if
for each t > 0, there exists a constant Ct, such that a(t, x, y) ≤ Ctϕ0(x)ϕ0(y).
2.3.2 Intrinsic Contractivity for Non-symmetric Semigroups
The assumption that H is self-adjoint is essential in most of the works mentioned above.
By using the dual semigroup, R. Song and P. Kim [11] generalized the concept of intrinsic
ultracontractivity to operators which are not necessarily self-adjoint and proved that the
semigroups of some killed non-symmetric diffusion processes are intrinsicallu ultracontrac-
tive.
For simplicity, we just takeX to be Rd and ξ to be a regular Borel measure with support
equal to Rd. Given two semigroups {Pt, t ≥ 0} and {P̂t, t ≥ 0} on L2(Rd, ξ) such that for all
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t ≥ 0 and any f, g ∈ L2(X , ξ),
∫
Rd
f(x)Ptg(x)ξ(dy) =
∫
Rd
g(x)P̂tf(x)ξ(dy),
we further assume that
(1) there exist jointly continuous and bounded functions p(t, ·, ·) > 0 such that
Ptf(x) =
∫
Rd
p(t, x, y)f(y)ξ(dx), and P̂tf(x) =
∫
Rd
p(t, y, x)f(y)ξ(dx);
(2) Pt, P̂t are strongly continuous semigroups on L
2(Rd, ξ);
(3) Pt, P̂t are compact operators.
Let −L,−L̂ be the infinitesimal generators of Pt, P̂t repectively, then by the assumptions
above and Jentzsch’s Theorem (Theorem V.6.6 on page 337 of [21]), we can conclude that
(1) λ0 := supRe(σ(L)) = supRe(σ(L̂)) is an eigenvalue of multiplicity one for both L and
L̂,
(2) the eigenfunction ϕ0 of L corresponding to λ0 can be chosen to be positive a.e. with
||ϕ0||L2(ξ) = 1,
(3) the eigenfunction ψ0 of L̂ corresponding to λ0 can be chosen to be positive a.e. with
||ψ0||L2(ξ) = 1.
Now define for (t, x, y) ∈ (0,∞)× Rd × Rd,
q(t, x, y) =
eλ0t
ϕ0(x)
p(t, x, y)ϕ0(y), qˆ(t, x, y) =
eλ0t
ψ0(y)
p(t, x, y)ψ0(x),
and construct semigroups
Qtf(x) =
∫
Rd
q(t, x, y)f(y)ξ(dy), Q̂tf(x) =
∫
Rd
qˆ(t, y, x)f(y)ξ(dy)
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and a new measure
µ(dx) =
ϕ0(x)ψ0(x)∫
Rd ϕ0(y)ψ0(y)ξ(dy)
ξ(dx).
{Qt, t ≥ 0} and {Q̂t, t ≥ 0} are sometimes called the ground state-transformed or in-
trinsic semigroups associated with {Pt, t ≥ 0} and {P̂t, t ≥ 0}. It is easy to see that∫
Rd ϕ0(y)ψ0(y)ξ(dy) ≤ 1 by Ho¨lder’s inequality and µ(dx) is a probability measure. Most
importantly, some of the key properties in the symmetric case still hold under this construc-
tion.
1. Conservation :Qt1 = Q̂t1 = 1;
2. Duality: for any f, g ∈ L2(Rd, µ), we have that
∫
Rd
f(x)Qtg(x)µ(dx) =
∫
Rd
Q̂tf(x)g(x)µ(dx);
3. Stationarity: taking g = 1 in the above equality, we see that µ is a stationary distri-
bution for Qt. Similarly, µ is a stationary distribution for Q̂t as well.
Now we can generalize the concept of intrinsic contractivity to the non-symmetric case
naturally:
Definition 2.3.5 For the non-symmetric semigroups Pt, P̂t described above, they are called
1. intrinsic hypercontractive, if for all 2 < p <∞, there exits Tp such that if t > Tp, both
Qt and Q̂t are bounded from L
2(X , dx) to Lp(X , dx);
2. intrinsic supercontractive, if Tp = 0 for all 2 < p <∞;
3. intrinsic ultracontractive if and only if for each t > 0, both Qt and Q̂t are bounded
from L2(Rd, µ) to L∞(Rd, µ).
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As a counterpart of Proposition 2.3.4, it is easy to show the following result:
Proposition 2.3.6 For the non-symmetric semigroups Pt and P̂t described above, they are
intrinsic ultracontractive if and only if for each t > 0, there exists a constant Ct such that
p(t, x, y) ≤ Ctϕ0(x)ψ0(y).
We can also use the above inequality as an alternative definition of intrinsic ultracontractivity
for non-symmetric semigroups, as was done Song and Kim in [11].
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Chapter 3
Intrinsic Contractivity for Fractional
Laplacian with Gradient Perturbation
Discontinuous Markov processes form an important sub-class of stochastic processes. The
symmetric α-stable process is one of the most important discontinuous Markov processes. In-
trinsic ultracontractivity for Schro¨dinger operators based on the fractional Laplacian ∆α/2−
V in Rd for α ∈ (0, 2) and V ≥ 0, or equivalently, the intrinsic uktracontractivity of the
Feynman-Kac semigroup of teh symmetric α-stable process with potential V , is established
in [8]. In this chapter, we consider a non-symmetric semigroup generated by ∆α/2 +b ·∇−V
in Rd for d ≥ 2, α ∈ (1, 2), V ≥ 0 and b in some Kato class Kd,α−1 (we will define this class
later). Obviously, if b = 0, we recover ∆α/2 − V . The reason we assume that α ∈ (1, 2)
is that, under this assumption, b · ∇ is a lower order operator which can regarded as a
perturbation of ∆α/2. It is reasonable to expect that the intrinsic ultracontractivity for the
fractional Laplacian with gradient perturbation should be similar to that of the fractional
Laplacian. In fact, most of the techniques used for ∆α/2 still apply in the non-symmetric
case. In the following, we will first give a review of the process generated by ∆α/2 + b · ∇
and then establish the intrinsic ultracontractivity for ∆α/2 + b · ∇ − V .
3.1 α-stable process with drift
We assume d ≥ 2 and α ∈ (1, 2). Let X denote a symmetric α-stable process in Rd. As we
discussed in section 2.2, the infinitesimal generator of X is ∆α/2.
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Definition 3.1.1 (cf. Definition 1.1 in [4]): For any function f on Rd, we define for r > 0,
Mαf (r) = sup
x∈Rd
∫
B(x,r)
|f |(y)
|x− y|d+1−αdy.
f is said to belong to the Kato class Kd,α−1 iff lim
r→0
Mαf (r) = 0. Given α ∈ (1, 2), using
Ho¨lder’s inequality, it is easy to show that for all p > d/(α− 1), L∞(Rd) +Lp(Rd) ⊂ Kd,α−1.
From now on, we always assume that b ∈ L∞(Rd).
Define Lb = ∆α/2 + b · ∇, where b = (b1, b2, ..., bd) is an Rd-valued function on Rd with
|b| ∈ Kd,α−1. Lb and its fundamental solution pb(t, x, y) are fully studied in [3]. The follow-
ing results can be found in [3, 4].
Theorem 3.1.2 (cf. Theorem 1.2 in [4]) (1) pb(t, x, y) is a positive and jointly continuous
function on (0,∞)× Rd × Rd such that ∫Rd pb(t, x, y)dy = 1, and for any s, t > 0,
pb(s+ t, x, y) =
∫
Rd
pb(s, x, z)pb(t, z, y)dz.
(2) There exist T0 > 0 and c1 > 1, depending on b only via the rate at which M
α
|b| goes to 0,
such that on (0, T0]× Rd × Rd, we have the following sharp estimates for pb(t, x, y):
c−11
(
t−d/α ∧ t|x− y|d+α
)
≤ pb(t, x, y) ≤ c1
(
t−d/α ∧ t|x− y|d+α
)
.
(3) Define P bt f(x) =
∫
Rd p
b(t, x, y)f(y)dy, then for any f, g ∈ C∞c (Rd), we have
lim
t→0
∫
Rd
t−1(P bt f(x)− f(x))g(x)dx =
∫
Rd
(Lbf)(x)g(x)dx.
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Here the meaning of the phrase “depending on b only via the rate at which Mα|b| goes to 0”is
that the statement is true for any Rd-valued function b˜ on Rd if for any r > 0
Mα|b˜|(r) ≤Mα|b|(r).
By the semigroup property of pb(t, x, y), we can extend Theorem 3.1.2 (2) to (0,∞)×Rd×Rd:
there exist constants c, C1 > 1 such that on (0,∞)× Rd × Rd (cf. (2.4) in [13]):
c−1e−C1t
(
t−d/α ∧ t|x− y|d+α
)
≤ pb(t, x, y) ≤ ceC1t
(
t−d/α ∧ t|x− y|d+α
)
. (3.1)
It is easy to show that {P bt , t ≥ 0} forms a Feller semigroup (cf. Definition A.3) and there
is a conservative Feller process Xb = {Xbt , Px, x ∈ Rd} with infinitesimal generator Lb and
semigroup P bt f(x) = Ex[f(X
b
t )]. {Xbt , t ≥ 0} is called an α-stable process with drift b. For
any open set D, define τ bD = inf{t > 0, Xbt /∈ D} and let Xb,D denote the subprocess of Xb
in D. In other words, Xb,Dt = X
b
t if t < τ
b
D, X
b,D
t = ∂ otherwise, where ∂ is a cemetary state.
In general, the dual semigroup of {P bt , t ≥ 0} does not induce a dual process of Xb di-
rectly, which is the key difference from the symmetric case. However, Song and Kim [13]
showed that if we kill Xb at some independent exponential time e, we can obtain a dual
process with respect to a new measure on Rd.
Let q = 2C1, where C1 is the constant in (3.1). Consider a subprocess X
b,q of Xb killed
at an independent exponential time e of parameter q: Xb,qt = X
b
t if t ≤ e and Xb,qt = ∂
otherwise. The following duality results hold, which plays an essential role in obtaining the
intrinsic ultracontractivity for Xb. From now on, q would be fixed unless otherwise stated.
Theorem 3.1.3 (cf. Theorem 5.4 in [13]) There is a positive measure ξ on Rd and a transient
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strong Markov process X̂b,qt with respect to ξ, such that, for all f, g ∈ L2(Rd, ξ),
∫
Rd
f(x)P b,qt g(x)ξ(dx) =
∫
Rd
g(x)P̂ b,qt f(x)ξ(dx).
Moreover, ξ(dx) = h(x)dx, where h(x) is a positive continuous function which is bounded
between two positive constants. Clearly, the integral kernel of the semigroup {P̂ b,qt , t ≥ 0}
with respect to the Lebesgue measure on Rd is given by
p̂b,q(t, x, y) =
p(t, y, x)h(y)
h(x)
.
We close this section by a simple lemma, which will be used a lot later.
Lemma 3.1.1 For any fixed t > 0, lim
R→∞
sup
x∈Rd
P bx(τB(x,R) < t) = 0.
Proof By the proof of Lemma 3.1 in [4], we have that for any x ∈ Rd,
P bx(τB(x,R) ≤ t) ≤ 2 sup
s≤t
sup
x∈Rd
P bx(|Xbs −Xb0| ≥ R/2).
Since for any s ∈ (0, t), x ∈ Rd, it holds that
P bx(|Xbs −Xb0| ≥ R/2) ≤
∫
|y−x|>R
2
pb(s, x, y)dy ≤
∫
R
2
Ct/r
α+1dr,
which goes to 0, as R→∞. The lemma is proved.
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3.2 Compactness and Strong Continuity of the
Feynman-Kac Semigroup
Given a locally bounded potential 0 ≤ V (x) < ∞, we consider the following Feynman-Kac
semmigroup {T bt , t > 0} for Xbt , i.e., for x ∈ Rd, f ∈ L2(Rd),
T bt f(x) = Ex
[
exp
(− ∫ t
0
V (Xbs)dx
)
f(Xbt )
]
.
Obviously the generator of this semigroup is H = Lb − V . We want to investigate the
condition under which {T bt , t > 0} are compact operators on L2(Rd). First, we prove some
basic properties of {T bt , t > 0}. The following arguments are standard and the framework
comes from [16]. It is also easy to see that all the results hold if we replace Xb by Xb,q and
the Lebesgue measure by the reference measure ξ. In our proof, constants may vary from
line to line, but we do not distinguish them for simplicity of notation.
Lemma 3.2.1
1. T bt |f |(x) ≤ P bt |f |(x), for all t > 0, x ∈ Rd, and f : Rd → R whenever the expectations
are well defined.
2. For all t > 0, T bt are bounded operators on each L
p(Rd), 1 ≤ p ≤ ∞. T bt are also
bounded operators from Lp(Rd) to L∞(Rd), 1 ≤ p ≤ ∞. For each t > 0, there exists
an integral kernel ub(t, x, y) such that
T bt f(x) =
∫
Rd
ub(t, x, y)f(y)dy, for f ∈ Lp(Rd), 1 ≤ p ≤ ∞.
For each t > 0, ub(t, x, y) is bounded on Rd × Rd.
3. For any t > 0, T bt maps bounded functions to bounded continuous functions.
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4. 0 ≤ ub(t, x, y) ≤ pb(t, x, y), for any t > 0.
Proof
1. This is trivial by definition, since V ≥ 0.
2. Recall the sharp estimates for pb(t, x, y) in Theorem 3.1.2, it is easy to see that T bt is
bounded from L1(Rd) to L∞(Rd), since
T bt |f |(x) ≤ P bt |f |(x) =
∫
Rd
pb(t, x, y)|f |(y)dy ≤ C||f ||1
for some constant C. Moreover, taking advantages of the estimates of pb(t, x, y) again,
for any f ∈ L1(Rd), we have that
∫
Rd
T bt |f |dx ≤
∫
Rd
P bt |f |dx
=
∫
Rd
∫
Rd
pb(t, x, y)|f |(y)dydx
≤
∫
Rd
|f |(y)dy
(∫
|x−y|≤t1/α
c1t
−d/αdx+
∫
|x−y|>t1/α
c1t
|x− y|d+αdx
)
≤ (c1 + c1t2)
∫
Rd
|f |(y)dy,
for some constants c1, c2. It follows that T
b
t : L
1(Rd) → L1(Rd) is bounded as well.
By Corollary A.1.2 in [22], there exists a bounded measurable function ub(t, x, y) on
Rd × Rd, such that for each t > 0, T bt admits the following representation:
T bt f(x) =
∫
Rd
ub(t, x, y)f(y)dy, for f ∈ L1(Rd).
For f ∈ Lp(Rd), 1 < p <∞, write f as f = f1{|f |>δ}+f1{|f |≤δ}, where δ is an arbitrary
positive number. Noting that f1{|f |>δ} ∈ L1(Rd) and T bt |f |(x) ≤ P bt |f |(x), by the
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dominated convergence theorem, we have that
T bt f(x) = lim
δ→0
∫
Rd
ub(t, x, y)f(y)1{|f |>δ}dy =
∫
Rd
ub(t, x, y)f(y)dy.
If p =∞, write f as f = f1{|x|≤R} + f1{|x|>R}. Repeating the argument above, we get
the same conclusion for p =∞.
For f ∈ L∞(Rd), we have |T bt f(x)| ≤ ||f ||∞Ex[e−
∫ t
0 V (X
b
s)ds] ≤ ||f ||∞, implying T bt :
L∞ → L∞ is bounded. Riesz-Thorin interpolation theorem gives that T bt : Lp(Rd) →
Lp(Rd) is bounded for each 1 ≤ p ≤ ∞.
The boundedness of T bt : L
p(Rd) → L∞(Rd), 1 < p < ∞ can be established follow-
ing Step 4 of the proof of Theorem 3.10 in [5].
3. We first define a collection of potentials called Kato class K:
K := {V : Rd → R| lim
t→0
sup
x∈Rd
Ex
[∫ t
0
|V (Xbs)|ds
]
= 0
}
.
Put eV (t) = exp(−
∫ t
0
V (Xbs)ds). By Lemma 3.7 and Proposition 3.8 in [5],
lim
t→0
sup
x∈Rd
Ex[e−|V |(t)] = 1
for V ∈ K. Define VR(x) = 1B(0,R)(x)V (x), R > 0, x ∈ Rd. It is easy to see that
VR ∈ K, recalling that V is locally bounded. Set T bt,Rf(x) = Ex[eVR(t)f(Xbt )]. Noting
that P bt maps L
∞ to Cb(Rd) by the dominated convergence theorem, we can use the
same proof of Propositions 3.11 and 3.12 in [5] to obtain that T bt,R maps L
∞ to Cb(Rd).
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Further, we have that
|T bt f(x)− T bt,Rf(x)| = |Ex[(eV (t)− eVR(t))f(Xbt )]| ≤ ||f ||∞P bx(τB(0,R) < t).
By Lemma 3.1.1 in this paper, we know that sup
x∈Rd
P bx(τB(0,R) < t) → 0 as R → ∞. So
3 follows.
4. By definition, it is easy to see that 0 ≤ ub(t, x, y) ≤ pb(t, x, y) for y a.e with t and x
fixed. Without loss of generality, we can assume that it holds for all y ∈ Rd.
We now define an auxiliary operator, which will be used to prove the compactness of T bt .
Lemma 3.2.2 For any t > 0 and bounded Borel set A ⊂ Rd, define an operator SA by
SA(f)(x) =
∫
A
ub(t, x, y)f(y)dy, for f ∈ L2(Rd).
Then SA is compact.
Proof We are going to show that this operator is a Hilbert-Schmidt operator. K(x, y) =
1A(y)u
b(t, x, y) is the integral kernel of SA. We have
∫
Rd
∫
Rd
K2(x, y)dxdy =
∫
Rd
∫
A
(ub(t, x, y))2dydx ≤
∫
Rd
∫
A
(pb(t, x, y))2dydx
≤ ct
∫
A
∫
Rd
(t−2d/α ∧ t
2
|x− y|2d+2α )dxdy ≤ ct|A| <∞.
The second inequality comes from Theorem 1.2 in [4]. Therefore SA is a Hilbert-Schmidt
operator, thus compact.
Lemma 3.2.3 Suppose that lim
|x|→∞
V (x) = ∞. Then we have lim
R→∞
sup
y∈Bc(0,R)
T bt 1(y) = 0
for any t > 0.
Proof Let M = inf
x∈Bc(0,R−1)
V (x). It is easy to see that M → ∞ as R → ∞ by our as-
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sumption. Set τ = τB(y,1). For any y ∈ Bc(0, R), we have
T bt 1(y) ≤ Ey
[
exp
(− ∫ τ∧t
0
V (Xbs)ds
)]
= Ey
[
τ > t; exp
(− ∫ t
0
V (Xbs)ds
)]
+ Ey
[ t√
M
≤ τ ≤ t; exp (− ∫ τ
0
V (Xbs)ds
)]
+ Ey
[
τ <
t√
M
; exp
(− ∫ τ
0
V (Xbs)ds
)]
≤ Ey
[
exp
(− ∫ t
0
M
)
ds
]
+ Ey
[
exp
(− ∫ t√M
0
V (Xbs)ds
)]
+ P by (τ < t/
√
M)
≤ e−Mt + e−
√
Mt + P by (τ < t/
√
M).
The first two terms are independent of y and go to 0 as R→∞. It follows from Lemma 3.1
in [4] that P by (τ < t/
√
M)→ 0 uniformly with respect to y as well. So the lemma is proved.
Definition 3.2.1 (-net) Suppose (M, | · |) is a metric space. A finite subset N ⊂ M is
called an -net of M iff for any x ∈M , there exists y ∈ N , such that |x− y| < .
It is well known that an operator T : L2(Rd) → L2(Rd) is compact if and only if for
every  > 0, there exists an -net for T (B1), where B1 denotes the unit ball in L
2(Rd). Now
we are going to prove that the Feynman-Kac semigroup defined above consists of compact
operators under the assumption that lim
|x|→∞
V (x) = ∞. From the theorem, we can also see
that this assumption is almost necessary for Tt to be compact.
Theorem 3.2.1 If lim
|x|→∞
V (x) = ∞, then for any t > 0, T bt is compact. If there exist
an infinite number of disjoint unit balls such that V (x) is bounded on them, then for all
t > 0, the operators T bt are not compact.
Proof It is sufficient to show that for any  > 0, there exists an -net for T bt (B1). First,
it is easy to check that sup
y∈Rd
∫
Rd
pb(t, x, y)dx < ∞ for any fixed t > 0. We can assume that
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sup
y∈Rd
∫
Rd
pb(t, x, y)dx < M . Secondly, lim
R→∞
sup
x∈Rd
P bx(|Xbt − Xb0| ≥ R) → 0, as we proved in
Lemma 3.1.1. Combining our assumption on V (x) and Lemma 3.1.1, we can pick R large
enough, such that:
(i) sup
x∈Rd
P bx(τx,R ≤ t) < 2/(4M),
(ii) V (x) > K = (−1/2t) ln(2/(8M)),(i.e e−2Kt < 2/(8M) ) on Bc(0, R).
Here τx,R := τB(x,R) for short. Let A = B(0, 3R), then SA is compact by Lemma 2.3.2.
SA(B1) has a -net denoted by N. We claim that N is a c-net for T
b
t , where c is a constant
only depending on t. In fact, for any f ∈ L2(Rd) with ||f ||2 ≤ 1, set f1 = f1Ac and f2 = f1A,
then we have
||T bt (f1)||22 =
∫
Rd
(Ex[e
− ∫ t0 V (Xbs)dsf1(Xbt )])2dx
=
∫
B(0,2R)
(Ex[e
− ∫ t0 V (Xbs)dsf1(Xbt )])2dx+
∫
Bc(0,2R)
(Ex[e
− ∫ t0 V (Xbs)dsf1(Xbt )])2dx
≤
∫
B(0,2R)
(Ex[1{τx,R≤t}f1(X
b
t )])
2dx+
∫
Bc(0,2R)
(Ex[e
− ∫ t0 V (Xbs)dsf1(Xbt )])2dx
= I1 + I2.
By the Cauchy-Schwartz inequality,
I1 ≤
∫
B(0,2R)
P bx(τx,R < t)Ex[f
2
1 (X
b
t )]dx
≤ ( sup
x∈Rd
P bx(τx,R ≤ t))
∫
B(0,2R)
∫
Rd
pb(t, x, y)f 21 (y)dydx
≤ 
2
4M
∫
Ac
(
sup
y∈Rd
∫
Rd
pb(t, x, y)dx
)
f 21 (y)dy
≤ 
2
4
||f ||2 ≤ 2/4.
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For I2, we have
I2 =
∫
Bc(0,2R)
(
Ex
[
1{τx,R>t}e
− ∫ t0 V (Xbs)dsf1(Xbt )]+ Ex[1{τx,R≤t}e− ∫ t0 V (Xbs)dsf1(Xbt )])2dx
≤
∫
Bc(0,2R)
2
(
Ex[1{τx,R>t}e
− ∫ t0 V (Xbs)dsf1(Xbt )])2dx
+
∫
Bc(0,2R)
2
(
Ex
[
1{τx,R≤t}e
− ∫ t0 V (Xbs)dsf1(Xbt )])2dx.
The first term is bounded by
2
∫
Bc(0,2R)
P bx(τx,R > t)Ex[e
−2 ∫ t0 V (Xbs)dsf 21 (Xbt )]dx
≤ 2e−2Kt
∫
Bc(0,2R)
∫
Rd
pb(t, x, y))f 21 (y)dydx
≤ 2(2/(8M))M
∫
Rd
f 21 (y)dy ≤ 2/4.
The second term is bounded by
2
∫
Bc(0,2R)
P bx(τx,R ≤ t)Ex[f 21 (Xbt )]dx
≤ 2(2/4M)
∫
Bc(0,2R)
∫
Rd
pb(t, x, y)f 21 (y)dydx ≤ 2/2.
Summing up all the results above, we obtain that I2 ≤ 32/4, thus ||T bt (f1)||22 ≤ 2.
On the other hand, we have
T bt (f2)(x) =
∫
Rd
ub(t, x, y)f2(y)dy =
∫
A
ub(t, x, y)f(y)dy = SA(f)(x).
By our choice of N, there exists g ∈ N such that ||SA(f) − g|| ≤ . Now it is clear to see
that
||T bt (f)− g||2 ≤ ||SA(f)− g||2 + ||T bt (f1)||2 ≤ 2.
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Since  is arbitrary, we know that T bt (B1) has -net for any , thus is compact.
Now suppose that there exist disjoint unit balls, Bn = B(xn, 1), on which V (x) < N for
some constant N and we are going to show that T bt is not compact under this circumstance.
Without loss of generality, we can assume that |xn − xm| > L for any m,n ∈ N, otherwise
we can pick a subsequence satisfying this requirement. L can be chosen arbitrarily and will
be determined later. Let fn =
1√
2|Bn|
1Bn with norm 1/2.
||T bt (fn)− T bt (fm)||22
=
1
2|B1|
∫
Rd
(
Ex[1{Xbt∈Bn}e
− ∫ t0 V (Xbs)ds]− Ex[1{Xbt∈Bm}e−
∫ t
0 V (X
b
s)ds]
)2
dx
≥ 1
2|B1|
∫
B(xn,1/2)
(
Ex[1{Xbt∈Bn}e
− ∫ t0 V (Xbs)ds]− Ex[1{Xbt∈Bm}e−
∫ t
0 V (X
b
s)ds]
)2
dx.
Note that for x ∈ B(xn, 1/2),
Ex[1{Xbt∈Bn}e
− ∫ t0 V (Xbs)ds] ≥ e−NtEx[1{Xb,Bnt ∈B(xn, 12 )}]
≥ e−Nt inf
x∈B(xn, 12 )
Px(X
b,Bn
t ∈ B(xn, 1/2))
≥ Cte−Nt
∫
B(xn,
1
2
)
(
1 ∧ (
1
2
)
α
2√
t
)(
1 ∧ (
1
2
)
α
2√
t
)(
t−
d
α ∧ 1
)
dy
= C0 > 0.
Here Xb,Bnt denotes the killed process of X
b
t upon B(xn, 1) and the third inequality comes
from Theorem 1.3 in [4], given that x, y ∈ B(xn, 1/2). On the other hand, we have
Ex[1{Xbt∈Bm}e
− ∫ t0 V (Xbs)ds] ≤ P bx(Xbt ∈ Bm) =
∫
Bm
pb(t, x, y)dy
≤
∫
Bm
Ct/|L− 2|d+αdy = Ct/|L− 2|d+α,
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for some constant Ct. We can choose L large enough such that C0−Ct/|L− 2|d+α > 0, then
||T bt (fn)− T bt (fm)||22 will be larger than a fixed constant independent of m,n. Therefore, T bt
is not compact.
Next we are going to prove the strong continuity of {T b,qt , t ≥ 0} and {T̂ b,qt , t ≥ 0} on
L2(Rd, ξ). We first prove it for P b,qt and P̂
b,q
t .
Lemma 3.2.4 P b,qt and P̂
b,q
t are strongly continuous contraction semigroup on L
2(Rd, ξ).
Proof Since P b,qt 1(x) ≤ 1 and P̂ b,qt 1(x) ≤ 1, the contraction property follows immediately
from Ho¨lder’s inequality.
We first consider f in Cc(Rd), the class of continuous functions with compact supports.
Let D denote the closure of supp(f) and D ⊂ BR := B(0, R) for some large R. Define
K := sup
x∈D
f(x).
∫
Rd
(∫
Rd
pb,q(t, x, y)f(y)dy − f(x)
)2
ξ(dx)
=
∫
B2R
(∫
Rd
pb,q(t, x, y)f(y)dy − f(x)
)2
ξ(dx) +
∫
Bc2R
(∫
D
pb,q(t, x, y)f(y)dy
)2
ξ(dx)
= I1 + I2.
Notice that for x ∈ Bc2R and y ∈ D, we have
pb,q(t, x, y) ≤ Ce−qt t|x
2
|d+α ≤
Ct
xd+α
,
for some constant C. Recall that c−1 ≤ h(x) ≤ c, we get
I2 ≤
∫
Bc2R
K2C2
t2
x2d+2α
|D|h(x)dx ≤ Ct2
∫
2R
1
rd+2α+1
dr ≤ Ct2.
For I1, we first notice that |
∫
BR
pb,q(t, x, y)f(y)dy − f(x)| ≤ 2K, thus it is bounded. Given
 > 0, choose δ > 0 such that |f(y)− f(x)| <  for any x, y with |x− y| < δ.
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For any x, we have:
|
∫
Rd
pb,q(t, x, y)f(y)dy − f(x)|
≤
(∫
|y−x|≤δ
+
∫
|y−x|>δ
)
pb,q(t, x, y)|f(y)− f(x)|dy +K(1− e−qt)
≤ + 2KP b,qx (τB(x,δ) ≤ t) +K(1− e−qt).
From Lemma 3.1 in [4], we know that lim
t→0
sup
x∈Rd
P b,qx (τB(x,δ) ≤ t) = 0. Therefore for any
x ∈ B2R,
lim
t→0
|
∫
Rd
pb,q(t, x, y)f(y)dy − f(x)| = 0.
Thus the dominated convergence theorem gives that lim
t→0
I1 = 0 and P
b,q
t f converges to f in
L2(Rd, ξ) for f ∈ Cc(Rd).
Now we assume f ∈ L2(Rd). Given  > 0, choose g ∈ Cc(Rd) with ||f − g||L2(Rd,ξ) < . By
the contraction property of P b,qt ,
||P b,qt f − f ||L2(ξ) ≤ ||P b,qt (f − g)||L2(ξ) + ||P b,qt g − g||L2(ξ) + ||f − g||L2(ξ)
≤ 2||f − g||L2(ξ) + ||P b,qt g − g||L2(ξ).
Thus P b,qt f converges to f in L
2(ξ) as t → 0 and {P b,qt , t ≥ 0} is strongly continuous. The
strong continuity of {P̂ b,qt , t ≥ 0} follows immediately.
Recall that the Feynman-Kac semigroup T b,qt and T̂
b,q
t on L
2(ξ) are defined by:
T b,qt f(x) = Ex[e
− ∫ t0 V (Xb,qs )dsf(Xb,qt )], and T̂ b,qt f(x) = Ex[e− ∫ t0 V (X̂b,qs )dsf(X̂b,qt )].
It is easy to see that T b,qt and T̂
b,q
t are contraction semigroups on L
2(ξ) and dual to each
other.
Theorem 3.2.2 T b,qt and T̂
b,q
t are strongly continuous.
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Proof Since T b,qt and T̂
b,q
t are contraction semigroups, by arguments similar to those in the
previous lemma, we only need to prove that for f ∈ Cc(Rd),
lim
t→0
∫
Rd
(T b,qt f(x)− f(x))2ξ(dx) = 0.
We keep the same notation from the previous lemma.
∫
Rd
(Ex[e
− ∫ t0 V (Xb,qs )dsf(Xb,qt )]− f(x))2ξ(dx)
=
∫
B2R
(Ex[e
− ∫ t0 V (Xb,qs )dsf(Xb,qt )]− f(x))2ξ(dx) +
∫
Bc2R
(Ex[e
− ∫ t0 V (Xb,qs )dsf(Xb,qt )])2ξ(dx)
= I1 + I2.
I2 ≤ Ct2, for some constant C as in the previous lemma. For I1,
|Ex[e−
∫ t
0 V (X
b,q
s )dsf(Xb,qt )]− f(x)|
≤ Ex[e−
∫ t
0 V (X
b,q
s )ds|f(Xb,qt )− f(x)|] + Ex[(1− e−
∫ t
0 V (X
b,q
s )ds)|f(x)|]
≤ + 2KP b,qx (τB(x,δ) ≤ t) +K
(
Ex[τB(x,δ) > t; 1− e−
∫ t
0 V (X
b,q
s )ds] + P b,qx (τB(x,δ) ≤ t)
)
.
Since V is locally bounded, we can assume that V < M on B(0, 2R+ δ), for some constant
M . Thus,
Ex[τB(x,δ) > t; 1− e−
∫ t
0 V (X
b,q
s )ds] ≤Mt.
Therefore, as t→ 0,
Ex[e
− ∫ t0 V (Xb,qs )dsf(Xb,qt )]− f(x)→ 0.
By the dominated convergence theorem, we know that
lim
t→0
∫
Rd
(T b,qt f(x)− f(x))2ξ(dx) = 0.
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Thus we complete our proof.
Obviously, the integral kernel for T b,qt with respect to the Lebesgue measure on Rd is
ub,q(t, x, y) = e−qtub(t, x, y). We already listed some properties of ub(t, x, y) in Lemma 3.2.1.
In fact, the duality enables us to say something more about the kernel. We close this section
by the following lemma.
Lemma 3.2.5 ub,q(t, x, y) is continuous on Rd × Rd and strictly positive.
Proof For fixed y, put ft,y(x) = u
b,q(t, x, y). The semigroup property gives that
ub,q(t, x, y) =
∫
Rd
ub,q(t/2, x, z)ub,q(t/2, z, y)dz = T b,qt/2ft/2,y(x).
Since we have T b,qt
2
: L∞ → Cb(Rd) and f t
2
,y(x) is bounded, u
b,q(t, x, y) is continuous with
respect to x for each fixed y. We next show that for any t, T̂ b,qt maps L
∞ to Cb(Rd)
as well. Again, put eˆV (t) = exp(−
∫ t
0
V (X̂b,qs )ds). By Lemma 3.7 and Proposition 3.8
in [5], lim
t→0
sup
x∈Rd
Ex[eˆ−|V |(t)] = 1 for V ∈ K, the Kato class for X̂b,q. As before, define
VR(x) = 1B(0,R)(x)V (x), R > 0, x ∈ Rd. It is already known that VR ∈ K, since V is locally
bounded. Set T̂ b,qt,Rf(x) = Ex[eˆVR(t)f(X̂
b,q
t )]. Noting P̂
b,q
t : L
∞ → Cb(Rd), we can use the
same proof of Propositions 3.11 and 3.12 in [5] to obtain that T̂ b,qt,R maps L
∞ to Cb(Rd).
Further, we have that
|T̂ b,qt f(x)− T̂ b,qt,Rf(x)| = |Ex[(e−V (t)− e−VR(t))f(X̂b,qt )]| ≤ ||f ||∞P̂ b,qx (τB(0,R) < t).
By similar arguments in Lemma 3.1.1 in this paper, we know that sup
x∈Rd
P̂ b,qx (τB(x,R) < t)→ 0
as R→∞. So T̂ b,qt is from L∞ to Cb(Rd). Hence ub,q(t, x, y) is continuous w.r.t. y for fixed
x. For any fixed x0, y0 in Rd we have
ub,q(t, x0, y0) =
∫
Rd
ub,q(t/2, x0, z)u
b,q(t/2, z, y0)dz.
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For any z ∈ Rd, as x0 → x and y0 → y, we have
ub,q(t/2, x, z)→ ub,q(t/2, x0, z), and ub,q(t/2, z, y)→ ub,q(t/2, z, y0)
Pick R > 0, such that x0, y0 ∈ B(0, R). For all x, y ∈ B(0, R), we get
∫
Rd
ub,q(t/2, x, z)ub,q(t/2, z, y)dz
=
∫
B2R
ub,q(t/2, x, z)ub,q(t/2, z, y)dz +
∫
Bc2R
ub,q(t/2, x, z)ub,q(t/2, z, y)dz
≤ C|B2R|+ C
∫ ∞
2R
rd−1
1
(r/2)d+α
1
(r/2)d+α
dr,
for some constant C. Therefore, the continuity of ub,q(t, x, y) follows from the dominated
convergence theorem.
Since V is locally bounded, we have that for each fixed t and x, ub,q(t, x, y) is positive
for y a.e. We also have that for each fixed y, ub,q(t, x, y) is positive for x a.e. Given
ub,q(t, x, y) =
∫
Rd u
b,q(t/2, x, z)ub,q(t/2, z, y)dz, ub,q(t, x, y) is positive everywhere.
3.3 Intrinsic Ultracontractivity
Let−A and−Â be the infinitesimal generators of {T b,qt , t ≥ 0} and {T̂ b,qt , t ≥ 0} on L2(Rd, ξ),
respectively. It follows from Jentzsch’s Theorem (Theorem V.6.6 on page 337 in [21]) ) and
the strong continuity of {T b,qt , t ≥ 0} and {T̂ b,qt , t ≥ 0} that the common value λ0 = sup
Re(σ(A)) = sup Re(σ(Â)) > 0 is an eigenvalue of multiplicity 1 for both A and Â. The
positiveness of λ0 comes from the fact that {T b,qt , t ≥ 0} is a strict contraction semigroup
on L2(Rd, ξ). Moreover, there is a positive eigenfunction ϕ0 of A associated to λ0 with
||ϕ0||L2(Rd,ξ) = 1 and a positive eigenfunction ψ0 of Â associated to λ0 with ||ψ0||L2(Rd,ξ) = 1.
Recall the definition of intrinsic ultracontractivity and notice that the integral kernel of T b,qt
with respect to ξ on Rd is ub,q(t, x, y)/h(y) and that h is bounded between two positive
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constants. Our aim is to impose some conditions on V so that for any (x, y) ∈ Rd × Rd,
ub,q(t, x, y) ≤ ctϕ0(x)ψ0(y).
3.3.1 List of Main Results
Most of the following arguments apply to both Xb,qt and X̂
b,q
t , so we use Yt to denote either
Xb,qt or X̂
b,q
t , Tt for either T
b,q
t or T̂
b,q
t , and φ0 for either ϕ0 or ψ0 accordingly, to simplify our
notation. But we will distinguish them when the arguments for Xb,qt and X̂
b,q
t are different.
Before we give our main theorems on intrinsic ultracontractivity, we ingroduce the concept
of ground state domination (cf. Definition 2.3 in [10]). In general, ground state domination
is weaker than intrinsic ultracontractivity. However, as it will be seen later, they are equiv-
alent in our case.
Definition 3.3.1 (1) The semigroup {Tt : t ≥ 0} is called ground state dominated(GSD) if
for every t > 0, there is a constant C = C(Y, V, t) such that for x ∈ Rd,
Tt1(x) ≤ Cφ0(x). (3.1)
(2) The semigroup {Tt : t ≥ 0} is called t0-ground state dominated(t0-GSD) if (3.1) holds
for some t0 > 0. By the semigroup property, it extends to all t ≥ t0.
Our main theorems are as follows, exploring the connection between IU and GSD, and
giving a characterization for GSD.
Theorem 3.3.1 GSD and IU are equivalent.
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Theorem 3.3.2 (1) If there is a constant C11 = C11(Y, V ) and R > 0, such that
V (x)
(d+ α) log |x| ≥ C11, |x| ≥ R,
then {Tt : t ≥ 0} is t0-GSD with t0 = 4/C11.
(2) If {Tt : t ≥ 0} is t0-GSD, then for every  ∈ (0, 1] there is R > 0 such that
supy∈B(x,) V (y)
(d+ α) log |x| ≥
1
2t0
, |x| > R.
Theorem 3.3.3 (1) If lim
|x|→∞
V (x)
log |x| =∞, then {Tt : t ≥ 0} is GSD.
(2) If {Tt : t ≥ 0} is GSD, then for every  ∈ (0, 1] we have
lim
|x|→∞
supy∈B(x,) V (x)
log |x| =∞.
The next theorem gives more detailed estimates for the eigenfunction φ0.
Theorem 3.3.4 Let V ∈ L∞loc, V ≥ 0 and V (x)→∞ as |x| → ∞. Let x ∈ Rd and MV,x ≥ 1
be the constant such that
M−1V,x(1 + V (x)) ≤ V (y) ≤MV,x(1 + V (x)), y ∈ B(x, 1).
Then we have
C
(1)
V,x
(1 + V (x))(1 + |x|)d+α ≤ φ0(x) ≤
C
(2)
V,x
(1 + V (x))(1 + |x|)d+α ,
for some constant C
(1)
V,x, C
(2)
V,x. The constants may be different for ϕ0 and ψ0.
If we further assume that the potential V is comparable on unit balls with a uniform con-
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stant, then C
(1)
V,x, C
(2)
V,x in last theorem can be independent of x.
Corollary 3.3.1 Let V ∈ L∞loc, V ≥ 0 and V (x)→∞ as |x| → ∞. Suppose there are R > 0
and MV ≥ 1 such that for all x ∈ Rd with |x| > R we have
M−1V (1 + V (x)) ≤ V (y) ≤MV (1 + V (x)), y ∈ B(x, 1).
Then for all x ∈ Rd we have
C
(3)
V
(1 + V (x))(1 + |x|)d+α ≤ φ0(x) ≤
C
(4)
V
(1 + V (x))(1 + |x|)d+α .
In this case, both ϕ0 and ψ0(x) share the same constants.
As a consequence, under the assumptions in the above Corollary, ϕ0 and ψ0 are compa-
rable on Rd. Examples of potentials V satisfying above assumptions are |x|a, ea|x|, a > 0,
etc.
3.3.2 Proofs
First we recall the definition of ‘Green-boundedness’ for a domain D:
||GD1||∞ = sup
x
Ex[τD] <∞,
where GD denotes the Green operator on D. We claim that any domain with finite measure
is Green bounded. The proof is standard.
Lemma 3.3.1 For any domain D with m(D) <∞, we have sup
x∈Rd
Ex[τD] <∞.
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Proof For any x ∈ D and u > 0, we have, for some constant c1 = c1(d, α, diam(D), b),
Px(τD > u) ≤ Px(Yu ∈ D) ≤
∫
D
pbD(u, x, y)dy
≤
∫
D
pb(u, x, y)dy ≤ m(D)
c1ud/α
,
where the last inequality follows from Theorem 3.1.2 (2). Let θ denote the last term in the
above display and choose u large enough such that θ < 1. For all n ≥ 1, we have
Px(τD > (n+ 1)u) = Ex[τD > nu;PYnu(τD > u)] ≤ Px(τD > nu)θ.
So by induction, Px(τD > nu) ≤ θn. Further,
Px(τD > t) ≤ θ[t/u] ≤ θ(t/u)−1.
Now we have
Ex[τD/u] ≤
∞∑
n=0
Px(
τD
u
> n) ≤ 1
1− θ =⇒ Ex[τD] ≤
u
1− c2u−d/α ,
where c2 = m(D)/c1. The right hand side attains its minimum c3m(D)
α/d at u = ( α
c2(d+α))
)−α/d,
where c3 =
d+α
d
(
d+α
c1α
)α/d
. Thus we proved our lemma.
Define eV (t) = exp(−
∫ t
0
V (Ys)ds) and
Uf(x) =
∫ ∞
0
Ttf(x)dt = Ex
[ ∫ ∞
0
eV (t)f(Yt)dt
]
,
for any nonnegative Borel function f .
Lemma 3.3.2 Let V ∈ L∞loc, V ≥ 0. If V (x)→∞ as |x| → ∞, then ||U1Rd ||∞ <∞.
Proof We follow the proof of Lemma 4 in [8], but omit some details. Readers may refer
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to [8] for a complete proof. Since V (x) → ∞ as |x| → ∞, it implies that there exists
R > 1 such that V (x) ≥ 1 if |x| ≥ R. Define A = B(0, R)c, B = B(0, 2R) and fN(x) =
Ex[
∫ N
0
eV (t)dt], N > 0. We first consider x ∈ B. Using the same arguments as in [8], we
have
fN(x) ≤ Ex[τB] + Ex
[
τB < N ;
∫ N
τB
eV (t)dt
]
.
By Lemma 3.3.1, we obtain Ex[τB] ≤ CR, for some constant CR depending on R. Thus,
fN(x) ≤ CR + Ex[fN(YτB)]. (3.2)
Now let x ∈ Bc. It can be shown that
fN(x) ≤ 1 + sup
x∈B
fN(x) sup
x∈Rd
Ex[e
−τB(x,1) ].
We claim that sup
x∈Rd
Ex[e
−τB(x,1) ] < 1. In fact,
If Yt = X
b,q
t , then by Theorem 1.3 in [13], we have that for any x ∈ Rd,
Px(τB(x,1) > 1) =
∫
B(x,1)
pb,qB(x,1)(1, x, y)dy = e
−q
∫
B(x,1)
pbB(x,1)(1, x, y)dy
≥ c
∫ 1
0
(1− r)α/2rd−1dr = c > 0.
If Yt = Xˆ
b,q
t , then
Px(τB(x,1) > 1) =
∫
B(x,1)
pb,qB(x,1)(1, y, x)
h(y)
h(x)
dy ≥ ce−q
∫
B(x,1)
pbB(x,1)(1, y, x)dy
≥ c
∫ 1
0
(1− r)α/2rd−1dr = c > 0.
Therefore,
sup
x∈Rd
Ex[e
−τB(x,1) ] < ce−1 + 1− c < 1.
36
Combining this with (3.2) we get
sup
x∈B
fN(x) ≤ CR + 1 + sup
x∈B
fN(x)(ce
−1 + 1− c).
Further,
sup
x∈B
fN(x) ≤ (CR + 1)/(c− ce−1).
Letting N →∞, we obtain ||U1Rd ||∞ <∞.
Recall that Ttf(x) = Ex[exp(−
∫ t
0
V (Ys)dx)f(Yt)]. We have proved that Tt has a kernel
u(t, x, y), then by the previous lemma and Fubini’s theorem, we know U has a kernel given
by u(x, y) =
∫∞
0
u(t, x, y)dt and Uf(x) =
∫
Rd u(x, y)f(y)dy. Unless stated otherwise, all the
kernels are with respect to the Lebesgue measure and one can easily get the corresponding
kernels with respect to ξ by multiplying with h−1.
For a regular (see Definition A.4) bounded domain D ⊂ Rd, we can define an operator
TDt by
TDt f(x) = Ex[t < τD; e
− ∫ t0 V (Ys))dsf(Yt)],
for suitable function f . By arguments similar to those we used for T bt in Section 3.2, T
D
t
has a continuous kernel uD(t, x, y). If D is bounded, then T
D
t is a compact operator on
L2(D, ξ), because it can be easily verified that TDt is a Hilbert-Schmidt operator using
uD(t, x, y) ≤ pD(t, x, y) if Yt = Xb,qt and
uD(t, x, y) ≤ pD(t, y, x)h(y)/h(x) ≤ cpD(t, y, x)
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if Yt = Xˆ
b,q
t . Moreover, {TDt } is a strongly continuous semigroup on L2(D, ξ). The V-Green
operator UD is defined as:
UDf(x) = Ex[
∫ τD
0
eV (t)f(Yt)dt] =
∫ ∞
0
TDt f(x)dt
for nonnegative function f . Obviously, ||UD1Rd ||∞ ≤ ||U1Rd||∞ < ∞, thus UD also has a
kernel uD(x, y) =
∫∞
0
uD(t, x, y)dt. It is easy to see that uD(x, y) ≤ GD(x, y).
Recall the definition of the Kato class of potentials
K := {V : Rd → R| lim
t→0
sup
x∈Rd
Ex
[∫ t
0
|V (Xbs)|ds
]
= 0
}
.
We say that V ∈ Kloc if and only if 1DV ∈ K for any bounded domain D. We already know
that for V ∈ K and a bounded D, TDt is a compact operator on L2(D). Let AD denote
the infinitesimal generator of {TDt , t ≥ 0}. Then λ(D, V ) := sup Re(σ(AD)) is the first
eigenvalue of AD. The following lemma is the same as Theorem 4.19 in [5]. The proof is
similar and thus omitted.
Lemma 3.3.3 Let D ⊂ Rd be a domain with m(D) < ∞ and V ∈ K. The following
conditions are equivalent to each other.
(1) (D, V ) is gaugeable.
(2)
∫∞
0
||TDt ||∞dt <∞.
(3) UD1 is bounded.
(4) UD|V | is bounded.
(5) λ(D, V ) < 0
Lemma 3.3.4 Let D ⊂ Rd be a domain with m(D) < ∞ and V ∈ K. If (D, V ) is
gaugeable, then there exists t0 > 0, β > 0, such that for all t > t0, ||T˜Dt ||∞ ≤ e−βt. Here T˜Dt
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denotes the dual operator of TDt with respect to the Lebesgue measure.
Proof TDt is a compact operator and {TDt , t ≥ 0} is a strongly continuous semigroup on
L2(D, ξ). Since (D, V ) is gaugeable, we get λ(D, V ) < 0 by Lemma 3.3.3. By the spectral
radius theorem,
lim
t→∞
ln ||TˆDt ||∞
t
= λ(D, V ) < 0.
Therefore, there exist t′0 > 0 and β
′ > 0 such that for all t ≥ t′0, ||TˆDt ||∞ ≤ e−β′t. Since
c−1 < h(x) < c for some constant c > 1, there exist t0 and β such that
||T˜Dt ||∞ ≤ c2||TˆDt ||∞ ≤ e−βt, t ≥ t0.
The following lemma is similar to Lemma 4.7 in [2].
Lemma 3.3.5 Let D be a bounded regular domain and V ∈ Kloc. For every 0 < δ ≤ d+ α
there exist constants t0,  and C depending on D such that
uD(t, x, y) ≤

Ct1−δ/α|x− y|δ−d−α, for 0 < t ≤ t0,
C exp(−t), for t > t0.
Taking δ = α, we obtain the continuity of uD(x, y).
Proof Since V > 0, it is obvious that (D, V ) is gaugeable and
uD(t, x, y) ≤ pD(t, x, y) ≤ c
(
t−d/α ∧ t|x− y|d+α
)
.
Thus for any 0 < δ ≤ d+ α, we have
uD(t, x, y) ≤ Ct1−δ/α|x− y|δ−d−α.
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Let f ∈ L1(D), then
∫
D
|TDt f |dx ≤
∫
D
TDt |f |dx =
∫
D
|f |T˜Dt 1dx ≤ ||T˜Dt ||∞||f ||1,
which implies that ||TDt ||1 ≤ ||T˜Dt ||∞. By Lemma 3.3.4, there exist t0 > 0 and  > 0, such
that for all t > t0/2, ||T˜Dt ||∞ ≤ e−t. Hence for t > t0, it follows from the continuity of
uD(t, x, y) that
uD(t, x, y) ≤ ||TDt ||1,∞ ≤ ||TDt−t0/2||1||TDt0/2||1,∞ ≤ ||TDt0/2||1,∞e−t.
Taking δ = α and integrating with respect to t, the dominated convergence theorem will
yield the continuity of uD(x, y). Thus we complete our proof.
The next lemma is from Lemma 4.8 in [2] and the proof is omitted.
Lemma 3.3.6 If (D, V ) is gaugeable, then for each x ∈ D, and almost all y ∈ D, we have
uD(x, y) = GD(x, y) +
∫
D
uD(x, y)V (u)GD(u, y)du.
By Theorem 4.4 in [13], we know that there exists a constant r0 = r0(b) such that for any
B = B(x0, r) with r ≤ r0, the Green function GB is comparable with the Green function of
a symmetric α-stable process in B. Using results on the Green function of the symmetric
α-stable process, we have for all x, y, z ∈ B
GB(x, y)GB(y, z)
GB(x, z)
≤ c(|x− y|α−d + |z − y|α−d),
with c depending on B, unless x = y = z. Relying on this, we have the following lemma(cf.
Lemma 4.2 in [2]).
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Lemma 3.3.7 Let B = B(x0, r). For any  > 0, there exists η = η(, B, q) such that
for every open set D ⊂ B with m(D) ≤ η we have, for all y ∈ D,
sup
u∈B,u 6=y
Eyu
[∫ τD\{y}
0
|V (Yt)|dt
]
≤ 
and if 0 <  < 1, then
0 < inf
u∈B,u 6=y
Eyu[eV (τD\{y})] ≤ sup
u∈B,u 6=y
Eyu[eV (τD\{y})] < 1.
Proof Since V is locally bounded, we can assume that V < M on B for some constant
M > 0. For all u, y ∈ B, y 6= u, we have
Eyu
[∫ τD\{y}
0
|V (Yt)|dt
]
≤MEyu[τD\{y}] ≤ cM
∫
D
GB(u, z)GB(z, y)
GB(u, y)
dz
≤ cM
∫
D
(|u− z|α−d + |z − y|α−d)dz ≤ cMm(D)α/d,
hence our fist claim follows.
Since Eyu
[∫ τD\{y}
0
|V (Yt)|dt
]
is bounded above, Jensen’s inequality gives that
inf
u∈B,u 6=y
Eyu[eV (τD\{y})] > 0.
It is obvious that
sup
u∈B,u 6=y
Eyu[eV (τD\{y})] < 1,
given V > 0.
Lemma 3.3.8 Let D,U be bounded regular domains, D ⊂ U and y ∈ U . Set D0 = D\U
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and ζ = τD\{y}. Let u ∈ D, u 6= y and x ∈ D0. Then we have
P yu (τU\{y} = ζ) =
GU(u, y)
GD(u, y)
, P yx (τD0 = ζ) = 0.
Proof Notice that y is a polar set (i.e. it is almost surely never hit) for Y , then by (2.12)
in [2] we have,
P yu (τU\{y} < ζ) = GD(u, y)
−1Eu[τU < τD;GD(YτU , y)].
The rest of the proof is the same as that of Lemma 4.3 in [2].
Corollary 3.3.2 Assume that D = B(x0, r) for some x0 and y ∈ D with d(y,Dc) > 3δ. Put
U = B(y, 3δ). Then
inf
u∈B(y,δ)
Pu(τU = τD) > 0, inf
u∈B(y,δ),u6=y
P yu (τU\{y} = ζ) > 0.
Proof Notice again that GU , GD are comparable with their counterparts for a symmetric
α-stable process, the proof for the second claim is a simple adaption of that of Corollary 4.4
in [2]. We now prove the first claim. Notice that both Xb,qt and X̂
b,q
t admit Le´vy systems
which describe their jump mechanisms, we have that
Pu(τU = τD) = Eu[
∑
s≤τU
1{Ys−∈U,Ys∈Dc}] ≥ Eu[
∑
s≤τU
1{Ys−∈U,Ys∈Dc}]
= Eu
[∫ τU
0
∫
Dc
1{Ys∈U}J(Ys, z)dzds
]
=
∫ ∞
0
∫
Dc
∫
U
pU(s, u, y)dydzds
=
∫
Dc
∫
U
GU(u, y)J(y, z)dydz > 0,
where J(x, y) = A(d,−α)|x− y|−d−α if Y = Xb,q or J(x, y) = A(d,−α)|x− y|−d−αh(y)/h(x)
if Y = X̂b,q. The last inequality is from the arguments in the proof of Corollary 4.4 in
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[2], since GU is comparable with its counterpart of a symmetric α-stable process. Thus we
complete our proof.
Lemma 3.3.9 Suppose (D, V ) is gaugeable and D is contained in some B(x0, r0). Then for
each x ∈ D, uD(x, y) = GD(x, y)Eyx[eV (τD\y)] for almost all y ∈ D.
Proof Following the proof of Theorem 4.9 in [2], we can get that for all x, y ∈ D, x 6= y,
UDV GD(·, y)(x) = GD(x, y)Eyx[eV (τD\y)]−GD(x, y).
By Lemma 3.3.6, we also have that for each x ∈ D, and almost all y ∈ D,
uD(x, y) = GD(x, y) +
∫
D
uD(x, y)V (u)GD(u, y)du.
Combining these two displays and we get our conclusion.
An immediate consequence of the last lemma is that
Ex[eV (τD)f(YτD)] = A(d,−α)
∫
D
uD(x, y)
∫
Dc
f(z)
|z − y|d+αdzdy, x ∈ D. (3.3)
If D′ is another open set containing D, by standard arguments and the strong Markov
property, we have
UD′f(x) = Ex
[ ∫ τD
0
eV (t)f(Yt)dt
]
+ Ex
[ ∫ τD′
τD
eV (t)f(Yt)dt
]
= UDf(x) + Ex
[
e−
∫ τD
0 V (Ys)ds
∫ τD′
τD
e
− ∫ tτD V (Ys)dsf(Yt)dt
]
= UDf(x) + Ex[eV (τD)UD′f(YτD)],
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which implies the following property of eigenfunctions. For φ0, we have Ttφ0 = e
−λ0tφ0.
Integrating with respect to t, we get φ0(x) = λ0Uφ0(x). Now we take f in the above
equality to be φ0 and D
′ to be Rd, then obtain
φ0(x) = λ0UDφ0(x) + Ex[eV (τD)φ0(YτD)], x ∈ D.
Next we are going to work on estimates for (Y, V )-regular harmonic functions in open balls,
which will lead to sharp estimates of the first eigenfunction. Most of the results are obtained
by comparing Y with the symmetric α-stable process.
Definition 3.3.2 Let U be an open set in Rd. A Borel function f on Rd is said to be
(1) (Y, V )-harmonic in U , if for every bounded open set B with B¯ ⊂ U and x ∈ B,
f(x) = Ex[τB <∞; eV (τB)f(YτB)];
(2) (Y, V )-regular harmonic in U if for any x ∈ U ,
f(x) = Ex[τU <∞; eV (τU)f(YτU )].
Notice that if f is (Y, V )-regular harmonic in U , then it is (Y, V )-harmonic in U automati-
cally.
The next two lemmas are similar to Lemma 6 and Lemma 7 in [8]. They are very use-
ful in obtaining estimates for (Y, V )-regular harmonic functions.
Lemma 3.3.10 Let 0 < r < p. There exists a constant Cr,p such that for any V ∈ L∞loc, V ≥ 0
and any x ∈ Rd, D = B(x, p),
C−1r,pUD1(y) ≤ Ey[eV (τD)] ≤ Cr,pUD1(y), y ∈ B(x, r).
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Proof Let f ∈ C2(Rd) with f = 1 on B(x, r), f = 0 on B(x, p)c and 0 ≤ f ≤ 1.
UD(∆
α/2f + b∇f − V f)(z) = −f(z).
For z ∈ B(x, r), we have
∫
B(0,p)
uD(z, y)((−∆)α/2 − b∇)f(y)dy = f(z)−
∫
D
uD(z, y)V (y)f(y)dy
≥ 1−
∫
D
uD(z, y)V (y)dy = 1− Ez
[ ∫ τD
0
eV (t)V (Yt)dt
]
= 1− Ez[1− eV (τD)] = Ez[eV (τD)].
Therefore,
Ez[eV (τD)] ≤
∫
D
uD(z, y)((−∆)α/2 − b∇)f(y)dy
≤ ||((−∆)α/2 − b∇)f ||∞UD1(z)
≤ Cr,pUD1(z).
The last inequality comes from our assumption that b is bounded. On the other hand, for
any z ∈ D, we have
Ez[eV (τD)] = A(d,−α)
∫
D
uD(z, y)
∫
Dc
dwdy
|w − y|d+α
≥ C
∫
D
uD(x, y)
∫
B(x,2p)c
dwdy
|w − y|d+α ≥ C
∫
D
uD(z, y)dy ≥ CUD1(z).
All the constants only depend on r, p.
Lemma 3.3.11 Let r < p ≤ r0. There exists a constant Cr,p such that for any x0 ∈
Rd, D = B(x0, p) and any non-negative function f which is (Y, V )-regular harmonic on D,
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we have
f(x) ≤ Cr,p
∫
B(x0,r)c
f(y)
|y − x0|d+αdy, x ∈ B(x0, r).
Proof If Yt = X
b,q
t , the Poisson kernel of D with respect to Y is comparable with the Poisson
kernel of D with respect to a symmetric α-stable process. If Yt = X̂
b,q
t , then by Theorem
1.3 in [13], we have
pD(t, x, y) = p
b,q
D (t, y, x)h(y)/h(x)  pb,qD (t, x, y), x, y ∈ B(x0, p),
independent of t. Therefore, the Poisson kernel for Yt of D is also comparable with that
of a symmetric α-stable process on D. Then the proof is a simple adaption of the proof of
Lemma 7 in [8].
The condition p ≤ r0 in the previous lemma is essential. By Theorem 4.4 in [13], for
any x ∈ Rd, r < r0 and y ∈ D := B(x, r), GD(x, y) is uniformly comparable with the
Green function of a symmetric α-stable process on B(x, r), which makes the constant Cr,p
independent of x. Therefore, though it is not space homogeneous, Y still has certain space
homogeneity to some extent. The next lemma comes from Lemma 3.1 in [10] and is crucial
in obtaining eigenfunction bounds. Its proof in [10] relies heavily on space homogeneity of
the process. However, we can still expect it to hold in our case. Some of our arguments
come from the proof of Theorem 6 in [8].
Lemma 3.3.12 For every 0 < r < p < q < R ≤ 1, p ≤ r0, there exists a constant
C1 = C1(Y, r, p, q, R) such that for any V ∈ L∞loc, V ≥ 0 and every non-negative function f
on Rd that is (Y, V )-regular harmonic on B(x0, R), we have
f(y)  C1UB(x0,p)1(y)
∫
B(x0,q)c
f(z)
|x0 − z|d+αdz, |y − x0| < r.
46
Proof Since f is (Y, V )-regular harmonic on B(x0, R), then we have
f(y) = Ey[YτB(x0,p) ∈ B(x0, q)c; eV (τB(x0,p))f(YτB(x0,p))]
+ Ey[YτB(x0,p) ∈ B(x0, q)\B(x0, p); eV (τB(x0,p))f(YτB(x0,p))]
= f1(y) + f2(y).
By (3.3), for |y − x0| < r, we have
C−1UB(x0,p)1(y)
∫
B(x0,q)c
f(z)
|z − x0|d+αdz ≤ f1(y) ≤ CUB(x0,p)1(y)
∫
B(x0,q)c
f(z)
|z − x0|d+αdz.
It follows the previous two lemmas that for |y − x0| < r,
f2(y) ≤ Ey[eV (τB(x0,p))] sup
x∈B(x0,q)
f(y)
≤ Cr,pUB(x0,p)1(y)
∫
B(x0,q)c
f(z)
|z − x0|d+αdz.
Therefore we get our conclusion that for |y − x0| < r,
C−11 UB(x0,p)1(y)
∫
B(x0,q)c
f(z)
|x0 − z|d+α ≤ f(y) ≤ C1UB(x0,p)1(y)
∫
B(x0,q)c
f(z)
|x0 − z|d+α .
Corollary 3.3.3 There exists a constant C2 only depending on Y such that for any V ∈
L∞loc, V ≥ 0 on B(x0, 1) and every non-negative function f that is (Y, V )-regular harmonic
on B(x0, 1), we have
if r0 ≥ 1:
f(y)  C2UB(x0,1)1(y)
∫
B(x0,
3
4
)c
f(z)
|z − x0|d+αdz, |y − x0| <
1
2
.
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if r0 < 1:
f(y)  C2UB(x0,1)1(y)
∫
B(x0,
1+r0
2
)c
f(z)
|z − x0|d+αdz, |y − x0| <
r0
2
,
Proof We first claim that sup
y∈B(x0,1)
UB(x0,1)1(y) = C3 <∞, with C3 independent of V, x0. For
simplicity of our notation, let D = B(x0, 1). In fact for any y ∈ B(x0, 1), we have
UB(x0,1)1(y) ≤
∫
D
GD(y, z)dz.
In addition,
GD(y, z) =
∫ ∞
0
pD(t, y, z)dt
=
∫ |y−z|α
0
pD(t, y, z)dt+
∫ ∞
|y−z|α
pD(t, y, z)dt
≤ c1
∫ |y−z|α
0
tdt
|y − z|d+α + c2
∫ ∞
|y−z|α
t−d/αdt
≤ c1|y − z|α−d,
where c1, c2 only depend on Y . Substitute this estimate for GD(y, z), we get
UB(x0,1)1(y) ≤
∫
D
GD(y, z)dz < C3 <∞.
Bearing this in mind, the rest of our proof is exactly the same as the arguments for Corollary
3.1 in [8] if r0 ≥ 1. If r0 < 1, by Lemma 3.3.12, we first have
f(y)  C2UB(x0,r0)1(y)
∫
B(x0,
1+r0
2
)c
f(z)
|z − x0|d+αdz, |y − x0| <
1
2
r0.
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We only need to show UB(x0,1)1(y) ≤ CUB(x0,r0)1(y), |y−x0| < 12r0. In fact, for |y−x0| < 12r0,
we have
UB(x0,1)1(y) = UB(x0,r0)1(y) + Ey[eV (τB(x0,r0))UB(x0,1)1(YτB(x0,r0));YτB(x0,r0) ∈ B(0, 1) \B(x0, r0)]
≤ UB(x0,r0)1(y) + Ey[eV (τB(x0,r0))] sup
z∈B(x0,1)
UB(x0,1)1(z)
≤ UB(x0,r0)1(y) + C3Ey[eV (τB(x0,r0))].
Let now
g(y) =

Ey[eV (τB(x0,r0))], y ∈ B(x0, r0),
1, otherwise,
then g(y) is (Y, V )-regular harmonic on B(x0, r0). By Lemma 3.3.12, we have for y ∈
B(x0, r0/2),
g(y)  CUB(x0, 34 r0)1(y)
∫
B(x0,r0)c
|z − x0|−d−αdz ≤ CUB(x0,r0)1(y).
Thus we complete our proof.
Lemma 3.3.13 (Lemma 3.2 in [10]) Let D ∈ Rd be an arbitrary open set and V ∈ L∞loc, V ≥
0. Then for every t > 0, we have
(1)Ex[
t
2
≥ τD; eV (t)] ≤ Ex[eV (τD)Tt/21(YτD)],
(2)Ex[
t
2
< τD; eV (t)] ≤ 4tUD1(x) sup
y∈D
Tt/21(y).
Proof For (1),
Ex
[
t/2 ≥ τD; eV (t)
] ≤ Ex[t/2 ≥ τD; eV (τD)e− ∫ t2+τDτD ] ≤ Ex[eV (τD)EYτD [eV (t/2)]].
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Similarly, for x ∈ D,
Ex
[
t/2 < τD; eV (t)
] ≤ Ex[t/4 < τD; eV (t/4)EYt/4[t/4 < τD; eV (3t/4)]]
≤ sup
y∈D
T3t/41(y)Ex[t/4 < τD; eV (t/4)]
≤ sup
y∈D
T3t/41(y)
4
t
Ex
[
t/4 < τD;
∫ t/4
0
e−
∫ v
0 V (Ys)dsdv
]
≤ sup
y∈D
T3t/41(y)
4
t
UD1(y).
In addition,
T3t/41(y) = Ey[eV (t/2)EYt/2 [eV (t/4)]] ≤ Tt/21(y).
Thus Ex
[
t/2 < τD; eV (t)
] ≤ 4
t
UD1(x) sup
y∈D
Tt/21(y).
The following part is the most complicated part of our proof. We follow the arguments
in [10] to divide Rd into appropriate rings to control jumps of Y . We use the same notation
so that it is easier for readers to double check and compare the arguments. From now on, we
will keep track of different constants, i.e, constants with the same subscripts or superscripts
will stay the same.
• n0 ≥ 2 will be chosen later,
• Rn = B(0, n)\B(0, n− 1) for n ≥ n0 + 2,
• Rn0 = B(0, n0), Rn0+1 = B(0, n0 + 1),
• Dn = B(0, n− 2)c for n ≥ n0 + 2,
• Dn0 = Dn0+1 = Rd,
• τn = τDn = inf{t ≥ 0, Yt ∈ Dcn}, n ≥ n0,
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• σn = σRn = inf{t ≥ 0, Yt ∈ Rn}, n ≥ n0.
For k ≥ n0, n ≥ k + 2 and t > 0 we define
• S(n, k, 1, t) = {Yτn ∈ Rk, σk < t},
• S(n, k, l, t) = ∪n−2p=k+2S(n, p, l − 1, t) ∩ S(p, k, 1, t) for any l ≥ 2.
We first point out that Assumption 2.1 in [10] is satisfied in our situation.
(1) For every 0 < r ≤ 1/2 there is a constant c1 = c1(X, r) ≥ 1 such that
1
|x|d+α 
c1
|y|d+α , r ≤ |y| ≤ |x| ≤ |y|+ 1.
(2) For |x| > |y|, it is trivial that |x|−d−α < |y|−d−α.
(3)There is a constant c3, such that
∫
|z−x|>1/2,|z−y|>1/2
|x− z|−d−α|z − y|−d−αdz ≤ c3|x− y|−d−α, |x− y| > 1.
In fact,
∫
|z−x|>1/2,|z−y|>1/2
1
|x− z|d+α
1
|z − y|d+αdz
≤
∫
|z−x|> |y−x|
2
,|z−y|>1/2
1
|x− z|d+α
1
|z − y|d+αdz
+
∫
|z−y|> |y−x|
2
,|z−x|>1/2
1
|x− z|d+α
1
|z − y|d+αdz
≤ 1
2d+α
1
|x− y|d+α
(∫
|z−x|>1/2
dz
|z − x|d+α +
∫
|z−x|>1/2
dz
|z − y|d+α
)
≤ c3|x− y|d+α .
Remark The last assumption imposes a convolution condition for multiple large jumps. It
says that the intensity of double large jumps of the process are controlled by the intensity
of a single large jump. This is of great structural importance and it is called jump pairing
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property in some papers (for instance, see [9]).
The following jump estimates can be easily derived, which are special cases of Lemma 3.4
in [10].
Lemma 3.3.14 Let n− 2 > k ≥ n0. Then
(1)
∫
Rk
1
|z − y|d+αdz ≤ 3
d+α
∫
Rk
1
|z − x|d+αdz, x ∈ Rn, y ∈ Dn.
(2) For any m ∈ N, there exists a constant C3 = C3(Y,m) ≥ 1, independent of k, such that
∫
Rk+m∩{z:|y−z|>1/2}
1
|z − y|d+αdz ≤ C3
∫
Rk
1
|z − y|d+αdz, |y| ≥ k + 1.
Lemma 3.3.15 Let n−2 > k ≥ n0. There exists a constant C4 = C4(Y ) and θ0 = θ0(Y ) ≥ 1
such that for every t > 0, for all n− 1 < |x| ≤ n and θ > θ0 we have
Ex[τn < t, Yτn ∈ Rk; e−θτn ] ≤
C4
θ
∫
Rk
1
|y − x|d+αdy.
Proof The arguments for Lemma 3.5 in [10] apply here and the proof is omitted.
Lemma 3.3.16 Suppose that there is a non-decreasing sequence gn → ∞ as n → ∞
and n0 ∈ N large enough such that for n ≥ n0 we have
1 < 2θ0 ≤ gn ≤ inf|y|≥nV (y), 4 · 3
d+αc3C4 ≤ gn0 ,
then for n− 1 < |x| ≤ n, n0 ≤ k ≤ n− 2, n, k, l ∈ N, it follows that
Ex[S(n, k, l, t); e
− 1
2
∫ σk
0 V (Ys)ds] ≤ 4C4
2lgn−2
∫
Rk
1
|y − x|d+αdy.
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Proof This Lemma is exactly Lemma 3.6 in [10].
Given all results above, we are now ready to prove estimates of λ-subaveraging functions,
which are introduced in [10] as counterparts of λ-superaveraging functions.
Definition 3.3.2 A nonnegative function φ is called λ-subaveraging with respect to the
semigroup {Tt, t ≥ 0} if for all t > 0 and x ∈ Rd, it holds that Ttφ(x) ≥ e−λtφ(x). Obvi-
ously, eigenfunctions of {Tt, t ≥ 0} are λ-subaveraging functions automatically with λ being
eigenvalues.
Theorem 3.3.5 If φ is a bounded λ-subaveraging function for {Tt : t ≥ 0}, then there
is a constant C5 = C5(Y, V, λ) and R = R(Y, V, λ) > 0 such that
φ(x) ≤ C5||φ||∞|x|−d−α, |x| ≥ R.
Proof We first define some constants:
C = 2
(
1 ∨ 6
d+α
|B(0, 1)|
)
, C(1) = max
1≤m≤2
C3 ≥ 1, C(2) = 1
4
(
1 ∧ ( ∫
B(0,1)c
|y|−d−αdy)−1).
For n ∈ N, let gn = inf|y|≥nV0(y) with V0 = V − λ. Let n0 be large enough such that the
assumption of Lemma 3.3.16 is satisfied for V0 and the sequence (gn)n∈N, and such that
max
(
4C4
((∫
B(0,1)c
dy
|y|d+α ∨ c3
)
+
3d+α+1CC(1)
C(2)
)
, 2λ
)
≤ gn0 .
Notice that n0 also satisfies the assumption of Lemma 3.3.16 for 2V and the same sequence
(gn)n∈N, since V0 < 2V.
We are going to prove by induction that for |x| > n0 + 3 and all p ∈ N,
φ(x) ≤ C||φ||∞
(∫
Rn0
dy
|y − x|d+α
)∑p
i=1 2
−i
.
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Once we have this, then the theorem follows immediately if we let p→∞.
We omit the proof for p = 1, since it is exactly the same as the step 1 of Theorem 2.1 in
[10]. Suppose now it holds for p. For the induction step, we consider two cases. First, if
n0 + 3 < |x| ≤ n0 + 4, let x0 = n0−1|x| x. Then we have 3 ≤ |y−x| ≤ 6 for y ∈ B(x0, 1), further
|B(0, 1)|
6d+α
≤
∫
B(x0,1)
dy
|y − x|d+α ≤
∫
Rn0
dy
|y − x|d+α .
By the definition of C, we have C > 2 and
C
(∫
Rn0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
≥ C
∑p+1
i=1 2
−i
(∫
Rn0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
=
(
C
∫
Rn0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
≥ 1.
Immediately,
φ(x) ≤ ||φ||∞ ≤ C||φ||∞
(∫
Rn0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
.
Now suppose n− 1 < |x| ≤ n, n ≥ n0 + 5. For all t > 0, we have
φ(x) ≤ eλtEx
[
e−
∫ t
0 V0(Ys)dsφ(Yt)
]
= Ex
[
e−
∫ t
0 V0(Ys)dsφ(Yt)
]
≤ Ex
[
τn > t; e
− ∫ t0 V0(Ys)dsφ(Yt)]
+
n−2∑
k=n0
∞∑
l=1
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V0(Ys)dsφ(Yt)].
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By the induction base, Lemma 3.3.14 (1) and our choice of n0, the first term on the right
hand side is bounded by
e−2λt sup
|z|>n−2
φ(z) ≤ e−2λtC||φ||∞ sup
|z|>n−2
(∫
Rn0
dy
|y − z|d+α
)∑p
i=1 2
−i
≤ e−2λtC3d+α||φ||∞
(∫
Rn0
dy
|y − x|d+α
)∑p
i=1 2
−i
≤ e−λtC3d+α||φ||∞
(∫
Rn0
dy
|y − x|d+α
)∑p
i=1 2
−i
We now estimate the terms under the double sum on the the right hand side. For k ≥ n0 +3,
using Lemma 3.3.14 (1), Lemma 3.3.16, we have
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V0(Ys)dsφ(Yt)]
≤ sup
|z|>k−2
φ(z)Ex
[
S(n, k, l, t), τk > t; e
− 1
2
∫ σk
0 V0(Ys)dse−
1
2
∫ t
0 V0(Ys)ds
]
≤ Ce−λt||φ||∞ sup
|z|>k−2
(∫
Rn0
dy
|y − z|d+α
)1−2−p
Ex
[
S(n, k, l, t), τk > t; e
− 1
2
∫ σk
0 V0(Ys)ds
]
≤ 4CC4
gn02
l
e−λt||φ||∞
(
3d+α inf
z∈Rk
∫
Rn0
dy
|y − z|d+α
)1−2−p ∫
Rk
dz
|z − x|d+α .
Moreover,
(
inf
z∈Rk
∫
Rn0
dy
|y − z|d+α
)∫
Rk
dz
|z − x|d+α ≤
∫
Rn0
∫
Rk
dzdy
|y − z|d+α|z − x|d+α ,
and obviously,
(
3d+α inf
z∈Rk
∫
Rn0
dy
|y − z|d+α
)−2−p
≤
(∫
Rn0
dy
|y − x|d+α
)−2−p
.
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Therefore,
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V0(Ys)dsφ(Yt)]
≤ 4 · 3
d+αCC4
gn02
l
e−λt||φ||∞
∫
Rn0
∫
Rk
dzdy
|y − z|d+α|z − x|d+α
(∫
Rn0
dy
|y − x|d+α
)−2−p
.
Similarly, by Lemma 3.3.16 and Lemma 3.3.14 (2), we have for n0 ≤ k ≤ n0 + 2,
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V0(Ys)dsφ(Yt)]
≤ ||φ||∞eλtEx
[
S(n, k, l, t); e−
∫ σk
0 V (Ys)ds
]
= ||φ||∞eλtEx
[
S(n, k, l, t); e−
1
2
∫ σk
0 2V (Ys)ds
]
≤ 4C4
2lgn0
||φ||∞eλt
∫
Rk
1
|y − x|d+αdy
≤ 4C4C
(1)
2lgn0
||φ||∞eλt
∫
Rn0
1
|y − x|d+αdy.
Now choosing t = −λ−1
(
log(C3d+α)−1 + 2−p−1 log
(
C(2)
∫
Rn0
dy
|y−x|d+α
))
> 0 and combining
all results above, we obtain that
φ(x) ≤ ||φ||∞
((∫
Rn0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
+
4C4
gn0
(∫
Rn0
dy
|y − x|d+α
)2−p−1−2−p ∫
Rn0
( n−2∑
k=n0+3
∫
Rk
dz
|y − z|d+α|z − x|d+α
)
dy
+
4 · 3d+α+1CC4C(1)
C(2)gn0
(∫
Rn0
dy
|y − x|d+α
)1−2−p−1)
≤ ||φ||∞
(∫
Rn0
dy
|y − x|d+α
)∑p+1
i=1 2
−i(
1 +
4C4c3
gn0
+
4 · 3d+α+1CC4C(1)
C(2)gn0
)
≤ 2||φ||∞
(∫
R0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
≤ C||φ||∞
(∫
R0
dy
|y − x|d+α
)∑p+1
i=1 2
−i
.
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The last two inequalities come from our choice of gn0 and C. Thus we finished the induction
step and complete our proof.
Theorem 3.3.6 (1) If φ is a bounded function for which there is λ > 0 such that for every
t > 0 and x ∈ Rd we have Ttφ(x) = e−λtφ(x) (in particular, |φ| is a λ-subaveraging), then
there is a constant C6 = C6(Y, V, λ) and R = R(Y, V, λ) > 0 such that
|φ(x)| ≤ C6||φ||∞UB(x,1)1(x)|x|−d−α, |x| ≥ R.
(2) If φ is a strictly positive function for which there is λ > 0 such that for every t > 0
and x ∈ Rd we have Ttφ(x) = e−λtφ(x), then there is a constant C7 = C7(Y, φ) and R =
R(Y, V, λ) > 0 such that
|φ(x)| ≥ C7||φ||∞UB(x,1)1(x)|x|−d−α, |x| ≥ R.
Proof Integrating e−λtφ(x) = Ex[e−
∫ t
0 V (Ys)dsφ(Yt)] over t ∈ (0,∞) gives that
φ(x) = λUφ(x), x ∈ Rd.
Let D = B(x, 1), we have for x ∈ Rd,
φ(x) = λUDφ(x) + Ex[e
− ∫ τD0 V (Ys)dsφ(YτD)].
We first consider part (1). Let R be large enough, such that Theorem 3.3.5 holds. Let
|x| > R + 2, then
|φ(x)| ≤ λUD|φ(x)|+ Ex[eV (τD)|φ(YτD)|] = I + II.
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By Theorem 3.3.5, we have
I ≤ λUD1(x) sup
y∈D
|φ(x)| ≤ C||φ||∞UD1(x)|x|−d−α,
with C = C(Y, V, λ). Estimates for II are the same as that in [10] if r0 ≥ 1. So here we
assume r0 < 1. By (3.18) in [10], we have for z ∈ D\B(x, 1+r02 ),
Ez[eV (τD)|φ(YτD)|] ≤ C||φ||∞
1
|x|d+α ,
with C = C(Y, V, λ). Notice that Ez[eV (τD)|φ(YτD)|] is (Y, V )-regular harmonic on D, we
can apply Corollary 3.3.3 to obtain that,
II ≤ CUD1(x)
(∫
D∩B(x, 1+r0
2
)c
Ez
[
eV (τD)|φ(YτD)|
] dz
|z − x|d+α +
∫
Dc
|φ(z)| dz|z − x|d+α
)
≤ C||φ||∞UD1(x)
(
|x|−d−α
∫
D∩B(x, 1+r0
2
)c
|z − x|−d−αdz +
∫
Dc∩B(0,R)c
|z|−d−α|z − x|−d−αdz
+
∫
B(0,R)
|z − x|−d−αdz
)
≤ C||φ||∞UD1(x)|x|−d−α,
where C = C(Y, V, λ). In conclusion, |φ(x)| ≤ C6||ϕ||∞UD1(x)|x|−d−α, |x| ≥ R + 2. with
C6 = C6(Y, V, λ).
Part (2) is exactly the same as the arguments in [10].
The proofs for the next two theorems are omitted. Notice that all eigenfunctions are bounded
since {Tt, t ≥ 0} are bounded operators from L2(Rd) to L∞(Rd) .
Theorem 3.3.7 Under previous assumptions, for every n ∈ {0, 1, 2, ...}, there exist constants
C8 = C8(Y, V, n), R = R(Y, V, n) > 0 such that
|φn(x)| ≤ C8UB(x,1)1(x)|x|−d−α, |x| ≥ R.
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Theorem 3.3.8 Under previous assumptions, there exist constants C9 = C9(Y, V ), C10 =
C10(Y, V ) and R = R(Y, V ) > 0 such that
C9UB(x,1)1(x)|x|−d−α ≤ φ0(x) ≤ C10UB(x,1)1(x)|x|−d−α, |x| ≥ R.
Now we are ready to prove our main theorems listed in last subsection.
Proof of Theorem 3.3.1 We first prove that IU =⇒ GSD.
Tt1(x) =
∫
Rd
u(t, x, y)dy ≤
∫
Rd
ctϕ0(x)ψ0(y)dy ≤ ctϕ0(x)
∫
Rd
ψ0(y)dy.
By Theorem 3.3.7, it is easy to see that ψ0(y) ∈ L1(Rd), therefore we get the GSD property.
For the other direction, let Yt = X
b,q
t . By the semigroup property we have
ub,q(t, x, y) =
∫
Rd
∫
Rd
ub,q(t/3, x, z)ub,q(t/3, z, w)ub,q(t/3, w, y)dzdw
≤ ct/3
∫
Rd
ub,q(t/3, x, z)dz
∫
Rd
ub,q(t/3, w, y)dw.
Since the kernel for T̂ b,qt with respect to the Lebesgue measure û
b,q(t, x, y) = ub,q(t, y, x)h(y)/h(x)
is comparable with ub,q(t, y, x), we have that
ub,q(t, x, y) ≤ ct/3T b,qt 1(x)T̂ b,qt 1(y) ≤ cϕ0(x)ψ0(y),
where c only depends on t.
Before we prove Theorem 3.3.2 and Theorem 3.3.3, we need a lemma and a theorem.
Lemma 3.3.17 Suppose V ∈ L∞loc, V ≥ 0. Consider the following two conditions:
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(1) There is C12 = C12(Y, V, t) and R > 0 such that
Tt1(x) ≤ C12|x|d+α , |x| ≥ R.
(2) There is C13 = C13(Y, V, t) and R > 0 such that
Tt1(x) ≤ C13UB(x,1)1(x)|x|d+α , |x| ≥ R.
(1) and (2) are equivalent in the following sense. If (2) is true for some t = s > 0, then (1)
is also true for t = s. If (2) is true for some t = s, then (2) is true for t = 2s.
Proof It is trivial that (2) implies (1), since UB(x,1)1(x) is bounded uniformly.
For the other direction, we assume that (1) is true for some t/2 > 0. Suppose R > 2 and
let D = B(x, 1) with |x| > R + 2. By Lemma 3.3.13 and Corollary 3.3.3 (once again we
consider the case r0 < 1, for the proof for r0 ≥ 1 is the same as Lemma 3.7 in [10].), we have
Tt1(x) = Ex[t/2 < τD; eV (t)] + Ex[t/2 ≥ τD; eV (t)]
≤ CUD1(x) sup
y∈D
Tt/21(y) + Ex[eV (τD)Tt/21(YτD)]
≤ CUD1(x)
(
sup
y∈D
Tt/21(y) +
∫
B(x,1)∩B(x, 1+r0
2
)c
Ez[eV (τD)Tt/21(YτD)]
dz
|z − x|d+α
+
∫
B(x,1)c∩B(0,R)c
Tt/21(z)
dz
|z − x|d+α + supy∈B(0,R)Tt/21(y)
∫
B(0,R)
dz
|z − x|d+α
)
.
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Using (1) and the fact that ||Tt/21(x)||∞ <∞, we have
Ez[eV (τD)Tt/21(YτD)] ≤ Ez[YτD ∈ B(x, 2)\D;Tt/21(YτD)] + Ez[YτD ∈ B(x, 2)c;Tt/21(YτD)]
≤ C
( 1
|x|d+α +
∫
D
GD(z, y)
∫
B(x,2)c
Tt/21(w)
dw
|w − y|d+α
)
≤ C
( 1
|x|d+α + supz∈DEz[τD]
∫
B(x,2)c
Tt/21(x)
dw
|w − x|d+α
)
≤ C
( 1
|x|d+α +
∫
B(0,R)c∩B(x,2)c
dw
|w|d+α|w − x|d+α +
∫
B(0,R)
dw
|w − x|d+α
)
≤ C|x|d+α ,
for z ∈ B(x, 1+r0
2
)c. Therefore, by similar arguments for Theorem 3.3.6, we conclude that
Tt1(x) ≤ CUB(x,1)1(x)|x|−d−α, |x| > R + 2,
with C = C(Y, t).
Theorem 3.3.8 If there is a constant C14 and R > 0 such that
V (x)
(d+ α) log |x| ≥ C14, |x| ≥ R,
then condition (1) of Lemma 3.3.17 holds for all t ≥ t0 = 2/C14. As a consequence, if
sup
|x|→∞
V (x)
log |x| → ∞,
then condition (1) holds for all t > 0.
Proof Suppose there are constants C14 and R > 0 such that V (x)/ log |x| ≥ C14 for all x
with |x| ≥ R. Pick n0 > R large enough such that for all n ≥ n0,
n−d−α < 1, 2θ0 ≤ gn := inf|y|≥nV (y), 4c33
d+αC4 ≤ gn0 ,
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where C4 and θ0 come from Lemma 3.3.15. Thus the assumptions of Lemma 3.3.16 hold. It
is easy to see that for n ≥ n0,
gn ≥ (d+ α)C14 log n.
Let n − 1 < |x| ≥ n, n ≥ n0 + 4. We are going to show that for t ≥ t0 = 2/C14, condition
(1) in Lemma 3.3.17 holds. First we have
Tt1(x) ≤ Ex
[
τn > t; e
− ∫ t0 V (Ys)ds]+ n−2∑
k=n0
∞∑
l=1
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V0(Ys)ds].
The first term on the right hand side is bounded by
Px(τn > t)e
−tgn−2 ≤ e−C14t(d+α) log(n−2) ≤ c
2
1
|x|d+α .
Using Lemma 3.3.16 we get for k ≥ n0 + 2,
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V (Ys)ds]
≤ Ex
[
S(n, k, l, t), τk > t; e
− 1
2
∫ σk
0 V (Ys)dse−
1
2
∫ t
0 V (Ys)ds
]
≤ e− 12C14t(d+α) log(k−2)Ex
[
S(n, k, l, t), τk > t; e
− 1
2
∫ σk
0 V (Ys)ds
]
≤ 4c
2
1C4
2lgn0
∫
Rk
dy
|y|d+α|y − x|d+α .
For k = n0, n0 + 1, we get
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V (Ys)ds]
≤ Ex
[
S(n, k, l, t), τk > t; e
− ∫ σk0 V (Ys)ds]
= Ex
[
S(n, k, l, t), τk > t; e
− 1
2
∫ σk
0 2V (Ys)ds
]
≤ 4C4
2lgn0
∫
Rk
dy
|y − x|d+α .
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Therefore we obtain that
n−2∑
k=n0
∞∑
l=1
Ex
[
S(n, k, l, t), τk > t; e
− ∫ t0 V0(Ys)ds]
≤ C
∞∑
l=1
2−l
( n0+1∑
k=n0
∫
Rk
dy
|y − x|d+α +
n−2∑
k=n0+2
dy
|y|d+α|y − x|d+α
)
≤ C|x|d+α ,
with C = C(Y, V, t).
Now we can prove Theorem 3.3.2 and Theorem 3.3.3.
Proof of Theorem 3.3.2 Most of the proof for Theorem 2.6 in [10] apply here, we only
need to check that for every t > 0,  ∈ (0, 1], inf
x∈Rd
Px(t < τB(x,)) > 0. In fact, if Y = X
b,q,
then
Px(t < τB(x,)) = e
−qt
∫
B(x,)
pbD(t, x, y)dy
≥ c
∫
B(x,)
(
1 ∧ 1√
t
)(
1 ∧ δD(y)
α/2
√
t
)(
t−d/α ∧ t|x− y|d+α
)
dy
= c > 0.
If Y = X̂b,q, then
pˆD(t)(t, x, y) ≥ cpbD(t, y, x) ≥ c
(
1 ∧ 1√
t
)(
1 ∧ δD(y)
α/2
√
t
)(
t−d/α ∧ t|x− y|d+α
)
.
Thus we complete our proof.
Proof of Theorem 3.3.3 It follows Immediately from Theorem 3.3.2.
Proof of Theorem 3.3.4 The arguments follows the proof Theorem 5 in [8]. Pick any
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x ∈ Rd. Let M = MV,x and D = B(x, 1). We have
UD1(x) = Ex
[ ∫ τD
0
exp
(
−
∫ t
0
V (Ys)ds
)]
≥ Ex
[ ∫ τD
0
exp(−M(1 + V (x))t)
]
=
Ex[1− exp(−M(1 + V (x))τD)]
M(1 + V (x))
≥ Ex[τD ≥ 1; 1− exp(−M(1 + V (x))τD)]
M(1 + V (x))
≥ Ex[τD ≥ 1; 1− e
−M ]
M(1 + V (x))
≥ Px(τB(x,1) > 1)
2M(1 + V (x))
.
In the other direction,
UD1(x) = Ex
[ ∫ τD
0
exp
(
−
∫ t
0
V (Ys)ds
)]
≤ Ex
[ ∫ τD
0
exp(−M−1(1 + V (x))t)
]
=
MEx[1− exp(−M−1(1 + V (x))τD)]
(1 + V (x))
≤ M
1 + V (x)
.
Combining with Theorem 3.3.8, we finish our proof.
Proof of Corollary 3.3.1 It follows immediately from Theorem 3.3.4 and the strict posi-
tivity and boundedness of φ0.
3.4 Intrinsic Supercontractivity
This is a short section discussing the intrinsic supercontractivity (IS) under non-symmetric
circumstances. We first investigate it in a general framework, and then examine the semi-
group {T b,qt , t ≥ 0} in particular. We have seen that IS is essentially weaker than IU (see
Example 2.3.3). However, it turns out that for our {T b,qt , t ≥ 0}, IS and IU are equivalent
for a large class of potentials. The same phenomena is observed by Kaleta, Kwas´nicki and
Lo¨rinczi in [9] for a large class of symmetric non-local Schro¨dinger operators and our argu-
ments in this section are simple extensions of their work in [9] as well.
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Following the notation and assumptions in Section 2.3.2, let {Pt, t ≥ 0} and {P̂t, t ≥ 0}
be two semigroups dual to each other on L2(Rd, ξ), and let {Qt, t ≥ 0} and {Q̂t, t ≥ 0} be
the ground state-transformed semigroups. In addition we assume that p(t, x, y), the integral
kernel of {Pt, t ≥ 0}, is bounded for each t ≥ 0. The following property, called ground state
domination, is closely related to intrinsic contractivity and has already defined for the case
p = ∞ in the last section. The following definition is just an analog of Definition 3.3.1 for
p ∈ (2,∞).
In the following definition, when you define the concept for the dual semigroup,
you have to use the eigenfunction of the dual process, right? As it is now, the
definition is not clear.
Definition 3.4.1 Let p ∈ (2,∞), then the semigroup {Pt, t ≥ 0} (or {P̂t, t ≥ 0}) is called
1. Lp-ground state dominated (Lp-GSD) if for every t > 0,
Pt1(x)
ϕ0(x)
∈ Lp(Rd, µ).
2. asymptotically Lp-ground state dominated (Lp-AGSD) if there exists tp > 0 such that
for all t > tp,
Pt1(x)
ϕ0(x)
∈ Lp(Rd, µ).
If tp needs to be specified, we write as (tp, L
p)− AGSD.
The following lemma connects Lp-ground state domination and intrinsic hypercontractivity.
Lemma 3.4.1 Let p ∈ (2,∞). Consider the following two conditions:
1. For some t > 0, both Pt and P̂t are L
p-GSD.
2. For some t > 0, both Qt and Q̂t are bounded from L
2(Rd, µ) to Lp(Rd, µ).
Then we claim
1. If (1) holds for some t = s, then (2) holds for t = 3s.
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2. If (2) holds for some t = s > 0 and
1
ϕ0
,
1
ψ0
∈ Lq(Rd, µ), (3.4)
where q satisfies 1/p+ 1/q = 1, then (1) follows for t = 2s.
Proof We now prove the first claim. Define gs(x) := Ps1(x)/ϕ0(x) and hs(x) := P̂s1(x)/ψ0(x).,
then gs, hs ∈ Lp(Rd, µ) by our assumption. By the semigroup property and boundedness of
p(s, x, y), we have
p(3s, x, y) =
∫
Rd
∫
Rd
p(s, x, z)p(s, z, w)p(s, w, y)ξ(dw)ξ(dz)
≤ Cs
∫
Rd
∫
Rd
p(s, x, z)p(s, w, y)ξ(dw)ξ(dz)
= CsPs1(x)P̂s1(y) = Csϕ0(x)ψ0(y)gs(x)hs(y).
Therefore for any f ∈ L2(Rd, µ), it follows that
(∫
Rd
(
Q3sf(x)
)p
µ(dx)
)1/p
=
(∫
Rd
( 1
ϕ0(x)
∫
Rd
p(3s, x, y)f(y)ϕ0(y)ξ(dy)
)p
µ(dx)
)1/p
≤ Cs
(∫
Rd
(∫
Rd
gs(x)hs(y)f(y)ψ0(y)ϕ0(y)ξ(dy)
)p
µ(dx)
)1/p
≤ Cs
(∫
Rd
(∫
Rd
gs(x)hs(y)f(y)µ(dy)
)p
µ(dx)
)1/p
≤ Cs||gs||Lp(µ)||hs||Lp(µ)
(∫
Rd
f qdµ
)1/q
≤ Cs||gs||Lp(µ)||hs||Lp(µ)||f ||L2(µ).
The last inequality follows from the fact that q < 2 and the monotonicity of the Lp-norm
for p ∈ (1,∞). Similarly, we can show that Q̂3s is from L2(Rd, µ) to Lp(Rd, µ) as well.
For the second claim, by the duality of Lp(Rd, µ) and Lq(Rd, µ), and the fact that Q̂s
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is bounded from L2(Rd, µ) to Lp(Rd, µ), we know that Qs is bounded from Lq(Rd, µ) to
L2(Rd, µ). Notice that
P2s1(x)
ϕ0(x)
= Q2s
(
ϕ−10 (x)
)
= Qs
(
Qs
(
ϕ−10 (x)
))
,
we get P2s1(x)/ϕ0(x) ∈ Lp(Rd, µ), since ϕ−10 ∈ Lq(Rd, µ). The same arguments hold for
P̂2s1(x)/ψ0(x).
Assumption (3.4) is hard to check because it involves the ratio of ϕ0 and ψ0. We might
need some strong estimates or comparability of ϕ0 and ψ0 to resolve this. When ϕ0 and
ψ0 are comparable, the non-symmetric case is not much different from the symmetric one.
Notice that
∫
Rd
ϕ0(x)ξ(dx) = e
λ0t
∫
Rd
Ptϕ0(x)ξ(dx) = e
λ0t
∫
Rd
P̂t1(x)
ψ0(x)
ψ0(x)ϕ0(x)ξ(dx),
therefore a necessary condition for Lp-GSD would be ϕ0, ψ0 ∈ L1(Rd, ξ). Conversely, if
we only assume ϕ0, ψ0 ∈ L1(Rd, ξ), which is true for our process Xb,q, and that Qt, Q̂t are
bounded from L2(Rd, µ) to Lp(Rd, µ), we get a weaker condition than Lp-GSD:
P2tϕ
1/p
0 (x)
ϕ0(x)
∈ Lp(Rd, µ). (3.5)
In fact, we have
P2tϕ
1/p
0 (x)
ϕ0(x)
= Qt
(
Qt
( 1
ϕ
1/q
0
))
.
Repeating the proof for Lemma 3.4.1, we get condition (3.5).
The next lemma can be easily derived from Theorem 3.3.8. For x ∈ Rd, r > 0, put
V ∗r (x) = sup
y∈B(x,r)
V (y).
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Lemma 3.4.2 There exist constants C > 1, R > 0 such that for |x| > R, we have
1
CV ∗r (x)|x|d+α
≤ ϕ0(x) ≤ C|x|−d−α.
Now we can get back to Xb,q and use condition (3.5) to derive necessary conditions for IS.
Theorem 3.4.1 (1) If the non-symmetric semigroups {T b,qt , t ≥ 0}, {T̂ b,qt , t ≥ 0} are intrinsic
hypercontractive, then for any p ∈ (3,∞) and r ∈ (0, 1), there exist tp > 0 and R > 0 such
that for all |x| > R, we have
V ∗r (x)
(d+ α) log |x| ≥
p− 3
ptp
.
(2) If the non-symmetric semigroups {T b,qt , t ≥ 0}, {T̂ b,qt , t ≥ 0} are intrinsic supercontractive,
then for any r ∈ (0, 1), we have
lim
|x|→∞
V ∗r (x)
log |x| =∞.
Proof For (1), we fix r ∈ (0, 1] and suppose that {T b,qt , t ≥ 0}, {T̂ b,qt , t ≥ 0} are bounded
from L2(Rd, µ) to L∞(Rd, µ) for t ≥ tp. Then by (3.5), we have for every x ∈ Rd and p > 3,
∫
|x−y|<r/2
(
T b,q2tpϕ
1/p
0 (y)
)p
ϕp−10 (y)
ψ0(y)dy ≤
∫
Rd
(
T b,q2tpϕ
1/p
0 (y)
)p
ϕp0(y)
ϕ0(y)ψ0(y)dy <∞.
Using the estimates in Lemma 3.4.2, we obtain that
∞ >
∫
|x−y|<r/2
(
e−2tpV
∗
r (x)P b,qx
(
2tp < τB(x,r/2)
))p
V ∗r (x)|x|d+αϕp−10 (x)
ψ0(y)dy
≥ C
∫
|x−y|<r/2
(
e−2tpV
∗
r (x)P b,qx
(
2tp < τB(x,r/2)
))p
(V ∗r (x))2|x|(d+α)(3−p)
dy,
for some constant C. Therefore,
e−2tpV
∗
r (x)
(V ∗r (x))p/2
≤ C |x|
(3−p)/p
|B(0, r/2)|P b,qx
(
2tp < τB(x,r/2)
) ,
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thus,
V ∗r (x) + (2/p) log V
∗
r (x)
(d+ α) log |x| ≥
p− 3
2ptp
− C
log |x| .
Since log |x| → ∞ as |x| → ∞ and d+ α > 2, we can pick R large enough so that
V ∗r (x) + (2/p) log V
∗
r (x)
(d+ α) log |x| ≥
p− 3
2ptp
.
Further, since lim
x→∞
V (x) =∞, we have that log V ∗r (x)/V ∗r (x) = 0. Thus (1) is proved.
By the definition of IS, (2) follows immediately from (1).
IU certainly implies IS. So sufficient conditions for IU would be sufficient for IS automati-
cally. Comparing with Theorem 3.3.3, we can see that for potentials not too bad, IU and IS
are equivalent in our cases.
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Chapter 4
Intrinsic Contractivity for Certain
Non-symmetric Strictly α-stable
Process
In this chapter, we consider non-symmetric strictly α-stable process X whose Le´vy measure
are comparable to that of a symmetric α-stable process. More precisely, we assume that the
spherical part of the corresponding Le´vy measure has a density with respect to the surface
measure and the density function is bounded and bounded away from 0. It can be expected
that the contractive properties should be similar for these two types of processes. In fact,
all the lemmas and theorems in last chapter can be applied here with simple adaptions.
However, since X has a simple dual process X̂ = −X, space homogeneity and the scaling
property, we can use a much simpler approach to prove its contractivities.
4.1 Assumptions and Heat Kernel Estimates
Recall that a process X is strictly stable if and only if for every a > 0,
(Xat, t ≥ 0) d= (a1/αXt, t ≥ 0).
If α = 2, we get a Brownian motion. Therefor we only consider the case when 0 < α < 2.
It is known that there exists a finite measure ξ on the unit sphere S = {x ∈ Rd : |x| = 1},
such that for every Borel set B, we have
ν(B) =
∫
S
ξ(dz)
∫ ∞
0
1B(rz)r
−1−αdr.
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It is known that the distribution of X1 has a smooth density p(t, x). By the scaling property,
we have
p(t, x) = ad/αp(at, a1/αx).
Our main assumption in this chapter is as follows.
Assumption 4.1.1 ξ has a density f with respect to the surface measure σ on S, i.e
f = dξ/dσ. Moreover, there exists κ > 1 such that for any x ∈ S,
κ−1 ≤ f(x) ≤ κ.
Several useful consequences ensue from the assumption (see [23]).
(1) the Le´vy measure ν of X has a density g with respect to the Lebesgue measure on Rd:
g(x) = f(x/|x|)|x|−d−α,
and for x ∈ Rd, x 6= 0, we have
κ−1|x|−d−α ≤ f(x) ≤ κ|x|−d−α.
(2) The transition density is strictly positive, i.e. p(t, x) > 0 for all x ∈ Rd, t > 0.
(3) there exists a constant C such that for all x ∈ Rd with |x| = 1, it holds that p(t, x) ≤ Ct.
Combining all the results above and the scaling property, we have the following upper bound
for the heat kernel: there exists a constant C independent of t and x such that
p(t, x) ≤ C
(
t−d/α ∧ t|x|d+α
)
, for x ∈ Rd, t > 0. (4.1)
Comparing this with the heat kernel estimates with that of α-stable process with drifts
in last chapter (c.f Theorem 3.1.2 (2) ), it follows immediately that all the arguments for
compactness and strong continuity of the Feynman-Kac semigroup still hold here. (There is
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only one thing we need to point out. In the proof of Theorem 3.2.1, we use the heat kernel
estimates for the α-stable process with drifts in balls to prove that
inf
x∈B(xn, 12 )
Px(X
b,Bn
t ∈ B(xn, 1/2)) > 0 with Bn = B(xn, 1).
We do not have such estimates in this case, but the result still holds by space homogeneity.)
4.2 Preliminaries
By Assumption 4.1.1 and the heat kernel estimates (4.1), we can repeat verbatim the argu-
ments in the last chapter. However, we are going to use anther approach here. It is shorter
and reader-friendly. The ideas come from [8]. In this section we give some useful lemmas.
We keep the notation from last chapter and they should be self-evident and not cause any
ambiguity.
We first mention an important inequality which will be used repeatedly throughout our
proof. It is the inequality (15) in [8]. For any γ ≥ 0, γ 6= d,
∫
B(|x|,|x|/4)c
dy
(1 + |y|)γ(x− y)d+α ≤
Cγ
|x|γ′ , |x| ≥ 1, (4.2)
where γ′ = min(γ + α, d+ α).
The next lemma is actually Lemma 5 in [8] and the proof is the same.
Lemma 4.2.1 Let V ∈ L∞loc, V ≥ 0 and V (x)→∞ as |x| → ∞. Let D = B(x, 1) and f be
a nonnegative and bounded function on Rd such that for |x| ≥ 3,
f(x) ≤ C(1)V UD1(x)
(
sup
y∈B(x,|x|/2)
f(y) +
∫
B(x,|x|/2)c
f(z)
|z − x|d+αdz
)
.
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Then we have f(x) ≤ C(2)V UD1(x)/|x|d+α for all |x| ≥ 3.
Proof Since f is bounded, we can assume that for some γ ≥ 0, γ 6= d and all x ∈ Rd, we
have f(x) ≤ Cγ(1 + |x|)−γ (at least we can take γ = 0). For |x| ≥ 3, we have
f(x) ≤ Cγ,VUD1(x)
(
sup
y∈B(x,|x|/2)
f(y) +
∫
B(x,|x|/2)c
dz
(1 + |z|)−γ|z − x|d+α
)
,
by (4.2), we have
f(x) ≤ Cγ,VUD1(x)
(
sup
y∈B(x,|x|/2)
f(y) + |x|−γ′
)
, |x| ≥ 3, (4.3)
with γ′ = min(γ + α, d+ α).Notice that |x| ≤ 2|y| for y ∈ B(x, |x|/2). Therefore,
|x|γ′f(x) ≤ C(1)γ,VUD1(x)
(
sup
y∈B(x,|x|/2)
|y|γ′f(y) + 1
)
. (4.4)
Define g(s) = sup
y∈B(0,s)
|y|γ′f(y) for s > 0, and g is nondecreasing and
g(s) ≤ C(2)sγ′ . (4.5)
We will use this later to prove that g is indeed bounded.
Since UD1(x) ≤ min
(
Ex[τD], ( inf
y∈D
V (y))−1
)
and V (x) → ∞ as x → ∞ by our assumption,
we have that lim
|x|→∞
UD1(x) = 0. Thus there exists R ≥ 3 such that C(1)γ,VUD1(x) ≤ 2−γ
′−1 for
|x| ≥ R. By (4.4), we obtain for R ≤ |x| ≤ s,
|x|γ′f(x) ≤ 2−γ′−1g(2|x|) + 2−γ′−1 ≤ 2−γ′−1g(2s) + 2−γ′−1.
On the other hand, for |x| ≤ R, we get
|x|γ′f(x) ≤ g(R) ≤ g(R) + 2−γ′−1g(2s).
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Combining above two cases, we obtain g(2s) ≥ 2γ′+1(g(s)−C(3)γ,V ) when s ≥ R. By induction,
g(2ns) ≥ 2n(γ′+1)g(s)− C(3)γ,V
( 2n(γ′+1) − 1
1− 2−γ′ − 1
)
, n = 1, 2, ... (4.6)
If for some s ≥ R, g(s) ≥ Cγ,V
(
1 + 1
1−2−γ′−1
)
, then by (4.5) and (4.6), we have
C(2)2nγ
′
sγ
′ ≥ g(2ns) ≥ C(3)γ,V
(
2n(γ
′+1) +
1
1− 2−γ′−1
)
≥ 2n(γ′+1)C(3)γ,V ,
which is a contradiction. So g is bounded and
f(x) ≤ Cγ,V (1 + |x|)−γ′ , x ∈ Rd, (4.7)
where γ′ = min(γ+α, d+α). Now if we return to the very beginning of our proof, we notice
that we can replace γ with γ′, which is larger than γ. Applying this procedure repeatedly,
we can improve the degree of the estimate in (4.7). If after some steps we get γ = d, we
can reset γ = d − α/2 to start. It is easy to see that after finite steps we obtain that
f(x) ≤ CV (1 + |x|)−d−α, x ∈ Rd. Combining with (4.3), we get that
f(x) ≤ CVUD1(x)|x|−d−α, |x| ≥ 3.
The next two lemmas are already proved for the α-stable process with drifts in last chapter.
Lemma 4.2.2 comes from Lemma 6 in [8] and the proof still holds here. So we omit it. Lemma
4.2.3 comes from Lemma 7 in [8] and the proof relies on the explicit formula of the Poisson
kernel of the symmetric α-stable process. For the α-stable process with drifts, though the
Poisson kernel is not available, it is uniformly comparable with that of a symmetric α-stable
process. But now, neither of the methods works. We need a new proof for that.
Lemma 4.2.2 Let 0 < r < p. There exists a constant Cr,p such that for any V ∈ L∞loc, V ≥ 0
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and any x ∈ Rd, D = B(x, p),
C−1r,pUD1(y) ≤ Ey[eV (τD)] ≤ Cr,pUD1(y), y ∈ B(x, r).
Lemma 4.2.3 Let r < p. There exists a constant Cr,p such that for any x0 ∈ Rd, D =
B(x0, p) and any non-negative function f that is (X, V )-regular harmonic on D, we have
f(x) ≤ Cr,p
∫
B(x0,r)c
f(y)
|y − x0|d+αdy, x ∈ B(x0, r).
Proof We claim that for every stopping time τ ≤ τD and x ∈ D, it holds that f(x) ≤
Ex[f(Xτ )]. In fact, by strong Markov property, we have
f(x) = Ex[e
− ∫ τD0 V (Xs)dsf(XτD)] = Ex[e− ∫ τ0 V (Xs)dsEXτ [e− ∫ τDτ V (Xs)dsf(XτD)]]
= Ex[e
− ∫ τ0 V (Xs)dsf(Xτ )] ≤ Ex[f(Xτ )].
Then this lemma is an immediate consequence of Corollary 7.5 in [15].
By Lemma 3.1 in [10], we have the following lemma.
Lemma 4.2.4 For every 0 < r < p < q < R ≤ 1, p ≤ r0, there exists a constant
C1 = C(X, r, p, q, R) such that for any V ∈ K, V ≥ 0 and every non-negative function
f on Rd that is (X, V )-regular harmonic on B(x0, R) we have
f(y)  C1UB(x0,p)1(y)
∫
B(x0,q)c
f(z)dz
|x0 − z|d+α , |y − x0| < r.
A main and crucial result is the following theorem.
Theorem 4.2.1 Let V ∈ L∞loc, V ≥ 0 and r > 0. Let D = B(x0, r), x0 ∈ Rd. For every
non-negative function f on Rd that is (X, V )-regular harmonic on D, there exists a constant
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C such that
f(x)  CUD1(x)
∫
B(x0,r/2)c
f(y)
|x0 − y|d+αdy,
for all x ∈ B(x0, r/2).
Proof We first prove the above result for r = 1. Let x ∈ B(x0, 1/2). By the previous lemma,
we only need to prove that
f(x) ≥ CUD1(x)
∫
B(x0,1/2)c
f(y)
|x0 − y|d+αdy.
Notice that
f(x) = Ex[XτB(x0,3/4) ∈ B(x0, 7/8)c; eV (τB(x0,3/4))f(XτB(x0,3/4))]
+ Ex[XτB(x0,3/4) ∈ B(x0, 7/8)\B(x0, 3/4); eV (τB(x0,3/4))f(XτB(x0,3/4))]
= f1(x) + f2(x).
We can easily show that
f1(x) ≥ CUB(x0,3/4)1(x)
∫
B(x0,7/8)c
f(y)
|y − x0|d+αdz.
While
UB(x0,1)1(x) ≤ UB(x0,3/4)1(x) + Ex[τB(x0,3/4)] sup
y∈B(x0,1)
UB(x0,1)1(y)
≤ CUB(x0,3/4)1(x)
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and
∫
B(x0,1/2)c
f(z)
|z − x0|d+αdz
≤
∫
B(x0,7/8)c
f(z)
|z − x0|d+αdz + C supy∈B(x0,7/8)
f(y)
≤ C
∫
B(x0,7/8)c
f(z)
|z − x0|d+αdz,
where the last inequality comes from the previous lemma. Thus we complete our proof for
r = 1. Now we are going to prove these estimates for arbitrary r > 0 using the scaling
property: (Xt, Px)
d
= (rXr−αt, Px/r). For any open set U we have
τ
rXr−αt
U = inf{t > 0 : rXr−αt 6∈ U} = rα inf{r−αt > 0 : Xr−αt 6∈ r−1U}
= rα inf{s > 0 : Xs 6∈ r−1U} = rατr−1U .
By this we get
f(x) = Ex[eV (τB(x0,r))f(XτB(x0,r))] = Ey
[
exp
(
−
∫ rατB(x0,r)
0
V (rXr−αs)ds
)
f(rXτB(y0,1))
]
,
where y0 = r
−1x0 and y = r−1x. A change of variable yields that for y ∈ B(y0, 1),
fr(y) = Ey
[
exp
(
−
∫ τB(y0,1)
0
rαV (rXs)ds
)
f(rXτB(y0,1))
]
= Ey[eVr(τB(y0,1))fr(XτB(y0,1))],
where fr(z) = f(rz) and Vr(z) = r
αV (rz). Applying our result of r = 1 for a potential Vr,
a function fr and B(y0, 1), we have that for y ∈ B(y0, 1/2)
fr(y)  CEy
[ ∫ τB(y0,1)
0
exp
(
−
∫ t
0
Vr(Xs)ds
)
dt
] ∫
B(y0,1/2)c
fr(z)
|z − y0|d+αdz.
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Again a change of variable gives that
∫
B(y0,1/2)c
fr(z)
|z − y0|d+αdz = r
α
∫
B(ry0,r/2)c
f(z)
|z − ry0|d+αdz,
and
∫ τB(y0,1)
0
exp
(
−
∫ t
0
Vr(Xs)ds
)
dt =
∫ τB(y0,1)
0
exp
(
−
∫ rαt
0
V (rXr−αs)ds
)
dt
= r−α
∫ rατr−1B(ry0,r)
0
exp
(
−
∫ t
0
V (rXr−αs)ds
)
dt.
Furthermore,
Ey
[ ∫ τB(y0,1)
0
exp
(
−
∫ t
0
Vr(Xs)ds
)
dt
]
= r−αEy
[ ∫ rατr−1B(ry0,r)
0
exp
(
−
∫ t
0
V (rXr−αs)ds
)
dt
]
= r−αEry
[ ∫ τB(ry0,r)
0
exp
(
−
∫ t
0
V (Xs)ds
)]
.
Since x = ry and x0 = ry0, we conclude that
f(x)  CEx
[ ∫ τB(x0,r)
0
exp
(
−
∫ t
0
V (Xs)ds
)
dt
] ∫
B(x0,r/2)c
f(y)
|x0 − y|d+αdy,
with the same constant C.
The next corollary will play an important role in our proof of intrinsic ultracontractivity
(see Corollary 5 in [8]).
Corollary 4.2.1 Let V ∈ L∞loc, V ≥ 0. Assume that there is R > 0 such that V (x) ≥ 1 for
|x| ≥ R. Then there exists a constant C such that for all r > 0, x ∈ Rd, |x0| − r ≥ R and
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nonnegative (X, V )-regular harmonic function f on B(x0, r), we have that for x ∈ B(x0, r/2),
f(x) ≤ C
∫
B(x0,r/2)c
f(y)
|y − x0|d+αdy.
Proof By the assumption in this corollary, we have V ≥ 1 on B(x0, r). Therefore the desired
inequality comes from our last theorem and a simple fact that
Ex
[ ∫ τB(x0,r)
0
exp
(
−
∫ t
0
V (Xs)ds
)
dt
]
≤ Ex
[ ∫ τB(x0,r)
0
e−tds
)
dt
]
≤
∫ ∞
0
e−tdt = 1.
Lemma 4.2.5 Let V ∈ L∞loc, V ≥ 0. For each fixed t > 0 the function Tt1(x) is V -
superharmonic in every open set D ⊂ Rd.
Proof For any open subset U such that U ⊂ D, we have that for x ∈ U ,
Tt1(x) = Ex[eV (t)] ≥ Ex[τU <∞; eV (t+ τU)]
= Ex
[
τU <∞; eV (τU)e−
∫ t+τU
τU
V (Xs)ds
]
= Ex
[
τU <∞; eV (τU)EXτU [eV (t)]
]
= Ex
[
τU <∞; eV (τU)Tt1(XτU )
]
.
4.3 Intrinsic Ultracontractivity
As before, let −A and −Â be the infinitesimal generators of {T b,qt } and {T̂ b,qt } on L2(Rd),
respectively. It follows from Jentzsch’s Theorem (Theorem V.6.6 on page 337 in [21]) ) and
the strong continuity of {T b,qt } and {T̂ b,qt } that the common value λ0 = sup Re(σ(A)) = sup
Re(σ(Â)) > 0 is an eigenvalue of multiplicity 1 for both A and Â, and that there is a positive
eigenfunction ϕ0 of A associated to λ0 with ||ϕ0||L2(Rd,ξ) = 1 and a positive eigenfunction ψ0
of Â associated to λ0 with ||ψ0||L2(Rd,ξ) = 1.
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Lemma 4.3.1 For any t > 0 and x ∈ Rd, we have that lim
R→∞
P̂ x(τB(x,R) < t) = 0 and
lim
R→∞
P̂ x(τB(x,R) < t) = 0.
Proof We only prove the statement for the dual process X̂t. The same proof goes for Xt
apparently. By Proposition 6.2 [23], we know that P̂x
(
sup
0≤s≤t
|X̂s − X̂0| > 1
) ≤ Ct for some
constant c. By the scaling property, we get
P̂x(τB(x,R) < t) ≤ P̂x
(
sup
0≤s≤t
|X̂s − X̂0| > R
)
= P̂ x
R
(|RX̂R−αt −RX̂0| > R)
= P̂ x
R
(|X̂R−αt − X̂0| > 1) ≤ Ct
Rα
.
Thus we complete our proof.
Lemma 4.3.2 Let u(t, x, y) be the kernel of Tt. Then u(t, x, y) is continuous on Rd × Rd
and strictly positive.
Proof The proof is standard and omitted.
Lemma 4.3.3 ϕ0(x) and ψ0(x) are continuous.
Proof By definition, we have
ϕ0(x) = e
−λ0
∫
Rd
u(1, x, y)ϕ0(y)dy, (4.8)
almost everywhere on Rd. Since u(1, x, y) is continuous and ϕ0 is bounded, the dominated
convergence theorem yields the continuity of the right hand side of the above equation. Sim-
ilarly, e−λ0
∫
Rd u(1, y, x)ψ0(y)dy is continuous. Thus ϕ0 and ψ0 have continuous versions and
(4.8) is true for all x ∈ Rd.
Theorem 4.3.1 Let V ∈ L∞loc, V ≥ 0 and V (x) → ∞ as |x| → ∞. Then there exist
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constants C
(1)
V and C
(2)
V such that for all x ∈ Rd and D = B(x, 1)
C
(1)
V UD1(x)
(1 + |x|)d+α ≤ ϕ0(x) ≤
C
(2)
V UD1(x)
(1 + |x|)d+α ,
and
C
(1)
V ÛD1(x)
(1 + |x|)d+α ≤ ψ0(x) ≤
C
(2)
V ÛD1(x)
(1 + |x|)d+α .
Furthermore, the inequalities still hold if we replace UD1(x) or ÛD1(x) with
∫
Rd u(x, y)dy or∫
Rd u(x, y)dx.
Proof We only prove for ϕ0(x) and the same argument apply to ψ0(x) as well. We first look
at the upper bound. Recall that for any open set D ⊂ Rd and x ∈ D,
ϕ0(x) = λ0UDϕ0(x) + Ex[eV (τD)ϕ0(XτD)].
For |x| > 3 and D = B(x, 1), we have
ϕ0(x) ≤ ||ϕ0||∞(λ0UD1(x) + Ex[eV (τD)]) ≤ CVUD1(x)(1 + |x|)−d−α.
Now assume that |x| > 3, r = |x|/2 and D = B(x, 1). We have that
ϕ0(x) = ϕ0
∫
D
uD(x, y)ϕ0(y)dy + Ex[XτD ∈ Dc ∩B(x, r); eV (τD)ϕ0(XτD)]
+ Ex[XτD ∈ B(x, r)c; eV (τD)ϕ0(XτD)]
≤ λ0UD1(x) sup
y∈B(x,r)
ϕ0(y) + Ex[eV (τD)] sup
y∈B(x,r)
ϕ0(y)
+ C
∫
D
uD(x, y)
∫
B(x,r)c
ϕ0(z)
|z − y|d+αdzdy
≤ CVUD1(x)
(
sup
y∈B(x,r)
ϕ0(y) +
∫
B(x,r)c
ϕ0(z)
|z − x|d+αdz
)
.
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Applying Lemma 4.2.1 to ϕ0, we get the upper bound ϕ0(x) ≤ CVUD1(x)|x|−d−α for |x| ≥ 3.
Next we are going to derive the lower bound. When |x| is bounded, the estimate is trivial.
For |x| ≤ 2 and D = B(x, 1), we have
ϕ0(x) ≥ λ0UD1(x) inf
y∈B(0,3)
ϕ0(y) ≥ CVUD1(x)
(1 + |x|)d+α .
Now suppose |x| > 2 and D = B(x, 1). We have that
ϕ0(x) ≥ Ex[eV (τD)ϕ0(XτD)] ≥ C
∫
D
uD(x, y)
∫
Dc
ϕ0(z)
|z − y|d+αdzdy
≥ C
∫
D
uD(x, y)
∫
B(0,1)
ϕ0(z)
|z − y|d+αdzdy ≥
CVUD1(x)
|x|d+α .
To prove above estimates with UD1(x) replaced by
∫
Rd u(x, y)dy, it suffices to show that
UD1(x)  C
∫
Rd u(x, y)dy for some constant C. Obviously, UD1(x) ≤
∫
Rd u(x, y)dy. In the
other direction, recall that U1(x) = UD1(x) + Ex[eV (τD)U1(XτD)], ||U1(x)||∞ < ∞ and
Lemma 4.2.2, we obtain that
∫
Rd u(x, y)dy ≤ CVUD1(x).
Theorem 4.3.2 (Theorem 2 in [8]) Let V ∈ L∞loc, V ≥ 0 and V (x) → ∞ as |x| → ∞.
The following conditions are equivalent:
(i) {Tt, t ≥ 0} is intrinsic ultracontractive.
(ii) For each t > 0, there exists a constant Ct such that for all x, y ∈ Rd,
u(t, x, y) ≤ Ct(1 + |x|)−d−α(1 + |y|)−d−α.
(iii) For any t > 0 there is a constant Ct such that for all r > 0 and x ∈ B(0, r)c we have
Ex[t < τB(0,r)c ; eV (t)] ≤ Ct(1 + r)−d−α,
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and
Êx[t < τB(0,r)c ; eV (t)] ≤ Ct(1 + r)−d−α.
(iv) For any t > 0, there exists a constant Ct such that for all x ∈ Rd we have
Tt1(x) ≤ Ct(1 + |x|)−d−α,
and
T̂t1(x) ≤ Ct(1 + |x|)−d−α.
Proof (i) =⇒ (ii) immediately by definition and Theorem 4.3.1.
(ii) =⇒ (iii): We only prove for the dual process. For x ∈ B(0, r)c,
Êx[t < τB(0,r)c ; eV (t)] ≤ Ex[X̂t ∈ B(0, r)c; eV (t)]
=
∫
B(0,r)c
u(t, y, x)dy
≤
∫
B(0,r)c
Ct(1 + |x|)−d−α(1 + |y|)−d−αdy
≤ Ct(1 + |x|)−d−α ≤ Ct(1 + r)−d−α.
(iii) =⇒ (iv): As before, we only look at the dual process. Let R > 1 be large enough such
that V (x) ≥ 1 on B(0, R)c. Let |x| > 2R and put r = |x|/2 and D = B(x, r). Then we have
T̂t1(x) = Êx[t/2 < τD; eV (t)] + Êx[t/2 ≥ τD; eV (t)]
≤ Êx[t/2 < τB(0,r)c ; eV (t/2)] + Êx
[
eV (τD)EX̂τD
[eV (t/2)]
]
≤ Ct(1 + |x|)−d−α + Êx[eV (τD)Tt/21(X̂τD)].
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So we only need to estimate the last term. Define
f(y) =

Êy[eV (τD)T̂t/21(X̂τD)], for y ∈ D,
T̂t/21(y), for y ∈ Dc.
Clearly, f is (X̂, V )-regular harmonic on D. So Corollary 4.2.1 and Lemma 4.2.5 give that
f(z) ≤ C
∫
B(x,r/2)c
f(y)dy
|y − x|d+α ≤ C
∫
B(x,r/2)c
T̂t/21(y)
|y − x|d+αdy, z ∈ B(x, r/2).
Consequently, we have
T̂t1(x) ≤ Ct(1 + |x|)−d−α + C
∫
B(x,r/2)c
T̂t/21(y)
|y − x|d+αdy. (4.9)
We can suppose for some γ ≥ 0, γ 6= d, T̂t1(x) ≤ Cγ,t(1 + |x|)−γ for all x ∈ Rd, t > 0, since
it holds at least for γ = 0. Again by (4.2) we have
T̂t1(x) ≤ Ct(1 + |x|)−d−α + Cγ,t
∫
B(x,r/2)c
dy
(1 + |y|)γ|y − x|d+α ≤ Cγ,t(1 + |x|)
−γ′ , (4.10)
for γ′ = min(γ + α, d + α) and |x| ≥ 2R. For |x| ≤ 2R, it is trivial that T̂t1(x) ≤ Cγ,t(1 +
|x|)−γ′ . Now we can repeat the argument following (4.9) with γ replaced by a new larger γ′.
As we did in the proof of Lemma 4.2.1, we can improve the degree of our estimate and after
finite steps, arriving at
T̂t1(x) ≤ Ct(1 + |x|)−d−α, x ∈ Rd.
(iv) =⇒ (i): Since
u(t, x, y) =
∫
Rd
∫
Rd
u(t/3, x, z)u(t/3, z, v)u(t/3, v, y)dvdz ≤ CtTt/31(x)T̂t/31(y),
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we only need to show that Tt1(x) ≤ Ctϕ0(x) and T̂t1(y) ≤ Ctψ0(x) for x ∈ Rd, t > 0. As
before, we only give the proof for the latter one. Since V is locally bounded by assumption,
T̂t1(y) ≤ Ctψ0(x) is trivial when |x| is bounded by Theorem 4.3.1. Now we suppose |x| > 3.
Let D = B(x, 1) and r = |x|/2. We have
T̂t1(x) = Êx[t/2 < τD; eV (t)] + Êx[t/2 ≥ τD; eV (t)].
The first term is bounded by
Êx[t/2 < τD; eV (t/2)] = Êx
[
t/4 < τD; eV (t/4)ÊX̂(t/4)[t/4 < τD; eV (t/4)]
]
≤ Êx[t/4 < τD; eV (t/4)] sup
y∈D
T̂t/41(y)
≤ CtÊx[t/4 < τD; eV (t/4)](1 + |x|)−d−α.
Furthermore,
Êx[t/4 < τD; eV (t/4)] ≤ 4
t
Êx
[
t/4 < τD;
∫ t/4
0
exp(−
∫ s
0
X̂vdv)ds
]
≤ Êx
[ ∫ τD
0
exp
(− ∫ t
0
V (X̂s)ds
)]
= ÛD1(x).
Therefore we get
Êx[t/2 < τD; eV (t)] ≤ CtUD1(x)(1 + |x|)−d−α.
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For the second term, we have
Êx[t/2 ≥ τD; eV (t)] ≤ Êx
[
eV (τD)ÊX̂τD
[eV (t/2)]
]
= Êx
[
X̂τD ∈ B(x, r); eV (τD)ÊX̂τD [eV (t/2)]
]
+ Êx
[
X̂τD ∈ B(x, r)c; eV (τD)ÊX̂τD [eV (t/2)]
]
≤ Êx[eV (τD)] sup
y∈B(x,r)
T̂t/21(y) + C
∫
D
uD(x, y)
∫
B(x,r)c
T̂t/21(z)
|z − x|d+αdzdy
≤ CtUD1(x)(1 + |x|)d+α + CtUD1(x)
∫
B(x,r)c
dz
(1 + |z|)d+α|z − x|d+α
≤ CtUD1(x)(1 + |x|)−d−α.
In conclusion, we get T̂t1(x) ≤ CtUD1(x)(1 + |x|)−d−α for x ∈ Rd. Combining with Theorem
4.3.1, we obtain that T̂t1(x) ≤ Ctψ0(x).
Thus we complete our proof.
Theorem 4.3.3 Let V ∈ L∞loc, V ≥ 0 and V (x) → ∞ as |x| → ∞. If lim|x|→∞V (x)/ log |x| →
∞, then {Tt, t ≥ 0} is intrinsic ultracontractive. On the other hand, if {Tt} is intrinsic
ultracontractive, then for any r ∈ (0, 1], we have lim
x→∞
supy∈B(x,r) V (y)
log |x| =∞.
Proof If lim
|x|→∞
V (x)/ log |x| → ∞, we have that
Ex[t < τB(0,r)c ; eV (t)] ≤ e−λ(r)t, x ∈ B(0, r)c, r > 0,
where λ(r) = infy∈B(0,r)c V (y). By our assumption, there is R > 0 such that for r ≥ R, we
have λ(r) > d+α
t
log(1 + r), i.e. e−λ(r)t ≤ C(1 + r)−d−α. Thus by Theorem 4.3.2, {Tt, t ≥ 0}
is intrinsic ultracontractive.
In the other direction, now suppose {Tt, t ≥ 0} is intrinsic ultracontractive. Let |x| > 3 and
put D = B(x, r) for an arbitrary r ∈ (0, 1]. By Theorem 4.3.2 (iii), we have that
Px(t < τD)e
− supy∈D V (y)t ≤ Ex[t < τD; eV (t)] ≤ Ex[t < τB(0,|x|/2)c ; eV (t)] ≤ Ct(1 + r)−d−α.
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Thus for t ∈ (0, 1], |x| > 3,
P0(1 < τB(0,r))e
− supy∈D V (y)t ≤ Ct|x|d+α .
Consequently,
e− supy∈D V (y)t ≤ Ct|x|d+α ,
and
supy∈D V (y)
log |x| ≥
α + d
t
− Ct
t log |x| .
Therefore
lim inf
|x|→∞
supy∈B(x,r) V (y)
log |x| >
α + d
t
, t ∈ (0, 1].
In other words,
lim
x→∞
supy∈B(x,r) V (y)
log |x| =∞.
The next two results are simply counterparts of Theorem 3.3.4 and Corollary 3.3.1 in the
last chapter. The proof are exactly the same.
Theorem 4.3.4 Let V ∈ L∞loc, V ≥ 0 and V (x)→∞ as |x| → ∞. Let x ∈ Rd and MV,x ≥ 1
be the constant such that
M−1V,x(1 + V (x)) ≤ V (y) ≤MV,x(1 + V (x)), y ∈ B(x, 1).
Then we have
C
(1)
V,x
(1 + V (x))(1 + |x|)d+α ≤ φ0(x) ≤
C
(2)
V,x
(1 + V (x))(1 + |x|)d+α ,
for some constant C
(1)
V,x, C
(2)
V,x. The constants may be different for ϕ0 and ψ0.
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If we further assume that the potential V is comparable on unit balls with a uniform con-
stant, then C
(1)
V,x, C
(2)
V,x in last theorem can be independent of x.
Corollary 4.3.1 Let V ∈ L∞loc, V ≥ 0 and V (x)→∞ as |x| → ∞. Suppose there is R > 0
and MV ≥ 1 such that for all x ∈ Rd with |x| > R we have
M−1V (1 + V (x)) ≤ V (x) ≤MV (1 + V (x)), y ∈ B(x, 1).
Then for all x ∈ Rd we have
C
(3)
V
(1 + V (x))(1 + |x|)d+α ≤ φ0(x) ≤
C
(4)
V
(1 + V (x))(1 + |x|)d+α .
In this case, both ϕ0 and ψ0(x) share the same constants.
4.4 Intrinsic Supercontractivity
The results for intrinsic supercontractivity are exactly the same as in last chapter. For
completeness, we just list the results without proofs.
Theorem 4.4.1 (sufficient conditions) (1) If there exist constants C > 0 and R > 0 such
that for all |x| > R,
V (x)
(d+ α) log |x| > C,
then for all p ∈ (2,∞), the semigroups {Tt, t ≥ 0}, {T̂t, t ≥ 0} are (t0, Lp)-AGSD with
t0 = 4/C.
(2) If
lim
|x|→∞
V (x)
log |x| =∞,
then for all p ∈ (2,∞) the semigroups {Tt, t ≥ 0}, {T̂t, t ≥ 0} are Lp-GSD.
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Theorem 4.4.2 (necessary conditions) (1) If the non-symmetric semigroups {Tt, t ≥ 0}, {T̂t, t ≥
0} are intrinsic hypercontractive, then for any p ∈ (3,∞) and r ∈ (0, 1), there exist tp > 0
and R > 0 such that for all |x| > R, we have
V ∗r (x)
(d+ α) log |x| ≥
p− 3
ptp
.
(2) If the non-symmetric semigroups {Tt, t ≥ 0}, {T̂t, t ≥ 0} are intrinsic supercontractive,
then for any r ∈ (0, 1), we have
lim
|x|→∞
V ∗r (x)
log |x| =∞.
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Appendix A
Definition A.1 Let B be a real (or complex) Banach space equipped with norm || · ||. L
is a linear operator on B with its domain D(L), a linear subspace of B. L is called closed
if fn ∈ D(L), fn → f and Lfn → g imply f ∈ D(L) and Lf = g, i.e., if the graph of L,
{(f,Lf) : f ∈ D(L)}, is a closed set in B ×B. A linear operator L2 is called an extension
of a linear operator L1 if D(L1) ⊂ D(L2) and they agree on D(L1). A linear operator L
is called closable if it has a closed extension. If a linear operator L is closable, then the
smallest closed extension (closure) L¯ exists. A linear subspace D0 of B is called a core of a
closed operator L if D0 ⊂ D(L) and the closure of L|D0 is L.
Definition A.2 Let (X ,Σ) be a measurable space. X is locally compact and Hausdorff
and Σ contains all open sets. A measure µ is called inner regular if for any A ∈ Σ,
µ(A) = sup{µ(K) : K ⊂ A,K is compact};
µ is called outer regular if for any any A ∈ Σ,
µ(A) = inf{µ(U) : A ⊂ U,U is open}.
µ is called regular if it is both inner and outer regular.
Definition A.3 A Feller semigroup {Tt, t ≥ 0} is a collection of positive linear maps map-
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ping C0(Rd) to itself and
1. ||Ttf || ≤ ||f || for f ∈ C0(Rd) (contractive);
2. limt→0 ||Ttf − f || = 0 for f ∈ C0(Rd) (strongly continuous).
Definition A.4 Let X be a stochastic process on Rd and D ⊂ Rd be an open set. A point
z is called a regular boundary point of D if and only if z ∈ ∂D and Pz(τD = 0) = 1. D is
said to be regular if any point in ∂D is regular.
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