Daily rhythms in mammals are controlled by the circadian system, which is a collection of biological clocks regulated by a central pacemaker within the suprachiasmatic nucleus (SCN) of the anterior hypothalamus. Changes in SCN function have pronounced consequences for behaviour and physiology; however, few studies have examined whether individual differences in circadian behaviour reflect changes in SCN function. Here, PERIOD2::LUCIFERASE mice were exposed to a behavioural assay to characterize individual differences in baseline entrainment, rate of re-entrainment and free-running rhythms. SCN slices were then collected for ex vivo bioluminescence imaging to gain insight into how the properties of the SCN clock influence individual differences in behavioural rhythms. First, individual differences in the timing of locomotor activity rhythms were positively correlated with the timing of SCN rhythms. Second, slower adjustment during simulated jetlag was associated with a larger degree of phase heterogeneity among SCN neurons. Collectively, these findings highlight the role of the SCN network in determining individual differences in circadian behaviour. Furthermore, these results reveal novel ways that the network organization of the SCN influences plasticity at the behavioural level, and lend insight into potential interventions designed to modulate the rate of resynchronization during transmeridian travel and shift work.
Introduction
Inter-individual variability in behavioural, physiological and cellular processes affects normal function, disease susceptibility and response to medical treatments. Thus, understanding the causes and consequences of biological variability is important. Progress has been made in describing mechanisms that produce genetic variability [1] [2] [3] , and analyses of genetic variation have provided insight into the regulation of complex traits and disease risk [4] [5] [6] . However, questions remain concerning how individual differences in behaviour reflect altered neural and physiological function, and to what extent non-genetic mechanisms affect individual differences in such traits. Top-down analyses that investigate neural function by identifying and exploiting natural variation at the phenotypic level have great potential to increase the understanding of individual differences in brain function during both diseased and non-disease states [7] .
One of the best characterized brain-behaviour relationships is the control of daily rhythms in mammalian behaviour and physiology [8] . Daily rhythms in mammals are programmed by a central circadian pacemaker located within the suprachiasmatic nucleus (SCN) of the anterior hypothalamus [9] . The SCN is a heterogeneous population of neural oscillators that displays robust rhythms in metabolism, electrical activity and gene expression [10] . Light and other environmental signals synchronize the SCN to the 24 h day, and the SCN in turn synchronizes downstream oscillators through neural and humoral outputs [11] . At the molecular level, transcription, translation and post-translational interactions of 'clock' genes and their protein products generate an approximately 24 h cycle in cellular activity [12] . Thus, circadian rhythmicity is influenced by complex processes operating at multiple levels of organization, from the gene to the whole system. Among humans and outbred animal species, there is considerable inter-individual variation in circadian behaviour and the biological basis of this variability is of great interest. For example, people display marked differences in chronotype (e.g. morning larks versus night owls) [13] , and this trait is associated with clock gene polymorphisms [14, 15] . Chronotype can contribute to variability in a number of other circadian behaviours, including the ability to adjust to transmeridian travel and shift work [16, 17] . Understanding the basis of individual differences in circadian behaviour is of interest as this source of variability can influence physical and mental health [18 -20] .
While it is clear that the SCN is vital for circadian control of behaviour, it is unclear to what degree inter-individual variability in circadian behaviour reflects individual differences in SCN function. To address this issue in the absence of genetic influences, we phenotyped inbred mice for individual differences in circadian behaviour and then used ex vivo real-time bioluminescence imaging of SCN function. Our results suggest that the network organization of the SCN influences behavioural plasticity and highlight this property as a potential target for interventions designed to modulate resynchronization during transmeridian travel and shift work.
Material and methods (a) Experimental procedures (i) Breeding and initial husbandry conditions
Homozygous PERIOD2::LUCIFERASE (PER2::LUC) knock-in mice [21] , backcrossed at least 12 generations to C57Bl/6, were bred and raised under a 24 h light : dark cycle (12 L : 12 D) (lights-off: 1800EST, defined as Zeitgber Time 12, ZT12). Throughout life, ambient temperature was maintained at 22 + 28C, and mice had ad libitum access to water and food.
(ii) Behavioural assay in vivo (figure 1a,b) Male PER2::LUC mice (n ¼ 28, 52 -55 weeks old) were transferred to individual wheel-running cages. Average photophase luminance was 743 + 146 lux. Mice were maintained under 12 L : 12 D for three weeks before an eastward transmeridian trip was simulated through an abrupt 6 h advance of the scotophase, which is more disruptive compared with a westward shift [22, 23] . Four weeks later, mice were transferred to constant darkness (DD) for three weeks. Lastly, mice were re-entrained to 12 L : 12 D for at least three weeks to re-establish stable entrainment before SCN were collected for ex vivo bioluminescence imaging.
(iii) Bioluminescence imaging in vitro (figure 1c-e) SCN slices were collected and imaged as in [24] . Briefly, mice were sacrificed at ZT7 -10, which does not reset the SCN [25, 26] . Brains were sectioned in the coronal plane and three consecutive slices (150 mm) were retained from the rostral, middle and caudal portions of the SCN (figure 1c). Each slice was trimmed near the edges of the SCN and cultured with air-buffered medium containing 0.1 mM beetle luciferin (Gold Biotechnologies). SCN slices were imaged using a Stanford Photonics XR Mega 10Z cooled intensified charge-couple device camera.
(iv) Immunohistochemistry (figure 1f )
After imaging, SCN slices were analysed for arginine vasopressin (AVP) and vasoactive intestinal polypeptide (VIP) expression as in [24] . Briefly, slices were treated with colchicine-treated medium (25 mg ml 21 ), fixed with 4% paraformaldehyde, and then cyprotected. Free-floating slices were rinsed in phosphate buffer solution (PBS), and then incubated in primary antibodies (anti-AVP, 1 : 1 K; anti-VIP, 1 : 500) for 48 h at 48C. Slices were rinsed in PBS before 2 h incubation in secondary antibodies (1 : 200) . Confocal stacks were obtained using a Olympus FLUO-VIEW confocal laser scanning system. AVP-immunoreactive (-ir) and VIP-ir cells were counted with IMAGEJ software. Wheel-running rhythms were monitored and analysed with the Clocklab system (Actimetrics, Evanston, IL, USA). Activity onset, offset, duration, midpoint and total wheel revolutions were determined (figure 1a). After the 6 h advance of the lightdark (LD) cycle (figure 1a), the number of days to resynchronize was defined for each mouse as the number of days required to shift activity midpoint by 6 h, as in [27] . Re-entrainment was also calculated using activity onset, which correlated with results using activity midpoint (r ¼ 0.79, p , 0.0001). Free-running period under DD was measured by the slope of a regression line fitted to 16 consecutive activity onsets, excluding the first 4 days after release into DD to allow for transient cycles (figure 1a). For behavioural parameters with significant variability across mice, we used the lower and upper quartile to classify mice into discrete phenotypic groups.
(ii) Criteria for slice inclusion As in [24] , consistency in slice position was assessed using a metric based on the bioluminescence profile of each slice (figure 1c). For each slice, bioluminescence was summed over the first cycle in vitro, from which the width/height ratio of the bioluminescence profile was calculated ( figure 1g ). In addition, slice sets were screened based on AVP and VIP expression ( figure 1f-g ). Three slice sets were discarded owing to morphological deviation. A technical malfunction during data collection prevented inclusion of two slice sets. The remaining slice sets (n ¼ 23) were similar in bioluminescence profile and neuropeptide content. Importantly, the bioluminescence profile and neuropeptide content did not correlate with individual differences in rhythmic parameters measured in vivo or in vitro ( p . 0.2 in all cases).
(iii) MATLAB-based computational analyses
As described previously [24, 28] , rhythmic parameters of PER2::LUC expression were calculated for each slice and for cell-like regions of interest (ROI) within each slice using MATLAB-based scripts. Individual phase maps (figure 1d ) were generated for each 12 pixel diameter ROI judged to exhibit a significant circadian rhythm. For composite phase maps, a representative slice set was selected to which other slice sets were aligned. To locate and extract data from cell-like ROIs, an iterative process was employed after background and local noise subtraction (figure 1e), as in [24, 28] .
(iv) Statistical analyses
Statistical analyses were performed with JMP software. Pearson's r correlation was used to test the relationship between behavioural phenotype and SCN function. Subsequent tests were performed using one-way ANOVA or full-factorial ANOVA (behaviour group, SCN region, group Â region interaction). S1 ). This indicates that individual differences in circadian behaviour were highly consistent across time even though mice were exposed to multiple environmental manipulations. This stability in entrainment measures supports the hypothesis that individual variability in circadian behaviour reflects intrinsic differences in circadian function. We detected individual differences in several rhythmic parameters at the behavioural level (electronic supplementary material, table S2), which were evaluated using a coefficient of variation threshold of more than or equal to 5%. First, mice displayed variation in the time of activity offset and activity duration (figure 2a,b; electronic supplementary material, table S2). These two measures were inter-related because activity onset did not vary between mice. Thus, a subset of mice displayed longer activity duration owing to a later activity offset, whereas other mice displayed shorter activity duration owing to an earlier activity offset. We also detected individual differences in the rate of re-entrainment (figure 2c,d; electronic supplementary material, table S2). In particular, a subset of mice displayed a large advance immediately after the shift in the LD cycle and thereafter re-entrained quickly (less than 6 days), whereas another group of mice displayed little to no change for the first several days after the shift and reentrained relatively slowly (more than 10 days). By contrast, circadian period did not vary appreciably (electronic supplementary material, table S2). Based on these results, we focused subsequent analyses largely on individual differences in the timing of activity offset, activity duration and the rate of re-entrainment.
Variability among mice did not reflect differences in environmental light levels or other circadian parameters. First, light intensity was not correlated with the timing of activity offset ( p ¼ 0.30) or the rate of re-entrainment ( p ¼ 0.89). Photophase light intensity did not differ between groups distinct in activity offset (one-way ANOVA, p ¼ 0.75) or rate of re-entrainment (one-way ANOVA, p ¼ 0.82). Further, rate of re-entrainment was not systematically related to other circadian parameters, including time of activity onset, activity offset, activity duration, free-running period or activity levels during the dark phase or light phase ( p . 0.2 in all cases).
We next assessed which measures of SCN function displayed the greatest variability. At the level of the field rhythm for the whole SCN slice, both the ZT peak time and the peak width on the first cycle in vitro varied between samples (electronic supplementary material, table S2). Similar to the low variability in circadian period at the behavioural level, the coefficient of variation for SCN period length was less than 5% (electronic supplementary material, table S2). At the level of SCN neurons, samples varied in the average ZT peak time on the first cycle in vitro, as well as the standard deviation of ZT peak time among SCN neurons on the first cycle in vitro (electronic supplementary material, table S2). By contrast, the coefficient of variation for average period and peak width of SCN neurons was less than 5% (electronic supplementary material, table S2). Based on these results, we focused subsequent analyses on individual differences in the ZT peak time and peak width for the SCN slices, as well as variability in the average and standard deviation of ZT peak time displayed by SCN neurons.
(b) Relationship between timing of behavioural rhythms and suprachiasmatic nucleus rhythms We further tested these relationships by comparing PER2::LUC rhythms across phenotypic groups (figure 2b). Mice with later times of activity offset displayed later peak times of PER2::LUC rhythms in each SCN slice (figure 3b; one-way ANOVA, p , 0.05). Similarly, longer activity duration was associated with later ZT peak times of PER2::LUC rhythms (data not shown). Further, mice with later times of behavioural activity offset displayed a shorter peak width of PER2::LUC rhythms in the rostral SCN slice and across slices (figure 3b; one-way ANOVA, p , 0.05), and again results were similar for activity duration (data not shown). Lastly, ZT peak time of SCN neurons differed among phenotypic groups, with later times of activity offset associated with later ZT peak times of SCN neurons in each slice (figure 4a; one-way ANOVA, p , 0.05).
(c) Relationship between the rate of re-entrainment and suprachiasmatic nucleus rhythms
Individual differences in the rate of re-entrainment were correlated with changes in the function of the SCN at the neuronal level rather than at the whole slice level (electronic supplementary material, Like results for timing of behavioural rhythms, the relationship between rate of re-entrainment and standard deviation in the peak time of SCN neurons was also detected across distinct behavioural groups (figure 4b).
Relative to mice with a fast rate of re-entrainment, mice with a slower rate of re-entrainment displayed a greater degree of phase heterogeneity among SCN neurons in the middle and caudal SCN slice, as well as across slices (figure 4b). In agreement with the results of a previous study [24] , composite maps generated using slices collected from all the mice confirm there are pronounced regional phase differences both across and within rostrocaudal SCN slices (figure 5a). As found in previous detailed analyses [24] , one of the most salient organizational features is a late-peaking node located within the rostral slice. Additionally, the middle SCN contained early-peaking regions within the dorsal-most and ventral-most regions and the caudal SCN appeared to be the most homogeneous in phase. Similar to analyses of SCN slices and all SCN neurons, phase analyses indicated that the time of activity offset was related to the timing of PER2::LUC expression ( figure 5b,c) . For nearly all SCN regions, mice with later times of activity offset showed later ZT peak times of PER2::LUC expression for SCN neurons in regions (full-factorial ANOVA, behaviour group: p , 0.0001, p , 0.02 and p , 0.0005 for rostral, middle and caudal SCN, respectively). Regional phase differences were evident within each slice (full-factorial ANOVA, SCN region: p , 0.05), but this did not interact with behaviour group (full-factorial ANOVA, behaviour Â region: p . 0.50). In fact, the only SCN region that did not differ among groups was the ventral region of the middle SCN (figure 5c).
Overall, similar phase maps were found for groups of mice that differed in the rate of re-entrainment, but there were subtle features that distinguished these two groups (figure 5d-f ). First, fast and slow re-entrainers appeared to differ in the late-peaking region of the rostral SCN, with this region appearing larger in mice with fast re-entrainment (figure 5d).
Furthermore, the phase of peak PER2::LUC expression in the ventral regions within the middle slice and dorsal regions of the caudal slice also appeared to differ based on rate of reentrainment, with slow re-entrainers displaying an earlier phase (figure 5d). Relative to slices from mice that entrained quickly, mice that re-entrained slowly displayed a significantly earlier average phase for SCN neurons within the ventral region of middle SCN (figure 5e). Further, mice that re-entrained slowly displayed more deviation in the phase of SCN neurons within the central region of the middle SCN (figure 5f ).
Discussion
Circadian rhythms are the product of a dynamic system of interacting genes and tissues. Here, we have used a topdown approach that exploits individual differences in circadian behaviour to gain insight into how the SCN regulates behavioural rhythms. We find a strong relationship between the peak time of SCN PER2::LUC expression and the timing of activity offset. We also find that individual differences in activity duration correspond to rhythmic parameters at the level of the whole slice, which suggests that the basis for this variability lies in the emergent properties of the network. Lastly, we find that the degree of SCN phase heterogeneity is associated with natural variation in the rate of reentrainment during simulated jetlag. Specifically, mice that re-entrained slowly were characterized by a wider distribution of phases among SCN neurons than mice that re-entrained faster. It remains possible that individual differences in circadian behaviour are also influenced by the function of other components of the circadian system (e.g. other clock genes, downstream oscillators). Nevertheless, this study indicates rspb.royalsocietypublishing.org Proc. R. Soc. B 282: 20150769 that behavioural plasticity is regulated by SCN network properties, which highlights this as a potential target for interventions designed to modulate circadian behaviour.
We found a robust relationship between the time of activity offset in vivo and the phase of SCN PER2::LUC expression in vitro, indicating that the entrained phase of the SCN relates to the timing of locomotor activity. While this result was expected, it represents, to our knowledge, the first direct evidence that individual differences in phase angle of entrainment are encoded by the SCN. Also, we found that individual variability in behavioural activity duration was related to properties evident at the population level, which is consistent with recent work investigating seasonal encoding within the SCN [29] [30] [31] [32] [33] [34] . Of note, previous research also indicates a strong link between behavioural period and SCN function [35, 36] , but we were unable to address this issue here because our mice did not display marked variability in behavioural period.
Our study adds to a growing body of research that suggests phase heterogeneity within the SCN affects the magnitude of photic responses. First, photic phase-resetting responses are attenuated by long-day photoperiods that cause phase dispersion among SCN neurons [37] [38] [39] . A complementary body of work likewise suggests that changes in SCN spatio-temporal organization can abolish photic resetting responses. Specifically, under 22 h light : dark cycles, rat locomotor rhythms dissociate into two components that are differentially controlled by the ventral SCN and the dorsal SCN [40, 41] . This protocol allows investigation of circadian responses to light when the SCN is in a dissociated versus coherent state. When the rhythms of these two SCN regions are in phase with one another, photic stimuli elicit phase shifts and physiological correlates of photic responses [40] .
When these two SCN compartments are out of phase, the transmission of photic input from the ventral to dorsal SCN is blocked and no behavioural response is elicited. Collectively, changes in photic resetting after exposure to seasonal and non-seasonal lighting conditions demonstrate that the capacity to respond to light is determined by the phase coherence among SCN neurons and the efficacy of regional communication. The current finding that greater SCN phase heterogeneity is associated with slower rate of re-entrainment may represent a less extreme form of this principle where phase coherence is reduced in some mice and re-entrainment takes several more cycles of exposure to the phase-resetting stimulus. Changes in phase coherence among SCN neurons may relate to decreased rate of re-entrainment in other contexts, like that typically observed with ageing [28] .
Our study highlights that the bases of individual differences in rate of re-entrainment may relate to the function of specific regions in the SCN network. We find that the relationship between phase coherence and resetting speed was the strongest for the middle SCN slice, which is of interest as this slice contains several types of light-responsive cells [42] [43] [44] [45] . Furthermore, the ventral and central regions of the middle SCN were those that differed most between fast and slow re-entrainers, with mice that re-entrained slowly displaying a ventral region with an earlier phase and a central region with more phase heterogeneity. That our analyses reveal an effect for these specific regions is of interest because the ventral region of the middle SCN contains VIP-ir cells (figure 1f ), which are important for the initial processing of photic input before propagation to the rest of the SCN network [46] [47] [48] . Likewise, the central region of the middle SCN has been proposed to act as a gate in the flow of information between the ventral SCN and other SCN regions [49] . Thus, the relative phase and the degree of heterogeneity within the ventral and central SCN probably modulate the processing of photic input and transmission to other SCN compartments. An important question concerns the functional role of regional phase differences in the SCN. Our work indicates that phase differences are a limiting factor in the response to photic manipulations. The fact that regional phase differences are a common feature of SCN organization could then be viewed as a barrier to the rapid adjustment to transmeridian travel and shift work. Under the ecological conditions experienced during evolution, the circadian system would not experience abrupt, large environmental changes, but rather gradual changes owing to seasonal variation. Because the environmental signals that synchronize the clock vary annually, the circadian system must be flexible enough to track the seasons and yet robust against minor perturbations produced by stochastic variation in light levels that can occur from day to day. As a mechanism that limits rapid resetting, SCN phase heterogeneity may be advantageous in that it provides both stability under static conditions and flexibility during environmental change. When viewed in this manner, the subgroup of fast re-entrainers described here may in fact be displaying the aberrant response. But further insight into the neural and genetic mechanisms that underlie this rapid response may be used to facilitate rapid resynchronization for travellers and shift workers.
Together with previous experiments investigating individual differences in circadian behaviour [50, 51] , this study demonstrates the use of top-down analyses of brain function. Individual differences in behavioural, physiological and cellular processes affect numerous aspects of biological function, and thus, understanding the bases of this variation remains important. Future studies investigating the underlying genetic, epigenetic and molecular mechanisms that produce inter-individual variability in SCN function may lend insight into ways to manipulate plasticity of the circadian system under a wide variety of conditions relevant to human health and well-being. Funding. This work was supported by NIH grant nos. U54NS060659, F32NS071935, and S21MD000101, the Georgia Research Alliance, and the NSF Center for Behavioral Neuroscience.
