Generally, Multiple Sequence Alignment (MSA) for proteins is used to understand the extant of sequence conservation, and to find the evolutionary, structural and functional relationship among the protein families. MSAs are also necessary for building character profiles, establishing phylogenetic relationship, designing primer in PCR experiments and predicting protein structures. Constructing a precise MSA for proteins is still a difficult task because the computational complexity grows very fast in proportion to the sequence length and the number of sequences. Furthermore, it is tough to create an objective function to assess the alignment quality
superpositions 5 . M-Coffee program is a meta-method that merges the output of various MSA programs into one single better alignment. It is an extension of the T-Coffee method which uses consistency approach to build an alignment 6 . Mafft tool uses a Fourier
Transform to determine the homologous position in which an amino acid's volume and polarity are taken into account 7 . However, the Muscle method of sequence alignment is based on iterative progressive alignment algorithm. It uses the traditional sum of pairs score as the alignment quality 8 . ProbCons method is a progressive protein multiple alignment algorithm that uses probabilistic consistency information in constructing the alignment 9 .
The manually constructed protein structural alignments are needed as benchmarks to compare the effectiveness of various MSA tools. The Balibase 3.0 benchmark alignment database is an assembly of 386 structural protein alignments which are manually verified alignments 10 . This benchmark is categorized into five different groups. The first group is made of phylogenetically equidistant members of similar length. The second group contains up to three orphan sequences with close relatives. The third group contains distantly related sequences, while the fourth and fifth groups involve long terminal and internal insertion respectively. The basic purpose of a benchmark is to provide a set of tests to compare the efficiencies of alternative computational tools. So, the idea behind this benchmarking is that the average best performing software package will be able to find the best alignment of the uncharacterized protein sequences.
In this model, we use the sequence alignment outputs of two programs, namely, ProbCons and MCoffee as the initial alignments. Then a stochastic algorithm with suitable mutation and selection operators is used to get a better alignment. The stochastic algorithm is a search algorithm that imitates the processes in natural evolutionary systems. It is modeled on the principles of evolution via natural selection, employing a population of individuals (multiple alignments) that undergo selection in the presence of variation inducing mutation operator. It is variously called as genetic algorithm, evolutionary computation and so on. Holland first introduced this type of algorithm and later it has been applied to many problems in science and engineering systems in finding optimal or near optimal solutions 11 . Genetic algorithm technique has been successfully implemented in various multiple sequence alignment problems [12] [13] [14] . Genetic algorithm as a sequence alignment optimizer has been successfully applied by taking ClustalW as the initial seeding alignment 15 .
In this model, a better protein alignment solution is allowed to evolve over many generations, starting from a set of population of alignments. The idea is to obtain the most The alignment quality of each bioinformatics tool is determined by measuring:
Quality (Q) and Total Column (TC) scores. Q is the number of correctly aligned residue pairs between test alignment and reference alignment divided by the total number of aligned residue pairs in the reference alignment. TC is the number of correctly aligned columns between test alignment and reference alignment divided by the total number of columns in the reference alignment. In general, TC score is lower than the Q score.
However, the TC score provides a more important measure to evaluate the efficiency of a sequence alignment as far as the conserved blocks are concerned. So we are using TC score to find the best alignment for the purpose of analysis. Then the corresponding Q for that alignment is determined. TC and the Q scores are calculated using software QSCORE.
In order to compare the performance of various MSA programs with the PASA method, we conduct the Friedman rank test. This is basically a non-parametric test. It makes no assumption about the distribution of alignment scores across different pairs of MSA programs. Here, instead of using alignment score directly, the ranking of the score across the pairs of programs is used for finding the efficiency of a MSA method. The higher the alignment score of an alignment program, the better is its rank. Then the ranksum is calculated as the sum of ranks for a given MSA program. The concept of null hypothesis is used to compare the efficiencies of two MSA programs in terms of TC and Q values. Null hypothesis assumes that a pair of programs is equally likely to be good. The ranksum is further used to calculate the P-value which measures a probability factor for rejecting the null hypothesis. If the P-value is very small (say, 0.05), the above null hypothesis is rejected. Furthermore, the higher the ranksum, the better is the program. The results on Balibase benchmark alignment database are shown in Table 1 -2. PASA achieves improvements of 0.7% over the MCoffee, 1.2% over the ProbCons, 14% over the ClustalW, and 9.28% over the Mafft in terms of Q scores on Balibase 3 benchmark, as shown in Table 1 . PASA has enhancements of 3.6% over MCoffee, 7% over ProbCons, 28% over ClustalW, 24% over Mafft, 14% over Muscle and 24% over TCoffee in terms of TC scores measured on Balibase 3 as shown in Table 1 . The statistically significant differences in the overall TC and Q scores are shown in Table 2 .
It is shown that PASA tool is able to improve sequence alignment by 3%-26% in terms of TC scores measured on the Balibase benchmark 3 protein dataset.
It requires delicate analysis of the stochastic algorithm to obtain the best alignment. A number of operators, such as block insertion, block shifting, block searching in terms of the gaps and different types of block crossover and point crossover have been tried. Most of those operators have improved the sum of pair scores but in terms Q and TC scores, they have failed. In our model we are not using point and other type of crossovers as they are found to be disrupting for the alignment. It has been reported that structural alignment programs produce outputs where 11% -19% of the core residues are misaligned 16 . Majority of the benchmark alignments are obtained by using the structural alignment programs. So there is a concern over the effectiveness of the benchmark alignments. In that case, we suspect that our PASA alignment program will provide better alignment accuracy.
This type of analysis can be extended to RNA alignments although the work would be very messy. 
i j where i = 1, 2, .., n-1 (where n = number of sequences in the alignment), j = i +1, i+2, .., n and S(i,j) is the value obtained using structure based matrix. The overall alignment score of a MSA is the sum of each pair of rows. The alignment score of a pair of rows is the sum of the alignments of the individual pair of residues.
Mutation is a significant part in the genetic algorithm for finding the optimal solution. It helps to prevent the population from stagnating at any "local optima". Mutation alters one or more positions in the sequence from its initial state. Mutation is implemented by inserting a gap randomly in a sequence. This can result in an entirely new alignment.
With these new sequence alignments, the genetic algorithm may be able to arrive at a better alignment.
For each alignment in the population of alignments, gaps are inserted randomly with a fixed probability (p) given by the following formulae. p = ln(xy)/(I X 10)
where x is the maximum length of a sequence in the multiple sequences, y is the number of sequences and I is the number of columns with identical residues (ignoring gaps). The equation (2) has been empirically obtained after analyzing a few set of alignment data.
Only a portion of the population of alignments is to be replaced during each generation. The simulation terminates when the difference of the best fitness for ten consecutive generations is less than 1%. At the n th (n>10) generation, the percentage differences between the best fitness of (n-i) th generation and (n-10) th generation are found, where i varies from 0 to 9. If all these ten differences are less than 1%, the program is terminated, else it proceeds to the next generation.
Full methods will be available on the online version of the paper. 
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Full methods
We have implemented affine gap penalty. In this scheme two types of penalties are used for the score calculation: one for gap opening and the second for gap extension. The gap opening penalty is applied only once when a gap is introduced into the sequence and the gap extension penalty is added to the standard gap penalty for each additional gap.
Optimum gap opening penalties are tested in the range from 5 and 20 and the extension penalties are tested between 0 and 2. It is observed that a gap opening penalty of 15, and gap extension penalty of 0.9 yielded higher accuracy. The terminal gaps are not scored.
Sequence weights are incorporated in a multiple sequence alignment in order to correct the unequal representation. It has been observed that the inclusion of weighting scheme gives only a small improvement in alignment accuracy (about 1%) on the Balibase benchmark (16). So PASA is not implementing any kind of weighting scheme.
For a gap insertion in a MSA, a random number r is generated in the range of 0 to 1 and for r < p, a gap is inserted at a random position else no gap is inserted in that alignment. After insertion of a gap, the remaining sequences of the MSA are padded with gaps so that all sequences are of the same length.
In the Hill Climbing mutation, a new solution is obtained by mutation if the new solution is fitter. Otherwise the current solution is retained. The Hill Climbing algorithm works as follows:
For each alignment a of the population of alignments, its current fitness ƒ (a) is calculated.
Mutate a to produce a mutant m by inserting a gap randomly in one of the sequences and then gaps are padded at the end of the other sequences.
If ƒ (m) is fitter than ƒ (a), then replace a with m else a is retained.
The fundamental idea behind this local search is that the good solutions tend to cluster together.
Block shift
Inspired from the natural phenomenon of jumping genes, where a genetic material moves around to different positions within the genome, we have introduced an operator that searches a block of gaps and shift it to the neighboring positions.
Steps are as follows:
1. Generate two random numbers, r1 and r2 to find out the sequence number and the character position in that sequence respectively.
2. The position corresponds to r2 can be a character or a gap. 4. Now we have the block of gaps (Bg) to be shifted.
5. First we shift towards right for one place and check whether the alignment score is increased or not.
6. If the score increases, the individual is replaced by the shifted individual. Then we go for the next individual.
7. If the score does not increase, we do right shift once more and follow step 6.
8. If the score does not increase, we perform left shift by one position on the individual and follow step 6.
9. If the score does not increase we do left shift by one more position and follows step 6.
10. We perform two times right shift and two times left according to the score. If the score is not increased after all the four shifts, the individual is retained in the population and the next individual is considered.
Note here that we are not performing top and bottom block shift because as the blocks of gaps are irregular, it will disrupt the entire alignment.
Block elimination
Motivated from the biological phenomenon of genetic elimination, where genetic material is eliminated from the genome, we have designed an operator block removal.
Keeping in mind the basic rule of multiple sequence alignment i.e., minimum number of gaps should be there in order to construct a multiple sequence alignment.
Generate two random numbers, Rs for the sequence number and Rp for the position in that sequence respectively.
Find out a gap from Rp (gap starting position Gsp) and number of gaps from that position to the very next residue for the sequence Rs. If there is no gap, then choose the next individual in the population.
Find out the gap starting positions and number of gaps for all other sequences.
Find out the first common block of gaps which includes maximum number of sequences.
Eliminate this block of gaps from the alignment.
Now delete the same number of gaps from all other sequences which are not included in the formation of block gaps.
Compare the scores before and after the block removal.
If the score increases retain that individual in the population, else discard the individual.
Half of the high scoring alignments will survive unchanged while the other half is replaced by the alignments generated by block shifting and removal operators.
To assess the efficiency of the PASA protein benchmark suites: the Balibase 3.0 is used.
The program is implemented on a 3 GHz Intel Xeon Dual core processor with 8 GB RAM. Supplementary information is linked to the online version of the paper. 
