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Avtomatsko prepoznavanje vedenjskih vzorcev
Povzetek
Naloga obravnava izgradnjo napovednih modelov na osnovi realnih podatkov. Cilj
opisanih postopkov je modeliranje in napovedovanje obna²anja igralcev v igralni-
²ki industriji. Osnova za izdelavo napovednega modela je priprava podatkov za
algoritme strojnega u£enja. Uspe²nost obdelave realnih podatkov z ne£isto£ami in
napakami pomembno vpliva na moºnost izgradnje smiselnega napovednega modela.
Prvi cilj modeliranja vedenja je izgradnja modela, ki napoveduje, ali bo igralec na-
redil drugi depozit. Natan£nost razvitega modela zadostuje potrebam domene in je
primerna za implementacijo v praksi. Drugi cilj modeliranja je izgradnja ²ir²ega na-
povednega modela, ki opisuje razvoj posameznikovih igralnih navad. Predstavljena
je smiselnost drugega pristopa in njegova skladnost z zahtevami domene. Preiz-
kus napovedne mo£i ²ir²ega napovednega modela presega okvire te naloge saj je
dolgotrajna in zahteva veliko speciﬁ£nega domenskega znanja.
Automatic recognition of behavioral patterns
Abstract
This thesis explores development of predictive models on real life datasets. The
goal of approaches, described in this thesis, is modeling and prediction of players'
behavior in casino industry. The basis for creation of predictive model is prepara-
tion of real life datasets for machine learning algorithms. Sensible curation of real
life datasets that include missing values, inaccuracies and other noise determines
the possibility for development of accurate predictive models. First goal of predic-
tive behavioral modeling is creation of automated prediction model that predicts if
the player will make a second deposit. Accuracy of developed model is suﬃcient
for implementation in real life casino operation. Second goal is to develop broader
predictive model that describes and predicts development of player's behavior. Sen-
sibility of proposed approach and its compliance with domain demands is presented.
Real predictive strength of proposed model is out of scope of this work as it requires
a lot of additional domain knowledge.
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1. Uvod
Temelj velikega dela moderne psihologije  predvsem pa psihologije potro²ni²tva
 je prepri£anje, da je mogo£e posameznikovo vedenje pojasniti z vplivi omejenega
²tevila zunanjih dejavnikov [5]. Smiselno je torej sklepati, da je ob poznavanju vpliv-
nih dejavnikov, vedenje posameznika mogo£e napovedovati. Omejitev napovednih
zmoºnosti je zadostno poznavanje vplivnih dejavnikov in kompleksnost vedenjskih
vzorcev, ki jih ºelimo napovedovati.
Modeliranje vedenjskih vzorcev zahteva prepoznavanje vplivnih dejavnikov; prva
ovira pri modeliranju kompleksnej²ih vedenjskih vzorcev je prepoznavanje in mer-
jenje vplivnih dejavnikov. Dolo£itev vplivnih dejavnikov je za£etni korak pri razu-
mevanju vedenjskega vzorca  ²ele ko dolo£imo vplivne dejavnike, lahko pri£nemo z
modeliranjem izbranega vedenja.
Smiselnost in pravilnost prepoznavanja vplivnih dejavnikov neposredno vliva na
zmoºnost modeliranja in napovedovanja posameznikovega vedenja. Modeliranje ve-
denja, pri katerem smo zanemarili vpliv pomembnih vplivnih dejavnikov bo nezane-
sljivo. Pravilna dolo£itev vplivnih dejavnikov je tako klju£na za uspe²nost modelira-
nja  izbira pravilnih algoritmov in parametrov je u£inkovita in da smiselne rezultate
le, £e je problem sam smiselno zastavljen. Vedenje, pri katerem ne poznamo vseh
vplivnih dejavnikov in ga posku²amo modelirati se bo izkazalo za nepredvidljivo
(imelo bo element nepojasnenosti). Ali je zmoºnost napovedovanja res odvisna le
od poznavanja vseh vplivnih dejavnikov ali pa so nekateri aspekti vedenja preve£
kompleksi za modeliranje in dejansko vsebujejo elemente nepojasnenosti je vpra²a-
nje onkraj dosega te naloge (in tudi onkraj dosega analize podatkov ali psihologije
potro²nika) [17].
Za uspe²nost modeliranja vedenjskih vzorcev se je torej potrebno osredoto£iti na
vedenjske vzorce, za katere lahko upravi£eno pri£akujemo, da so pogojeni z omejenim
²tevilom vplivnih dejavnikov, ki jih poznamo.
Primeri vedenjskih vzorcev, za katerega velja prepri£anje, da jih lahko napovedu-
jemo (modeliramo) je obna²anje igralcev v igralnici. Pojasnjevanje obna²anja igral-
cev v igralnicah (spletnih in klasi£nih) je predmet ²tevilnih, predvsem psiholo²kih
raziskav s podro£ja prepre£evanja, prepoznavanja in zdravljenja odvisnosti in razi-
skav potro²ni²ke psihologije [17]. Skupen zaklju£ek ve£ine raziskav je, da je vedenje
igralcev v igralnicah pomenbno pogojeno (poleg bistvenih statisti£nih spremenljivk
 spol, starost, dohodek) predvsem z interakcijo igralca z igralnico (dobitki, izgube,
bonusi in programi nagrajevanja. . . ) [2]. Vpliv zunanjih dejavnikov, dejavnikov, ki
jih ne merimo - kar je posebej pomembno za natan£nost modeliranja, je zanemar-
ljiv  igralec znotraj igralnice je zaprt sistem. Na igralca v igralnici torej vpliva
predvsem dogajanje znotraj igralnice, ki ga sestalja omejeno ²tevilo znanih vplivnih
dejavnikov. Zaradi poznavanja vrednosti vseh pomembnih vplivnih dejavnikov na
igralca, je upravi£eno pri£akovati, da je problem, ki smo si ga zastavili, primeren za
modeliranje.
2. Cilji
Namen diplomske naloge je izgradnja napovednega modela, ki formalizira in do-
polnjuje domensko znanje. Izbrana sta dva problema iz podro£ja strojnega u£enja:
• izgradnja avtomatskega napovednega modela, ki napoveduje vrednost dis-
kretne spremenljivke  klasiﬁkacija
• izgradnja napovednega modela, ki temelji na nenadzorovanem u£enju
5
Izbrana cilja odraºata dejanske potrebe domene. Tako lahko to delo sluºi kot
merilo za uporabnost in smotrnost uporabe strojnega u£enja na podro£ju napove-
dovanja £love²kega vedenja, speciﬁ£no napovedovanja vedenja igralcev v igralni²ki
industriji.
2.1. Izgradnja napovednega modela za drugi depozit. Avtomatsko napove-
dno modeliranje je znana ºelja igralni²ke industrije [3]. Za izgradnjo avtomatskega
napovednega modela si izberemo problem napovedovanja drugega depozita. Igralni-
²ki operater spletnega igralni²tva pridobi igralce od svojih ogla²evalskih partnerjev.
Optimizacija u£inkovitosti pridobivanja novih igralcev tipi£no ni naloga igralni²kih
operaterjev ampak ogla²evalcev. Osredoto£imo se le na igralce, ki se registrirajo in
naredijo prvi depozit (osredoto£imo se le na igralce, ki so dejansko naredili prvi de-
pozit  ne zanimajo nas igralci, ki so se registrirali, a niso igrali). Velik del igralcev
pa po prvem depozitu preneha z igranjem in ne naredijo drugega depozita.
Cilj je torej, da bi po £im kraj²em £asu znali napovedati, ali bo igralec naredil drugi
depozit. Informacija o igralcih, ki naredijo drugi depozit nam nato omogo£a, da
promocijske aktivnosti (bonusi, stimulacije, nagrade) skoncentriramo le na igralce,
za katere mislimo, da bodo naredili drugi depozit. Poleg napovedi ali se bo zgodil
drugi depozit nas zanima tudi ocena verjentnosti s katero se bo zgodil drugi depozit
 to nam da informacijo o igralcih na meji  tistih za katere lahko predvidevamo,
da bodo nadaljevali z igranjem.
Igralca opazujemo do prve odigrane igre  po prvi odigrani igri si ºe ºelimo na-
povedati ali bo naredil drugi depozit ali ne. Predpostavljamo sicer, da ºe po prvi
odigrani igri poznamo veliko (dovolj) podatkov o igralcu za uspe²no napoved. e
po prvi odigrani igri poznamo (ºe ob registraciji) podatke o igral£evem obna²anju
in preferencah (podatki od ogla²evalcev).
Avtomatski napovedni model, ki napoveduje verjetnost drugega depozita je sicer
prvi korak pri izgradnji modela, ki napoveduje vrednost igralca skozi njegov igralni
cikel, kar je sicer eden glavnih ciljev uporabe strojnega u£enja v igralni²tvu.
2.2. Izgradnja modela prehodov med segmenti vedenja strank. Eden naj-
pomembnej²ih ciljev pri modeliranju vedenja igralcev je napovedovanje njihove po-
membnosti. Prvi korak pri napovedovanju pomembnosti je seveda ali bo igralec
sploh naredil drugi depozit. Dolgoro£nej²i cilj pa je, kak²na bo celotna vrednost
igral£evih stav v obdobju igranja pri posameznem operaterju.
Problem najprej poenostavimo tako, da deﬁniramo kaj pomeni celotna vrednost
igral£evih stav pri posameznem operaterju. Na podlagi domenskega znanja pred-
postavimo, da je £as igranja igralcev pri operaterju omejen. Vsi igralci namre£ po
dolo£enem £asu zamenjajo operaterja, izgubijo interes za igro, ali iz druga£nih ra-
zlogov nehajo igrati. Pri£akovano ºivljensko dobo igralca ocenijo operaterji sami na
podlagi zgodovinskih podatkov in izku²enj. Vsak operater oceni ºivljenjsko dobo
igralca po lastni metodologiji  ocene pri£akovane ºivljenjske dobe posameznih ope-
raterjev in metoda za njihovo ocenjevanje so tipi£no poslovne skrivnosti igralni²kih
operaterjev in niso predmet te naloge. Pri napovedovanju gibanja celotne stave
igralca imamo dva moºna pristopa.
Napovedovanje s pomo£jo globokega u£enja (RNN nevronskih mreº) in £asovnih
vrst. Prednost tak²nega pristopa je, vsaj v teoriji, ve£ja napovedna natan£nost
[16]. Pomanjkljivost pa je ra£unska zahtevnost in relativno zahtevna implementa-
cija. Poleg tega napoved s pomo£jo globokega u£enja ne nudi nikakr²ne obrazloºitve
napovedi in ne zgotavlja preglednosti modela. Ugotavljanje domenske smiselnosti
6
in odpravljanje teºav je tako veliko teºje, £e ne ºe nemogo£e. Re²itev (napoved) s
pomo£jo globokega u£enja tudi ni uporabna kot osnova za re²evanje ostalih proble-
mov.
Napovedovanje na osnovi napovedi gibanja med segmenti na podlagi zgodovinskih
podatkov. Razvoj igralnih navad posameznega igralca lahko predstavimo tudi kot
zgodovino premikanja med posameznimi mikro segmenti. Vsakemu prehodu med
segmentoma lahko pripi²emo vrednost in na ta na£in modeliramo gibanje celotne
stave posameznega igralca. Napovedovanje na podlagi mikro segmentacije temelji
na predpostavki, da se igralci, ki so si podobni, obna²ajo podobno.
V nalogi bo predstavljen na£rt napovednega modela, ki temelji na mikro segmen-
taciji. Predstavljeni bodo tudi algoritmi, ki ga sestavljajo. Ker izgradnja tak²nega
modela vsebuje veliko domenskega znanja, ki ni predmet te naloge, bodo predsta-
vljeni le rezultati, ki so bolj vezani na podro£je strojnega u£enja. Bistveni domenski
elementi modela (na primer pri£akovana ºivljenjska doba) so tudi vezani na speciﬁ-
£en problem (operaterja) in jih je mogo£e dolo£iti le na podlagi eksperimentalnega
uvajanja modela v dejanski proces segmentacije igralcev.
3. Tradicionalni pristop k modeliranju vedenja
V dosedanjih raziskavah motivov za igranje, ne glede na vrsto igralni²tva, so
se raziskovalci osredoto£ali in identiﬁcirali vplivne dejavnike kot so prevzemanje
tveganj, osebnostne zna£ilnosti in notranja motivacija [11]. Tako so identiﬁcirali vliv
spola, starosti, izobrazbe, dohodkov in osebnosti na oblikovanje vedenja. Pomemben
pristop k psiholo²kemu modeliranju £lovekovega vedenja, kjerkoli, tudi v igralnici,
temelji na Fishbeinovi teoriji racionalnega vedenja. Teorija temelji na predpostavki,
da ljudje analizirajo razpoloºljive informacije in na osnovi tega izberejo optimalen
na£in vedenja. Model je osnovan na osnovi spoznanj psihologije potro²nika [17].
4. Strojno u£enje
Strojno u£enje je pojem, ki zdruºuje uporabo algoritmov, ki avtomatsko i²£ejo
vzorce v danih podatkih. Rezultati uporabe algoritmov, nau£enih na podatkih, so
modeli. Modeli so nabor odlo£itvenih pravil, verjetnostnih porazdelitev ali ostalih
podatkovnih struktur. Formalna predstavitev modela je odvisna od izbrane metode
strojnega u£enja. V tej nalogi je ve£ji poudarek na odlo£itvenih drevesih, ki so
formalizacija nau£enih napovednih pravil. Cilj vsakega algoritma strojnega u£enja
je £im bolj²a (v£asih pa tudi £im bolj razumljiva) razlaga izhodi²£nih podatkov [8].
Pri re²evanju problema z metodami strojnega u£enja si po navadi zastavimo dva
cilja:
• Osnovni cilj (in osnovno merilo uspe²nosti napovedovanja) je napovedna na-
tan£nost na testni mnoºici  na podatkih do katerih algoritem v fazi u£enja
ni imel dostopa.
• Poleg natan£nosti pa pri dolo£enih problemih od re²itve pri£akujemo tudi
razlago (utemeljitev) napovedi, ki nam poda novo znanje o problemu.
4.1. Nadzorovane in nenadzorovane metode. Skupno vsem algoritmom stroj-
nega u£enja je, da potrebujejo mnoºico podatkov, na kateri prepoznavajo pravila.
Procesu prepoznavanja pravil pravimo u£enje. Narava problema, ki ga re²ujemo z
algoritmi strojnega u£enja dolo£a obliko u£ne mnoºice, ki jo potrebujemo. V grobem
7
re²ujemo dva razli£na tipa problemov (zastavljamo si dve vrsti vpra²anj): napovedo-
vanje spremenljivke z vrednostnimi v u£ni mnoºici in napovedovanje spremenljivke,
ki ni v u£ni mnoºici.
Napovedovanje spremenljivke v u£ni mnoºici, torej spremenljivke za katero imamo
neke zgodovinske vrednosti, se imenuje nadzorovano u£enje. Primeri problemov,
ki jih re²ujemo z nadzorovanim u£enjem so napovedovanje gibanja cen delnice za
katero imamo zgodovinske podatke, napovedovanje prodaje posameznega izdelka
kjer imamo zgodovinske podatke o prodaji [4]. V nalogi si bomo podrobneje ogledali
problem napovedovanja drugega depozita.
Iskanje vzorcev v podatkih brez ciljne spremenljivke je nenadzorovano u£enje. V
sklop nenadzorovanih metod spadajo segmentacijiski algoritmi. V sloven²£ini se sicer
za segmentacijo pogosteje uporablja gru£enje oziroma razvr²£anje v gru£e. V nalogi
uporabljam izraz segmentacija, saj je bolj vezan na domeno modeliranja potro²nikov
[6]. Cilj uporabe teh algoritmov je v mnoºici podatkov poiskati tiste primere, ki so
si med seboj najbolj podobne. Pri tem na za£etku ne povemo natan£no glede na kaj
gledamo podobnost  algoritem nam da segmente, ki jih nato analiziramo z ostalimi
metodami strojnega u£enja. Problem lahko prevedemo na nadzorovan problem in se
na njem u£imo odlo£itvena pravila. Lahko pa ga analiziramo z domenskim znanjem
in na podlagi poznavanja problema razloºimo, kaj pomenijo posamezni segmenti.
Matemati£no si lahko u£no mnoºico predstavljamo kot matriko, katere vrstice
predstavljajo posamezne primere, stolpci pa vrednost posameznega atributa. Vre-
dnosti ciljne spremenljivke (v u£ni mnoºici) si lahko predstavljamo kot dodaten
stolpec (omejili se bomo na primer ko napovedujemo le eno zvezno ali diskretno
spremenljivko  tako ciljne vrednosti res predstavljajo stolpec).
Slika 1. Primer u£ne mnoºice z ozna£enim primerkom.
4.2. Formalizacija problema. V skladu s prakso zapisa iz statistike (linearna re-
gresija, ki je primer nadzorovanega u£enja [14]), bomo matriko vrednosti v u£ni
mnoºici ozna£evali z X, vektor ciljnih vrednosti pa z y. Pri nenadzorovanih meto-
dah je v u£ni mnoºici le matrika z vrednostmi, ni pa vektorja ciljnih vrednosti.
Formalno si algoritem strojnega u£enja predstavljamo kot preslikavo, ki vektorju
vrednosti za posamezen primer pripi²e oceno vrednosti ciljne spremenljivke:
(1) f(xTi ) = yi.
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Proces u£enja algoritma na u£ni mnoºici (proces prepoznavanja zakonitosti na
u£ni mnoºici) tako predstavimo kot delovanje iskane preslikave na vsakem primeru
iz u£ne mnoºice posebej. Matri£ni zapis je torej:
(2) yˆ = f(X)
Deﬁnicija 4.1. Proces nadzorovanega u£enja je prilagajanje funkcije f (izbiranje
parametrov), tako da bo na u£ni mnoºici razlika med y in njeno cenilko yˆ £im manj²a.
Merjenje razlike med yˆ in y je odvisno od tega ali so vrednosti v vektorju y zvezne
ali diskretne in od izbranega algoritma.
Proces u£enja je lahko deﬁniran direktno kot optimizacijski problem  linearna
regresija je problem minimizacije kvadratne norme razlike yˆ in y  ali pa je proces
u£enja usmerjan druga£e  primer tega so odlo£itvena drevesa [8]. Vsem nadzo-
rovanim metodam je skupno, da je kon£ni cilj u£enja £im manj²a napaka na u£ni
mnoºici. Proces u£enja po navadi omejimo (prej prekinemo), da prepre£imo pre-
veliko prileganje modela u£ni mnoºici (preprileganje). S tem obi£ajno izbolj²amo
celostno napovedno mo£ modela na vseh podatkih.
Pri nenadzorovanih metodah si bomo od bliºje pogledali le problem segmentacije.
Pri segmentacijiskih problemih nimamo vektorja y, tako da ne moremo govoriti o
zmanj²evanju napake na u£ni mnoºici.
Segmentacijski algoritem je vnaprej dolo£en (z izbranimi parametri), rezultat se-
gmentacije pa je vektor pripadajo£ih segmentov:
(3) c = f(X)
Vseeno pa lahko deﬁniramo nekatera merila za uspe²nost segmentacije na podlagi
katerih nato izbiramo parametre in segmentacijske algoritme.
4.3. Uspe²nost nadzorovanih metod. Merilo za izbiranje parametrov algoritma
v procesu u£enja je napaka na u£ni mnoºici. Najve£jo sprejemljivo napako na u£ni
mnoºici (imenujemo jo tudi zaustavitveni pogoj) podamo skupaj z izbiro algoritma
za u£enje. Napaka na u£ni mnoºici tako ne more biti merilo za napovedno mo£
algoritma - implicitno jo podamo ºe pred za£etkom procesa u£enja.
Izbrani algoritem moramo tako evalvirati na podatkih, do katerih algoritem ni
imel dostopa v procesu u£enja. Najbolj preprost na£in za evalvacijo je, da razpo-
loºljivo mnoºico podatkov razdelimo na testno in u£no mnoºico (£e ne bo podano
druga£e, je velikost testne mnoºice vedno 20 % vsega vzorca). Algoritme tako u£imo
na (ve£ji) u£ni mnoºici, njihovo napovedno mo£ pa preverjamo na testni mnoºici.
Za zanesljivost ocene napovedne mo£i algoritma je pomembno, da so primeri v te-
stni mnoºici za algoritem nove. Kakr²no koli vna²anje podatkov iz testne v u£no
mnoºico navidezno izbolj²a napovedno natan£nost modela. e je u£na mnoºica kon-
taminirana, algoritem dobi del podatkov iz testne mnoºice ºe v fazi u£enja, kar nam
da napa£no oceno natan£nosti.
4.3.1. Natan£nost in vpoklic. Napovedno natan£nost modela merimo kot ujemanje
med napovedano vrednostjo in dejansko vrednostjo. Glede na to, ali napovedujemo
diskretno ali zvezno vrednost deﬁniramo razli£na merila (metrike) za ujemanje. V
nalogi podrobneje obravnavamo primer napovedovanja diskretne vrednosti. Zato si
podrobneje ogledamo le metrike za klasiﬁkacijo (napovedovanje diskretne spremen-
ljivke). Za zvezne spremenljivke (kar pa v nalogi ni obravnavano) sicer tipi£no vza-
memo povpre£no kvadratno razliko med napovedano in dejansko vrednostjo (mean
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squared error  MSE) kot merilo napovedne to£nosti:
(4) MSE =
1
n
n∑
i=1
(yˆi − yi)
4.3.2. To£nost napovedi diskretne spremenljivke. Osredoto£imo se na problem napo-
vedovanja diskretne spremenljivke z dvema vrednostnima. Matriko napak je mogo£e
posplo²iti na napovedovanje diskretne spremenljivke s poljubno veliko kon£no zalogo
vrednosti. Vrednosti napovedne spremenljivke ozna£imo z 0 in 1. Glede na to, da
sta v zalogi vrednosti le dve ²tevili (dva moºna razreda) lahko na² algoritem dela
dve vrsti napak. Vrednost, ki je sicer negativna napa£no klasiﬁcira kot pozitivno 
tak²no napako imenujemo napa£na pozitivna in jo ozna£imo s FP (False Pozitive).
Vrednost, ki je sicer pozitivna, a napa£no klasiﬁcirana kot negativna, imenujemo
napa£no negativna in jo ozna£imo s FN (False Negative).
Pravilne pozitivne napovedi so ozna£ene s TP (True Positive), pravilne negativne
pa s TN (True Negaitve). Glede na moºne napake tako lahko deﬁniramo dve osnovni
merili za uspe²nost binarne klasiﬁkacije. Natan£nost:
(5)
TP
TP + FP
Natan£nost je merilo za zanesljivost pozitivne napovedi  meri deleº pozitivnih na-
povedi, ki so se uresni£ile. Vpoklic:
(6)
TP
TP + FN
Vpoklic je merilo za pokritost pozitivne napovedi  meri deleº pozitivnih primerov,
ki smo jih prepoznali kot pozitivne.
Opazimo, da deﬁnirani metriki (vpoklic in natan£nost) merita nasprotujo£e si la-
stnosti klasiﬁkatorja. Re£eno druga£e, £e pri isti uspe²nosti klasiﬁkatorja izbolj²amo
eno metriko (npr. vpoklic) potem poslab²amo drugo.
Lastnosti vpoklica in natan£nosti si lahko predstavljamo tudi s trivialnima kla-
siﬁkatorjema, ki bi imela idealno natan£nost ali idealen vpoklic. e bi na primer
izdelali klasiﬁkator, ki bi le za en primer (za katero nekako vemo, da je pozitivna)
napovedal pozitivno vrednost, za ostale pa negativno, bi imel tak klasiﬁkator 100%
natan£nost. Pozitivna napoved bi bila sicer popolnoma to£na, vendar bi bil deleº
posameznikov, ki so prepoznani, neuporabno majhen. Podobno lahko deﬁniramo
klasiﬁkator, ki vsem primerom pripi²e pozitivno vrednost. Tak klasiﬁkator bi pre-
poznal vse pozitivne primere (imel bi idealno pokritost), vendar bi bila natan£nost
neuporabno majhna. Ko ocenjujemo klasiﬁkator moramo torej vselej gledati obe
lastnosti modela hkrati.
4.3.3. Matrika napak. Napovedi algoritma (pravilne in napa£ne) lahko predstavimo
tudi z n × n matriko, kjer je n velikost mnoºice, ki jo napovedujemo. Matrika
napak je predvsem uporabna za analizo klasiﬁkatorjev, ki napovedujejo ve£ kot dva
razreda. Stolpci predstavljajo napovedano vrednost, vrstice pa dejansko vrednost.
V primeru binarne klasiﬁkacije (napovedovanje diskretne spremenljivke z dvema
moºnima vrednostnima) tako prvi stolpec predstavlja ²tevilo tistih primerov, ki jih
je algoritem klasiﬁciral kot negativne. Prvi element tega stolpca ima tako pravilne
negativne klasiﬁkacije (tiste primere, ki so dejansko negativni), drugi element stolpca
pa vsebuje napa£ne negativne klasiﬁkacije. Idealni klasiﬁkator bi imel elemente le
na diagonali matrike  to bi predstavljalo klasiﬁkacijo brez napak (v praksi bi bil to
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TN FP
FN TP
Tabela 1. Matrika napak za binarno klasiﬁkacijo.
sicer simptom kontaminacije testne mnoºice ali nesmiselno zastavljenega problema).
Primer matrike napak je v tabeli 1.
4.3.4. Navzkriºno preverjanje. Namesto delitve podatkov na testno in u£no mnoºico
je mogo£e napovedno mo£ modela preverjati tudi z navzkriºnim preverjanjem. Pri
navzkriºnem preverjanju razdelimo mnoºico podatkov na n enakih delov. Napove-
dni model u£imo na n − 1 kosih celotne mnoºice podatkov, model pa evalviramo
na preostalem delu podatkov. Postopek ponovimo na vseh n kosih, tako da je vsak
kos celotne mnoºice enkrat testna mnoºica. Postopek navzkriºnega preverjanja je
posplo²en na£in pridobitve testne mnoºice; vse metrike, ki so deﬁnirane za prever-
janje uspe²nosti nadzorovanih metod na testni mnoºici so enake tudi za navzkriºno
preverjanje.
Na£elo lo£evanja u£ne in testne mnoºice ²e vedno velja tudi pri navzkriºnem pre-
verjanju. Pri tem moramo paziti, da podatke delimo na kose ²e preden za£nemo z
pred-obdelavo podatkov.
4.4. Ocenjevanje uspe²nosti nenadzorovanih metod. Ocenjevanje uspe²nosti
segmentacije je predvsem vpra²anje domenske ocene smiselnosti domenskih segmen-
tov. Pri tem imamo dve vrsti domenskih zahtev.
Za vsak cilj segmentacije deﬁniramo pri£akovanja glede posameznih igralcev
igralce za katere smo prepri£ani iz izku²enj, da morajo biti v enakih segmentih.
e izvajamo segmentacijo na podlagi vplivih dejavnikov na celotno stavo, pri£aku-
jemo, da bodo v istem segmentu igralci, ki so se v preteklosti podobno odzivali na
interakcije, ki so spreminjale stavne navade. Pomanjkljivost tak²nega ocenjevanja je,
da zahteva veliko ro£nega dela. Vse igralce, s katerimi na ta na£in kontroliramo se-
gmentacijo, morajo ro£no analizirati domenski strokovnjaki. Tako lahko analiziramo
le zelo majhen del mnoºice igralcev. Tipi£no so igralci, za katere imamo izraºena
pri£akovanja pomembnej²i igralci, ki so individualno obravnavani. Tako tudi vzorec
igralcev z izraºenimi pri£akovanji ni enakomerno porazdeljen med mnoºico celotnih
igralcev.
Za vsak cilj segmentacije deﬁniramo tudi pri£akovanja glede segmentacije kot ce-
lote. Pri tem predvsem pri£akujemo, da imamo segmente, ki so pribliºno enakih
velikosti. Ne ºelim segmentov v katerih bi bilo zelo malo oziroma zelo veliko prime-
rov. Primer neuporabnega segmenta bi bil segment z ve£ kot polovico vseh primerkov
v celotni populaciji.
Pri ocenjevanju uspe²nosti segmentacije si pogledamo ilustracije segmentov z me-
todo zmanj²evanja dimenzij. Za segmentacijski algoritem uporabljamo k-clustering,
ki se je v podobnem problemu izkazal za najbolj²i algoritem [18]. Za segmentacijo
sicer obstajajo tudi bolj formalne metrike uspe²nosti, vendar za opisani problem niso
tako relevantne (ne prispevajo k pove£anju natan£nosti modela) in niso predmet te
naloge. Sicer je primer metrik za segmentacijo opisan v viru [18].
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5. Vzorec in programsko okolje
Modeliranje vedenjskih vzorcev poteka na bazi podatkov o igralcih spletnega igral-
ni²tva. Baza podatkov vsebuje transakcijsko zgodovino vsakega igralca (dobitki,
izgube, nagrade, bonusi, dvigi), ostale £asovno odvisne parametre (pomembnostna
stopnja igralca) in £asovno neodvisne parametre (osnovni podatki o igralcu).V na-
logi se osredoto£amo na agregate ob £asih, ki nas zanimajo (po prvem depozitu in
ob koncu zbiranja podatkov). Zajem podatkov je predstavljen pri re²itvi vsakega
problema posebej (podatki s katerimi delamo so odvisni od problema, ki smo si ga
zastavili).
5.1. Vzorec. Populacijo posameznikov, uporabljeno v nalogi, sestavlja dobrih
300.000 igralcev spletnega igralni²tva, ki vsi pripadajo istemu operaterju. Populacije
si ne predstavljamo kot vzorca, izvzetega iz celotne populacije  cilj te naloge ni
izgradnja modela, ki bi ga ºeleli posplo²iti na ²ir²o populacijo (na primer na ²ir²o
geografsko regijo ali celo na vse igralce spletnega igralni²tva).
Na²a predpostavka je le, da bodo novi igralci pri istem operaterju podobni na²i
preu£evani populaciji. Zgrajeni modeli bodo tako imeli napovedno mo£ le na po-
pulaciji, na kateri so bili zgrajeni. Uspe²nost napovedovanja (smiselnost re²evanja
opisanih problemov s predlaganimi metodami) pa bo mogo£e posplo²iti na sorodne
probleme znotraj iste industrije (igralni²tva) in znotraj sorodnih industrij.
Baza podatkov je anonimizirana v skladu z zakonodajo o varovanju osebnih podat-
kov. Prav tako je (skladno z zakonodajo) zagotovljena varnost podatkov (podatki
niso nikoli bili preneseni na nevarovane osebne ra£unalnike).
5.2. Programsko okolje. Podatki so obdelani s programskim jezikom Python in
knjiºnicami za obdelavo podatkov Pandas in za vizualizacijo Matplotlib. Za regresij-
ske, klasiﬁkacijske in segregacijske algoritme je uporabljena knjiºnica Scikit  learn
[13]. Za zahtevnej²e izra£une in distribuirano ra£unanje je uporabljeno odprtokodno
orodje TensorFlow [1].
6. Priprava podatkov
Osnovna priprava podatkov je enaka za re²evanje obeh problemov, opredeljenih
v poglavju cilji. Za re²evanje problemov so bili uporabljeni razli£ni podatki, vendar
je osnovi princip priprave podatkov enak. Podatki so iz baze izvoºeni v csv formatu
(glede na velikost problema je ta na£in ustrezen). To so surovi podatki iz baze; vse-
bujejo tudi napa£ne vrednosti in testne primere. Mankajo£e vrednosti ozna£ujemo
z NaN.
ime igralca kraj VIP stopnja prvi depozit spol
igralec_1 C 0 10.000 M
igralec_2 C 42 10 M
igralec_3 B 12 30 
igralec_4 NaN 2 90 
igralec_5 A NaN 4 NaN
Tabela 2. Primer surovih podatkov.
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6.1. i²£enje podatkov. Podatki so bili zajeti iz produkcijske baze, ki ni posebej
razlo£evala testnih in dejanskih primerkov (igralcev). Najprej so bili izlo£eni proﬁli,
za katere je bilo znano, da so testni (spisek testnih uporabni²kih imen, pravila za
generiranje testnih uporabni²ki imen). Identiﬁcirani so bili tudi vsi tisti igralci za
katere je velika verjetnost, da so testno generirani in njihova izklju£itev ne bi ogrozila
napovedi modela. Primer tak²nih proﬁlov so igralci, ki niso opravili prvega depozita
(so se registrirali ampak niso igrali). Nekateri med njimi so ostanek proﬁlov stresnih
testov, ki niso bili pravilno po£i²£eni, nekateri pa so dejanski igralci, ki niso nikoli
igrali. Vseeno pa tak²ni igralci niso pomembni za re²evanje opisanih problemov.
Poleg tega so bili v fazi £i²£enja podatkov izlo£eni vsi napa£ni (nesmiselni) vnosi, ki
so posledica £love²ke napake. Poenoteni so bili tudi zapisi za manjkajo£e vrednosti.
Po koncu £i²£enja podatkov so podatki predstavljeni kot matrika, kjer stolpci
predstavljajo atribute, vrstice pa posamezne primerke. Na tej to£ki kategori£ni
(nominalni) in numeri£ni (²tevilski) podatki ²e niso lo£eni. V nadaljnji obdelavi
podatkov je bilo potrebno kategori£ne in numeri£ne podatke obravnavati lo£eno.
6.2. Nominalni podatki. Nominalni podatki (kvalitativni podatki) so tisti po-
datki, ki jih med sabo ne moremo primerjati. To so podatki kjer ne moremo deﬁ-
nirati relacije (delne) urejenosti. Kategori£ni podatki so sicer lahko predstavljeni s
²tevilkami, vendar so te ²tevilke le oznake kategorij (razredov).
6.2.1. Manjkajo£e vrednosti. Manjkajo£e vrednosti pri nominalnih atributih obrav-
navamo druga£e kot pri ²tevilskih. Pri ²tevilskih podatkih manjkajo£a vrednost
dejansko pomeni, da nimamo podatka o dolo£enem atributu (pri manjkajo£ih vre-
dnostih ne moremo sklepati o privzeti vrednosti).
Pri nominalnih podatkih pa je manjkajo£a vrednost dejansko podatek, ki nam
pogosto poda informacijo. Igralec, za katerega nimamo podatka o spolu se je na
primer odlo£il, da ne poda podatka o spolu, s katerim se identiﬁcira. To pa je po-
datek, ki nam pove vsaj toliko kot nam pove podatek, da se posameznik identiﬁcira
kot ºenska ali mo²ki. Podoben sklep lahko naredimo za ostale nominalne podatke.
Manjkajo£o vrednost tako enostavno obravnavamo kot eno izmed moºnih vrednosti
nominalnega atributa.
6.2.2. Binarna predstavitev podatkov. Nominalne podatke moramo predstaviti na
na£in, ki je primeren za uporabo algoritmov strojnega u£enja. Uporabljeni so bili
algoritmi, ki so primarno prilagojeni za delo z numeri£nimi atributi. Izbrani algori-
tem mora tako nominalni atribut spremeniti v mnoºico numeri£nih atributov, ki jih
lahko primerjamo.
Obstaja ve£ razli£nih metod za predstavljanje nominalnih atributov (to podro£je
je sicer povezano z analizo besedil), v nalogi pa je uporabljena metoda predstavitve
nominalnega atributa kot mnoºice binarnih atributov.
Metoda, ki je bila uporabljena, se imenuje one hot encoding [4]. Algoritem za pred-
stavitev nominalnega atributa pregleda vse moºne vrednosti nominalnega atributa
le v u£ni mnoºici. Algoritem nato skonstruira nov binarni atribut za vsako razli£no
vrednost v zalogi vrednosti. Moºne vrednosti novih atributov so 0, £e primer nima
opisane vrednosti in 1, £e primer ima opisano vrednost. Vrednost nominalnega atri-
buta se tako prevede v binarni atribut z vrednostjo 1, ki je vedno le eden in ostale
binarne atribute z vrednostjo 0.
tevilo novih binarnih atributov je vedno enako ²tevilu razli£nih vrednosti v za-
logi vrednosti. V primeru spola igralca so v zalogi vrednosti tri razli£ne vrednosti:
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ime_igralca spol
igralec_1 M
igralec_2 
igralec_3 N
Tabela 3. Nominalni atribut.
ime igralca spol_M spol_ spol_N
igralec_1 1 0 0
igralec_2 0 1 0
igralec_3 0 0 1
Tabela 4. Binarna predstavitev atributa.
mo²ki (M), ºenski () in neznani spol (N). Slabost opisane predstavitve atributov
je pove£anje prostorske zahtevnosti podatkovnih objektov. Generirane objekte sicer
lahko predstavimo kot redke tabele, vendar algoritmi, ki so bili uporabljeni niso
prilagojeni za delo z njimi.
6.2.3. Pravilno lo£evanje testne in u£ne mnoºice. V procesu priprave vzorca, ki
vklju£uje testno in u£no mnoºico, je pomembno, da ne prihaja do prenosa infor-
macij med testno in u£no mnoºico. Pri nominalnih podatkih je to relevantno pri
procesu predstavitve atributov z mnoºico binarnih atributov. Napa£en pristop bi
bil, da pogledamo zalogo vrednosti celotnega vzorca. e bi namre£ upo²tevali tudi
moºne vrednosti, ki se pojavljajo v testni mnoºici in bi glede na to sestavili mnoºico
binarnih atributov, bi s tem v u£no mnoºico ºe vnesli podatke iz testne mnoºice.
Pravilen pristop je, da pri pripravi mnoºice binarnih atributov upo²tevamo le
vrednosti iz u£ne mnoºice. Vrednosti v testni mnoºici, ki jih ni v u£ni mnoºici,
ignoriramo. To pomeni, da tak²ne vrednosti predstavimo z mnoºico samih ni£el.
Primer tak²nega pristopa je v tabeli 6.
ime igralca kraj
igralec_1 A
igralec_2 B
igralec_3 C
igralec_4 D
igralec_5 C
Tabela 5. Primer vzorca, igralca 4 in 5 sta testna mnoºica.
6.3. Numeri£ni podatki. Numeri£ni (kvantitativni) podatki so ²tevilski podatki.
Priprava teh podatkov za algoritme strojnega u£enja vklju£uje obdelavo manjkajo£ih
vrednosti in pravilno normalizacijo (skaliranje) podatkov.
6.3.1. Obdelava manjkajo£ih vrednosti. V nasprotju z nominalnimi atributi nam pri
numeri£nih atributih manjkajo£a vrednost ne prina²a nobene informacije o primeru.
Manjkajo£e vrednosti je mogo£e obravnavati na tri na£ine:
• Zavrºemo vsak primer, ki ima kak²no manjkajo£o vrednost.
• Zavrºemo vsak atribut, ki nima podatka za posameznen primer (igralca)
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ime igralca kraj_A kraj_B kraj_C kraj_D
igralec_1 1 0 0 0
igralec_2 0 1 0 0
igralec_3 0 0 1 0
igralec_4 0 0 0 1
igralec_5 0 0 1 0
Tabela 6. Primer nepravile predstavitve atributov.
ime igralca kraj_A kraj_B kraj_C
igralec_1 1 0 0
igralec_2 0 1 0
igralec_3 0 0 1
igralec_4 0 0 0
igralec_5 0 0 1
Tabela 7. Pravilna predstavitev atributov z neznanim primerom.
• Manjkajo£o vrednost nadomestimo z drugo vrednostjo.
Glede na vlogo posameznega atributa je smiselno uporabiti kombinacijo vseh treh
strategij. Najprej so identiﬁcirani klju£ni atributi, ki o igralcu povedo najve£ (na
primer pomembnostna stopnja - VIP igralca). Identiﬁkacija najpomembnej²ih atri-
butov je plod domenskega znanja in je osnova za uporabo algoritmov. Pri teh atri-
butih zavrºemo vse primerke (igralce), za katere nimamo podatka. Nadome²£anje
teh vrednosti bi preve£ pokvarilo podatke.
Ko odstranimo primerke (igralce), ki jim manjkajo podatki, ki smo jih ocenili kot
klju£ne, pregledamo atribute z velikim ²tevilom manjkajo£ih vrednosti. Tak²ne atri-
bute odstranimo. Atributi, ki opisujejo le del u£ne mnoºice nas namre£ ne zanimajo.
U£enje modela na nepopolnih podatkih lahko pokvari rezultate.
Na preostanku vzorca uporabimo strategijo nadomestitve manjkajo£ih vrednosti.
Ta strategija je uporabljena na atributih, ki sicer niso najbolj pomembni, vendar
vseeno opisujejo velik del vzorca (imajo malo manjkajo£ih vrednosti). um, ki ga
vnesemo z nadomestitvijo manjkajo£ih vrednosti odtehta zmanj²evanje vzorca (od-
stranjevanje atributov ali primerov). Atributov je namre£ relativno veliko (slabih
100); posledi£no je veliko primerov, ki imajo vsaj eno manjkajo£o vrednost. Odstra-
njevanje vseh tak²nih primerov bi ob£utno zmanj²alo vzorec in poslab²alo napovedno
mo£ modela. Manjkajo£e vrednosti, ki jih nadomestimo, nadomestimo s povpre£no
vrednostjo posameznega atributa.
Omejitve za odstranjevanje podatkov so prenesene tudi na primere, ki jih napo-
vedujemo. Model ni zmoºen napovedati vrednosti primerov, ki jim manjka vrednost
enega od identiﬁciranih klju£nih atributov. Prav tako ne bo napovedoval primera,
ki mu manjka preve£ vrednosti. Postopek £i²£enja je formaliziran v algoritmu 1
6.3.2. Normalizacija podatkov. Razli£ni atributi imajo razli£na povpre£ja in razli£ne
variance. Nekateri algoritmi strojnega u£enja razli£ne variance med atributi razu-
mejo kot implicitno podano pomembnost atributov [13]. Algoritmi proces u£enja
usmerijo na tiste atribute z ve£jo varianco. Proces normalizacije podatkov odstrani
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Algoritem 1 Pre£isti tabelo igralcev in atributov
Require: tabela tIgralciAtributi . u£na mnoºica X
Require: seznam sPomembniAtributi
Require: mankoAtributov . ²tevilo manjkajo£ih atributov
Require: mankoIgralcev . ²tevilo manjkajo£ih igralcev
Require: funkcija MA(i) . Manjkajo£ih atributov za igralca i
Require: funkcija MI(a) . Manjkajo£ih igralcev za atribut a
Require: funkcija NeObstaja(i, a, tIA) . Igralec i nima atributa a v tabeli tIA
Require: procedura OdstraniI(i, tIA) . Odstani igralca i iz tabele tIA
Require: procedura OdstraniA(a, tIA) . Odstani atribut a iz tabele tIA
1: procedure Pre£isti(tIgralciAtributi)
2: for all igralec ∈ tIgralciAtributi do
3: if MA(igralec) > mankoIgralcev then
4: OdstraniI(igralec, tIgralciAtributi)
5: end if
6: for all atribut ∈ sPomembniAtributi do
7: if NeObstaja(igralec, atribut, tIgralciAtributi) then
8: OdstraniI(igralec, tIgralciAtributi)
9: end if
10: end for
11: end for
12: for all atribut ∈ tIgralciAtributi do
13: if MI(atribut) > mankoAtributov then
14: OdstraniA(atribut, tIgralciAtributi)
15: end if
16: end for
17: return tIgralciAtributi . Pre£i²£ena tabela
18: end procedure
pri£akovane vrednosti in normalizira (spravi na 1) varianco. Po procesu normaliza-
cije je povpre£je vseh atributov 0 in njihova varianca (varianca znotraj posameznega
atributa) 1.
7. Nadzorovano u£enje
Problem, ki ga re²ujemo z uporabo algoritmov za nadzorovano u£enje je pro-
blem napovedovanja drugega depozita. Pri izgradnji napovednega modela se bomo
osredoto£ili le na odlo£itvena drevesa in naklju£ne gozdove. Izbrana algoritma po-
leg napovedi vrednosti podata tudi razumljivo utemeljitev napovedi (odlo£itveno
drevo). Utemeljitev napovedi omogo£a evalvacijo domenske smiselnosti modela in
gradi novo domensko znanje.
7.1. Izbiranje in konstrukcija atributov. Konstrukcija atributov je tipi£en pro-
blem strojnega u£enja. Iz osnovnih podatkov ºelimo izdelati nove atribute (v£asih
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jih imenujemo zna£ilke  features), ki nam podajo ve£ informacij o obravnavanem
problemu.
Pristop, ki temelji na eni od metod strojnega u£enja, je da s pomo£jo globokega
u£enja (globokih nevronskih mreº) iz surovih podatkov naredimo nove kvalitetnej²e
atribute. Slabost tak²nega pristopa je, da nimamo informacije, kako so nevronske
mreºe pri²le do novih atributov. Lahko se namre£ zgodi, da so z domenskega stali²£a
novi atributi nesmiselni, kar privede do nepojasnjeno slabe natan£nosti modela na
testnih podatkih.
Drug pristop je izgradnja atributov s pomo£jo domenskega znanja. Pri tem iz
mnoºice surovih podatkov ro£no deﬁniramo pravila, po katerih bomo sestavili nov
atribut. Ve£ina atributov, ki so uporabljeni v nalogi je sestavljenih na ta na£in.
Glede na to, da so atributi sestavljeni na na£elih domenskega znanja igralni²ke
industrije, konstrukcija atributov ne bo posebej obravnavana.
igralec datum_igre
ig_A 2_7_2018
ig_B 3_7_2018
ig_B 4_7_2018
ig_B 3_7_2018
ig_A 2_7_2018
ig_B 3_7_2018
ig_A 4_7_2018
ig_A 7_7_2018
Tabela 8. Primer surovih podatkov pred konstrukcijo atributov.
²tevilo iger v dnevu ig_A ig_B
ponedeljek 2 0
torek 0 0
sreda 1 3
£etrtek 0 1
petek 0 0
sobota 1 0
nedelja 0 0
Tabela 9. Konstruirani atributi.
V tabelah 8 in 9 je podan primer konstrukcije atributa (podobna konstrukcija je
dejansko uporabljena za atribut v opisanem problemu). Iz surovih podatkov, kjer
imamo zabeleºeno kateri igralec je na kateri dan odigral kak²no igro, bi radi sestavili
atribut, ki povzema te podatke. Pri konstrukciji atributa po navadi del podatkov
zavrºemo in s tem zmanj²amo ²um.
Pri konstrukciji novega atributa imamo ve£ moºnosti. Lahko beleºimo ²tevilo iger
za vsak datum. Na ta na£in ne izgubimo nobene informacije. Glede na to, da imamo
podatke za obdobje treh let, bi dobili preveliko ²tevilo novih atributov. Druga
skrajnost je, da si zabeleºimo le skupno ²tevilo iger vsakega posameznika. Na ta
na£in izgubimo podatke o navadah igralca. Izberemo si srednjo moºnost: za vsakega
igralca beleºimo ²tevilo odigranih iger po dnevih v tednu. Kot razberemo iz tabele
9 igralec B igra v sredini tedna. To informacijo bi izgubili, £e bi beleºili le skupno
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²tevilo odigranih iger. Domensko znanje nam pove, da dnevi v tednu, ko igralci
igrajo, dolo£ajo navade igralcev. Torej je informacijo o priljubljenih dnevih igranja
potrebno ohraniti. Dejanska konstrukcija atributov je bolj zapletena in vsebuje ve£
domenskega znanja. Atributi (na£in predstavitve surovih podatkov) so intelektualna
lastnina igralni²kih operaterjev (oziroma drugih entitet v igralni²ki industriji).
Na splo²no je dilema sestavljalcev atributov odlo£itev med jedrnatostjo zapisa
(²tevilom novih konstruiranih atributov) in izgubo informacije. Domensko znanje
je tisto, ki dolo£i pomembnost izgubljene informacije in predstavi na£ine zapisa z
najmanj²o izgubo informacije (na primer agregati po dnevih v tednu).
7.2. Odlo£itveno drevo. Odlo£itveno drevo je algoritem strojnega u£enja, ki na
podlagi podatkov generira drevo (podatkovno strukturo), ki formalizira proces klasi-
ﬁkacije posameznega primerka [8]. V korenu drevesa so posamezni testi, ki dolo£ajo
poddrevesa, ki izhajajo iz korena. Kriterij za hierarhijo testov je informacija, ki nam
jo posamezen test da o problemu.
Algoritem 2 Odlo£itveno drevo za tabelo igralcev in atributov
Require: drevo tDrevo . odlo£itveno drevo
Require: tabela tIgralciAtributi . u£na mnoºica X
Require: vektor vCiljneV rednosti . vektor ciljnih vrednosti y
Require: funkcija Polno(drevo) . ustavitveni pogoj gradnje drevesa
Require: funkcija DodajList(drevo, list) . v drevo dodaj list
Require: funkcija NajboljsiA(X, y) . vrne najbolj²i atribut
Require: funkcija Potomci(a) . potomci atributa a
1: procedure Odlo£itvenoDrevo(tDrevo)
2: if Polno(tDrevo) then
3: DodajList(drevo, vsiPrimeri)
4: return tDrevo . kon£no odlo£itveno drevo
5: else
6: a← NajboljsiA(tIgralciAtributi, vCiljneV rednosti)
7: tPotomci← Potomci(a)
8: Odlo£itvenoDrevo(tPotomci)
9: end if
10: end procedure
Odlo£itveno drevo je v svoji osnovni implementaciji poºre²en algoritem (Algori-
tem 2). Na vsakem koraku pogleda namre£ le kateri atribut (kateri test) bo najbolj
izbolj²al izbrano mero za usmerjanje iskanja. Konstrukcija optimalnega odlo£itve-
nega drevesa bi imela preveliko £asovno zahtevnost za prakti£no implementacijo. V
praksi se izkaºe, da ne prinese pomembnega izbolj²anja napovedne mo£i na testnih
podatkih.
Poºre²nost algoritma se kompenzira z druga£nimi pristopi. Namesto u£enja enega
algoritma, na u£ni mnoºici nau£imo ve£ algoritmov, ki jih nato zdruºimo v en na-
povedni model. Tako nastane sestavljen napovedni algoritem.
7.3. Usmerjanje iskanja. Proces u£enja algoritma na u£ni mnoºici usmerjamo z
merami za usmerjanje iskanja. Pri atributnem zapisu je osnovna naloga u£nega
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algoritma oceniti pomembnost atributa za dani u£ni problem. V nalogi je pri od-
lo£itvenih drevesih in naklju£nih gozdovih uporabljena ista mera ne£isto£e: GINI
index [8].
7.4. Sestavljeni napovedni algoritmi. Pomanjkljivosti posameznega algoritma
strojnega u£enja popravimo tako, da na u£ni mnoºici nau£imo ve£ algoritmov. Pri
tem imamo dva razli£na pristopa:
• Na isti mnoºici (celotni u£ni mnoºici) nau£imo ve£ razli£nih algoritmov.
• Na razli£nih podmnoºicah u£ne mnoºice nau£imo isti algoritem.
Opisani strategiji sta enaki za problema napovedovanaja zvezne spremenljivke
(regresija) in napovedovanja diskretne spremenljivke (klasiﬁkacija).
Nau£ene algoritme zdruºimo v skupen napovedni model. Metode zdruºevanja
napovedi so razli£ne za nadzorovane in nenadzorovane algoritme. Obravnavamo le
zdruºevanje napovedi z diskretno spremenljivko. Pri tem tipi£no uporabljamo dve
strategiji:
• Mehko glasovanje. Vsak algoritem poda glas kateremu razredu pripada po-
sameznen primerek. Svoj glas pa algoritem obteºi z mero prepri£anja, da je
napoved pravilna.
• Trdo glasovanje. Vsak algoritem poda glas kateremu razredu pripada posa-
meznen primerek. Vsi glasovi so enako pomembni.
Algoritem 3 Naklju£ni gozd za tabelo igralcev in atributov
Require: gozd gGozd . naklju£ni gozd
Require: drevo tDrevo . izbrano drevo v gozdu
Require: tabela tIgralciAtributi . u£na mnoºica X
Require: vektor vCiljneV rednosti . vektor ciljnih vrednosti y
Require: funkcija Kon£an(gozd) . ustavitveni pogoj gradnje gozda
Require: funkcija DodajList(drevo, listi) . v drevo dodaj liste
Require: funkcija NajboljsiA(X, y) . vrne najbolj²i atribut
Require: funkcija Klasificiraj(X, y) . popravi drevo gleda na klasiﬁkacijo
Require: funkcija Potomci(a) . potomci atributa a
1: procedure Naklju£niGozd(gGozd, tDrevo)
2: if Kon£an(gGozd) then
3: DodajList(dDrevo, vsiPrimeri)
4: return gGozd . kon£ni naklju£ni gozd
5: else
6: a← NajboljsiA(tIgralciAtributi, vCiljneV rednosti)
7: tPotomci← Potomci(a)
8: tDrevo← Klasificiraj(X, y, tPotomci)
9: Naklju£niGozd(gGozd, tDrevo)
10: end if
11: end procedure
7.5. Naklju£ni gozdovi. Naklju£ni gozdovi (Algoritem 3) spadajo med sestavljene
algoritme. Na razli£nih podmnoºicah u£ne mnoºice u£imo enak algoritem odlo£i-
tvenega drevesa. V osnovnem zapisu ja izhod odlo£itvenega drevesa le napoved,
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kateremu razredu pripada posamezen primer. Za zdruºevanje uporabimo trdo gla-
sovanje. e je izhod odlo£itvenega drevesa verjetnostna distribucija (verjetnost, da
posameznik pripada dolo£enemu razredu), potem za zdruºevanje uporabimo mehko
glasovanje.
8. Nenadzorovano u£enje in model prehodov med segmenti vedenja
ir²i napovedni model za napovedovanje ºivljenjske vrednosti igralca temelji na
grafu prehodov med segmenti, ki modelira zgodovino prehodov podobnih igralcev.
Vsako vozli²£e v grafu predstavlja igralce, ki so si v tistem trenutku podobni.
8.1. Predpostavke modela. Celotno ºivljenjsko dobo igralca razdelimo na teden-
ske intervale. Pri£akovanje, kak²na bo ºivljenjska doba torej predstavimo s ²tevilom
tednov igranja. Ra£unamo na²e pri£akovanje za celoten promet, ki ga igralec ustvari
v enem tednu  ra£unamo pri£akovan tedenski promet. Celotna ºivljenjska vrednost
igralca je ocena za ²tevilo tednov igranja krat ocena za pri£akovano tedensko pov-
pre£je.
Obdobje, kjer je igralec ºe igral, predstavimo s povpre£nim tedenskim prometom.
V za£etka modeliranja je to tudi na²e pri£akovanje za celotno obdobje igranja. e
izra£unamo (po izdelanem modelu) negativno spremembo povpre£nega tedenskega
prometa to pomeni, da bo igralec v preostanku igranja pri istem operaterju stavil
manj kot stavi sedaj.
Kon£ni rezultat modeliranja z grafom je torej pri£akovana sprememba tedenskega
prometa. asovno obdobje, ki ga modeliramo, je pri£akovana preostala doba igranja
za igralca. Preostanek pri£akovane ºivljenjske dobe igralca je lahko enak za vse
igralce ali pa je rezultat zunanjega napovednega modela. Predpostavimo tudi, da
segmenti predstavljajo povpre£je obna²anja v enem tednu. Re-segmentacije so tako
izvajane enkrat na teden na tedenskih povpre£jih (ali vsotah) atributov.
8.2. Graf poti igralcev. Na² cilj je na podlagi zgodovinskih podatkov zgraditi
graf moºnih prehodov. Vozli²£a grafa so relevantni segmenti, ki jih dobimo na
podlagi atributne predstavitve igralcev. Vsak prehod je uteºen z vrednostjo prehoda
in njegovo verjetnostjo. To je podlaga za izra£un pri£akovane vrednosti. Primer
modela moºnih poti je na sliki 2 (segmenti so ozna£eni z velikimi tiskanimi £rkami
in so vozli²£a grafa prehodov).
8.2.1. Sledenje in imenovanje segmentov. Glede na izku²nje iz sorodnih problemov
kot osnovni segmentacijski algoritem uporabljamo k-clustering [8]. Algoritem sam po
sebi ne ohranja stalnosti segmentov. K-ti segment iz nove segmentacije ni nikakor
povezan s k-tim segmentom iz stare segmentacije. Za stalnost segmentov potrebu-
jemo dodatno predpostavko. Predpostavljamo, da ve£ina igralcev ostane v istem
segmentu. Atributom, ki predstavljajo igralca, dodamo ²e dva atributa: vrednost
zadnje in predzadnje segmentacije. Vrednost (razred) zadnje segmentacije dolo£imo
kot ve£inski razred predzadnje segmentacije v segmentu. Primer tega je v tabeli 10.
Alternativa predstavljenemu na£inu za spremljanje segmentov je, da problem se-
gmentacije prevedemo na problem nadzorovanega u£enja. Segmente, ki jim posame-
zen primer pripada predstavimo kot ciljni razred (vektor ciljnih vrednosti). Na tako
konstruirani u£ni mnoºici nato porabimo enega od klasiﬁkacijskih algoritmov (na
primer odlo£itvena drevesa). Igralec je vsaki£, ko na novo poºenemo klasiﬁkacijo,
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Slika 2. Shema grafa prehodov med segmenti.
igralec stari_segment novi_segment
ig_1 3 3
ig_22 6 3
ig_52 6 3
ig_42 6 3
ig_53 2 3
ig_635 3 3
ig_27 3 3
ig_85 2 3
ig_92 3 3
ig_101 3 3
Tabela 10. Segmente imenujemo glede na ve£inski zadnji razred.
razvr²£en na podlagi kriterijev, nau£enih na podlagi naklju£nih gozdov. Pri upo-
rabi tak²nega pristopa ne potrebujemo predpostavke, da ve£ina igralcev ne spremeni
razreda. Tak²en pristop je uporabljen v [18], ki obravnava podoben problem.
Pri£akovano obna²anje modela je, da v vsakem koraku med segmenti preide le
manj²inski del igralcev. Zato menim, da je zaradi narave problema bolj smiseln
pristop, ki je opisan s predpostavko o ve£inski pripadnosti razredu.
8.2.2. Verjetnost za prehode med segmenti. Verjetnost za prehode med segmenti
izra£unamo kot deleºe prehodov (vklju£no z zgodovinskimi podatki), kar je predsta-
vljeno v tabeli 12
8.2.3. Vrednost prehodov. Vsakemu prehodu med segmenti dolo£imo vrednost. Vre-
dnost prehodov med razredoma je dolo£ena kot pri£akovana vrednost spremembe
stave med razredi. Stavni razred je diskreditirana povpre£na stava (ki je v osnovi
zvezna spremenljivka) in je zna£ilnost posameznega igralca; v istem segmentu so
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igralec star_segment nov_segment
ig_822 6 2
ig_144 6 4
ig_13 6 5
ig_24 6 5
ig_44 6 3
ig_55 6 6
ig_724 6 6
ig_150 6 6
ig_90 6 6
ig_99 6 6
Tabela 11. Tabela prehodov iz segmenta 6.
prehod verjetnost
6 v 2 10%
6 v 4 10%
6 v 3 10%
6 v 5 20%
6 v 6 50%
Tabela 12. Pripadajo£e verjetnosti za prehode iz segmenta 6.
igralci, ki pripadajo razli£nim stavnim razredom. Za vsak prehod med stavnima ra-
zredoma dolo£imo njegovo vrednost kot spremembo stave. Verjetnost prehoda med
stavnima razredoma je deleº prehodov med vsemi primeri znotraj istega prehoda
med segmentoma. Za dolo£anje vrednosti prehoda atributom, ki dolo£ajo igralca
dodamo tudi informacijo o zadnjem in predzadnjem stavnem razredu.
prehod_stavni_razredi vrednost prehoda verjetnost
5 v 7 500 0,4
5 v 0 -300 0,1
2 v 7 10000 0,05
2 v 1 -100 0,05
2 v 2 0 0,4
Tabela 13. Prehodi med stavnimi razredi v prehodu med segmen-
toma 2 v 3.
8.2.4. Izra£un pri£akovane vrednosti. Vrednost prehoda iz segmenta 2 v 3 je pri£a-
kovana vrednost tabele 13: 665.
8.2.5. Verjetnost poti v grafu z upo²tevanjem zgodovine. Procesa na splo²no ne mo-
deliramo kot procesa, ki bi ustrezal brezzgodovinski predpostavki. Pomembno je
namre£ kak²no pot je imel igralec in ne le, v katerem segmentu je kon£al. V splo-
²nem za to izra£unamo pri£akovano vrednost prehodov z Monte Carlo pristopom.
Algoritem za izra£un pri£akovane vrednosti temelji na simulaciji sprehodov po
grafu. Za vsakega igralca izrazi njegovo preostalo ºivljenjsko dobo kot ²tevilo pre-
hodov med segmenti. Algoritem nato opravi veliko ²tevilo omejenih sprehodov po
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grafu. Rezultat algoritma 4 je aproksimacija pri£akovane vrednosti spremenbe igral-
£eve tedenske stave. Izhodni podatek je (aproksimacija) pri£akovane spremenbe
povpre£nega tedenskega prometa igralca.
Algoritem 4 Verjetnost poti v grafu - monte carlo pristop
Require: graf gPoti . graf poti po igralcev, ki vsebuje verjetnosti in vrednosti
prehodov
Require: sSkokov . ²tevilo pri£akovanih prehodov med segmenti
Require: sPonovitev . ²tevilo ponovitev simulacije
Require: zV ozlisce . za£etno vozli²£e simulacije
Require: funkcija Izberi(vozlisce,graf) . naklju£no izbere enega od
sosedov vozli²£a glede na pripadajo£e verjetnosti v grafu, vrne izbrano vozli²£e
in vrednost prehoda
1: procedure Sprehod
2: vsota← 0
3: for i ← 1 to sPonovitev do
4: delta← 0 . za£etek posamezne simulacije
5: trenutni← zV ozlisce . vsako simulacijo za£nemo v istem vozli²£u
6: for j ← 1 to sSkokov do
7: vrednost, trenutni← Izberi(trenutni,gPoti)
8: delta← delta+ vrednost
9: end for
10: vsota← vsota+ delta
11: end for
12: return vsota
sPonovitev
13: end procedure
8.2.6. Brezzgodovinski pristop za izra£un verjetnost poti v grafu. Stohasti£ni proces
prehajanja med segmenti lahko modeliramo tudi z Markovskimi verigami. Proces
prehajanja med verigami (brez vrednosti prehodov) namre£ ustreza Markovski zah-
tevi (je brez spomina). Verjetnost prehoda med segmentoma (verjetnost segmenta
ob £asu t+ 1) je odvisna le od segmenta v katerem se posameznik nahaja:
P (Xt+1|X1, . . . , Xt) = P (Xn+1|Xt)
Graf prehodov v za£etku modeliranja lahko predstavimo kot matriko sosednosti za
graf, pri katerem so povezave oteºene z verjetnostmi. Element v matriki v i-ti vrstici
in j-tem stolpcu predstavlja verjetnost za prehod igralca iz i-tega v j-ti segment.
Element v prvi vrstici in v prvem stolpcu vedno predstavlja za£etni segment.
Rezultat algoritma 5 je verjetnost, da po podanem ²tevil prehodov igralec kon£a
pot v posameznem segmentu. Verjetnosti so podane kot vrstica kjer i-to mesto v
vrstici predstavlja verjetnost ,da bo igralec kon£al pot v i-tem segmentu.
8.3. Dolo£anje segmentov. Model, ki opisuje razvoj igralca in napoveduje nje-
govo celotno vrednost, temelji na segmentaciji. Segmentacijo lahko doseºemo na
dva na£ina.
Segmentacija na podlagi £asovnih vrst. Pri tem se uporablja algoritme, ki primer-
jajo £asovne vrste (na primer Dynamic Time Wrapping) [9]. Algoritmi za segmen-
tacijo £asovnih vrst so sorodni algoritmom, ki se uporabljajo na primer v biologiji
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Algoritem 5 Verjetnost poti v grafu  markovske verige
Require: graf gPoti . graf poti med segmenti predstavljen kot matrika z
verjetnostmi prehodov
Require: sSkokov . ²tevilo pri£akovanih prehodov med segmenti
1: procedure MarkovSprehod
2: gPoti← gPotisSkokov
3: return gPoti[0][:] . vrnemo prvo vrstico v matriki
4: end procedure
za primerjanje beljakovin. Prednost pristopa z uporabo tak²nih algoritmov je, da
potrebujemo zelo malo (prakti£no ni£) domenskega znanja. Rezultat (segmenti),
ki jih na ta na£in dobimo, opisujejo sorodnost v razvoju navad med igralci. Smi-
selno je torej pri£akovati, da igralci praviloma ne prehajajo med tako opredeljenimi
segmenti. To da igralec med segmenti ne prehaja si razlagamo kot dejstvo, da se
igralec razvija po pri£akovanjih.
Segmentacija, na podlagi igral£evih £asovno odvisnih lastnosti. Vsakega igralca
predstavimo kot nabor njegovih klju£nih lastnosti. Segmentacijo nato izvajamo na
podlagi teh lastnosti. Prednost tega pristopa je, da imamo bolj²i vpogled v kriterije
za segmentacijo. Uspe²nost segmentacije je odvisna od smiselnosti parametrov, ki
igralca opisujejo. Za dolo£itev teh parametrov pa potrebujemo domensko znanje.
Segmenti, ki jih dobimo, opisujejo stanje igralca v trenutku segmentacije in odvisno
od sestavljenih atributov njegovo omejeno zgodovino. Pri£akujemo, da igralci med
segmenti prehajajo. Glede na zgodovino prehodov podobnih igralcev, lahko predpo-
stavimo prihodno pot igralca med segmenti. To pa je tudi osnova za oceno igral£eve
prihodnje vrednosti, ker za vsak prehod lahko ocenimo spremembo igral£eve vre-
dnosti. Tako dolo£eni segmenti so osnova za modeliranje razvoja igralca. Razvoj
igralca predstavimo kot pot med razli£nimi segmenti.
Smiselni napovedni model dobimo le, £e igralec prehaja med segmenti. Napovedni
del modela namre£ temelji na zgodovini prehodov podobnih igralcev.
8.3.1. Atributi, ki dolo£ajo igralca. Glede na izku²nje iz sorodnih problemov je naj-
bolj smiseln pristop, da predstavimo igralca z razredi, ki jim igralec pripada. Vsak
igralec pripada ve£ razredom. Ker so razredi stalni jih lahko obravnavamo kot atri-
bute. Razrede dolo£ajo posamezne lastnosti.
8.3.2. Enostavno generirani razredi. Razrede lahko generiramo le glede na en izbran
atribut. Primer za to je segmentacija celotne stave igralca. Celotne stave razdelimo
na n razredov (²tevilo razredov dolo£imo s pomo£jo domenskega znanja). Razrede
dobimo s pomo£jo segmentacijskega algoritma. Razrede lahko deﬁniramo tudi s
pomo£jo ﬁksno deﬁniranih pravil. Atribut, ki dolo£a najljub²i tip igre, je dolo£en
tako, da ro£no deﬁniramo igre, ki so si med seboj sorodne (enostavne slot igre, ºive
stave, . . . ).
8.3.3. Razredi, na katere vpliva ve£ dejavnikov. Poleg enostavne segmentacije deﬁ-
niramo tudi segmente, ki so dolo£eni glede na bolj kompleksne odnose med atributi.
Najbolj²i pristop za to je, da deﬁniramo pripadnost segmentu usmerjene segmenta-
cije. Usmerjene segmente dobimo tako, da segmentacijo izvajamo le glede na pod-
mnoºico atributov, ki najbolj vpliva na izbrano lastnost (na primer na VIP stopnjo).
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Pomembnost atributov dolo£imo s prevedbo problema na problem klasiﬁkacije, kjer
nam napovedni algoritem poda oceno za pomembnost atributov. Pri VIP stopnji
smo pomembnost atributov ocenili z naklju£nimi gozdovi, ki so napovedovali VIP
stopnjo na podlagi mnoºice vseh atributov. Atributi so bili ocenjeni z mero za infor-
macijski doprinos GINI index [8]. Nato smo za relevantne vzeli 20 najpomembnej²ih
atributov (glede na oceno naklju£nih gozdov).
S segmentacijo, ki upo²teva le izbrano podmnoºico atributov, smo dobili segmente,
ki vpisujejo sorodnost igralcev glede na vplivne dejavnike na VIP stopnjo. Na ta na-
£in dolo£imo sestavljene atribute. Dolo£itev atributov glede na katere segmentiramo
je stvar domenskega znanja.
8.3.4. Izvedba segmentacije. Vsakega igralca predstavimo s klju£nimi identiﬁcira-
nimi lastnostmi. Pomembno je, da je teh lastnosti ob£utno manj, kot je vseh atri-
butov (vseh podatkov, ki jih poznamo o igralcu). tevilo segmentov je ﬁksno, prav
tako si ºelimo, da so ﬁksni tudi segmenti. Segmente dobimo s segmentacijo (nenad-
zorovano metodo), ²tevilo segmentov pa dolo£imo na podlagi zahtev domene.
9. Rezultati
U£inkovitost razvitih modelov je ocenjena na podlagi metrik, deﬁniranih v nalogi.
Za nenadzorovano u£enje je predstvsem predstvljena smiselnost izbranega pristopa.
9.1. Uporaba nadzorovanih metod. Pri razvoju avtomatskega napovednega mo-
dela se osredoto£amo le na algoritma odlo£itvenih dreves in naklju£nih gozdov. Iz-
brana algoritma, poleg napovedi razreda, podata tudi obrazloºitev napovedi. Glede
na pregled literature in naravo problema, ki ga re²ujemo, pri£akujemo, da bodo na-
klju£ni gozdovi najbolj u£inkoviti napovedni algoritmi. Za vse opisane algoritme so
parametri, ki niso posebej opisani, dolo£eni z navzkriºnim preverjanjem  izbran je
set parametrov, ki da pri navzkriºnem preverjanju najbolj²e rezultate.
9.1.1. Zasnova eksperimenta. Nadzorovan napovedni model je razvit na mnoºici po-
datkov, ki predstavlja stanje igralcev po prvi odigrani igri. Obravnavani so atributi,
ki so zajeti po prvi odigrani igri. Za razvoj modela se osredoto£imo le na podmno-
ºico igralcev, ki so opravili prvo stavo. Vsi igralci, ki niso naredili prve stave, niso
naredili drugega depozita, kar je trivialen napovedni problem. Mnoºica igralcev, za
katere ºe vemo, da ne bodo naredili drugega depozita nas ne zanima in bi, £e bi bila
upo²tevana pri razvoju modela, nerealno izbolj²ala oceno napovedne mo£i.
Pri razvoju modela so bili upo²tevani vsi atributi, katerih vrednosti poznamo po
prvi odigrani igri. Seznam izbranih atributov ni predmet te naloge in je poslovna
skrivnost lastnika podatkov.
Za izbrana napovedna algoritma (odlo£itveno drevo in naklju£ni gozd) so dolo£eni
optimalni parametri (zaustavitveni kriteriji) z navzkriºnim preverjanjem. Za vsak
izbor parametrov je izra£unana napovedna mo£ pri desetkratnem navzkriºnem pre-
verjanju. Na ta na£in so dobljeni optimalni parametri za izbran model. Podrobneje
je obravnavana le napovedna mo£ optimalnih nastavitev izbranih algoritmov.
Mo£ napovednega modela je ocenjena z navzkriºnim preverjanjem. Celotna mno-
ºica podatkov je razdeljena na deset enako velikih delov. V vsaki ponovitvi je en del
testna mnoºica, preostalih devet delov pa u£na mnoºica. Rezultati, predstavljeni
kot matrike napak, vsebujejo povpre£je desetih desetkratnih navzkriºnih preverjanj.
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Rezultati napovedni modelov so primerjani z napovedno mo£jo trivialnega kla-
siﬁkatorja. Trivialni klasiﬁkator napove razred glede na porazdelitev napovedne
spremenljivke v u£ni mnoºici.
9.1.2. Matrika napak. Rezultati napovedni modelov so primerjani z napovedno mo-
£jo trivialnega klasiﬁkatorja. Trivialni klasiﬁkator napove razred glede na porazde-
litev napovedne spremenljivke v u£ni mnoºici. Matrike predstavljajo celotni vzorec,
²tevila posameznih klasiﬁkacij pa so normirana  na ta na£in laºje primerjamo raz-
li£no velike razrede. Namesto absolutnega ²tevila klasiﬁkacij je predstavljen deleº
klasiﬁkacij glede na dejanski razred. Normalizacija je izbrana saj je razred igralcev,
ki ne naredijo drugega depozita, ve£ji od razreda, ki predstavlja igralce, ki naredijo
drugi depozit.
Osnova za ocenjevanje napovedne mo£i algoritmov je trivialni klasiﬁkator. Trivi-
alni klasiﬁkator napove razred glede na porazdelitev ciljnih vrednosti v u£ni mnoºici.
Pri napovedovanju trivialni klasiﬁkator ne uporabi nobene dodatne informacije iz
ciljne mnoºice. Za potrditev smiselnega delovanja napovednega modela mora ta
dose£i ve£jo napovedno mo£ kot trivialni klasiﬁkator.
Osnova za ocenjevanje napovedne mo£i algoritmov je trivialni klasiﬁkator. Trivi-
alni klasiﬁkator napove razred glede na porazdelitev ciljnih vrednosti v u£ni mnoºici.
Pri napovedovanju trivialni klasiﬁkator ne uporabi nobene dodatne informacije iz
ciljne mnoºice. To razberemo tudi iz njegove matrike napak na sliki 3. Napove-
dni model smiselno deluje £e doseºe ve£jo napovedno mo£ kot trivialni klasiﬁkator.
Natan£nost trivialnega klasiﬁkatorja je 0, 432 njegov vpoklic (pokritost) pa 0, 434.
Slika 3. Matrika napak za trivialni klasiﬁkator.
Prvi izbrani algoritem, ki upo²teva dejanske podatke iz vzorca je odlo£itveno
drevo. Natan£nost odlo£itvenega drevesa je 0, 564, njegov vpoklic pa 0, 444. Obe
merili za napovedno mo£ izbolj²ata napoved trivialnega klasiﬁkatorja. Slabo pokri-
tost razberemo tudi iz matrike napak na sliki 4. Od igralcev, ki dejansko naredijo
drugi depozit (spodnja vrstica na sliki 4), jih odlo£itveno drevo prepozna manj kot
polovico (0, 444 - spodnji desni kvadrant na 4).
Izbolj²ava algoritma odlo£itvenega drevesa je algoritem naklju£nih gozdov. Na-
tan£nost naklju£nih gozdov je 0, 774 njihov vpoklic pa 0, 539. Natan£nost izbranega
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Slika 4. Matrika napak za odlo£itveno drevo.
algoritma je dobra, nekoliko slab²i pa je vpoklic (spodnji desni kvadrant na sliki
5). Kljub temu pa naklju£ni gozd prepozna ve£ kot polovico posameznikov, ki bodo
naredili drugi depozit.
Slika 5. Matrika napak za naklju£ni gozd.
Trivialni klasiﬁkator Odlo£itveno drevo Naklju£ni gozd
Natan£nost 0.432174 0.564249 0.773591
Vpoklic 0.433796 0.443976 0.538903
Tabela 14. Zbrane natan£nosti in vpoklici.
Natan£nosti in vpoklici vseh obravnavanih klasiﬁkatorjev so zbrani v tabeli 14.
9.2. Vrednotenje uporabljenih modelov nadzorovanega u£enja. Oba izbrana
algoritma smiselno delujeta ker izbolj²ata napoved trivialnega klasiﬁkatorja. Po
pri£akovanjih pa se je najbolje izkazal napovedni model, ki temelji na algoritmu
27
naklju£nih gozdov. Kljub dobri natan£nosti pa je pri obeh obravnavanih algorit-
mih slab²i vpoklic. Izbrana algoritma sta relativno konservativna  na ra£un dobre
natan£nosti spregledata velik del pozitivnih primerov. Za izbrani problem napo-
vedovanja drugega depozita so, zaradi domenskih zahtev, sicer bolj konservativni
napovedni modeli bolj uporabni ker je natan£nost napovedi bolj pomembna kot
pokritost. Razviti modeli pa ne bi bili primerni za probleme, ki zahtevajo bolj²o
pokritost.
Za modeliranje izbran relativno zahteven problem. e po prvi odigrani igri si
namre£ ºelimo napovedati, ali bo igralec naredil drugi depozit  kar v praksi pomeni,
da bo igralec ostal pri izbranem operaterju. Napovedno natan£nost in pokritost bi
izbolj²ali tudi tako, da bi igralca opazovali dlje £asa. Razviti pa smo ºeleli model,
ki nam pove prvo sliko o igralcu. Pri tem je model z 77% napovedno natan£nostjo
zelo uporaben.
Uspe²nost pristopa z naklju£nimi gozdovi sicer potrjuje tudi smiselnost sestavlja-
nja atributov. Atributi, ki ne temeljijo na globokem u£enju, ampak na domenskem
znanju, dajejo uporabne rezultate, hkrati pa zagotavljajo preglednost in razumlji-
vost modela. Pristop z globokim u£enjem pa vseeno ostaja smiselna primerjalna
moºnost za nadaljnje delo.
9.3. Nenadzorovane metode. Pri ²ir²em napovednem modelu je predstavljena
le smiselnost pristopa s sestavljenimi atributi. Atributi, ki dolo£ajo igralca in na
podlagi katerih je ustvarjen mikrosegment so tudi segmenti (klastri), ki jim igralec
pripada. Vsak od omenjenih segmentov opisuje podobnost v dolo£eni podmnoºici
igral£evih atributov.
Segmentacija na podlagi vseh atributov ni smiselna, saj dobimo preveliko ²te-
vilo osamelcev. To vidimo tudi na sliki 6. S stali²£a modeliranja vedenja je to
smiselno, saj lahko pri£akujemo, da ²tevilo osamelcev nara²£a, £e opazujemo ve£je
²tevilo atributov. Druga£e povedano, £e gledamo preve£ atributov (lastnosti), je
vsak posameznik izjemen v vsaj v eni stvari.
Slika 6. Projekcija mnoºice glede na vse atribute.
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Slika 7. Projekcija mnoºice glede na izbrano podmnoºico atributov.
Sliki 6 in 7 sta nastali z algoritmom TSNE [10]. Algoritem TSNE projecira origi-
nalni (visoko dimenzionalni problem) na 2 dimenzij, kar omogo£a, da ga nari²emo.
Zna£ilnost algoritma je, da podatke, ki so skupaj v originalnem prostoru nari²e sku-
paj v dveh dimenzijah. Opisana projekcija ohranja lastnost bliºine, ne pove pa ni£
o razmerjih med podatki, ki so bolj narazen. Algoritem (ker ohranja bliºino) je tako
posebej primeren za vizualizacijo segmentacijskih problemov. TSNE ima regulari-
zacijski parameter, ki opisuje pri£akovano ²tevilo sosedov. Ni znanih smernic kako
pravilno dolo£iti regularizacijski parameter  edini moºni na£in je posku²anje razli£-
nih moºnosti. Izra£un slike je ra£unsko zahteven (£as ra£unanja za 300 000 igralcev
je ve£ kot en dan), tako da predstavljene slike ne predstavljajo optimalne nastavitve
omenjenega parametra. To pomeni, da so na slikah vzorci (sklenjene krivulje), ki
najverjetneje ne predstavljajo dejanskih vzorcev v podatkih.
e se omejimo le na podmnoºico atributov, ki vplivajo na ºeleno lastnost (v tem
primeru so predstavljeni atributi, ki vplivajo na VIP stopnjo), dobimo ve£je ²tevilo
skupin v mnoºici igralcev, kar je razvidno s slike 7. Posledica tega so segmenti, ki
imajo primerljive velikosti (nimamo ve£ osamelcev). S tem zadovoljimo domensko
zahtevo o smiselnosti segmentov.
V nalogi je predstavljena le smiselnost usmerjene segmentacije. Celoten graf pre-
hodov ²e ni implementiran, saj zahteva domensko znanje (na primer dolo£anje atri-
butne predstavitve, ²tevilo segmentov, £asovni interval segmentacij. . . ) in ekspe-
rimentiranje v praksi. V nalogi je predstavljen le prvi korak pri implementaciji
modela. Dokon£en razvoj modela pa je predmet nadaljnjega raziskovalnega dela.
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10. Zaklju£ek
V nalogi je predstavljen moºen pristop k modeliranju vedenja. Izkaºe se, da
re²evanje problema z realnimi podatki zahteva ob²irno pripravo podatkov. Pristopi
k £i²£enju in pripravi podatkov pomembno vplivajo na moºnost izdelave kvalitetnih
napovednih modelov. Priprava realnih podatkov zato £asovno predstavlja velik del
re²evanja problema izdelave avtomatskega napovednega modela.
Preverjanje avtomatskega napovednega modela, ki napoveduje ali bo igralec na-
redil drugi depozit, pokaºe, da je bil izbrani pristop, ki vklju£uje pripravo podatkov,
pripravo atributov in izbiro napovednega algoritma, smiseln. Po mnenju domenskih
uporabnikov da napovedni model dovolj dobre rezultate, da je uporaben v praksi.
V nalogi je predstavljen tudi na£rt za izdelavo ²ir²ega napovednega modela, ki
napoveduje celotno igral£evo stavo. Bistven del izdelave ²ir²ega napovednega modela
je predstavitev pristopa prevedbe domenskih zahtev v jezik strojnega u£enja. Za tisti
del modela, ki se nana²a izklju£no na strojno u£enje, je predstavljeno zakaj je izbrani
pristop smiseln. Evalvacija celotnega modela pa ni predmet te naloge, saj zahteva
dodatno domensko znanje in implementacijo s testiranjem v praksi.
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