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Abstract 
Confidence intervals for parameters that can be arbitrarily close to being unidentified are 
unbounded with positive probability (e.g. Dufour, Econometrica 65, pp. 1365-1387 and 
Pfanzagl, Journal of Statistical Planning and Inference, 75, pp. 9-20), and the asymptotic 
risks of their estimators are unbounded (Pötscher, Econometrica 70, pp. 1035-1065). We 
extend these “impossibility results” and show that all tests of size α  concerning 
parameters that can be arbitrarily close to being unidentified have power that can be as 
small as α  for any sample size even if the null and the alternative hypotheses are not 
adjacent. The results are proved for a very general framework that contains commonly 
used models. 
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1. Introduction 
Models where the parameters can be arbitrarily close to being unidentified have 
recently attracted attention in both statistics (e.g. Gleser and Hwang (1987), Koschat 
(1987) and Pfanzagl (1998)) and econometrics (e.g. Staiger and Stock (1997), Dufour 
(1997), Andrews, Moreira and Stock (2006)). They are characterized by non-standard 
inferential problems. Gleser and Hwang (1987), Koschat (1987), Dufour (1997) and 
Pfanzagl (1998) have shown that every confidence set of level α  must be unbounded 
with positive probability in these models. This suggests that the use of confidence 
intervals to measure the precision of an estimator may be problematic even when the 
sample size is very large (cf. Bahadur and Savage (1956), Singh (1963) and Pötscher 
(2002)). The results of LeCam and Schwartz (1960) and Pötscher (2002) suggest that no 
uniformly consistent estimator exists for parameters that can be arbitrarily close to being 
unidentified. When identification fails, standard estimators have non-standard asymptotic 
distributions. For structural equations models, this is shown by Phillips (1989), Choi and 
Phillips (1992), Staiger and Stock (1997), and Stock and Wright (2000). 
Another challenging problem is the construction of (asymptotically) similar tests (i.e. 
tests with fixed size) for parameters that can be arbitrarily close to being unidentified. 
Dufour (1997) proves that tests based on Wald confidence sets cannot be similar, and 
that the sizes of such tests cannot be bounded from above in a nontrivial way. Kleibergen 
(2002) and Moreira (2003) show that similar tests for the structural parameters of linear 
structural equations do exist. The current interest in the construction of similar tests for 
these non-standard set-ups is evident from the long list of recent articles and working 
papers (e.g. Kleibergen (2005), Guggenberger and Smith (2005), Andrews and Marmer 
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(2008), Andrews and Stock (2007), Andrews, Moreira and Stock (2006), Poskitt and 
Skeels (2005)). 
In this paper we extend the impossibility results of Dufour (1997), Pfanzagl (1998) 
and Pötscher (2002) to tests of hypotheses, to help understand what optimal properties a 
test can have in situations where the parameters can be arbitrarily close to being 
unidentified. Our results are as follows: 
(i) the power of a test of size α  concerning a parameter that can be arbitrarily 
close to being unidentified can be as small as 1 α−  for any sample size and 
for nonadjacent null and alternative hypotheses; 
(ii) no test for which the asymptotic size is bounded by 0 1α< <  can be 
uniformly consistent. 
The source of the inferential problems about parameters that can be arbitrarily close 
to being unidentified is the discontinuity of the functional defining the parameter of 
interest at a point in the space of probability measures, as in Dufour (1997), Pfanzagl 
(1998) and Pötscher (2002). We characterise the problem by showing that the closures of 
the sets of probability measures under the null and alternative hypotheses have a non-
empty intersection, even if the closures of the sets of the values that the parameter of 
interest can take on under the null and alternative hypotheses do have empty intersection. 
Our analysis is different from that of Romano (2004), who studies the case where the set 
of probability measures under the null hypothesis is dense in the set of probability 
measures under the alternative hypothesis. It is also different from the case occurring in 
time series where sets of probability measures under the null and alternative hypotheses 
are dense in a common set. Examples of the latter situation are tests of the spectral 
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density at the origin (e.g. Blough (1992), Faust (1996) and Pötscher (2002)) or on long 
memory parameters (e.g. Pötscher (2002)). Usually in such cases one can impose 
restrictions on the relevant set of probability measures to eliminate the discontinuity of 
the functional of interest (e.g. Pötscher (2002)). For the case we consider, the 
discontinuity cannot be removed by restricting the set over which the functional of 
interest is defined, unless one assumes that the functional is identified and far from being 
unidentified.  
We also investigate the power of an unbiased test for a parameter that can be 
arbitrarily close to being unidentified. We present an expression for the local power 
envelope, and show that the Fisher information is the key factor determining the largest 
power achievable by the test in a neighbourhood of the null hypothesis.  
The remainder of the paper is structured as follows. Section 2 considers a very 
general set-up and some commonly used special cases (including the linear structural 
equation model), explains the notation, and derives and discusses some impossibility 
results. Section 3 bounds the local power of unbiased similar tests on a parameter that is 
close to being unidentified, and Section 4 concludes.  
2. Main results 
Let P  be a family of probability measures on a measurable space ( ),X A . No 
assumption about the absolute continuity of the probability measures in P  is required 
(cf. Dufour (1997)). For any two probability measures P  and Q  in P , define the total 
variation distance between them as ( ) ( ) ( ){ }, sup :d P Q P A Q A A= − ∈A , and let 
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:κ →P \  be the functional defining the parameter of interest. Following Pfanzagl 
(1998), let *P  be a probability measure, not necessarily in P , and let 
 
( ) ( ){ }
( ) ( )( )
* *
* *
: ,P P d P P
K P P
ε
ε ε
ε
κ
= ∈ <
=
P P
P
 
and  
 ( ) ( )* *
0
K P K Pε
ε >
=∩ . 
We will define the parameter κ  as arbitrarily close to being unidentified using the 
notation above. 
Definition. The parameter κ  is arbitrarily close to being unidentified if there exists a 
probability measure *P  such that ( ) ( )*K P κ= P , where this is a proper interval.  
This implies that the functional ( )Pκ  can take on a range of values for probability 
measures P  arbitrarily close to *P , and it is thus discontinuous at *P . Examples of 
statistical models where a parameter of interest is arbitrarily close to being unidentified 
are given below. 
 
Example 1. (See Dufour (1997) and Staiger and Stock (1997).) Consider the simple 
linear structural equation 
(1) t t ty x uκ= + , 
with corresponding reduced form 
(2) ( ) ( ) ( ), ' , ,t t t t ty x z w vπ γ= + , 
1,2,....,t T= , where ty  and tx  are endogenous variables, tz  is a k -dimensional vector 
of exogenous variables, κ  is a univariate structural parameter, and γ  and π  are k -
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variate reduced form parameters. Moreover, tu , tw  and tv  are random errors. 
Compatibility of (1) and (2) implies that π γκ=  and t t tu w v κ= − . Thus, the parameter 
κ  is uniquely defined (i.e. identified) in terms of the reduced form parameters when 
0γ ≠ . If 0γ =  and equations (1) and (2) are satisfied, then κ  can take on any value, and 
is thus unidentified. This case is ruled out by assumption, but γ  is allowed to be 
arbitrarily close to zero: as γ  tends to zero. For example, in the case where 1k = , 
/κ π γ=  and it can take on any value depending on the assumed behaviour of π . 
Given that the structural and reduced form errors are linearly related, we can make 
assumptions on the properties of ( ),t tw v , 1,2,....,t T=  only. For the sake of simplicity 
we assume that ( ),t tw v , 1,2,....,t T= , are independent normal random variables with 
zero mean and ( )2 2×  covariance matrix Σ . Let the joint probability distribution of the 
matrix variate ( ){ } 1,...,,t t t Ty x =  be indexed by , ,π γ Σ  as , ,Pπ γ Σ . This can be written in terms 
of the parameters as , , , ,P Pγκ γ κ γΣ Σ=  , so that  
 { }, , : , 0,  symmetric and positive definitePκ γ κ γΣ= ∈ ≠ ΣP  \  
The probability *P  can be any of the probabilities ,0,Pκ Σ . Notice that *P ∉P , and that the 
functional κ  is arbitrarily close to being unidentified even for 0γ ≠ . 
 
Example 1 can be generalized to the case where ( ),t tw v , 1,2,....,t T= , have arbitrary 
distributions that do not depend on the structural or reduced form parameters, and to the 
case where there are several structural parameters. 
 
Example 2.  Monte Carlo tests in their simplest form (e.g. Dufour (2006)) can be used to 
test the null hypothesis that 0κ κ=  and 0Pκ  is completely specified. Suppose that under 
the alternative, 1 0κ κ κ= ≠  and the distribution is ( ), 1Q P Pκ η κη η= − + , where P is an 
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arbitrary distribution in a set 0P  containing a sequence converging to 0Pκ . In this case 
* ,P Qκ 1=  for any κ . Once again, the case where 1η =  is usually ruled out by 
assumption, but η  can be arbitrarily close to one. 
 
Example 3. (See Pfanzagl (1998), Bahadur and Savage (1956).) In section 4, Pfanzagl 
(1998) considers a family P  of probability measures on the Borel sets with positive and 
continuous Lebesgue density. Pfanzagl (1998) assumes that the parameter of interest is 
( ) ( )P xP dxκ = ∫ , which is defined on the subfamily of P  for which ( )x P dx < ∞∫ . 
This family is closed under convex combinations (i.e. ( ) *1P P Pα α α= − + ∈P  for 
[ ]0,1α ∈  if *,P P∈P ). For the functional considered, this implies that 
( ) ( ) ( ) ( )*1P P Pακ α κ ακ= − + . Pfanzagl (1998) shows that ( ) ( )*K P κ= = P\ . 
 
We wish to test the null hypothesis ( )0 0:H Pκ ∈H  against the alternative 
( )1 1:H Pκ ∈H , where 0H  and 1H  are two disjoint subsets of \ . We will make the 
following assumption: 
Assumption 1. 0H  and 1H  are two disjoint subsets of ( )κ P  (i.e. 0 1∩ =∅H H ) that are 
not adjacent (i.e. 0 1∩ =∅H H , where iH  denotes the closure of iH , i=1,2).  
Our first result shows that if the parameter κ  can be arbitrarily close to being 
unidentified, then ( )1 0κ − H  and ( )1 1κ − H  can be arbitrarily close, even if the null and 
alternative hypotheses are not adjacent as required by Assumption 1. Precisely, 
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Lemma 1. Suppose that κ  is arbitrarily close to being unidentified and let 0H  and 1H  
be two arbitrary subsets of ( )κ P  that satisfy Assumption 1. Define the distance between 
( )1 0κ − H  and ( )1 1κ − H   as  
 ( ) ( )( ) ( ) ( ) ( )1 10 11 10 1 ,, inf ,P QD d P Qκ κκ κ − −− − ∈ ∈= H HH H . 
Then, ( ) ( )( )1 10 1, 0D κ κ− − =H H .  
Proof. Since κ  is arbitrarily close to being unidentified there is a probability measure 
*P , which may or may not be in P , such that ( ) ( )*K P κ= P . Let H  be an arbitrary 
subset of ( )κ P . Since ( ) ( ) ( )* *
0
K P K Pε
ε
κ
>
= =P ∩ , we must have that ( )*K Pε⊂H  for 
every 0ε > . Therefore, for every ( )κ⊂ PH  and every 0ε >  there is a probability 
measure ( )1P κ −∈ H  such that ( )*,d P P ε< . Taking 0H  and 1H  as two subsets of 
( )κ P  and using the triangle inequality, we have that  
 
( ) ( )( ) ( ) ( ) ( ) ( )( )1 10 11 10 1 * *,, inf , ,
2 .
P Q
D d P P d P Q
κ κ
κ κ
ε ε
ε
− −
− −
∈ ∈
≤ +
≤ +
=
H H
H H
 
The result follows from the fact that ε  is an arbitrary positive number. 
 
Lemma 1 is a simple consequence of the definition of a parameter close to being 
unidentified. It isolates the problems with constructing tests in such a set-up: even though 
the null and alternative hypotheses are not adjacent, their inverse images are adjacent. 
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Because of this, one would expect all tests to have difficulty in distinguishing between 
the null and alternative hypotheses. We will now show that this is what happens. 
Let [ ]ˆ : 0,1Xϕ →  be a test of the null hypothesis against the alternative (i.e. ( )ˆ xϕ  is 
a measurable function from X  to [ ]0,1 ). The main result of this paper can now be stated. 
Theorem 1. Suppose that the parameter κ  is arbitrarily close to being unidentified and 
let ( )ˆ xϕ  be a test of the null hypothesis ( )0 0:H Pκ ∈H  against the alternative 
( )1 1:H Pκ ∈H . Then, 
(3) ( ) ( ) ( ) ( )1 11 0ˆ ˆinf supP PP PE x E xκ κϕ ϕ− −∈ ∈⎡ ⎤ ≤ ⎡ ⎤⎣ ⎦ ⎣ ⎦H H . 
If ( )ˆ xϕ  has size α  (i.e. 
( )
( )
1
0
ˆsup P
P
E x
κ
ϕ α
−∈
⎡ ⎤ ≤⎣ ⎦
H
), then  
(4) ( ) ( )1 1 ˆinf PP E xκ ϕ α−∈ ⎡ ⎤ ≤⎣ ⎦H . 
 
Proof. Since κ  is arbitrarily close to being unidentified there is a probability measure 
*P , which may or may not be in P , such that ( ) ( )*K P κ= P . As in the proof of Lemma 
1, we can find ( )1i iP κ −∈ H , 0,1i = , s such that ( )*, / 2id P P ε<  for 0,1i = . Since 
( )ˆ0 1xϕ≤ ≤ , we have that ( ) ( ) ( )
1 0 1 0
ˆ ˆ ,P PE x E x d P Pϕ ϕ− ≤ . That is,  
 ( ) ( ) ( )
1 0 1 0
ˆ ˆ ,P PE x E x d P Pϕ ϕ≤ + . 
The left hand side is at least as large as ( ) ( )1 1 ˆinf PP E xκ ϕ−∈ ⎡ ⎤⎣ ⎦H , while the expectation on the 
right hand side is at most 
( )
( )
1
0
ˆsup P
P
E x
κ
ϕ
−∈
⎡ ⎤⎣ ⎦
H
. Moreover  
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 ( ) ( ) ( )1 0 0 * 1 *, , ,d P P d P P d P P ε≤ + < . 
Thus  
 ( ) ( ) ( ) ( )1 11 0ˆ ˆinf supP PP PE x E xκ κϕ ϕ ε− −∈ ∈⎡ ⎤ ≤ ⎡ ⎤ +⎣ ⎦ ⎣ ⎦H H . 
The inequality in (3) follows from the fact that ε  is arbitrary. If ( )ˆ xϕ  has size α , then 
( )
( )
1
0
ˆsup P
P
E x
κ
ϕ α
−∈
⎡ ⎤ ≤⎣ ⎦
H
 and, (4) follows. This completes the proof. 
 
Theorem 1 covers the case where the null and alternative hypotheses are adjacent 
( 0 1∩ ≠∅H H ) as well as the case where the null and alternative hypotheses are not 
adjacent ( 0 1∩ =∅H H ). In the first case, the result is not new and it follows from the 
continuity of the power as a function of the underlying probability measures. It is the 
second case, in which Assumption 1 holds, that makes the result interesting and new. 
Theorem 1 complements the impossibility results of Dufour (1997), Pfanzagl (1998) 
and Pötscher (2002) and shows that, even if the null and the alternative hypotheses are 
not adjacent, all similar tests have potentially low power. The reason for this loss of 
power hinges on the fact that the inverse images of 0H  and 1H  are adjacent for all 0H  
and 1H , as illustrated in Lemma 1. This results in tests having the same properties as 
tests in the standard set-up where the null and the alternative hypotheses are adjacent. 
It follows from equation (4) that the probability of type II errors of any test satisfies 
(5) 
( )
( )( ) ( ) ( )11 11 ˆ ˆsup 1 1 inf 1P PPP E x E xκκ ϕ ϕ α−− ∈∈ − ⎡ ⎤ = − ⎡ ⎤ ≥ −⎣ ⎦ ⎣ ⎦HH . 
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Therefore, all similar tests of size α  of ( )0 0:H Pκ ∈H  against ( )1 1:H Pκ ∈H  can have 
probabilities of  type II errors larger than 1 α− . 
Notice that the problems persist in an asymptotic framework. Let 
( ) ( )1 2 1 2, ... , ...n nX X X X= × × × × × ×A A A A , where n is an index that may denote the 
sample size, and we denote by ( )ˆn xϕ  for 1 2 ... nx X X X∈ × × ×  a test of the null 
hypothesis ( )0 0:H Pκ ∈H  against the alternative hypothesis ( )1 1:H Pκ ∈H .  Suppose 
that 0H  and 1H  satisfy Assumption 1 and the parameter κ  is arbitrarily close to being 
unidentified. If ( )ˆn xϕ  has size α  as n →∞  (i.e. ( ) ( )1 0 ˆlimsup sup P nn P E xκ ϕ α−→∞ ∈ =⎡ ⎤⎣ ⎦H ), then, 
by taking the limit as n tends to infinity in (3), we have ( ) ( )1 1 ˆlimsup inf P nPn E xκ ϕ α−∈→∞ ≤⎡ ⎤⎣ ⎦H . 
Clearly, ( )ˆP nE xϕ⎡ ⎤⎣ ⎦  does not converge to one uniformly over ( )1 1κ − H  indicating that 
no test of ( )0 0:H Pκ ∈H  against ( )1 1:H Pκ ∈H  asymptotically having size α  is 
uniformly consistent. 
Our Theorem 1 is similar to Theorem 1 of Romano (2004), as is the method of proof. 
Romano (2004) shows that if the set ( )1 0κ − H  is dense in ( )1 1κ − H , then the power of 
any similar test of size α  cannot exceed α . We only require that ( )1 0κ − H  and ( )1 1κ − H  
contain two sequences converging to the same limit, which is certainly the case when the 
functional κ  is close to being unidentified. 
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3. The power of tests on κ  in the neighbourhood of *P  
We now investigate the dependence of the power of unbiased tests of κ  on the 
parameters affecting identification. The assumptions here are stronger than those in 
Section 2. 
Consider a family of probability measures { }, : ,Pκ φ κ φ= ∈ ∈ΦP \ , where Φ  is an 
arbitrary metric space. It can be either a family of fully parametric models if Φ  is an 
Euclidean space, or a family of semi-parametric models. Define the functional of interest 
as ( ),Pκ φκ κ= , and suppose that the parameter κ  is identified (i.e. 1 1 2 2, ,P Pκ φ κ φ=  implies 
1 2κ κ= ). Moreover, assume that there exists *φ ∈Φ  and a probability measure *P  on 
( ),X A , not necessarily in P , such that ( )
*
, *lim , 0d P Pκ φφ φ→ =  for all κ ∈\ . Thus, κ  is 
arbitrarily close to being unidentified. We also make the following assumption which 
allows us to locally express the Hellinger distance as a quadratic form (Blyth (1994)): 
Assumption 2. ,Pκ φ  is absolutely continuous with respect to a dominating measure μ  
with density ( ); ,p x κ φ ; moreover 
(i) The set ( ){ }: ; , 0x p x κ φ >  does not depend on ( ),κ φ ; 
(ii) Partial differentiation with respect to ( ),κ φ  and integration with respect to x  of the 
functions ( )( ), ,h x κ φ  are interchangeable whenever required; and  
(iii) The Fisher information matrix exists and is finite. 
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The Fisher information about κ  for a fixed φ  is ( )
,
2
,[ ]PI E κ φκ κ φφ ⎡ ⎤= ⎣ ⎦A , where ,[ ]κ φA  
denotes the partial derivative of ( ), ,ln Pκ φ κ φ=A  with respect to κ . Notice that at *φ , *,κ φA  
does not depend on κ , so that both 
*
2
,[ ] 0κ φ =A  and ( )* 0Iκ φ = . 
Theorem 2. Suppose that Assumption 2 holds and that ( )
,
ˆPE xκ φϕ  is smooth in the sense 
that it has derivatives of order 2k ≥ . Then, the power of every unbiased test ( )ˆ xϕ  of 
size α  (i.e. such that 
( )
( )
( )
( )
1 1
0 1
ˆ ˆsup supP P
P P
E x E x
κ κ
ϕ α ϕ
− −∈ ∈
≤ ≤⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
H H
) for 0 0:H κ κ=  against 
1 0:H κ κ δ= +  ( 0)δ ≠  satisfies 
(6) 
( )
,
0
ˆ
0P
dE x
d
κ φ
κ κ
ϕ
κ =
=  
and 
(7) 
( ) ( ),
0
0
2
2
ˆ
0 P
d E x
I
d
κ φ
κ
κ κ
ϕ φκ
=
< ≤ . 
Thus, the power of every unbiased similar test ( )ˆ xϕ  for 0 0:H κ κ=  against 
1 0:H κ κ δ= +  ( 0)δ ≠  satisfies 
(8) ( ) ( ) ( ) ( )( )
0 , 0
2 2ˆ 1/ 2PE x Iκ δ φ κϕ α φ τ δ δ+ ≤ +  
in a neighbourhood of 0δ = , where :τ →\ \  is the function  
(9) ( )
( )
( )
1
,
0
,
0
21
12
0 0
2
2
ˆ
ˆ1
2
t
P
t
P
d E x
dtdt
d
d E x
d
κ φ
κ φ
κ δ
κ
ϕ
κ
τ δ ϕ
κ
+=
∫ ∫
. 
 - 14 - 
. 
Proof.  Let ( ) ( ) ( )
0 0, ,
ˆ ˆP Pf E x E xκ δ φ κ φδ ϕ ϕ+= −  for fixed 0κ  and φ . Such function has the 
following properties: 
1. ( )0 0f = . 
2. ( ) 0f δ >  for 0δ ≠  since the tests considered are in unbiased. 
3. For any δ ,  the first derivative is  
 
( ) ( ) ( ) ( ) ( ) ( )
0 0 0, , ,
0 0
ˆ ˆ ˆ
lim lim hP P P
h h
E x E x dE xdf f h f
d h h d
κ δ φ κ δ φ κ δ φϕ ϕ ϕδ δ δ
δ δ
+ + + +
→ →
−+ −= = = . 
4. At 0δ =  the first derivative is zero. It is well known that  
 ( ) ( ) ( ) ( ) ( ) ( )
0 0, , 0 0 0 0, , , ,
ˆ ˆ 1 / 2 , ,P Pf E x E x d P P H P Pκ δ φ κ φ κ φ κ δ φ κ φ κ δ φδ ϕ ϕ+ + += − ≤ ≤ , 
where H  denotes the Hellinger distance. Assumption 2 guarantees that the 
Hellinger distance satisfies ( ) ( ) ( ) ( )0 0 0 2 3, ,, 1 / 2H P P I Oκ φ κ δ φ κ φ δ δ+ = +  in a 
neighbourhood of 0δ =  (e.g. Blyth (1994)). Then, for δ  tending to zero from 
the right 
 ( ) ( ) ( ) ( ) ( )
00 0 0
0
0 lim lim lim 1/ 2 0
f f f
Iκδ δ δ
δ δ φ δδ δ+ + +→ → →
−< = ≤ = , 
and for δ  tending to zero from the left 
 ( ) ( ) ( ) ( ) ( )
00 0 0
0
0 lim 1/ 2 lim lim 0
f f f
Iκδ δ δ
δ δφ δ δ δ− − −→ → →
−= ≤ = < ,  
so that ( ) ( ),0
0 0
ˆ
0P
dE xdf
d d
κ δ φ
δ δ
ϕδ
δ δ
+
= =
= = . 
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5. Proceeding as in 3 one can easily check that  ( ) ( )0 ,
22
2 2
ˆPd E xd f
d d
κ δ φϕδ
δ δ
+= . 
6. At 0δ =  the second derivative is bounded by the Fisher information. Proceeding 
as in 4, we find that 
( ) ( ) ( ) ( )0 0, ,
020
ˆ ˆ
0 lim 1/ 2P P
E x E x
Iκ φ κ δ φ κδ
ϕ ϕ φδ
+
→
−< ≤ . Applying 
L’Hospital’s rule we have 
 
( ) ( ) ( ) ( )( )
( )
( )
( )
0 0
0 0
0
, ,
, ,
,
,
,0
0
220 0
0
2
20
ˆ ˆ
ˆ ˆ
lim lim
ˆ
lim
2
ˆ
0
ˆ1 1lim ,
2 2
P P
P P
P
P
P
d E x E x
E x E x d
d
d
dE x
d
dE x
d d E x
d
κ δ φ κ φ
κ δ φ κ φ
κ δ φ
κ φ
κ φ
κ κ
δ δ
δ
κ κ δ
δ
ϕ ϕ
ϕ ϕ δ
δδ
δ
ϕ
δ
δ
ϕ
κ ϕ
δ κ
+
+
+
=
→ →
→
= +
→
−
− =
=
−
= =
 
So that 
( ) ( ) ( ) ( ),0
0
0
2 2
2 2
0
ˆ
0 1 / 2P
d E x d f
I
d d
κ δ φ
δ
κ
δ
ϕ δ φδ δ
+
= =
< = ≤ . 
 
Now we establish (8) by specializing some results in Chapter 1 of the book by 
Castrigiano and Hayes (1993). Since ( ) ( )
0
0 0
df
f
d δ
δ
δ =
= =  and 
( ) ( )
0
2
2
0
0
d f
I
d κδ
δ φδ =
< ≤ , such a function can be written as ( ) ( ) 2f gδ δ δ= , where 
( ) ( )1 21 12
0 0
t
q t
d f q
g dtdt
dq δ
δ
=
= ∫ ∫  is a smooth function (cf. Theorem 25 of Castrigiano and 
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Hayes (1993)). One can easily check that ( ) ( )2 2
0
1 0
2
d f
g
d δ
δ
δ =
= . Since ( )g δ  is smooth 
around 0δ = , there is an open interval containing zero, such that ( ) ( ) ( ) 20g gδ τ δ= ⎡ ⎤⎣ ⎦ , 
where 
 ( )
( )
( )
1
1
21
12
0 0
21
12
0 0 0
t
q t
t
q
d f q
dtdt
dq
d f q
dtdt
dq
δτ δ =
=
=
∫ ∫
∫ ∫
, 
which simplifies to (9), is a smooth function such that ( )0 1τ =  (cf. Theorem 36 of 
Castrigiano and Hayes (1993)). Thus, in a neighbourhood of 0δ =  we can write 
( ) ( ) ( ) 20f gδ τ δ δ= ⎡ ⎤⎣ ⎦  and ( ) ( ) ( )0 2 212f Iκδ φ τ δ δ≤ ⎡ ⎤⎣ ⎦ . Equation (8) follows by 
noticing that, since the tests considered are similar, 
( )
( )
1
0
ˆsup P
P
E x
κ
ϕ α
−∈
⎡ ⎤ =⎣ ⎦
H
.  
 
If ( )Iκ φ  is a continuous function of φ  for *φ φ≠ , then ( ) ( )* 0I Iκ κφ φ→ =  as 
*φ φ→  for all κ . Clearly, if κ  is unidentified the power of every similar test is bounded 
from above by α . Therefore, if ( )
0
Iκ φ  is large we may find tests of 0 0:H κ κ=  versus 
1 0: ( 0)H κ κ δ δ= + ≠  that are locally unbiased, but if ( )0Iκ φ  is small all similar tests 
will have very low local power.  
Theorem 2 is a version of Theorem 1 of Marsh (2007) that allows for nuisance 
parameters and a more general class of probability measures. Notice also that the local 
upper bound for the power given by Marsh (2007) would be, in our notation, 
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( )
0 *
2Iκ δα φ δ++ , where *δ  is a number between 0κ  and δ , while, in our Theorem 2, the 
information is evaluated at the null hypothesis. Asymptotic versions of this result in the 
case where there are no nuisance parameters and Pκ  is normal are well known (e.g. 
Section 15.3 of  Van der Vaart (1998)).  If ( )
0
Iκ φ  is zero, the power envelope is 
described locally by a more complicated function. 
Our “trust” in tests on parameters that can be arbitrarily close to being unidentified 
must rely on information about ( )
0
Iκ φ , which can be interpreted as half the curvature of 
the power function at 0κ . Given some regularity conditions, ( )0Iκ φ  can be consistently 
estimated for each fixed 0φ φ≠ . We have argued (see Forchini and Hillier (2003)) that 
inference should be conditional on a measure of distance from the critical set where the 
parameter of interest is unidentified. The quantity ( )
0
Iκ φ , or an estimate thereof, is 
certainly a measure of identification (and one may argue for conditioning on it).  
4. Conclusions 
In this paper, we have shown that tests on parameters arbitrarily close to being 
unidentified cannot satisfy some of the properties that are usually expected from tests in a 
standard set-up when the null and alternative hypotheses are not adjacent. These results 
complement those of Dufour (1997), Pfanzagl (1998) and Pötscher (2002) on confidence 
intervals and point estimators.   
We have shown that every test of parameters arbitrarily close to being unidentified  
that has size bounded from above by a known constant has potentially low power and  a 
large probability of type II errors. Since models with parameters arbitrarily close to being 
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unidentified seem to be very frequent in practical applications, our main result, Theorem 
1, adds to the existing evidence that standard optimality criteria for tests may be 
inadequate tools to deal with these situations. Theorem 2 provides a local upper bound 
for the power of tests of  the null hypothesis 0 0:H κ κ=  in terms of the Fisher 
information about κ  for a fixed nuisance parameter. 
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