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Abstract. We consider homoclinic solutions of fourth order equations
u
′′′′
+ β2u
′′
+ Vu(u) = 0 in R ,
where V (u) is either the suspension bridge type V (u) = eu − 1 − u or Swift-
Hohenberg type V (u) = 1
4
(u2 − 1)2. For the suspension bridge type equation,
we prove existence of a homoclinic solution for all β ∈ (0, β∗) where β∗ =
0.7427 · · · . For the Swift-Hohenberg type equation, we prove existence of a
homoclinic solution for each β ∈ (0, β∗), where β∗ = 0.9342 · · · . This partially
solves a conjecture of Chen–McKenna [12].
1. Introduction
The study of homoclinic and heteroclinic solutions for fourth order equations
has attracted a lot of attention for the last two decades. Though simple-looking,
the fourth order equations appear to be difficult and pose lots of very challenging
questions. We refer to the survey papers [21] and the monograph [24] for further
references.
Motivated by the appearance of traveling wave behavior on the Narrows Tacoma
bridge and the Golden Gate bridge, McKenna and Walter [22] considered the fol-
lowing nonlinear beam equation
wtt + wxxxx + Vw(w) = 0
where Vw is the restoring force and is chosen such that the effective force of the
cables holds the beam up but the constant force of gravity holds it down on the
assumption that there is no reaction force due to compression. Here w(x, t) denotes
the displacement of the beam from the unloaded state [19]. This leads to a fourth
order beam equation
(1.1)
∂2w
∂t2
+
∂4w
∂x4
= −w+ + 1 in R
where w+ = max{w, 0}. Note that (1.1) also arise in the study of deflection in
railway tracks and undersea pipelines. See [1] and [8].
If we look for a traveling wave solution of the type w(x, t) = 1 + u(x − βt), then
(1.1) is transformed to a fourth order differential equation of the form
(1.2) u′′′′ + β2u′′ + (u+ 1)+ − 1 = 0 in R
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where β denotes the wave speed. McKenna–Walter [22] studied (1.2) by solving an
ordinary differential equation explicitly as
(1.3)
{
u′′′′ + β2u′′ + u = 0 if u ≥ −1,
u′′′′ + β2u′′ = 1 if u ≤ −1
and then glued the two solutions to match at u = −1 (called one-trough solutions).
In fact, they noticed that as the wave speed approaches
√
2, the solution becomes
highly oscillatory in nature, and as β approaches 0, they appear to go to infinity in
amplitude. It was also noticed by numerical experiments that some of the traveling
wave solutions appear to be stable, that is, when two waves collide, they pass
through each other like solitons having many nodes.
Later on, Chen-Mckenna [11] applied mountain pass theorem on H2(R) to prove
that (1.2) has a nontrivial solution. In addition the calculations in [22] suggest
that there are many solutions, possibly infinitely many solutions, though it is only
known that there exists at least one non-trivial solution. In [9], Champneys and
McKenna proved that there exist 0 < β
′
< β
′′
<
√
2 such that (1.2) has infinitely
many multitroughed homoclinic solutions for all β ∈ (β′ , β′′) using the ideas in [7],
[14] and [27].
The model (1.2) has some serious drawbacks. Firstly, it simplifies the nonlinearity
of the physical situation, by not allowing nonlinear effects until the deflection is
quite large. Secondly, the non-smoothness of the restoring force leads to numerical
difficulties. So the following modified version of (1.2) was proposed in [11]
(1.4)


u′′′′ + β2u′′ + eu − 1 = 0 in R,
u 6≡ 0
u ∈ H2(R).
Though the nonlinearity in (1.4) looks similar to that in (1.2), the study of (1.4) is
quite difficult. In addition, V (u) =
∫ u
0
(et− 1)dt = eu− u− 1 is not symmetric and
it has linear growth at −∞ and grows like eu at +∞.
In [29], Smets–van den Berg used mountain-pass lemma and Struwe’s monotonicity
trick [30] to prove that for almost all β ∈ (0,√2), (1.4) admits a solution. Later
on in [5], Breuer, Hora´k, McKenna and Plum used a computer assisted proof to
conclude that if β = 1.3, there is at least 36 solutions. It was then conjectured in
[5] that there is at least one homoclinic solution for all β ∈ (0,√2). In this paper,
we partially solve this conjecture.
Theorem 1.1. There exists 0 < β⋆ < 1 such that for all β ∈ (0, β⋆), (1.4) admits a
homoclinic solution and u decays in the form e−τ(β)|x| cos(ax+ b) for some a, b ∈ R
and τ(β) > 0. (Explicitly, β⋆ ∼ 0.7427 · · · ).
We will also consider the Swift-Hohenberg equation which is a general model for
pattern-forming process derived in [31] to describe random thermal fluctuations in
the Boussinesque equation and in the propagation of lasers [20]. It also arises in
the study of ternary mixtures made up of oil, water and surfactant agents yielding
a free energy functional of the Ginzburg-Landau equation given by,
(1.5) Ψ(u) =
∫
R3
[(∆u)2 + h(u)|∇u|2 + V (u)]dx
3where the scalar parameter u is related to the local difference of the concentration
of oil and water [18]. The function h denotes the amphilic properties and V (u)
denotes the potential (the bulk free energy of the ternary mixture) [2]. Not only
they have important applications in science especially in statistical mechanics of
self avoiding surfaces, but also in cell membrane biology, in string theory and in
high energy physics [28]. The existence of heteroclinic solution has been studied
extensively in [4] when h changes sign.
In this paper we also consider
(1.6) u′′′′ + β2u′′ + Vu(u) = 0 in R
where Vu(u) = −u + u3. For this model, a question of interest is phase transition
i.e. solutions connecting to u = ±1. Peletier and Troy studied homoclinic and
heteroclinic solutions when h(u) = −β2 in [25], [26], though nothing is known
about the existence of heteroclinic solutions of (1.6) for 0 < β <
√
8. Buffoni [6]
proved that if Vu(u) = −u + u2, then (1.6) admits at least one solution for all
β ∈ (0,√2).
Our techniques in proving Theorem 1.1 actually allows to conclude similar results
for the well-known Swift-Hohenberg model
(1.7)
{
u′′′′ + β2u′′ + u(u2 − 1) = 0 in R
u− 1 ∈ H2(R).
Smets-van den Berg [29] proved that for almost all β ∈ (0,√8), problem (1.7) has
a homoclinic solution. For (1.7), we have
Theorem 1.2. For each β ∈ (0, β0), where β0 ≈ 0.9342 · · · , (1.7) admits a homo-
clinic solution.
Here β0 =
√√
2
k0
where 4k20 − 2k0 − 3 = 0. In particular, β0 ≈ 0.9342 · · · . As far
as we know, Theorems 1.1 and 1.2 are the first result in establishing the existence
of homoclinic solutions for explicit β′s.
Let us recall some of the difficulties associated to problem (1.4):
(a) The functional associated to (1.4) does not satisfy the globalAmbrosetti-Rabinowitz
condition, i.e.
Vt(t)t− θV (t) ≥ 0
for some θ > 2 and for all t ∈ R. This poses a major problem in proving the bound-
edness of a Palais-Smale sequence in the H2-norm. In [29], Struwe’s monotonicity
trick was used to conclude the H2-boundedness.
(b) Linearizing the equation (1.4) at u = 0 we obtain
(1.8) w′′′′ + β2w′′ + w = 0.
The roots of (1.8) are given by
(1.9) µ2± =
−β2 ±
√
β4 − 4
2
.
Note that if β ≥ √2, then µ2± are real and (1.4) can be written as
u′′′′ + β2u′′ + u+ eu − u− 1 = 0
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and hence can be decomposed into a system
(1.10)
{
u′′ − µ2+u = w in R
w′′ − µ2−w = 1− u− eu in R.
This formulation in fact helps us to obtain a-priori estimates for u and w using
strong maximum principle. But if 0 < β <
√
2 we cannot apply this method to
reduce to systems, and in fact monotone homoclinics cannot exist in this range.
(c) Let w = u′′. Then (1.4) can be written as w′′+cw = 1−eu where c = β2 > 0. As
a result, we cannot apply maximum principle and we cannot say whether a solution
of (1.4) after a certain stage is positive or negative.
(d) A solution of (1.4) tends to oscillate infinitely many times even if we have a
bound on the Morse index of the solution. This poses a lot of trouble in obtaining
solutions converging to zero as x→ ±∞.
Our main idea of proving Theorem 1.1 is to bound theH2 norm by the energy and
the Morse index. A crucial tool is the Morse index of the mountain-pass solutions.
We believe that a more refined analysis should cover the full range β ∈ (0,√2).
Finally let us mention that the idea of using Morse index to bound solutions has
been used in several recent papers for second order elliptic equations. See Dancer
[13] and Farina [16] and the references therein. However, this idea has never been
used in fourth order equations because the Moser iteration does not work.
Notations: Throughout this paper, by the equality B = O(A) we mean that there
exists C > 0 such that |B| ≤ CA and C ≈ A means that C = A + o(1) where
o(1)→ 0 as β → 0.
2. Preliminaries
In this section, we prove existence of a mountain-pass solution and show that
its Morse index is at most one. This will be used crucially in the next section. We
first recall the following definition.
Definition 2.0.1. Let H be a Hilbert space and B be a closed set of H. Let F be
a family of compact subsets of H. Then we call F a homotopy stable family with
boundary B if
(a) Every A ∈ F contains B.
(b) For any A ∈ F and any η ∈ C(H × [0, 1];H) with η(x, t) = x and for all
(x, t) ∈ (H × {0}) ∪ (B × [0, 1]) implies that η(A× [0, 1]) ∈ F .
Definition 2.0.2. A family F of G− subsets is said to be G− homotopic of dimen-
sion N with boundary B if there exists a compact G− subset D of RN containing
a closed subset D0 and a continuous G− invariant map σ′ : D → B such that
F = {A ⊂ H : A = f(D) for some f ∈ CG(D,H) with f = σ′ on D0}.
Define
Kc = {u ∈ H : I(u) = c ; 〈I ′(u), u〉 = 0}.
A Lie group G is said to be a free action if gx = x implies g = id for any x ∈ H .
We borrow the following lemma from [15] on page 232.
5Lemma 2.1. Let G be a compact Lie group acting freely and differentiably on H.
Let I be a G− invariant functional on H and F be a G− homotopic of dimension
N stable with boundary B. If I satisfies (PS)c where c := c(I,F) and I ′′(u) is a
Fredholm for each level c and supB I < c. Then there exists u ∈ Kc with Morse
index of u at most N.
Proof. For the proof, see [17], Chapter 10. 
We define
(2.1) Iβ(u) =
1
2
∫
R
|u′′|2dx− β
2
2
∫
R
|u′|2dx +
∫
R
(eu − u− 1)dx, ∀u ∈ H2(R).
First note that Iβ is C
2(H2(R)) and it does not satisfy Palais-Smale condition due
to translation invariance of the functional. Moreover, if u is a critical point of Iβ ,
then u is a classical solution of (1.4). Also we have Iβ(0) = 0.
Lemma 2.2. There exist r > 0, c > 0 such that Iβ(u) ≥ c‖u‖2H2(R) for all u ∈ Br(0)
where Br is a ball centered at the origin in H
2(R). In fact, we can choose r and c
to be independent of β.
Proof. If ‖u‖H2(R) < r, then by Sobolev embedding theorem ‖u‖L∞(R) < Cr for
some C > 0 (independent of r). Let us choose r so small that if ‖u‖H2(R) < r, then
(eu − u − 1) ≥ (12 − η)u2 for some η = 2−β
2
12 . Let uˆ(ξ) be a Fourier transform of
u(x). Taking Fourier transform we have
Iβ(u) ≥ 1
2
∫
R
(ξ4 − β2ξ2 + 1)(uˆ(ξ))2dξ − η
∫
R
uˆ2(ξ)dξ
≥ 1
2
∫
R
(ξ4 + ξ2 + 1− (β2 + 1)ξ2)(uˆ(ξ))2dξ − η
∫
R
uˆ2(ξ)dξ
≥ 1
2
∫
R
(
ξ4 + ξ2 + 1− (β
2 + 1)
3
(ξ4 + ξ2 + 1)
)
(uˆ(ξ))2dξ
− η
∫
R
uˆ2(ξ)dξ
≥ 2− β
2
6
∫
R
(ξ4 + ξ2 + 1)(uˆ(ξ))2dξ − η‖u‖2H2(R)
=
2− β2 − 6η
6
‖u‖2H2(R) =
2− β2
12
‖u‖2H2(R).(2.2)

Lemma 2.3. There exists e(independent of β) ∈ H2(R) such that Iβ(e) < 0.
Proof. Choose v ∈ H2(R) such that v has compact support and v < 0. Let uλ(x) =
v(λx), λ > 0. Then it is possible to choose a λ > 0 such that∫
R
|u′′λ|2 − β2|u′λ|2 = −δ < 0.
For {uλ < 0} we have eu − u− 1 > 0. Now consider
Iβ(tuλ)
t2
=
1
2
∫
R
(|u′′λ|2 − β2|u′λ|2) +
∫
uλ<0
etuλ − tuλ − 1
t2
dx
= − δ
2
+
∫
uλ<0
etuλ − tuλ − 1
t2
dx.(2.3)
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But note that the second term is an integral over a bounded domain as support of
u is compact and e
tuλ−tuλ−1
t2
→ 0 as t→∞. This implies that
Iβ(tuλ)→ −∞ as t→ +∞.
Hence the result follows. 
Choose e = tuλ. From [29] we know that for almost all β ∈ (0,
√
2), Iβ satisfies
Palais-Smale condition and hence there exists a mountain pass critical value cβ and
cβ = inf
γ∈Γ
max
t∈[0,1]
Iβ(γ(t)) > 0
where
Γ = {γ : γ ∈ C([0, 1], H2(R)); γ(0) = 0, γ(1) = e}
and Iβ(e) < 0.
Lemma 2.4. There exists a constant C > 0 independent of β such that cβ ≤ C.
Proof. We have Iβ(e) < 0. Define a path γ : [0, 1] → H2(R) such that γ1(t¯) = t¯e.
Then
cβ ≤ max
t¯∈[0,1]
Iβ(γ1(t¯)) ≤ C.
Hence cβ is uniformly bounded. 
Remark 2.5. Also I ′′β (u) can be expressed as Id−K where Id is the identity map and
K is a compact operator. Let G = {id}; the trivial group consisting of the identity
element. Iβ is a G− invariant functional which satisfies Palais Smale condition
[29], for almost all β ∈ (0,√2). Choose B = {0, e} and let Fe0 be the collection of
all paths joining 0 and e. Then Fe0 is a homotopy stable family with boundary B.
Moreover, supB Iβ < cβ . Hence by Lemma 2.1, the solution uβ found in [29] has
Morse index at most one. Also note that cβ is a decreasing function of β.
We summarize the results in the following theorem
Theorem 2.6. For almost all β ∈ (0,√2), there exists a mountain-pass solution
uβ of (1.4) such that
(1) 0 < cβ = Iβ(uβ) < C, where C is independent of β ∈ (0,
√
2),
(2) uβ has Morse index at most one and uβ ∈ H2(R),
(3) the following pointwise identity holds
(2.4) u′(x)u′′′(x)− (u
′′(x))2
2
+
β2
2
(u′(x))2 + eu(x) − u(x)− 1 = 0.
We will call (2.4) a kind of Pohozaev identity which follows by multiplying (1.4)
with u′ and then integrating in (−∞, x).
3. Key Inequalities
In this section, we prove the following key inequalities which will be used to
bound the part where u is large.
Lemma 3.1. Let k1 > 1 be such that
(3.1) k21 − 1− k1 −
√
k21 − 1 = 0.
7Then we have
(3.2)
∫ a
−a
(u
′′
)2 − β2
∫ a
−a
(u
′
)2 +
k21β
4
4
∫ a
−a
u2 ≥ 0
for all u ∈ H2(−a, a) and u(−a) = u(a).
Proof. First, we note that the following inequality holds
(3.3)
∫ a
−a
(u
′′
)2 − β2
∫ a
−a
(u
′
)2 +
k2β4
4
∫ a
−a
u2 ≥ 0
for all k ≥ 1, u ∈ H2(−a, a), u(−a) = u(a) = 0. See Lemma 5 of [3].
Hence we may assume that u(−a) = u(a) 6= 0. Then by rescaling, we may assume
that β2 = 2 and u(±a) = 1. We consider the following minimization problem
(3.4) Ma = min
u∈H2(−a,a),u(±a)=1
∫ a
−a
(u
′′
)2 − 2
∫ a
−a
(u
′
)2 + k2
∫ a
−a
u2.
Using the inequality (3.3), it is easy to see that the minimizer in (3.4) exists and
satisfies
(3.5)
{
u′′′′ + 2u′′ + k2u = 0 in (−a, a),
u(±a) = 1, u′′(±a) = 0.
We can assume that u is even since by (3.3), the solution to
(3.6)
{
u′′′′ + 2u′′ + k2u = 0 in (−a, a)
u(±a) = 0, u′′(±a) = 0
is zero, if k > 1. From (3.5), we conclude
(3.7) u(x) = A coshλx cosµx+B sinhλx sinµx
where r = λ + iµ are the roots of r4 + 2r2 + k2 = 0. Then the minimum can be
computed
(3.8) Ma = 2
[∫ a
0
(u
′′
)2 − 2
∫ a
0
(u
′
)2 + k2
∫ a
0
u2
]
= −2u(a)(u′′′(a) + 2u′(a)).
In order to show that Ma ≥ 0 we proceed to calculate A,B.
First we compute the derivatives of u;
u′(x) = (λA+ µB) sinhλx cosµx+ (Bλ− µA) coshλx sinµx,
u′′(x) = ((λ2 − µ2)A+ 2λµB) coshλx cosµx+ (B(λ2 − µ2)− 2µλA) sinhλx sinµx,
u′′′(x) = (λ(λ2 − µ2)A+ 2λ2µB + µB(λ2 − µ2)− 2Aλµ2) sinhλx cosµx
+ (λB(λ2 − µ2)− 2Aλ2µ− 2µ(λ2 − µ2)A− 2Bλµ2) coshλx sinµx.
Using u′′(a) = 0 we have
u′′(a) = ((λ2 − µ2)A+ 2λµB) coshλa cosµa
+ (B(λ2 − µ2)− 2µλA) sinhλa sinµa(3.9)
and from u(a) = 1 we get
(3.10)
{
A coshλa cosµa+B sinhλa sinµa = 1
2Bλµ coshλa cosµa− 2Aλµ sinhλa sinµa = (µ2 − λ2)
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which implies that
(3.11) A coshλa cosµa+B sinhλa sinµa = 1
(3.12) −A sinhλa sinµa+B coshλa cosµa = µ
2 − λ2
2λµ
.
By simple computations we obtain
A =
coshλa cosµa− µ2−λ22λµ sinhλa sinµa
cosh2 λa cosµ2a+ sinh2 λa sin2 µa
and
B =
sinhλa sinµa+ µ
2−λ2
2λµ coshλa cosµa
cosh2 λa cosµ2a+ sinh2 λa sin2 µa
.
Now
u′′′(a) + 2u′(a) = A(λ(λ2 − µ2)− 2λµ2 + 2λ) sinhλa cosµa
+ B(µ(λ2 − µ2) + 2λ2µ+ 2µ) sinhλa cosµa
+ A(−2λ2µ− µ(λ2 − µ2)− 2µ) coshλa sinµa
+ B(−2λµ2 + λ(λ2 − µ2) + 2λ) coshλa sinµa.(3.13)
As a result we have
u′′′(a) + 2u′(a)(3.14)
=
1
4λ
[2λ2(λ2 − µ2)− 4λ2µ2 + 4λ2 + (λ2 − µ2 + 2λµ+ 2)(µ2 − λ2)] sinh 2λa
+
1
4µ
[(λ2 − µ2 − 2λµ+ 2)(µ2 − λ2)− 2µ(2λ2µ+ µ(λ2 − µ2) + 2µ)] sin 2µa
=
1
4λ
[(λ2 + µ2)(λ2 − µ2)− 4λ2µ2 + 4λ2 + (2µλ+ 2)(µ2 − λ2)] sinh 2λa
− 1
4µ
[(λ2 + µ2)(λ2 − µ2)− 4λ2µ2 + 4µ2 + (2µλ− 2)(µ2 − λ2)] sin 2µa.
Since r = λ+ iµ is a root of r4 + 2r2 + k2 = 0, we have
(3.15) (λ2 − µ2)2 − 4λ2µ2 + 2(λ2 − µ2) + k2 = 0.
Let (λ2−µ2) = −1. Then from (3.15) we have 4λ2µ2 = k2−1 and hence (λ2+µ2)2 =
k2. Hence from (3.13) we have
(3.16) − (u′′′(a) + 2u′(a)) = −1
4
(k − k2 + 1+
√
k2 − 1)
[
1
λ
sinh 2λa− 1
µ
sin 2µa
]
.
Now we determine the sign of (sinh 2λa− λ
µ
sin 2µa). Note that we have λ2+µ2 = k
and λ2 − µ2 = −1. Hence we have µ =
√
k+1
2 and λ =
√
k−1
2 .
Let x = 2µa. Then we have
sinh 2λa− λ
µ
sin 2µa = sinh
λ
µ
x− λ
µ
sinx.
But we know that
sinh
λ
µ
x >
λ
µ
x >
λ
µ
sinx ∀ x.
Hence
Ma = −2u(a)(u′′′(a) + 2u′(a)) ≥ 0
9provided k2 − k − 1−√k2 − 1 ≥ 0, k > 1. This proves (3.2). 
Lemma 3.2. Let k2 be such that
(3.17) 4k22 − 2k2 − 3 = 0, k2 > 1.
Then we have
(3.18)
∫ ∞
a
(u
′′
)2 − β2
∫ ∞
−a
(u
′
)2 +
k22β
4
4
∫ ∞
a
u2 ≥ 0
for all u ∈ H2(a,+∞).
Proof. As before, we may assume that a = 0, u(0) = 1, β2 = 2. Using the inequality
(3.3), it is easy to see that the minimizer for the problem
(3.19) M
′
a = min
u∈H2(0,∞),u(0)=1
∫ ∞
0
(u
′′
)2 − 2
∫ ∞
0
(u
′
)2 + k2
∫ ∞
0
u2
exists and satisfies
(3.20)
{
u′′′′ + 2u′′ + k2u = 0 in (0,+∞)
u(0) = 1, u′′(0) = 0.
Hence
(3.21) u(x) = Ae−λx cosµx+Be−λx sinµx
where r = −λ+ iµ are the roots of r4 + 2r2 + k2 = 0. Similar computations as in
Lemma 3.1 give
u′′′(0) + 2u′(0) ≥ 0
if 4k2 − 2k − 3 ≥ 0, k > 1. 
Remark 3.3. Similar results as Lemma 3.2 holds for u ∈ H2(−∞,−a). Define
k0 = max{k1, k2}. It is easy to see that k0 = k1 ≈ 1.62 · · · .
4. proof of Theorem 1.1
From Theorem 2.6, we have
(4.1) 0 < Iβ(uβ) =
1
2
∫
R
|u′′β|2dx−
β2
2
∫
R
|u′β|2dx+
∫
R
(euβ − uβ − 1)dx < C
where C > 0 is independent of β.
Let β ∈ (0,√2) be fixed. By Theorem 2.6, there exists a sequence βn → β and
a sequence of solutions of (1.4), called uβn , with Morse index at most one and the
bound (4.1). Our main idea is to show that the limit of uβn exists and has uniform
H2 bound.
We will drop the subscript β for the sake of convenience.
By simple computations, it is easy to check that the function e
u−u−1
u2
is increasing
if u < 0. Thus there is a unique u⋆ < 0 such that
(4.2)
eu⋆ − u⋆ − 1
u2⋆
=
β4k20
8
.
Since eu − 1− u ≥ u22 for u > 0, we deduce that
(4.3)
eu − u− 1
u2
≥ β
4k20
8
for u ≥ u⋆
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if
(4.4) β ≤
√
2√
k0
.
Also we have
(4.5) eu⋆ ≥ 1 + u⋆ + u
2
⋆
2
eu⋆ .
This implies that
eu⋆ ≤ β
4k20
4
.
Our main idea is to bound the energy on the level sets {u ≥ u⋆} and {u ≤ u⋆}.
On the set {u ≥ u⋆}, we use the key inequality (3.2). On the set {u ≤ u⋆}, we will
use Morse index information obtained in Theorem 2.6.
First, as a result of Remark 3.3 and the key inequalities (3.2) and (3.18) we have
1
2
∫
A
|u′′|2dx− β
2
2
∫
A
|u′|2dx +
∫
A
(eu − u− 1)dx
≥ 1
2
∫
A
|u′′|2dx− β
2
2
∫
A
|u′|2dx + β
4k20
4
∫
A
u2
2
dx ≥ 0(4.6)
where A = {u ≥ u⋆}. (Note that since u is a homoclinic, A = (−∞, b0) ∪
∪lj=1(aj , bj) ∪ (al+1,+∞).)
Our main objective is then to show that in the complement of Ac = {u ≤ u⋆},
(4.7)
1
2
∫
Ac
|u′′|2dx− β
2
2
∫
Ac
|u′|2dx+
∫
Ac
(eu − u − 1)dx ≥ 0.
Let Ac = {u ≤ u⋆} = ∪mj=1(aj , bj) where m is finite since u is homoclinic. Since
Morse index of u is at most one, then except at most one interval (ai, bi) we must
have, for j 6= i
(4.8)
∫ bj
aj
|ϕ′′|2dx− β2
∫ bj
aj
|ϕ′|2dx +
∫ bj
aj
euϕ2dx ≥ 0 ∀ϕ ∈ C20 (aj , bj).
Without loss of generality let (4.8) hold in some interval (a, b).
As eu is an increasing function, in Ac, we have
(4.9) eu ≤ eu⋆ .
Note that from (4.8) we have
(4.10)
∫ b
a
|ϕ′′|2dx− β2
∫ b
a
|ϕ′|2dx+ eu⋆
∫ b
a
ϕ2dx ≥ 0 ∀ϕ ∈ C20 (a, b).
(4.10) implies that the length of the interval (b − a) can be controlled. In fact,
we will have
(4.11)
b− a
2
≤ a⋆
where a⋆ depends on β.
On the other hand, if v = u− u⋆, then we have
(4.12) v′′′′ + β2v′′ + ev+u⋆ − 1 = 0.
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Multiplying by v and integrating (4.12) we obtain
(4.13) − v′v′′ |ba +
∫ b
a
(v′′)2 − β2
∫ b
a
(v′)2 +
∫ b
a
(eu⋆+v − 1)v = 0.
Integrating (2.4) we have
(4.14) v′v′′ |ba −
3
2
∫ b
a
(v′′)2 +
β2
2
∫ b
a
(v′)2 +
∫ b
a
(eu⋆+v − 1− u⋆ − v) = 0.
Adding (4.13) and (4.14) we obtain that
(4.15)
∫ b
a
(v′′)2 + β2(v′)2 = 2
∫ b
a
(eu⋆+v − 1)v + 2
∫ b
a
(eu⋆+v − u⋆ − v − 1)dx.
Substituting (4.15) into the energy over (a, b) we have
Iβ |(a,b) (u) =
1
2
∫ b
a
(u′′)2 − β
2
2
∫ b
a
(u′)2 +
∫ b
a
(eu − u− 1)dx
=
∫ b
a
(v′′)2 −
∫ b
a
(eu⋆+v − 1)v.(4.16)
Now we claim that
Iβ |(a,b) (u) ≥ 0.
We argue by contradiction. If not, then Iβ |(a,b) (u) ≤ 0. We have
(4.17)
∫ b
a
(v′′)2 ≤
∫ b
a
(eu⋆+v − 1)v ≤
∫ b
a
(−v).
Without loss of generality we can consider (a, b) to be (−a, a). Let
A =
∫ a
−a
(eu⋆+v − 1)v, B =
∫ a
−a
(eu⋆+v − 1− u⋆ − v), σ := A
B
Then from (4.15) we have
(4.18)
∫ a
−a
(u′′)2 + β2
∫ a
−a
(u′)2 ≤ 2
(
1 + σ
)∫ a
−a
(ev+u⋆ − u⋆ − v − 1).
Thus we have from (4.16)
Iβ |(−a,a) (u) ≥
1
2
{(
1 +
1
1 + σ
)∫ a
−a
(u′′)2 − β2
(
1− 1
1 + σ
)∫ a
−a
(u′)2
}
≥ 1
2
1
(1 + σ)
{(
2 + σ
)∫ a
−a
(u′′)2 − σβ2
∫ a
−a
(u′)2
}
(4.19)
≥ c0
{∫ a
−a
(u′′)2 − σ
2 + σ
β2
∫ a
−a
(u′)2
}
.
As a consequence, if Iβ |(−a,a) (u) ≤ 0, then from (4.19) we obtain that
(4.20)
∫ a
−a
(u′′)2 ≤ σ
2 + σ
β2
∫ a
−a
(u′)2dx.
Consider the following eigenvalue problem
(4.21)
{
u′′′′ + λ2u′′ = 0 in (−a, a)
u = u′′ = 0 on ∂(−a, a).
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By (4.20) the first eigenvalue λ21 of (4.21) satisfies λ
2
1 ≤ σβ
2
2+σ . But note that u =
A cos(λ1x), with cosλ1a = 0 implies that λ1a =
π
2 . This implies that λ
2
1a
2 = π
2
4
and hence π
2
4 ≤ σ2+σβ2a2.
As a result we obtain that
(4.22) βa ≥ π
2
√
1 +
2
σ
.
To estimate σ, let us notice that
(4.23) inf
H2(I)∩H1
0
(I)
∫ a
−a(v
′′)2
(
∫ a
−a v)
2
=
15
4a5
.
In order to prove (4.23) consider the problem
(4.24)
{
u′′′′ = 1 in (−a, a)
u = u′′ = 0 on ∂(−a, a).
Then
u(x) =
1
24
(x4 − a4)− 1
4
a2(x2 − a2)
and as a result we have
(4.25)
∫ a
−a
udx =
1
24
(6 +
2
5
)a5 =
4
15
a5
and
(4.26)
∫ a
−a
(u′′)2dx =
1
24
(6 +
2
5
)a5 =
4
15
a5.
Hence we have
(4.27)
∫ a
−a
(v′′)2dx ≥ 15
4a5
(∫ a
−a
|v|
)2
.
But from (4.17) we have
(4.28)
∫ a
−a
(v′′)2dx ≤
∫ a
−a
(−v) ≤
∫ a
−a
|v|dx.
This implies that
(4.29) A ≤
∫ a
−a
|v|dx ≤ 4
15
a5.
But
B ≥ A+ (−1− u⋆)2a
and hence from (4.11) we have,
(4.30)
1
σ
≥ 1 + 15(−1− u⋆)
2a4⋆
.
As a result of (4.22) we have
(4.31)
√
15(−1−u⋆)
a4⋆
+ 3
2β
π ≤ a⋆.
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So as long as
(4.32)
√
15(−1−u⋆)
a4⋆
+ 3
2
π > βa⋆
holds we have a contradiction with (4.11).
Next we show that condition (4.32) holds when β is small. In fact, we have from
(4.2) that for small β,
(4.33) u⋆ ≈ − 8
β4k20
and hence eu⋆ ≈ e−
8
β4k2
0 ≈ 0, we may assume that eu⋆ = 0. Hence we solve the
eigenvalue problem
(4.34)
{
ϕ
′′′′
+ β2ϕ′′ = 0 in (−a, a)
ϕ = ϕ′ = 0 on ∂(−a, a).
Any even eigenfunction of (4.34) is 1 + cosβx provided that βa = π. Hence from
(4.10) and (4.34) we obtain
(4.35) a ≤ a⋆ = π
β
+O(β)
and since u⋆ ≈ − 8β4k2
0
, we obtain
(4.36) 3 +
15(−1− u⋆)
a4⋆
≥ 3 + 120
k20π
4
+O(β) ≥ 9
2
+O(β)
which implies that (4.32) holds for β small.
We have thus proved that in Ac, except one interval,
(4.37) Iβ |(a,b)≥ 0.
Let (a, b) be the exceptional interval in Ac. Then we have
(4.38) β(b− a) < 4π.
In fact, if β(b − a) ≥ 4π, then we can construct ψ1 and ψ2 having disjoint support
such that 

ψ1(x) = cosβx in (− π
2β
,
π
2β
)
ψ1(x) = ψ
′′
1 (x) = 0 on ∂(−
π
2β
,
π
2β
),

ψ2(x) = cosβx in (
π
2β
,
3π
2β
)
ψ2(x) = ψ
′′
2 (x) = 0 on ∂(
π
2β
,
3π
2β
)
and ψ1 and ψ2 contribute two to the Morse index of u, a contradiction to Theorem
2.6.
From (4.15), we have
(4.39)
∫ b
a
(v′′)2 + β2(v′)2 ≤ C + C
∫ b
a
|v|
which yields
(4.40) |u| ≤ |v|+ |u⋆| ≤ C in (a, b).
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Then from (4.1) we have
(4.41) − C ≤ Iβ |(a,b) (u) ≤ C.
Let A
′
= A\(a, b). Then
(4.42) 0 <
∫
A
′
(u′′)2 − β2
∫
A
′
(u′)2 +
∫
A
′
(eu − u− 1)dx ≤ C
and this implies that
(4.43)
∫
A
′
(eu − u− 1)dx+
∫
A
′
((u′′)2 + (u′)2 + u2) ≤ C
and hence |u| ≤ C in A. Multiplying (1.4) by u and integrating we obtain
(4.44)
∫
R
(u′′)2 − β2
∫
R
(u′)2 +
∫
R
(eu − 1)u = 0.
From (4.1) and (4.44) we have
(4.45) − 1
2
∫
R
(eu − 1)u+
∫
R
(eu − u− 1)dx < C
and this implies
(4.46)
∫
u<0
[(eu − u− 1)− 1
2
(eu − 1)u] < C.
Moreover, using (4.15) we obtain
(4.47)
∫
R
(u′′)2 + β2
∫
R
(u′)2 = 2
∫
R
(eu − 1)u+ 2
∫
R
(eu − u− 1) ≤ C.
This implies
(4.48) ‖uβ‖H2(R) ≤ C.
Let β ∈ (0,√2) such that there exists βn → β as n→ ∞ and for β = βn (1.4) has
a solution. Hence we have
u′′′′βn + β
2
nu
′′
βn
+ euβn − 1 = 0.
Also we have ‖uβn‖H2(R) ≤ C and hence uβn ⇀ uβ in H2(R) and as a result, we
have uβn → uβ in Lploc(R) as n→ +∞ for all p. In particular, uβn → uβ in C1loc(R).
Hence uβn(x)→ uβ(x) pointwise almost everywhere. Thus euβn(x) → euβ(x) almost
everywhere. As n→ +∞, we have
u′′′′β + β
2u′′β + e
uβ − 1 = 0.
Finally we prove that uβ is nontrivial, i.e., uβ 6≡ 0. As uβn is a solution of (1.4)
from (4.44) we have
(4.49)
∫
R
(u′′βn)
2 − β2n
∫
R
(u′βn)
2 = −
∫
R
(euβn − 1)uβndx.
Invoking Fourier transform technique as in Lemma 2.2 we have
(4.50)
∫
R
(u′′βn)
2 − β2n
∫
R
(u′βn)
2 ≥ −β
4
n
4
∫
R
u2βn .
Hence we have
(4.51) − β
4
n
4
∫
R
u2βn ≤ −
∫
R
(euβn − 1)uβndx.
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This implies
(4.52)
∫
R
[
β4n
4
u2βn − (euβn − 1)uβn
]
dx ≥ 0.
As a result, there exists xn ∈ R such that
β4n
4
u2βn(xn) ≥ (euβn (xn) − 1)uβn(xn).
Note that this can only happen when uβn(xn) < 0. Hence
β4n
4
≥ e
uβn (xn) − 1
uβn(xn)
≥ euβn(xn).
Thus euβn(xn) ≤ β4n4 and hence uβn(xn) ≤ ln
β4n
4 . Hence there exists x0 ∈ R such
that uβ(x0) ≤ ln β
4
4 < 0. This implies uβ is a nontrivial solution of (1.4).
5. Range of β and Decay Estimates
In this section, we first find explicit bound for β so that (4.32) holds, and then
we prove the decay estimate.
5.1. Estimate of β. First, we find a⋆. We recall the following eigenvalue problem
(5.1)
{
ϕ′′′′ + β2ϕ′′ + eu⋆ϕ = 0 in (−a, a)
ϕ(±a) = ϕ′(±a) = 0.
Any even solution of (5.1) can be written as u(x) = A cosµ1x+B cosµ2x where
µ1 =
√
β2
2
−
√
β4
4
− eu⋆
and
µ2 =
√
β2
2
+
√
β4
4
− eu⋆ .
Then they must satisfy
(5.2) µ2 tanµ2a = µ1 tanµ1a.
Since µ1 < µ2, the function µ tanµa is increasing where a ∈ (0, π2µ2 ). Hence (5.2)
admits a solution in ( π2µ2 ,
3π
2µ2
). When eu⋆ ≪ 1, µ1 is close to zero, then
µ2 tanµ2a ≈ µ21a.
Let µ2a = π + t. Then from (5.2)
t ≤ tan t = µ1
µ2
tan
µ1
µ2
(π + t), t ∈ (0, π
2
).
Thus we obtain that a ≤ a⋆ where
(5.3) a⋆ :=
π
µ2
+
µ1
µ2
tan
3µ1
2µ2
π.
The condition (4.32) can be checked numerically using (4.2) to find an approximate
bound for u⋆ and we find that the numerical bound for (4.32) to hold if β ≤ β⋆ ≈
0.742 · · · .
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5.2. Decay estimates of (1.4). Note that u(x)→ 0 as x→ ±∞. Hence
(5.4)
eu − 1
u
→ 1
Hence the limiting equation for fixed β at infinity is given by
(5.5) w′′′′ + β2w′′ + w = 0.
Note that this is a linear problem and the roots of the
(5.6) m4 + β2m2 + 1 = 0
and hence
(5.7)
(
m2 +
β2
2
)2
=
(
1− β
4
4
)
i2
where i =
√−1. Define n = m2 then we have
(5.8) n = −β
2
2
±
(
1− β
4
4
)
i2.
Define cos 2η = −β22 . Then we can write (5.8) as
n = (cos 2η + i sin 2η) = (cos η + i sin η)2
where η ∈ (π4 , π2 ) when x → −∞ and η ∈ (−π2 ,−π4 ) when x → +∞ as we are
looking for decaying solutions. This implies that the four roots of (5.7) are precisely
m = e±iη and m¯ = e±iη¯. If
m = eiη = τ + iδ
where τ = cos η and δ = sin η. Hence the general solution of (5.5) decaying at ±∞
is given by
(5.9) w(x) = eτx cos(δx+ b)χ{x<0} + e−τx cos(δx+ d)χ{x>0}
for some b, d ∈ R, χ denotes the characteristic function. Also note that τ depends
on β. As a result, u decays exponentially for each β > 0.
6. Proof of Theorem 1.2
The ideas used in proving Theorem 1.1 can be readily extended to (1.7). We
make a change of variable u− 1 in (1.7). Then the equation transforms into
(6.1)


u′′′′ + β2u′′ + u3 + 3u2 + 2u = 0 in R
u(x) > −2 in R
u ∈ H2(R).
Define Jβ : H
2(R)→ R as
Jβ(u) =
1
2
∫
R
(u′′)2 − β
2
2
∫
R
(u′)2 +
1
4
∫
R
u4 +
∫
R
u3 +
∫
R
u2.
Smets-van den Berg [29] proved that for almost all β ∈ (0,√8), problem (6.1)
has a homoclinic solution with
(6.2) u > −2.
Let u⋆ be such that
(6.3) u⋆ = −2 + k0√
2
β2
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By our assumption β2 <
√
2
k0
, we have u⋆ ≤ −1. In A = {u ≥ u⋆}, we have
(6.4) IA ≥ 1
2
∫
A
(u
′′
)2 − β
2
2
∫
A2
(u
′
)2 +
k20β
4
8
∫
A
u2 ≥ 0
by (3.2) and (3.18).
Let Ac = {u ≤ u⋆} = ∪kj=1(aj , bj), k is finite since u is homoclinic. Let (a, b) be
one of the intervals in Ac. If v = u− u⋆, then we have
(6.5) v′′′′ + β2v′′ + u(u+ 1)(u+ 2) = 0.
Multiplying by v and integrating (6.5) we obtain
(6.6) − v′v′′ |ba +
∫ b
a
(v′′)2 − β2
∫ b
a
(v′)2 +
∫ b
a
u(u+ 1)(u+ 2)(u− u⋆) = 0.
Similar to (2.4), we obtain a pointwise identity
(6.7) u′(x)u′′′(x) − (u
′′(x))2
2
+
β2
2
(u′(x))2 +
1
4
u2(x)(u(x) + 2)2 = 0.
Integrating (2.4) we have
(6.8) v′v′′ |ba −
3
2
∫ b
a
(v′′)2 +
β2
2
∫ b
a
(v′)2 +
1
4
∫ b
a
u2(u+ 2)2 = 0.
Adding (6.6) and (6.8) we obtain that
(6.9)
∫ b
a
(v′′)2 + β2(v′)2 = 2
∫ b
a
u(u+ 1)(u+ 2)(u− u⋆) + 1
2
∫ b
a
u2(u+ 2)2dx.
Substituting (6.9) into the energy over (a, b) we have
Iβ |(a,b) (u) =
1
2
∫ b
a
(u′′)2 − β
2
2
∫ b
a
(u′)2 +
∫ b
a
1
4
u2(u+ 2)2dx
=
∫ b
a
(v′′)2 −
∫ b
a
u(u+ 1)(u+ 2)(u− u⋆).(6.10)
Now we claim that
Iβ |(a,b) (u) ≥ 0.
In fact, we have u+ 2 > 0, u < 0, u+ 1 ≤ u⋆ + 1 ≤ 0, and hence
(6.11) u(u+ 1)(u+ 2)(u− u⋆) ≤ 0 on (a, b)
This implies Iβ |(a,b) (u) ≥ 0 and hence
(6.12) Iβ |A (u) ≥ 0.
The rest of the proof is similar to that of Theorem 1.1. We omit the details. 
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