We study a control problem governed by a semilinear parabolic equation. The control is a measure that acts as the kernel of a possibly nonlocal time delay term and the functional includes a non-differentiable term with the measure-norm of the control. Existence, uniqueness and regularity of the solution of the state equation, as well as differentiability properties of the control-to-state operator are obtained. Next, we provide first order optimality conditions for local solutions. Finally, the control space is suitably discretized and we prove convergence of the solutions of the discrete problems to the solutions of the original problem. Several numerical examples are included to illustrate the theoretical results.
Introduction
We consider optimal control problems for the parabolic equation where the Borel measure u ∈ M[0, T ] is taken as control. Depending on the particular choice of this measure and on the form of the nonlinearity R, different mathematical models of interest for theoretical physics are covered by this equation. Thanks to its generality, this equation includes the control of time delays in parabolic equations, the control of multiple time delays, and also the optimization of standard feedback operators of Pyragas type. Associated examples will be explained below.
Our paper extends the optimization of nonlocal Pyragas type feedback operators that was investigated in [24] . The main novelty of our paper is the use of measures instead of functions. This is much more general and leads to new, partially delicate and interesting questions of analysis. The partial differential equation above includes three main difficulties: First, the equation is of semilinear type. Main ideas for the associated analysis were prepared in [11] and we are able to proceed similarly, at least partially. Second, the equation contains some kind of time delays. Finally, the integral operator includes the measure u that complicates the analysis.
The optimal control theory of ordinary or partial differential equations with time-delay has a very long history. Numerous papers were contributed to this field. We mention exemplarily the papers [2, 3, 12, 17, 18] , that have some relation to distributed parameter systems, or the surveys [4, 27] . More recent contributions are e.g. [16, 22, 23] .
However, to our best knowledge, the optimal control of parabolic equations with nonlocal time delay was only investigated in [24] . The case of measures as controls is new for this type of equations. However, we mention [1] , where a measure-valued control function is considered in a delay equation.
Moreover, the control is not taken as a right-hand side. Here, it plays the role of a kernel in an integral operator; this is another difficulty. We should mention that the use of kernels as control functions is not new. For instance, memory kernels were taken as "controls" in identification problems in [34] and [35] .
The equation above generalizes different models of Pyragas type feedback that are very popular in theoretical physics. We mention the seminal paper by Pyragas [25] , where the feedback of the form (1.2) was introduced to stabilize periodic orbits; see also [26] . We also refer to [29, 31, 32] , where nonlocal Pyragas feedback operators of the type (1.5) are discussed for different kernels u.
Let us also mention [19] , where the implemention of nonlocal feedback controllers is investigated. In particular, these equations have applications in Laser technology; we refer to associated contributions in [29] .
Let us also mention a few examples for the equation (1.1). In the following κ is a real parameter. Example 1.1 (Pyragas feedback control). If τ ∈ (0, T ) is a fixed time, and δ τ and δ 0 denote the Dirac measures concentrated at τ and 0, respectively, then the equation ∂y ∂t − ∆y + R(y) = κ (y(x, t − τ ) − y(x, t)) (1.2)
is obtained as particular case of (1.1) with u = κ (δ τ − δ 0 ). Equations of this type with fixed time delay τ are known in the context of the so-called Pyragas type feedback control, [25, 26, 29] .
Example 1.2 (Pyragas feedback with multiple time delays).
A more general version of (1.2) with multiple fixed time delays is generated by
with fixed time delays 0 < τ 1 < . . . < τ m < T . Then the equation is obtained. Here, the control (u 1 , . . . , u m ) ∈ R m is a vector of controllable weights. 
that is used in nonlocal Pyragas type feedback. Here, the control is the integrable kernel g of the integral operator of the partial differential equation. 
State Equation
for any real numbers a ≤ b. Here, |u| denotes the total variation measure of u; see [28, pp. 130-133] . The above integrals are considered in the closed interval [0, T ]. Notice that u({0}) and u({T }) could be nonzero. This notational convention will be maintained in the sequel. Thus, we distinguish
for real numbers a ≤ b.
We recall our general state equation (1.1),
In this setting, Ω ⊂ R n , 1 ≤ n ≤ 3, is a bounded Lipschitz domain with boundary Γ and, (as introduced above)
The initial datum y 0 is taken from C(Q − ), while u ∈ M[0, T ] is the control.
In particular, third order polynomials of the form
with ρ > 0 and y 1 < y 2 < y 3 satisfy this assumption. R has the meaning of a reaction term. The numbers y i , i = 1, 2, 3, are the fixed points of the reaction; y 1 and y 3 are the stable ones, while y 2 is unstable. Such functions R play a role in bistable reactions of physical chemistry; see [21] .
The assumptions are also fulfilled by higher order polynomials of odd order
with real numbers a i , i = 0, . . . , k, and k = 2 +1, ∈ N∪{0}, if a k is positive. Here, the derivative R is an even order polynomial that satisfies condition (2.1).
Remark 2.1. The theory of our paper can be extended to more general functions R : Ω × R → R, that obey the following assumptions:
• R is a Carathéodory function of class C 1 with respect to the second variable.
• There exists some p > n/2 such that R(·, 0) ∈ L p (Ω).
• For all M > 0 there exists a constant C M > 0 such that ∂R ∂y (x, y) ≤ C M for a.a. x ∈ Ω and ∀y ∈ R with |y| ≤ M.
• The function y → ∂R ∂y (x, y) is bounded from below, i.e. ∂R ∂y (x, y) ≥ C R for a.a. x ∈ Ω and all y ∈ R.
The theory remains also true, if -in addition to these general assumptions on R -the Laplace operator −∆ is replaced by another uniformly elliptic differential operator A with L ∞ coefficients in the main part of the operator. Lipschitz regularity of these coefficients is required only in the second part of Theorem 2.5.
However, to keep the presentation simple, we concentrate on the case A = −∆, and a function R : R → R of class C 1 and satisfying condition (2.1).
In the sequel, we will denote Y = L 2 (0, T ; H 1 (Ω)) ∩ C(Q). Endowed with the norm
Y is a Banach space.
We begin our analysis with the well-posedness of the state equation (1.1) that is a differential equation with time delay. Ordinary differential delay equations are well understood, we refer exemplarily to the expositions [7, 15, 13] . For parabolic partial differential equations, we only mention [5] and the references cited therein, since this book investigates oscillation effects for nonlinear partial differential equations with delay that we observe also for (1.1). Our parabolic delay equation is nonlinear and contains a nonlocal Pyragas type feedback term defined by a measure. To our best knowledge, an associated result on existence and uniqueness of a solution is not yet known. 
2) In order to prove this theorem, we perform the classical substitution y λ (x, t) = e −λt y(x, t) with arbitrary λ > 0. Hence equation (1.1) is transformed to
To simplify the notation we introduce, for every λ ≥ 0, the following family of operators
Hence, we have (
. Moreover, we define the family of functions
that covers the initial data y 0 .
For λ = 0 we simply write K[u] and g u instead of K 0 [u] and g 0,u , respectively. With this notation, the above equation and (1.1) (obtained for λ = 0) can be formulated as follows 4) with the additional extension y λ (x, t) = y 0 (x, t) for t ∈ [−T, 0].
y and g λ,u can be discontinuous at those points t such that u({t}) = 0, but the following identity holds
and, therefore,
Lemma 2.4. For every u ∈ M[0, T ] and λ > 0 we have
Moreover, for every ε > 0 and u ∈ M[0, T ] there exists λ ε,u > 0 such that ∀λ ≥ λ ε,u the following inequalities hold
Proof. By using the Schwarz inequality and the Fubini theorem, we get
Substituting σ = t − s we get for I 1
To estimate I 2 we proceed as follows
Multiplying the estimates for I 1 and I 2 , we get the first inequality of (2.5). To prove the second estimate we proceed as follows:
Finally, to prove the third inequality of (2.5) we only need the following estimation
In a completely analogous way we prove (2.6). To establish the first two inequalities of (2.7) we proceed exactly as above replacing I 2 by I
It is enough to choose λ ε,u > 0 sufficiently large such that
holds to conclude the desired inequalities. Finally, we prove the last inequality of (2.7). To this end, we observe that
where
Combining this estimate with (2.8) we deduce the desired inequality.
Proof of Theorem 2.2. We split the proof into three steps.
I -Existence of a solution. For every function z ∈ C(Q), we define the problem
where R + λ (t, y) = e −λt R(e λt y) + (λ − u({0}))y. This is a standard semilinear parabolic equation with given right hand side. We have that
Therefore, R + λ is a continuous monotone increasing function with respect to y, and it is well known that the semilinear equation (2.9) has a unique solution y ∈ Y ; see [8] or [33] , for instance. The continuity is due to the continuity of y 0 (·, 0) and the fact that the right hand side of the partial differential equation in (2.9) belongs to L ∞ (Q). Moreover from the above references and the equality R + λ (t, 0) = R(0) we know the estimate
Let B M be the closed ball of C(Q) with center at 0 and radius M . We define the continuous mapping F : B M −→ B M that associates to every z ∈ B M the solution y = F (z) of (2.9). The embedding F (B M ) ⊂ B M is an immediate consequence of (2.11), (2.12) and the definition of M . In order to apply Schauder's fixed point theorem, we have to prove that F (B M ) is relatively compact in C(Q). To this end, we assume first that y 0 (·, 0) is a Hölder function inΩ: y 0 (·, 0) ∈ C 0,µ (Ω) with µ ∈ (0, 1). Then, there exists µ 0 ∈ (0, µ] and C µ such that y ∈ C 0,µ0 (Q) and
see [20, . From the compactness of the embedding C 0,µ0 (Q) ⊂ C(Q) and the above estimate we conclude that F (B M ) is relatively compact in C(Q) and F has at least one fixed point y λ . Then it is obvious that y λ is a solution of (2.4) and y λ ∈ Y .
Next we skip the assumption y 0 (·, 0) ∈ C 0,µ (Ω) for every sufficiently large λ. Since y 0 ∈ C(Ω), then we can take a sequence 
where 
For all ε sufficiently small and λ ≥ λ ε,u , this leads to
Notice that the left hand side of the above chain of inequalities absorbs the term appearing with the factor Cε 1 + u M[0,T ] in the right hand side, if ε is small enough.
Hence {y
To prove that it is a Cauchy sequence in C(Q) as well, we handle the equation satisfied by y λ k − y λ m in the same way as we discussed (2.9). We use (2.7) to get
Taking again ε sufficiently small and λ ≥ λ ε,u , we deduce
It is easy to see that y λ is a solution of (2.4). Now, we re-substitute y u (x, t) = e λt y λ (x, t) and extend y u toQ − by y 0 to get that y u is a solution of (1.1). 
II -
is some intermediate state with 0 ≤ θ(x, t) ≤ 1. Multiplying this equation by y λ and invoking again (2.10) along with (2.5), we obtain
, we conclude for λ ≥ λ ε,u that y λ = 0, since the last term in the lefthand side absorbs the right-hand side. Obviously the uniqueness of solution of (2.4) is equivalent to the uniqueness of solution of (1.1).
III -Estimates. First we recall that y u (x, t) = e λt y λ (x, t) is the solution of (1.1), once it has been extended toQ − by y 0 . Moreover, the following inequalities hold
Therefore it is enough to establish the estimates for y λ . To this end, we define this time R λ (t, y) = e −λt R(e λt y) + λy with
Now, we multiply equation (2.4) by y λ and deal with the reaction term as follows:
Then, multiplying equation (2.4) by y λ and using this inequality along with (2.5) and (2.6), we obtain for every 0 < T < T and
The first term of the right hand side can be absorbed by the left hand side. In this way, we get
To prove (2.3) we use the second inequality of (2.5), (2.6) and the results of [20, applied to (2.4) to obtain
Finally, from the equation satisfied by y λ , the above estimates and the identity y(x, t) = e λt y λ (x, t) we conclude (2.2) and (2.3).
Let us prove some extra regularity of the solution of (1.1).
Theorem 2.5. Under the assumptions of Theorem 2.2, if y 0 (·, 0) ∈ H 1 (Ω), then y u ∈ H 1 (Q) and
In addition, if either Ω is convex or Γ is of class C 1,1 , then y u ∈ H 2,1 (Q) and
The constants C 1,1 and C 2,1 depend on u M[0,T ] , but they can be kept fixed on bounded subsets of
Proof. For the first part of the theorem we only have to prove that ∂y ∂t belongs to L 2 (Q) and to confirm the associated estimate. This is a simple consequence of a result that is known for linear The next step of our analysis is the investigation of the differentiability properties of the controlto-state mapping G :
Proof. We define the space
endowed with the norm
Y is a Banach space. Now we consider the mapping
It is obvious that F is well defined and is of class C 1 . Moreover, we have that
Let us confirm that
is an isomorphism. Indeed, since obviously ∂F ∂y (y, u) is a linear and continuous mapping, we only need to prove that, for every pair
, there exists a unique solution z ∈ Y of the problem
The existence and uniqueness of such a solution is proved in the same way as for the problem (1.1).
Hence, an application of the implicit function theorem implies that G is of class C 
The Control Problem
Now we have all prerequisites to study our optimal control problem, namely
where y d ∈ Lp(Q) for somep > 1 + n 2 and ν > 0 are given. Theorem 3.1. Problem (P) has at least one solutionū.
Before proving this theorem we state the following lemma. λ . Then, subtracting these two equations and taking again R λ (t, y) = e −λt R(e λt y) + λy with λ ≥ 2(M + 1) − min{0, C R }, we get
(
The first term of the right hand side can be absorbed by the left hand side and we infer
Let us prove that the right hand side of the inequality converges to zero. From the convergence u k * ū in M[0, T ] and by the continuity ofȳ we get for k → ∞
i.e. pointwise convergence. Moreover, from (2.5) and (2.6) we have
From the Lebesgue dominated convergence theorem we conclude that
Let us show show the uniform convergence. From equation (3.1), using the estimates of [20, §III-8] and (2.5) we infer for p > 1 +
We have proved that w u, respectively. From Lemma 3.2 we know that y k →ȳ in L 2 (Q). This convergence, along with (2.3), implies that J(ū) ≤ lim inf k→∞ J(u k ) = inf (P), and henceū is a solution of (P).
Next we derive the first order optimality conditions that have to be satisfied by any local solution of the problem (P). We distinguish between two different types of local solutions. To this end, we recall that M[0, T ] ⊂ H 1 (0, T ) * , the embedding being continuous and compact. Notice that H 1 (0, T ) is compactly embedded in C[0, T ] and then by transposition we deduce the compactness
Definition 3.3.
A controlū is called a local solution or local minimum of (P) in the sense of
We will say thatū is a local solution if it is a local solution in some of the two notions defined above.
Due to the continuity of the above embeddings, it follows immediately that, ifū is a local solution in the H 1 (0, T ) * sense, then it is also a local solution in the M[0, T ] sense. The converse implication is not true, in general. 
Let us define the two different functionals forming J(u) = F (u) + νj(u) by
3)
where ϕ u ∈ H 1 (Q) ∩ C(Q) is the solution of the adjoint state equation
4)
and the operator K * is defined by
Before proving this theorem we analyze the adjoint state equation (3.4).
Proposition 3.5. For all u ∈ M[0, T ], there exists a unique solution ϕ ∈ H 1 (Q) ∩ C(Q) of (3.4) and it holds
Moreover, if either Γ is of class C 1,1 or Ω is convex, then ϕ ∈ H 2,1 (Q) and
The constants M 1,1 , M ∞ and M 2,1 depend on u, but they can be taken fixed on bounded subsets of
Proof. Given λ > 0, we set ψ λ (x, t) = e −λt ϕ(x, T − t) in Q. Then we have (
, and (3.4) is transformed to the forward equation
whereŷ u (x, t) = y u (x, T − t) and f (x, t) = (y u − y d )(x, T − t). Now, we can argue as in Theorems 2.2 and 2.5 to get the existence, uniqueness and regularity. The only difference is that f ∈ Lp(Q) withp > 1 + n 2 , which is enough to deduce the Hölder regularity of the solution of (3.9); see [20, .
Let us observe that, in some sense, the operator
with respect to the L 2 (Q) scalar product. Indeed, given w, z ∈ C(Q), applying Fubini's Theorem and making the change of variables τ = t + s we get
Proof of Theorem 3.4. Let us set z v = G (u)v. Thanks to Remark 2.7 and Proposition 3.5, we have that z v , ϕ u ∈ H 1 (Q). Hence, we can multiply equation (3.4) by z v and perform an integration by parts. Using (3.10), (2.16) and the fact that ϕ u (x, T ) = z v (x, 0) = 0 in Ω, we get
which proves (3.3).
We continue by studying the function j : M[0, T ] −→ R. Since j is Lipschitz and convex, we know that it has a nonempty subdifferential and possesses directional derivatives at every point u ∈ M[0, T ] and in any direction v ∈ M[0, T ]. They will be denoted by ∂j(u) and j (u; v), respectively.
Let us recall some properties of ∂j(u) and j (u; v); see [9] and [10] for similar results. 
whereū =ū + −ū − is the Jordan decomposition of the measureū.
Proof. By definition of the subdifferential, we have
Taking u = 0 and u = 2ū, respectively, in (3.13) we deduce that ū,
Now, for every s ∈ [0, T ] we take u = ±δ s in the above inequality. This leads to
By the established properties, we find
The second identity and (3.14) imply (3.11). Let us prove (3.12). From (3.11) we infer
Hence, we get
which proves (3.12). Now we study the directional derivatives of j. Following [10] , we introduce another notation. Given u, v ∈ M[0, T ], we consider the Lebesgue decomposition of v with respect to |u|: v = v a +v s , where v a is the absolutely continuous part of v with respect to |u| and v s is the singular part; see, for instance, [28, Chapter 6] . We denote by h v the Radon-Nikodym derivative of v a with respect to |u|, i.e. dv a = h v d|u|. Then we have
Moreover, it is obvious that u is absolutely continuous with respect to |u|. We have du = h d|u|, du + = h + d|u|, and du
In the next statement, we derive the expression for the directional derivatives of j.
We refer to [10, Proposition 3.3] for the proof.
Theorem 3.8. Letū be a local solution of (P). 19) where
Proof. The existence and uniqueness of solutions to (3.17) and (3.18) have already been discussed in Theorem 2.2 and Proposition 3.5. Notice that the conditionφ(x, T ) = 0 in Ω has been extended toφ(x, t) = 0 in
It is obvious that this extension by 0 defines a continuous function inQ∪Q + . Now, we defineλ by (3.19) . The continuity ofȳ andφ implies thatλ ∈ C[0, T ]. It remains to prove thatλ ∈ ∂j(ū). To this end, we use thatū is a local minimizer of (P). Hence, for any u ∈ M[0, T ], we get from the convexity of j and (3.3) that
Combining this with (3.20), we find
This is the definition ofλ ∈ ∂j(ū).
From Proposition 3.6 and Theorem 3.8 we deduce the following sparsity structure of the optimal controlū. Corollary 3.9. Letū be a local minimum of (P) and letȳ,φ andλ satisfy the optimality system (3.17)-(3.19), then ifū ≡ 0
Proposition 3.10. There existsν > 0 such that 0 is the only solution of (P)for every ν ≥ν.
Proof. Letū be a solution of (P). From the inequality J(ū) ≤ J(0) we deduce that
for some constants independent of ν. Arguing similarly as in the proof of inequality (2.13), we get from equation (3.18 ) that
According to (3.23), C 3 and C 4 are independent of ν ≥ 1. Now, from (3.19), (3.23) and (3.24) we
Discretization of the Control Space
In this section we are going to consider the approximation of M[0, T ] by finite dimensional subspaces U τ . Associated to each space U τ we define a new problem (P τ ). Then, we analyze the convergence of the solutions of (P τ ). First we consider a grid of points 0 = t 0 < t 1 < . . . < t Nτ = T . We set τ k = t k − t k−1 for 1 ≤ k ≤ N τ and τ = max 1≤k≤Nτ τ k . We also set I k = (t k−1 , t k ] for 1 ≤ k ≤ N τ , and I 0 = {0}. Associated with this grid we define the space
where δ t k denotes the Dirac measure centered at t k . Thus, U τ has dimension N τ + 1 and U τ is a vector subspace of M[0, T ]. Now, we introduce the linear mapping
The following proposition states some properties of this mapping.
Proposition 4.1. The following statements hold
Proof. 1. -It is obtained as follows
2. -Let us take y ∈ C[0, T ]. Given an arbitrary ε > 0, the continuity of y implies that there exists τ ε > 0 such that |y(t) − y(s)| < ε ∀s, t ∈ [0, T ] such that |t − s| < τ ε .
(4.1)
Then for every τ < τ ε we have
Since y is an arbitrary element of C[0, T ], this proves that
3.
-Combining 2 and 1 we get
which concludes the proof. Now, for every τ > 0 we consider the control problem with discretized controls
From Lemma 3.2 we deduce the continuity of the functional J : U τ −→ R. Therefore, taking into account that U τ is a finite dimensional vector space and J is coercive on U τ , we deduce the existence of at least one global solutionū τ of (P τ ). Let us study the sparse structure of the solutionsū τ of (P τ ). We denote by j τ : U τ −→ R the restriction of j to U τ :
We identify the dual of U τ with R Nτ +1 as follows:
Then Proposition 3.6 is reformulated as follows.
Proposition 4.2.
With the above notation, we have λ τ ∈ ∂j τ (ū τ ) if and only if the following identity holds
Proof. By definition of the subdifferential we have that λ τ ∈ ∂j τ (ū τ ) if and only if
The above relation is equivalent to
Obviously, the above inequalities are equivalent to 4.2.
Using this proposition, the following theorem can be proved as Theorem 3.8.
Theorem 4.3. Letū τ be a local solution of (P τ ).
Combining Proposition 4.2 and (4.5) we deduce the following corollary.
Corollary 4.4. Letū τ be a local minimum of (P τ ) withū τ ≡ 0 and letȳ τ ,φ τ andλ τ satisfy (4.3)-(4.5), then
Finally, we analyze the convergence of the above discretization.
Theorem 4.5. Let {ū τ } τ 0 be a sequence of discrete controls such that every controlū τ is a solution of (P τ ). This sequence is bounded in M[0, T ]. Any weak * limit point of a subsequence is a solution of (P), and J(ū τ ) → inf (P) as τ 0. In addition, if τ j → 0 and u τj From these inequalities we deduce thatū is a solution of (P). Consequently, we have that J(ū) = J(ũ). Then, using again the above inequalities we get that J(ū τj ) → J(ū). This convergence along
Numerical examples
Next we present some test examples to illustrate our results. To solve the problem, we have used a Tikhonov regularization of (P τ ). For c > 0, we consider the problem
The first order optimality conditions for (P 
Taking into account Proposition 4.2, the condition on the subgradient λ We solve the system (5.1)-(5.4) by a semi-smooth Newton method. The linear system arising at each iteration is reduced to a linear system for the active part of the control variable that is solved using GMRES. To solve the delay linear parabolic partial differential equations that appear in the process we consider the standard continuous piecewise linear finite elements in space and piecewise constant discontinuous Galerkin method in time, i.e., dG(0)cG(1) discretization. The problem is solved first for some small value c = c 0 > 0 with initial guess u ≡ 0. Given the solution for some value c = c k , k ≥ 0, it is taken as the initial guess to solve the optimality system for c = c k+1 > c k .
The process stops when further changes of c k do not alter the solution in a significant way. We choose C = cν at every iteration.
In all our examples, the reaction term is of the form
Example 5.1 (Example with known critical point).
To test the discretization and the optimization algorithm, we first construct an example with known solution of the optimality system given in Theorem 3.8.
Consider Ω = (0, 1) ⊂ R, T = 1, ρ = 1/3, −y 1 = y 3 = √ 3, y 2 = 0. Definē where t * = 0.5 and u * = −7.7. With this control, we compute (an approximation of) its related stateȳ solving the state equation with prehistory
For this example, we use a discretization of 257 evenly spaced nodes both in space and time to solve the parabolic partial differential equations.
Next we defineφ
This function satisfies the boundary and final conditions of the adjoint state equation. Moreover, we define
Taking into account that −∆φ = 0, we have thatφ satisfies the adjoint state equation; see Figure  1 for a picture of the computed target.
Finally, we compute
With our choices of t * , u * , andφ(x, t), we have that s →νλ(s) is a strictly convex function in [0, 1] that has a minimum at t * such that νλ(t * ) = −3.39817 × 10 −4 (see Figure 1 ). If we define ν = 3.39817 × 10 −4 , we have that |λ(s)| < 1 for all s = t * andλ(t * ) = −1, and therefore (ū,ȳ,φ, λ) satisfies the first order optimality conditions for problem (P) with data ν and y d .
The values of the differentiable and non-differentiable parts of the functional are F (ū) = 9.067 × 10 −5 and νj(ū) = 2.617 × 10 −3 .
If we solve the problem with a discretization of the control space such thatū ∈ U τ , we recover the original solution with four digits of accuracy. To set a more realistic scenario, we test our software in grids with constant time step τ = 3 −k , k = 2 : 5, so thatū ∈ U τ .
The numerical results are displayed in For the same problem as above, we illustrate how the solution changes as ν varies. It can be expected that the value of F decreases as ν decreases, and both ū τ M[0,T ] as well as the number of points in the support ofū τ increase. As it was proved in Proposition 3.10, there is aν > 0 such that the optimal control is zero for ν ≥ν. In this example, we use a discretization of 65 equidistant nodes both in space and time. We use the same time grid for the control discretization. Our results are shown in Table 2 . Example 5.4 (Steering the system to an unstable equilibrium point).
Here, our data are Ω = (0, 1), T = 2, ρ = 1, y 1 = 0, y 2 = 0.25, y 3 = 1. The prehistory is given by y 0 (x, t) ≡ y 3 , which is a stable equilibrium point and the target is y d (x, t) ≡ y 2 , which is an unstable equilibrium point. Since the data do not depend on x and the boundary conditions are satisfied, the problem is equivalent to controlling a nonlinear delay ODE. We fix ν = 1e − 3 and consider the tracking only on [T /2, T ]. Therefore, here we redefine the differentiable part of the functional J(u) by We use the same data as in the previous example, but y 0 (x, t) = cos 2 (2πt)/2 and y d (x, t) = cos 2 (πt)/2. We fix ν = 1e − 3 and take F (u) as defined in (5.5) . By a discretization with N τ = 256 time steps, we obtain u = 0.3188δ 0 − 1.5499δ 0.4219 − 0.9964δ 0.8047 + 2.7233δ 1.5234 and the objective values F (ū) = 6.57e − 4 and J(ū) = 6.25e − 3. Prehistory, target, uncontrolled state, and the state associated with the computed optimal delay control are illustrated in Figure  3 , where we plot the functions for x = 0. 
