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1 INTRODUCCIÓ 
En aquest primer capital es fa una intraducció als processadars 
d'arquitectura multi nucli, s'analitzen els pracessadars multi nucli més 
impartants actualment, i s'introdueixen les diferents tecniques de 
programació per processadors multi nucli. 
Cada vegada la miniaturització deis components del processador es fa més difícil; el problema 
la dissipació de calor i el consum d'energia, produint que sigui més dificil augmentar la 
freqüencia principal del processador. Tots aquests problemes dificulten I'augment de 
rendiment deis processadors seguint el paradigma mono processador. 
Aquests processadors necessiten grans dissipadors i ventiladors perque generen molta calor i 
no es podia continuar fabricant processadors de la mateixa manera, s'estava arribant a un 
"estancament"; calia prendre un altre camf, utilitzar una altra variable que fes que el 
rendiment del processador augmentés. Aleshores, basant-se en el processament en paraHel, 
es van comen~ar a construir els processadors multi nudi. 
A continuació veurem la definició d'arquitectures multi nudi, els principals processadors multi 
nucli en I'actualitat i les tecniques de programació per aquests processadors. 
1.1 DEFINICIÓ D' ARQUITECTURES MUlTI NUCLI 
Un processador multi nudi és un processador que conté en el seu interior varis nudis. Mentre 
que els processadors que són mono nudi, o sigui que tenen un sol nudi per executar 
processos, els processadors multi nudi poden repartir els processos entre els seus nudis. 
D'aquesta manera si els processos són divisibles poden acabar més rapid. Només quan 
s'executa una sola aplicació que no sigui paraHelitzable (no es pugui descompondre en 
threads) és quan no s'aprofita el potencial de processament que tenen aquests processadors. 
Per fabricar els processadors multi nudi es van basar en els sistemes distribu'its, la computació 
paraHela, i les tecnologies com el Hyperthreading' ; que mostraven com dividir el treball entre 
diverses unitats d'execució. El processament en paraHel és la divisió d'una aplicació en 
diverses parts per tal que sigui n executades a la vega da per diferents unitats d'execució. 
Les aplicacions que Ii treuen més profit a aquests processadors, són aquelles que poden 
generar molts threads d'execució com aplicacions d'audio, vídeo, calculs científics, jocs, 
tractament de grafics 3D,etc. 
1 HyperThreading és una marca registrada de I'empresa Intel per nombrar la seva implementació de la 
tecnologia SMP (Multiprocés simetric). Permet als programes preparats per executar múltiples threads 
processar-Ios en paraHel dins d'un únic processador. 
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Actualment molts programes s6n poc paraHelitzables (excepte en els sectors on s'usen 
superordinadors, sistemes distribu"its i paraHels, etc.), pero es poden executar molts d'ells a la 
vegada. Els processadors multi nucli també s'usen en el disseny de sistemes 
multiprocessadors, que consisteixen en una placa mare que pot suportar des de 2 a més 
processadors. 
Com historia es pot dir que la primera CPU multi nud! en el mercat va ser ellBM Power4 I'any 
2000. En la següent imatge veiem una grilfica deis processadors per any i per número de 
nudis. 
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1.2 PRINCIPALS PROCESSADORS MULTI NUCLI DE L' AcrUALlTAT 
Els principals fabricants de processadors darament han apostat per les arquitectures multi 
nudis. A continuaci6 descrivim diferents pro postes. 
1.2.1 INTEL 
1.2.1.1 PENTIUM D 
Els processadors Pentium D [1) va ser introdu"its per Intel el 2005. Un chip Pentium D consisteix 
basicament en 2 processadors Pentium 4 integrats en un chip i comunicats a través del 
FSB'(Front Side Bus). El seu procés de fabricaci6 va ser inicialment de 90 nm (anomenats 
"Smithfield") y en la seva segona generaci6 de 65 nm (anomenats Presler). Els processadors 
Pentium D no s6n monolítics, és a dir, els nudis no comparteixen una única cache i la 
comunicaci6 entre ells no es directa, es realitza a través del FSB. 
2 FSB (Front Slde Bus - "Bus de la portfrontar'), és el tlpus de bus usat com a bus principal en alguns processadors 
de la marca Intel per comunicar-se amb el chipset. 
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1.2.1.2 CORE DUO 
Fabricació: 2005 al 2007 
Fabricant: Intel 
Velocitat de CPU: 2,66 GHz a 3,73 GHz 
Velocitat de FSB: 533 MHz a 1066 MHz 
Mida processos: 90 nm a 65 nm 
Conjunt d'lnstruccions: MMX, SSE, SSE2 i EM64T 
Microarquitectura: NetBurst 
Nuclis: 2 (2x1) 
Socket: lGA 775 
Nom deis nuclis: Smithfield i Presler 
El Core Duo [2] és un microprocessador de sexta generació lIan~at el gener de 2006 per Intel 
amb 2 nudis d'execució, optimitzat per les aplicacions de subprocessos múltiples i per la multi 
tasca. Pot executar varies aplicacions exigents simultaniament. Es un model anterior al Core 2 
Duo i posterior als Pentium D. Intel Core Duo és el primer microprocessador de Intel utilitzat 
en les computadors de Apple Macintosh. 
El Core Duo té 151 milions de transistors, incloent la memoria cache de 2Mb. Els 2 nudis es 
comuniquen a través del FSB de 667 ó 533 MHz. 
1.2.1.3 CORE 2 DUO 
Fabricació: 2006 fins 2008 
Fabricant: Intel 
Velocitat de CPU: 1.06 GHz to 2.33GHz 
Velocitat de FSB: 533 MT /5 to 667 MT /5 
Mida processos: 65nm 
Conjunt d'lnstruccions: x86-686 
Microarquitectura: P6 (Pentium M) derivat 
Nuclis: 1 or 2 
Socket: Socket M 
Nom del nucli: Yonah 
la marca Core 2 [3] es refereix a una gamma de CPU comercials d'lntel de 64 bits de doble 
nudi i CPU 2x2 MCM' de quatre nudis amb el conjunt d'instruccions x86-64, basat en la 
microarquitectura Core d'lntel, derivat del processador portatil de doble nudi de 32 bits 
Yonah. El Core 2 va fer que els Pentiums anessin a un mercat de gamma mig-baix, i va reunifica 
3 MCM (MOdul Mutli-Chip) 
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les I[nies de sobretaula i portatils, les quals previament havien estat dividides en les marques 
Pentium 4, D, i M. 
La microarquitectura Core tornava a velocitats de CPU baixes i millorava I'ús del processador 
de dos cicles de velocitat i energia, comparats amb els anteriors NetBurst4 de la CPU Pentium 4 
/ D. La microarquitectura Core proveeix etapes de descodificació, unitats d'execució, cache i 
busos més eficients, reduint el consum d'energia de les CPUs Core 2, mentre s'incrementa la 
capacitat de processament. Les CPUs d'lntel han variat molt bruscament en consum d'energia 
d'acord a velocitat de processador, arquitectura i processos de semiconductor. 
La marea Core 2 va ser introdu'ida el 27 de juliol de 2006, abastant les línies Solo (un nucli), 
Duo (doble nucli), Quad (quad-core), i Extreme (CPUs de dos o quatre nuclis), durant el 2007. 
Els processadors Intel Core 2 amb tecnologia VPR05 (dissenyats per negocis) inclouen les 
branques de doble nucli i quatre nuclis. 
Fabricaci6: Des de 2006 fins actualment 
Fabrlcant: Intel 
Velocitat de CPU: 1.06 GHz a 3.33 GHz 
Velocitat de FSB: 533 MT/s a 1600 MT/s 
Mida processos: 65 nm a 40 nm 
Conjunt d'lnstruccions: x86, MMX, SSE, SSE2, SSE3, 
SSSE3, x86-64, SSE4.1 
Mlcroarquitectura: Intel Core microarchitecture 
Nuclls: 1, 2, or 4 (2x2) 
Socket:Socket T (LGA 775) 
Socket M (IlPGA 478) 
Socket P (IlPGA 478) 
Micro-FCBGA (IlBGA 479) 
Nom del nucli: Allendale, Conroe, Merom-2M, 
Merom, Kentsfield, Wolfdale, Yorkfield, Penryn 
4 Microarquitectura Intel NetBurst, anomenat P68 dins d'lntel, va ser el successor de la microarquitectura P6 a la 
família de CPU x86 realitzats per Intel. l'arquitectura NetBurst d'lntel incleu característiques com ara "Hyper 
Plpelined Technology" i "Rapid Execution Engine", que són els prlmers en aquest microarquitectura. 
s la tecnologia Intel VPRO és un conjunt de característiques en una placa base del pe i altre maquinari. Intel VPRO 
no és el propi pe, ni tampoe és un ccnjunt únic de caracterfstlques de gestió (com la tecnologia d'administracló 
activa d'lntel (Intel AMT) per al sistema d'admlnlstradors. Intel VPRO és una combinació de tecnologies de 
processament, I'equipament de maquinarl, funcions de gestió I tecnologies de seguretat que permeten I'accés 
remot al pe - inclosa la vigilancia, el manteniment I la gestió - amb Independ~ncia de I'estat del sistema operatiu 
(SO) o estat d'energia del pe. 
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1.2.1.4 CORE i7 
Intel Core i7 [4] és una família de tres processadors de I'arquitectura Intel x86-64. Intel Core i7 
s6n els primers processadors que usen micrtlarquitectura Nehalem6 d'lntel i és el successor de 
la família Core 2. Els tres models s6n processadors de quatre nuclis. 
Intel va lIan~ar aquesta família de processadors el 17 de Novembre del 2008 a Costa Rica. Un 
altre punt interessant és que Core i7 va ser creat per Intel Costa Rica. 
S'ha re-implementat el HyperThreading. Cadascun deis quatre Cores pot processar dues 
tasques simultimiament, per tant el processador ofereix 8 fluxes d'execuci6. 
1.2.2 AMO 
Fabricació: Des de 2008 
Fabricant: Intel 
Velocitat de CPU: 2,66 GHz a 3,33 GHz 
Velocitat de FSB: 4.8 GT /5 a 6.4 GT /5 
Mida Processos: 45 nm 
Conjunt d'inswuccions: x86, x86-64, MMX, 
SSE, SSE2, SSE3, SSSE3, SSE4.1, SSE4.2 
Microarquitectura: Nehalem 
Nuclis: 4 (fíSics), 8 (Iogics) 
Socket: Socket B (LGA 1366) 
Nom del nucli: Bloomfield 
Abans de treure els seus processadors multi nucli al mercat, AMO ja havia aconseguit un gran 
exit amb el seu processador Athlon 64, el primer processador de 64 bits. Incorporava la 
tecnologia HyperTransport que era un nou bus bastant rapid que eliminava els anteriors colls 
d'ampolla, i altres tecnologies; aquest processador va ser pres com a base per a la construcció 
del seu processador de doble nucli Athlon 64 X2, que va sortir al mercat a partir del 2005. 
1.2.2.1 DUAL CORE ATHLON 64 X2 
L'AMD Athlon 64 X2 [5] és un microprocessador de 64 bits multi nucli produ"it per AMO. Aquest 
microprocessador va ser introdui"t per al socket 939 (en 90 nm) i per al socket AM2 (en 90 nm i 
65 nm) amb un bus HyperTransport de 2000 Mhz i suport de memoria DDR2 a partir deis 
models AM2 i conjunt d'instruccions SSE37• Cada nucli compta amb una unitat de memoria 
cache independent, i tenen entre 154 a 233,2 milions de transistors depenent de la mida de la 
cache. Els nous processadors que van apareixer al mes de juliol de 2006 per al socket AM2 
6 Nehalem és el nom clau per a un processador amb la nova mlcoraquitectura d'lntel successora de la 
mircoarquitectura Coreo 
7 SSE3, Streaming SIMO Extensions 3, és la tercera generació del canjunt d'lnstruccions SSE de l'IA-32 (Intel 
Architecture, 32-bit). SSE es un canjunt d'instrucCions de SIMO per a I'arquitectura x86. SIMD (Single Instruction, 
Multiple Data col·loquialment "vector d'instruccions") és una tecnica emprada per aconseguir el paraHelisme a 
niveU de dades. 
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compten amb el suport per memoria DDR2, van ser fabricats en 90 nm i 65nm i van indoure 
tecnologies de virtualització i millores en el consum d'energia. La principal característica 
d'aquests processadors és que contenen dos nudis i poden processar diverses tasques a la 
vegada. El rendint és molt millor que els processadors d'un únic nudi. A més la seva 
arquitectura és de 64-bits. El microprocessador AMD Turion 64 X2 és una versió de baix 
consum del processador AMD Athlon 64 X2 destinada als ordinadors portatils. 
1.2.2.2 TURION X2 
Fabricaci6: A partir de 2005 
Dissenyat per: AMD 
Fabricant: GlobalFoundries 
Velocitat de CPU: 1,0 GHz a 3,2 GHz 
Velocitat de FSB: de 1000 MT / s 
Mida Processos: 90nm a 65nm 
Conjunt d'instruccions: MMX, SSE, SSE2, 
SSE3, x86-64, 3DNow! 
Microarquitectura: microarquitectura K9 
Nuclis: 2 
Socket (s): Socket 939 i Socket AM2 
El processador AMD Turion 64 X2 [6) és la versió de doble nucli del Turion i per tant la versió 
de baix consum per portatil del AMD Athlon 64 X2. Llan~at al mercat el maig de 2006 per a 
competir amb eis Core Duo d'lntel i posteriorment els Core 2 Duo, els dos de la plataforma 
Centrino Duo. Va ser la primera CPU per portatils en combinar doble nudi i 64 bits. 
1.2.2.3 OPTERON 
Fabricaci6: 2006 
Fabricante: AM D 
Velocidad de CPU: 1.6 GHz a 2.2 GHz 
Velocidad de FSB: 1600 MT /s 
Procesos: 90 nm 
Conjunt d'instruccions: AMD64 
Microarquitectura: K8 
Socket: Socket 51 
Cores: Taylor i Trinidad 
AMD Opteron [7) és la versió per a servidors corporatius del K8, i encara que va ser concebuda 
per la companyia per competir contra la línia IA-64ltanium d'lntel, donats els baixos volums de 
venda i producció d'aquesta darrera, competeix actualment amb la línia Xeon d'lntei . 
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1.2.2.4 PHENOM 
Fabricacló: Oesde abril de 200 
Fabricant: AMO 
Velocitat de CPU: 1.4 GHz a 3.2 GHz 
Velocitat de FSB: 800 MHz a 1000 MHz 
Processos: 0.13~m to 45nm 
Conjunt d'instruccions: x86, x86-64 
Nuclis: 1, 2, o 4 
Phenom [8) és el nom donat per AMO a la primera generació de processadors de tres i quatre 
nuclis basats en I'arquitectura K10. Aquest nom va ser donat a coneixer a finals d'abril del 
2007, substituint així a la serie d'alt rendiment AMO (Athlon 64 X2). Els primers dos models de 
la serie 8000 (Phenom X3 8400@2.1GHz i el X3 8600@2.3GHz) van ser lIan~ats al mercat el 
mar~ del 2008. Aquests microprocessadors compten amb tres nuclis i AMO afirma que milloren 
el rendiment fins en un 30% respecte a un microprocessador AMO de doble nucli a igual 
freqüencia. 
1.2.2.5 PHENOM 11 
Fabricacló: Oes de 2007 
Dlssenyat per: AMO 
Fabrlcant: GlobalGFoundries 
Velocitat de CPU: 1.8 GHz a 3.0 GHz 
Velocitat de FSB: 1.6 GHz a 2.0 GHz 
Mida Processos: 65 nm a 45 nm 
Conjunt d'lnstruccions: M MX, SSE, SSE2, 
SSE3, SSE4a, x86-64, 30Now! 
Microarqultectura: K10 
Nuclis: 3, 4 
Socket(s): Socket AM2+ 
AMO per fi aconsegueix fer el salt de la fabricaci6 de 65 nm a 45 nm amb el seu nou Phenom 11 
[9), lIan~at a principis del 2009, encara que aquest xip no es pot igualar als poderosos 
processadors Intel Core 17 ni als eore 2 Quad de major velocitat. Aquest xip pero com la 
majoria deis AMOs té un preu assequible. Funciona amb la plataforma AM2+, i incorpora les 
mateixes instruccions que els Phenom. 
Fabricació: Oes de desembre de 2008 
Dissenyat per: AMO 
Fabricats: GlobalGFoundries 
Velocitat de CPU: 2.5 GHz a 3.2 GHz 
Velocltat de FSB: 1800 GHz a 2000 GHz 
Mida Processos: 45 nm 
Conjunt d'lnstruccions: x86-64 
Microarquitectura: AMO K10 
Nuclis: 3 o 4 
Socket(s): Socket AM2+ i Socket AM3 
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Nom deis nuclls: Deneb, Heka i Pro pus 
1.2.3 APPLE -18M - MOTOROLA 
PowerPC és una família de processadors d'arquitectura RISCS, desenvolupada inicialment per 
Apple, Motorola i IBM. Pensada com a alternativa a la família i386 d'lntel, ha tingut un cert 
resso gracies al fet de ser els únics processadors utilitzats per Apple Macintosh fins fa poc, ja 
que actualment inclouen els processadors d'lntel. 
1.2.3.1 POWERPC G5 
L'última generació és el PowerPC G5 [10] (nom comú del PowerPC 970 i del PowerPC 970FX) 
que és un microprocessador d'alt rendiment amb arquitectura RISC de 64 bits, pertany a la 
família PowerPC, dissenyat i fabricat per IBM el 2002. El PowerPC 970 esta constru"it usant 
tecnologia de 130nm, i el 970FX, de 90 nm. Contenen més de 58 milions de transistors. Estan 
basats en el desenvolupament deis Power4 d'IBM. Addicionalment, són capa~os de processar 
instruccions de 32 bits en mode natiu. 
Té un rendiment excepcional en comparació amb altres processadors i amb una capacitat de 
direccionament de memoria fins a 8 GB. 
Per mantenir les convencions de nom adoptades per Apple a la seva gamma d'ordinadors, va 
denominar a aquest processador G5 el juny de 2003. El terme G5 en aquest context s'identifica 
amb la cinquena generació de processadors PowerPC utilitzats per Apple, en la seva gamma 
Power Mac G5. Des de lIavors, el PowerPC 970FX ha reempla~at al PowerPC 970 en els 
ordinadors d'Apple. 
1.2.4 SUN 
1.2.4.1 ULTRASPARC T1 NIAGARA 
El UltraSparc Tl Niagara, poderós processador per a servidors, que genera un gran esta Ivi 
d'energia per la seva relació rendlment I energia. El seu fabricant Sun Microsystems abans 
també ha tret altres processadors multi nudi per als seus servidors. 
8 Reduced Instruction Set Computer, representa una estrat~gia de dlsseny de CPU ¡n5istint en la idea que les 
instruccions simplificades que "fan menys" encara poden oferir un major rendlment si aquesta slmplicitat pot ser 
utilitzat per executar instrucclons molt rapldament. 
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1.2.5 SONY - TOSHIBA -IBM 
1.2.5.1 CELL BE 
El processador CELL BE [11), és un processador multi nudi dissenyat per les empreses IBM, 
Toshiba i Sony Computer Entertainment, una alian~a coneguda com a "ITS" durant un període 
de 4 anys a partir del mar~ del 2001. 
CELL BE és I'abreviatura de CELL Broadband Engine Archltecture, comunament abreujat CBEA 
en la seva totalitat o en part CELL BE. 
És una part important en el nostre projecte per tant el veurem en més detall en el capitol3. 
1.3 TECNIQUES DE LA PROGRAMACIÓ MULTI NUCLI 
Tradicionalment, el programari era escrit en serie: 
• Per a ser executat en un únic equip amb una única CPU. 
• Un problema es divideix en una serie de discretes instruccions. 
• Les instruccions s'executen una darrera I'altra. 
• Només una instrucció pot executar-se en qualsevol momento 
problem 
Instruc:tlons 
11 1 1-. 
IN 13 t2 t1 
En el sentit més simple, la computació paraHela és I'ús simultani de múltiples recursos 
computacionals per a resoldre un problema: 
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• Per ser executat utilitzant múltiples CPU o una CPU amb varis nuc/is. 
• Un problema es divideix en parts diferenciades que es poden resoldre simultimiament 
• Cada part es desglossen en una serie d'instruccions. 
• O les instruccions de cada una de les parts s'executa simultimiament en diferents CPU. 
El calcul de recursos poden incloure: 
• Un sol ordinador amb diversos processadors. 
• Un sol ordinador amb un processador amb diversos nuc/is. 
• Un nombre arbitrari d'ordinadors connectats per una xarxa. 
• Una combinaci6 d'ells. 
El problema computacional normalment demostra característiques com la capacitat de ser: 
• Trencat a part o en peces discretes de treball que es poden resoldre al mate ix temps. 
• Executar més d'un programa o instruccions en qualsevol momento 
• Solucionat en menys temps amb múltiples recursos de calcul que amb un únic recurs 
de calcul. 
Actualment, les tecniques o models' per programar processadors multi nuclis s6n: 
9 Un model de programació es una eina (bé pot ser una forma de utllltzar eines propies del sistema operatlu o una 
pe~ de software especttlca) que permet el pas de les aplicacions escrites seguint un model/filosofia natural del 
programador a aplleaelons adaptades al maquinar; disponible. HI ha desenes de models de programaeió 
diferents,cada un d'ells es més o menys adequat a diferents proposlts i arqultectures. 
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1.3.1 OPENMP 
OpenMP [13] (Open Multip-Processing) és una interfície de programació d'aplicacions 
(anomenada API) que suporta la programació multiprocés amb memoria compartida multi-
plataforma en C/C++ i Fortran a moltes arquitectures, inc10ent les plataformes Unix i Microsoft 
Windows. Consisteix en un conjunt de directives de compilador, biblioteques de rutines, i 
variables d'entorn que afecten al comportament en temps d'execució. 
Definit conjuntament per un grup deis principals fabricants de maquinari i programari, 
OpenMP és un model portable i escalable que dóna als programadors una interfície simple i 
flexible per a desenvolupar aplicacions paraHeles per a plataformes que van des de I'escriptori 
fins als supercomputadors. 
OpenMP és una implementació de multithreadlng, un metode de paraHelització pel qual el 
thread pare (thread mestre) es "bifurca" en un nombre determinat de threads fills (threads 
esclaus) i la tasca es divide ix entre ells. EIs threads lIavors s'executen concurrentment, amb 
I'entorn d' execució ubicant els threads a diferents processadors. 
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La secció de codi que es vol que s'executi en paraHel és marcada corresponentment, amb una 
directiva de preprocessador que fara que els threads es cre'in abans que la secció sigui 
executada. Cada thread té un "id" (identificador) associat que pot ser obtingut fent servir una 
funció (anomenada omp....llet_thread_numO a C/C++ i OMP _GET_THREAD_NUMO a Fortran). 
L'id del thread és un enter, i el thread pare té una id de "O". Després de I'execució del codi 
paraHelitzat, els threads s'uneixen de nou al thread pare, que continua endavant fins al final 
del programa. 
Per defecte, cada thread executa la secció de codi paraHelitzada independentment. Es poden 
fer servir "construccions de compartició de treball" per a dividir una tasca entre els threads de 
forma que cada thread executi la part de codi que té assignada. Fent servir OpenMP d'aquesta 
forma es pot aconseguir tant el paraHelisme de tasques com el paraHelisme de dades. 
L'entorn d'execució assigna els threads a processadors depenent de I'ús, la carrega de la 
maquina i altres factors. El nombre de threads pot ser assignat per I'entorn d'execució basant-
15 
se en variables d'entorn o en codi fent servir funcions. Les funcions OpenMP estan incloses en 
un fitxer de cap~alera amb el nom "omp.h" a C/C++. 
Directives 
També se solen anomenar constructors: 
o parallel: Aquesta directiva ens indica que la part de codi que la compren pot ser 
executada per diversos threads. 
o for: Igual que paraHel pero optimitzat pels bucles foro El seu format és: 
# pragma parallel for [clausula, ... , clausula] 
o section i sections: Indica seccions que es poden executar en paraHel pero per un 
únic thread. 
o single: La part de codi que defineix aquesta directiva, només es pot executar un únic 
thread de tots els lIan~ats, i no ha de ser obligatoriament el thread pare. 
o master: La part de codi definida, només es pot executar pel thread pare. 
o critical: Només un thread pot estar en aquesta secci6. Defineixen seccions critiques o 
condicions de carrera. 
o atomic: 5'utilitza quan l'operaci6 només afecta a una posici6 de memoria, i ha de ser 
actualitzada només per un thread simultimiament. Operacions ti pus x++ o -x s6n les 
que fan servir aquesta clausula. 
o f1ush: Aquesta directiva resolla consistencia, en exportar a tots els threads un valor 
basic d'una variable que ha realitzat un altre thread en el processament paraHel. 
Funcions 
o omp_set_num_threads: Fixa el nombre de threads simultanis. 
o omp...llet_num_threads: retorna el nombre de threads en execuci6. 
o omp...llet_max_threads: retorna el nombre maxim de threads que lIan~ara el nostre 
programa a les zones paral·leles. És molt útil per reservar memoria per a cada thread. 
o omp...IIet_thread_num: retorna el nombre del threads dins I'equip (valor entre O i 
omp...llet_num_threads () -1) 
o omP...IIet_num...J)rocs: retorna en nombre de processadors del nostre ordinador o 
disponibles (per a sistemes virtuals). 
o omp_seCdinamlc: Valor boolea que ens permet especificar si volem que el nombre 
de threads creixi i decreixi dinamicament. 
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Avantatges 
• Simple. 
• Les dades de disseny i la descomposició es maneja automaticament per les directives. 
• Increment del paraHelisme: poden treballar en una part del programa en un moment, 
no hi ha canvis drastics al codi que es necessita. 
• Codi Unificat per ambdues aplicacions de serie i paraHel: Les directives de OpenMP 
són tractades com comentaris quan s'utilitzen en compiladors seqüencials. 
Desavantatges 
• En I'actualitat només s'executa de manera eficient en plataformes multiprocessador 
en memoria compartida. 
• Requereix un compilador que suporti OpenMP. 
• Escalabilitat de memoria esta limitada per I'arquitectura. 
• Manca un gestor d'errors fiable. 
1.3.2 MPI 
La Interfície de Pas de Missatges (conegut ampliament com MPI [14], sigles en angles de 
Message Passing Interface) és un estimdard que defineix la sintaxi i la semimtica de les 
funcions contingudes en una biblioteca de pas de missatges dissenyada per ser utilitzada en 
programes que explotin I'existencia de múltiples processadors. 
El pas de missatges és una tecnica utilitzada en programació concurrent per aportar 
sincronització entre processos i permetre I'exclusió mútua, de manera semblant a com es fa 
amb els semafors. 
La seva característica principal és que no necessita memoria compartida, per la qual cosa és 
molt important en la programació per a sistemes distribu"its. 
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Els elements principals que intervenen en el pas de missatges són el procés que envia, el que 
rep i el missatge. 
Depenent de si el procés que envia el missatge espera que el missatge sigui rebut, es pot parlar 
de pas de missatges srncron o asíncrono En el pas de missatges asíncron, el procés que envia, 
no espera que el missatge sigui rebut, i continua la seva execució, essent possible que torni a 
generar un nou missatge i enviar-lo abans que s'hagi rebut I'anterior. Per aquest motiu es 
solen emprar bústies, en que s'emmagatzemen els missatges a espera que un procés els rebi. 
Generalment emprant aquest sistema, el procés que envia missatges només es bloqueja o per, 
quan finalitza la seva execució, o si la bústia esta plena. En el pas de missatges síncron, el 
procés que envia el missatge espera que un procés el rebi per continuar la seva execució. Dins 
el pas de missatges síncron s'engloba la crida a procediment remot, molt popular a les 
arquitectures elient I servidor. 
La Interfície de Pas de Missatges és un protocol de comunicació entre ordinadors. És 
I'estandard per a la comunicació entre els nodes que executen un programa en un sistema de 
memoria distribuIda. Les implementacions en MPI consisteixen en un conjunt de biblioteques 
de rutines que poden ser utilitzades en programes escrits en els lIenguatges de programació e, 
e + +, Fortran i Ada. L'avantatge de MPI sobre altres biblioteques de pas de missatges, és que 
els programes que utilitzen la biblioteca són porta bies (ates que MPI ha estat implementat per 
a gairebé tota arquitectura de memoria distribuIda), i rapids, (perque cada implementació de 
la biblioteca ha estat optimitzada per al maquinari en la qual s'executa). 
Amb MPI el nombre de processos requerits s'assigna abans de I'execució del programa, i no es 
creen processos addicionals mentre I'aplicació s'executa. A cada procés se Ii assigna una 
variable que s'anomena rank, la qual identifica cada procés, en el rang de O a p-l, on p és el 
nombre total de processos. El control de I'execució del programa es realitza mitjan~ant la 
variable rank; la variable rank permet determinar quin procés executa determinada porció de 
codi. En MPI es defineix un Comunicator com una conjunt de processos, els quals poden enviar 
missatges I'un a I'altre, el Comunicator basic s'anomena MPI_COMM_WORLD i es defineix 
mitjan~ant un macro del lIenguatge e. MPI_COMM_WORLD agrupa tots els processos actius 
durant I'execució d'una aplicació. Les crides de MPI es divideixen en quatre elasses: 
1. erides utilitzades per inicialitzar, administrar i finalitzar comunicacions. Aquestes 
funcions són: MPUnlt, MPI_Comm_size, MPI_CommJank y MPI]lnalize. 
MPUnit: Permet inicialitzar una sessió MPI. Aquesta funció ha de ser utilitzada abans 
de trucar a qualsevol altra funció de MPI. 
MPI_Comm_size: Permet determinar el nombre total de processos que pertanyen a 
un eomunicator. 
MPI_CommJank: Permet determinar I'identificador (rank) del procés actual. 
MPI_Finallze: permet acabar una sessió MPI. Aquesta funció ha de ser I'última crida a 
MPI que un programa realitzi. Permet alliberar la memoria usada per MPI. 
2. erides utilitzades per transferir dades entre un parell de processos. La transferencia de 
dades entre dos processos s'aconsegueix mitjan~ant les crides anomenades MPI_Send 
i MPI_Recv. Aquestes crides retornen un codi que indica el seu exit o fracaso 
MPI_Send: Permet enviar informació des d'un procés a un altre. 
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MPLRecv: Permet rebre informació des d'un altre procés. 
Ambdues funcions són bloquejants, és a dir que el procés que realitza la crida es 
bloqueja fins que I'operació de comunicació es completi. Les versions no bloquejants 
de MPI_Send i MPI_Recv són MPUsend i MPUrecv, respectivament. Aquestes crides 
inicien I'operació de transferencia pero la seva finalització ha de ser realitzada de 
forma explicita mitjan~ant crides com MPI_Test i MPI_Wait. 
MPI_Wait: És una crida bloquejant i retorna quan I'operació d'enviament o recepció es 
completa. 
MPI_Test: Permet verificar si I'operació d'enviament o recepció ha finalitzat, aquesta 
funció primer va ha revisar I'estat de I'operació d'enviament o recepció i després 
retorna. 
3. Crides per transferir dad es entre diversos processos. 
MPI té crides per a comunicacions grupals que inclouen operacions tipus difusió 
(broadcast), recoHecció (gather), distribució (scatter) i reduccló. Algunes de les 
funcions que permeten fer transferencia entre diversos processos es presenten a 
continua ció. 
MPI_Barrler: Permet realitzar operacions de sincronització. En aquestes operacions no 
existeix cap mena d'intercanvi d'informació. Sol emprar-se per donar per finalitzada 
una etapa del programa, assegurant-se que tots els processos han acabat abans de 
donar comen~ament a la següent. 
MPI_Bcast: Permet a un procés enviar una copia de les seves dades a altres processos 
dins d'un grup definit per un Comunicator. 
MPI_Scatter: Estableix una operació de distribució, en la qual una dada es distribueix 
en diferents processos. 
MPI_Gather: Estableix una operació de recoHecció, en la qualles dades són recollides 
en un sol procés. 
MPI_Reduce: Permet que el procés arrel reculli dades des d'altres processos en un 
grup, i els combini en un sol document de dades. 
4. Crides utilitzades per a crear tipus de dades definits per I'usuari. 
Per definir nous ti pus de dades es pot utilitzar I'anomenada MPI_Type_struct per crear 
un nou tipus o es pot utilitzar I'anomenada MPI_pack per empaquetar les dades. 
La primera classe de crides permeten inicialitzar la biblioteca de pas de missatges, identificar el 
nombre de processos (size) i el rang deis processos (rank). La segona classe de crides inclou 
operacions de comunicació punt a punt, per a diferents tipus d'activitats d'enviament i 
recepció. La tercera classe de crides són conegudes com a operacions grupals, que proveeixen 
operacions de comunicacions entre grups de processos. L'última classe de crides proveeix 
flexibilitat en la construcció d'estructures de dades complexes. En MPI, un missatge esta 
conformat pel cos del missatge, el qual conté les dades a ser enviades, i el seu embolcall, que 
indica el procés font i el destL El cos del missatge en MPI es conforma per tres peces 
d'informació: buffer, tipus de dada i count. El buffer, és la localitat de memoria on es troben 
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les dades de sortida o on s'emmagatzemen les dades d'entrada. El tipus de dada, indica el 
tipus de les dades que s'envien en el missatge. En casos simples, aquest és un tipus basic o 
primitiu, per exemple, un nombre enter, i que en aplicacions més avan~ades pot ser un tipus 
de dada construrt a través de dades primitives. Els tipus de dades derivats són analegs a les 
estructures de C. El count és un número de seqü/mcia que al costat del tipus de dades 
permeten a I'usuari agrupar ftems de dades d'un mateix tipus en U!) sol missatge. MPI 
estandarditza els tipus de dades primitius, evitant que el programador es preocupi de les 
diferencies que existeixen entre ells, quan es troben en diferents plataformes. l'embolcall d'un 
missatge en MPI típicament conté I'adre~a destí, la direcció de la font, i qualsevol altra 
informació que es necessiti per transmetre i lliurar el missatge. l'embolcall d'un missatge en 
MPI, consta de quatre parts: la font, el destí, el Comunicator i una etiqueta. la font identifica 
el procés transmissor. El destí identifica el procés receptor. El Comunlcator especifica el grup 
de processos als quals pertanyen la font i el destí. L'etiqueta (tag) permet classificar el 
missatge. El camp etiqueta és un enter definit per I'usuari que pot ser utilitzat per a distingir 
els missatges que rep un procés. Per exemple, es tenen dos processos A i B. El procés A envia 
dos missatges al procés B, ambdós missatges contenen una dada. Una de les dades és 
utilitzada per realitzar un calcul, mentre I'altre és utilitzada per a imprimir-lo en pantalla. El 
procés A utilitza diferents etiquetes per als missatges. El procés B utilitza els valors d'etiquetes 
definits en el procés A i identifica quina operació haura de realitzar amb la dada de cada 
missatge. 
Avantatges 
• Estandardització. 
• Portabilitat: multiprocessadors, xarxes, heterogenis, etc. 
• Bones prestacions. 
• Amplia funcionalitat. 
• Existencia d'implementacions lliures (mpich, LAM-MPI, etc). l'avantatge de MPI sobre 
altres biblioteques de pas de missatges, és que els programes que utilitzen la 
biblioteca són portables (ates que MPI ha estat implementat per a gairebé tota 
arquitectura de memoria distribuIda), i rapids, (perque cada implementació de la 
llibreria ha estat optimitzada per al maquinari en la qual s'executa). 
• Escalabilitat. Els ordinadors amb sistemes de memoria distribuIda són facils d'escalar, 
mentre que la demanda deis recursos creix, es pot afegir més memoria i processadors. 
Desavantatges 
• l'accés remot a memoria és lent. 
• la programació pot ser complicada 
1.3.3 INTEL THREADING BUILDING 
Intel Threading Building Blocks (Intel TBB [15]) és una biblioteca basada en plantilles per C++ 
desenvolupada per Intel per facilitar I'escriptura de programes que explotin les capacitats de 
paraHelisme deis processadors amb arquitectura multi nucli. 
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Aquesta biblioteca proporciona algorismes i estructures de dades que permeten al 
programador evitar en part les complicacions derivades de I'ús deis paquets nadius de gestió 
de threads d'execució en els que la creació, sincronització i destrucció deis threads és explfcita i 
dependent del sistema. En comptes d'aixb, la biblioteca abstreu I'accés als múltiples 
processadors permetent que les operacions siguin tractades com tasques que es reparteixen 
automatica i dinamitament entre els processadors disponibles mitjan~ant un gestor en temps 
d'execució. 
Aquesta aproximació fa que Intel TBB s'inclogui en la família de solucions per a la programació 
paraHela que permeten desacoblar la programació de les característiques particulars de la 
maquina. 
Intel TBB implementa task stealing (robatori de tasques) per balancejar la carrega de treball 
sobre els nuclis de processament disponibles per tal d'incrementar I'aprofitament deis nuclis i 
la escalabilitat deis programes. Inicialment la carrega de treball es divideix uniformement entre 
els nuclis de processament disponibles. Si algun d'ells ha complert la seva feina mentre altre 
encara té una carrega significativa en la seva cua de tasques, el gestor de tasques reassigna 
part d'aquest treball al nucli inactiu. Aquesta capacitat de reassignació dinamita desacobla la 
programació de la maquina, permetent que les aplicacions escrites amb aquesta biblioteca 
s'escalin per utilitzar tots els nuclis de processament disponibles sense cap canvi en el codi 
font o els executables. 
Intel TBB, seguint I'exemple de la STL (Standard Template Library - Biblioteca estandard de 
plantilles), esta basada en I'ús de plantilles ja que s'espera que el polimorfisme en temps de 
compilació sigui més eficient que el tradicional polimorfisme en temps d'execució. 
Intel TBB aporta, entre altres, la següent coHecció de components per a la programació 
paraHela: 
• Algorismes basits: parallel_for, parallelJeduce, parallel_scan. 
• Algorismes avan~ats: paralleLwhile, parallel_do, pipeline, paralleLsort. 
• Contenidors: concurrent_queue, concurrent_vector, concurrent_hash_map. 
• Reserva de membria: scalable_allocator, cache_aligned_allocator. 
• Exclusió mútua: mutex, spin_mutex, queulnLmutex, spin_rw_mutex, 
queuinLrw_mutex, recursive mutex. 
• Operacions atbmiques: fetch_and_increment, fetch_and_decrement, fetch_and_add, 
compare_and_swap, fetch_and_store. 
• Presa de temps: tick_count. 
• Gestor de tasques: task. 
1.3.4 CELLSs (SuperScalar) 
OpenMP i MPI, vist anteriorment, es caracteritzen per ser dos models d'ambit molt general. 
Adre~ats cadascun al seu ti pus de sistema (membria compartida i sistemes distribu"its, 
respectivament), no estan creats especfficament per cap arquitectura, lIenguatge, o aplica ció 
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en concreto Aquest model que es presenta en aquest apartat no és tan general, es 
específicament pel CElL BE. 
El CELLSs [16), desenvolupat per membres de la UPC i del BSC'o, és unmodel de programació 
per aprofitar I'execució de tasques al CELL. La idea és que el programador anoti funcions que 
poden ser executades en paraHel, i en temps d'execució es construeix un graf de 
dependencies per a planificar I'execució en paraHel de les diferents funcions. No obstant, el 
que ara ens interessa és el que es fa internament. Quan el sistema operatiu detecta que es vol 
executar una d'aquestes funcions, esperara a que hi hagi un SPE lliure (si es que no n'hi ha cap) 
per a enviar-Ii la tasca o I'executara directament al PPE. 
CELLSuperScalar / SMPSs, conformen un model de programació basat en GridSuperscalar", 
pero pensats per processadors multi nudi. L'objectiu principal del model és facilitar la 
programació en aquestes arquitectures per fer més propers els recursos de la informatica en 
general i de la Supercomputació en concret, pels programadors no especialitzats. 
Gracies a aixo, el programador es pot desentendre deis detalls referents a I'arquitectura del 
sistema en que executara la aplicació. Aixo implica una programació molt més senzilla ja que 
no ha d'enfrontar-se a problemes com la gestió de memoria o comunicació entre els threads. 
L'objectiu del CELLSs / SMPSs és proporcionar una forma facil d'expressar aplicacions amb 
ParaHelisme de manera seqüencial. Aixo és, una aplicació o programa que efectua una serie 
de calculs d'un en un i en un ordre determinat. 
El model esta pensat des del punt de vista de I'encapsulació. Un concepte completament 
adquirit pels programadors experts i facil d'entendre pels que no ho són tanto La idea 
consisteix a determinar les parts del codi que poden ser executades de manera simultania i 
posar-les en una funció a la qual anomenarem tasca (TASK). 
El programa principal (thread pare) registre les tasques en un graf on es gestionen les 
de pendencies de dades i s'executen en les altres CPU (threads treballadors) quant sigui 
possible. 
Les biblioteca de CELLSs s'encarrega de gestionar quines tasques han estat ja 
executades i quines estan disponibles. El programador invoca les tasques en I'ordre en que les 
hagués invocat en una arquitectura amb un processador. El model s'encarrega d'executar una 
tasca fins que totes les dades que aquesta té com a entrada hagin estat calculades i estiguin 
disponibles. 
Per resumir el funcionament d'una aplica ció CELLSs, pOdríem distingir les següents fases 
d'execució típiques en una aplicació amb aquest modelo 
En primer lIoc tenim la inicialització, com en tota aplica ció cal lIegir o generar les dades i 
preparar les estructures de dades per a I'execució de I'algorisme. 
Després comen~a I'aplicació en si, el programa va invocant tasques. En algun moment és 
possible que sigui necessari establir punts de sincronització, esperar que certes tasques acabin 
10 Barcelona Supercomputing Center 
11 la tecnologia informatica Grid té com a objectiu oferir eines i mecanismes que permetin l' intercanvi, 
la selecció, i I'agregació d'una amplia varietat de recursos informatics distribuits geograficament de 
forma transparento 
22 
per fer una operació concreta amb les dades produ"ides per aquestes i continuar. El model 
proporciona dos mecanismes per afer aixo: 
• Barrier: espera la finalització de totes les tasques. 
• Wait on: I'usuari indica quines dades han d'estar calculats abans de continuar 
I'execució del programa (les tasques, per descomptat, continuen funcionant). 
Finalment acaba I'execució amb CELLSs, totes les tasques s'han executat i els resultats estan 
disponibles per a ser escrits, processats per una altra aplicació, etc. 
CELLSs es compon d'un compilador "source-to-source" (transforma codi font a 
codi font i ho compila amb un compilador tradicional) i una biblioteca. El compilador interpreta 
les anotacions en el codi que donen indicacions sobre les tasques i el flux d'execució. 
La biblioteca gestiona les tasques durant I'execució. 
Sintaxis deis pragma's: 
• #pragma css task [input «input parameters>)] \ 
[output «output parameters>)] \ 
[inout «input!output parameters>)] \ 
[highpriority] 
• void task«parameters» { ... 
• #pragma css wait on«data address» 
• #pragma css barrier 
• #pragma css sta rt 
• #pragma css finish 
1.3.5 PTHREADS 
La llibreria de pthreads [17] (POSIX Threads) esta disponible tant en entorns UNIX com en 
entorns Windows, i és un estimdard que defineix una API per a la crea ció i manipulació de 
threads d'execució. En concret, I'operació per a crear un pthread (pthread_create), que té com 
a un deis parametres la funció que volem que executi el pthread, s'implementa internament 
mitjan~ant una crida a sistema svs_clone, que també és cridada a I'hora de fer un fork. Per 
tant, I'únic que fa aquesta crida és crear un nou procés com a copia del procés que la crida. 
Quan passa, lIavors, a executar la funció que Ii hem dit que executi? 
Al sortir de la crida de sistema Ua tornem a estar en mode usuari), sabem que el seu retorn és: 
• el PID del fill, al pare. 
• un O, al fill. 
La llibreria de pthreads utilitza aixo per a saber si es tracta del pare o del fill i, en el cas de fill, 
prepara els parametres de la funció (guardant-Ios a la pila en el cas de I'arquitectura x86) i 
executa un call a I'adre~a que li hem passat com a parametre. 
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A la següent figura es presenta un petit esquema d'aquesta situacló, mostrant la crida que fa el 
programador a la part d'aplicació, el salt a la llibreria, I'entrada al sistema operatiu (trap, en 
color vermell) i la crida a la funció especificada pel programador. 
pthread create (&fune, •.. 
1/ A partir d'aqui només 
1/ ho executa el pare. El 
1/ fill exeeutari la funció 
int sys_clone ( ... ) { 
return pid; 
Per altra banda, I'operació per a destruir un pthread (pthread_exlt) I'ha d'inserir el 
programador al final de la funció que vol que executi el pthread, i el que fa és una crida a 
sistema exlt, que s'encarrega de finalitzar un thread, independentment de la resta de threads 
que hi hagi al grup de la vfctima, a diferencia de la crida a sistema exit, que finalitza tot un 
procés amb el seu grup de threads, és a dir, tota una aplicació multithread. Aquesta darrera és 
la que insereix automaticament el compilador al final d'un programa main. Per tant, 
I'avantatge d'utilitzar pthreads és que ens garanteixen que abans d'executar la funció es fara 
una crida a sistema, i al finalitzar també, i podrem prendre les decisions que ens interessin en 
aquests punts. 
la biblioteca ofereix tres mecanismes de sincronització: 
• Mutexs: Bloqueja I'accés a les variables per altres threads. Aixb imposa un accés 
exclusiu d'un thread a una variable o un conjunt de variables. Funcions: 
pthread_mutex_destroy: Destrueix un objecte mutex, alliberant el recursos que tenia. 
pthread_mutex_init: Inicialitza I'objecte mutex apuntat per mutex d'acord amb les 
caracterfstiques especificades en el mutex mutexattr. Si mutexattr és NUll, s'utilitzen 
els atributs per defecte. 
pthread_mutex_lock: Bloqueja un mutex determinat. Si el mutex esta desbloquejat, és 
bloquejat i es converteix en propietat del thread que I'ha bloquejat. 
pthread_mutex_unlock: Desbloqueja un mutex determinat. El mutex se suposa que 
esta bloquejat i es propietat el thread que executa pthread_mutex_unlock. 
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Exemple: 
1* Function C *1 
void functionC() 
{ 
counter++ 
} 
counter= O counter= O 
counter = 1 counter = 1 
are same 
pthread_mutex_t mutexl 
PTHREAD_MUTEX_INITIALIZER; 
int counter=O; 
1* 
void 
( 
Function C *1 
functionC () 
pthread-",utex_lock ( &mutexl ) ; 
counter++ 
pthread_mutex_unlock( &mutexl ) ; 
} 
counter = O 
counter= 1 
counter= O 
Thread 2 bloquejat. Thread 1 té en 
exclusiva I'ús de la variable 
counter 
counter = 2 
• Joins: Fer que un thread esperi fins que altres són complets, funció pthread...ioin. 
• Condició de les variables (signals): És una variable de ti pus pthread30nd_t i s'utilitza 
amb les funcions adequades per a I'espera i després, continuació del procés. El 
mecanisme permet que la variable de condició del threads, suspengui I'execució i 
I'abandonament del processador fins que alguna condició sigui verdadera. 
Creant /Destu"int 
pthread_cond_lnit 
pthread_comd_t cond 
pthread_cond_destroy 
Esperant la condició: 
pthread_cond_wait 
pthread_cond_tlmewait 
Despertant un thread sobre la base de la condició 
pthread_cond_signal 
pthread_cond_broadcast 
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2 MOTIVACIÓ DEL PROJECTE I OBJECTIUS 
En aquest segan capital es fa una introduccíó al tema del trebo" 
d'aquest projecte, de les eines que s'usaron, aixi cam deis abjectius que 
es valen assalir. 
La motivació del projecte es entrar en contacte amb el grup de recerca de nanos que ha 
dissenyat una software cache híbrida des de zero per al processador CELL BE. 
L'objectiu principal d'aquest projecte es dissenyar i implementar un fase de generació de codi 
per a aquest processador multi nucli per executar programes sobre la software cache híbrida i 
en les SPEs del processador, dintre de la infraestructura del compilador Nanos Mercurium 
C/C++ desenvolupada també pel mateix grupo 
Nanos Mercurium C/C++ és un compilador font a font inicialment desenvolupat per omplir el 
buit de suport C++ en OpenMP. Va resultar ser útils per altres projectes relacionats amb les 
transformacions font a font. Proporciona un entorn de programació que facilita el 
desenvolupament de les fases per al compilador. 
En la nova fase implementada es permetra a partir de noves directives pragma, que un codi 
escrit per un programador, es transformi en el codi necessari que permeti maximitzar els 
recursos del CELL BE i la software cache híbrida junts. O'aquesta manera evite m que el 
programador hagi de coneixer en profunditat el compilador, la software cache híbrida o 
I'arquitectura del CELL BE. 
A continuació s'expliquen les tasques que s'han de completar per assolir aquest objectiu. En 
aquesta llista es mencionen conceptes que no han sigut explicats encara. En els capítols 
següents es tractaran amb més profunditat: 
• Aprendre I'arquitectura del processador multi nucli CELL BE 
• Aprendre la software cache híbrida del grup de recerca de nanos. 
• Aprendre I'estructura i disseny del compilador Nanos Mercurium C/C++ del grup de 
recerca de na nos. 
• Oissenyar el nou modul per desenvolupar la part del nostre projecte dintre del 
compilador. 
• Implementar el nou modul: Oesenvolupament del mOdul dintre del compilador. 
• Avaluació: Oisseny del joc de proves per provar el correcte funcionament de tot el 
modul. 
En els capítols següents veurem cadascun d'aquests aspectes. 
La resta de la memoria veurem com hem assolit tots aquests objectius. 
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3 lREBALL RELACIONAl 
En aquest capítal s'analitza el treba" relacionat i les prapostes existents 
a dio d'avui, al camp del processador multi nucli CELL BE, deis 
compiladors de recerca en general i específics per al CELL BE, els 
métades de programació, les optimitzacions, altres implementacions 
de software cache, ... 
3.1 PLATAFORMES DE COMPILACIÓ 
El compilador Nanos Mercuirum C/C++ no es I'únic compilador de recerca, n'hi ha d'altres, 
com per exemple els compiladors com el TRIMARAN[18] o el ORC[19]. Els dos són compiladors 
lliures destinats a investigadors i educadors. 
Per exemple el projecte del compilador lliure de recerca (ORe) proporciona una infraestructura 
de compilació de font oberta pel processador ItaniumTM (IA-64) per a la comunitat de recerca. 
Aquest projecte és una coHaboració entre Intel Corp i l'Academia Xinesa de Ciencies. Volen 
proporcionar una infraestructura comuna per fomentar i facilitar la recerca i I'arquitectura del 
compilador. En el disseny del ORC, destaquen en els aspectes següents: compatibilitat amb 
altres eines de codi obert, la solidesa de tota la infraestructura, la f1exibilitat i la modularitat 
rapida de prototipus de noves idees. 
I en canvi TRIMARAN es un compilador per la recerca en arquitectures ILp12, anomenada HPL-
PO. El sistema és actualment orientat a través de EPIC13 (Explicity Parallel Instruction 
Computing) i suporta una varietat de compiladors de recerca, incloent les instruccions de 
sheduling, assignació de registres, etc. 
Pel que fa a compiladors per treballar amb el CELL BE a part del Nanos Mercurium C/C++ usat 
en el nostre projecte existeixen altres compiladors o eines pel CELL BE: GNU toolchain, IBM 
XLC i GNU ADA. 
Les utilitats del GNU toolchain, inclosos els compiladors, I'assemblador, el linkador i eines 
diverses, estan disponibles tant per la unitat del processador PowerPC (PPE) com pel conjunt 
d'instruccions del SPU. També en les eines de GNU trobem una implementació del compilador 
GNU ADA. 
12 (Instruction Level Parallel) - Més d'una operació executada per cicle de rellotge en una sola CPU. 
13 ILP sota control del compilador: 
• Una sola instrucció pot contenir moltes operacions. 
• El compilador determina i especifica el funcionament de les dependencies entre operacions que 
poden executar-se simult~niament. 
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3.2 PROGRAMABILlTAT I MEMORIES LOCALS 
A part de la software cache híbrida del grup de recerca nanos, també hi ha altres opcions com 
la Flexicache(20), que també proposa un disseny de software cache. La principal qüesti6 és 
com tractar els salts directes/indirectes. Els mecanismes que proposa aquesta software cache 
tot i que cau en tecniques de software cache, s6n molt diferent a les presentades en la 
software cache híbrida explicada i utilitzada en aquest projecte. 
El treball en HotPages/FlexCache és similar al de la software cache híbrida, pero no es tant 
potent i simple. Es basa en mecanismes de complexitat considerable i les necessitats d'anillisi 
d'un compilador amb cert grau de precisió. A més a més, aquest no proporciona una solució on 
el compilador elimina totalment el control al voltant del codi de les referencies de memoria. 
La software cache també s'utilitza com a tecnica per reduir la potencia i la reducci6 d'area deis 
systemes embedded (21)[22). Explícitament els sistemes manejats per software cache es 
postulen com una solució per consideracions de potencia en dispositius informatics. 
3.3 MODELS DE PROGRAMACIÓ 
A part del models de programació vistos en aquesta memoria, també n'existeixen d'altres com 
el model MapReduce, que és un simple i flexible model de programaci6 paraHela proposat per 
Google per al processament de dades a gran escala en un entorn de computació distribuida. Hi 
ha un grup de recerca e la universitat de Wisconsin-Madison (23), que presenten un disseny i 
implementaci6 del MapReduce per a I'arquitectura CELL BE. 
Eichenberger (24) descriu una varietat de tecniques per optimitzar els compilador del CELL BE 
extraient paraHelisme i simplificant la gesti6 de memoria. Els temes inclouen extracci6 de 
paraHelisme SIMD14, codi automatic i particionament de dades de nuclis usant pragmas 
OPENMP (25), i la implementació d'una software cache gestionada amb el suport d'una 
memoria compartida simple en els SPEs. 
Blagojevic (26) també descriu unes tecniques de scheduling per diferents granularitats de 
paraHelisme pel processador CELL BE. 
També tenim el model de programaci6 ja explicat, el CELLSs (16) que és un model de 
programació per aprofitar l'execuci6 de tasques al CELL BE. La idea és que el programador 
anoti funcions que poden ser executades en paraHel, i en temps d'execuci6 es construeix un 
graf de dependencies per a planificar l'execuci6 en paraHel de les diferents funcions. 
14 SIMD (Single Instruction, Multiple Data) és una una técnica emprada per aconsegui( el paraHelisme a 
nivell de dades, com en processador vectorial. 
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4 PROCESSADOR CELL BE 
En aquest capitol veurem en detall el disseny i ('estructura del 
processadar CELL BE [27J usat en el projecte, els models de 
programació que suporta, juntament amb les eines de suport que té 
tant en campilació com en execució. 
4.1 ESTRUCTURA 
Els components d'aquest processador s6n: 
• 1 Power Processor Element (PPE). 
• 8 Synergistic Processor Elements (SPEs). Elements de procés sinergic, terme de 
marketing referit a unitats de co-processament vectorial. 
• Bus d'lnterconnexi6 deis Elements (EIB). 
• Controlador d'Accés Directe a Memoria (DMAC). 
• 2 Controladors de memoria Rambus XDR. 
• Una interfície Rambus FlexlO (Input I Output). 
/ 
.,..._ .. 
---
C.II Processor Archltecture 
31 
El PPE és el nucli principal, aquest s'encarrega de coordinar el treball de tots els 8 nuclis (SPEs), 
mitjancant la tecnologia SMT (Simoultaneous Multi-Threading), equivalent al HyperThreading 
de Intel. SMT, és una tecnica per millorar I'eficiencia global de CPUs superescalars amb 
maquinari de multithreading. 
EL PPE esta basat en I'arquitectura PowerPC de 64 bits, té 32 KB de cache L1 i 512 KB de cache 
L2, té també tecnologia de doble threod i pot executar dues instruccions per thread. Aquest 
processador esta fet com els RISC15 classics, o sigui no és com els PowerPC tradicionals, per 
aixo no té implementat la predicció de salts i I'execució d'instruccions és en ordre; el que 
estalvia una quantitat considerable de transistors, passant tot aquest treball al compilador. 
CelI SPE Archltecture 
bab IN .... I: ................ CIIU 
....... az GfLOPs or U GOPs (U M. 4GHL) 
Els SPE, els processadors auxiliars, són unitats de calcul vectorial. Aquests poden executar fins 
a dues instruccions per cicle. Cada SPE té 128 registres de 128 bits cadascun, 4 unitats de coma 
flotant, 4 unitats aritmetiques senceres i una memoria local de 256 KB (aquesta memoria és 
SRAM com les memories cache, pero no és una d'elles, és a dir, no es tracta d'una cache, sinó 
d'un bloc de 256K en el qual el programador pot fer el que vulgui). Una memoria cache és una 
memoria que es carrega amb anticipació del que presumiblement el programi necessiti. Al no 
utilitzar memoria cache, es simplifica el disseny del SPE. Els SPEs tenen memoria local per 
prendre les dades que requereixen més rapidament. 
El bus d'interconnexió d'elements, EIB, esta compost per 4 canals de dades de 128 bits i 
permet la comunicació entre tots els elements del processador, també permet carregar i 
moure 16GB de dades per segon cap al CELL BE i cap a fora del CELL BE respectivament. Per 
mantenir pie aquest ample de banda, el processador CELL BE utilitza en els seus controladors 
15 Reduced Instruction Set Computer. Ordinador amb conjunt d'instruccions reduides. 
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de 1/0 (entrada/sortida), la memoria dissenyades per I'empresa Rambus (coneguda per haver 
fabricat les memories RAM més rapides pel Pentium 4 (les RIMM, que no van tenir pero 
acceptaci6 en el mercat). La memoria XDR de Rambus és bastant rapida, arribant a velocitats 
molt superiors a les memories convencionals. 
La velocitat a la qual arriba és de 4.8Ghz. La tecnologia FlexlO, també de Rambus, és una 
interfície d'entrada i sortida bastant rapida. Esta constitu"it per 12 connexions punt a punt 
unidireccionals de 1byte, 7 d'aquestes connexions s6n de sortida i 5 són d'entrada. El FlexlO 
pot tenir una velocitat des 400Mhz fins 8GHz. 
El xip CELL BE ha estalviat molts transistors en no implementar: memoria cache per als SPEs, 
execuci6 fora d'ordre, predicci6 de salts, etc., deixant tot aquest treball al compilador; amb la 
finalitat de posar més processadors (SPEs) la qual cosa augmenta el poder de processament, i a 
més el xip és més senzill i gasta menys energia. 
De totes maneres el xip és un monstre amb els seus 234 milions de transistors, la majoria 
dedicats al poder de processament per lo anteriorment comentat, i com utilitza molts nuclis, la 
generaci6 de calor es dispersa per tot el processador. 
Altres característiques que té el CELL BE és que és escalable, va ser dissenyat per poder 
treballar amb altres CELL BE. Un PPE d'un CELL BE té el potencial de comunicar-se amb un PPE 
o un SPE d'un altre CELL BE que es trobi en la mateixa placa mare, a la mateixa xarxa o en 
qualsevol part del m6n si tots dos estan connectats a Internet. 
Podem veure en la figura següent més clarament aquest concepte: 
Distributed Processlng wilh Celia 
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Per últim, mencionar que entre el CELL BE i els processadors de dos o més nuclis que han de 
lIan~at Intel i AMD també existeix una diferencia; en aquests últims, els nuclis tenen capacitats 
predictives/especulatives, capacitats de les que manca els nuclis del CELL BE. Aixo significa que 
els nuclis del CELL BE necessiten un volum de circuiteria molt menor, amb lo que es poden 
integrar molts més nuclis dintre del processador; com a contrapartida, els nuclis deis 
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processadors de Intel i AMD són apreciablement més rapids. La conseqüencia practica es que 
els programes existents (que consten d'un thread d'execució) seran més rapids en un 
processador Intel o AMD i un programa multi-thread sera mes rapid en el CELL BE. 
Una cosa molt important també, es el fet que el compilador per al CELL BE haura de generar 
dues versions diferents pel codi, una per si executa el codi al PPE i raltre si I'executa al SPE, 
degut a que els accessos a memoria canvien si s'executa a un lIoc a I'altre, per tant el 
compilador sempre generar aquestes dues versions diferenciades. 
4.2 SUPORT DE COMPILACIÓ I EXECUCIÓ DEL PROCESSADOR CELL BE 
La dificultat de programació és un deis principals obstacles per I'amplia acceptació deis 
sistemes multi nucli, sense suport del maquinari per a la transferencia transparent de dad es 
entre memories locals i globals. 
La proposta d'arquitectures, com el processador CELL BE, mostren una tendencia cap al 
disseny de nous subsistemes de memoria, proporcionant als nuclis de calcul memories locals 
on la transferencia de dades cap a/des de memoria principal són realitzades explfcitament sota 
el control del programador. 
En termes de programació, el CELL BE i els sistemes per igual poden requerir esfor~os 
considerables de programació i optimització de codi. Les solucions general basades en 
compilador sovint són dificils d'implementar a causa de la manca d'informació suficient en el 
temps de compilació per generar el codi correcte i eficient. 
Alguns models que s'apliquen, ja explicats, per aquestes transformacions en el CELL BE són: 
• OPENMP 
• Pthreads 
• CELLSs (SuperScalar) 
En les maquines basades en memoria cache, les optimitzacions més significatives que tenen el 
major guany en quan a rendiment són les que milloren el programa que utilitza la jerarquia de 
cache. 
El principal problema del CELL BE es portar les dades a executar a un SPE, per solucionar 
aquest problema hi ha dues tecniques: 
• TIling 
• Software cache 
4.2.1 TILlNG 
Loop tlllng, també conegut com blocking, és una optimització de bucle utilitzada pels 
compiladors per a I'execució de determinats tipus de bucles més eficientment. 
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Consisteix en fer particions d'un espai d'iteracions d'un bucle en petits trossos o blocs, per tal 
d'ajudar a garantir que les dades utilitzades en un bucle es quedin en la memoria cache fins 
que es reutilitzin. El particionament de I'espai d'iteracions del bucle duu a un particionament 
deis grans arrays a blocs petits, per tant adequat accedir a elements del array de la mida de la 
memoria cache, millorant I'augment de la reutilitzaci6 i l'eliminaci6 deis requisits de la mida de 
cache. 
A continuaci6 veiem un exemple: 
Original: Programa de multiplicació de matrius 
for (i=O¡ i<N¡ i++) 
fer (j=o; j<N; j++) 
e[i) = c[i)+ a[i,j)*b[j); 
Després de loop tUlng 2*2: 
fer (i=O; i<N; i+=2) 
fer (j=o; j<N; j+=2) 
for (ii=i¡ ii<min(i+2,N)¡ ii++) 
fer (jj=j; jj<min(j+2,N); jj++) 
e[ii) =e[ii)+ a[ii,jj)*b[jj); 
En el bucle originall'espai d'iteraci6 és N per N. L'accés a la part de I'array ali, j] és també N 
per N. Si N és massa gran i la mida de la memoria cache de la maquina és massa petit, accedir 
als elements de I'array en una iteraci6 del bucle (per exemple, i = 1, j = 1 a N) poden creuar les 
línies de cache, causant molts misses de cache. Per tant si fem loop tiling 2*2 evitem aixo. 
4.2.2 SOFTWARE CACHE 
4.2.2.1 SOFTWARE CACHE TRADICIONAL DEL CELL BE 
La software cache pot ajudar a aplicar una programaci6 paraHela de memoria compartida 
quan el model de dades de les entitats de referencia no es pot predir facilment. 
Des del punt de vista d'un programador, I'accés a les dades utilitzant software cache és similar 
a usar les instruccions ordinaries LOAD i STORE, a diferencia de la tlpica interflcie DMA'· de la 
SPU per a la transferencia de dades. 
16 DMA - Direet Memory Aeeess, en eatala Aeeés direete a memoria. 
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La software cache promet augmentar la programabilitat i el rendiment en determinades 
aplicacions com en les referEmcies de memoria irregulars en arqultectures multi nucli del 
processador CELL BE on el xip de memoria és un recurs molt valu6s. 
Arquitectures heterogEmies com el CELL BE tenen restriccions en la quantitat de memoria 
disponible en el xip per a ells. Les SPUs en el CELL BE estan equipades amb 256 KB de memoria 
local. El programador en general fa un accés directe a memoria (DMA) per SPUs. 
Normalment el buffer cíclic s'utilitza per amagar la superposici6 de la latencia computacional 
de la DMA en les comunicacions. Tanmateix, en aplicacions com ara amb les referencies de 
memoria irregulars pot arribar a ser molt difícil. 
La software cache pot arribar a ser molt útil tant en termes d'augment de programabilitat i en 
un major rendiment per aquests escenaris. 
Veurem ara la necessitat de la software cache en aquest exemple de codi executat per la SPU. 
for(i = O; i < 100000; ++i) 
{ 
a[i] = bli] + c[i]· d[f(i)]; 
) 
En aquest cas, b i e poden ser obtingudes amb anterioritat, pero I'esquema d'accés a d no es 
pot predir. d [f (i)) han de ser obtinguts en cada iteraci6, la qual cosa resulta una enorme 
disminuci6 del bucle. Cada accés a d requereix un accés d'alta latencia a la memoria principal. 
Mentre les SPEs no tenen el hardware cache, és possible aplicar una petita software cache 
referint-se explícitament a ella. Per exemple, I'anterior exemple es pot aplicar de la següent 
manera: 
for(i = O; i < 100000; ++i) 
{ 
) 
t = cache lookup(d[f(i)]); 
a[i] = bli] + c[i] • t; 
Un exemple d'implementaci6 de cacheJookup pot ser com aquest: 
inlinevector cache lookup(addr) 
{ 
} 
1* obtenir el valor si no el tenim*1 
if (caChe directory[addr&key mask] != (addr&tag mask)) 
miss handler(addr) 
1* retornar el valor *1 
return cache data[addr&key mask][addr&offset mask]; 
Les funcions de software cache afegeixen sobrecarrega (dllculs de control) en comparació amb 
les transferEmcies de dades ordinaries a la DMA, per tant, la transferencia de la DMA és 
preferible en cas que el patró d'accés a les dades sigui seqüencial. 
Els dos reptes en I'ús de la software cache de manera efica~ serien els següents: 
o La quantitat d'espai ocupat per la software cache ha de ser el mfnim possible ja que 
I'emmagatzematge local és un recurs preciós per a la SPU. 
o Ser útil en termes de rendiment: els cicles perduts en buscar i altres treballs de calcul 
han de ser compensats pels cicles adquirits per garantir que la línia de cache requerida 
es gairebé tot el temps present a la cache. 
La software cache té els següents avantatges: 
o Millor rendiment en algunes aplicacions degut al principi de localitat de referencia 
per I'estalvi de les transferencies de dades redundant si les dades corresponents ja 
esta en local. 
o La topo logia reconfigurable i el comportament al qual implica que pot ser facilment 
optimitzada per a que coincideixi amb els patrons d'accés a dades (a diferencia de la 
majoria de hardware cache). 
Veiem un altre exemple per I'execució de arquitectures software cache tradicional: 
fctl(vll1 •• 211. N) Ictl (vll1 .• 211.N) { { (orO"'O; i<N; i++) for(i=O: i<N; i++) 
tmp = v1[i); W QHIT{hl. &.lliD) 
r1 v1Iil=.I: MAP{hl. &.lliD: 
a v21tmp 1++: r1 tmp= RfF{hl. &.llil); 
} REF{hl. &.11'D=·1: 
add tallslo software W QHIT{h2. &v2ItmpD} 
tache h~ndlerfor a MAP{h2. &v2ltmp D: 
e-ach reference REF{h2.&.2ItmpD = 
REF{h2. &v2(tmpD++: 
c) Softw.ue c.lche h .. "'ullel. 
} 
HIT{handle. add~ MAP{handle. add~ 
handle 1: Lookup(addr); handle - Plaee(addr); 
retum handle 1= NUQ W {NoedToEvict{handlo}} 
RfF{hlndle .• dd~ V'mteBack(handle); SynchronizeO: 
retum &handle.local + Readln(addr, handle); 
addr&MASK SynehronizeO; 
El codi original en I'aparat a) de la figura mostra dues referencies, v1li) i v2Itmp). Suposant que 
els arrays estan en memoria global, I'apartat b) de la figura representa el mate ix codi amb 
totes les crides requerides per al controlador de la software cache tradicional. Abans de cada 
referencia r1 i r2, es necessari comprovar si la dada es resident a la software cache (usant la 
macro HIT). Quan no sigui present, cridarem el controlador de miss (usant la macro MAP). Com 
es mostra en I'apartat e) de la figura, el controlador de miss MAP primer busca una línia de 
cache per treure-Ia fora, possiblement escrivint la Unia a memoria global, i lIavors carrega la 
línia sol·licitada. Una vegada la dada ha arribat, la dada pot ser accedida, usant la macro REF, 
en mode de lectura o escriptura. 
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Evidentment, el codi transformat a I'apartat b) de la figura es lIuny de ser optim, especialment 
per les referEmcies d'alta localitat espacial com v1[i] amb i=O .. N. Per referencies d'alta localitat, 
és trivial calcular el nombre de dades útils presents a les actuals línies de cache. En altres 
paraules, es pot calcular facilment el nombre de iteracions de bucle pels quals les actuals Ifnies 
de cache poden proporcionar dades per les seves referencies. Donat tal nombre de iteracions 
sense un MISS, voldríem iterar sobre aquests calculs sense cap software cache. De totes 
maneres, aquesta transformació de codi no es possible amb una interfície de software cache 
tradicional. Primer, hem de ser capa~os de trobar una Ifnia de cache a la cache 
d'emmagatzematge, alliberant aquesta només quan totes les referencies d'alta localitat 
estiguin fets amb ella. Segon, la cache ha de tenir almenys una Ifnia de cache per diferents 
referencies d'alta localitat en el bucle, si volem eliminar tots els codis de control del bucle més 
interior. Així necessitem tenir algun control de la geometria de la cache. 
El codi de I'apartat b) de la figura es també suboptim amb respecte la segona referencia, 
v2[tmp], on tmp es igual que el valor original de v1[i]. Aquest patró d'accés correspon a un 
accés indirecte, el qual típicament exposa molt poca localitat de dada. El perque d'aquest 
esquema d'accés irregular és perque la dada es molt poc probable que es trobi a cache. El 
rendiment només es pot aconseguir mitjan~ant I'exercici de la major quantitat d'accessos 
irregulars com sigui possible en paraJ.Jel (sense sincronització o bloqueig de DMA) per la 
maxima superposició de les comunicacions. Altre cop, les interffcies de cache tradicionals no 
són adequades, elles típicament proporcionen només una petita associativitat, que limita 
directament el nombre d'accessos irregulars concurrents. 
El CELL SDK 3.0 d'IBM proporciona aquesta software cache tradicional [28][29] com una macro 
d'una biblioteca que pot ser usat per programadors d'aplicacions de dues maneres: un mode 
síncron i un altre asíncrono La software cache pot ser configurada en base I'associativitat, mode 
d'accés (només lectura o de lectura-escriptura), la mida de la Ifnia de caché, nombre de línies i 
tipus de dad es. 
El mode síncron (o mode segur) proporciona al programador un conjunt de funcions per 
I'accés a les dades simplement utilitzant la direcció efectiva de les dades. La llibreria de 
software cache realitza la transferencia de dades entre la LS i la memoria principal de forma 
transparent per al programador i gestiona les dades que ja són a la LS. 
La interfície asíncrona (o mode no segur) permet al programador ocultar la latencia d'accés a 
memoria per la superposició de la transferencia de dades i quantitat de caJcul. Aixo 
proporciona una manera més eficient d'accedir a LS en comparació al mode segur. La software 
cache proporciona funcions de mapeig d'adreces efectives a adreces de LS. El programador ha 
d'usar les adreces de LS més tard per accedir a les dades, a diferencia en mode segur on 
s'utilitzen les adreces efectives. 
També hi ha una disposició per definir múltiples caches, cadascun configurat diferentment per 
adaptar-se a les necessitats deis programadors. 
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Veient tots els problemes que no soluciona una software cache tradicional, veiem la següent 
implementació i disseny d'una software cache híbrida que permet solucionar els problemes 
vistos. 
4.2.2.2 SOFTWARE CACHE HIBRIDA DEL GRUP DE RECERCA NANOS 
En la software cache híbrida [29) dissenyada per aquest grup proposen un ordre jerilrquic, una 
arquitectura híbrida de software cache que han dissenyat des de zero que c1assifica en temps 
de compilació els accessos a memoria en dues categories, d'alta localitat i irregular. Degut a 
que les optimitzacions del compilador van dirigides a aquests dos models tenen diferents 
objectius i necessitats; i han dissenyat dues estructures cache que millor responen a aquests 
diferents patrons d'accés i els requisits d'optimització. En particular, el seu disseny inclou: 
(1) Una memoria d'alta localitat amb una variable de configuració, Iínies que poden ser 
dipositades, i un sofisticat mecanisme de reto m d'escriptura, i 
(2) una cache transaccional rapida, totalment amb cerques associatives, Iinies curtes, i una 
efica~ política d'escriptura. 
El seu enfocament es dirigeix cap a les refer/mcies de memoria d'una de les dues estructures 
especifiques de cache per a I'accés als seus respectius patrons. 
Les estructures especifiques de cache que permeten I'optimització d'alt nivell en les 
optimitzacions del compilador serien: desenrotllar bucles, reordenar refer/mcies de cache, i / o 
transformacions deis bucles per tal d'eliminar practicament la sobrecarrega (calculs de control) 
de la software cache en el bucle més interno 
L'avaluació que han fet del rendiment d'aquesta software cache indica que les millores a causa 
de I'estructura optimitzada de software cache combinat amb la proposta d'optimitzacions de 
codi es tradueix en un factor d'acceleració de 3,5 a 8,4 en comparació amb un enfocament de 
software cache tradicional. 
En I'apartat següent s'explicara aquesta software cache en molt més detall. 
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5 SOFTWARE CACHE HíBRIDA 
En aquest capítol veurem en detall el disseny i implementació de la 
software cache híbrida [29J usada en el projecte del grup de recerca 
nonos, juntament amb les tronsfarmacians de cadi per aquesta 
software cache. 
5.1 DISSENY DE LA SOFTWARE CACHE HrBRIDA 
Comen~arem detallant primer de tot la software cache del grup de recerca nanos utilitzada ja 
que la generaci6 de codi d'aquest projecte es per aquesta software cache. 
Comen~arem descrivint en aquesta secci6, el disseny de la jerarquica software cache híbrida 
[18] utilitzada. La Figura següent mostra I'arquitectura d'alt nivell de la seva software cache. 
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Les referencies a memoria exposen un alt nivell de localitat que s'assignen pel compilador a la 
Cache d' Alta Loclitat (High-Locafity Cache), i els altres accessos irregulars s'assignen a la Cache 
Transaccional (Transactíonal Cache). La consistencia de memoria (Memory Consistency Block) 
s'aplica a les estructures de dades necessaries per mantenir una coherencia relaxada del 
model d'acord amb el model de memoria OpenMP [30]. 
La cache és accessible a través d'un sol bloc, ja sigui de la Cache d' Alta Localitat o la Cache 
Transaccional. Ambdues caches s6n coherents entre si. L'enfocament híbrid és jerarquic en el 
qual la Cache Transaccional es obligada a comprovar les dades en la Cache d' Alta Localitat 
durant el procés de recerca (Iookup). 
5.1.1 Cache d' Alta Localitat 
La Cache d' Alta Localitat permet optimitzacions del compilador per referencies de memoria 
que exposin un alt grau de localitat espacial, és a dir, accessos d'alta localitat. Esta dissenyat 
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per línies de cache usant comptadors de referencies explicites, lIiurant bons coeficients d'exit 
(HIT), i maximitzant la superposició entre els calculs i la comunicació. 
5.1.1.1 Estructures de la Cache d' Alta Localltat 
La Cache d' Alta Localitat e~ta composta per les següents sis estructures de dades: 
Cache Ilne desc:riptors Cache Storage 
1) Cache Storage per emmagatzemar dades d'aplicació 
2) Cache Line Descriptors per descriure cada línia en la cache 
3) Cache Directory per recuperar les línies 
4) Cache Unused List per indicar les línies que poden ser reutilitzades 
5) Cache Transalation Record per preservar cada referencia d'adre~a resolta pellookup a 
la cache. 
6) Cache Parameters per registrar els parametres de configura ció global. 
La Cache Storage és un bloc d'emmagatzematge de dades organitzades com N línies de cache, 
on N es el total d' emmagatzematge de la cache dividit per configura ció, es poden guardar 
entre 16 i 128 línies de cache de mides des de 512 a 4K bytes, dins deis 64KB que té la Cache 
Storage. 
Cada línia de cache s'associa amb un únic Cache Line Descriptor que descriu tot el que cal saber 
sobre línia. 
La Cache Translation Record conserva la informació generada pel procés de lookup i més tard 
es usat quan s'accedeix a les dades per la referencia actual. Conté 3 elements, I'adre~a base 
global de la referencia original, I'adre~a base local en la cache d'emmagatzematge (Cache 
Storage), i un punter a la línia del descriptor de cache (Cache fine descriptors). 
Han implementat una eficient estructura de cache plenament associativa usant I'estructura de 
directori de cache (Cache Directory). Conté un nombre prou elevat de IIistes de links dobles 
(128 a la seva aplicació), on cada IIista pot contenir un nombre arbitrari de descriptors de Ifnia 
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de cache. Una funci6 de hash s'aplica a I'adre~a base global per localitzar aquesta en la llista 
corresponent, que és lIavors travessada per trobar una coincidencia possible (match). 
La Cache Unused List és una llista de Iinks dobles que conté tots el descriptor de la línia de 
cache en desús. 
La Cache Parameters inclou parametres com ara el Cache Directory Hash Mask, una mascara 
utilitzada per la Cache Directory per associar una adre~a base global amb la seva llista 
especifica vinculada. 
5.1.1.2 Model operatiu de la Cache d'Alta Localitat 
El model operatiu de la Cache d' Alta Localitat és integrat per totes les operacions que 
s'executen sobre I'estructura de cache i implementa les operacions primitives de recerca 
(Iookup), coHocaci6 (placement), comunicaci6 i de mecanismes de sincronitzaci6 i de 
coherencia (consistency). 
L'operaci6 de lookup per a un referencia donada r, un registre de traducci6 h, i una adre~a 
global g es divide ix en dues fases diferents. La primera fase comprova si la adre~a global g es 
troba en la línia de cache actual pel registre de traducci6 h. Quan aquest és el cas, tenim un 
exit (HIT) i ja esta. En cas contrari, tenim una situaci6 en la qual el registre de traducci6 
necessitara apuntar a una nova línia de cache en la memoria local. A continuaci6 el procés de 
lookup entra en la seva segona fase. La segona fase accedeix a la Cache Directory per 
determinar si la referencia de la línia de cache és ja resident a la Cache Storage. Quan tenim un 
exit (HIT), actualitzem el registre de traducci6 hija esta. En cas contrari, es produeix una falta 
(MISS) i continuarem amb les operacions de coHocaci6 i de comunicaci6. 
El comptador de referencies es sovint actualitzat durant el procés de lookup. Sempre que un 
registre de traducci6 deixa d'apuntar a una línia especifica d'un Descriptor de cache, el 
comptador de referencia d'aquest Descriptor es decrementa en un. De la mateixa manera, 
sempre que un registre de traducci6 comenci apuntant a un nou descriptor de línia de cache, 
el comptador de referencies d'aquest nou descriptor s'incrementa en un. 
La col·locaci6 de codi es invocat quan una nova línia és requerida. Les línies lliures son 
descobertes quan els seus comptadors de referencies arriben a O. Les línies lliures s6n 
immediatament insertades al final de la llista de línies de la Unused Cache. Les línies 
modificades s6n lIavors tornades a memoria global. Quan una nova línia és necessaria, agafem 
la línia de sobre de la llista de linies de la Unused Cache després d'assegurar que la realitzaci6 
de la comunicaci6 d'escriptura de la línia a la memoria global s'hagi completat, si la línia 
s'havia modificat. 
5.1.2 Cache Transaccional 
La Cache transaccional esta destinada a les referencies de memoria que no exposin qualsevol 
localitat espacial. Perque els coeficients de MISS siguin alts, aquesta cache esta dissenyada per 
oferir molt poca sobrecarrega de HIT i MISS permeten la superposici6 de calculs i comunicaci6. 
El disseny introdueix estructures molt simples que permeten el suport per recerca (lookup), 
coHocaci6, comunicaci6, coherencia i mecanismes de sincronitzaci6 i traducci6. 
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En aquesta configuraci6, I'emmagatzematge transaccionals s'organitza en una petita cache de 
capacitat de 4KB, totalment associativa, i amb Unies de cache de 32 128-bytes. 
5.1.2.1 Estructures de la cache transaccional 
La memoria transaccional esta composta per les següents quatre estructures de dades: 
1) Cache Directory per recuperar les linies. 
2) Cache Starage per mantenir les dades de l'aplicaci6. 
3) Translation Record per preservar els resultats de lookup per cada referencia. 
4) Cache State per estats addicionals de cache. 
El Cache Directory s'organitza com un vector de 32 4-byte entrades. Cada entrada conté 
I'adre~a base global associada amb I'entrada de línia de cache. L'índex de la entrada en 
I'estructura de directoris també s'utilitza com a índex en Cache Storage per trobar les dades 
relacionades amb I'esmentada entrada. La Cache Storage es organitzada com 32 línies de 
cache, on cada Unia de 128-bytes es alineada en un elUmit de 128 bytes. 
Per augmentar la concurrencia, el Cache Directory i les estructures d'emmagatzematge s6n 
logicament dividies en dues particions de la mateixa mida; la Cache Turn Ticket indica quina 
partici6 és activament usada. Dins de la partici6 activa, la Cache Placement Index apunta a la 
Unia de cache que sera usada en el següent MISS. 
A un nivell més alt, la partici6 activa es fa servir per posar línies de memoria requerides per la 
transacci6 actual, mentre que I'altre partici6 es usada com a buffer de linies de cache de 
transaccions previes mentre les seves dades modificades s6n tornades a la memoria global. 
5.1.2.2 Model operatiu de la cache transaccional 
Una transacci6 per a nosaltres és un conjunt de dllculs i comunicacions relacionades que 
passaran com una unitat (pero mai es podra fer rollback). Les operacions en una transacci6 
passen en 4 etapes consecutives: (1) inicialitzaci6, (2) comunicaci6 dins de la memoria local, (3) 
calculs associats amb la transacci6, i (4) la propagaci6 de qualsevol estat modificat de nou a la 
memoria global. 
Durant la inicialitzaci6, en el pas 1, la Cache Turn Ticket agafa I'altre partici6. La Cache 
Placement Index s'estableix en la primer linia de cache de la nova partici6 activa. En la seva 
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configuració, el seu valor es O o 16, quan el ticket és, respectivament, el que apunta a la 
partició O o 1. A més, totes les entrades a la Cache Directory en la nova partició activa són 
esborrades. 
Al pas 2, les dades corresponents a cada referencia de memoria global es posen en la memoria 
local, utilitzant seqüencies de cerca (Iaokup) i possiblement crides al controlador de MISS. El 
procés de cerca (Iaokup) d'una determinada referencia r, registre de traducció h, i adre~a 
global g primer procedeix amb un estandard lookup a la cache d'alta localitat, ja que no volem 
repetir dades en les dues estructures de cache. Aquesta primera cerca es pot evitar si I'adre~a 
g es garanteix que no es troba en la cache d'alta localitat. Quan passa un HIT, el camp de 
I'adre~a base local en el registre de traducció h es simplement configurat perque apunti a la 
subsecció apropiada de la línia en I'emmagatzematge de la cache d'alta localitat. Quan passa 
un MISS, pero, es procedeix al control de I'adre~a g contra I'entrada del directori de la cache 
transaccional. Aquest laokup és rapid en les arquitectures amb unitats SIMD (Single 
Instruction, Multiple Data), tals com les SPEs. 
El pas 3 procedeix amb els calculs, utilitzant el mateix registre de traducció que s'ha vist en la 
secció 5.1.l. 
En el pas 4, cada posició d'emmagatzematge modificada per un 5TORE en el pas 3 es 
directament propagada dins la memoria global. Aquest enfocament elimina la necessitat 
d'estructures de dades addicionals (com ara la de Dirty Bits). Aquestes comunicacions 
asíncrones es produeixen independentment que es produeixi un HIT o un MISS en el pas 2. A 
més, només la modificació de bytes de dades (no d'entrades de línia, a menys que la línia 
s'hagi modificat) son transferides dins de la memoria global durant el pas 4. 
Per tal de garantir la coherencia en i entre les transaccions, cada dada transferida es marcada 
amb I'fndex de la línia de cache que la utilitza (des de O a 31), i es situa just després de 
I'operació de transferencia de dades. Totes les transfer/mcies de dades etiquetades amb la 
mateixa etiqueta es veuen obligades pel maquinari a estrictament ser portades en I'ordre en 
que van ser programades. El codi de sincronització es produeix en precisament dos lIocs. La 
primera sincronització es col·loca entre el pas 2 i 3, per garantir que arribin les dades abans de 
ser usades. Quan la partició O es activa, esperem les operacions de transferencia de dades amb 
les etiquetes [O ... 15], i esperem per les etiquetes [16 ... 31] , en cas contrario Per la 
transferencia de dades iniciada en el pas 4, el codi de sincronització es col·loca al principi de la 
següent transacció amb el mateix valor per la Cache Turn Ticket, sincronitzant amb les 
operacions de transferencia de dades etiquetades amb els números [O ... 15], o [16 ... 31]. 
5.1.3 Consistencia de Memoria 
Per cada línia de cache en la Cache d' Alta Localitat, el bloc coherent de memoria conté 
informació sobre quines dades han estat modificades sent mantingudes usant un estructura de 
dades Dirty Bits. Sempre que un línia de cache ha de ser desallotjada, el procés d'escriptura a 
memoria global esta compost per tres passos. La línia de cache en la memoria principal és 
lIegida, lIavors una operació de fusió és aplicada entre les dues versions, entre la resident a la 
Cache Storage i la recentment transferida, i finalment, la sortida de la fusió es enviat a 
memoria principal. Totes les transferencies de dades són síncrones i atomiques. 
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5.2 TRANSFORMACIONS DE COOl PER AQUESTA SOFTWARE CACHE 
Es descriuen en aquesta secció el tipus de tecniques de transformació de codi que per ara es 
permeten utilitzar en la software cache hfbrida utilitzada. S'utilitza aquf la distinció entre els 
esquemes de referencies de memoria d'alta localitat i accessos irregulars. Accessos amb 
I'esquema d'alta localitat s'assignen a la Cache d'Alta localitat i tots els accessos irregulars 
s'assignen a la Cache transaccional. 
Els objectius de transformació de codi és en I'execució de bucles. 
les transformacions de codi es realitzen en tres fases ordenades: 
1) Es classifiquen les referencies de memoria entre d'alta localitat o accessos irregulars; 
2) Transformar el codi per optimitzar les referimcies de memoria d'alta localitat, i 
3) Transformar el codi per optimitzar referencies de memoria irregulars. 
Veiem a continuació aquest procés mitjan~ant un exemple. 
<11 Lolbel , ...... u In code. bl HilJb..loc:allIy U .... 'olm. .., Modulo .ehed. bansdons. 
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AVAll.(handll. addr,strid.): I'Ittn 'he number of dale tntries 
thllfoundwithin lhe etche tine pointed lo byt ... handle. ft TI.tm.ac:d.hal h.-.dl ... 
HMAP(handle. addr): loe •• , determine hiI, updlllt ref .. nce 
COunl.,. •• ~ writt blCtand brinj in Iin. when -.ded. TlNITt: initialize transaction. 
"CONSISTE (lrip eounl, handll tilt): upd •• rntmOry GET(hMdlt, eddr): Ioelll.,. bring in data inlo c.chewhln needed. 
c:ontistencyfortadl of thehandles end fort" aiventrip count. TSYHC(hIndIt listt. syncfnnize wilh al plnding OMAs ,.corded 
HSYHC(hlndle ¡¡51): synchronize with .. plndina DMA ,.corded in lhe hllldle Iist and gennted by GEl calla 
in lhe handle Ifat md genemed by HMAP cda PUT(handle, Iddr. sizII): a_rile DMA lo write back irto global memory. 
5.2.1 Classificaci6 d'accessos a memoria 
A la Fase 1, els accessos a memoria es classifiquen com accessos d'alta localitat o accessos 
irregulars. En el nostre exemple tenim accessos a vIi) amb i = O .. N i v21tmp) amb tmp = vIi) que 
estan etiquetats, respectivament, com accessos d'alta localitat i accessos a memoria irregulars. 
5.2.2 Transformacions deis accessos d'alta localitat 
En la fase 2, es transforma el bucle original for en dos bucles niats que basicament realitzen un 
fragmentació de I'espai d'iteracions. Com veiem a I'apartat b) de la figura, el bucle exterior 
while itera sempre i quan no s'hagin visitat totes les N iteracions originals. El bucle interior 
itera a través d'un subconjunt dinamic de iteracions, n, on n és calcula com el major nombre 
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d'iteracions perque cap de les referimcies d'alta localitat experimenti un MISS. Com es mostra 
en el bucle interior, no hi ha sobrecarrega de cache (les despeses de REF detallades en 
I'apartat le de la figura són sense cost). 
Detallem ara els treballs introdu"its per cada referencia d'alta localitat en el cos del bucle 
externo Pensant en I'apartat b) de la figura veiem els treballs relacionats amb la referencia rl 
amb el registre de traducció hl i I'adre~a de memoria global gl=v1[i]. En primer lIoc, calcula la 
disponibilitat amb la macro AVAIL del nombre de iteracions pels quals I'adre~ gl sera present 
a I'actual línia de cache assenyalat pel registre de traducció hl. Si el número es 0, tenim un 
MISS (error), i invoquem el controlador HMAP deis MISS. 
Tingueu en compte que un MISS no implica comunicació, la línia de cache pot estar present a 
la cache degut a altres referencies. Una vegada que la nova linia és insta Hada en el registre de 
traducció hl, recalculem AVAIL i actualitzem I'actual fragmentació dinamica factor n per tenir 
en compte el nombre d'iteracions pels que la referencia rl no experimentara un MISS. 
Després de processar totes les referencies d'alta localitat, la dinamica de fragmentació factor n 
és definitiva, i es pot utilitzar per informar al bloc coherent de memoria de totes les 
localitzacions de memoria que seran afectades per referencies d'alta localitat a I'interior del 
bucle foro S'ha de tenir en compte que tot aquest treball es realitza en paraHel amb les 
possibles soHicituds asincrones a la DMA pel controlador HMAP del MISS. 
L'última operació consisteix en realitzar la sincronització amb tots els DMAs pendent, utilitzant 
les etiquetes de comunicació trobades en els descriptors de linies de cache associats amb cada 
referencia d'alta localitat. 
Una tasca addicional és per calcular la configuració optima per a la cache d'alta localitat. Si 
més no, necessitem una línia de cache per diferents referencies de memoria d'alta localitat, 
pero poc més permet millorar la latencia oculta pel procés d'escriptura a memoria principal. 
Nota, pero, que sempre pot rebaixar-se un o més accessos a memoria d'alta localitat per ser 
tractades com a referencies irregulars. A la practica, seleccionem la mida de la línia més gran 
que satisfaci cada referencia d'accés a memoria d'alta localitat present en el bucle. 
5.2.3 Transformacions per accessos irregulars 
En la fase 3, transformem el bucle interior per tal d'optimitzar la cache sobrecarregada pels 
accessos a memoria irregular. La primera tasca es determinar les transaccions. En aquesta 
software cache, I'abast d'una transacció és un bloc, o un subconjunto Les grans transaccions 
són beneficioses ja que potencialment augmenten el nombre de MISSES concurrents, 
augmentant així la superposició de la comunicació. En general, una transacció pot contenir 
molts diferents accessos irregulars ja que hi ha entrades en una única partició de la cache 
transaccional, 16 en aquesta configuració. Degut al seu enfocament en els bucles, les 
operacions més grans s'aconsegueixen principalment a traves de desenrotllar bucles. En el 
exemple, es desenrotlla el bucle for interior per un factor de 2 a fi d'incloure dues referEmcies 
v2[tmp] i v2[tmp'] dins d'una única transacció. 
El codi generat per una transacció estretament segueix de prop les quatre etapes descrites al 
punt 5.1.2.2. Com es veu en I'apartat e) de la figura, en primer lIoc, s'inicialitza I'operació 
(etapa 1) i a continua ció, es procedeix a I'adquisició de forma asrncrona de dades de cada 
referencia irregular r2 i r2' usant la macro GET (etapa 2). Una vegada que totes les referencies 
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irregular s'han tractat, emetem I'operació TSYNC per sincronitzar a tots els pendents DMAs 
expedits per I'operació GET. Accedim a les dades usant la macro REF (etapa 3) i escrivlm el 
retorn a memoria principal usant la macro PUT (etapa 4). 
Conceptualment, el treball dins d'una transacció pot ser visualitzada com dues tasques, els 
passos 1 i 2, seguit deis passos 3 i 4, com es mostra en el costat dret del codi de la figura 
apartat el. La sincronització entre les dues tasques pot ser visualitzada com una dependencia 
entre les dues. Podem veure que el codi de I'aparat e) esta lIuny de ser optim. Encara que els 
MISSES estiguin en paraHel dins la Tasca 1, la dependencia entre les dues tasques dependents 
encara serialitzades es la major part del treball. 
Per augmentar encara més la concurrencia, s'aplicara una tecnica coneguda com a modulo 
scheduling o double buffering. Al apartat d) de la figura ¡¡·Iustra I'essencia d'aquesta tecnica. En 
lIoc de processar d'una operació darrera I'altra, es mantenen dues operacions consecutives al 
momento En un determinat estat d'equilibri de la iteració (per exemple en el quadre ombrejat 
en I'apartat d) de la figura), s'iniciara un nova transacció (Passos 1 i 2) i després completara 
I'operació de la iteració anterior del bucle (Passos 3 i 4). Com a conseqüencia, la sincronització 
no es produeix entre les dues tasques en les mateixes iteracions, com en I'apartat el de la 
figura, pero es produeix entre les dues tasques en dues iteracions consecutives. 
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6 COMPILADOR NANOS MERCURIUM C/C++ 
En aquest capital veurem en detall el compiladar Nanas Mercurium 
e/e++, camparant les parts tfpiques d'un compilador amb aquest 
compilador i explicant en cada fase del campiladar tradicional quines 
parts i fitxers intervenen del compilador Nanas Mercurium C/C ++. 
6.1INTRODUCCIÓ AL COMPILADOR NANOS MERCURIUM C/C++ 
Una vegada vista les transformacions de codi per a la correcta utilització de la software cache 
híbrida i el processador eELL BE, s'utilitzara el compilador Nanos Mercurium e/e++ per 
realitzar aquestes transformacions a un codi d'entrada. Aquestes transformacions les 
realitzarem en I'etapa de backend del compilador Nanos Mercurium e/e++. 
El Nanos Mercurium e/e++ és un compilador font a font inicialment desenvolupat per omplir el 
buit de suport e++ en OpenMP. Aquest compilador proporciona un entorn de programació que 
facilita el desenvolupament de fases per al compilador. 
Per entendre bé com funciona el compilador Nanos Mercurium e/e++ [31][32] introduirem les 
parts d'aquest compilador amb el que s'espera trobar quan parlem de compiladors 
tradicionals. A continuació veiem en la següents figures, les típiques parts d'un compilador i les 
eines i els fitxers que utilitza el compilador escollit en cadascuna de les fases. 
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PRETTYPRI NTI NG 
El Codi Font que entra en el compilador Nanos Mercurium C/C++ és el lIenguatge d'alt nivell 
C/C++. La sortida que genera el compilador Nanos Mercurium C/C++ és també lIenguatge d'alt 
nivell C/C++, a diferencia d'altres compiladors que tenen com a sortida codi maquina, codi 
binari o codi assembler. 
Cada fitxer font d'entrada, abans de qualsevol transformació, és en primer lIoc reconegut 
(etapa d' Analisis Lexic). En C/C++ aixo implica executar el preprocessador (gcc -E o cpp en el 
cas del compilador Nanos) i, a continua ció, reconeixer la seva sortida. El reconeixement es 
realitza en dues fases. En el primer pas es realitza un reconeixement ambigu, utilitzant un 
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parser7 GLR18 constru"its amb una versió modificada de bison (2.3-rufi), on són considerades 
totes les possibles interpretacions de construccions sintacticament ambigües. Aquest procés, 
com és comú en els compiladors, produeix un AST'9 que pot contenir ambigüitats degut al 
lliure context del reconeixedor. El segon pas del reconeixedor implica I'eliminació d'aquestes 
ambigüitats. El compilador recull informació semantica que sera utilitzada quan tracti amb ells. 
Una vegada que I'arbre és podat i lliure d'ambigüitats aquest alimenta, juntament amb la 
informació semantica recollida fins el moment, al pipeline de fases del compilador. El pipeline 
de fases del compilador esta formada per diverses llibreries de cimega dinamica, cada una 
implementant una fase. Aquestes fases seran escrites en C++, per part de I'usuari que 
implementa les transformacions. Cada fase té la representació intermedia (incloent el AST i la 
informació semantica) resultants de la fase anterior. Una vegada que les fases són executades, 
la transformació del AST resultant són prettyprinted (impreses) al fitxer de sortida. 
El flux més detallat del compilador Nanos Mercurium C/C++ es descriu de la següent manera: 
FRONTEND 
1) En primer lIoc, el codi font és preprocessat. 
2) El Font preprocessat es reconegut. 
3) L'arbre ambigu és lIavors analitzats semimticament. 
BACKEND 
4) S'inicien les fases del pipeline de compilació. 
5) L'arbre modificat de sintaxis abstracte és prettyprinted (imprés) en un arxiu. 
1) Analisis léxic: En aquesta fase I'arxiu font d'entrada es preprocessat usant la configuració 
del preprocessador. Normalment s'utilitzen gcc -E o cpp. 
Aquest pas és obligatori ja que els arxius d'entrada no preprocessats poden ser incomplets 
o fins i tot arxius invalids. Es converteixen els caraeters en tokens (unitats basiques del 
lIenguatge, com ara identificadors o símbols) per facilitar el treball del reconeixedor, i 
s'elimina aspectes irrellevants (espais, comentaris, etc.). Generalment es defineix 
mitjan~ant expressions regulars. 
El compilador també reconeix les Irnies de #pragma. 
2) Analisis sintactic: Quan el codi ha estat preprocessat aquest es reconegut. Construeix un 
arbre que representa I'estructura sintaetica del programa, és a dir, que els tokens apareixen 
en I'ordre correete. Aquest fase de construcció del AST s'utilitzara en tots els processos 
posteriors. Aquest pas fa un reconeixement amb una gramatica lliure de context, per la 
qual cosa I'arbre generat en aquest cas és ambiguo Ser ambigu té diversos inconvenients, 
principalment que I'arbre és completament inútil. També té alguns avantatges, permet 
adonar-se de quin grau tenen algunes ambigüitats en C++. Aquestes ambigüitats són 
marcades. 
17 Reconeixedor 
'8 GLR - Generalized Left-to-right Rightmost derivation parser. ~s una derivació del parser LR (Left-to-
right), per manejar nondeterministie i gramiltiques ambigües. 
,. Abstraet Syntax Tree - Arbre de sintaxis abstraete 
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S'utilitza un parser GLR. Actualment, aquest reconeixedor requereix una versi6 especial del 
bison-2.3, amb suport per la directiva default-marge. Aquesta directiva es justament una 
opci6 de productivitat per estalviar escriure en la gramatica pero aquesta no afegeix cap 
altre funcionalitat que no existeix en el bison-2.3. Aquest reconeixedor es construeix 
després d'alguna modificació de la gramlltica estandard i aquesta accepta aplicacions 
sintacticament correctes de C99 (ISO/lEC 9899:1999) i C++ (ISO/lEC 14882:2003). 
El reconeixedor intenta suportar diverses extensions sintactiques de GNU (mcxx intenta 
durament acceptar qualsevol cosa acceptada per GCC 4.1 
Principals fitxers de compilador involucrats en aquests passos s6n: 
src/frontend/cxx-lexer.1 
src/frontend/c99.y.ln 
src/frontend/cxx03.y.in 
src/frontend/cxx-construct.y 
src/frontend/cxx-omp.y 
src/frontend/cxx-pragma.y 
3) Analisi semantic: Amb la finalitat de fixar el AST generat en la fase anterior, és necessari 
recollir informació deis simbols que ens permetra fer realitat el significat exacte del codí. 
Aquest analisi és I'encarregat d'afegir informaci6 semantica a I'arbre, i crear la taula de 
simbols (amb les variables, noms de funcions, etc.). Fa diverses comprovacions (com ara la 
de ti pus entre variables, les crides que es fan a operacions, etc.) per a determinar que el 
programa és consistent. 
Fa aquest procés en dues fases, primer la construcci6 de I'arbre en la fase anterior i, a 
continuaci6, la poda que permet un manteniment més senzill de la gramatica (sempre la 
part més dura de qualsevol reconeixedor) i simplificar la part semantica (és té que tractar 
amb els elements sintactics sempre de la mateixa manera). Fer les dues coses al mateix 
temps és possible, pero és molt més complex. 
Aquest procés construeix el scope (taula de simbols) informaci6 necessaria per a la des 
ambiguaci6. 
La taula de simbols és una estructura de dades que conté un registre per a cada 
identificador utilitzat en el codi font, amb camps que contenen informaci6 rellevant per a 
cada simbol (atributs). 
• Quan l'Analisi Lexic detecta un simbol de tipus identificador, I'ingressa a la taula de 
simbols. 
• S'ingressa informaci6 per als atributs deis simbols, i es fa servir aquesta informaci6 
de diverses mane res. 
• Pot ser necessari incorporar noves entrades a la taula de simbols més endavant. 
Principals fitxers involucrats en el compilador en aquest pas s6n: 
src/frontend/cxx-buildscope.c 
src/frontend/cxx-amblguity.c 
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4) Pipeline de fases del compilador: A partir de I'arbre constru"it a I'analisi sintactic i omplert 
d'informaci6 per I'analisi semantic, es genera un codi intermedi, que podra ser optimitzat o 
transformat. 
Una vegada que I'arbre és podat i lliure d'ambigüitats aquest alimenta, juntament amb la 
informaci6 semantica recollida fins el moment, a aquesta fase, i pot ser iniciada. 
El compilador executa cada fase seqüencialment. Normalment aquesta fase modifica el AST 
amb la finalitat de fer transformacions en el codi actual. Aquesta fase, com es pot entendre, 
no s6n personalitzables a les necessitats de tots. Estan escrites en e++ i el compilador 
proporciona una mena de SDK per fer-Ies. Aquestes fases es poden utilitzar de manera 
seqüencial, les dades poden calcular-se i passar-se a les fases següents, d'aixo el nom de 
pipeline. Aixo permet tenir fases separades treballant en una informaci6 intermedia 
addicional, al costat del AST i de la informaci6 del símbols. 
5) Finalment es genera la sortida: L'últim pas a ter pel compilador es I'anomena't 
prettyprinting. El AST resultant després del pipeline de fases del compilador es impres dins 
d'un arxiu de sortida, o per la sortida estandard. 
6.2 FITXERS DE L'ENTORN DEL COMPILADOR 
El codi del compilador esta agrupat en directoris per a facilitar l'organitzaci6 del codi i la 
compilaci6, com hem vist en I'aparat anterior. 
Hi han varis tipus de fitxers: 
Definició de símbols (extensió * .1): Especificaci6 deis tokens en format LEX. 
Definició de gramatica (extensió *.y): Especificació d'un conjunt de regles de gramatica en 
format YACe (bison). 
Cap~alera de C o e ++(extensió *.h o *.hpp): Fitxer de cap~alera en lIenguatge e++ o C. 
Aquests fitxers contenen macros, cap~aleres de funcions o declaracions deis tipus utilitzats en 
I'entorn. 
Codi C o C++ (extensió *.c o *.cpp): Fitxers de codi e++ o e. Aquests fitxers implementen 
rutines declarades en algun fitxer de cap~alera i altres rutines internes, que no són visibles fora 
d'aquest fitxer (es declaren amb la paraula clau statlc). 
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7 DISSENY DE LA NOVA FASE 
En aquest capital s'explicara cam es desenvolupen noves fases en el 
compiladar Nanos Mercurium C/C ++, a cantinuació veurem el nostre 
disseny de naves directives pragmas que el pragramador afegira en el 
codi per poder aplicar les transfarmacions corresponents, i finalment 
veurem el disseny de I'algarisme tenint en compte les transfarmacions 
necessaries per a la saftware cache híbrida i el processador CELL BE. 
7.1 DESENVOLUPANT NOVES FASES DEL COMPILADOR 
El compilador ha estat dissenyat de manera que les noves fases de compilació es poden 
desenvolupar en diversos nivells d'abstracció. El nivell més baix implica tractar amb els nodes 
del AST, utilitzant el nom d'atributs, per la qual cosa la capa exacta de I'arbre no ha de ser 
coneguda. 
Per sobre d'aquest nivell, les llibreries deis compiladors proporcionen més classes abstractes 
per fer front a construccions comunes del lIenguatge C i C++, igual que pels bucles, les 
definicions de funcions, identificadors, etc. Construccions de nivell superior compten amb 
codis especialitzats amb #pragma generics i construccions d'OpenMP. El treball difícil de 
reconeixement es tasca del compilador, tots els altres processos poden ser constru"its sobre 
d'aixo. 
Molts deis processos realitzats per una fase escrita per I'usuari consistiran en transformacions 
de codi. Tractar directament amb el AST és complicat, el programador només té que generar 
una cadena valida de representació de codi, reconeixent aquest en el context adequat i a 
continuació substituir el AST. Aixo estalvia al programador coneixer els detalls exactes de 
l' estructura. 
Exemple: 
Com un simple exemple de com dur a terme una transforma ció considerem el següent codi. 
int k; 
#pragma mypragma unroll times ( 4 ) 
for ( k = O ; k < 100; k++) 
( 
a [k] = a [k] + 1 ; 
) 
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Volem que el compilador desenrotlli aquest codi quatre vegades. Per mitja d'un arxiu de 
configura ció, la compilador és conscient del prefix mypragma (en cas contrari no en fa casI. 
class MyPragmaPhase : public PragmaCustomCompilerPhase 
( 
publlc: 
} ; 
MyPragmaPhase ( ) : PragmaCustomCompilerPhase ( "mypragma" ) ( 
on_directive_post["unroll").connect(functor(&MyPragmaPhase::unrol_ 
postorder, *this ) ) ; 
} 
La classe PragmaCustomCompilerPhase proporciona una interfície facil per construccions de 
Pragma. El programador pot obligar a alguna construcció o directiva d'algun codi executar-se ja 
sigui en preorder (abans de qualsevol transformació, incloses les que puguin afectar els nodes 
interiors) com en postorder (després que tots els nodes interior ja s'han transformat). 
unro/lpostorder es dura a terme en postorder per construccions del unroll. 
vold unrolLpostorder ( PragmaCustomConstruct pragma_construct ) 
{ 
j* Cadi dfiniciolització de variables o més *1 
II Codi Font resultont de lo tronsformoció 
replaced_for 
«" {II 
«unrolled_for II el unrolled Jor és omplert més avall 
« taiUor II el tailJor és omplert més avall 
«II}It ; 
II Escriu al unrolledJor 
unrolled_for 
« " for ( " « for _statement .getjteratinlLÍnlt ( ) 
«11 ("« Inductio"_var«" + 1'« unrolLt ¡mes« 11 )<= (11« upper_bound« 11 ); 11 
«inductio"_var« "+= ( (" «Ioop_step« 1I L 11 «unroll_times« 11 ) ) {II 
«unrolled_for_body II el unrolledJor_body es omplert més avall 
«II}" ; 
II Almenys una itero ció seró en el unrolledJor 
unrolled_for_body« loop_body ; 
IICreem el unrolled_loop_body 
Symbol induction_var_symbol = induct ion_var.get_symbol (); 
for (Int i = 1; i < unrolUimes; i ++) 
{ 
II Creem un mapa de situació 
ReplaceldExpression replacements; 
/1 Reemplacem cada variable d'índucció ind_var per ind_var+l 
replacements .add_replacement ( induction_var_symbol, induction_var« " + "« i ); 
II Ho reemplacem al arbre 
} 
Statement replaced_statement = replacements.replace ( loop_body); 
II1 creem el font 
unrolled_for _body« replaced_statement ; 
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) 
/ / Creem el toilJor 
tail_for 
«11 for (;"« for_statement. getjteratin8-condition ()« 11 ; 11 
«for_statement.get_iterating _expression ( )« ") .. 
«Ioop_body; 
/ / Ara recorrem el nou fom creot 
AST_t replaced_ tree = replaced_for.parse_statement ( 
pragma_construct.get_scopeJink ( ) ); 
pragma_construct .get_ast( ).replace ( replaced_tree) ; 
Una vegada que s'aplica la transformaci6, el codi resultant és el següent. 
int k; 
( 
} 
for ( k = O; ( k + 4) <= ( ( 100) - 1 ); k += (( 1 ) • 4) )( 
a[k)=a[k)+l; 
a[(k+l))=a [(k+l))+l; 
a [(k+2))=a [(k+2))+1; 
a [(k+3))=a [(k+3))+1; 
) 
for (; k < 100; k++) 
a[k)=a[k)+l; 
7.2 DESENVOLUPANT LA NOSTRA FASE DEL COMPILADOR 
El que es pretén en aquest projecte es dissenyar i implementar un fase de generaci6 de codi 
per al processador multi nudi CELL BE, dintre de la infraestructura de compilaci6 Nanos 
Mercurium C/C++ desenvolupada pel grup de recerca na nos. 
Aquesta fase consisteix en modificar el compilador de tal manera que generem el codi 
necessari quan un programador ens entri certes directives que veurem a continuaci6, facilitant 
aixf la utilitzaci6 maxima deis recursos del CELL BE sense que el programador en qüesti6 tingui 
els coneixements interns del compilador, de I'estructura del CELL BE o de la software cache 
híbrida. 
Aixo implica marcar uns nous pragmas. El disseny d'aquest pragma es el següent: 
# pragma hlc hlcached(@r)tcached (@i) 
@r-llista de variables amb accessos a la cache d'alta localitat 
@i -lIista de variables amb accessos irregulars a la cache transaccional. 
L'usuari ens haura d'indicar quines adreces s6n de cada tipus, perque puguem fer la generaci6 
de codi corresponent al tipus d'accés. 
Exemple: 
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#pragma hlc hlcachedlv1) tcachedlv2) 
forli=O ; i < N ; i++ )( 
tmp = vIi]; 
v1[i] = 1; 
v2[tmp]++; 
} 
7.3 UBICACIÓ NOVA FASE DINS DE l'ESTRUCTURA DEL COMPILADOR 
L'estructura de carpetes del compilador Nanos Mercurium C/C++ es distribueix de la següent 
forma: 
La carpeta omp-src es on desenvoluparem el nostre projecte, és una replica de la omp per 
mantenir I'estructura, ja que algunes transformacions ens eren útils, com per exemple les 
variables shared, seran les nostres hlcached i les variables private seran les tcached .. 
Aquesta carpeta omp-src conté moltes classes, pero per la nostre genera ció hem modificat 
només algunes d'elles. A la classe tl-Ioop.cpp hi ha la part més important de la nostre 
implementació en la funció getJoop_distribution3ode cridada des de la classe tl-for.cpp en la 
seva funció for_postorder. 
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7.4 DISSENY GENERACIÓ DE COOI 
7.4.1 Transformaci6 de codi 
Per veure com afrontarem les transformacions abans hem de veure un exemple senzill. 
D'un programa original com elsegüent: 
#pragma hlc hicached(a, b) 
for(i=O ; i < VectorSize ; i++ )( 
a[i] = b[i]; 
} 
El compilador ha de generar les transformacions següents: 
void tuned_STREAM_Copy-spe(int *pVectorSize, double oc, double*a) 
{ 
int j, VectorSize; 
JI Inicialitzacions varies 
_OPEN_MEMORV_TRACER_L1B (O); 
_DECLARE_MEMORY_TRACER_VARS (); 
_DECLARE_MEMORY_HOlDER_VARS (); 
_DECLARE_MEMORV_TRANSLATION_VARS (); 
_INIT_MCEll(0,_trans_01, _mask_01, _baddr_01); 
_INIT_MCEll(1,_trans_02, _mask_02, _baddr_02); 
_INIT_MCEll(2,_trans_03, _mask_03, _baddr_03); 
II Inicialitzar ellowe_bound, upper_bound i el step per trossejor el bucle 
Jb_01 = O; 
_ub_01 = VectorSize; 
_step_01 = 1; 
_NORMALlZE_lOOPLub_01,_lb_01,_step_01,&_norm_ub_01,&_normJb_01); 
_start_01 = O; 
_end_01 =0; 
_NEXT_ITERS(&_start_01,&_end_01,_norm_ub_0l,_normJb_01,_STATIC~O,_work_Ol); 
while (_work_01) { 
_sub_start_01 = _start_01; 
_work_inside_chunk_01 = TRUE; 
while Lworkjnside_chunk_01) { 
jnd_01 = _sub_start_01 * _step_01; 
/1 Mirem si tenim la variable a 
JNIT_lOOKUPUookup_01); 
_LOOKUP(O, _trans_01, _mask_01, 
double,Jookup_01); 
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} 
} 
} 
II Si no la tenim 
if(_builtin_expectUookup_01,O))( 
liLa portem de memória principal 
_MMAP _N EW(O, _trans_01, _mask_01, _baddr_01, &aUnd_01J, 
double, _REAO-, _GLOBAL_ J _STRIOEO-, EXECUTOR I RECORD); 
II Mirem si tenim la variable b 
JNIT_LOOKUPUookup_01); 
_LOOKUP(l, _trans_02, _mask_02, 
double,Jookup_01); 
II Si no la tenim 
if(_bulltin_expectUookup_01,O))( 
) 
liLa portem de memória principal 
_MMAP _NEW(l, _trans_02, _mask_02, _baddr_02, &cUnd_01J, 
dauble, _WRITE-, _GLOBAL_I_STRIOEO-, EXECUTOR I RECORD); 
_nexUters_01 = LS_PAGE_SIZE; 
_NEXT_MISS(O, _trans_01, _mask_01, _baddr_01, &aUnd_01J, dauble, 
sizeaf(dauble), _nexUters_01); 
_NEXT_MISS(l, _trans_02, _mask_02, _baddr_02, &cUnd_01J, dauble, 
sizeaf(double), _nextJters_01); 
_sub_end_01 = _sub_start_01 + _nextJters_01; 
if Lsub_end_01> _end_01) _sub_end_01 = _end_01; 
_workjnside_chunk_01 = Lsub_end_01 < _end_01); 
II Modifiquem els dirty bits de la variable c que es on escriurem, jo que 
II més tard a de ser tornada a memória principal 
_UPOATE_OIRTY_BITS(l, _trans_02, _mask_02, _baddr_02, &cUnd_01), 
dauble, sizeaf(dauble), sizeaf(dauble), Lsub_end_01-_sub_start_01)); 
_MEM_BARRIER{); 
far Und_01=_sub_start_01; _ind_01<_sub_end_01;_ind_01= Jnd_01 +1) 
( 
j = Jnd_01 • _step_01; 
II Fem LOAD de la variable a i ho guardem a _double_tmpOl 
_LD(O, _trans_01, _mask_01, _baddr_01, &aUJ, double, 
_double_tmp01); 
II Guardem a la variable c el valor de a _double_tmpOl 
_ST(l, _trans_02, _mask_02, _baddr_02, &cUJ, dauble, 
_dauble_tmp01); 
} 
_start_01 = _end_01; 
II Calculem les següents iteracions 
_NEXT_ITERS(&_start_01,&_end_01,_norm_ub_01,_norm_lb_01,_STATIC-,O,_wark_01); 
_OECREMENT_REFERENCE(O); _OECREMENT_REFERENCE(l); _OECREMENT_REFERENCE(2); 
_CLOSE_MEMORY_TRACER_LlB (); 
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Totes les funcions com_NEXT_ITERSO, _MEM_BARRIERO, etc són macros ja desenvolupades 
pel grup de recerca, per tant no ens centrerem en la seva implementació, sinó en que fan i 
quan hem de cridar-Ies. 
Analitzant el següent codi, veiem amb més detall que hem de fer per cada variable del cos del 
bucle. La resta són inicialitzacions diverses pel CELL, i tot el codi que es genera per desenrotllar 
el bucle en x processos pera cada SPEs del processador. 
Per cada variable tenim: 
1) Hem de tenir la reserva de memoria _INIT_MCELL per tantes variables com tinguem. 
2) Per cada variable: 
_INIT_LOOKUP( ... ); 
IIMirem si la variable esta a memoria 
_LOOKUP( ... ); 
II Si tenim un MISS (No tenim la variable) 
IF( ... ) 
{ 
} 
II Portem la variable de Memoria principal 
_MMAP _NEW( ... ) 
_NEXT_MISS( ... ) 
3) Per les variables que facin STORE, es a dir que s'emmagatzemin dades dins d'elles es 
fara: 
II Marcar que s'ha modificat perqué al final tornem la línia a memoria principal 
_UPDATE_DIR1Y_BITS( ... ) 
4) Pel que fa al cos del bucle es fara LOAD o STORE (macros _LD i _ST), en funció de si la 
variable es de lectura, escriptura o lectura/escriptura a la vegada. Si la variable a més 
és d'accés irregular per cada LOAD farem GET abans i per cada STORE farem GET abans 
i PUT després. 
Exemple: 
a = b + 1; 
El codi a generar seria: 
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7.4.2 Transformacions del tos del bucle 
En el cos del bucle, pot haver-hi qualsevol tipus d'expressions. En el nostre projecte hem 
acotat aquestes expressions al rang necessari per les primeres proves, per tant hi ha 
restriccions a les expressions entrades en el cos del bucle. 
Les expressions reconegudes i tractades són: 
Expresslons unaries 
On OPU és operador unari ++ o -
On EXP pot ser una variable a, o a(j], o a[bUll, i les seves derivacions. 
Exemples: 
var++; 
var--; 
*var; 
var[i)++; 
var[i)-; 
varl[var2[i))++; 1/" i e/s seus sími/s 
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Expressions binaries 
On OPB és un operador binar que pot ser SUMA (+) o RESTA (-). 
SIG pot ser POSITIU(+) , NEGATIU (-) o PUNTER (.). 
A la vegada SIG+EXP com es veu en la figura pot tornar a descompondre's en dos operands + 
OPB, en la part dreta de l'assignaci6. 
Veiem un exemple: 
a=a-b+c-d: 
Exemples: 
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var1 = var1 + var2; 
var1 = - var1- var2; 
var1 = 10 + var2; 
/1 .. i e/s seus sími/s 
var1[i) = var2[i); 
var1[i) = var2[var1[i)); 
var1[i) = var2[var1[var3[[illl; 
var1[var2[i]) = 10; 
/1 .. i e/s seus sími/s 
var1UlUl=10; 
/1 .. i e/s seu5 sími/s 
Farem un estudi de les diferents situacions que ens trobarem com a expressions dins del bucle 
i analitzarem les diferents transformacions depenen del tipus d'expressió i del tipus d'accés de 
les variables. 
Casulstics d'exemple 
Usant les macros _ST (store), _LO (load), _GET i ]UT, si les variables a, b i e fossin regulars. 
1 aUl = 10; tmp01=10; 
_ST (&aUl, tmp01); 
_ST (&aUl, tmp01); 
_LO (&b[tmp01), tmp02); 
_ST (&aUl, tmp02); 
_LO (&a[tmp01), tmp02); 
_LO (&b[tmp02), tmp03); 
_ST (&aUl, tmp03); 
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6 a[bUll++; 
7 a[b[cUlll = b[a[cUlll + 10; 
8 aUl = -bUl- aUl- cUl- aUl; 
9 aUl = -bUl + cUl- cUl + 10; 
tmp02 = tmp01 + 1; 
_ST (&aUl, tmp02); 
_LO (&bUl, tmp01); 
_LO (&a[tmp01), tmp02); 
_LO (&bUl, tmp03); 
tmp04 = tmp02 + 1; 
_ST (&a[tmp01), tmp04); 
_LO(&cUl,tmp01); 
_LO(&a[tmp01),tmp02); 
_LO(&b[tmp02),tmp03); 
_LO(&cUl,tmp04); 
_LO(&b[tmp04),tmp05); 
tmp06=tmp03 + 10; 
_ST(&a[tmp05),tmp06); 
_LO(&aUl,tmp01); 
_ LO( &cUl, tmp02); 
_LO(&aUl,tmp03); 
_LD(&bUl,tmp04); 
tmp05 = -tmp01- tmp02 - tmp03 - tmp04; 
_ST(&aUl,tmp05); 
_LO(&cUl,tmp01); 
_LO(&cUl,tmp02); 
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_LO(&bUl,tmp03); 
tmp04 = 10 -tmpOl + tmp02 -tmp03; 
_ST(&aUl,tmp04); 
Si les variables a, b i e fossin irregulars tindrfem el mate ix només que amb la següents 
modificacions degut a que hem de fer GET de la dada per anar a memoria a buscar i portar la 
dada a la cache quan la necessitem, i amb PUT hem de retornar la dada a memoria principal. 
11 aUl = bUl; 
12 a[b[cUlll = b[a[cUlll + 10; 
_GET(&aU]); 
_ST (&aUl, tmpOl); 
]UT(&aU]); 
_GET(&bU]); 
_LO (&bUl, tmpOl); 
_G ET(&a U]); 
_ST (&aUl, tmpOl); 
]UT(&aU]); 
GET(&cU]); 
_LO(&cUl,tmpOl); 
_GET(&a[tmpOl]); 
_LO(&a[tmpOl),tmp02); 
_GET(&b[tmp02]); 
_LO(&b[tmp02),tmp03); 
_GET(&cU]); 
_LO(&cU),tmp04); 
_GET(&b[tmp04]); 
_LO(&b[tmp04),tmpOS); 
tmp06=tmp03 + 10; 
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_GET(&a[tmp05]); 
_ST(&a[tmp051,tmp06); 
]UT(&a[tmp05]); 
Tots aquests casos, s6n el mateix amb el cas matrius, per tant podríem tenir 12 casos més 
substituint aUl per a[ilUl. I en el_lD, _ST, _GET o _PUT, en comptes de tenir &aUl, tindríem 
&a[ilUl. 
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8 IMPLEMENTACIÓ 
En aquest copitol, es pretén donar una visió generol de les classes i 
estructures usades del compilador Nonos Mercurium C/C ++ en r 
implementació del nostre algorisme i I'explicoció en pseudocodi 
d'aquest. 
8.1 ENTORN DE DESENVOLUPAMENT 
Elllenguatge emprat en el desenvolupament de l'aplicaci6 ha estat elllenguatge C++. 
El modul desenvolupat esta a a dins de Isrc/tlfomp-srcl 
8.2 INTROOUCCIÓ A TL 
Anteriors versions del compilador Nanos Mercurium C/C++ usaven un template20 per fer les 
transformacions. Aquest template era anomenat TPL. Encara que aquest tipus de template, 
permetia proves rapides d'algunes construccions sempre es va quedar curt en expressivitat. 
Per aixo es va impulsar un compilador de fases escrita en C++. 
Encara que aquest nom no és oficial, TL significa Transformation Library (Biblioteca de 
transformaci6). 
8.2.1 Compilador de fases 
El compilador de fases s'executa després que el compilador ha analitzat el codi d'entrada. El 
compilador de fases esta escrit en C + + i s6n llibreries que es carreguen dinamicament. 
Cada fase del compilador rep un OTO" amb una informaci6 basica per treballar: la unitat de 
traducci6 del AST" i un scope link adequat. 
Les fases afegeixen informaci6 a aquest OTO, per la qual cosa les fases posteriors poden 
utilitzar la informaci6 sintetitzada per les anteriors. Aixo fa que aquesta part es comporti més 
com un pipeline de fases. 
20 Mena de lIenguatge interpretat intercalat amb fragments de cedí. 
21 Data Transfer ObJect (Objecte de transferencia de dades) és un patró de disseny utilitzat per transferir dades 
entre subsistemes de I'aplicació. 
22 Abstract 5yntax Tree (Arbre de sintaxis abstracte) 
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Una fase que vol aplicar una transformaci6 té que modificar el AST. Per fer aixo pot utilitzar 
diversos enfocaments, pero el principal metode utilitzat en mcxx'3 es la creaci6 de codi font 
sobre la marxa. Aquest nou font pot ser lIavors més tard recorregut i usat com qualsevol arbre 
procedent de la font original. Els arbres generats novament s6n usats normalment per 
substituir els ja existents, pero també es pot utilitzar com a un pas intermedi per altres 
transformacions. 
8.2.1.1 AST 
El AST és la representaci6 sintetitzada del codi font. En contrast amb molts altres compiladors, 
el AST del mcxx intenta captar molts més detalls sintactics (normalment innecessaris). Aixo 
afegeix complexitat al compilador, pero fa feli~os als usuaris, especialment quan han de 
comprovar el codi de sortida, tractant de comprendre el que esta malament. 
El AST és justament un doble link d'arbre 4-ari. Encara que normalment quatre fills s6n 
suficients per a la majoria de situacions, a vegades un cinque o sise es necessario 
Deflnici6 del AST 
El tipus de ASTes definit en un tipus opac struct AST_tag. Aquest es declarat en 'frontend/cxx-
ast-decls.h'. L' actual implementaci6 es troba a 'frontend/cxx-ast.c'. La definici6 es la següent: 
struct AST _ tag 
{ 
}; 
node_t node_type; 
int num_children; 
struct AST_tag* parent; 
struct AST_tag* children[4); 
int line; 
const charo filename; 
const charO text; 
int num_ambig; 
struct AST_tag** ambig; 
struct type_tag* expr_type; 
char expr_is-'value; 
extensible_struct_t* extended_data; 
23 Compilador Nanos Mercurium C++/C 
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node_type: Aquest és el tipus d'arbre, es un enter que identifica I'entitat representada en 
aquest arbre. Esta representat simbolicament per un enum. Aquest tipus d'enum es creat 
després del contingut de I'arxiu 'frontend/cxx-asttype.h'. Aquest fitxer conté un nom de tipus 
d'arbre per línia i aquest es usat per generar el cxx.asttype.c en temps d'execuci6. Dos valors 
especials que existeixen per un ti pus d'arbre id s6n: AST_INVALlD_NODE representa un arbre 
amb un tipus id O i representa un arbre mal format internament i AST_LAST_NODE és el ti pus 
més alt d'id possible i tot arbre valid hauria de tenir un valor entre ASTJNVALlD_NODE i 
AST_lAST_NODE. 
num_children: Nombre de fills. Aquest valor és fixat per la macro ASTMake. 
Parent: Un punter al pare, excepte per al nivell arrel de I'arbre. 
children: És un array als 4 fills de I'arbre. 
line: Número de la línia de I'arbre en el fitxer filename. 
filename: Nom de I'arxiu on aquest arbre es recorregut. 
text: Aquest camp guarda informaci6 textual relacionada amb el token. Moltes vegades aquest 
camp es NULL i aquest es usat només pel nom simbolic (com variables) en el codi. 
num_ambig: Aquests dos camps num_ambig i ambig només serveixen quan un node_type és 
AST_AMBIGUITY. num_ambig és el nombre d'ambigüitats del arbre. 
amblg: és un conjunt d'arbres que representen a totes les possibles interpretacions. 
exp_type: Aquest camp emmagatzema un punter a un tipus que representa el ti pus de 
I'expressió. 
exp_isJvalue: Quan el camp exp_type no és NULL, aquest camp representa si I'expressió 
és un Ivalue o no. 
extended_data: Aquest camp emmagatzema I'estructura. 
8.2.1.2 SCOPE LINK 
No estem emmagatzemant el context relacionat amb el AST i només amb una referencia a un 
arbre és bastant inútil perque no disposem de la informaci6 simbolica. 
En lIoc d'emmagatzemar el scope en un arbre, fer-ho portaria informaci6 contextual que 
podria ser problematica quan es mouen els arbres lliurament, per tant s'ha definit una 
estructura de scope link que és capa~, donat un arbre, recuperar el seu scope mitjan~ant I'ús 
d'un mapa. 
En aquest mapa tots els contextos són guardats. Quan un arbre demana el seu context, I'arrel 
realitza la recerca per I'arbre. 
Aquesta estructura és declarada a 'frontend/cxx-scopellnk-clecls.h' com un tipus opac definit a 
'frontendl cxx-scopelink.c'. 
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typedef 
struct scopeJink_tag 
{ 
Hash* h; 
dec'-context _ t global_ decl_ context; 
} scopeJink_t; 
h : l'emmagatzemament de hash de les entrades scopeJink_entrv_t. 
global_decl_context: És el context global usat qua n cap altre context es trobat a I'arbre. 
les entrades del scopeJink només mantenen un contexto 
typedef struct scopeJink_entrv_tag 
{ 
dec'-context_t decl_context; 
} scope_link_entrv_t; 
8.2.2 Classes WRAPPER 
En lIoc de treballar amb les estructures internes del compilador Tl ofereix diverses classes de 
C++ embolicant totes aquestes estructures. El seu objectiu és una interffcie més agradable i 
també per proporcionar més llibertat. 
la següent taula resumeix la relació entre les classes i les entitat wrapped. 
Entltat del compilador 
AST 
type_t* 
scope_entrv_t * 
decl_context_t 
scopeJink_t* 
ClasseWrap 
Tl::AST_t 
Tl::Type 
Tl::Symbol 
Tl::Scope 
TL::ScopeLink 
Classe TL::Object és una classe base per a tots aquests tipus i proporciona metodes virtuals . 
Actualment, només TL:: AST_t proporciona aquestes facilitats. 
8.2.3 Creant/Omplint el SOURCE 
Al dur a terme transformacions, la principal tecnica consisteix en la classe TL::Source. Aquesta 
classe, pot ser vista com una poderosa cadena, s'utilitza per crear el codi font sobre la marxa. 
Una característica interessant d'aquesta classe és el fet que permet omplir la cadena després 
d'haver-Ia utilitzat, primer establim el codi i lIavors I'omplim. 
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Per exemple: 
/ / Definició de e/s source 
Source src; 
Source initialization_src, execution_src; 
src 
« initialization_src 
« execution_src 
/ / Omp/im e/s sources 
initialization_src 
« "int a;1I 
execution_src 
«tia = 3;" 
Quan el source src és reconegut aquest usara el contingut de initializatlon_src i execution_src 
en el moment del recorregut. TL::Source::operator« és usat per afegir o be un altre 
TL::Source, un std::string o un int. 
8.2.4 Recorrent al SOURCE creat 
Un TL:: AST_t pot ser obtingut recorrent un TL::Source. 
El recorregut és a vegades una operaci6 una mica fragil i aquesta requereix contexto Mentre 
algunes estructures s6n menys exigents en el context que d'altres, reconeixer el codi ha de ser, 
en la mesura del possible, sempre valid (algunes vegades no es possible, per exemple, quan 
referenciem una variable que encara no existeix en el context original, aquesta sera declarada 
més tard). Quan el reconeixement falla per aixo, recorre m el fals codi definint un nou context 
amb la informaci6 necessaria. 
Oues coses s6n necessaries sempre quan reconeixem un codi: un arbre de referencia (TL:: 
AST_t) i un valid scope link (TL:: ScopeLink). L'arbre de referencia més el scope link s6n usats 
per recuperar el context va lid quan el nou arbre sigui recorregut. Noteu que el codi que 
declara les entitats, creara nous sfmbols en el context del reconeixedor, i també fara que es 
cre"in nous contextos. 
Scope link sempre es pot obtenir del OTO (hi ha, actualment, només un scope link en el 
compilador). l'arbre de referencia és un arbre amb el mateix context que el codi reconegut, 
normalment és I'arbre que sera substitu"it. 
8.2.5 Tractar amb els constructors delllenguatge comú 
Per fer front a construccions delllenguatge comú en C i C++, Tl proporciona classes wrapping 
(embolcall). Totes elles procedeixen de TL::LangConstruct. Cada TL::LangConstruct és 
constru"ida usant un arbre i un scope link. Es resumeixen aquestes classes: 
73 
TL::Declaratlon : Una declaraci6 d'una entitat en C o C++. Una declaraci6 sempre es definida 
per TL::DeclaratlonSpec i per zero o més TL::DeclarationEntlty. 
TL::DeclarationEntlty: Una entitat declarada en una declaraci6. 
TL::DeclarationSpec: Envolta l'especificaci6 d'una declaraci6 d'una declaraci6 donada. Aquesta 
permet obtenir la TL::TypeSpec implicats en la declaraci6. 
TL::Expression: Representa alguna expressi6 en C/C++. Aquesta classe permet navegar 
filcilment a través de l'expressi6 i aconseguir el seu tipus (sempre que hagi estat calculat 
correctament). 
TL::FunctlonDefinition: Aquesta classe envolta tota la definici6 d'una funci6. 
TL::ldExpression: Aquesta classe envolta una ocurrencia d'una referencia a un simbol. 
TL::ParameterDeclaratlon: Aquest tipus especial de declaraci6 és just per parametres 
obtinguts usant TL::DeclaratlonEntity que representa les declaracions de funcions. 
TL::Statement: Una declaraci6 generica. Permet saber si la declaraci6 és una declaraci6 
composta i obtenir les seves declaracions interiors. 
TL::ForStatement: Una classe especialitzada per TL::ForStatement per tractar bucles foro 
TL::TypeSpec: En TL::DeclarationSpec, és I'arbre que representa el ti pus basic de la declaraci6. 
8.2.6 Functors i signals 
En diversos lIocs el compilador deflneix una estrategia de eallbaek. Per aplicar amb seguretat 
eallbaek en C++, TL proporciona un subconjunt de servies eallbaek, anomenades TL::Functor i 
TL::Slgnall. 
TL::Slgnall és I'entitat que gestiona la eallbaek. Pot ser connectat per diversosfunetors i el seu 
codi s'executara quan rebi el signa/o Un TL::Functor envolta una funci6 de recepci6 d'un 
parametre (o un objecte implfcit, per les funcions membre). Aixo permet un enfocament 
homogeni quan es tracta amb aquests estils de crides de retorn (eallbaek). 
Un funetor pot ser creat explicitament, per la planiflcaci6 d'una nova classe que hereta de 
Functor <RET, Type> on Ret és el tipus de reto m i Type és el parametre de ti pus. La majoria de 
les vegades Ret és void. Una excepci6 important a aquesta s6n TL::Predicate<T> que s6n 
exactament Functor<bool,T> i s6n normalment utilitzat per provar les propietats, en particular 
quan es travessa els arbres. 
Una altra manera d'obtenir un funetor es usant la funci6 auxiliar TL::functar que es pot 
aplicar a molts ti pus defunetor d'objectes similars i retorna un adequat TL::functor per a aixo. 
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Qualsevol classe que he reta de la TL::Functor <Ret, type> haura d'implementar Ret TL::functor 
<Ret, type>::operatorll (Type& T) consto 
8.2.6.1 PREDICATS SOBRE EL AST 
El predicat més habitual és TL::PredicateAST<ATTR-NAME>. El parametre ATTR-NAME és un 
atribut d'estat del AST indicant la propietat de la mateixa. Per exemple TL:: PredicateAST 
<LANG_IS_FOR_STATEMENT> retorna true per als arbres que representen un for-statement. 
La llista d'atributs relacionats amb els arbres és definida a 'cxx-attrnames.def. Per la majoria 
deis atributs hi ha documentació i estan relacionats amb I'arbre de la fase semantica 
als fitxers 'cxx-buildscope.c' i 'cxx-exprtype.c'. 
8.2.7 Travessant ('arbre 
El recorregut per I'arbre, troba els ítems potencials per ser transformats i són implementats 
usant TL::DepthTraverse (una subclasse de TL::Traverse, encara que cap altra classe deriva 
d'aquesta). 
Un TL::TraverseFunctor és una classe que defineix dos metodes preorder i postorder que 
s'executaran (funció run) en el moment de preordre i postordre al passar pel node que 
coincideix amb elsfunetor. 
La coincidencia d'un arbre és definida per TL::TraverseASTFunctor. Aquest funetor rep un 
AST_t i retorna un ASTTraversalResult. Aquest valor indica si el node actual coincideix (si ho fa, 
lIavors les seves funcions de postorder i preordre delfunetor relacionat, seran cridades). 
Un TL::TraverseASTFunctor esta relacionat amb un TL::TraverseFunctor per mitja del metode 
TL::DepthTraverse::add_functor. 
Una vegada que tots els funetors que ens interessen són afegits en I'objecte 
TL::DepthTraverse, podem disparar el recorregut usant TL::DepthTraverse::traverse. 
8.3 PSEUDOCODI DE L' ALGORISME 
II Inici algorisme implementat per cada expressió del cos del bucle 
(Prerequisits: #pragma dissenyat indicant tipus d'accessos a memoria de les variables 
implicades; Bucle FOR; Expressions vistes a apartat 2.3.5.2} 
VA =Variables d'accessos d'alta localitat 
VI = Variables d'accessos irregulars 
II Agafem totes les expressions dintre del cas del bucle (Ioap_bady) i les guardem a la variable 
expressió 
expressió = expressions cos del bucle; 
per cada expressió fer 
si expressió es correcte lIavors 
1* Recarrem tata I'expressió mirant quines variables seran LOAD i quines 
STORE i les guardarem en dues /listes per més endavant fer el pracés tot 
unificat. *1 
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sln6 
ti si 
ti per 
IIFi algorisme 
1* També mirem quin tipus de calculo expressió són: suma, resta, ... i els signes 
deIs operands *1 
varsLD = Llista variables a ter LOAD; 
varsST = Llista variables a ter STO RE; 
II Comencem la transformació del cos del bucle 
II Per cada varioble de les dues /listes hem de crear unes variables per 01 CELL 
per cada varsLD ter 
ti per 
si NOT enter lIavors 
sino 
ti 51 
II Per coda variable de la /lista er els seus corresponents 
init_mCELLO; 
iniUookupO; 
next_missO; 
updateDirtyBitsO; 
LoadsO; 
CalculsTemporalsO; 
CalculsTemporalsO; 
per cada va rsST ter 
51 NOT ARRA y lIavors 
Sino 
ti si 
següent; 
II Per eada variable de la /lista er els seus corresponents 
init_mCELLO; 
iniUookupO; 
next_missO; 
updateDirtyBitsO; 
StoresO; 
1* Si es un array hem de fer LDAOS de les variables de dins de 
I'array *1 
II Per cada variable de la /lista er els seus corresponents 
init_mCELLO; 
iniUookupO; 
next_missO; 
updateDirtyBitsO; 
LoadsO; Ilvariables dintre del array 
1* Variable primera. Ex: afefi}] es LOAD de c[i] i ho guardem a 
tmp i /lavors STORE (a[tmp}J 
StoresO; 
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II Funcions 
init_mCELL(); ~ Per cada variable inicialitza les variables necessilries per al CELL BE que són el 
_trans_Ol, _mask_Ol i _baddr_Ol. 
init_lookup(); ~ Per cada variable, inicialitzem una variable de iookup, mirem si existeix la 
dada necessaria a cache (macro _LOOKUP), si no existeix la portem de memoria principal 
(macro _MMAP _NEW). 
next_miss(); ~ Executa la macro _NEXT_MISS 
updateDirtyBits(); ~ Marca les línies de cache que haura de tornar a memoria principal al final 
de I'execució, és a dir les dades que executaran STORE. 
Stores() ~ Guardem el resultat a cache. 
Per cada dada irregular també executarem GET abans del STORE de la dada, per portar la dada 
de memoria principal a la cache, i després del STORE farem PUT per retornar la dada a 
memoria principal. 
Loads() ~ Carreguem la dada de cache. 
Per cada dada irregular també executarem GET abans de LOAD de la dada, per portar la dada 
de memoria principal a la cache. 
CalculsTemporals() ~ Aquesta funció fa els calculs pertinents de I'expressió a una variable 
temporal per més tard poder fer STORE a la variable destí d'aquesta variable temporal. 
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9 AVALUACIÓ 
Després d'implementor el nostre olgorisme, es desitjo conéixer el grau 
d'efectivitot. Per oquest motiu en oquest oportot veurem la 
metodologio emprado per a la reolitzoció deis jocs de pro ves que siguin 
representotius ols programes reols. 
Els jocs de proves s'han construTt amb I'objectiu de comprovar si I'algorisme gestiona bé totes 
les possibles expressions del cos del bucle. El punt més important de la fase d'avaluació és 
tenir una visió general de com funciona I'algorisme. El que es volia estressar en els jocs de 
proves era la correctesa de la generació de codi en la part d'expressions del cos del bucle i deis 
dos tipus d'accessos a memoria per part de les variables (accessos regular i accessos 
irregulars). 
Per tant per cada joc de proves, s'ha provat els dos tipus de variables, sempre tenint en 
compte que la variable del bucle (d'inducció) I'hem considerada privada i no pertany a cap deis 
dos tipus mencionats. 
La metodologia seguida per generar els jocs de proves s'ha fet tenint en compte diversos 
aspectes que afecten a I'algorisme de transformació de codi i que depenen de: 
• Tipus de variables: int, float, ... 
• Tipus d'operadors unaris / binaris: +, -, ++, --, ', ... 
• Número de variables: Total de variables implicades. 
• Tipus d'accessos a memoria: Regular o irregular. 
• Número de bucles. 
A la següent taula englobem aquests per conjunts i per cadascun veiem els noms deis jocs de 
proves a on s'estressa i el també el número de cas que és fa referencia, aquests números de 
cassos es podem veure en I'apartat de disseny 7.4.2. 
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Expressions amb constants 
Expressions amb vectors 
24 Veure casuístiques d'exemple aparat 7.4.2 
prova10*.c 
prova11*.c 
prova12*.c 
prova13_v4.c 
prova13_vS.c 
prova14*.c 
prova1S_v2.c 
prova16*.c 
prova17*.c 
prova01*.c 
prova02*.c 
prova03·.c 
prova04·.c 
provaOS·.c 
prova06*.c 
prova07*.c 
provaOS*.c 
prova09*.c 
prova10·.c 
provaU·.c 
prova12*.c 
prova13·.c 
prova14·.c 
prova1S*.c 
prova16*.c 
prova17*.c 
1,7,10 i 12 
1,2,3,4,S,6,7,S,9,10,11 i 12 
so 
Expressions amb matrius prova01*.c 1,2,3,4,S,6,7,S,9,10,11 i 12 
prova02*.c 
prova03*.c 
prova04*.c 
provaOS*.c 
prova06*.c 
prova07*.c 
provaOS*.c 
prova09*.c 
prova10*.c 
prova11*.c 
prova12*.c 
prova13*.c 
prova14*.c 
prova1S*.c 
prova16*.c 
prova17*.c 
Expressions operadors unaris prova04*.c Si6 
provaOS*.c 
Expressions operadors binaris prova07*.c 7, S, 9 i 12 
provaOS*.c 
prova09*.c 
prova10*.c 
prova13*.c 
prova14*.c 
prova1S*.c 
prova16*.c 
prova17*.c 
Les expressions reconegudes avaluades i estressades en el cos del bucle s6n les següents: 
Expressions unaries 
On OPU es operador unari ++ o --o 
On EXP pot ser una variable a o aUl o a[b[clilll i les seves possibles derivacions. 
Sl 
Expressions binaries .... 
On OPB es un operador binari que pot ser SUMA (+1 o RESTA (-l. 
On SIG pot ser signe POSITIU (+1, NEGATIU (-1 o PUNTER (*1. 
On SIG+EXP pot tornar-se a descompondre's en un OPB + dos SIG+EXP com es mostra en la 
figura. 
Queda fora de I'avaluació per falta de temps i perque es va acotar en I'apartat de disseny, tot 
el que queda fora de lo que hem mencionat fins ara. Per exemple els operadors 
MULTIPLlCACIÓ i DIVISIÓ, les condicions de if dintre del bucle, les funcions, no es tracten en el 
nostre algorisme, per tant no funciona el nostre algorisme per aquestes situacions, i per tant 
no fan la generació de codi correctament. 
Tenim un total de 17 jocs de proves, amb les seves diverses variants. 
Veiem a continua ció un exemple amb el codi generat, on el fitxer prova01.c és el codi original i 
el fitxer mcc_prova01.c és el codi de sortida del compilador transformat. Per generar aquest 
fitxers s'executa la comanda per compilar el programa, una vegada haguem compilat el 
compilador amb les nostres modificacions. 
II Comanda per compilar el programa 
# mee -c provaOl.e -k-v 
Per compilar el compilador, executem make i make install dins de la carpeta mcxx-build. 
PROVA01.C - ORIGINAL 
1* CODI ORIGINAL * / 
vold fOI 
int j; 
int VectorSize; 
int a[100); 
int b[100); 
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} 
j=O; 
VectorSize=l00; 
#pragma hlc hlcached(a,b) 
for ij=O; j<VectorSize; j++) 
( 
aU) = bU); 
} 
MCC PROVA01.C - GENERAl 
1* Codi generat pel compilador* I 
1* ... *1 
vold f() 
{ 1* Inicialitzacions diverses *1 
1* ... *1 
_OPEN_MEMORY_TRACER_llB(O); 
_DECLARE_MEMORY_TRACER_VARS(); 
_DECLARE_MEMORY_HOLDER_VARS(); 
_DECLARE_MEMORY_TRANSLATION_VARS(); 
_INIT_MCEll(1, _trans_01, _mask_01, _baddr_01); 
_INIT_MCEll(2, _trans_02, _mask_02, _baddr_02); 
Jb_01 =0; 
_ub_01 = (VectorSize) -1; 
_step_01 = 1; 
_NORMAlIZE_LOOPLub_01, Jb_01, _step_01, &_norm_ub_01, &_normJb_01); 
_start_01 = O; 
_end_01 =0; 
_NEXT_ITERS(&_start_01, &_end_01. _norm_ub_01, _normJb_01, _STATIC~ 0, _work_01); 
whlle Lwork_01) 
{ 
_sub_start_01 = _start_01; 
_workjnside_chunk_01 = TRUE; 
whlle Lwork_inside_chunk_01) 
{ 
jnd_01 = _sub_start_01 * _step_01; 
1* BUCLE 1 *' 
_INIT_lOOKUPUookup_01); 
_lOOKUP{1, _trans_01. _mask_01, _baddr_01, &bUnd_01], double~ _lookup_01); 
If Lbuiltin_expectUookup_01, O)) 
{ 
_MMAP _NEW(1, _trans_01, _mask_01. _baddr_01, &bUnd_01]. double~ _READ~ 
_GlOBAl_1 _STRIDED~ EXECUTOR I RECORD); 
} 
JNIT_lOOKUPUookup_01); 
_lOOKUP(2, _trans_02, _mask_02, _baddr_02, &aUnd_Ol], double~ Jookup_01); 
If (_builtin_expectUookup_01, O)) 
{ 
_MMAP _NEW(2. _trans_02, _mask_02, _baddr_02, &aUnd_01]. double~ _READ~ 
_GlOBAl_ I _STRIDED~ EXECUTOR I RECORD); 
} 
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} 
_nextjters_01 = LS_PAGE_5IZE; 
r BUCLE 2 */ 
_NEXT_MI55(l, _trans_01, _mask_01, _baddr_01, &bUnd_Ol]. double~ sizeof(double), 
_nextjters_01); 
_N EXT_M 155(2, _trans_02, _mask_02, _baddr_02, &aUnd_01l, double~ sizeof(double), 
_nextjters_01); 
_sub_end_01 = _sub_start_01 + _nextjters_01; 
If Csub_end_01 > _end_01) 
( 
_sub_end_01 = _end_01; 
) 
_workjnside_chunk_01 = Csub_end_01 < _end_01); 
_UPDATE_DIRTY_BITS(2, _trans_02, _mask_02, _baddr_02, &aUnd_Ol]. double~ 
} 
sizeof(double), sizeof(double), Lsub_end_01- _sub_start_01»; 
_MEM_BARRIER(}; 
for Und_01 = _sub_start_01; 
jnd_01 < _sub_end_01; 
jnd_01 = _ind_01 + 1) 
j = jnd_01 * _step_01; 
_LD(l, _trans_01, _mask_01, _baddr_01, &bül, double~ _double_tmp01); 
_double_tmp02 = _double_tmp01; 
_5T(2, _trans_02, _mask_02, _baddr _02, &aül, double~ _double_tmp02); 
) 
_sub_start_01 = _sub_end_01; 
_start_01 = _end_01; 
_NEXTJTER5(&_start_01, &_end_01, _norm_ub_01, _normJb_01, _5TATIC~ 0, _work_01); 
} 
_DECREMENT_REFERENCE(O); 
_DECREMENT_REFERENCE(l); 
_DECREMENT_REFERENCE(2); 
_CL05E_MEMORY_TRACER_LlB(}; 
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10 COST I PLANIFICACIÓ 
En aquest capitol es presento la planificació del projecte, juntament 
amb un analisi económiCo La planificoció estO feta tenint en compte que 
només ha desenvolupat el projecte una persona. Al ser un projecte de 
recerca, és dificil preveure les etapes i la duroció d'aquestes, ja que 
depenen de com vagi evolucionant J' aprenentatge de les parts 
implicodes. Aquest aprenentatge fa que una etapa que en principi 
podia semblar més costosa no ho sigui tant, o a J'inrevés. Tot i aixó, es 
va intentat establir un ordre de feines a realitzar, amb la seva durada 
aproximada, en la planificoció inicial, i finalment veurem en la 
planificació final pe tites desviacians i els seus motius. 
10.1 COST DEL PROJECTE 
Aquest projecte esta plantejat com un projecte de recerca. Farem I'analisi del cost del projecte 
segons el maquinari i programari emprat i les hores que han sigut necessaries per a la 
realització del projecte. 
El maquinari utilitzat ha sigut un portatil i su posa un cost afegit a la realització del projecte de 
900 ((Sistema operatiu Windows + Microsoft Office 2007 basic inclosos). 
Pel que fa al programari, s'han utilitzat eines de lliure distribució que no suposen un cost 
afegit: 
• Sistema Operatiu Fedora versió 9 (Sulphur) 
• Nucli Linux 2.6.27.21-78.2.41.tc9.i686 
• Compilador Nanos Mercurium C/C++ versió 1.2.1.0 
• Compilador GCC 4.3.0 
• Flex versió 2.5.35 
• Bison versió 2.3-rofi 
• Editor Eclipse versió 3.4.0 
• Planificació - Diagrames GANNT : Planer 0.14.2 
• Openoffice 3.0 
Tant el maquinari com sobretot el programari utilitzat han suposat un esta Ivi economic 
important. No obstant, el coneixement necessari per a treballar amb aquest programari s'ha 
tradu'it en una inversió en hores per aprendre a utilitzar-ho, i sobretot la fase d'aprenentatge 
8S 
de I'estructura i disseny deis components del projecte: el compilador Nanos Mercurium C/C++, 
la software cache hrbrida i el Processador CELL BE, que s6n la base del projecte. 
El projecte s'ha dividit en les següents fases: 
1) Aprendre I'arquitectura del processador multi nucli CELL BE i de la software cache 
hrbrida. 
2) Aprendre I'estructura i disseny del compilador ja existent. 
3) Dissenyar el nou modul per desenvolupar la part del nostre projecte dintre del 
compilador. 
4) Implementar el nou modul: Desenvolupament del modul dintre del compilador. 
5) Avaluaci6: Disseny del joc de proves per provar el correcte funcionament de tot el 
modul. 
6) Documentaci6: Aquesta fase té com a objectiu I'escriptura d'aquest documento 
10.2 PLANIFICACIÓINICIAL 
La nostre planificaci6 inicial la veiem a la taula següent: 
2 100 hores 100 hores 
3 80 hores 80 hores 
4 300 hores 300 hores 
5 25 70 hores 
6 120 hores 120 
TOTAL 710 hores 
A continuaci6 adjuntem el diagrama de gannt de la planificaci6 inicial. 
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10.3 PlANIFICACIÓ FINAL 
1 40 hores 40 hores 
2 120 hores 120 hores 
3 60 hores 60 hores 
4 20 hores 340 hores 360 hores 
5 50 hores 55 hores 105 hores 
6 110 hores 110 hores 
TOTAL 795 hores 
Al ser un projecte d'investigació el perfil del la persona que fa el projecte és el d'un analista. 
El cost final del projecte es de 645 hores • 50 €/hora = 32.250 € 
+ 900 € (maquinari+software) 
33.150€ 
A continuació adjuntem el diagrama de gannt de la planificació final. 
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10.4 DESVIACIONS DE LA PLANIFICACIÓ 
Com es pot veure en les taules, hi ha una desviaci6 de la planificaci6 entre la inicial i la final, els 
motius s6n: 
• Falta d' experiEmcia en planificacions. 
• L'estudi del compilador Nanos Mercuirum C/C++ ens ha suposat un esfor~ més 
important del que pensiIVem, degut a que no hi ha gaire documentaci6. 
• La part d'implementaci6 es la que pateix la desviaci6 més gran, degut a alguns 
problemes amb alguns errors del compilador per part de la nostre implementaci6 que 
com he comentat abans no hi ha gaire documentaci6, i quan sorgia algun problema era 
complicat de resoldre. 
• Per que fa al temps, es va planificar que s'acabaria el 25/03/09, pero degut a treballar 
a jornada complerta i altres inconvenients, s'ha endarrerit 3 mesos. 
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11 CONCLUSIONS I TREBALL FUTUR 
11.1 CONCLUSIONS 
Els objectius plontejats a /'inici del Projecte s'han complert 
satisfactóriament, tot i que hi ha una série de punts que, per falta de 
temps, no s'han afrontat amb la profunditat desitjada. A més, a 
mesuro que s'ha anat desenvolupant el projecte han sorgit idees que 
podrien servir si es volgués continuar aquest treball. Aquests dos 
aspectes són els que es presenten en aquest darrer copitol d'aquesta 
memoria, 
L'estudi, disseny i implementaci6 d'un algorisme que ens generes les transformacions de codi 
pertinents per un codi d'entrada per a ser executat en el CELL BE era I'objectiu inicial del 
projecte. Pode m dir que aquest objectiu s'ha cobert. 
Les principals limitacions de I'algorisme s6n les expressions reconegudes en el cos del bucle 
per a la generaci6 de codi corresponent, aixo es va acotar en I'apartat de disseny, degut a la 
infinitat d'expressions, condicions, funcions, etc que pot contindré el cos del bucle. Aquesta 
acotaci6 va ser en funci6 deis tipus de codis proposats per fer la generaci6. 
A nivell personal el projecte m'ha aportat coneixements molt diversos: models de 
programaci6, arquitectura cell be, diferents Ifnies de recerca, etc. El que més m'ha costat es 
I'inici del projecte, degut a que els components que s'han treballat s6n tots de línies de 
recerca, dificultant trobar documentaci6, per tant la majoria de documentaci6 que s'ha 
estudiat s6n papers dedicats al CELL BE, la software cache hrbrida i altres, ... 
11.2 TREBALL FUTUR 
Com a treball futur s'ha pensat en els següents aspectes depenen de les necessitats i dificultats 
deis codis que vulguin transformar els programadors. Els més importants serien: 
• Optimitzacions de les nostres transformacions, ja que el codi no es optim. Per exemple 
en l'expressi6 a[b[j]]++; fa dos LOADS a b[j], degut a que la variable es de lectura i 
escriptura a la vegada. 
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Expressió Codi a generar 
a[büll++; _LD (&bü], tmpOl); 
_LO (&a[tmp01], tmp02); 
_LO (&bÜ], tmp03); 
tmp04 = tmp02 + 1; 
_ST (&aü], tmp04); 
Un altre exemple diferent seria: 
Expressió Codi a generar 
a[b[cülll = b[a[cÜ]ll + 10; _LO(&cü],tmpOl); 
_LO(&a[tmp01],tmp02); 
_LO(&b[tmp02],tmp03); 
_LD(&cü],tmp04); 
_LO(&b[tmp04],tmpOS); 
tmp06=tmp03 + 10; 
_ST(&a[tmpOS],tmp06); 
• En comptes que ens hagin d'indicar quines s6n les referencies d'accessos d'alta 
localitat (regulars) i accessos irregulars detectar-les previament analitzant el codí. 
• Aplicar les transformacions permeten bucles niats, es a dir: 
I#pragma hlc hlcached( ••• ) tcached( ... ) 
for Ü=O; j<VectorSize; j++) 
{ 
} 
/ / Qualsevol expressió 
I#pragma hlc hlcached( ... ) tcached( •.• ) 
for(i=O;i<VectorSize;i++) 
{ 
/ / Qualsevol expressió 
} 
/ / Qualsevol expressió 
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• Reconeixement de més tipus d' expressions o la possibilitat de tenir condicions, 
funcions, etc en el cos del bucle i fer la generació de codi pertinent en cada cas, 
• A partir de la transformació/generació de codi feta per la cache d'alta localitat i la 
cache transaccional, per incrementar la concurrencia, es podria aplicar una tecnica 
coneguda com módul scheduling o doble buffering com es veu en I'aparat d) de la 
següent figura, 
clji l ..... efmenee 111 codeo bl HllJh-locillhy 11.1mIf~um. el T ...... s.¡u:dou.al h"ISfollll. ~ Modulo sched. bansdolK. 
;.o; 
;1/ 
f.~; i<2lnl2.l: i+=2); 
- \ [ I TSVltCu for(i=O; teN; i++) while Q<N) TINITO; tmp=Y1~ n=N; tmp=REF(h1, &v1(iD: · ,r ~ r1 .... 1 ~AVAlL(h', &v'Ii))) 12 GET(h2, ""2(tmpD; v'lil=,'; . 
· r1 HIIAP(h', &v'li(); tmp'· REF(h', ""'li+'D; 
· r2: v2(tmp~ I2'GET(h2', ""2Itmp'D; I · _. n· min(n. i+AVAlL(h1. &v1IiD) : ...... ~I HCONSISTUCY(n, h') TSYNC(h2, 1>2); .... : \ SYNC(h'); r- REF(h2, ""2(lmpD= I I ¡ 1) for(i; ten; ¡oH) 12 REF(h2, ""2ItmpD++; . tmp = REF(hl. &v1(iD: PI1T(h2, ""2(tmp(); :~~~I r1 REF(h', ""'(iD=,'; REF(h2', ""2(tmp"])= / el Hlgh.localhy hill.dllH. '- a' REF(h2', &v2(tmp'D++; i: ,"-, PI1T(h2', ""2(tmp'(); [ I 
AVAIL(hand., addr,stride): relum Ihe numbtr of dlla,m"" ft ThlllSactioll.lI h.-.dle •. thatfound within Iba cache line pointed to bythe handle. 
HllAP(handl •. addl): locate. determine hi .. updlle reference 
coonler. tagerl)' wriI:, btekand bring in lin. when nted,d. 
HCON$lSTENCY~rip cOunl, h,ndlt lillt. update memol) 
conaist.ncyfor.tc:h of thth.ndln and fortht giventrip count. 
TlNITO: ¡niti.tia tl'ltlut1ion. 
GET(handle, addr): loCal', tnd bring in d •• ¡nto c.che wh.n M.dtd. 
TSVNC(h.ndle list): synchronizt wilh .It p.nding DMAs rtcord.d 
HSYNC(handle list): synclvonizt wilh .. p.nding DMA recorded inth. handit ht and g.ntrat.d by GET ealls 
in the handle list and generated by HMAP caOs PUT(handle, addr, size): generate OMAto write backinlo global memory 
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ANNEX A : INSTALoLACIÓ I CONFIGURACIÓ NANOS MERCURIUM 
C/C++ 
La instaHació s'ha realitzat sobre una distribució linux Fedora 9. La versió de Mercurium C/C++ 
utilitzada és la 1.2.1.1. 
O) Descomprimir el paquet descarregat MERCURIUM.tar.gz al path per exemple 
/home/sandra/PFC/MERCURIUM 
1) Primer de tot insta Harem dos paquets que necessitarem, el bison i el gpref que es 
localitzen a la carpeta soft. 
InstaHació del bison: 
# cd /home/sandra/PFC/MERCURIUM/soft/bison-2.3-rofi 
# ,fconfigure 
#make 
# make install 
Instal·lació del gpref: 
# cd /home/sandra/PFC/MERCURIUM/soft/gpref-3.0.3 
# ,fconfigure 
#make 
# make install 
2) Comprovem la versió de flex que tenim. Requeriments: flex == 2.5.4 o >=2.5.33 
# flex-V 
Nosaltres tenim 2.5.35 per tant estem dins els requeriments. 
3) InstaHem un paquet de nanos4 necessari: 
# cd /home/sandra/PFC/MERCURIUM/nanos4-src 
# autoreconf -i --force 
# . ./nanos4-src/configure --prefix=/home/sandra/PFC/MERCURIUM/install 
#make 
# make install 
4) InstaHem ara el compilador: 
# cd /home/sandra/PFC/MERCURIUM/mcxx-build/ 
# .. /mcxx-src/configure --disable-tl-instrumentation 
--with-nanos4=/home/sandra/PFC/MERCURIUM/install 
#make 
# make install 
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Problemes trobats en els Dassos anteriors 
1) la distribució de Fedora 9 portava la versió 4.3.0 de gcc, per tant s'ha hagut d'aplicar un 
"parche" que es el que segueix: 
INICI FITXER patch...Bcc_ 4.3 
Index: src/frontend/cxx-exprtype.c 
============================================================ 
--- src/frontend/cxx-exprtype.c (revision 2535) 
+++ src/frontend/cxx-exprtype.c (revision 2536) 
@@ -5676,7 +5676,7 @@ 
( 
char c(256); 
snprintf(c, 255, "<surrogate-function-%d>", num_surrogate_functions); 
- c(256) = '\0'; 
+ c(255) = '\0'; 
surrogate_symbol->symbo'-name = uniquestr(c); 
} 
Index: src/tlftl-ast.cpp 
============================================================ 
-- src/tlftl-ast.cpp (revision 2535) 
+++ src/tl/tl-ast.cpp (revision 2536) 
@@ -27,6 +27,7 @@ 
#include <sstream> 
#include <cstdio> 
#include <cermo> 
+#include <cstring> 
namespace TL 
{ 
Index: src/tlftl-objectlist.hpp 
============================================================ 
-- src/tlftl-objectlist.hpp (revision 2535) 
+++ src/tlftl-objectlist.hpp (revision 2536) 
@@ -23,6 +23,7 @@ 
#include <vector> 
#include <utility> 
+#include <algorithm> 
#include "tl-functor.hpp" 
#include "tl-predicate.hpp" 
#include <signa!.h> 
Index: src/tlftl-source.cpp 
============================================================ 
--- src/tlftl-source.cpp (revision 2535) 
+++ src/tlftl-source.cpp (revision 2536) 
@@ -24,6 +24,7 @@ 
#include <iostream> 
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#include <sstream> 
#include <iomanip> 
+#include <cstring> 
#include "cxx-printscope.h" 
#include "cxx-utils.h" 
Index: src/tlftl-object.cpp 
============================================================ 
--- src/tlftl-object.cpp (revision 2535) 
+++ src/tlftl-object.cpp (revision 2536) 
@@ -24,6 +24,7 @@ 
#include "tl-symbol.hpp" 
#include <cstdlib> 
+#include <cstring> 
namespace Tl 
( 
FI FITXER patch...scc_ 4.3 
Aquest parche es degut a la versió de gcc 4.3.0 que ara són més rigorosos en I'estimdard 
c++ i s'han hagut d'afegir alguns headers. S'ha aplicat el parche executant: 
# patch -pO < patch-,!cc_ 4.3 
2) Un altre problema ha sigut la versió de libstdc++, el distribució fedora 9 porta laversió 
Iibstdc++.so.6.0.10 i en canvi tenim un error de compilació que no troba la llibreria 
Iibstdc++.so.5 a /usr/lib/ 
S'ha instal-lat el paquet de compatibilitat amb la llibreria estandard del gcc 3.3.4 que també 
conté ellibstdc++.so.5. 
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