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UNIVERSITY OF SOUTHAMPTON 
 
ABSTRACT 
 
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS 
INSTITUTE OF SOUND AND VIBRATION RESEARCH 
 
Doctor of Philosophy 
 
ON THE APPLICATION OF FINITE ELEMENT ANALYSIS TO WAVE MOTION 
IN ONE-DIMENSIONAL WAVEGUIDES 
 
by Yoshiyuki Waki 
 
This thesis considers issues concerning the application of the wave finite element (WFE) method to 
the free and forced vibrations of one-dimensional waveguides. A short section of the waveguide is 
modelled using conventional finite element (FE) methods. A periodicity condition is applied and the 
resulting mass and stiffness matrices are post-processed to yield the dispersion relations and so on. 
    First,  numerical  issues  are  discussed  and methods to reduce the errors are proposed. FE 
discretisation errors and errors due to round-off of inertia terms are described. A method using 
concatenated elements is proposed to reduce those round-off errors. Conditioning of the eigenvalue 
problem is discussed. An application of singular value decomposition is proposed to reduce errors in 
numerically determining eigenvectors together with Zhong’s formulation of the eigenvalue problem. 
Effects of the modelling of the cross-section on conditioning are shown. Three methods for 
numerically determining the group velocity are compared and the power and energy relationship is 
seen to be reliable.  
    The WFE method is then applied to complicated structures and its accuracy evaluated. Dispersion 
curves are shown including purely real, purely imaginary and complex wavenumbers. Free wave 
propagation in a plate strip with free edges, a ring and a cylindrical strip is predicted and the results 
compared with analytical or numerical solutions to the analytical dispersion equations. In particular, 
dispersion curves for freely propagating flexural waves, including attenuating waves, are presented. 
Complicated phenomena such as curve veering, non-zero cut-on phenomena and bifurcations are 
observed as results of wave coupling in the wave domain. A method of decomposition of the power 
is proposed to reduce the size of the system matrices and to investigate the wave characteristics of 
each wave mode. 
    The wave approach is then used to predict the forced response. A well-conditioned formulation for 
determining the amplitudes of directly excited waves is proposed. The forced response is determined 
by considering wave propagation and subsequent reflection at boundaries. Numerical examples of a 
beam, a plate and a cylinder are shown. Inclusion of rapidly decaying waves is discussed. 
     As a practical application, free and forced vibrations of a tyre are analysed. The complicated 
cross-section of a tyre is modelled using a commercial FE package. Frequency dependent material 
properties of rubber are included. Free wave propagation is shown including attenuating waves and 
predicted responses are compared with experiment. Effects of the size of the excited region are 
discussed.  
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Figure 4.15   Magnitude of the transfer mobility of the plate: ― WFE result with 
( ) Re 1 xx k Δ< ,  ( ) Im 0.2 xx k Δ< ; ···· modal solution. 
Figure 4.16   The forced response of the plate with  0.01 η =  at  21.8 Ω = . 
Figure 4.17   The forced response of the plate with  0.03 η =  at  21.8 Ω = . 
Figure 4.18   The forced response of the plate with  0.1 η =  at  21.8 Ω = . 
Figure 4.19   Cylinder with a finite length. 
Figure 4.20   WFE models of the cylinder (a) in the ϕ -direction; (b) in the y-direction. 
Figure 4.21   (a) Magnitude and (b) phase of the input mobility of the cylinder: ― WFE 
result with  () ( )
** Re 1, Im 1 kk ϕϕ Δ <Δ < ; ···· modal solution. 
Figure 4.22   (a) Magnitude and (b) phase of the input mobility of the cylinder: ― WFE 
result with  () ( )
** Re 1, Im 0.75 kk ϕϕ Δ< Δ< ; ···· modal solution.  
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Figure 4.23   Magnitude of the input mobility of the cylinder: ― the WFE result using 
equation (4.2) with  ( ) ( )
** Re 1, Im 0.75 kk ϕϕ Δ< Δ< ; ···· modal solution. 
Figure 5.1   Cross-section of a tyre. 
Figure 5.2   A tyre with an aluminium rim (195/65R15). 
Figure 5.3   Segment of the WFE tyre model: (a) in the tyre cross-section; (b) in the 
circumferential direction. 
Figure 5.4   Coordinates and a WFE model of the tyre section. 
Figure 5.5   Dispersion curves of a straight segment for asymmetric modes: ― purely 
real; ···· purely imaginary; −·− complex conjugate wavenumbers. Ti denotes 
the shear wave mode. Small figure (a)-(d) illustrates the deformation 
associated with each wave mode. The solid line is the original shape and the 
dashed line is the deformed shape. 
Figure 5.6   Dispersion curves of a straight segment for symmetric modes: ― purely real;             
···· purely imaginary; −·− complex conjugate wavenumbers. Ti denotes the 
shear wave mode. Small figure (a)-(c) illustrates the deformation associated 
with each wave mode. The solid line is the original shape and the dashed line 
is the deformed shape. 
Figure 5.7   Dispersion curves of a curved segment for (a) the asymmetric, (b) symmetric 
modes:  ― purely real; ···· purely imaginary; −·− complex conjugate 
wavenumbers. Ti denotes the shear wave mode. 
Figure 5.8   Dispersion curves of a curved segment with internal pressure for (a) the 
asymmetric, (b) symmetric modes: ― purely real; ···· purely imaginary;       
−·− complex conjugate wavenumbers. Ti denotes the shear wave mode. 
Figure 5.9   Dispersion curves around the cut-on of the S2 mode: ―  purely  real;             
···· purely imaginary; −·− complex conjugate wavenumbers. 
Figure 5.10   Dispersion curves for propagating waves of the symmetric modes. 
Figure 5.11   Group velocities for the S1, S2, Ts1 modes. 
Figure 5.12   Group velocities for the S2, Ts1 modes. 
Figure 5.13   Group velocities for the S2, Ts1 modes around the bifurcation. 
Figure 5.14   Group velocities for the damped S1, S2, Ts1 modes. 
Figure 5.15   Experimental setup. 
Figure 5.16   Excitation arrangement. 
Figure 5.17   Typical measured input mobility of the tyre.  
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Figure 5.18  Modelling of the excitation region: ― experimental; −− numerical modelling. 
Dots represent nodes where excitations applied. Dashed grid lines (····) 
represent FE. 
Figure 5.19   (a) Magnitude and (b) phase of the input mobility at the tread centre of the 
tyre without internal pressure: ― the WFE result; ···· experiment. 
Figure 5.20   (a) Magnitude and (b) phase of the input mobility at the tread centre of the 
tyre with internal pressure: ― the WFE result; ···· experiment. 
Figure 5.21   (a) Magnitude and (b) phase of the predicted input mobility of the tyre for    
― the finite area excitation; −− a point excitation. 
Figure 5.22   (a) Magnitude and (b) phase of the predicted input mobility of the tyre for    
― the uniform force excitation; ···· uniform velocity excitation. 
Figure 5.23   (a) Magnitude and (b) phase of the predicted input mobility of the tyre in     
― the radial direction; −− the circumferential direction. 
Figure A2.1  Muller’s method using a quadratic function. 
Figure A2.2  Example of a contour plot for  ( ) f z.  
Figure A2.3  Contour plot of (a)  ( ) { } Re f z;  ( b )   ( ) { } Im f z.  
Figure A3.1 Cross-section of the tyre. Right hand side exaggerates the structure for clarity. 
Figure A3.2  Laminate of two FRR sheets with angle of  θ ± . 
Figure A3.3  Modelling of internal pressure using surface loads: (a) regions where the 
loads applied (masked regions); (b) pressure distribution in the tread region. 
Figure A3.4  Relationship between the Young’s modulus and the reduced frequency. 
Figure A3.5  Relationship between the loss factor and the reduced frequency. 
Figure A3.6  Relationship between temperature and the shift factor. 
Figure A3.7  FE model of a tyre using (a) 28 FEs; (b) 50 FEs in the cross-section. 
Figure A3.8  (a) Magnitude and (b) phase of the predicted input mobilities of the tyre using 
― 28 elements; −− 50 elements in the cross-section. 
 
Table 5.1   Summary of equipment. 
Table A3.1  Material properties of rubber in SI units. Significant figures are rounded to 1 as 
they are commercially sensitive. 
Table A3.2   Material properties of FRR sheets in SI units. Significant figures are rounded to 
1 as they are commercially sensitive.  
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Chapter 1 
INTRODUCTION 
 
 
1.1 Introduction 
Analysis of wave propagation in a medium is of great concern for acoustical, electrical, 
electromagnetical and structural engineers. Examples include sound propagation in air, the 
transmission of radio waves, the transmission of seismic tremors in the earth and structure-
borne sound. In particular, analysis of waves in structural waveguides is of concern in this 
thesis. Many structures are uniform in one-direction and can hence be regarded as one-
dimensional waveguides along which mechanical disturbances propagate. Examples of such 
waveguides include a rod, a beam, a plate, a cylinder, a railway track and a tyre. Throughout 
this thesis, waveguides are assumed to be uniform such that the material properties and the 
cross-section geometry are invariant along the axis of the waveguide. 
    Analytical  solutions  for  wave  propagation can in general be found only for simple 
waveguides. Consider for example a beam in bending. If the beam is uniform and thin 
enough compared to the wavelength, Euler-Bernoulli theory can be used: the plane of the 
cross-section is assumed to remain plane and perpendicular to the neutral axis during 
bending, e.g. [1,2]. The equation of motion is given by a relatively simple partial differential 
equation for the Euler-Bernoulli beam and the analytical solution can be obtained for time- 
and space-harmonic motion. However the assumption breaks down at high frequencies 
where the wavelength becomes comparable to the thickness. The dynamics of the beam 
might then be described by Rayleigh theory [1] which includes rotary inertia, or Timoshenko 
theory [1] which includes both rotary inertia and shear deformation. Alternatively, the beam 
might be composed of various layers such as a sandwich beam. For a sandwich beam, the 
equation of motion and associated analytical solution may be approximately found by 
modelling the sandwich beam as an equivalent Timoshenko beam. The distributions of the 
displacements and stresses across the cross-section may be more accurately expressed using 
the first order shear deformation theory or higher order theories [3,4]. However, the 
equations of motion and analytical solutions become far more complicated. It should be  
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noted that analytical solutions involve assumptions and the model might become 
complicated in various circumstances, especially when the construction of the structure 
becomes complicated or at high frequencies.  
    For two-dimensional waveguides analytical solutions are available only for specific cases 
such as an isotropic thin plate with simply-supported boundary conditions in which the 
displacement can be decomposed into harmonic components, e.g. [1]. Analytical dispersion 
equations may be transcendental for general waveguides such as a plate strip with free edges. 
Solutions to the transcendental analytical equation need to be found numerically and the 
exact solutions cannot be obtained. The similar discussion holds for other analytical methods 
such as the dynamic stiffness method [5] or the transfer matrix method [6].  
    In summary, therefore, the analytical solutions may involve approximations of unknown 
validity and they may be difficult or impossible to obtain for general waveguides with 
arbitrary complicated cross-sections and boundary conditions. Examples include a railway 
track and a tyre for both of which the geometry is complicated. To investigate the dynamics 
of general waveguides numerical methods have been proposed, such as the spectral finite 
element method [7] and the wave finite element (WFE) method [8,9].  
    The  present  work  concerns  the  WFE  method. A small section of the waveguide is 
modelled using finite element analysis (FEA). This yields the mass, damping and stiffness 
matrices, which are subsequently post-processed in conjunction with a periodicity condition 
to form the eigenvalue problem. The eigenvalues and eigenvectors represent the free wave 
propagation characteristics. Since the existing element libraries and commercial finite 
element (FE) packages can be utilised to model complicated structures, the WFE method is a 
powerful tool to investigate the dynamics of such structures.  
    The objectives of the present work are to extend the WFE method for the prediction of 
vibrational behaviour of structures in terms of wave motion. In particular it concerns the 
applications to one-dimensional waveguide structures with arbitrary complexities in the 
cross-section or complicated dispersion characteristics. The particular contributions concern 
numerical issues, the forced response and various applications including the forced response 
of an automotive tyre. 
    First, there are numerical issues concerning the predicted results due to FE approximations, 
ill-conditioning and so on, e.g. [8-10]. Numerical issues are therefore discussed in detail and 
methods are proposed to reduce the errors occurring in the WFE results. Formulations to 
calculate both free wave propagation and forced response are then described so that the WFE  
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method can be applied to any one-dimensional waveguides with arbitrary complexities in 
their cross-sections. Applications to a plate strip and an automotive tyre are presented. In the 
latter, frequency dependent material properties are involved and predictions are compared 
with experiment. 
    In the remainder of this chapter existing methods are reviewed and the WFE method is 
described in detail. The contents and original contributions of this thesis are then described. 
 
 
1.2 Review of Analysis Methods for Dynamics of Waveguides 
In this section analysis methods for the dynamics of waveguides are reviewed. In subsection 
1.2.1 the classical analytical approach is first described. The analytical solutions are found 
from the analytical equation of motion. The general wave approach is also reviewed to give 
wave motion in general waveguides. Other analytical methods such as the dynamic stiffness 
method and the transfer matrix method are reviewed in subsection 1.2.2. However, such 
analytical approaches are in general applicable only to simple waveguides. Numerical 
methods such as the spectral finite element method and the WFE method are then needed to 
investigate waves in general waveguides. These numerical methods are described in 
subsection 1.2.3.  
 
1.2.1 Analytical Method (Wave Approach) 
In this subsection the classical analytical method for determining wave motion in structural 
waveguides is reviewed. Analytical determinations for free wave propagation, reflection and 
transmission, and forced response are described. The general wave approach is reviewed in 
which wave propagation, reflection and transmission are considered.  
 
Free Wave Propagation 
Simple waveguides, e.g. a rod and a beam, are amenable to exact analysis. For such 
waveguides the analytical solutions are available for the wavenumber, the group velocity, 
etc., e.g. [1]. As an example, for a thin beam where the Euler-Bernoulli theory holds, the 
governing equation for free vibration is given in form, e.g. [1], 
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where w is the translational displacement, x is the direction along the axis of the beam, t is 
time and C  is the constant given from its material properties and geometry of the cross-
section.  Assuming time- and space-harmonic motion, the displacement is written as 
 
 
jkx j t wa e e
ω − =   (1.2)   
 
where  k   is the wavenumber, ω   is the angular frequency, a   is a wave amplitude and 
1 j =− . Substituting the displacement (1.2) into the governing equation gives the analytical 
dispersion equation of the beam as 
 
 
42 kC ω = . (1.3) 
 
The beam holds four freely propagating waves with their wavenumbers being 
2 4 kC ω =± , 
2 4 jC ω ± . The first two wavenumbers describe propagating waves and the latter two are 
nearfield waves. The positive real and negative imaginary wavenumbers are associated with 
the positive-going waves so that the waves propagate in the positive direction of the beam 
and the other wavenumbers are associated with the negative-going waves. Once the 
dispersion equation, e.g. equation (1.3), is obtained, the phase velocity  k ω  and the group 
velocity  k ω ∂∂  can be calculated. The same approach can be used to waveguides where the 
analytical equations of motion are available. 
 
Reflection and Transmission  
When waves propagate along a waveguide, the waves might impinge on such as a boundary, 
a discontinuity and so on. The incident waves will reflect at boundaries and may reflect and 
transmit at discontinuities, e.g. [1,2,11]. 
    Consider a case when a propagating wave in the beam impinges on a boundary. The 
displacement at the boundary can be expressed as 
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where  i a ,  rP a ,  rN a  are the amplitudes of the incident, reflected propagating and reflected 
nearfield waves, respectively. Depending on the boundary condition, a combination of 
displacements and forces is given at the boundary such that the reflection coefficients, 
rP i aa  and  rN i aa , can be calculated. For a free boundary condition for the beam, for 
example, the reflection coefficients are given by  rP i aa j = −  and  1 rN i aa j =−  [1].  The 
complex values of the coefficient indicate that phase shifts occur in the reflected waves 
relative to the incident wave. In this case both propagating and nearfield waves are generated 
for one incident propagating wave such that wave mode conversion occurs. Knowledge of 
the phase change at boundaries enables one to determine the natural frequencies of a finite 
waveguide. When the total phase change of the propagating wave along the waveguide 
satisfies certain condition, system motion intensifies. Such an approach is termed as the 
phase closure principle [3] or phase coincidence [12]. 
        When a wave impinges on a discontinuity such as a point mass, both reflected and 
transmitted waves may be generated. The continuity of displacement at the discontinuity and 
force equilibrium at the discontinuity give the reflection coefficients and transmission 
coefficients [1,2,11]. For the beam the propagating and nearfield waves may be generated for 
both the reflected and transmitted waves such that four waves in total can be generated. The 
reflection and transmission coefficients are frequency dependent in general.   
 
Forced Response 
When an excitation is applied to a waveguide, waves are generated and start propagating. 
The amplitudes of directly excited waves can be determined for an infinite waveguide by 
considering continuity of displacement and force equilibrium in conjunction with the applied 
excitation. Some examples of the amplitudes of directly excited waves in infinite and semi-
infinite one-dimensional waveguides are tabulated in [13] for point force and moment 
excitation. Forced response can then be calculated using the general wave approach 
considering the free wave propagation and subsequent reflection and transmission, e.g. [14].  
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General Wave Approach 
The approach described above can be applied to other cases where the equation of motion 
can be analytically expressed. The examples include the Timoshenko beam, a beam 
subjected to in-plane tension and on an elastic foundation, a general rod, a ring and plates, 
e.g. [1]. For waveguides in which there are many wave modes, wave motion is conveniently 
expressed in matrix form. Formulation for the dynamic behaviour of waveguides using the 
wave approach is well-conditioned. This is important for general waveguides for which 
numerical issues are likely to occur. 
    Several works about the general wave approach are reviewed here. Mace [14] studied the 
vibrational behaviour of a beam based on propagation, reflection and transmission of waves 
including the flexural nearfield waves. Inclusion of nearfield waves is particularly important 
when the local behaviour around a discontinuity or an excitation is of concern and when two 
nearfield waves propagate in opposite directions, since they can carry power [15,16]. The 
amplitudes of the waves and the excitation are expressed in vector forms and wave 
propagation, reflection and transmission are described in matrix forms. Consequences of 
reciprocity were shown for the reflection coefficient matrix [17] and the transmission 
coefficient matrix [18] including nearfield waves. 
    Many applications of the wave approach can be found in the literature. Miller and Von 
Flotow [15] used the wave approach to investigate the power in an assemblage of one-
dimensional members. The coupling power between two end-coupled beams was presented 
by Mace [19] and that between two plates was shown by Wester and Mace [20]. Lee et al 
[21] analysed the power reflection and transmission for two beams connected with a U-shape 
beam. Yong and Lin [22] used the wave approach to calculate the forced response of a 
periodically supported beam. Harland et al [23] demonstrated the systematic implementation 
of the wave approach for arbitrary waveguides and considered in detail the cases of a 
sandwich beam, jointed beams and a beam with a local discontinuity.  
    In  this  thesis,  the  wave  approach  is  used to give the forced response of general 
complicated waveguides. The approach used in this thesis is in particular close to the work 
done by Harland et al [23].   
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1.2.2 Other Analytical Methods 
To investigate the dynamics of waveguides some other methods have been proposed, e.g. 
[24]. In this subsection some of these other analytical methods are reviewed. They include 
the dynamic stiffness method, the transfer matrix method, the receptance method and the 
spectral element method. 
 
Dynamic Stiffness Method: 
The dynamic stiffness method [5] is sometimes termed the dynamic stiffness matrix method 
[25] or the dynamic element method [26]. A section of a structure is modelled by the 
analytical relationships between displacements and forces applied at the ends or edges of the 
section. The equation of motion for time-harmonic behaviour is expressed as 
 
 
LL LR L L
RL RR R R
⎡ ⎤⎡ ⎤ ⎡ ⎤
= ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦
DDq f
DDq f
 (1.5) 
 
where D is the dynamic stiffness matrix, the subscripts L and R represent the left and right 
hands of the section, q  and f   are the displacement and force vectors respectively. The 
matrix D is given in the frequency domain and its elements are frequency dependent.  
    Some applications can be seen in literature. Langley [27] analysed power in a beam and a 
truss structure. Lee and Thompson [28] applied the method to helical springs. A series of 
works by Banerjee present the dynamic stiffness matrix for various one-dimensional 
waveguides, e.g. [29,30]. Langley [31,32] applied the method to investigate free and forced 
vibrations of the two-dimensional structures but only for simply-supported edges where the 
displacement along one-dimension can be decomposed into harmonic components.  
    The dynamic stiffness matrix can be expanded into a power series in terms of ω  [26] such 
that 
 
  () ()
2
0
i
i
i
ω ω
∞
=
=∑ DD . (1.6) 
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The resulting matrices  ()
2i
i ω D  can be regarded as the consistent stiffness matrix (i=0), the 
consistent mass matrix (i=1) and higher order correction terms ( ) 2 i ≥ .  
 
Transfer Matrix Method: 
The transfer matrix method [6], or Holzer’s method [33], describes the change of wave 
modes, or the state vector, at two different locations (cross-sections) along the waveguide. 
The equation of motion of the waveguide are in general expressed as 
 
 
11 12
21 22
L R
LR
⎡ ⎤⎡ ⎤ ⎡ ⎤
= ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦
TTq q
TT f f
. (1.7) 
 
The analytical derivation of the transfer matrix T is summarised in [6]. Extensive examples 
for series of spring/mass and one-dimensional waveguides can be found in [6].  
    Applications to one-dimensional periodic structures and continuous waveguides joined 
together were studied by Lin and Donaldson [34]. The response to a point force is also 
considered in [34]. Lin and Yang considered free vibration of a disordered periodic beam 
[35]. It should be noted that the transfer matrix method can suffer from numerical ill-
conditioning when solutions are to be found numerically [24,34].  
 
Receptance Method: 
Mead et al developed the receptance method mainly to analyse waves in periodic structures, 
e.g. [3,36]. The method starts from the equation of motion using the receptance matrix, i.e. 
reciprocal of the dynamic stiffness matrix, formed in the same manner as equation (1.5). A 
periodicity condition [37] 
 
 
, RL
RL
λ
λ
=
=
qq
ff
 (1.8) 
 
is then applied to the equation motion to give the polynomial eigenvalue problem in the form, 
e.g. [3], 
 
  () ( ) ( ) ( ) ( )
2
LR LL RR RL L λω λω ω ω ⎡⎤ − ++ = ⎣⎦ αα α α f0  (1.9)  
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where α is the receptance matrix. The values of λ  may be calculated for each given ω  and 
indicate how waves propagate or decay at a particular frequency. 
    An application to a beam with periodic supports can be seen in [36] and also [38] where 
effects of the damping are considered. Waves in periodic structures are considered for mono-
coupled systems in [39] and for multi-coupled systems in [40] where the complex conjugate 
wavenumbers are described. Effects of a point discontinuity on waves in periodic structures 
were considered in [41] and the response to convected loadings was reported in [42]. 
Coupling of the in-plane and flexural waves in a layered beam is described in [43]. The 
receptance matrix may be formed using FEA [44,45] but details are omitted here. 
 
Spectral Element Method: 
The spectral element method starts from writing the displacement along the uniform (x-) 
direction in the form of equation (1.2). Substituting the displacements (1.2) into the 
analytical governing equations gives the relationships between displacements and forces at a 
location. The spectral element for a segment of the waveguide between two nodes then 
follows. The spectral element can also be defined for a section of a waveguide extending to 
infinity. Such a semi-infinite spectral element is termed as a single-noded or throw-off 
element in [11]. Doyle [11] summarised the method and showed applications to simple 
waveguides.  
 
1.2.3 Numerical Methods 
Various analytical methods have been reviewed in subsections 1.2.1 and 1.2.2. The methods, 
however, require that the equation of motion of the waveguide is known and can be solved 
analytically. General complicated waveguides are not amenable to analytical solutions such 
that numerical methods have been then proposed, e.g. the spectral finite element method and 
the WFE method. These numerical methods are reviewed in this subsection.   
 
Finite Element Method (FEM): 
Although the finite element method (FEM), e.g. [46,47], does not directly provide wave 
properties of a waveguide, the method is briefly reviewed here. The FEM may be most 
commonly used to model the dynamic behaviour of structures, especially for geometrically 
complicated structures. Systems are discretised using finite elements (FEs). The shape  
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functions are defined to describe the motion of the system. These are in general low-order 
polynomials, e.g. [46,47]. Higher order shape functions such as p-elements, e.g. [47], may be 
defined. The system motion is then described in the time domain in terms of a discrete 
number of nodal degrees of freedom (DOFs) such that 
 
  ( ) t ++ = Kq Cq Mq f && &  (1.10) 
 
where K , C, M are the stiffness, damping and mass matrices and q &  is the derivative of q 
with respect to time. Since the size of elements should be small enough, e.g. [46], the size of 
the FE model, and hence the calculation cost, is larger at higher frequencies.  
 
Spectral Finite Element method: 
To analyse wave motion in general waveguides, the most common approach is perhaps the 
spectral finite element method, e.g. [11,48], or sometimes termed the waveguide finite 
element method [7]. Displacements are separately expressed in the direction of wave 
propagation, x,  and over the cross-section, (y, z) such that [7,11,48] 
 
  ( ) ( ) ,,, ,
jkx j t wxyzt a yze e
ω ϑ
− =  (1.11) 
 
where  () , yz ϑ  is in general defined using polynomial shape functions. The displacement 
(1.11) is substituted into the equation of motion such that so-called spectral (finite) elements 
or waveguide elements [7] are formed. The equation of motion is then projected into the 
wave domain [7,11,48] 
 
  ()
2 i
i
i
jk ω
⎡⎤
− −= ⎢⎥
⎣⎦ ∑ KM q f  (1.12) 
 
where K  and M are the spectral matrices and i is an integer. The solutions may be found 
for given k  to give real ω  for the standard eigenvalue problem. Alternatively, solutions of 
k  might be found for given real ω  solving the polynomial eigenvalue problem. 
    Many applications can be found in the literature. Gavric [49] analysed waves in a thin 
structure and showed an implementation to improve ill-conditioning occurring around cut- 
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off frequencies. Finnveden [48] also applied the method to analyse wave motion in a thin 
wall structure and the results were used as input parameters to a statistical energy analysis 
model [50]. The spectral finite element method was also applied to laminated composite 
plates by Datta et al [51] and viscoelastic laminates by Shorter [52]. Extensive works were 
reported by Nilsson [7] where the spectral finite element method is applied to a thin wall 
structures, a fluid-filled pipe and a tyre. 
    However, a drawback of the spectral finite element method is the fact that the method 
needs appropriate spectral elements to be derived on demand for general waveguides, which 
is not an insignificant task.  
 
Wave Finite Element (WFE) Method: 
The WFE method is an alternative to investigate wave motion in general complicated 
waveguides. The method starts from modelling a short section of a waveguide using 
conventional FEs such that the equation of motion is given in terms of a discrete finite 
number of DOFs, as in equation (1.10). For time-harmonic motion equation (1.10) gives the 
same form as the dynamic stiffness method, i.e. equation (1.5). The transfer matrix (1.7) can 
be formed using elements of the dynamic stiffness matrix and applying a periodicity 
condition (1.8) to the equation (1.7) gives the eigenvalue problem.  
    The eigenvalues and eigenvectors represent the free wave propagation characteristics such 
as the wavenumbers and wave modes. This thesis concerns the WFE method and the method 
is specifically reviewed in detail in the next section. 
 
 
1.3 Wave Finite Element Method 
In this section, the WFE method, e.g. [8,9], is reviewed in detail. The method starts from an 
FE model of only a short section of the waveguide. The method involves forming the 
dynamic stiffness matrix using the conventional mass and stiffness matrices of the short 
section of the waveguide, post-processing the dynamic stiffness matrix to formulate the 
transfer matrix, and hence the eigenvalue problem, in conjunction with a periodicity 
condition. Since FEA can be used for the modelling of a cross-section, existing element 
libraries and commercial FE packages can be fully utilised. Since the method needs only a 
short section of the waveguide to be modelled, computational cost is cheap. Computational  
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efficiency is described in [53] where the method is termed the scale independent element 
method. 
 
1.3.1 Analysis of Waves using Finite Elements for Periodic Structures 
The WFE method grew out of research concerning FEA of periodic structures done by Orris 
and Petyt [44,45]. They used the finite elements to model periodic structures and applied the 
receptance method proposed by Mead, e.g. [3,36]. Extensive work has been done by Abdel-
Rahmen [54]. Free wave propagation in one-, two- and three-dimensions was analysed for 
periodic structures using an FE model of a single periodic section. A periodicity condition 
was applied to the equation of motion formed from the FE model and the eigenvalue 
problem was formulated. Free wave propagation characteristics were determined from 
solutions to the eigenvalue problem. Forced responses to convected random pressure field 
excitation were considered. 
    The  similar  approach  was  applied  to  predict free wave propagation in truss beam 
structures by Signorelli and Von Flotow [55] where the complex wave modes are described. 
Accorsi and Bennett [56] analysed free wave propagation in a stiffened cylinder and Bennett 
and Accorsi investigated effects of the curvature along the axis of the cylinder [57].  
 
1.3.2 Free Wave Propagation 
Perhaps the first application to continuous structures was the work of Thompson [58] 
concerning railway tracks. For simple waveguides, Mace et al [8] showed free wave 
propagation in a rod, a beam and a plate strip with simply-supported edges using the WFE 
method. They also presented the free wave propagation in a layered sandwich beam.  
    Applications of the WFE method to more complicated waveguides are reviewed. Houillon 
et al [59] analysed free wave propagation in thin-walled structures in which an approach of 
evaluating the same wave modes at two different discretised frequencies is proposed. The 
approach is implicitly used throughout this thesis. Thompson [58] analysed the free wave 
propagation in a railway track. Thompson formulated the eigenvalue problem exploiting the 
symmetric nature of the waveguide. Gry [60] also analysed the dynamic behaviour of a 
railway track using a similar methodology to the WFE method. Mencik and Ichchou [61] 
investigated free wave propagation in a fluid-filled pipe considering acoustical-structural 
coupling. They also predicted the coupling power between two different waveguides using  
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the WFE method [62]. Free wave propagation in a fluid-filled pipe was also presented by 
Maess et al [63]. They formulated an eigenvalue problem using elements of the transfer 
matrix and numerical solutions were found with initial estimates. The WFE method was 
extended to analyse free wave propagation in two-dimensional waveguides by Manconi and 
Mace [64,65]. 
 
1.3.3 Forced Response 
Forced response is of interest when an excitation is applied to a waveguide. Only a few 
papers describe the forced response using the WFE method. Duhamel et al [9] presented the 
formulation for calculating the forced response using a recurrence relationship. Thompson 
[58] calculated the forced response based on the receptance approach for the railway track. A 
similar, but different approach was used to analyse the forced response of a railway track by 
Gry [60]. However, all the approaches have ill-conditioning problems for general 
waveguides in which there are many wave modes. 
 
1.3.4 Numerical Issues 
In predictions using the WFE method various numerical issues occur. However, only a few 
papers describe such numerical issues. Several papers describe the ill-conditioning of the 
eigenvalue problem using the transfer matrix and reformulate the eigenvalue problem in a 
different form. A novel formulation for improving the conditioning of the eigenvalue 
problem was proposed using the symplectic relationship of the transfer matrix by Zhong and 
Williams [66]. Several papers used the method, called Zhong’s method in this thesis, to 
improve the conditioning [8,60,62,67,68].  
    Since  the  WFE  method  starts  from  the  FE model of a section of a waveguide, FE 
discretisation errors occur. Duhamel et al [67] and Mace et al [8] demonstrated FE 
discretisation errors occurring in the WFE method. The aliasing effect due to the 
discretisation and the spatial periodicity was reported by Ichchou et al [10].  
    However, such numerical issues have not been reported in detail. In this thesis, numerical 
issues are discussed in detail and methods are proposed to reduce numerical errors. 
  
 
  
Chapter 1: Introduction 
 
 
14 
1.4 Outline of the Thesis 
The thesis is outlined in this section. This thesis concerns formulation of the WFE method 
and its application to free wave propagation and the forced response of waveguides of 
arbitrary complexity in their cross-sections. Causes of numerical errors in the predicted 
results using the WFE method are investigated and methods for reducing errors are proposed. 
Applications of the WFE method to complicated structures are then presented. The forced 
response is calculated using the wave approach with well-conditioned formulations and 
numerical examples are shown. Free and forced vibrations of a tyre are then predicted and 
the predicted forced response is compared with experiment. Throughout this thesis, ANSYS 
7.1 [69] is used to model sections of waveguides. All the subsequent calculations were 
performed using MATLAB
TM 7.0.4. 
    In chapter 1 the introduction is given and relevant literature is reviewed. The thesis is 
outlined and contributions of this thesis are then described. 
    In chapter 2, formulations of the WFE method are introduced. Numerical errors occurring 
in the WFE results are discussed. FE discretisation error and error due to round-off of inertia 
terms are described with particular reference to the example of an Euler-Bernoulli beam. A 
method of concatenating elements is proposed to reduce the round-off of inertia terms. 
Approximate expressions for the dynamic condensation of DOFs associated with internal 
nodes are derived to reduce calculation cost. Errors occurring in numerically solving the 
eigenvalue problem are also described. Zhong’s method is used for improving the 
conditioning of the eigenvalue problem. An application of singular value decomposition 
(SVD) is proposed to reduce errors in numerically determining eigenvectors. An illustrative 
example of free wave propagation in a plate strip with simply-supported edges is shown 
considering numerical issues. Effects of how the cross-section is modelled are investigated. 
Methods of predicting the group velocity are described and use of the power and energy 
relationship is shown to be reliable. 
    In chapter 3, applications of the WFE method to more complicated waveguides are shown. 
Dispersion curves are shown including purely real, purely imaginary and complex 
wavenumbers. Freely propagating in-plane and flexural waves in a plate strip with free edges 
are presented. Analytical dispersion equations are numerically solved using the WFE results 
as initial estimates. Decomposition of power is proposed to reduce the size of matrices by 
retaining only important DOFs. Free wave propagation in a ring and a cylindrical strip are 
also shown where waves, e.g. longitudinal and flexural waves, couple due to the curvature.  
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Complicated wave behaviour is seen. Curve veering between two different purely real or two 
different imaginary wavenumbers is observed. Non-zero cut-on phenomena are observed 
where complex conjugate wavenumbers become purely real non-zero wavenumbers. Waves 
for which the directions of the phase and group velocities are of opposite signs are seen. 
Bifurcations from complex conjugate to two different purely imaginary wavenumbers or two 
imaginary to complex conjugate wavenumbers are observed. Decomposition of power is 
used to investigate characteristics of each wave mode in a cylindrical strip.   
    In  chapter  4,  formulations  of  forced response calculation are described. A well-
conditioned formulation for numerically determining the amplitudes of directly excited 
waves is proposed using the orthogonality relationship between the left and right 
eigenvectors. Wave amplitudes are calculated considering wave propagation and subsequent 
reflection at boundaries. The response is then determined by superimposing the wave 
amplitudes at the response point. The formulations to determine responses are explicitly 
described. Forced responses of a beam, a plate and a cylinder are shown. Inclusion of rapidly 
decaying nearfield waves is discussed.   
    In chapter 5, the WFE method is used to predict free and forced vibrations of a tyre as an 
example of a practical application. Frequency dependent material properties of rubber are 
included. Free wave propagation is shown including attenuating waves for the tyre with and 
without internal pressure. Results of the forced response are compared with experiment. 
Effects of the size of the region of excitation are described. This strongly affects the power 
injected into wave modes, especially at high frequencies, and contribution of the finite shear 
stiffness to the response.  
    In chapter 6, some conclusions are drawn. Possible further work is suggested. 
 
 
1.5 Contributions of this Thesis 
The original contributions of this thesis are as follows. 
 
•  Causes of numerical errors are critically discussed. For simple waveguides, there are 
mainly two causes: FE discretisation error and error due to round-off of inertia terms. 
A method using concatenating elements is proposed to reduce the round-off of inertia  
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terms. Approximate expressions for dynamic condensation of DOFs associated with 
internal nodes are derived [70].  
 
•  Numerical issues remain even when Zhong’s method is used to reformulate the 
eigenvalue problem. An application of SVD is proposed to reduce errors in 
numerically determining eigenvectors [70,71].  
 
•  Three methods for predicting the group velocity are described and relative errors in 
the group velocity compared. Use of the power and energy relationship is then shown 
to be reliable [70,71]. 
 
•  Freely propagating flexural waves are predicted including attenuating waves and 
results are compared with numerical solutions to the analytical dispersion equation. 
Bifurcations from the complex conjugate to purely imaginary wavenumbers and from 
purely imaginary to complex conjugate wavenumbers are observed [72].  
 
•  Decomposition of the power is proposed. The approach can be used for determining 
the DOFs to be condensed or to be removed. Such manipulation can improve the 
conditioning due to the smaller size of matrices. The approach is also applied to 
investigate wave characteristics of each wave mode.  
 
•  The wave approach is applied to calculate forced response. A well-conditioned 
formulation for determining the amplitudes of directly excited waves is proposed 
using the orthogonality relationship between the left and right eigenvectors [73,74].  
 
•  The WFE method is applied to predict free and forced vibrations of a tyre as a 
practical application [73,74]. Frequency dependent material properties of rubber are 
included. Predictions are compared with experiment. 
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Chapter 2 
 FREE WAVE PROPAGATION 
 
 
2.1 Introduction 
Many waveguides are uniform in one-direction while their cross-sections may have a 
complicated construction. The dynamic properties of such waveguides can be expressed in 
terms of wave properties such as the wavenumbers and wave modes. In this chapter, the 
theory and formulations of the WFE method are introduced to predict their wave properties. 
Only a short section of a waveguide is modelled using a conventional FEA. A complicated 
cross-section can be straightforwardly modelled using existing FE libraries and FE 
commercial packages. The dynamic stiffness matrix of a short section of a waveguide is 
obtained and the matrix rearranged and partitioned to form the transfer matrix. The free 
wave propagation characteristic may be obtained from the transfer matrix by applying a 
periodicity condition [37].  
    In this chapter, various numerical issues involved in obtaining accurate results using the 
WFE method are discussed. Causes of numerical errors are investigated and implementations 
of the WFE method to reduce these errors are proposed. The discussions include a method 
using concatenating elements and conditioning of the eigenvalue problem to reduce 
numerical errors. The group velocity is numerically estimated in three ways and the accuracy 
is investigated. Some outcomes shown in this chapter have been presented in [70,71]. 
 
 
2.2 Transfer Matrix 
In this section, the basis of the WFE method is described. The dynamic stiffness matrix of 
only a short section of a waveguide is first formed and the matrix post-processed. The 
transfer matrix is formed using the elements of the dynamic stiffness matrix and the 
eigenvalue problem is then formulated applying a periodicity condition. The eigenvalues and  
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eigenvectors of the eigenvalue problem represent phase or magnitude changes of waves over 
the section and associated wave modes respectively.  
 
2.2.1 Dynamic Stiffness Matrix of a Section of a Waveguide 
Consider a short of section of length Δ of a uniform waveguide as shown in Figure 2.1. The 
equation of motion of the section can be written as 
 
  = Dq f  (2.1) 
where 
 
2 jωω =+ − DK C M  (2.2) 
 
is the dynamic stiffness matrix, q is the nodal displacement vector, f  is the vector of nodal 
forces,  K ,  C ,  M   are the stiffness, damping and mass matrices (termed the element 
matrices), which may be formed using a commercial FE package,  1 j =−  and ω  is angular 
frequency. Time harmonic motion 
jt e
ω  is implicit throughout this thesis and suppressed for 
brevity. Equation (2.1) can be expressed in matrix form as 
 
 
LL LR L L
RL RR R R
⎡ ⎤⎡ ⎤ ⎡ ⎤
= ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦
DDq f
DDq f
 (2.3) 
 
where the subscripts L and R  represent the left and right hand side of the section. The WFE 
method starts from equation (2.3) and the eigenvalue problem is formulated using the 
elements of equation (2.3). For uniform waveguides, the following relationships hold: 
 
 
TT T ,, LL LL RR RR LR RL === DD DDDD  (2.4) 
and 
 , RRij LLij RLij LRij DD DD = ±= ±  (2.5) 
 
where 
T ⋅  indicates the transpose and the signs in equations (2.5) depend on whether the 
degrees of freedom (DOFs) at the element interface are symmetric or anti-symmetric for the 
() , ij element [46,58].  
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    If the section has internal nodes as shown in Figure 2.2, the associated DOFs can be 
condensed. When no external force is applied to the internal nodes the equation of motion 
may be expressed as 
 
 
E E EE EI
I IE II
⎡⎤ ⎡⎤⎡ ⎤
= ⎢⎥ ⎢⎥⎢ ⎥
⎣ ⎦ ⎣⎦ ⎣⎦
q f DD
q 0 DD
%%
%%  (2.6) 
where 
  ,, , ,
LL LL LR LI
EE EI IE IL IR E E
RR RL RR RI
⎡⎤ ⎡ ⎤ ⎡⎤ ⎡ ⎤
⎡⎤ == = = = ⎢⎥ ⎢ ⎥ ⎢⎥ ⎢ ⎥ ⎣⎦
⎣⎦ ⎣ ⎦ ⎣⎦ ⎣ ⎦
qf DD D
DD D D D q f
qf DD D
%% %
%% % % %
%% %  (2.7) 
 
and the superscript 
~
⋅  denotes that the section has internal nodes and is not condensed. The 
subscript E or I represents that DOFs are associated with edge nodes or internal nodes of the 
section. The DOFs associated with the internal nodes can be condensed as [75] 
 
 
T
EE = RD R q f %% %  (2.8) 
where 
  1
II IE
−
⎡ ⎤
= ⎢ ⎥ − ⎣ ⎦
I
R
DD
%
%%  (2.9) 
 
and I  is the identity matrix. The matrix R %  transforms the original basis into the condensed 
basis. Expanding equation (2.8) gives 
 
 
1
EE EI II IE E E
− ⎡⎤ − = ⎣⎦ DD D D q f %% % % . (2.10) 
 
Equation (2.8) can similarly be used to condense the element matrices by expanding 
2 ω =− DK M %% %  [75]. It should be noted that the dynamically condensed element matrices 
become frequency dependent. 
    When the section has internal nodes, the DOFs associated with the internal nodes are 
always condensed and the resulting equation has the form of equation (2.3). 
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2.2.2 Transfer Matrix 
Consider a series of sections of the waveguide as shown in Figure 2.3. The continuity of 
displacement and force equilibrium of adjacent sections read 
 
 
(1 ) ( )
(1 ) ( )
nn
LR
nn
LR
+
+
⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥ − ⎣ ⎦⎣ ⎦
qq
ff
. (2.11) 
 
For each section the transfer matrix can be defined as [37] 
 
 
() ( 1 )
() ( 1 )
nn
LL
nn
LL
+
+
⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥
⎣ ⎦⎣ ⎦
qq
T
ff
. (2.12) 
 
    A periodicity condition [37] represents a relationship of displacements and forces over the 
section such that  
 
 
(1 ) ( )
(1 ) ( )
nn
nn λ
+
+
⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥
⎣ ⎦⎣ ⎦
qq
ff
 (2.13) 
 
and λ  describes the amplitude and phase change over a section. Free wave motion over any 
section of length Δ is therefore described in the form of an eigenvalue problem such that 
 
  λ
⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥
⎣ ⎦⎣ ⎦
qq
T
ff
.   (2.14) 
 
The transfer matrix T is formed using the elements of the dynamic stiffness matrix (2.3). The 
first row of equation (2.3) can be written as 
 
 
11
RL R L L L L R L
−− =− + qD D q D f  (2.15) 
 
and the second row of equation (2.3) gives 
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  ()
11
RR L R R L R L L L R R L R L
−− =− + f D DDD q DDf . (2.16) 
 
From equations (2.15) and (2.16) the transfer matrix T can be expressed as 
 
 
11
11
LR LL LR
RL RR LR LL RR LR
−−
−−
⎡ ⎤ −
= ⎢ ⎥ −+ − ⎣ ⎦
DD D
T
DD D D D D
. (2.17) 
 
2.2.3 Eigenvalues and Eigenvectors 
If the number of DOFs associated with one side of the section is n, the size of the transfer 
matrix T is then 22 nn ×  and 2n sets of the eigenvalues and eigenvectors are obtained from 
equation (2.14). The eigenvalue  i λ  in equation (2.14) relates to wave propagation over the 
distance Δ such that [37] 
 
 
i jk
i e λ
− Δ =  (2.18) 
 
where  i k  represents the wavenumber for the ith wave. The wavenumber can be purely real, 
purely imaginary or complex, associated with a propagating, a nearfield (evanescent) or an 
oscillating decaying wave respectively. The right eigenvector corresponding to the ith 
eigenvalue can be written as 
 
 
i
i
i
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
q
φ
f
. (2.19) 
 
The eigenvector represents a wave mode and contains information about both the nodal 
displacements  i q  and associated internal forces  i f  under the propagation of the ith wave.  
    The transfer matrix is symplectic and the eigenvalues come in pairs and are of the form 
i jk
i e λ
±Δ ± =  which represent positive- and negative-going wave pairs. The eigenvalues and 
associated eigenvectors are then expressed as ( ) , ii λ
+ φ  and ( ) 1, ii λ
− φ . More characteristics 
of the symplectic matrix are described in Appendix 1.1. Positive-going waves are those for 
which the magnitude of the eigenvalues is less than 1, i.e.  1 i λ <  or if  1 i λ = , the power  
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(energy flow) is positive, i.e.  { }
H Re 0 ii > fq &  [8,67]  where  ()
H ⋅   represents the complex 
conjugate transpose, or Hermitian, and  i q &   represents the partial derivative of the 
displacement vector  i q  with respect to time.  
 
2.2.4 Orthogonality Relationships between the Left and Right Eigenvectors 
The right eigenvalues and eigenvectors of the transfer matrix are defined as 
 
  ii i λ = Tφφ  (2.20) 
 
for the ith eigenvalue and associated eigenvector. Similarly, the left eigenvalues and 
eigenvectors can be expressed as 
 
  ii i λ = ψ T ψ  (2.21) 
 
and  i ψ  is a row vector of the left eigenvector and given by [9]  
 
  () ( )()
TT 11 ii R R i L R i λλ λ ⎡⎤ =+ ⎣⎦ ψ qD D q (2.22) 
 
which is in the form of 
TT
iii ⎡⎤ = ⎣⎦ ψ fq . From equations (2.20) and (2.21) the relationships  
 
  ij j i j i i j λ λ = = ψ Tφψ φψ φ  (2.23) 
 
follow. This leads to 
 
  ( ) 0 ij i j λλ − = ψφ  (2.24) 
 
such that if  ij λ λ ≠ , 0 ij = ψφ . Thus the orthogonality relationship between the left and right 
eigenvectors can in general be expressed as 
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  ij i i j dδ = ψφ  (2.25) 
 
where  ij δ  is the Kronecker delta and  i d  is arbitrary. The orthogonality relationships will be 
utilised in chapter 4 to reduce ill-conditioning in calculating the forced response.  
 
 
2.3 Example of an Euler-Bernoulli Beam 
In this section free wave propagation in an Euler-Bernoulli beam, e.g. [1], is investigated as 
an illustrative example. The analytical solution is first described. The wavenumbers and 
wave modes are then predicted from a single FE of the beam. No damping is assumed.  
 
2.3.1 Analytical Solution 
Consider an Euler-Bernoulli beam as shown in Figure 2.4. In the figure, w  is  the 
translational displacement, θ  is the rotational displacement, m  is the moment and τ  is the 
shear force. The beam holds four freely propagating waves and the wavenumbers are, e.g. 
[1], 
 
 , BB kk j k = ±±  (2.26) 
where 
 
2
4
B
A
k
EI
ρ ω
=  (2.27) 
 
is the bending wavenumber of the beam. Here ρ   is the mass density, A   is the cross-
sectional area, E  is the Young’s modulus and I  is the second moment of the cross-sectional 
area. Each wave propagates as 
jkx e
− . The wavenumbers  , BB kk j k = −  represent the positive-
going propagating and nearfield waves while  , BB kk j k = −   are the negative-going 
propagating and nearfield waves.  
    Using the sign convention in Figure 2.4, the wave modes associated with  , BB kk j k =± m  
are, e.g. [1],  
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  33 3 3
22 2 2
11
,
BB
BB B B
B
BB B B
BB B B
ww
wx j k k
EI w x jEIk EIk
mE I w xE I kE I k
θ
τ
⎡⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ∂∂ ⎢⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ == =
⎢⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ∂∂ ±
⎢⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ −∂ ∂ − ⎣⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
φ
mm
m
 (2.28) 
 
where the subscript B represents the analytical solution of the beam. 
 
2.3.2 WFE Estimates 
The WFE method starts from a conventional FEA of a single beam element. For the beam 
element of the length Δ, the mass and stiffness matrices, using a cubic polynomial shape 
function, are [46] 
 
 
22
3
2
22
2
12 6 12 6
46 2
,
.1 2 6
4
156 22 54 13
41 3 3
.
. 156 22 420
4
EI
sym
A
sym
ρ
Δ− Δ
Δ− ΔΔ
=
−Δ Δ
Δ
Δ −Δ
ΔΔ − Δ Δ
=
− Δ
Δ
⎡⎤
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎣⎦
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦
K
M
 (2.29) 
 
The dynamic stiffness matrix, 
2 ω =− DK M , becomes 
 
() () () ()
() () ()
() ()
()
44 4 4
444 2 2
3
44
4 2
156 22 54 13
12 6 12 6
420 420 420 420
41 33
462
420 420 420
156 22
.1 2 6
420 420
4
4
420
BB B B
BBB
BB
B
kk k k
kkk
EI
sym k k
k
−Δ Δ −Δ− −Δ Δ +Δ
Δ− Δ Δ − − Δ Δ+ Δ
=
Δ
−Δ Δ − +Δ
Δ− Δ
⎡⎛⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎢⎝⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎢
⎢ ⎛⎞ ⎛ ⎞ ⎛⎞
⎜⎟ ⎜ ⎟ ⎜⎟
⎝⎠ ⎝ ⎠ ⎝⎠
⎛⎞ ⎛⎞
⎜⎟ ⎜⎟
⎝⎠ ⎝⎠
⎛⎞
⎜⎟
⎝⎠ ⎣
D
⎤
⎥
⎥
⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥ ⎦
.  
(2.30) 
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The analytical dynamic stiffness matrix can be found in [76]. It involves various 
trigonometric and hyperbolic functions of  B k Δ. If the analytical dynamic stiffness matrix is 
expressed as a power series in  B k Δ, it is found that equation (2.30) is exact up to  () { }
4
B Ok Δ . 
    The transfer matrix for the section can be found from equation (2.30) as [67,70] 
 
 
() ()
() () () () ()
() () () ()
() () () () () ()
()
48
48 4 8
48
48
4 8 12 4 8 12
3 2
4
1
302400 720
302400 13320 26 302400 3240 2
50400 120
302400 13320 10
71
302400 2820 151200 570
24
151200 570
BB
BB B B
BB
BB
BB B B B B
B
kk
kk k k
kk
kk
EI k k k EI k k k
EI k k
=×
+Δ + Δ
+Δ + Δ Δ + Δ + Δ
Δ+ Δ
+Δ + Δ
Δ
Δ+ Δ+ Δ Δ+ Δ+ Δ
ΔΔ
−Δ −
⎛⎞ ⎛ ⎞
⎜⎟ ⎜ ⎟
⎝⎠ ⎝ ⎠
T
() () () () ()
() () () ()
() () () ()
() () () ()
()
81 2 4 8 1 2
2
44 32
44 2
48
48
4
11
50400 78
46 0
50400 180 151200 780
151200 780 302400 3240
50400 120
302400 13320 26
302400 3240
BB B B B
BB
BB
BB
BB
B
kE I k k k
kk
EI EI
kk
EI EI
kk
kk
k
Δ− Δ − Δ− Δ− Δ
ΔΔ
Δ+ Δ Δ − − Δ
Δ+ Δ Δ − − Δ
−Δ − Δ
+Δ + Δ
Δ
Δ− − Δ
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢ ⎛⎞ ⎛ ⎞ ⎢ ⎜⎟ ⎜ ⎟
⎝⎠ ⎝ ⎠ ⎢
⎢ ⎣
() () () ()
84 8
.
2 302400 13320 10 BB B kk k −Δ + Δ + Δ
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥ ⎦
(2.31) 
  
The characteristic equation can be derived from the transfer matrix (2.31) and the 
eigenvalues are given by   
 
   
()() () () () ()
()() () () () ()
23 4 5 6
1,2
23 4 5 6
3,4
11 2 3 1
1,
2 6 24 2880 960
111 2 3 1
1.
2 6 24 2880 960
BB B B B B
BB B B B B
jj
jk k k k k k
kk k k k k
λ
λ
=Δ − Δ ± Δ + Δ Δ −Δ ±
=Δ + Δ Δ +Δ Δ + Δ
mm L
mm m m L
 (2.32) 
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The eigenvalues  1,2 λ  of the transfer matrix are related to the propagating waves while  3,4 λ  
are related to the nearfield waves. These solutions are exact to  () { }
4
B Ok Δ  with relative 
errors being  () { }
5
B Ok Δ . The predicted wavenumbers,  ( ) ( ) log ii kj λ = −Δ, are therefore 
 
 
() () { }
() {}
45
1,2
4
3,4
1 2880 2880 ,
1 2880
BB B
BB
kk k j k
kj k k
=± Δ − × Δ
=− ± Δ +
mL
mL
 (2.33) 
such that the relative error in the wavenumbers are  () { }
4
B Ok Δ . The eigenvectors associated 
with  1,2 λ  are  
 
 
() () {}
() () {}
() () {}
46
46 3
46 2
1
1 2880 10800
1 960 13 302400
1 1440 18900
BB B
BB B
BB B
w
jk k k
jEIk k k
EIk k k m
θ
τ
⎡⎤ ⎡⎤
⎢⎥ ⎢⎥
⎢⎥ ⎢⎥ Δ± Δ ⎢⎥ ⎢⎥
⎢⎥ = ⎢⎥
⎢⎥ ±Δ Δ ± ⎢⎥
⎢⎥ ⎢⎥
⎢⎥ ⎢⎥ −Δ −Δ − ⎢⎥ ⎣⎦ ⎣⎦
mm m L
mm L
L
. (2.34) 
 
The relative errors in the elements of the eigenvectors (2.34) predicted by the WFE method 
are  () { }
4
B Ok Δ , compared to the analytical solution (2.28). Similar expression holds for  3,4 λ  
with the relative error in the elements of the eigenvectors being  () { }
4
B Ok Δ . 
 
2.3.3 Numerical Example 
In this subsection numerical examples of the beam are presented. The dynamic stiffness 
matrix and the transfer matrix were formed at each frequency and the WFE results obtained. 
MATLAB was used to give the results and the double precision calculation was chosen such 
that 16 digit numbers are effective. The numerically predicted wavenumbers for the positive-
going waves are shown in Figure 2.5. The abscissa shows the non-dimensional frequency 
()
2
B k Δ  which is proportional to frequency. Figure 2.5(a) shows the predicted propagating 
wavenumber and the analytical solution. Good agreement can be seen for small  B k Δ but  
Chapter 2: Free Wave Propagation 
 
 
27 
discrepancy becomes large above ()
2 2 10 B k π Δ >≈  and the predicted result completely 
breaks down around () ( )
22 40 2 B k π Δ> ≈ .  
    For the nearfield wavenumber in Figure 2.5(b) similar trends can be seen and the errors 
become large above ()
2 10 B k Δ> . The similar discussion for rod vibration can be found in  
[67,70]. 
 
 
2.4 Numerical Errors Occurring in the WFE Method 
In section 2.3 the predicted wavenumbers for the Euler-Bernoulli beam were shown. In this 
section, causes of numerical errors occurring in the WFE results, i.e. FE discretization error 
and error due to round-off of inertia terms, are first discussed. The relative errors in the 
wavenumber and the wave mode of the beam are then illustrated.  
 
2.4.1 FE Discretization Error  
When the phase change over the length of an element Δ   becomes large, the FE 
discretization error becomes large. Since the FE modelling is an approximation to represent a 
system, there are always numerical errors. In usual application of FEA, 6 or more FEs are 
generally needed for each wavelength to represent a system motion accurately, e.g. [46]. In 
the WFE method the criterion can be expressed as  2 6 1.05 k π Δ ≤≈ . Hence the phase 
change over an element is recommended to be 
 
  1 kΔ ≤  (2.35) 
 
where  ⋅   is the magnitude. In general, the wavenumbers may be purely real, purely 
imaginary or complex. For complex wavenumbers, either equation (2.35) or  
 
  ( ) ( ) Re 1, Im 1 kk Δ ≤Δ ≤  (2.36) 
 
could be recommended. The criterion should be satisfied in both the directions of wave 
propagation and across the cross-section of a waveguide for small FE discretisation errors.  
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    Even if large numerical errors are permitted, at least 3 FEs are needed to express one 
wavelength [46]. In the WFE method, this criterion can be expressed as 
 
  ( ) Re 2 3 k π Δ≤ . (2.37) 
 
When the phase change over a section exceeds 23 π   or so, the result can break down 
[10,67,70] and examples are shown in the next section for the beam case.  
    It should be mentioned that the FE discretisation errors depend on the shape function of an 
element, e.g. [46,47]. Even if the values of  kΔ  are same, errors in the WFE results using a 
cubic polynomial shape function is smaller than those using a linear shape function, for 
example. Equations (2.35) and (2.36) are thus an estimate or a guideline for ‘small’ 
numerical errors in predicted results. 
        Propagating waves carry power and it is important to predict propagating waves 
accurately. The length of the section Δ   should therefore be determined to satisfy the 
criterion, e.g. equation (2.35), at a maximum frequency of interest where a propagating 
wavenumber often takes the maximum value. In this and later chapters where accurate 
prediction are shown using the WFE method, the length of the section Δ is chosen to satisfy 
this criterion such that all propagating wavenumbers can predicted accurately enough. 
 
2.4.2 Error due to Round-off of Inertia Terms 
The upper bound to the length Δ of the element can be decided from the FE discretization 
error, e.g. equation (2.35), considering the maximum wavenumber of interest in the 
frequency range analysed.  
    On the other hand, the lower bound of Δ may be defined considering round-off of inertia 
terms. For finite precision of arithmetic operations, some effective digit numbers are lost in 
addition, subtraction and so on. In the WFE method, the round-off error can be significant 
specifically when 
2 ω =− DK M   is numerically calculated. For very small Δ , and in 
particular at low frequencies, some effective digits of the inertia terms will be rounded-off 
since  ij K  might be very large compared to 
2
ij M ω , e.g. equations (2.29). 
    The number of the effective digits lost in the subtraction which yields 
2
ij ij ij DK M ω =−  
can be estimated from  ( )
2
10 log ij ij ij KM αω =  for non-zero ω  and  ij M , where  ij α  is the  
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number of the effective digits lost. For double precision calculations an inertia term is 
completely rounded off if  16 ij α > . The diagonals of the element matrices could be 
particularly important considering, e.g., the lumped mass matrix formulation [46,77]. The 
criteria for the smallest permissible value of Δ could be therefore determined to satisfy 
 
  ( )
2
10 log ii ii ii KM ω α <  (2.38) 
 
and 16 ii α <  at the minimum frequency of interest using the double precision calculations for 
accurate results. For frequency independent  ij K  and  ij M ,  
2
ij ij KM ω  is proportional to 
2 ω
− .  
 
2.4.3 Relative Errors in the Predicted Results of the Euler-Bernoulli Beam  
The relative error in the predicted propagating wavenumber (i.e. Figure 2.5),  () BB kk k − , is 
shown in Figure 2.6. The relative error is minimum at around  0.04 B k Δ= . Above 
0.04 B k Δ=   the relative error increases due to the FE discretisation error at a rate 
proportional to ()
4
B k Δ , see equation (2.33). Below  0.04 B k Δ = , the relative error increases 
as  B k Δ decreases due to the round-off of the inertia terms. For the element matrices of the 
beam, i.e. equation (2.29), the asymptote of the relative error for small  B k Δ is proportional 
to 
2 ω
−  and hence to ()
4
B k
− Δ . For the beam case,  { } ()
4 2 max 420 ii ii B KM k ω = Δ  for  2,4 i =  
and the inertia terms are completely rounded-off if 
4 41 0 B k
− Δ< ⋅  or so.  
        The relative error in the wave mode shows similar trends. The relative error in the 
rotational DOF per unit displacement,  B θ  in equation (2.28), is shown for the positive-going 
propagating wave in Figure 2.7. The relative error in  B θ   is also minimum at about 
0.04 B k Δ=  and changes above and below  0.04 B k Δ =  in proportional to ()
4
B k
± Δ , which is 
the same as the relative error in the wavenumber, as described in equation (2.34). A similar 
discussion holds for a rod vibration but the asymptote of the relative error is ()
2 k
± Δ  [70].  
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2.5 FE Modelling using Concatenating Elements 
In section 2.4, two causes of numerical errors were described. There is a trade-off between 
the FE discretisation errors and the errors due to round-off of inertia terms such that the 
frequency range analysed is limited. To reduce the low frequency limit imposed by the 
element length Δ, a method in which a number of elements are concatenated is proposed in 
this section.  
 
2.5.1 Condensations of the Dynamic Stiffness Matrix 
In this subsection, a method of concatenating identical elements is described to reduce the 
round-off errors of inertia terms. Numerical errors due to the round-off of inertia terms occur 
when  ij ij M K
2 ω >> , i.e. the stiffness of the section is much greater than the inertia. This can 
be improved using a section with larger length Δ but FE discretisation errors become larger. 
An alternative way is a method using concatenating elements as shown in Figure 2.8. This 
method does not need re-modelling of a section since the global stiffness and mass matrices 
can be formed from those of an original section, e.g. [46]. 
    The internal DOFs may be dynamically condensed using e.g. equation (2.10). However 
calculation cost increases because 
1
I II I
− D %   must be evaluated at each frequency. Alternative 
condensation methods are described here. 
 
2.5.2 Approximate Expressions 
In this subsection, approximate expressions for the condensation are found in order to reduce 
the calculation cost. The inverse of the dynamic stiffness matrix associated with internal 
DOFs can be expressed as 
 
  () ( )
11 12 2 1 1
II II II II II II ωω
−− −− − =− = − DK M IK M K %% % % %% . (2.39) 
 
For small 
1
II II
− KM %%, equation (2.39) may be approximated as 
 
  ( )
11 2 1 1
II II II II II O ω
−− − − =+ DK K M K %% % % %  (2.40) 
  
Chapter 2: Free Wave Propagation 
 
 
31 
which is same as static condensation [75]. For the static condensation of  II D % , the condensed 
dynamic matrix is evaluated as 
 
 
()
11
21 1 .
EE EI II IE EE EI II IE
EE EI II IE EI II IE ω
−−
−−
=− ≈−
−− −
DD D D D K K K K
MK K MM K K
%% % %%% % %
% %%% %%%  (2.41) 
 
To calculate equation (2.41) 
1
II
− K %  and the matrix products need to be evaluated only once so 
that the calculation cost is small. In addition, the large terms associated with the stiffness and 
the small terms associated with the inertia are appropriately grouped such that round-off 
errors in the arithmetic operations are reduced.  
    For the condensed element, the equivalent stiffness and mass matrices can be similarly 
calculated from equation (2.8), i.e. 
T
EE = RD R q f %% % , by expanding 
2 ω =− DK M %% % . This may be 
important to derive the potential and kinetic energy densities and the group velocity 
described later in this chapter. For small ω , the associated condensed stiffness and mass 
matrices are, from equation, 
 
 
T1
T1 1
,
.
EE EI II IE
EE EI II IE EI II IE
−
−−
=≈ −
=≈ − −
KR K RK K K K
MR M RM K K M M K K
%% % % % % %
%% % % % % % % %%
 (2.42) 
 
Equations (2.40)-(2.42) describe the static condensation. However static condensation is 
accurate only at very low frequencies [70] since the inertia associated with  II D %  is excluded.  
    Alternatively, the second order approximation of the condensation of  II D %  is here proposed. 
Equation (2.39) can be expanded to the second order as 
 
  () ( )
12 1 1 4 1 1 1
II II II II II II II II II O ωω
− − − −−− =+ + D I KM K KMKMK % %% % %%%%%  (2.43) 
 
and D can be evaluated after some calculations as  
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  ()
()
1
21 1 1 1
4 1 11 11 .
EE EI II IE
EE EI II IE EI II IE EI II II II IE
EI II IE EI II II II IE EI II II II IE
ω
ω
−
−− − −
−− − − −
≈−
−− − +
−− −
DK K K K
M KKM MKK KKMKK
MKM KKMKM MKMKK
%% % %
% %%% %%% %%%%%
%%% %%%%% %%%%%
 (2.44) 
 
        By using the second order approximation (2.43), the condensed stiffness and mass 
matrices can be calculated from equation (2.8) in the same manner as equations (2.42). After 
some calculations the resulting condensed element matrices are such that    
 
 
()
1
41 1 1 1 1
11 1 1
21 1 1
,
2
EE EI II IE
EI II IE EI II II II IE EI II II II IE
EE EI II IE EI II IE EI II II II IE
EI II IE EI II II II IE EI
ω
ω
−
−− − − −
−− − −
−− −
≈−
+− −
≈− − +
+− −
KK K K K
MKM KKMKM MKMKK
M M KKM MKK KKMKK
MKM KKMKM MK
%% % %
%%% %%%%% %%%%%
% %%% %%% %%%%%
%%% %%%%% %% ()
11 . II II II IE
−− MKK %%%
 (2.45) 
 
Using the second order approximation, numerical results are much more accurate than the 
static condensation for wide range of frequency [70].  
 
2.5.3 FE Discretisation Error Associated with Concatenated Elements 
For a series of N concatenated elements of length Δ, the eigenvalues associated with N 
concatenated elements become 
( ) jk N e λ
− Δ = .  
    For a single element, the FE discretisation criterion may be expressed as  1 kΔ≤  as in 
equation (2.35). For N concatenated elements, the criterion therefore becomes 
 
  kN N Δ ≤ . (2.46) 
 
2.5.4 Illustrative Example of the Beam 
In this subsection, an illustrative example for a method using concatenating elements is 
shown for the beam. The global stiffness and mass matrices using two concatenated elements 
can be formed from the element matrices (2.29) and are 
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22
22 3
2
22
22
2
12 6 12 6 0 0
46 2 0 0
24 0 12 6
86 2
.1 2 6
4
156 22 54 13 0 0
41 3300
312 0 54 13
81 3 3 420
. 156 22
4
,
.
EI
sym
A
sym
ρ
Δ− Δ
Δ− ΔΔ
−Δ
=
Δ− ΔΔ Δ
−Δ
Δ
Δ− Δ
ΔΔ − Δ
− Δ Δ
=
ΔΔ − Δ
− Δ
Δ
⎡⎤
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎣⎦
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦
K
M
%
%
 (2.47) 
 
        The condensed stiffness and mass matrices are better-conditioned in terms of 
{ }
2 max ii ii KM ω . The stiffness and mass matrices of equations (2.47) are, after static 
condensation (2.42), 
 
     
22
3
2
22
2
1.5 1.5 1.5 1.5
21 . 5
.1 . 5 1 . 5
2
229.5 47.5 34.5 14.5
12 14.5 5
. 229.5 47.5 420
12
,
.
EI
sym
A
sym
ρ
Δ− Δ
Δ− ΔΔ
=
−Δ Δ
Δ
Δ −Δ
ΔΔ − Δ Δ
=
− Δ
Δ
⎡⎤
⎢⎥
⎢⎥
⎢⎥
⎢⎥
⎣⎦
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦
K
M
 (2.48) 
 
For the original single element,  { } ()
4 2 max 420 ii ii B KM k ω = Δ  while the value for equation 
(2.48) is  { } ()
4 2 max 70 ii ii B KM k ω =Δ  such that the conditioning is improved.  
    The relative error in the bending wavenumber, B k , using two concatenated elements is 
compared with that using one element in Figure 2.9. The result was obtained using the 
dynamic condensation. The relative error below  0.04 B k Δ =  is marginally improved. The 
relative error for  0.04 B k Δ>   is more-or-less identical except for 2 B k π Δ≈  where  the 
eigenvalue problem using the transfer matrix, e.g. equation (2.31), is ill-conditioned.   
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    The improvements are greater, if more than 2 elements are concatenated as long as 
1
II
− D  is 
accurately evaluated. The improvements are also greater for structures for which there are 
more DOFs per node. For general waveguides a number of elements are used to model a 
section of the waveguides. The round-off errors can therefore occur for each element and 
such errors could be accumulated and magnified through matrix operations such as matrix 
inverse. A numerical example of a plate strip is shown later. 
 
 
2.6 Conditioning of the Eigenvalue Problem 
The eigenvalue problem using the transfer matrix (2.14) may be used to predict free wave 
propagation in simple waveguides. However, results may be inaccurate for general 
waveguides because of the ill-conditioning of the eigenvalue problem. In this section, 
numerical errors occurring in the ill-conditioned eigenvalue problem are discussed. Methods 
for improving the conditioning of the eigenvalue problem are then described. In particular, 
Zhong’s method [66] is introduced as the conditioned eigenvalue problem, which will be 
used throughout this thesis for general waveguides. 
 
2.6.1 Numerical Issues in Accuracy of the Eigenvalue Problem  
Apart from the FE discretization error and error due to the round-off of inertia terms 
described in section 2.4, numerical errors occur when the eigenvalue problem is numerically 
formed and solved. When the eigenvalue problem (2.14) is formed, numerical errors arise 
mainly because of the inversion of  LR D . Numerical errors also occur when the ill-
conditioned eigenvalue problem is to be solved.  
        A matrix inverse is needed to formulate the eigenvalue problem, i.e. 
1
LR
− D  in  equation 
(2.14) and 
1
II
− D %  in equation (2.10). When a general matrix A  is numerically inverted, the 
maximum resulting errors in the matrix inverse 
1 − A  are the order of  () εκ ⋅ A  where ε  is the 
machine precision,  
 
  ( ) max min κ σσ = A  (2.49) 
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is the condition number and  max σ  and  min σ  are the largest and smallest singular values [78]. 
The condition number is likely to increase as the size of the matrix increases and/or there are 
off-diagonal elements with comparatively large magnitudes, e.g.[78,79]. For a matrix for 
which κ  is large, use of the matrix pseudo inverse (e.g. [78]) can be evaluated to reduce 
numerical errors. 
    Even if the eigenvalue problem is accurately formulated, numerical errors can still occur 
when the eigenvalue problem is to be solved. Since the matrix of the eigenvalue problem in 
the WFE method is square, non-symmetric and the elements could be complex, Schur 
factorisation is in general used [78]. This is the case in commonly-used software packages 
such as MATLAB
TM and Mathematica
TM.  
    When the eigenvalue problem  λ = Aφφ  is solved using Schur factorisation, the matrix A 
is factorised into the form 
H = + QA Q S N  where  Q  is  unitary,  S  is  diagonal  and  N  is 
strictly upper-triangular [78,79]. The resulting errors for the eigenvalue problem are 
estimated from  N  or  () κ Q  [79] where  ⋅  is the 2-norm. 
    Large  N  indicates that the matrix of the eigenvalue problem is far from normal since 
0 = N  for the normal matrix A. The columns of the unitary matrix Q are called the Schur 
vectors which have certain relationships with the eigenvectors [79]. Large  () κ Q  then means 
that the matrix composed of the Schur vectors is almost singular. This may imply that when 
each (right) eigenvector is far from orthogonal to each other, numerical errors can be large. 
    The eigenvalue problem using the transfer matrix (2.14) is in general far from normal and 
each (right) eigenvector is also far from orthogonal to each other. The reason is mainly 
because the eigenvectors contain both displacement and force components which often have 
very different magnitudes.  
     The above discussion provides some mathematical considerations. However it is less easy 
to evaluate the values of  N  and  ( ) κ Q . In practice, the condition number of the matrix of 
the eigenvalue problem may be used instead to assess the conditioning. 
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2.6.2 Polynomial Eigenvalue Problem  
In this and following subsections, the eigenvalue problem using the transfer matrix (2.14) is 
reformulated. The first row of equation (2.14) gives the relationship between the 
displacement and the force elements of the eigenvectors such that 
 
  ( ) LL LR λ =+ fD Dq . (2.50) 
 
Substituting equation (2.50) into the second row of equation (2.14) gives, after some 
manipulation [67], 
 
  ( )
2
LR LL RR RL λλ ⎡⎤ + ++ = ⎣⎦ DD D D q 0 . (2.51) 
 
Equation (2.51) can be written as 
 
  () ( )
22 2
LR LL RR RL LR LL RR RL λλ ω λλ ⎡⎤ ⎡ ⎤ ++ += ++ + ⎣⎦ ⎣ ⎦ KK K K q MM M M q . (2.52) 
 
The eigenvalue problem (2.52) can be solved for a given value of 
jk e λ
−Δ =  such that the 
associated real values of ω  are determined. For wavenumbers k  which are purely real or 
purely imaginary, the solutions can be easily found. To calculate equations (2.52) there is no 
round-off of inertia terms described previously. However, the wavenumbers could be 
complex to give real values of ω  for damped or undamped waveguides. For such cases, it is 
generally very difficult to find the complex wavenumbers which give real-valued solutions 
for ω  from equation  (2.52). In general, then, it is preferable to specify a real value of ω  and 
calculate the (complex) solutions λ  to the eigenvalue problem of equation (2.51). 
        A polynomial eigenvalue problem (2.51) therefore needs to be solved to find all the 
wavenumbers for a given real ω . The eigenvalue problem of equation (2.51) can be 
converted into the standard linear eigenvalue problem [80] such that 
 
 
()
11
LR RL LR LL RR
λ
λ λ
−−
⎡⎤ ⎡ ⎤⎡ ⎤
= ⎢⎥ ⎢ ⎥⎢ ⎥ −− + ⎣ ⎦⎣ ⎦ ⎣⎦
0I qq
DD D D D qq
. (2.53) 
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Equation (2.53) is better-conditioned than equation (2.14) as the eigenvectors are associated 
with only the displacement components such that  ( ) κ Q  discussed in subsection 2.6.1 can be 
particularly smaller. The associated force eigenvector can be determined from the 
displacement eigenvector from equation (2.50). 
 
2.6.3 Zhong’s Method 
Several previous works [8,60,62,67,68] used Zhong’s method [66] to formulate the 
eigenvalue problem. Also in this thesis the method is applied to solve free wave propagation 
for general waveguides. In this subsection, the method is first briefly described. An 
application of singular value decomposition (SVD) is proposed to determine the 
eigenvectors more accurately.  
    The details of Zhong’s method can be found in [66,81,82]. The method starts from a 
reformulation of equation (2.12) into the relationships for the displacement vectors alone: 
 
 
,
.
LL
LL L L R R
RL
RR L R R R
⎡⎤⎡ ⎤ ⎡⎤
= ⎢⎥⎢ ⎥ ⎢⎥
⎣⎦⎣ ⎦ ⎣⎦
⎡ ⎤⎡ ⎤ ⎡⎤
= ⎢ ⎥⎢ ⎥ ⎢⎥ −− − ⎣ ⎦⎣ ⎦ ⎣⎦
qI 0 q
fD D q
q0 I q
fD D q
 (2.54) 
 
After some matrix operations using the periodicity condition and the symplectic relationship 
[66], the general eigenvalue problem  
  12 μ
λ λ
⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥
⎣ ⎦⎣ ⎦
qq
ZZ
qq
 (2.55) 
is formed with 
 
() ()
() ()
1
2
,
LR
RL
LR RL LL RR
LL RR LR RL
⎡⎤
= ⎢⎥ − ⎣⎦
−− + ⎡ ⎤
= ⎢ ⎥ +− ⎣ ⎦
0D
Z
D0
DD DD
Z
DD DD
 (2.56) 
and 
 
1
μλ
λ
= + . (2.57) 
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More details of the formulation are given in Appendix 1.2. Equation (2.55) may be 
expressed in the form of the standard eigenvalue problem as 
 
 ' μ
λ λ
⎡ ⎤⎡ ⎤
= ⎢ ⎥⎢ ⎥
⎣ ⎦⎣ ⎦
qq
Z
qq
 (2.58) 
 
where 
1
12
− = ZZ Z  or 
1
21
− = ZZ Z  and the matrix with the smaller condition number is inverted 
and   ' μ μ =  or 1 μ  respectively.  
    The eigenvalue problem (2.58) is better-conditioned than the other eigenvalue problems. 
The eigenvectors are related to only the displacement components (smaller  () κ Q  discussed 
in subsection 2.6.1) and the matrix Z is relatively close to normal (smaller  N  discussed in 
subsection 2.6.1). In addition, since  1 μ λλ = + , the eigenvalues are such that the range of 
the magnitude of the eigenvalues becomes roughly 
k e
Δ  if rapidly decaying nearfield waves 
exist while that for the original eigenvalue problems is 
2k e
Δ . Furthermore, the smallest 
eigenvalues of μ   are those of most interest. For these reasons, Zhong’s method is 
numerically better-conditioned and is used throughout this thesis. 
    Equation (2.55) has repeated eigenvalues of μ  since both  i λ  and 1 i λ  are solutions of 
equation of equation (2.14). The original eigenvalues  ,1 ii λ λ  can be determined from the 
eigenvalue  1 ii i μ λλ =+   by solving a quadratic equation or by noting that 
() 2cos
ii jk jk
ii ee k μ
−Δ Δ =+ = Δ . In practice one might be interested in those wave modes for 
which the magnitudes of the wavenumbers are smallest.  
     Corresponding to the repeated eigenvalues μ , there are two independent eigenvectors  1 φ  
and  2 φ . These are given by 
 
 
1,2
1,2
1,2 λ
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
q
φ
q
 (2.59) 
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where 
TT
1,2 1,2 λ ⎡⎤ ⎣⎦ qq   are the eigenvectors associated with the repeated eigenvalues. The 
eigenvectors associated with the original eigenvalues  i λ  and 1 i λ  can be found from a linear 
combination of  1 φ  and  2 φ  [8,66,67], i.e., 
 
  11 22 αα
λ
⎡⎤
=+ ⎢⎥
⎣⎦
q
φφ
q
. (2.60) 
 
Substituting equations (2.59) and (2.60) into the equation (A1.9) in Appendix 1.2, i.e. 
 
 
RL LL RR LR
RL RL
λ
λλ
−− − ⎡⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ −− ⎣ ⎦⎣ ⎦ ⎣⎦ ⎣ ⎦
DD D 0 D qq
0D D 0 qq
, (A1.9) 
gives 
 
12
12
12
RL LL RR LR
RL RL
λ
αα
λλ λ
⎧⎫ −− − − ⎡⎤ ⎡ ⎤ ⎡ ⎤ ⎪⎪ + = ⎨⎬ ⎢⎥ ⎢ ⎥ ⎢ ⎥ − ⎪⎪ ⎣⎦ ⎣ ⎦ ⎣ ⎦ ⎩⎭
DD DD q q
0
DD q q
. (2.61) 
 
Premultiplying by 
HH
11 λ ⎡ ⎤ ⎣ ⎦ qq  leads to a relationship between  1 α  and  2 α  such that [67] 
 
 
1 HH
11
1 2
2 HH 1
11
2
RL LL RR LR
RL RL
RL LL RR LR
RL RL
λ
λ
λλ α
λ α
λ
λλ
−− − − ⎡ ⎤⎡ ⎤
⎡⎤ ⎢ ⎥⎢ ⎥ ⎣⎦ − ⎣ ⎦⎣ ⎦ =−
−− − − ⎡ ⎤⎡ ⎤
⎡⎤ ⎢ ⎥⎢ ⎥ ⎣⎦ − ⎣ ⎦⎣ ⎦
DD DD q
qq
DDq
DD DD q
qq
DDq
. (2.62) 
 
    Although equation (2.62) is algebraically exact, there may be difficulties when calculating 
it numerically as the denominator can be close to zero and round-off errors can accumulate 
for a large size matrix. An application of SVD is therefore proposed to avoid numerical 
difficulties. Equation (2.61) can be alternatively written as 
 
 
12 1
12 2
RL LL RR LR
RL RL
λα
λλ λ α
−− − − ⎡⎤ ⎡ ⎤ ⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢ ⎥ − ⎣⎦ ⎣ ⎦ ⎣ ⎦
DD DD q q
0
DDq q
. (2.63) 
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After the multiplication of the first two matrices, equation (2.63) has the form 
[ ]
T
12 αα = A0  with  A being an  2 n×   rectangular matrix, where n is the length of the 
eigenvector. The problem is equivalent to that of solving an overdetermined set of 
simultaneous equations if  3 n ≥ . Performing SVD on A gives 
 
 
H = AU S V . (2.64) 
 
Equation (2.64) can be then written as  
 
 
T
1 11 12
21 22
00 0
00 0
vv
vv ε
σ
σ
⎡ ⎤ ⎡⎤
= ⎢ ⎥ ⎢⎥
⎣⎦ ⎣ ⎦
AU
L
L
 (2.65) 
 
where 0 ε σ ≈ . The matrix S contains two singular values on its leading diagonal and one of 
these is almost zero. Taking the second column of equation (2.65) and using A as the 
expression in equation (2.63) gives 
 
 
12 1 2
12 2 2
RL LL RR LR
RL RL
v
v
λ
λλ λ
−− − − ⎡⎤ ⎡ ⎤ ⎡ ⎤
≈ ⎢⎥ ⎢ ⎥ ⎢ ⎥ − ⎣⎦ ⎣ ⎦ ⎣ ⎦
DD DD q q
0
DDq q
 (2.66) 
 
such that [ ]
T
12 αα are given by  
 
 
22 2
12 1
v
v
α
α
= . (2.67) 
 
The orders of  21 22 , vv  in equation (2.67) are typically  ( ) 1 O  while  1 α  in equation (2.62) may 
be nearly zero. Such an application of SVD to solve an overdetermined linear equation can 
be found in [83]. After determining the displacement eigenvector, q, the associated force 
eigenvector, f , can be calculated from equation (2.50) to form the original eigenvector 
(2.19). 
    Another approach which is worth noting is Thompson’s method [58]. Formulations are 
described in Appendix 1.3. Although the method can form smaller size of a matrix for an  
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eigenvalue problem, results may suffer numerical problems when  0 k → . Zhong’s method 
was therefore used in this thesis. 
 
 
2.7 Numerical Example of a Plate Strip with Simply-supported 
Edges 
Free flexural wave propagation in a plate strip with simply-supported edges is studied to 
illustrate the WFE method. To improve conditioning Zhong’s method described in 
subsection 2.6.3 is used. The effects of the number of elements across the strip and the 
aspect ratio of the elements on the conditioning are illustrated. Numerical errors occurring in 
the free wave propagation characteristics are shown and reduction of numerical errors using 
concatenating element is illustrated. No damping is assumed. 
 
2.7.1 Analytical Solution 
A plate strip of width  y L , shown in Figure 2.10(a), is considered. The plate is thin and 
isotropic with simply-supported boundary conditions, e.g. [1], along the y-wise plate edges. 
For such plate strip, the analytical wavenumber is given by [1] 
 
 
222
xy
h
kkk
D
ρ
ω =+= ±  (2.68) 
 
where  ( )
32 12 1 DE h ν =−  is the bending rigidity, h is the thickness of the plate strip and ν  
is Poisson’s ratio. For the simply supported boundary condition along the plate edges 
0, y yL = , the wave modes have displacements proportional to  () sin y iy L π  where i is an 
integer. The wavenumbers in the x-direction are then given by 
 
  ()
2
2 1, 2, xi
y
hi
ki
DL
ρπ
ω
⎛⎞
=± − = ⎜⎟ ⎜⎟
⎝⎠
L . (2.69) 
 
Substituting 0 xi k =  into equation (2.69) gives the cut-off frequency for the ith wave mode as  
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2
, ci
y
Di
hL
π
ω
ρ
⎛⎞
= ⎜⎟ ⎜⎟
⎝⎠
. (2.70) 
 
2.7.2 WFE Results 
The plate is assumed to be steel with  0.18 y L = , 
11 2.0 10 E = ⋅ , 7800 ρ = ,  0.30 ν =  and 
3 1.8 10 h
− =⋅ , all in SI units. The element matrices are formed using ANSYS 7.1. A four node 
plane strain shell element (SHELL63) was chosen. The SHELL63 element has 6 DOFs at 
each node. Consider a plate strip model comprising 4 elements as shown in Figure 2.10(b) 
with 18 x mm Δ= ,  45 y mm Δ= . After removing the in-plane DOFs and DOFs on the 
boundaries which are zero because of the conditions, there are 22 resulting DOFs for the 
model. Since the y-wise wavenumber is  yy ki L π =  for  the  ith wave mode, only the 
wavenumber for the i=1 wave mode could be expected to be accurately evaluated since 
() 41 yy k π Δ= < . 
    The dispersion curves for the i=1 mode are shown in Figure 2.11. There are two waves 
associated with the i =1 mode; one is for a wave which propagates above its cut-off 
frequency and another is for a nearfield wave. Figure 2.11(a) shows the dispersion curves 
calculated from the eigenvalue problem using the transfer matrix (2.14) and Figure 2.11(b) 
shows those from the conditioned eigenvalue problem (2.55). The abscissa represents the 
non-dimensional frequency 
 
 
2
2
y L h
D
ρ
ω
π
Ω = . (2.71) 
 
The cut-off frequency for the ith mode occurs at 
2 i Ω = . The ordinate shows the non-
dimensional wavenumber,  xy kL π , which becomes  ji −  for the ith wave mode at  0 Ω= . 
    It  can  be  seen  that  the  results  using  the transfer matrix (Figure 2.11(a)) show poor 
agreement around the cut-off frequency. This is a typical example of deterioration due to the 
ill-conditioning of the eigenvalue problem. For the plate strip, the condition number of the 
eigenvalue problem using the transfer matrix is  ( ) ( )
13 10 O κ = T   while that of Zhong’s 
method is  () ()
5 10 O κ = Z . For a larger matrix (with more DOFs), results using the transfer  
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matrix can completely break down. On the other hand the result using Zhong’s method 
shows reasonable agreement.  
    The dispersion curves using 18 elements ( ) 10 xymm Δ= Δ=  are shown in Figure 2.12. 
Hereafter only the results using Zhong’s method are shown. In the frequency range analysed, 
6 wave modes cut-on. Reasonable agreement can be seen between the analytical solutions 
and the WFE results on the whole. Discrepancies become larger for higher wave modes and 
for large wavenumbers due to the FE discretization errors. Complex conjugate wavenumbers 
of the form kj α β =± −   can be seen for the n=4 ( ) 0.75 Ω≤  and  the  n=5 wave modes 
() 2 Ω≤   mainly because of the FE discretisation errors. The errors can be reduced by 
increasing the number of elements across the plate as long as the conditioning is not a 
problem.  
 
2.7.3 Wave Assurance Criterion Value 
    In subsection 2.7.2 the dispersion curves are shown. For general waveguides in which 
there are many wave modes, many eigenvalues and associated eigenvectors are calculated at 
each discretised frequency step. To draw dispersion curves from predicted results at each 
discrete frequency step, an additional procedure should be employed in order to check the 
correlation of the resulting dispersion branches. In this thesis, a wave assurance criterion 
(WAC) value is applied [59].  
    The idea is that if the wave characteristic is similar from one frequency to another, the 
eigenvectors, which represent the wave mode, should have a certain relationship such that 
one eigenvector is close to just a scalar multiple of the other. The value is defined as 
 
  () ( )
() ( )
1
11
2 H
1 HH ,
nn
nn n n
nn WAC
ωω
ωω ω ω
ωω
−
−−
− =
φφ
φφ φ φ
 (2.72) 
 
where  1 , nn ω ω −  is the frequency at nth and (n-1)th discrete frequency step, 
n ω φ  is the vector 
of the eigenvector associated with nth step. The WAC value can be calculated from two 
complex eigenvectors associated with two distinct eigenvalues. In practice only the nodal 
displacements vector, q, can be applied instead of φ which contains both the displacement 
and force components. If the WAC value is close to unity, two eigenvectors calculated at  
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two consecutive steps correspond to the same wave mode. This procedure helps to allow the 
propagation branch as to be consistently found as well as to identify the cut-off frequencies 
efficiently. 
 
2.7.4 Effect of Modelling of the Cross-section on the Conditioning 
Even for the conditioned eigenvalue problem, the conditioning is still of concern. In this 
subsection, the effects of the matrix size and the aspect ratio of elements on the conditioning 
are discussed. To formulate the conditioned eigenvalue problem (2.58), either  1 Z  or   2 Z  
must be inverted and large values of  ( ) 1 κ Z  and  ( ) 2 κ Z  can cause an inaccurate formulation. 
Also a large value of  () 1 κ Z  is in general correlated with large values of  () 2 κ Z  and  ( ) κ Z . 
Here,  () 1 κ Z , i.e.  () LR κ D  (see equation (2.56)), is investigated for various FE models of the 
plate strip.  
    Figure 2.13 shows the relationship between  ( ) LR κ D  and the size of the matrix  LR D  at a 
particular frequency,  7.48 Ω= , using various different elements. The aspect ratio of an 
element is defined as 
 
  x y γ = ΔΔ . (2.73) 
 
It can be seen that the condition number deteriorates as the size of the matrix increases. The 
relationship between the condition number and the size of the matrix, n, is approximately 
 
 
2 n κ ∝  (2.74) 
 
for the same γ . Figure 2.14 shows the relationship between κ  and γ  for a given matrix size. 
The relationship is approximately such that 
 
 
( )
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κκ γ γ
−
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∝ <
∝>
 (2.75) 
  
Chapter 2: Free Wave Propagation 
 
 
45 
A square element for which  1 γ =  gives the minimum value of κ  for a given matrix size. If 
the aspect ratio significantly differs from 1, the conditioning deteriorates. This is because the 
magnitudes of elements in  LR D  can be very different if  1 >> γ  or  1 << γ , e.g. [46].  
    Although these results are just for one example of the plate strip, a similar discussion 
holds for general problems. For a poorly conditioned eigenvalue problem, re-meshing of the 
FE model is needed. Decreasing the matrix size and using elements with  1 γ ≈  to  form 
similar magnitude of elements in  LR D  are recommended to improve conditioning.  
 
2.7.5 Relative Errors in the Eigenvalues and Eigenvectors 
The relative errors in the eigenvalues and eigenvectors are discussed using various FE 
models. The relative errors in the propagating wavenumber associated with the i=1 wave 
mode are shown in Figure 2.15. The subscript WFE shows the predicted result using the 
WFE method. The results are shown for three FE models, which are the 18 element 
() 10 xy mm Δ= Δ= , 36 element () 5 xy mm Δ= Δ=  and 90 element ( ) 2 xymm Δ= Δ=  plate strip 
models. For the 90 element model,  1 xx k Δ ≈  around  900 Ω = . The peaks at the cut-off 
frequency  () 1 Ω=   occur because the denominator approaches 0 () 1 0 x k → . The FE 
discretisation errors become smaller for the FE models with smaller values of  x Δ  and  y Δ . 
However, the errors due to the round-off of inertia terms increase at low frequencies for very 
small Δ (i.e. the 90 element model). The relative errors in the eigenvector, the rotational 
displacement along the y-direction per unit displacement ( ) y w θ , associated with the i=1 
wave mode are shown in Figure 2.16. A trend similar to that for the eigenvalue can be seen.  
        The shear force is next evaluated using the SVD approach (2.67). The analytical 
expression for the shear force is [1] 
 
  ( ) ( )
22 2 xzx x y wj D k k k τν =+ −  (2.76) 
 
where  xz τ  is the shear force in the x-z plane. The relative errors in the calculated shear force 
per unit translational displacement ( ) xz w τ  are shown in Figure 2.17. The relative errors 
associated with the 18 and 36 element models are similar to those for the wavenumbers and  
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eigenvectors. However, the error associated with the 90 element model is large because (1) 
x x k Δ  is small such that  1 λ ≈  in equation (2.50) which causes round-off errors in arithmetic 
calculations and (2) the matrix size is large such that round-off errors may accumulate. The 
relative error in the force components of the eigenvector is generally larger than that in the 
eigenvalue for a large matrix size. 
        The SVD approach for numerically determining the eigenvector was proposed in 
subsection 2.6.3. Figure 2.18 shows the relative errors in  xz w τ  using the original approach 
(2.62) and the SVD approach (2.67) for the 36 element model. It can be seen that the relative 
error associated with the SVD approach is generally smaller especially at low frequencies 
where round-off errors through the matrix operations in the original approach (2.62) are 
likely to occur. 
 
2.7.6 Reducing Numerical Errors using Concatenating Elements 
In Figure 2.17 the relative error associated with the 90 element model is large compared to 
other models at low frequencies. To reduce the error the conditioning using concatenating 
elements as described in section 2.5 can be used. Two strips of the FE model with 90 
element () 2 xymm Δ= Δ=  were concatenated in the direction of wave propagation to form a 
new FE model. Figure 2.19 shows the relative errors in  xz w τ  using the 90 element model 
and the concatenated model. The result using 90 rectangular elements () 4, 2 xy mm mm Δ= Δ=  
is also shown. It can be seen that the model using the concatenating elements greatly 
improves the numerical error especially at low frequencies. The condition number of 
() II κ D %  may be of concern for the condensation and in this specific case  () ( )
13 10 II O κ ≈ D % . 
Even for such large value of  () II κ D % , it was observed that the relative error in  xz w τ  can be 
smaller. The relative error using the rectangular element model is large at both low and high 
frequencies compared to that using concatenating elements. 
    The approximate expression of the condensation was formulated in section 2.5.2. For the 
90 element model, the maximum value of 
2
ii ii KM ω  as a function of Ω is shown in Figure 
2.20. The maximum value of 
2
ii ii KM ω  is about 
8 10  at  2 Ω =  such that the second order 
approximation (2.44) can be expected to be accurate enough for  2 Ω<   for the double 
precision calculation. Figure 2.21 compares the relative errors in  xz w τ  using the dynamic  
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condensation and the second order approximation. The result using the second order 
approximation is even better for small Ω . At high frequencies  2 Ω> , where 
()
2 max ii ii KM ω   become small, the relative error increases due to the second order 
approximation error.  
 
 
2.8 Numerical Estimation of Group Velocity 
The group velocity is an important wave property, for example when an application of SEA, 
e.g. [50], or the active control of a waveguide, e.g. [84], is of concern. In this section 
methods for numerically predicting the group velocity are illustrated. The accuracy of each 
method is evaluated for the plate strip with simply-supported edges. 
 
2.8.1 Formulations 
The group velocity is the velocity at which the energy propagates. The group velocity is 
defined by, e.g. [2,85], 
 
  g c
k
ω ∂
=
∂
. (2.77) 
 
Three methods for numerically calculating the group velocity are described. Each method is 
shown and the accuracy is evaluated in the next subsection.  
 
(1) Power and energy relationship 
The group velocity can be calculated from the power and energy relationship [2] as 
 
  ,
,
i
gi
tot i
P
c
E
=  (2.78) 
 
where Pi is the time-averaged power transmission thorough the cross-section of a waveguide 
for the ith wave mode and Etot is the total energy density per unit length. These values are 
given by [2,8] 
  
Chapter 2: Free Wave Propagation 
 
 
48 
  {} {}
HH 1
Re Im
22
ii i i i P
ω
== − fq fq &  (2.79) 
and 
  [] {} [] {}
[] {}
,,,
2
HH HH
,
HH
,
,
1
Re Re ,
44
1
Re
4
tot i k i p i
k i ii i i ii i i
pi i i i i
EE E
E
E
ω
λλ λλ
λλ
=+
⎡⎤ ⎡⎤ == − ⎣⎦ ⎣⎦ ΔΔ
⎡⎤ = ⎣⎦ Δ
qq M q q qq M q q
qq K q q
&& & &  (2.80) 
 
where Ek,i and Ep,i represent the kinetic and potential energy densities for the ith wave mode. 
The dissipated power follows from the imaginary part of K and/or the damping matrix C. 
 
(2) Finite difference method 
This method estimates the group velocity from a finite difference approximation such as 
 
 
() {} () {}
, Re 2 Re 2
gi
ii
c
kk
ω
ωω ωω
Δ
=
+Δ − −Δ
 (2.81) 
 
where  ω Δ  is a sufficiently small increment of frequency. Equation (2.81) is formulated by 
the central finite difference (the second order approximation). Other definitions are possible, 
e.g. the first order forward or backward finite difference approximation [86].  
 
(3) Differentiation of the eigenvalue problem 
The group velocity may be determined directly by differentiating the eigenproblem [48]. The 
group velocity can be expressed as 
 
 
2 1
2
g c
kk
ω ω
ω
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==
∂ ∂
 (2.82) 
 
and 
2 k ω ∂∂  is found from the differentiation of the eigenvalue problem (2.14) such that 
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Expanding equation (2.83), using equations (2.18), (2.82) and premultiplying by the left 
eigenvector ψ  leads to 
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2 0
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jk
λ
ωω ω
⎛⎞ ∂Δ ∂ ⎜⎟ + =
⎜⎟ ∂ ∂ ⎝⎠
ψ TI φ . (2.84) 
 
Recalling equation (2.17), noting the differentiation of the matrix inverse [87] such that 
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()
2 ω ∂∂ T  in equation (2.84) can be evaluated as 
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From the above equations the group velocity is given by  
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2.8.2 Numerical Example of the Plate Strip 
The three formulations illustrated in the previous subsection are evaluated by estimating the 
group velocity of the plate strip considered in section 2.7. For the plate strip the 
wavenumbers are given by equation (2.69) and the group velocity for the ith wave mode is 
therefore analytically given as 
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The group velocities are numerically determined using the three methods. The relative error 
in the group velocity associated with the i=1 wave mode is evaluated for the 18 element 
model and the results shown in Figure 2.22. A frequency increment of 
3 7.5 10
− ΔΩ = ⋅  
[ ] () 2 rad s ωπ Δ=  is chosen for the finite difference method.  
    On  the  whole,  the  power  and  energy  relationship shows reasonable accuracy for the 
frequency range shown. The finite difference method also shows good accuracy but the error 
becomes large where the wavenumber rapidly changes. The accuracy of the finite difference 
method depends on the value of ΔΩ and small ΔΩ generally gives more accurate results. 
However, too small ΔΩ can cause significant round-off errors in calculating equation (2.81) 
as an example can be seen in [70].  
        The result from differentiation of the eigenvalue problem has poor accuracy. This is 
because 
1
LR
− D  in equation (2.86) can be poorly conditioned and numerical errors are likely to 
accumulate through the many matrix operations. The differentiation of the eigenvalue 
problem could therefore be inappropriate for general problems where the matrix can be ill-
conditioned. 
    As a result, either use of the power and energy relationship or the finite difference method 
could be recommended. When both the eigenvalues and eigenvectors are accurately 
calculated, the power and energy relationship seems an appropriate approach. The approach 
is also typically reliable for damped waveguides, e.g. [88].  
 
 
2.9 Conclusions 
The WFE method starts from the dynamic stiffness matrix of a short section of a waveguide 
which can be formed using conventional FEA and commercial FE packages. The eigenvalue 
problem using the transfer matrix can be formed from the elements of the dynamic stiffness 
matrix in conjunction with the periodicity condition. An illustrative example was shown for 
the Euler-Bernoulli beam. Causes of numerical errors occurring in the WFE results, i.e. FE 
discretisation error and error due to the round-off of inertia terms, were discussed. There is a 
trade-off between these two causes and the method using concatenating elements followed 
by condensation was proposed to alleviate this compromise. Approximate expressions for 
the dynamic condensation were derived to reduce the calculation cost.   
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    For general problems, conditioning of the eigenvalue problem is of concern and this was 
also discussed. The eigenvalue problem of the transfer matrix was reformulated using 
Zhong’s method. An application of SVD was proposed to reduce numerical errors in 
determining the eigenvectors. The conditioning problem was illustrated using an example of 
the plate strip. The effects of the size and the aspect ratio of elements on the conditioning 
were also shown to give a guideline for the meshing of an FE model. It was seen that the 
method using concatenating elements can greatly improve numerical errors in the WFE 
results, in particular, for general problems. 
    Three  methods  for  numerically  estimating  the group velocity were described, i.e. the 
power and energy relationship, the finite difference method and the differentiation of the 
eigenvalue problem. The accuracies of these methods were shown using the example of the 
plate strip with simply-supported edges. A method using the power and energy relationship 
is recommended with respect to accuracy and calculation cost.  
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Figure 2.1: A section of a uniform waveguide. 
 
 
 
 
 
 
 
 
Figure 2.2: A section with an internal node. 
 
 
 
 
 
 
 
 
 
Figure 2.3: A series of sections. 
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Figure 2.4: Sign convention of an Euler-Bernoulli beam. 
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Figure 2.5: Predicted wavenumbers for the beam: (a) the propagating wave; (b) the nearfield wave; 
― real part, −− imaginary part, ···· analytical solution. 
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Figure 2.6: Relative error in the propagation wavenumber of the beam; ···· ()
4
2880 kΔ . 
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Figure 2.7: Relative error in  B θ  of the beam.  
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Figure 2.8: (a) Single element; (b) concatenated elements. 
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Figure 2.9: Relative error in the propagation wavenumber of the beam: ― using one concatenated 
element; ···· using one element. 
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Figure 2.10: (a) Plate strip with simply-supported boundaries; (b) 4 element model. 
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Figure 2.11: Flexural waves in a plate strip with simply-supported  edges.  Dispersion  curves:            
― analytical solution; ···· the WFE result using (a) the transfer matrix approach; (b) the 
conditioned eigenvalue problem. 
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Figure 2.12: Flexural waves in a plate strip with simply-supported edges. Dispersion curves using 
the 18 element plate strip ( ) 10 xymm Δ= Δ= : ― analytical solution, – – WFE result. 
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Figure 2.13: Condition numbers  ( ) LR κ D  as a function of a matrix size.  
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Figure 2.14: Ratio of κ  for the same matrix size as a function of the aspect ratio of an element. 
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Figure 2.15: Relative errors in the wavenumber for the i=1 wave mode: ― the 18 element; −·− 36 
element;   – – 90 element plate strip model with simply-supported edges.  
1 xx k Δ =
1 xx k Δ=  
Chapter 2: Free Wave Propagation 
 
 
59 
10
−2
10
−1
10
0
10
1
10
2 10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
10
1
Ω
|
(
θ
W
F
E
−
θ
)
 
/
 
θ
|
 
Figure 2.16: Relative errors in  y w θ  for the plate strip with simply-supported edges. Notation is 
same as Figure 2.15. 
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Figure 2.17: Relative errors in  xz w τ  for the plate strip with simply-supported edges. Notation 
is same as Figure 2.15. 
1 xx k Δ =
1 xx k Δ= 
1 xx k Δ =
1 xx k Δ=  
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Figure 2.18: Relative errors in  xz w τ  for the plate strip with simply-supported edges: ― the 
SVD approach; ····· the original approach. 
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Figure 2.19: Relative errors in  xz w τ  for the plate strip with simply-supported edges: ····· the FE 
model with 90 elements; ― the concatenated FE model;   – – rectangular FE model.  
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Figure 2.20: Maximum value of 
2
ii ii KM ω  as a function of Ω for the 90 element model of the 
plate strip with simply-supported edges. 
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Figure 2.21: Relative errors in  xz w τ   for the plate strip with simply-supported edges:               
― dynamic condensation;   – – the second order approximation.  
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Figure 2.22: Relative errors in the estimates of the group velocity associated with the i=1 wave mode 
in the plate strip with simply-supported edges: ― power and energy relationship;      
– – finite difference;   −·− differentiation of the eigenproblem. 
 
 
 
  
Chapter 3: Application to Complicated Structures 
 
 
63 
 
Chapter 3 
APPLICATION TO COMPLICATED 
STRUCTURES 
 
 
3.1 Introduction 
In this chapter, the WFE method described in chapter 2 is applied to determine free wave 
propagation characteristics in more complex structures. Complexities of waveguides are 
gradually increasing. Freely propagating waves in plate strips, a ring and cylindrical strips 
are considered. The WFE results are compared with analytical solutions or numerical 
solutions to analytical dispersion equations. There are two aims for this chapter. The first is 
to investigate the accuracy of the WFE predictions for more complicated structures. The 
second is to estimate the dispersion relations for situations in which analytical dispersions 
are difficult or impossible to obtain. 
    Complicated dispersion curves with such phenomena as curve veering, non-zero cut-off 
phenomena and bifurcations are illustrated. In-plane waves in plate strips are first analysed. 
Plate strips with mixed and free boundaries are considered. A method of decomposition of 
the power is introduced to reduce the size of matrices. Free flexural wave propagation in a 
plate strip with free boundaries is shown next including purely real, purely imaginary and 
complex wavenumbers. Predicted results are used to give initial estimates of solutions to a 
transcendental analytical dispersion equation, where numerical solutions are found to 
compare with the WFE results.  
    Freely propagating waves in a ring are then considered. The WFE modelling for curved 
structures used in this thesis is described. Free wave propagation in cylindrical strips is also 
considered. For cylindrical strips, waves in both the axial and the circumferential directions 
are described. The decomposition of the power is used to investigate wave characteristics. 
No damping is assumed throughout this chapter. 
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3.2 Qualitative Features of Dispersion Curves 
Complicated dispersion curves are illustrated in this chapter. Before presenting such 
dispersion curves some examples of qualitative behaviour of the wavenumbers, which will 
be shown in the successive sections, are described in this section. Figure 3.1 shows the 
behaviour of the wavenumbers associated with various phenomena in the complex k-plane in 
a particular frequency range. In the figures, the arrows represent the behaviour of the 
wavenumbers as frequency increases. The positive- and negative-going waves are illustrated 
and they exist in pairs for uniform waveguides. Although such an indication of the behaviour 
in the complex k-plane may not be common, it is helpful to understand behaviour of 
wavenumbers. 
    For the undamped beam described in chapter 2, the magnitudes of the four wavenumbers 
increase as shown in Figure 3.1(a). Two are real representing propagating waves, while the 
other two are imaginary representing evanescent waves. For the plate strip with simply-
supported boundaries, the wavenumbers are imaginary at  0 ω =  and the magnitudes of two 
wavenumbers increase while the other two decrease as shown in Figure 3.1(b). Two 
wavenumbers become real at its cut-off frequency.  
    The wavenumbers may be initially complex (conjugates) as shown in Figures 3.1(c) and 
(d). The imaginary parts of the four complex wavenumbers may become zero with frequency 
as shown in Figure 3.1(c). This is the non-zero cut-on phenomena and four propagating 
waves cut-on at the cut-off frequency with non-zero real wavenumbers. The magnitudes of 
two real wavenumbers increase with frequency and those of the other two decrease. The 
wave for which the magnitude of real wavenumber decreases with frequency has a negative 
group velocity, i.e. although the phase velocity is positive the energy propagates in the 
negative direction.  
    Alternatively the real parts of complex wavenumbers may become zero instead as shown 
in Figure 3.1(d) and all the wavenumbers then become imaginary. The magnitudes of two 
imaginary wavenumbers increase while the other two decrease in the same manner as Figure 
3.1(b). 
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3.3 In-plane Waves in a Plate Strip with Mixed Edges 
In this section in-plane waves in a plate strip whose edges have mixed boundary conditions, 
e.g. [1], are considered. Longitudinal and shear wave modes are described.  
 
3.3.1 Analytical Dispersion Equation 
Consider a plate strip as shown in Figure 3.2. If the plane strain condition holds across the 
plate thickness, the governing equations for in-plane motion of a plate strip can be 
conveniently expressed in terms of potentials [1] such that 
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are the wave equations where  1 H  and  2 H  are potentials and 
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are the phase velocity associated with the longitudinal and shear waves respectively and G  
is the shear modulus.. The displacements are expressed by [1] 
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where , uv are the displacements in the x- and y-directions. Trial functions are assumed for 
the potentials such that the displacements and stresses can be obtained [1]. The in-plane 
displacements in the plate strip can in general be expressed as [1] 
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and A, B, C and D in equation (3.4) are constant. Various boundary conditions can be applied 
along the edges  yb = ± . 
    Along the edges  yb =± , the mixed boundary conditions [1] are given by 
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After substituting the boundary conditions (3.6) into equations (3.4) and writing the 
equations in matrix form in terms of the constants A, B, C and D, the determinant of the 
matrix gives analytical solutions to the dispersion equations such that [1] 
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The first equation of (3.7) is the analytical dispersion equation for the longitudinal wave 
() 0,1,2 m = L  and the second is for the shear wave ( ) 1, 2 n = L . The m=0 wave mode is 
such that the x-wise motion across the plate strip has the same amplitude and is in phase. The 
wave mode is a rigid body motion at  0 ω = . The m=1 and n=1 wave modes are associated 
with the half sine or cosine motion across the plate strip and higher wave modes are 
associated with higher order shapes across the plate strip [1]. The cut-off frequencies are 
given by equations (3.7) with  0 x k =  such that   
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The group velocities associated with the longitudinal and shear waves are 
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3.3.2 WFE Results 
Freely propagating in-plane waves in the plate strip are predicted using the WFE method. 
The material properties and the dimensions such as the plate width, 20 . 1 8 b = (m), were the 
same as those described in subsection 2.7.2 for the simply-supported condition. 36 elements 
() 5 xy mm Δ= Δ=  were used across the plate strip. The DOFs associated with out-of-plane 
motion and the DOFs which are zero because of the boundary condition were removed. For 
the in-plane waves in a plate strip, the DOFs associated with  z θ  (‘drilling stiffness DOFs’) 
were also removed to improve conditioning. 
          The dispersion curves of both the analytical solutions (3.7) and the WFE results are 
shown in Figure 3.3. The abscissa represents non-dimensional frequency  
 
  ,1 cn ω ω = Ω =  (3.10) 
 
and the cut-off frequencies occur at  1,2, Ω = L   for the shear wave modes and 
() 0,1,2, 1.7 0,1,2, LS cc Ω= × ≈ × LL   for the longitudinal wave modes. The ordinate 
denotes the non-dimensional wavenumber 
 
  2 x kb ξ π =  (3.11) 
  
Chapter 3: Application to Complicated Structures 
 
 
68 
and wavenumbers for the mth and nth wave modes become  jm −  and  jn −  at  0 Ω= . The 
value of  4 ξ =  is  such  that  0.35 xx k Δ=  and  0.43 yy k Δ =  for  the  n=5 wave mode. In the 
frequency range of interest, three longitudinal and six shear wave modes cut-on. Good 
agreement can be seen between the analytical solutions and the WFE results especially at 
low frequencies and for lower  ξ .  
    The group velocities calculated using the power and energy relationship are shown in 
Figure 3.4 for the first two longitudinal (m=0,1) and shear wave (n=1,2) modes. The ordinate 
represents the non-dimensional group velocity normalised by  S c   such that the group 
velocities of the shear wave modes tend to 1 while those of the longitudinal wave modes 
tend to  1.7 LS cc ≈  as frequency increases. Good agreement can be seen.  
 
3.3.3 Decomposition of Power  
It is of interest to determine how much power in a given wave mode is associated with each 
variable. This enables characteristics of a wave mode to be determined. It is also useful to 
determine the power to assist in selecting DOFs which might be removed or condensed. For 
the WFE results shown in the previous subsection, the DOFs associated with  z θ  were 
removed. The smaller size of the matrix and removing matrix elements with largely different 
magnitudes in general improve conditioning. However, determination of those DOFs that 
can be removed or condensed is in general difficult. In this subsection a method of 
decomposition of the power is proposed.  
     The  power  associated  with  each  wave mode can be numerically determined by 
{}
H 1
Re
2
P = fq &  as shown in section 2.8. The value of 
H fq  is a summation of the product of 
H f  and q for each DOF. If the value of 
H f q  is nearly zero for a propagating wave, such a 
DOF can be considered to be less significant. Alternatively, 
H fq  can be expressed as 
 
 
HH
ii qq
i
=∑ fq fq (3.12) 
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where the subscript  i q  denotes a group of DOFs associated with a certain variable such as u , 
v and  z θ . The value of 
H
ii qq fq could represent them to what extent each variable contributes 
to the total power. 
    Figure 3.5 shows examples of the power decomposition for the m=0 and n=1 wave modes. 
The normalised power, 
HH
ii qq fq fq , is plotted for  i qu = , v and  z θ . For the m=0 wave mode, 
the wave motion is dominated by only the longitudinal motion, u . The other two variables 
give powers that are of the order of machine precision and are very small. For the n=1 
(shear) wave mode, u  and v are both significant in the frequency range shown. However, 
the power associated with  z θ  is again very small. The values of 
HH
zz θθ fq fq  are very small 
also for higher wave modes. This implies that the DOFs associated with  z θ  can be removed 
or condensed from the original dynamic stiffness matrix since they contribute to wave 
motions insignificantly. The reduction can be used if off-diagonal terms of the element 
matrices between the DOFs to be reduced and the other DOFs are zero. In other cases the 
dynamic condensation is recommended. For the element matrices formed in ANSYS, the 
off-diagonal terms between u , v and  z θ  were zero such that DOFs associated with  z θ  can 
be removed.  
 
 
3.4 In-plane Waves in a Plate Strip with Free Edges 
In this section freely propagating in-plane waves in a plate strip with free edges are 
considered. The analytical dispersion equations are called the Rayleigh-Lamb frequency 
equations, e.g. [1,89,90]. The analytical dispersion equations are transcendental such that 
roots must be found numerically. The WFE results are used to predict the wavenumbers. 
These predictions are used as initial estimates for numerical solutions to the analytical 
dispersion equations so that the accuracy of the WFE results can be investigated. Muller’s 
method [91] is used to find numerical solutions to the analytical equations.  
 
3.4.1 Analytical Dispersion Equations 
Consider the plate strip shown in Figure 3.2. The free boundary conditions along the plate 
edges,  yb =± , are  
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where  y σ  is the normal stress in the y-direction. The analytical dispersion equations can be 
derived in the same manner as that for the mixed boundary condition and are [1]  
 
 
()
1
2
2 22
4 tan
tan
x
x
k b
b k
αβ β
α β
±
⎧ ⎫ ⎪ ⎪ =−⎨ ⎬
− ⎪ ⎪ ⎩⎭
 (3.14) 
 
where  1 +  corresponds to symmetric waves and  1 −  corresponds to asymmetric waves and 
where α  and β  are defined by equations (3.5). These equations are transcendental and must 
be solved numerically. The cut-off frequencies for  0 x k =  are given by equations (3.8), i.e. 
the same as the mixed boundary condition. For the free boundary condition, however, the 
n=0 wave mode can propagate such that  , 0,1,2 mn= L.  
 
3.4.2 Dispersion Curves 
The plate strip was modelled in the same way as described in subsection 2.7.2 in which the 
material properties are also given. The number of elements was 90 () 2 xymm Δ= Δ= . The 
DOFs associated with u  and v were retained and the resulting number of DOFs was 364. 
Free wave propagation was predicted using the WFE method and the WFE results were also 
used to give initial estimates for numerical solutions to the analytical equations (3.14).  
     The wavenumbers can be purely real, purely imaginary or complex. To find numerical 
solutions to the analytical dispersion equation Muller’s method [91] or the argument 
principle [92] may be used. These methods are described in Appendix 2. Muller’s method is 
an interpolation method that uses quadratic interpolation. A complex root is found using a 
quadratic equation that passes through three points in the vicinity of an initial estimate. The 
method can be used to give numerical solutions with relatively cheap calculation cost when 
the initial estimates are close to the desired solutions. An alternative is the argument 
principle. This is related to the residue theorem and the number of roots in a region of the 
complex plane can be found by calculating the Cauchy integral along a contour enclosing the  
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initial estimate. In this subsection, Muller’s method is used to give numerical estimates to 
the analytical equations (3.14). The argument principle is used in the next section. 
    Dispersion curves for the plate strip with free edges are shown in Figures 3.6 and 3.7. 
Figure 3.6 shows the purely real and purely imaginary wavenumbers. In the figure, Ai or Si 
represents the asymmetric or the symmetric waves for the ith mode. Figure 3.7 shows the 
complex conjugate wavenumbers and Aij or Sij represents the asymmetric or symmetric wave 
mode associated with the i and jth pair of wave modes. The WFE results show very good 
agreement with numerical solutions to the analytical equations. Several important 
phenomena can be observed such as (1) curve veering, (2) non-zero cut-on and a 
corresponding negative phase velocity and (3) bifurcations from complex conjugate 
wavenumbers to two different purely imaginary wavenumbers. These are described in the 
next subsection. 
 
3.4.3 Physical Interpretation of Behaviour of Wavenumbers 
Curve veering occurs when two wave modes in the wave domain are not orthogonal to each 
other. The veering phenomena has been observed in many applications, e.g. [9397]. It can be 
seen that the dispersion curves for the symmetric and the asymmetric waves can cross each 
other but the dispersion curves for the symmetric waves never cross those for other 
symmetric waves due to veering. The same is true for the asymmetric waves. All the 
longitudinal wave modes change to shear wave modes at high enough frequencies and the 
phase speeds asymptote to that of the shear wave. It should be noted that the phase speeds of 
the first two waves, the  0 S  and  0 A  waves, however, approach that of the Rayleigh wave [98]. 
The Rayleigh wave is characterised by the displacements near free edges being large.  
    The displacements of the  0 A  and  1 A  wave modes at different frequencies are shown in 
Figure 3.8. It should be noted that the y-wise motion is  2 π  out of phase from the x-wise 
motion. The wave mode in general changes with frequency especially when curve veering is 
observed. The  0 A  wave mode can propagate over all frequencies. For the  0 A  wave mode the 
plate strip deforms with transverse shear motion as shown in Figure 3.8(a). Displacements 
near the edges for the  0 A  wave mode become large at high frequencies as shown in Figure 
3.8(b). The deformation, mainly in the longitudinal direction, is large only near the edges so 
that the wave mode approaches to the Rayleigh wave. Figure 3.8(c) shows the displacement  
Chapter 3: Application to Complicated Structures 
 
 
72 
of the A1 wave mode at its cut-off frequency,  1 Ω = . The shape of the A1 wave mode also 
varies with frequency as shown in Figure 3.8(d). 
    Non-zero cut-on phenomena can be seen at  1.59,2.95 Ω ≈ . The wavenumbers change with 
frequency in the manner depicted in Figure 3.1(c), i.e. complex conjugate wavenumbers 
become two real wavenumbers at the cut-off frequency. Bifurcations from complex 
conjugate wavenumbers to two imaginary wavenumbers are observed at  3.96,4.76 Ω≈ . 
Such behaviour was illustrated in Figure 3.1(d). Figure 3.9 shows the loci of two 
wavenumbers against frequency in the complex ξ -plane. In Figure 3.9(a) complex conjugate 
wavenumbers (one of the wavenumbers with  ( ) Im ξ >0 is suppressed) become two purely 
real non-zero wavenumbers at  1.59 Ω = . One of the real wavenumbers increases while 
another decreases. The latter becomes purely imaginary at  1.70 Ω =   and the magnitude 
increases up to  1.82 Ω = . The magnitude then starts decreasing and the wavenumber 
becomes 0 at  1.99 Ω=   above which the wave propagates. Figure 3.9(b) represents the 
bifurcation around  3.96 Ω=  where two imaginary wavenumbers arise. Complex conjugate 
wavenumbers (one of the wavenumber with negative  ( ) Re ξ  is suppressed) become purely 
imaginary non-zero wavenumbers. The magnitude of one of the wavenumbers increases 
while that of another decreases. The former then cuts-on at  4.00 Ω = . The magnitude of the 
latter increases up to  4.23 Ω=   then starts decreasing. The wavenumber becomes 0 at 
5.1 Ω=  and the wave starts propagating.     
    Figure 3.10 magnifies the dispersion curves around the non-zero cut-off of the S1, S2 wave 
modes at around  1.59 Ω = . The S1 wave has a bifurcation at point A and has a negative 
group velocity on the curve between points A and B. It should be noted that such a wave has 
a positive phase velocity but a negative group velocity. The positive-going wave has a 
positive group velocity but may have a negative phase velocity.  
    The  group  velocities  predicted  using  the power and energy relationship are shown in 
Figure 3.11 for the symmetric wave modes and in Figure 3.12 for the asymmetric wave 
modes. The group velocities are normalised with respect to the shear wave speed and the 
longitudinal wave speed is such that  1.7 LS cc ≈ . The group velocities of the  0 S  and  0 A  
wave modes asymptote to that of the Rayleigh wave [89] which is  0.928 RS cc =  for  0.3 ν =  
[2]. The group velocities of the other waves asymptote to that of the shear wave,  S c , at high 
enough frequencies.  
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3.5 Flexural Waves in a Plate Strip with Free Edges 
Free flexural waves in a plate strip with simply-supported edges were described in section 
2.7. Free flexural waves in a plate strip with free edges are considered in this section. In the 
literature, approximate solutions for the flexural vibration of a plate with free edges were 
determined using beam functions [99,100]. Waves propagating along the free edge, termed 
flexural Rayleigh edge waves, were discussed in [101105]. In particular, free wave 
propagation in a plate strip with free edges was described in [106] but only for propagating 
waves. The complete dispersion diagram including attenuating waves cannot be found in the 
literature to the author’s knowledge. The analytical dispersion equation is transcendental 
[106] and the solutions can be complex. The argument principle [92] was used to give 
numerical solutions of the analytical dispersion equation, using the WFE results as initial 
estimates, to compare the WFE results with those to the analytical dispersion equation. 
Outcome of this section has been presented in [72]. 
  
3.5.1 Analytical Dispersion Equation 
Consider the same plate strip shown in Figure 3.2. The out-of-plane displacement of the 
plate strip can be expressed as [106] 
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± ,  N a
±  are wave amplitudes,  
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and 
 
22 hD γρ ω = . (3.17) 
 
The free boundary condition along the edges, yb = ± , are such that both the shear force and 
moment are zero [1] 
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The first term contains the information about the shear force combined with the twisting 
moment (i.e. the Kirchhoff shear force [1]) and the second term gives the bending moment. 
Substituting the boundary conditions (3.18) into equation (3.15) gives  
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The analytical dispersion equation is derived by setting the determinant of the matrix (3.19) 
to zero such that, after some calculations, 
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This expression, separated into symmetric and asymmetric motions, was described in [106].  
 
3.5.2 Purely Real Wavenumbers 
The same plate strip model used for predicting in-plane waves in section 3.4 was used. The 
number of elements across the plate strip was 90 ( ) 2 xymm Δ= Δ=  and the DOFs associated 
with in-plane motions were removed. The resulting number of DOFs was 546. The argument 
principle [92] was used to find numerical solutions to equation (3.21) with the WFE results 
being used as initial estimates. A criterion for the convergence was set to be within 0.1%   
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relative accuracy for both the real and imaginary parts of the wavenumbers  x k  or within 
0.01 if the magnitude of either  ( ) Re x k  or  ( ) Im x k  is less than 0.01.  
    Figure 3.13 shows the dispersion curves for purely real wavenumbers. The abscissa is 
non-dimensional frequency  
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[106]. The ordinate is the normalized wavenumber 
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The WFE results agree very well with numerical solutions to the analytical dispersion 
equation. The wave modes can be categorised into symmetric and asymmetric motions, 
represented by  i S  and  i A  () 0,1,2 i = L   respectively. For each wave mode, there are two 
waves associated with the same wave mode; one is for a wave which propagates at high 
frequencies and another is for a nearfield wave. Two wave modes associated with rigid body 
motions cut-on at  0 Ω = . One is the symmetric mode (S0) and the other is the asymmetric 
mode (A0). They broadly represent translational (S0) and rotational (A0) motions of the cross-
section and bending and twisting wave modes respectively. The first six wave modes at 
37.4 Ω=  are illustrated in Figure 3.14. The wave modes change with frequency. Figure 3.15 
shows the wave modes for the S0 and A0 modes at different frequencies. It can be seen that 
the displacements change with frequency especially near the plate strip edge. 
    The group velocities are shown in Figure 3.16. The group velocity is normalised with 
respect to that of the longitudinal wave,  L c . The group velocities are similar to those for the 
simply-supported edges except that the S0 and A0 wave modes. Referring to equations (2.88)
and (3.2),  g LL cc hc ω ≈  for  c ω ω >>  and asymptotes to  ω  at enough high frequencies. 
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3.5.3 Complex and Purely Imaginary Wavenumbers 
The dispersion curves for purely imaginary and complex wavenumbers are shown in Figure 
3.17. Only the wavenumbers with relatively small value of  () Im ξ   are shown. Figure 
3.17(a) shows the dispersion curves for the symmetric wave modes and 3.17(b) for the 
asymmetric wave modes. The frequencies where a pair of purely imaginary wavenumbers 
bifurcates into a complex conjugate pair or vice versa are denoted by the dotted lines. The 
results using the WFE method show very good agreement with numerical solutions to the 
analytical dispersion equation. 
    Complex conjugate wavenumbers occur when two different wavenumbers get close and 
their wave modes in the wave domain are not orthogonal. Consider two wave modes  i S ,  j S  
() ij < . When  1, 2 ij ≥≥  and  1 ji = +  (e.g.  1,2 S  in Figure 3.17(a)), the two wave modes are 
associated with the complex conjugate wavenumber pairs at low frequencies (e.g.  3.1 Ω < ). 
As frequency increases, the complex conjugate wavenumbers become two different purely 
imaginary wavenumbers at the bifurcation point (e.g.  3.1 Ω = ). Above the bifurcation point 
the imaginary part of the  i S  wave mode increases and is a rapidly decaying wave while that 
of the  j S  wave mode decreases (e.g. 3.1 4.3 < Ω< ). Eventually the propagating wave mode 
cuts-on at its cut-on frequency (e.g.  12.3 Ω > ). The behaviour of the wavenumbers of the 
positive-going waves in the complex ξ -plane is illustrated in Figure 3.18(a).  
    Another case occurs for the two wave modes  i S ,  j S  with  0, 2 ij ≥≥  and  2 j i ≥+  (e.g. 
the  0,2 S  wave mode). At very low frequencies, the wavenumbers associated with both the  i S  
and  j S   wave modes may be purely imaginary (with different wavenumbers, e.g. 
3.1 4.3 <Ω< ). At the bifurcation point two pure imaginary wavenumbers become a complex 
conjugate pair (e.g.  4.3 Ω= ). The complex conjugate wavenumbers again become purely 
imaginary at another bifurcation point (e.g.  5.2 Ω = ). Above the bifurcation point, the same 
behaviour as that described in the previous case ( 1 j i = + ) is observed. This phenomenon in 
the complex ξ -plane is illustrated in Figure 3.18(b). 
    The same discussion holds for the asymmetric wave modes,  i A ,  j A . It should be noted 
that such phenomena occur only when both wave types are symmetric or asymmetric. Since 
the symmetric and asymmetric wave modes are orthogonal to each other in the wave domain, 
they are uncoupled.  
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    The shapes of the wave modes change rapidly around the bifurcation points. The wave 
modes indicated by i,ii, ,v L  in Figure 3.17(a) are illustrated in Figure 3.19. The wave modes 
below the bifurcation point  4.3 Ω=  are associated with the S0 and S2 wave modes (Figure 
3.19(a)). At transition frequencies, 4.3 5.2 < Ω< , the wavenumbers are complex and 
elements of the associated wave modes are also complex. That is, the displacements and 
forces are complex values, i.e. of the form  j α β ±  or  j α β ± + , associated with the complex 
conjugate wavenumber pairs. The real and imaginary parts of the displacements associated 
with the complex conjugate wavenumbers are therefore shown in Figure 3.19(b). The 
displacements were normalised such that the displacements are in the form  j α β ± . Above 
the other bifurcation point  5.2 Ω= , the two wave modes are similar to their original shapes 
(Figure 3.19(c)).  
    The change of the S2 wave mode is now described. At low frequencies where the S2 wave 
mode is associated with purely imaginary ξ , antinodes are located around  0, 0.66 yb =±  
(Figure 3.19(a)). At the transition frequencies where the wavenumber ξ  becomes complex, 
antinodes are observed along  0, yb = ±  and also  0.64 yb = ±  with phase difference (Figure 
3.19(b)). The wavenumber again becomes purely imaginary above the transition frequencies 
and antinodes are observed along  0, 0.6 , yb b = ±±   (Figure 3.19(c)). Above the cut-off 
frequency where the S2 wave mode propagates with purely real wavenumber, the antinodes 
are along  0, 0.53 , yb b =± ±  with the maximum displacement being at the edges of the plate 
strip,  yb =±  as shown in Figure 3.14(a). 
 
 
3.6 Waves in a Ring 
In this section, freely propagating waves in a thin ring are considered. FE modelling of a 
curved structure is discussed. The WFE results are compared with analytical solutions. 
Coupling between the wave modes due to curvature is described. 
 
3.6.1 Analytical Expressions 
The analytical dispersion equation for a ring as shown in Figure 3.20 is derived. In the figure 
R is the mean radius of the ring,  , rs  are the axes of the coordinates and w and u  are the 
translational displacements in the r - and s-directions.  
Chapter 3: Application to Complicated Structures 
 
 
78 
    According to Flugge’s theory [107,108], the equation of motion is 
 
 
42 2
2
42 24 2
22
22
2
,
1
ww w E A w u w
EA A
sR sR R Rs t
uw u
EA A
sR s t
γρ
ρ
⎛⎞ ∂∂ ∂∂ ⎛⎞ −+ + − + = ⎜⎟ ⎜⎟ ∂∂ ∂ ∂ ⎝⎠ ⎝⎠
⎛⎞ ∂∂ ∂
+= ⎜⎟ ∂∂ ∂ ⎝⎠
 (3.24) 
 
where  I A γ =  is the radius of gyration of the cross-section of the ring. Substituting the 
translational displacements  
 
 
,
jks j t
w
jks j t
u
wC e e
uC ee
ω
ω
−
−
=
=
 (3.25) 
 
into equation (3.24) gives 
 
  ()
2
2 22 2 2
1 2
22 2 2
1
0 11
0
w L
u
L
C kR kR j k R
R
C
jkR k R k R
γ ⎡⎤
⎡⎤⎡⎤ −+ − − ⎢⎥ = ⎢⎥⎢⎥ ⎢⎥ ⎣⎦ ⎣⎦ − ⎢⎥ ⎣⎦
 (3.26) 
 
where 
22
1 L kE ρω =   is the quasi-longitudinal wavenumber [1]. The analytical dispersion 
equation can be obtained by setting the determinant of the matrix (3.26) to zero and is [109] 
 
  ( ) ( ) ( )
62 2 44 4 2 2 24 22 4 2 4
11 1 1 22 0 LB L L B L B kk k k k k k k k k κκ κ κ κ −+ +− + − + − =  (3.27) 
 
where  1 R κ =  is the curvature and 
42
B kA E I ρω =  is the bending wavenumber for a straight 
beam. The cubic frequency equation (3.27) can be solved analytically [110]. For the limiting 
case  0 κ → , equation (3.27) becomes 
 
  () ( )( )
22 2222
1 0 LB B kk kkkk − −+ =  (3.28) 
 
such that the resulting wavenumbers are same as those in a straight Euler-Bernoulli beam.  
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    The ring frequency for the curved beam,  rb ω , is determined from equation (3.27) for 
0 k =  such that 
 
 
22
1 1 rb L c ω κγ κ =+  (3.29) 
 
where  1 L cE ρ =  is the phase speed of the quasi-longitudinal wave. The waves approach 
those of a straight beam above the ring frequency and curvature typically affects wave 
behaviours for  rb ω ω <  [1,11,107]. As  0 ω → , the wavenumbers asymptote to 
 
  0, 1 kk R = =±  (3.30) 
 
and there are two non-zero wavenumbers. For  1 kR = ± , the wavelength is  2 R λ π =  and 
these describe the rigid body motion of the ring. 
 
3.6.2 WFE Modelling of Curved Structures 
There are several ways to model curved structures using conventional FE. The most common 
approach is to use many small flat (straight) elements to represent the curvature of structures. 
This approach is used in this thesis.  
        For general FEA curved elements may be used instead, e.g. [77]. However, curved 
elements may not be available for general elements such as shell or solid elements due to 
effects such as the locking problem [111]. The use of mid-side nodes elements is an 
alternative but some numerical problems are reported although the reasons are not fully 
understood in terms of  the application of the mid-side node elements to the analysis of the 
wave propagation [69,112]. If the conditioning is not a matter, single element can be used by 
rotating its local coordinates at both ends [65]. 
    Flat or straight elements are therefore used to model curved structures in this thesis. For 
the ring, two, straight, thin beam elements can be connected with their local coordinates 
being rotated through an angle  ( ) sR φ Δ= Δ   (rad) as shown in Figure 3.21. The DOFs 
associated with internal nodes can be dynamically condensed in the same manner as that 
described in subsections 2.2.1 and 2.5.2. This WFE modelling using the internal nodes can  
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improve the conditioning at low frequencies as described in chapter 2 as round-off of inertia 
terms can be improved. 
    For curved structures, cylindrical coordinates may be used. The change of basis from 
Cartesian to cylindrical coordinates is given by 
 
 
T
LL LR L LL LR L
RL RR R RL RR R cy Ca
⎡⎤ ⎡ ⎤ ⎡⎤ ⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢⎥ ⎢ ⎥
⎣⎦ ⎣ ⎦ ⎣⎦ ⎣ ⎦
DD Θ 0D D Θ 0
DD 0 Θ DD 0 Θ
 (3.31) 
 
where the subscripts cy and Ca represent the cylindrical and Cartesian coordinates 
respectively and  , LR Θ  is the transformation (rotation) matrix whose elements contain either 
trigonometric functions, 0 or 1. For the WFE model shown in Figure 3.21, the 
transformation of [ ]
T
uwθ  at the left hand side of the section can be expressed as 
 
 
( ) ( )
() ()
cos sin 0
sin cos 0
00 1
L
φφ
φφ
ΔΔ ⎡ ⎤
⎢ ⎥ =− Δ Δ ⎢ ⎥
⎢ ⎥ ⎣ ⎦
Θ  (3.32) 
 
and  R Θ  for the right hand side of the section is formed in the same manner by replacing  φ Δ  
with   φ −Δ . 
  
3.6.3 WFE results 
The ring is modelled using a one-dimensional, straight, thin beam element, BEAM3, which 
has 3 DOFs at each node. A section subtending an angle 2 10( ) sm m Δ =  () 21 . 9 sR Δ= °  at 
the centre of the ring was modelled using two elements as shown in Figure 3.21. The 
material properties of the ring are chosen such that 
11 2.0 10 E = ⋅ ,  7800 ρ = ,  0.3, R =  
3 1.8 10 h
− =⋅  and 
11 8.748 10 I
− =⋅  ( )
4 5.2 10 γ
− =⋅ , all in SI units. 
    The dispersion curves are predicted using the WFE method and the results are compared 
with the analytical solutions as shown in Figure 3.22. The abscissa represents the non-
dimensional frequency  
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  rb ω ω Ω =  (3.33) 
 
and the ordinate shows the non-dimensional wavenumber kR . Figure 3.22(a) shows the 
magnitude of the real part of kR  and Figure 3.22(b) shows that of the imaginary part. The 
wave modes i=1,2,3 are associated with predominantly longitudinal, flexural propagating 
and flexural nearfield wave modes respectively. The WFE results using the straight elements 
show good agreement with the analytical solutions. At low frequencies, the i=1,3 waves 
couple due to the curvature and the wavenumbers become a complex conjugate pair. At the 
ring frequency ( 1 Ω= ), the longitudinal wave (i=1) cuts-on. Above the ring frequency two 
waves (i=1,2) can propagate and one wave (i=3) is a nearfield. 
    The relative error is shown in Figure 3.23. Figure 3.23(a) shows the relative error in the 
i=1 wavenumber and (b) shows that in the i=2 wavenumber. The relative errors are 
compared with those for a straight beam. The abscissa for the straight beam was normalised 
using equation (3.33) using the same ring frequency for the purpose of comparison. The 
relative error in the bending wavenumber was shown in subsection 2.4.3 and that in the 
quasi-longitudinal wavenumber can be found in [70]. It can be seen that at high frequencies 
where the wave coupling becomes small ( ) 1 Ω > , the relative errors for a curved beam 
asymptote to those for a straight beam. Three peaks in Figure 3.23(a) are associated with the 
two bifurcations and the cut-off frequency. At low frequencies, where the waves are strongly 
coupled, the relative errors for a curved beam are relatively large due to geometry 
approximation using straight elements but the relative errors are still at the most 1% and are 
very small.  
 
 
3.7 Waves in Cylindrical Strips 
Free wave propagation in thin, isotropic cylindrical strips is considered in this section. 
Waves in both the longitudinal and the circumferential directions are considered. Flugge’s 
theory [11,108] is used to give the analytical equations. Dispersion curves are found using 
both the WFE method and the analytical dispersion equations. The decomposition of the 
power described previously is used to investigate wave characteristics.  
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3.7.1 Analytical Equations for Waves in the Axial Direction 
Consider the cylinder shown in Figure 3.24. The Kirchhoff-Love assumption [108] is used 
for a thin cylinder. Based on the Flugge’s theory, the equation of motion can be expressed in 
matrix form as [108] 
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with 
 
2
2
2
,
.
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R
ξ
χ
=
=
 (3.36) 
 
Substituting the displacements of the cylinder [113] 
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where 
* kk R =  into equation (3.34) gives 
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where 
  r ω ω Ω =  (3.39) 
and 
 
()
2
1
1
r
E
R
ω
ρ ν
=
−
 (3.40) 
 
is the ring frequency. 
    The dispersion equation can be found by setting the determinant of the matrix in equation 
(3.38) to zero and it becomes  
 
 
*8 *6 *4 *2
3210 0 ka ka ka ka + +++ =  (3.41) 
 
where  i a  are coefficients determined from equation (3.38). This quartic equation in 
*2 k  can 
be solved analytically [11,110] such that the dispersion relationships can be determined for 
each value of n () 0,1,2 n = L  which describes the wave mode of the cross-section or the 
circumferential mode order. The wave modes are separated into three groups, breathing 
(n=0), bending (n=1) and circumferential ( ) 2 n ≥  modes [114]. 
    There are 8 roots of the frequency equation (3.41) for each n and these are 4 positive- and 
negative-going wave pairs. At high enough frequencies, the waves become flexural  
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propagating (i=1), shear (i=2), extensional (i=3) and flexural nearfield (i=4) wave pairs 
[113,114]. 
 
3.7.2 WFE Results 
A short section of the cylinder with an axial length  x Δ =5mm was modelled as shown in 
Figure 3.25. The SHELL63 element was used to model the cylindrical strip. 36 elements 
were used to model the cross-section and the length of elements in the φ -direction, 
φ Δ =17.5mm. The properties of the cylinder are assumed to be 
11 2.0 10 E =⋅ ,  0.3 ν = , 
7800 ρ = , 
3 1.8 10 h
− =⋅  and  0.1 R =  ( ) 0.018 hR= , all in SI units.  
        The dispersion curves for purely real wavenumbers of the predominantly flexural 
propagating (i=1) wave modes are shown in Figure 3.26. Only the n=0,1,2,3,6,10,14 wave 
modes are plotted for clarity. Reasonable agreement for small n can be seen. The value of 
20 kR =  is associated with  1 xx k Δ= such that the wave change over the section is small 
() 1 xx k Δ< . The FE discretisation error across the cross-section is, however, large for higher 
wave modes. For the n=6 wave mode, the number of elements per the wavelength in the 
circumferential direction is 6 so that the accuracy could be expected to be reasonably good 
for the wave modes associated with  6 n ≤ . For higher wave circumferential order modes the 
number of elements per wavelength decreases so that FE discretisation error increases. For 
example, for the n=10 wave mode there are only 3.6 elements in one wavelength and 
relatively larges error can be seen.  
    The behaviour of the wavenumbers changes drastically around the ring frequency,  1 Ω = , 
where the wavelength of an extensional wave equals the circumference of the cylinder. 
Above the ring frequency,  1 Ω> , the response of the cylinder is similar to that of a flat thin 
plate while below the ring frequency the response is far more complicated due to the 
increasing effect of the curvature of the cylinder [114]. The cut-off frequencies of the 
flexural waves are approximately [114,115] 
 
 
2
, ,2 cn nn χ Ω ≈≥  (3.42) 
 
where χ  is defined in equation (3.36) and in this example 
3 5.2 10 χ
− =⋅ .  
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    Figure 3.27 shows the dispersion curves for purely real wavenumbers of the shear (i=2) 
and extensional (i=3) wave modes. The i=2, n=0 wave mode propagates for all frequencies 
and the i=3, n=0 wave mode cuts-on at the ring frequency,  1 Ω = . Higher wave modes cut-
on at higher frequencies. 
        Figure 3.28 shows various imaginary and complex dispersion curves for the flexural 
propagating (i=1) and shear (i=2) wave modes. All the i=1,2 type wavenumbers for  1 n ≥  are 
complex below the bifurcation points (e.g.  0.18 Ω =  for the n=6 wave mode). Above the 
bifurcation points the complex wavenumbers become two different purely imaginary 
wavenumbers and the i=1,2 wave modes cut-on at their cut-off frequencies (e.g.  0.19 Ω =  
for the i=1, n=6 wave mode).  
    Figure 3.29 shows similar dispersion curves for the predominantly extensional (i=3) and 
flexural nearfield (i=4) wave modes. All the i=3,4 types wave numbers are complex 
conjugate pairs below the bifurcation points. Similar bifurcations as in Figure 3.28 can be 
seen but only the i=3 wave modes cut-on as the i=4 modes are the flexural nearfield waves. 
For example, for the i=3,4 (n=0) wave mode, complex conjugate wavenumbers bifurcate to 
two purely imaginary wavenumbers at  0.96 Ω =  and  the  i=3 type wavenumber becomes 
purely real at  1.0 Ω= . The WFE results are seen to be less accurate especially at around the 
bifurcations. The curve which is not close to the bifurcation shows better agreement even if 
kR  is larger than that at the bifurcation. The large errors around the bifurcations are believed 
to be due to both the FE discretisation and geometrical approximation errors. Although the 
contribution of each cause is not clear, it is believed that such approximations associated 
with the WFE modelling dominate the error around the bifurcation points.  
 
3.7.3 Investigation of Wave Modes using Decomposition of Power 
The group velocities using the power and energy relationship for the predominantly flexural 
(i=1) wave modes are shown in Figure 3.30. The group velocities are normalised with 
respect to that of the extensional wave,  L c . It can be seen that the flexural waves associated 
with lower order wave modes show extensional or torsional behaviour at low frequencies 
due to the wave coupling. This is because the wavelengths both in the axial and 
circumferential directions are long such that vibrational energy is associated not only with 
the flexural motion but also with the extensional and torsional motions. For higher wave 
modes and at high frequencies for lower wave modes, the flexural motion become dominant  
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as the wavelength becomes shorter, which can be typically seen above the ring frequency. 
Figure 3.31 shows the group velocities for the predominantly shear (i=2) and extensional 
(i=3) waves. For the purely shear waves in an isotropic plate, the group velocity 
() 1 2 0.59 sL cc ν =− ≈ . The group velocities illustrate the change of wave characteristics 
with frequency and the coupling behaviour. At enough high frequencies  1 >> Ω  the group 
velocities associated with the i=2 wave modes asymptote to that of the shear wave, 
0.59 gL cc ≈  and the group velocities associated with the i=3 wave modes asymptote to that 
of the longitudinal wave,  1 gL cc = . 
        Such changes of the wave characteristics may be also investigated by evaluating the 
power associated with various kinds of variables. The power associated with the flexural, 
torsional and extensional motions are analytically discussed in [113]. The total time-
averaged power can be expressed as [113] 
 
  f ex to PP P P = ++ (3.43) 
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are the powers associated with the flexural, extensional and torsional motions respectively. 
The superscript 
* ⋅   is the complex conjugate and  x m   is the moment along the x-axis. In 
reference [113] a simplified Flugge’s equation [116], which neglects stress distribution over 
the thickness in the stress-strain relationship, is used. Instead, Flugge’s equation including 
stress distribution over the thickness [116] is used here to give more accurate results even for 
higher order wave modes. Following the same procedure as that in [113], each power 
component can be obtained for the n=0 wave mode, after some calculations, as 
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where the two terms represent flexural and extensional contributions and where 
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and 
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for the  0 n ≠  wave modes, the final term involving the torsion contribution.  
    Figure 3.32 shows the magnitude of power ratios associated with  , , f ex to PPP  to the total 
power P  of the i=1 (n=0-3) wave modes calculated using equations (3.45) and (3.47). The 
figures clearly show that the wave characteristics change around the ring frequency. For the 
n=0 (breathing) mode (Figure 3.32(a)), extensional motion dominates the wave motion at 
low frequencies while torsional (shear) motion dominates the wave for the  1 n ≥  (bending 
and circumferential) modes. For all the flexural propagating waves, the flexural motion 
dominates above the ring frequency. It should be noted that although the total power is 
positive for a positive-going wave, an individual contribution to the total power may be 
negative. This is the reason why the power ratio sometimes exceeds unity in Figure 3.32. 
    To  numerically  investigate  the  changes of the wave characteristics found from WFE 
analysis, the decomposition of the power described in subsection 3.3.3 was used. The power 
ratios associated with each displacement component are shown in Figure 3.33. Each power 
component is normalised with respect to the total power. If the flexural motion dominates  
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the power, the powers associated with  , r qq φ ,, r φ θ θ   are likely to be dominant. For the 
extensional motion, only  x q  is generally substantial. For the torsional motion,  , , rx qq φ θ  are 
associated with the motion but only  , r qq φ   are often significant. “Noise” in the plots is 
believed to be due to numerical errors. It can be observed that the decomposition of the 
power can broadly describe the characteristics of each wave. 
 
3.7.4 Analytical Equations for Waves in the Circumferential Direction 
In this section, a strip along the axis of the cylinder is modelled and free wave propagation in 
the circumferential direction of the cylindrical strip is considered as shown in Figure 3.34. 
The cylinder is assumed to be finite and of length  y L . The boundary conditions along the 
edges of the strip  0, y yL =  are taken to be [117] 
 
 0 yy wm uσ = == =. (3.48) 
 
    For these boundary conditions, the displacements along the length of the cylinder are 
approximately expressed as [117] 
 
 
( )
()
()
sin ,
cos ,
sin
jkR j t
uy
jkR j t
vy
jkR j t
wy
uC k y e e
vC k y e e
wC k y e e
φω
φ ω
φ ω
−
−
−
=
=
=
 (3.49) 
where 
  sR φ =  (3.50) 
 
is the non-dimensional parameter for the direction of wave propagation and 
 
  yy kn L π =  (3.51) 
 
is the wavenumber in the y-direction for the nth wave mode. It should be noted that the 
displacements (3.49) are approximate expressions and the displacements do not exactly  
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satisfy the stress and displacement fields at the boundaries [117]. Substituting equation 
(3.49) into the governing equation (3.34) gives 
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    (3.52) 
 
The analytical dispersion equation can be derived by setting the determinant of the matrix in 
equation (3.52) to zero and has the same form as equation (3.41). The dispersion equation 
can be solved for each value of  ( ) y kn . 
 
3.7.5 WFE Results 
The WFE model was formed as shown in Figure 3.35. The properties of the cylinder are the 
same as in subsection 3.7.2 with  0.18 y L = . A section subtending an angle 2 1.9 φ Δ= °  at the 
centre of the cylinder was modelled. The SHELL63 element was used and the number of the 
elements along the length of the cylinder was 36. The length of each element was such that 
5 y mm φ Δ≈ Δ= . The series of elements was connected using a rotation of local coordinate 
systems to represent the curvature as described in subsection 3.6.2.  
        The dispersion curves for purely real wavenumbers are shown in Figure 3.36. The 
abscissa is the non-dimensional frequency  r ω ω Ω = , equation (3.39), and the ordinate is 
() Re kR . The value of  20 kR =  is associated with  1 k φ Δ = . Seven flexural (n=1-7) and two 
shear (n=0,1) wave modes cut-on in the frequency range analysed. Good agreement between 
the (approximate) analytical solutions and the WFE results can be seen especially for small n. 
Below the ring frequency,  1 Ω< , complicated behaviour is observed because of wave  
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coupling due to the curvature. Frequency region in which the group velocity is negative can 
be found for all the flexural waves shown. Such behaviour was also reported by Langley 
[118,119]. 
    It  could  be  worth  noting  that  kR n =   ( ) 0,1,2 n = L   is associated with the nth 
circumferential wave modes. For the n=1,  i=1 wave mode the first natural frequency is 
associated with the fifth circumferential mode. It is of interest to investigate the 
characteristics of each wave mode. Figure 3.37 shows the power ratio associated with each 
displacement component for the i=1, n=1 flexural propagating wave mode. Figure 3.37(a) 
shows the power associated with each displacement component for the branch of the 
dispersion curve between points A and B in Figure 3.36 and (b) shows the same results for 
the branch between points A and C. Between points A and B, the wave is inherently flexural 
because the power is mainly associated with  r q  and  y θ . On the other hand, shear motion 
dominates the behaviour of the wave between points A and C where the powers associated 
with qφ  and  y q  are significant. Physically, a flexural wave couples with the in-plane motion 
in curved structures when the wavelength is long (small k ). As the wavelength becomes 
shorter (large k ), the coupling effect becomes smaller and the wave approaches a purely 
flexural wave.  
    Figure 3.38 shows the purely imaginary and complex conjugate wavenumbers associated 
with the predominantly flexural propagating (i=1) waves for n=1-3, the predominantly 
extensional (i=3) wave for n=1 and the predominantly flexural nearfield (i=4) wave for n=1. 
For the i=1,2 wave modes, the imaginary part of the complex conjugate wavenumbers 
becomes 0 at the cut-off frequency and two propagating waves cut-on (e.g. at  0.17 Ω=  for 
the  i=1,  n=1 wave mode). The real part of the wavenumber is not zero at this cut-off 
frequency (e.g.  4.5 kR = ). The i=3 and i=4 wave modes are also complex conjugate pairs at 
low frequencies (e.g. at  0.18 Ω=  for the i=3,4, n=1 wave mode) and bifurcate into two 
different purely imaginary wavenumbers.  
    Figure 3.39 shows the dispersion curves for purely imaginary and complex wavenumbers 
associated with the i=2 (n=1,3,5) and the i=3 (n=1) wave modes, which have symmetric 
motion across the length of the cylinder. The bifurcations of the complex conjugate and 
imaginary wavenumbers can be seen between wave modes associated with different values 
of  n. The approximate analytical solutions cannot express such behaviour because they  
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assume that wave modes associated with different values of n are orthogonal, see equation 
(3.49). Only the WFE results are therefore shown.  
    Similarly, Figure 3.40 shows the dispersion curves associated with the asymmetric wave 
modes. The waves for i=2 (n=2,4,6) and i=3 (n=2) are shown. In addition to the bifurcations, 
curve veering between two different purely imaginary wavenumbers can be observed. Such 
curve veering and bifurcations can occur between two different purely imaginary 
wavenumbers whose wave modes are not orthogonal to each other in the wave domain.  
 
 
3.8 Conclusions 
In this chapter, the WFE method was used to predict free wave propagation in complicated 
structures. The dispersion curves were shown for purely real, purely imaginary and complex 
wavenumbers. The WFE results were compared with either analytical solutions or numerical 
solutions to analytical dispersion equations. Good agreements were observed and the 
accuracy of the WFE results was evaluated.  
    Freely propagating in-plane waves were analysed for plate strips with mixed and free 
edges. In particular, numerical solutions to the Rayleigh-Lamb frequency equations were 
calculated using Muller’s method using the WFE results as initial estimates. Complicated 
behaviour of the wavenumbers was observed including phenomena such as non-zero cut-on 
and curve veering. A method of decomposition of the power was proposed to reduce the size 
of the matrix and to reveal the nature of energy flow associated with each wave mode.  
    Freely propagating flexural waves in a plate strip with free edges were also described. The 
analytical dispersion equation is transcendental and the argument principle was used to give 
numerical solutions to the analytical equation using the WFE results as accurate initial 
estimates. Bifurcations associated with purely imaginary and complex conjugate 
wavenumbers were seen. Changes of wave modes around the transition frequencies were 
also illustrated.  
    The WFE modelling of curved structures was described using straight or flat elements. 
Free wave propagation in a ring was considered and wave coupling due to the curvature was 
described. Free wave propagation in a cylinder was also analysed for strips cut from the 
cylinder in either the axial or circumferential direction. Decomposition of the power was 
used to investigate wave characteristics.   
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Figure 3.1: Loci of wavenumbers in the complex k-plane.  
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Figure 3.2: Coordinates of a plate strip.  
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Figure 3.3: In-plane waves in a plate strip with mixed edges. Dispersion curves: ― analytical 
solutions; – – WFE results. 
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Figure 3.4: In-plane waves in a plate strip with mixed edges. Group velocities: ― analytical 
solutions; – – WFE results. 
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Figure 3.5: In-plane waves in a plate strip with mixed edges. Normalised power associated with      
―: u, – –: v , ······:  z θ  for (a) the m=0; (b) the n=1 wave mode. 
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Figure 3.6: In-plane waves in a plate strip with free edges. Dispersion curves for purely real and 
purely imaginary wavenumbers: ― WFE results; numerical solutions to the analytical 
equations for ○ symmetric; △ asymmetric wave modes. 
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Figure 3.7: In-plane waves in a plate strip with free edges. Dispersion curves for complex 
wavenumbers:  ― WFE results; numerical solutions to the analytical  equations  for         
○ symmetric; △ asymmetric wave modes. 
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Figure 3.8: In-plane waves in a plate strip with free edges. Displacements across the plate strip for  
(a) A0  () 0 Ω≈ , (b) A0 () 4 Ω≈ , (c) A1 ( ) 1 Ω ≈ , (d) A1 ( ) 4 Ω ≈  wave modes: ― y-wise;      
– – x-wise displacement. y-wise motion is  2 π  out of phase from the x-wise motion. 
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Figure 3.9: In-plane waves in a plate strip with free edges. Wavenumbers in the complex ξ -plane,     
(a) S1,2 waves and non-zero wavenumber cut-on, (b) S3,4 waves and bifurcation to two purely 
imaginary wavenumbers.  
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Figure 3.10: In-plane waves in a plate strip with free edges. Dispersion curves around the non-zero 
cut-off frequency for the S1, S2 wave modes: ―  purely  real;  –  –  purely  imaginary;               
−·− complex wavenumbers. 
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Figure 3.11: In-plane waves in a plate strip with free edges. Group velocities for the symmetric wave 
modes, – –:  () 0.928 0.3 RS cc ν ≈= . 
A
B
S1 
S2 
S1  S0  S2  
Chapter 3: Application to Complicated Structures 
 
 
98 
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Ω
c
g
/
c
S
 
Figure 3.12: In-plane waves in a plate strip with free edges. Group velocities for the asymmetric 
wave modes, – –:  ( ) 0.928 0.3 RS cc ν ≈= . 
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Figure 3.13: Flexural waves in a plate strip with free edges. Dispersion curves for purely real 
wavenumbers for ― symmetric and – – asymmetric wave modes; ○ numerical solutions to 
the dispersion equation. 
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Figure 3.14: Flexural waves in a plate strip with free edges. Displacements across the plate strip at 
37.4 Ω=  for (a) symmetric, (b) asymmetric motions: ― the S0, A0; – – the S1, A1; ···· the S2, 
A2 wave modes. 
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Figure 3.15: Flexural waves in a plate strip with free edges. Displacements in a half of the plate strip 
at ―  0.7 Ω= ; – –   37.4 Ω=  for: (a) the S0, (b) A0 wave modes.  
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Figure 3.16: Flexural waves in a plate strip with free edges. Group velocities for ― symmetric;          
– – asymmetric wave modes. 
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Figure 3.17: Flexural waves in a plate strip with free edges. Dispersion curves for purely imaginary 
and complex conjugate wavenumbers: (a) symmetric; (b) asymmetric  wave  modes;              
○ numerical solutions to the dispersion equation. 
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Figure 3.18: Flexural waves in a plate strip with free edges. Loci of the wavenumbers for positive 
going waves in the complex ξ -plane for the  , ij S  mode:  (a)  1, 2, 1 ij j i ≥≥ = + ;                  
(b)  0, 2, 2 ijj i ≥≥≥ + . Arrows indicate loci of wavenumbers as frequency increases. 
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Figure 3.19: Flexural waves in a plate strip with free edges. Displacements along the plate width at 
various frequencies: (a) ― i, – – ii at  3.59 Ω = ; (b) −·− (real part), ···· (imaginary part) 
for iii at  4.71 Ω = ; (c), – – iv, ― v at  6.28 Ω = . 
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Figure 3.20: Coordinates of a ring. 
 
 
 
 
 
 
 
 
 
 
Figure 3.21: Modelling of the ring using straight elements. 
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Figures 3.22: Waves in a ring. Dispersion curves for the modulus of (a) the real part, (b) the 
imaginary part: ― analytical solutions; ···· WFE results. 
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Figures 3.23: Waves in a ring. Relative errors in (a) the i=1; (b) the i=2 wavenumbers for ― a 
curved beam; – – a straight beam. 
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Figure 3.24: Coordinates of a cylinder. 
 
 
 
  
Figure 3.25: WFE model of an axial section of the cylinder. 
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Figure 3.26: Dispersion curves for the predominantly flexural (i=1) waves in a cylinder, 
n=0,1,2,3,6,10,14: ― analytical solutions; – – WFE results. 
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Figure 3.27: Dispersion curves for the predominantly shear (i=2) and extensional (i=3) waves in a 
cylinder: ― analytical solutions; – – WFE results. 
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Figure 3.28: Dispersion curves for purely imaginary and complex wavenumbers of the i=1,2 
(n=1,2,3,6) wave modes in a cylinder: ― analytical solutions; – – WFE results. 
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Figure 3.29: Dispersion curves for purely imaginary and complex wavenumbers of the i=3,4 
(n=0,1,2) wave modes in a cylinder: ― analytical solutions; – – WFE results. 
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Figure 3.30: Group velocities associated with the i=1 (n=0,1,2,3,6,10,14) wave modes in a cylinder. 
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Figure 3.31: Group velocities associated with ― the i=2 (n=0,1,2); – – the i=3 (n=0) wave modes in 
a cylinder. 
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Figures 3.32: Power ratio for the i=1 wave modes in a cylinder calculated by analytical expressions:  
(a) n=0; (b) n=1; (c) n=2; (d) n=3. ―  f s P P , – –  ex s PP , −·−  to s PP .  
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Figures 3.33: Power ratio associated with each variable for the i=1 wave modes in a cylinder using 
WFE results: (a) n=0; (b) n=1; (c) n=2; (d) n=3. −·−  x q,     ―  r q,   – – q φ , −·− 
x θ ,  ― 
r θ ,            
– – 
φ θ . 
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Figure 3.34: Section of a cylinder with finite length. 
 
 
 
 
 
 
 
 
 
 
 
 
Figures 3.35: WFE model of a circumferential section of the cylinder using two series of the sections. 
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Figure 3.36: Dispersion curves for the propagating waves in a cylinder: ― analytical solutions;         
– – WFE results. 
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Figures 3.37: Power ratio associated with each variable for the i=1, n=1 wave mode in a cylinder:       
(a) between points A and B; (b) between points A and C. −·− qφ , – –  y q ,   ―  r q,   −·− 
φ θ ,       
   – –
y θ , ― 
r θ . 
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Figure 3.38: Dispersion curves for purely imaginary and complex conjugates wavenumbers for the 
i=1, n=1-3; i=3, n=1; i=4, n=1 wave modes in a cylinder:   ― analytical solutions; – – WFE 
results. 
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Figure 3.39: Dispersion curves for purely imaginary and complex conjugate wavenumbers for the 
i=2, n=1,3,5; i=3, n=1 (symmetric) wave modes in a cylinder.    Only WFE results are shown. 
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Figure 3.40: Dispersion curves for purely imaginary and complex conjugate wavenumbers for the 
i=2, n=2,4,6; i=3, n=2 (asymmetric) wave modes in a cylinder. Only WFE results are shown. 
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Chapter 4 
FORCED RESPONSE CALCULATION  
USING THE WAVE APPROACH 
 
 
4.1 Introduction 
The forced response can be calculated from knowledge of the properties of freely 
propagating waves. In this chapter the wave approach is applied to calculate the forced 
response. The approach comprises three steps, i.e., (1) determining the amplitudes of directly 
excited waves of an infinite waveguide by excitation, (2) calculating the reflection 
coefficient matrix for boundaries and (3) superimposing wave amplitudes at a response point 
considering wave propagation and subsequent reflection. The procedure is illustrated in 
Figure 4.1. A numerical implementation for determining the amplitudes of the directly 
excited waves is proposed to reduce ill-conditioning. 
    Only a few papers describe the forced response of a waveguide using the wave properties, 
e.g. [14,22]. An approach based on the dynamic stiffness method was applied to a rod and an 
isotropic plate [9] and to a fluid filled pipe [61]. However, the approach might be ill-
conditioned for general structures in which there are many wave modes. Another approach 
based on the modal decomposition method was applied to a tyre [7] but this approach is 
limited to specific boundary conditions for which the phase closure principle [3,12] can be 
explicitly drawn.  
    On the other hand, the wave approach illustrated in this chapter can be applied for any 
boundary conditions. The formulations, including a numerical implementation to reduce ill-
conditioning, are first introduced. Illustrative examples of a beam, a plate and a cylinder are 
then presented. The case of a tyre is considered in chapter 5. 
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4.2 Formulations 
Formulation by which the forced response is calculated using the wave approach is described 
in this section. The amplitudes of the directly excited waves are first determined. A 
numerical implementation to reduce ill-conditioning is proposed. The reflection coefficient 
matrix for boundaries is then derived. The total wave amplitude can then be formed by 
superposition. It should be noted that the wave approach is not a unique approach to the 
WFE method. As long as wavenumbers and associated wave modes in a waveguide are 
available, either analytical results or numerical results from, e.g., the spectral finite element 
methods can be used to find the forced response. 
 
4.2.1 Forced Wave Amplitude: Wave Decomposition 
An external force in the physical domain is first decomposed into the wave domain. When an 
external force is applied to an infinite waveguide shown in Figure 4.2, continuity of 
displacement and force equilibrium give in matrix form 
 
 
qq
ext ff
+− +
+− −
⎡⎤ − ⎡⎤⎡ ⎤
= ⎢⎥ ⎢⎥⎢ ⎥ − ⎢⎥ ⎣ ⎦ ⎣⎦ ⎣⎦
0 ΦΦ e
f ΦΦ e
 (4.1) 
 
where 
± e  are column vectors of directly excited wave amplitudes,  ext f  is the external force 
vector and the matrices  q
± Φ ,  f
± Φ  contain the displacement and force eigenvectors, i.e. 
1 qn
±± ± ⎡⎤ = ⎣⎦ Φ qq L  and n is the number of wave modes. The excited wave amplitudes, 
± e , 
may be directly determined from equation (4.1) as 
 
 
1
qq
ext ff
− +− +
+− −
⎡⎤ − ⎡⎤ ⎡ ⎤
= ⎢⎥ ⎢⎥ ⎢ ⎥ − ⎢⎥ ⎣ ⎦ ⎣⎦⎣⎦
0 ΦΦ e
f ΦΦ e
. (4.2) 
 
However, numerical problems are likely to occur for general structures because of ill-
conditioning of the matrix to be inverted.  
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4.2.2 Forced Wave Amplitude: Numerical Implementation 
A numerical implementation is here proposed which exploits the orthogonality of the left 
and right eigenvectors of the transfer matrix, i.e. equation (2.25). Premultiplying the left 
eigenvector matrix 
± Ψ  (equation (2.21)), where 
TT T
1 n
±± ± ⎡ ⎤ = ⎣ ⎦ Ψψ ψ L , by equation (4.1) 
gives 
 
 
fqq q fq
ext fqf f fq
+++ − ++ +
−−+ − −− −
⎡⎤ ⎡ ⎤ ⎡⎤ − ⎡⎤ ⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢⎥ ⎢⎥ ⎢ ⎥ − ⎢⎥ ⎢ ⎥ ⎢⎥ ⎣ ⎦ ⎣⎦ ⎣⎦ ⎣ ⎦ ⎣⎦
0 ΨΨΦ Φ ΨΨ e
f ΨΨΦ Φ ΨΨ e
, (4.3) 
 
which gives 
 
 
qe x t
qe x t
+ ++ +
− −− −
⎡ ⎤ ⎡⎤ ⎡ ⎤
= ⎢ ⎥ ⎢⎥ ⎢ ⎥ − ⎢ ⎥ ⎣⎦ ⎣ ⎦ ⎣ ⎦
Ψ f ΨΦ 0e
Ψ f 0 ΨΦ e
. (4.4) 
 
When all the eigenvalues are distinct, the orthogonality relationship (2.25) implies that 
 
  ( ) 1 n diag d d
±± = ΨΦ L  (4.5) 
 
is the diagonal matrix. The eigenvectors can be normalised so that  1 i d =  and  hence 
±± = ΨΦ I . With these normalised eigenvectors, equation (4.4) becomes 
 
 
,
.
qe x t
qe x t
++
−−
=
=−
e Ψ f
e Ψ f
 (4.6) 
 
Equations (4.6) are always well-conditioned. Even if all the eigenvalues are not distinct, 
ΨΦ is a block diagonal matrix and the ill-conditioning in equation (4.2) can be removed.  
    In practice, only the first  () mn ≤  waves might be retained, these being waves for which 
() Im k  are sufficiently small. The rapidly decaying waves often have a small contribution to 
the response. Numerical examples are shown in the subsequent sections.  
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4.2.3 Reflection Coefficient Matrix 
The directly excited waves propagate along the waveguide. When the waveguide has 
boundaries, waves are reflected at the boundaries (see Figure 4.3). The wave change at the 
boundaries can be expressed by the reflection coefficient matrix r such that 
 
 
− + = ar a  (4.7) 
 
where 
± a   is the wave amplitude vector. A boundary condition at a boundary can be in 
general written as [23] 
 
  + = Af Bq 0 (4.8) 
 
where A and B are matrices whose element may involve stiffness, damping, etc. and are in 
general complex and frequency dependent. The displacement and force vectors in equation 
(4.8) are expressed in terms of wave properties as 
 
 
,
.
qq
ff
+ +− −
+ +− −
=+
=+
q Φ a Φ a
f Φ a Φ a
 (4.9) 
 
Equations (4.7)-(4.9) lead to the reflection coefficient matrix as 
 
  ( ) ( )
1
f qf q
− − −+ + =− + + rA Φ BΦ AΦ BΦ . (4.10) 
 
The reflection coefficient matrix r gives the amplitudes of the reflected waves in terms of 
those of the incident waves. If r   is a diagonal matrix, each wave mode reflects at the 
boundary without wave mode conversion. Finite, perhaps complex, off-diagonal terms in r 
represent wave mode conversion such that one type of incident wave will be scattered to 
other wave modes. In equation (4.10) pseudo matrix inverse is used to give matrix inverse if 
only m wave modes () mn <  are retained. 
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4.2.4 Wave Propagation Matrix 
The wave amplitudes will change as waves freely propagate in a waveguide as described by 
the wave propagation matrix. Using the notation in Figure 4.4, the wave propagation matrix 
τ  is such that 
 
  ( )
()
, l
l
+ +
− −
=
=
b τ a
a τ b
 (4.11) 
and 
  ( ) ( )
12 ,, ,
n jk l jk l jk l ld i a g e e e
− −− = τ L  (4.12) 
 
when waves propagate over a distance l in space and the waveguide has n wave components. 
 
4.2.5 Total Wave Amplitude: Wave Superposition 
The displacement of the waveguide is in general expressed as 
 
  ()
1
n
iq i iq i
i
aa
+ +− −
=
=+ ∑ q φφ . (4.13) 
 
The wave amplitudes  i a
±   can be determined considering the wave propagation and 
subsequent reflection. Consider a finite waveguide shown in Figure 4.5. The input response, 
re x x = , is first determined where  , re x  are the points where the response is calculated and the 
excitation is applied respectively. The wave amplitudes 
± a  are given from the sum of the 
directly excited waves and the travelling waves from left or right side, hence 
 
 
,
.
+ ++
− −−
=+
=+
aeg
g ea
 (4.14) 
 
Using the wave propagation and reflection coefficient matrices, 
+ a  in equations (4.14) can 
be expressed as 
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  ( ) ( ) eL e xx
+ +− =+ aeτ r τ g  (4.15) 
such that 
  () ( ) ( ) ( ) ( ) eL R e eL e xL L x xx
++ + − =+ − + aeτ r τ r τ a τ r τ e , (4.16) 
hence 
  () ( ) ( ) { } () () { }
1
eL R e eL e xL L x xx
− + +− =− − + aI τ r τ r τ e τ r τ e  (4.17) 
 
where L is the total length of a waveguide. The negative going wave amplitude 
− a  can be 
obtained similarly as 
 
  () ( ) ( ) { } () () { }
1
eR L e eR e Lx L x Lx Lx
− −− + − =− − + − − − aI τ r τ r τ e τ r τ ee  (4.18) 
 
or using 
+ a  as 
  ( ) ( ) eR e Lx Lx
− + =− − a τ r τ a . (4.19) 
 
The total displacement at the excitation point can then be obtained by substituting equations 
(4.17) and (4.19) together with the wave modes  q
± φ  into equation (4.13). 
    The transfer response may be obtained from 
+ a  as 
 
  ( ) re xx
+ + =− b τ a  (4.20) 
and 
  ( ) ( ) rR r Lx Lx
− + =− − b τ r τ b . (4.21) 
 
    When the waveguide is closed such as a ring shown in Figure 4.6, there is no reflection 
coefficient matrix. The polar wavenumber (the phase change per unit radian) may be used 
for convenience. The polar wavenumber is defined as 
 
 
* kk R =  (4.22) 
 
where  R   is the radius of the waveguide. By using the polar wavenumbers, the input 
response 
± a  can be expressed as  
Chapter 4: Forced Response Calculation using the Wave Approach 
 
 
123 
 
() { }
() {}
1 *
1 *
2,
2
π
π
− ++
− − −−
=−
= −−
aI τ e
aI τ ee
 (4.23) 
 
where  () ()
* **
12 * ,, ,
n jk jk jk diag e e e
φ φφ φ
− −− = τ L   is the wave propagation matrix for the polar 
wavenumbers instead of equation (4.12). Transfer responses are given as 
 
 
( )
() ()
*
*
,
2
r
r
φ
πφ
++
− −−
=
=−+
b τ a
b τ ae
 (4.24) 
 
where  r φ  is the angle between the excitation and the response point. 
 
 
4.3 Numerical Examples 
The forced response is calculated for simple waveguides using the wave approach described 
in the previous section. The response of a beam, a plate and a cylinder are considered where 
either an analytical solution or an explicit formulation using modal decomposition can be 
found. Throughout this section, proportional damping is assumed such that the Young’s 
modulus becomes  () 1 Ej η + . The value of  0.03 η =  is applied. The wavenumbers and wave 
modes then become complex. 
 
4.3.1 Euler-Bernoulli Beam with Sliding Boundary Conditions 
As an illustrative example, the forced response of the Euler-Bernoulli beam with sliding 
boundary conditions at both ends shown in Figure 4.7 is considered. The sliding boundary 
condition constrains the rotation and the shear force to be zero and the beam has a rigid body 
mode.  
        The procedures of the wave approach are followed to give the forced response. The 
method starts from determining the amplitudes of directly excited waves, i.e. equation (4.6). 
For the beam, 
++ ΨΦ becomes, i.e. from equations (2.28) , 
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32 3
33 32 3
22
11
14 0
10 4
BB BBB B
BB BB B B
BB
jk k jEIk EIk jk jEIk
jEIk EIk EIk EIk k EIk
EIk EIk
++
⎡⎤
⎢⎥ −− ⎡ ⎤⎡ ⎤ − ⎢⎥ == ⎢ ⎥⎢ ⎥ ⎢⎥ − −− ⎣ ⎦⎣ ⎦ ⎢⎥ − ⎣⎦
ΨΦ . (4.25) 
 
The first element of the vector of the wave amplitudes is associated with the propagating 
wave and the second with the nearfield wave. Similarly,  ()
33 4, 4 BB diag jEIk EIk
−− =− ΨΦ  
for the negative-going waves. For a point force excitation such that  [ ]
T 10 = f , equations 
(4.6) then give 
 
 
3
3
11 1
,
0 4
11 1
0 4
q
B
q
B
j jEIk
j jEIk
++
−−
⎡ ⎤⎡ ⎤
== ⎢ ⎥⎢ ⎥ − ⎣ ⎦⎣ ⎦
⎡ ⎤⎡ ⎤
=− = ⎢ ⎥⎢ ⎥ − ⎣ ⎦⎣ ⎦
e Ψ
e Ψ
 (4.26) 
 
using the normalised eigenvectors. The positive- and negative-going waves with the same 
amplitudes are generated by the external force. The results (4.26) are same as those given 
analytically [13]. 
    The reflection coefficient at the boundary is next calculated. For the sliding condition, 
both the rotation and the shear force are zero at the boundaries so that equation (4.8) 
becomes 
 
 
00 01 0
10 00 0
fw
m θ
⎡⎤ ⎡ ⎤ ⎡⎤ ⎡ ⎤ ⎡ ⎤
+= ⎢⎥ ⎢ ⎥ ⎢⎥ ⎢ ⎥ ⎢ ⎥
⎣⎦ ⎣ ⎦ ⎣⎦ ⎣ ⎦ ⎣ ⎦
. (4.27) 
 
The reflection coefficient matrix in equation (4.10) then becomes 
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1
33
22
33
22
11 00 01
10 00
11 00 01
10 00
10
01
BB
BB BB
BB
BB BB
jEIk EIk
jk k EIk EIk
jEIk EIk
jk k EIk EIk
−
⎛⎞ ⎡⎤ − ⎡⎤ ⎡⎤ ⎡⎤
=− + ⋅ ⎜⎟ ⎢⎥ ⎢⎥ ⎢⎥ ⎢⎥ ⎜⎟ − ⎣⎦ ⎣⎦ ⎣⎦ ⎣⎦ ⎝⎠
⎛⎞ ⎡⎤ − ⎡ ⎤ ⎡⎤ ⎡⎤
+ ⎜⎟ ⎢⎥ ⎢ ⎥ ⎢⎥ ⎢⎥ ⎜⎟ −− − ⎣⎦ ⎣⎦ ⎣ ⎦ ⎣⎦ ⎝⎠
⎡⎤
= ⎢⎥
⎣⎦
r
 (4.28) 
 
and both the propagating and nearfield waves reflect with the same amplitude, without phase 
change at the boundaries and without wave mode conversion.  
    For the input response  re x x = , 
+ − + aa  in equations (4.17) and (4.19) becomes, after some 
calculations, 
 
 
()
() ()
()
() ()
2 2
2
3
2 2
2
1
11
1 1
1 4
11
1
Be Be
B
Be Be
B
jk L x jk x
jk L
kL x kx B
kL
ee
e
jEIk
ee
e
−− −
−
+−
−− −
−
⎡ ⎤ ++ ⎢ ⎥ − += ⎢ ⎥
⎢ ⎥ ++ ⎢ ⎥ − ⎣ ⎦
aa . (4.29) 
 
The first row is the amplitude of the propagating wave while the second row is that of the 
nearfield wave. The sum of the first and the second row gives the displacement at the input 
point. It should be noted that  0, 2 , 4 B kL π π = ±± L   gives an infinite response. This is 
equivalent to the phase closure principle and the response becomes infinity for undamped 
waveguides. 
    These procedures are now numerically evaluated using the WFE method and the results 
compared with the analytical solution (4.29). The properties are set to be  1 EI = ,  1 A ρ =  and 
0.44 e x L = . Figures 4.8 and 4.9 show the input mobility of the beam using the different 
element length  6 L Δ=  and 
4 10 L Δ=   respectively. The abscissa is the non-dimensional 
frequency  ()
2
B kL   which is proportional to frequency and resonances occur at 
() ( )
22
B kL n π =  for  0,1,2 n = L.  
    Consequences of the numerical errors discussed in section 2.4 can be seen. When the 
length of the FE is large ( 6 L Δ= , Figure 4.8), the discrepancy becomes large at high 
frequencies due to the FE discretisation error but good agreement can be seen at low  
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frequencies. By using a small element length (
4 10 L Δ= , Figure 4.9), the response at low 
frequencies breaks down because of the error due to round-off of inertia terms.  
 
4.3.2 Thin Plate with Simply-supported Boundaries 
The forced response of a thin plate with all edges simply-supported shown in Figure 4.10 is 
considered. The locations where the point excitation is applied and the response is calculated 
are () , ee x y  and () , rr x y  respectively. The response using the modal decomposition method 
can be expressed as [120] 
 
  () ( ) ( )
() {}
22
11
,, 4
,
1
mn r r mn e e ext
rr
mn xy mn
x yx y f
wx y
hL L j
φφ
ρ ωη ω
∞∞
==
=
+− ∑∑  (4.30) 
where 
  () ( ) ( ) ,s i n s i n mn x y x ym x L n y L φπ π =  (4.31) 
and 
  () ( ) { }
2 2 2
mn x y Dhm L n L ωπ ρ =+ . (4.32) 
 
The plate is assumed to be steel ( )
11 2.0 10 , 7800, 0.3 E ρν =⋅ = =  with  0.6, 0.18 xy LL ==  
and the thickness  0.0018 h = , all in SI units.  
    The plate strip model with 18 elements across the cross-section ( ) 10 xymm Δ= Δ=  is used. 
Since the model has 106 DOFs, 106 wave modes can be obtained at each given frequency. In 
practice, only some wave modes with sufficiently small  ( ) Im x k  are retained to calculate the 
forced response. It should be noted that all propagating waves should be retained by 
carefully choosing  x Δ  as stated in subsection 2.4.1. Most wave modes are strongly decaying 
waves at each frequency and the contribution of such wave modes to the forced response is 
often very small. In addition, such wave modes are likely to be numerically inaccurate 
because of the FE discretisation error.  
    Figure 4.11 shows the magnitude of the input mobility (at the point A in Figure 4.10) 
calculated by both the wave approach and the modal decomposition method. The abscissa is 
the non-dimensional frequency 
22
y Lh D π ρω Ω= .   
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    The waves associated with  ( ) Re 1 kΔ <  and  ( ) Im 1 kΔ <  are retained for the WFE result, 
which are all propagating waves and few nearfield waves with small  () Im k . In the 
frequency range shown, only about 8 (positive- and negative-going wave) pairs of wave 
modes are retained, which are all the propagating waves and some of the nearfield waves. 
On the other hand for the modal solution, the number of the modes included is about 1000. 
Reasonable agreement can be seen for the frequency range analysed. The first wave mode 
cuts-on at  1 Ω=  and successive peaks for 14 < Ω<  are associated with the first wave mode. 
At  4 Ω=   the second wave mode cuts-on. The response asymptotes to 
1 8 0.0032 YD h ρ ∞ =≈   [2] at high enough frequencies. Figure 4.12 shows the input 
mobility calculated in the same manner over a wide frequency range. The 10th wave mode 
cuts-on at  100 Ω= , for example, and only 3.6 elements are associated with one wavelength 
for the wave mode across the plate strip. Above  30 Ω =  or so a consistent discrepancy can 
be therefore seen due to the FE discretisation error, however, the frequency averaged 
response still shows more-or-less reasonable agreement. 
    If all the wave modes are included to calculate the response, the result breaks down as 
shown in Figure 4.13. This is because rapidly decaying nearfield waves are inaccurately 
estimated and such waves can contaminate the whole predicted response. It is therefore 
crucial to retain only the wave modes which are reasonably accurately predicted.  
    On the other hand, Figure 4.14 shows the input mobility calculated by retaining only the 
waves associated with Re 1 xx k Δ<, Im 0.2 xx k Δ<  such that at most 5 pairs of wave modes 
are retained. Regardless of such small numbers of wave modes, the response still shows 
reasonable agreement. Discrepancies can be seen at anti-resonances and below the first 
resonance  1 Ω<  where the stiffness dominates the system.  
    When the transfer response is of concern, the effect of the nearfield waves is much smaller 
than that for the input response. Figure 4.15 shows the transfer mobility at the response point 
B (Figure 4.10) using the same wave modes, i.e.  ( ) Re 1 xx k Δ < ,  () Im 0.2 xx k Δ< . Good 
agreement can be seen. As the amplitude of the nearfield wave decays to 0.1% in one 
wavelength, the transfer response is dominated by propagating waves. This result implies 
that only a few nearfield waves with small  ( ) Im k  are important in determining the transfer 
response.  
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    The forced response of the plate at  21.8 Ω =  are shown for different proportional damping 
η . The case of  0.01, 0.03, 0.1 η =  are shown in Figures 4.16-4.18. The results are calculated 
using wave modes for which  ( ) Re 1 xx k Δ < ,  ( ) Im 1 xx k Δ < . It can be seen that when the 
damping is small as shown in Figure 4.16, the response is dominated by the response of the 
mode for which () ( ) ,8 , 4 mn = . As the damping increases, the modal overlap becomes large 
and more modes contribute to the response. For  0.03 η =   as shown in Figure 4.17, the 
response becomes significant around the excitation. For  0.1 η =  as shown in Figure 4.18, the 
response approaches that in an infinite plate [13].  
     
4.3.3 Finite Cylinder 
The forced response of a cylinder is considered as shown in Figure 4.19. The boundary 
conditions along the edges are taken to be same as those defined in subsection 3.7.4 such that 
0 yy wm uσ == == , equation (3.48).  
    Under the boundary conditions, approximate analytical mode shapes can be obtained and 
the response in the r-direction for point force excitation can be calculated using modal 
decomposition [120] as 
 
  () ( ) ( ) ()
() {}
22
10
sin sin cos 2
,
1
ey r e sy e r e s ext
res res
mn y nm n
myL my L n f
wy
hRL j
ππ ϕ ϕ
ϕ
ρπ εω η ω
∞∞
==
−
=
+− ∑∑  (4.33) 
 
and  ( ) 0 2, 1 0 n n εε == ≠ . The subscript ‘res’ is used here to represent the response point for 
clarity. The same material properties as the plate in the previous subsection are assumed for 
the cylinder with  0.18 y L =  and  0.1 R = .  
    The cylinder is uniform in two directions, i.e. in the circumferential (ϕ -) and the axial (y-) 
directions. The WFE model can therefore be formed in either direction as shown in Figure 
4.20. For a short cylinder a WFE model in the ϕ -direction as shown in Figure 4.20(a) might 
be preferable as the number of DOF can be smaller considering the FE discretisation error. 
The WFE model shown in subsection 3.7.5 was also used here and the number of element 
along the axis of the cylinder was 36. It should be noted that the modal solution is 
approximate since the displacement do not exactly satisfy the stress and displacement at  
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boundaries [117] as discussed in subsection 3.7.5. The WFE method may therefore provide 
more accurate results. 
        The input mobility calculated by the wave approach and the modal decomposition is 
shown in Figure 4.21. The waves associated with  ( )
* Re 1 k ϕ Δ <  and  ()
* Im 1 k ϕ Δ<  are 
retained and the number of (positive- and negative-going) wave mode pairs is about 75. For 
the modal solution about 4000 modes were used for convergence. The abscissa represents 
the non-dimensional frequency  r ω ω Ω= , equation (3.39). For a cylinder, the modal density 
becomes high around the ring frequency,  1 Ω = . At high enough frequencies  1 Ω   , the 
response asymptotes to that of a flat plate such that  1 8 0.0032 YD h ρ ∞ =≈  [2].  
    It is of interest to see the input mobility using limiting number of waves. Figure 4.22 
shows the input mobility using waves for which  ( )
* Re 1 k ϕ Δ <  and  ()
* Im 0.75 k ϕ Δ< . Only 
about 60 pairs of wave modes are retained and about 15 pairs of rapidly decaying wave 
modes are excluded compared to the result using waves for which  ()
* Im 1 k ϕ Δ< . Although 
the number of the wave modes decreases, such implementation seems reasonable because 
some wave modes around  ()
* Im 1 k ϕ Δ ≈  are inaccurately predicted.  
    The well-conditioned formulation for determining the amplitudes of the directly excited 
waves proposed in equation (4.6) are used to reduce numerical results. Figure 4.23 shows an 
example of the input mobility calculated using the original formulation (4.2). It can be seen 
that the results using the original formulation (4.2) are very inaccurate because of the ill-
conditioning. Use of the well-conditioned formulation (4.6) is therefore necessarily for 
general waveguides. 
 
 
4.4 Conclusions 
In this chapter the formulation of calculating the forced response using the wave approach 
was described. In particular the well-conditioned formulation for determining the amplitudes 
of directly excited waves was proposed using the orthogonality relationship between the left 
and right eigenvectors. The wave amplitude in finite structures was explicitly shown using 
the wave propagation, reflection coefficient matrices.  
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    Numerical examples of a beam, a plate and a cylinder were shown. For the beam vibration 
the analytical solution holds and the predicted response was compared with the analytical 
solution. The effects of numerical errors occurring in the WFE results have been shown. For 
the plate vibration, there are inherently an infinite numbers of wave modes. Since the plate 
strip was modelled using FEs only a finite number of wave modes are considered in which 
there are a few propagating and some nearfield waves. The effect of the inclusion of rapidly 
decaying nearfield waves with large  ( ) Im k  was discussed. In general, the rapidly decaying 
waves contribute to the response insignificantly, in particular for the transfer response. The 
inclusion of the rapidly decaying waves may even break down the whole response because 
the rapidly decaying waves are likely to be inaccurately predicted. Similar effects were 
observed for the cylinder vibration. The well-conditioned formulation for determining the 
amplitudes of directly excited waves was evaluated for the cylinder example. 
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Figure 4.1: Procedure of forced response calculation using the wave approach. 
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Figure 4.2: Waves directly excited by local harmonic excitation applied at a point. 
 
 
 
 
 
Figure 4.3: Wave reflection at a boundary. 
 
 
 
 
 
 
 
Figure 4.4: Wave propagation in a waveguide. 
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Figure 4.5: Wave amplitudes in a finite structure. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Wave amplitudes in a ring. 
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Figure 4.7: The beam with sliding boundary conditions at both ends. 
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Figure 4.8: Magnitude of the input mobility of the beam: ― WFE result () 6 L Δ= ; ···· analytical 
solution. 
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Figure 4.9: Magnitude of the input mobility of the beam over wide frequency range: ― WFE result 
()
4 10 L Δ= ; ···· analytical solution. 
 
 
 
 
 
 
 
Figure 4.10: A thin plate with all edges simply-supported.  
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Figure 4.11: Magnitude of the input mobility of the plate: ― WFE result  with  () Re 1 xx k < Δ , 
() Im 1 xx k < Δ ; ···· modal solution. 
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Figure 4.12: Magnitude of the input mobility of the plate over wide frequency range: ― WFE result 
with  ( ) Re 1 xx k < Δ ,  ( ) Im 1 xx k < Δ ; ···· modal solution.  
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Figure 4.13: Magnitude of the input mobility of the plate: ― WFE result using all waves; ···· modal 
solution. 
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Figure 4.14: Magnitude of the input mobility of the plate: ― WFE result with  () Re 1 xx k < Δ , 
() Im 0.2 xx k < Δ ; ···· modal solution.  
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Figure 4.15: Magnitude of the transfer mobility of the plate: ― WFE result with  () Re 1 xx k < Δ , 
() Im 0.2 xx k < Δ ; ···· modal solution. 
 
 
Figure 4.16: The forced response of the plate with  0.01 η =  at  21.8 Ω= . 
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Figure 4.17: The forced response of the plate with  0.03 η =  at  21.8 Ω= . 
 
 
 
Figure 4.18: The forced response of the plate with  0.1 η =  at  21.8 Ω= . 
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Figure 4.19: Cylinder with a finite length.  
 
 
 
      
 
 
 
Figures 4.20: WFE models of the cylinder (a) in the ϕ -direction; (b) in the y-direction. 
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Figure 4.21: (a) Magnitude and (b) phase of the input mobility of the cylinder: ― WFE result with 
( ) ( )
** Re 1, Im 1 kk ϕϕ << ΔΔ ; ···· modal solution. 
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Figure 4.22: (a) Magnitude and (b) phase of the input mobility of the cylinder: ― WFE result with 
() ()
** Re 1, Im 0.75 kk ϕϕ << ΔΔ ; ···· modal solution. 
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Figure 4.23: Magnitude of the input mobility of the cylinder: ― the WFE result using equation (4.2) 
with  ( ) ( )
** Re 1, Im 0.75 kk ϕϕ << ΔΔ ; ···· modal solution. 
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Chapter 5 
APPLICATION OF THE WFE METHOD 
TO A TYRE 
 
 
5.1 Introduction 
Tyre noise is becoming a significant source for traffic noise [121,122]. Understanding the 
vibrational behaviour of a tyre is thus becoming more important. Measured spectra of tyre 
noise show a broad peak around 1 kHz at which frequency the wavelengths in the tyre are 
short. At such high frequencies the computational cost of FEA becomes impractically large 
[123126] and knowledge of wave properties is of interest. 
    In  this  chapter,  the  WFE  method  is  applied to analyse tyre vibrations as a practical 
application. No analytical solution is available. The approaches previously described are 
used. A segment of a tyre is modelled using ANSYS 7.1. Frequency dependent material 
properties of rubber are included. Free and forced vibrations are considered. Free wave 
propagation is illustrated for purely real, purely imaginary and complex wavenumbers. The 
effects of curvature and internal pressure are analysed. The forced response is predicted and 
compared with experimental data. The outcomes of this chapter have been presented in 
[73,74]. 
 
 
5.2 Overview of Tyre Analysis 
A tyre is a complicated structure composed from steel and textile fibre reinforced rubber 
sheets and several different rubbers (see details in Appendix 3.1). A cross-section of a 
commercial tyre and terminology are illustrated in Figure 5.1.  
    Several analytical wave models have been proposed to investigate waves in a tyre. The 
classical and simple one-dimensional model using a curved beam subjected to in-plane 
tension and lying on an elastic foundation was proposed by Böhm [127]. Pinnington 
extended the one-dimensional model to include the shear stiffness and the rotary inertia of  
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the tread and considered both the shear and rotational waves [128]. Two-dimensional models 
have been proposed by several researchers. Kropp et al developed a model for a layered flat 
plate on an elastic foundation [129,130]. They also investigated the contact model [131] and 
the noise radiation from a tyre [131]. Their extensive work is summarised in [132,133]. 
Pinnington modelled a tyre as a curved plate on a sidewall impedance [134,135]. Muggleton 
et al modelled a tyre as three flat plates joined by springs [136]. However, it is difficult or 
impossible to include structural details in these analytical models, hence numerical solutions 
are desired. 
    Relatively few works have investigated waves in a tyre using numerical methods. Bolton 
et al estimated the dispersion curves from a FE model of a cylinder representing a tyre 
[137,138], but this approach provides only rough estimates of predicting propagating 
wavenumbers from natural frequencies. A notable work was that of Nilsson [7] using the 
spectral finite element method. He modelled a tyre using spectral elements and showed good 
agreements between the calculated forced response and experimental results. However, the 
method needs special elements to model a tyre as stated in subsection 1.2.3. 
    These works focus on only propagating waves. In this chapter, the WFE method is applied 
to a tyre. Propagating, evanescent and oscillating decaying waves are considered and results 
for free and forced vibrations are presented.  
 
 
5.3 Tyre Model 
A ‘slick’ tyre attached to an aluminium rim (see Figure 5.2) together with material data was 
provided by Bridgestone Corporation. Details are given in Appendix 3.1. In this section, a 
WFE model of the tyre is briefly described. Frequency dependent material properties of 
rubber are considered.  
 
5.3.1 WFE Model 
A short section of the tyre was modelled using ANSYS 7.1 as shown in Figure 5.3. The 
coordinates and dimensions are shown in Figure 5.4. Cylindrical coordinates were used. The 
eight node solid element SOLID 46, which generates equivalent anisotropic material 
properties for a layered structure, was used. The element has three translational DOFs at 
each node. A segment of the tyre subtending an angle of 21 . 8 ϕ Δ=
o  was  modelled.  To  
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represent the curvature of the tyre, adjacent segments of the tyre are connected together with 
their local coordinates being rotated through  ( ) 0.9 ϕ ±Δ
o . This models the curved tyre as 
being composed of piecewise-plane elements as described in subsection 3.6.2. An internal 
pressure of 200 kPa was simulated by the application of surface loads on the elements (see 
Appendix 3.2). Boundary conditions at the bottom of the section were imposed by setting the 
DOFs to be zero. The number of DOFs was 324 after the condensation of interior DOFs. 
More details are given in Appendix 3.2. 
 
5.3.2 Inclusion of Frequency Dependent Material Properties of Rubber 
Material properties of rubber depend on frequency [139]. To include the frequency 
dependent properties of rubber, the stiffness matrix was decomposed as 
 
  () ( ) fibre rubber tension ff =+ + KK K K  (5.1) 
 
where  2 f ω π =  is frequency in Hz. The stiffness matrices  fibre K  and  tension K  represent the 
frequency independent contributions of the fibres and the in-plane tension due to the internal 
pressure. The latter was derived from the difference between two stiffness matrices 
associated with FE models with and without the internal pressure. The stiffness matrix of the 
rubber elements is frequency dependent. If Poisson’s ratio is assumed constant, the stiffness 
matrix is proportional to the Young’s modulus E . The frequency dependent stiffness matrix 
() rubber f K  at frequency  f  is then given by 
 
  () ( )
() () ( ) {} 0
0
1 rubber rubber
Ef
f fj f
Ef
η =+ KK  (5.2) 
 
where  () f η  is the frequency dependent loss factor and  0 f  is a reference frequency at which 
the stiffness matrix  () 0 rubber f K  is evaluated (neglecting damping). 
    To determine  ( ) E f  and  () f η  in equation (5.2), the rubbers were assumed to behave like 
the American National Standards Institute (ANSI) standard polymer for which data is  
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available in the literature [140]. In the frequency range of interest () 0 2kHz,30 C f <≤ °, 
() Ef and  () f η  may be approximated by [140] 
 
  ( ) ( ) ( ) log log EE Ef f α β = ⋅+ , (5.3) 
  () ()
2 log ff η η η αβ = ⋅+ . (5.4) 
 
The coefficients were estimated from the literature [140] to be  0.1, 0.01, 0.1 E ηη α αβ == =  
and  E β  was determined from given material data for each rubber. The data used to estimate 
the coefficients are given in Appendix 3.3 and the values of  E β  are tabulated in Appendix 
3.1. For the tyre model, the effect of the change in the stiffness of the rubber is relatively 
small in the frequency range analysed because the magnitudes of the elements of  fibre K  (and 
tension K ) are much larger than the changes in the elements of  ( ) rubber f K . 
 
 
5.4 Free Wave Propagation 
In this section the dispersion curves are numerically determined for an undamped tyre 
including purely real, purely imaginary and complex wavenumbers. To investigate the 
effects of the tyre curvature and internal pressure, three models are analysed. These are (I) a 
straight section without internal pressure, (II) a curved section without internal pressure and 
(III) a curved section with internal pressure. Complicated dispersion curves including the 
bifurcations and the existence of a negative group velocity discussed in chapter 3 are seen. 
The curvature and the in-plane tension increase the stiffness especially at low frequencies. 
No damping is assumed throughout this section for the sake of clarity.  
 
5.4.1 Straight Section without Internal Pressure 
A straight section of the tyre () R = ∞  is first analysed to illustrate the effect of curvature. A 
straight segment is modelled so that there is no rotation of the coordinate system at the end 
of the segment. The dispersion curves below 450 Hz are shown in Figure 5.5 for the 
asymmetric (Ai) modes and in Figure 5.6 for the symmetric modes (Si). Results for purely  
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real, purely imaginary and complex (conjugate) wavenumbers are shown. Only 
wavenumbers for which  ( ) Im k  is small are shown for clarity. Wave modes in which the 
wave is characterised by predominantly transverse shear motion are described as  i T  where 
the subscript i denotes the associated wave modes (Ai, Si). 
    The asymmetric A1 mode cuts-on first at about 25Hz (Figure 5.5). This mode comprises 
side-to-side motion of the tread as illustrated in Figure 5.5(a). The A1 mode (Figure 5.5(a)) 
and the symmetric S1 (Figure 5.6(a)) mode are bouncing modes where the tread mass is 
vibrating on the sidewall stiffness. The A2 (Figure 5.5(c)), S2 (Figure 5.6(b)) and higher 
modes are cross-sectional modes where the cross-sectional deformation becomes more 
complex, with more nodes along the cross-section.  
        All wavenumbers at low frequencies are purely imaginary or complex (conjugate). 
Complex conjugate wavenumbers bifurcate into two purely imaginary or purely real 
numbers. In Figure 5.6 a bifurcation into two real wavenumbers can be seen at around 200 
Hz. For a general structure, the flexural and shear wave modes in general couple even if the 
structure is straight due to finite shear stiffness and Poisson contraction effect. Curve veering 
between two propagating wavenumbers represents that two wave modes are not orthogonal 
in the wave domain. The shape of the wave mode changes around the frequency where the 
veering occurs. An example is depicted in Figure 5.5(b) for the A1 mode.  
 
5.4.2 Curved Section without Internal Pressure 
The dispersion curve of a curved segment below 450 Hz is shown in Figure 5.7. The 
asymmetric modes are illustrated in Figure 5.7(a) and the symmetric modes in Figure 5.7(b). 
The polar wavenumber (rad/rad), 
* kk R = ( ) 0.3185 R = , is used. The value of  10 k =  for the 
straight section in Figures 5.5 and 5.6 is associated with 
* 3.185 k = . Natural frequencies 
occur at 
* 1, 2 k = L  associated with circumferential mode orders and also at 
* 0 k =  for  a 
breathing mode. The wave mode shapes are similar to those in Figures 5.5 and 5.6.  
    The curvature increases the stiffness due to the coupling between flexural and in-plane 
motions especially at low frequencies (below the ring frequency). The curvature therefore 
increases the cut-off frequencies and decreases  ( )
* Re k . However, the cut-off frequency of 
the A1 mode remains the same because the wave mode relates to side-to-side motion of the 
tread and is irrelevant to curvature. Apart from the stiffening effect, the curvature introduces  
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the non-zero cut-on phenomena and one wave has a negative group velocity as discussed in 
subsection 3.7.5. Such phenomena are clearly seen for the A2 and S2 modes.  
 
5.4.3 Curved Section with Internal Pressure 
A tyre is subjected to internal pressure. Internal pressure causes in-plane tension both in the 
circumferential direction and across the tread and sidewall. The in-plane tension increases 
the stiffness especially at low frequencies [1] such that the effects are similar to those of the 
curvature. The dispersion curves below 600 Hz is shown in Figure 5.8(a) for the asymmetric 
modes and (b) for the symmetric modes. The polar wavenumber 
* kk R =  is again shown. 
Internal pressure increases the cut-off frequencies especially of the lower order wave modes 
and decreases  ( )
* Re k . 
    The dispersion curves of the cut-off of the S2 mode is shown in Figure 5.9 for a narrow 
frequency range around the cut-off frequency. The non-zero cut-off of the S2 mode occurs at 
around 326.8 Hz above which frequency there are two propagating waves. One wavenumber 
increases with frequency and the other decreases and becomes complex (conjugate) around 
327.0 Hz where the S2 and TS1 modes couple. The complex conjugate waves again become 
two propagating waves at around 332.8 Hz.  
    All propagating wavenumbers associated with the symmetric modes in the frequencies of 
interest, i.e. up to 2 kHz, are shown in Figure 5.10. The value of 
* 60 k =  is associated with 
* 1 k φ Δ=. In total 16 waves propagate at 2 kHz and there are 8 Si and 8 Ti modes. Since there 
are only 28 elements across the cross-section, a relatively large FE discretisation error may 
occur. Another model using 50 elements was formed to investigate the error. The details are 
shown in Appendix 3.4. Although results using 28 and 50 elements differ such that the result 
using 28 elements is not converged, it was observed that the 28 element model gives a 
reasonable response. The difference between 28 and 50 element models at lower frequencies 
is believed that 50 element model can represent geometry of cross-section of a tyre more 
accurately.  
    The group velocity can be numerically calculated using the power and energy relationship. 
The group velocities associated with the S1, S2, TS1 modes are shown in Figure 5.11. The 
group velocities predominantly associated with the flexural motion (S1, S 2) are about 
typically 80 m/s (25 rad/s) and that with the shear motion (TS1) is about 240 m/s (76 rad/s).  
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These values are similar to results in [138]. Figures 5.12 and 5.13 focus on the frequencies 
where the S2 mode cuts-on. Three waves propagate in the frequencies between 333 Hz and 
341 Hz (Figure 5.12) and between 326.8 Hz and 327.0 Hz where there is one wave 
propagating with a negative group velocity. The power and energy relationship can be used 
even if the damping is included, i.e. equation (5.4). The group velocities of the damped S1, S2, 
TS1 modes are illustrated in Figure 5.14. The distinct peaks and troughs in Figure 5.11 
disappear due to the damping. The group velocities at relatively high frequencies shown are 
the same as those of the undamped case but the details of the curves differ. 
 
 
5.5 Forced Response 
The forced response of the tyre is calculated using the wave approach described in chapter 4 
and the results compared with experimental data. Excitation is applied to the centre of the 
tread. The effect of the size of the region over which the excitation is applied is numerically 
analysed. This affects the response especially at high frequencies.  
 
5.5.1 Experimental Setup 
The tyre attached to the rim was suspended using flexible rubber strings as shown in Figure 
5.15. The excitation was a random signal applied by a shaker attached to the tread centre 
through a relatively rigid metal disc of diameter,  23.5 mm d =  and 1 mm thickness as shown 
in Figure 5.16. The equipment used is summarised in Table 5.1. Measured signals were 
analysed using the Hanning window and averaged (at least 30 averages). The room 
temperature was about 30 ˚C throughout the measurement. Mass cancellation [141] was 
applied by post-processing the measured data to cancel the mass effect of the force 
transducer and the accelerometer. An example of a measured input mobility of the tyre 
without internal pressure is shown in Figure 5.17. The response below 30 Hz is dominated 
by the boundary conditions (i.e. free) and a resonance of the experimental rig occurs around 
2.7 kHz. Reliable measured data is therefore expected to be roughly between 30 Hz and 2 
kHz. 
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5.5.2 Forced Response of a Tyre with Finite Area Excitation 
The forced response is calculated using the wave approach.   A frequency dependent loss 
factor for rubber  () f η  in equation (5.4) was included. Waves for which  () Im 0.75 k ϕ Δ≤  
were retained to calculate the response based on the discussion in chapter 4. For the tyre 
without internal pressure, the number of the positive- and negative going wave pairs was 
about 80 in the frequency range analysed while about 70 wave mode pairs were retained for 
the tyre with internal pressure.  The region of the excitation was modelled as shown in 
Figure 5.18. Because of the element size of the model, the circle area over which the 
excitation was applied in the experiment was modelled as an oval shape such that the area of 
the excitation is same. The weighted average responses from 5 different excitation points 
corresponding to nodes in the FE model were found. The weights were chosen such that at 
the centre is 2 and the other points are 1 by considering the representative area of each 
excitation point.  
    The  predicted  and  measured  forced  responses of the tyre without and with internal 
pressure are shown in Figures 5.19 and 5.20, respectively. In both figures, the maximum 
frequency is approximately the frequency where the S8 mode cuts-on. Reasonable 
agreements between the predicted results and the measured data can be seen in both figures. 
    For the response of the tyre without internal pressure (Figure 5.19), there are broad peaks 
because of the large damping. The predicted natural frequencies are larger than those in the 
experiment such that the stiffness associated with the FE model is expected to be greater 
than that of the real tyre. Differences of the magnitude of the response below the first 
resonance are believed to be due to the boundary conditions, i.e. the WFE results assumed 
the fixed boundary condition but the real tyre was attached to a rim and has a rigid body 
motion.     The peak occurring at frequencies around 170 Hz in the numerical result, which is 
associated with the shear mode Ts1, cannot be clearly seen in the measured result. The 
deformation of the whole tyre corresponds to a breathing mode at this frequency. The reason 
for the discrepancy is believed to be the effect of the internal cavity since the bulk modulus 
of the internal air can resist the breathing deformation, which is neglected in the numerical 
results. At high frequencies, the predicted and measured results asymptote to a similar 
magnitude.  
    For the tyre with internal pressure (Figure 5.20), the response shows several maxima and 
minima below 300 Hz. These correspond to individual resonances. The response of the tyre  
Chapter 5: Application of the WFE Method to a Tyre 
 
 
151 
can be categorised into three regions. Below the first resonance at around 90 Hz where the S1 
mode cuts-on, the sidewall stiffness is dominant. Above the first resonance there are several 
peaks associated with vibrational modes of the tyre around the circumferential deformation 
across the tread and sidewall in the S1 mode. The response is similar to that of the beam on 
an elastic foundation. Above 350 Hz where the S2 mode cuts-on, the response becomes more 
or less constant. At high frequencies the response tends to that of a plate with finite shear 
stiffness or that of an elastic half space with excitation applied over finite area. This is 
discussed further in the next subsection.  
    The predicted frequency of the first resonance is smaller than the measured result. But the 
frequency difference between successive peaks is larger. This implies that the stiffness 
across the tread and sidewall is smaller than that of the real tyre but that in the 
circumferential direction is larger. A complete set of the data for the FE model could 
improve such discrepancy.  
 
5.5.3 Effect of the Size of the Excited Area 
The structural response is particularly sensitive to the spatial distribution of the excitation at 
high frequencies where the wavelengths become small. For example, considering an 
excitation of uniform force  0 f  per unit length, applied along a line of length 2r. The force 
injected into each wave mode can be expressed as 
 
  () () ( ) 00
0
sin
exp
2
r
r
kr ff r
fk f j k rd r
kr ππ −
== ∫ . (5.5) 
 
For  1 << kr , equation (5.5) gives  ( ) 0 f kf r π ≈  and the value is independent of k . But for 
() 1 kr O =  or larger, the effective force injected to the wave decreases and the wave is not 
excited as much.  
    In addition, if the thickness of the structure, h, is not thin enough compared to the radius 
of excitation, typically when  5 hr≥ , the response of the structure approaches that of an 
elastic half space so that the shear stiffness and local stiffness become more important [142]. 
    To illustrate the effect of the spatial distribution of the excitation, the responses of the tyre 
with internal pressure for both the finite area excitation and point excitation are shown in  
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Figure 5.21. At low and moderate frequencies the responses are almost the same but their 
asymptotes at high frequencies differ. The shear deformation becomes more important for 
the point force excitation and the response becomes reactive. These numerical results show 
that the dynamic behaviour of a tyre at high frequencies can be strongly affected by the 
distribution of the excitation. 
    In the previous subsection the external force is assumed to be applied uniformly over a 
region. However, in the experiment the force distribution was not uniform and, instead, the 
velocity over the excitation region was more or less uniform. The nodal forces  e f  for nodal 
velocities  e v  can be calculated from the mobility of the tyre such that 
 
 
1
ee e
− = fY v  (5.6) 
 
where the subscript e represents that the vectors and the matrix are associated with the nodal 
DOFs within the excited region. The force vector  e f   is determined from velocity vector 
[ ]
T
11 e = v L . It should be noted that the matrix  e Y  could be ill-conditioned but that was 
not found to be the case here. The response for the uniformly distributed force and velocity 
are shown in Figure 5.22. Because the force along the edge of the excited region is likely to 
be greater than that inside the excited region, the response at high frequencies tends to be 
more mass-like. The size of the region as well as the distribution of the force over the excited 
region is therefore important for high frequency response.  
    In the experiment, there was small gap between edges of the metal disc and the tyre due to 
the curvature of the tyre. The response for uniform force distribution might therefore 
represent the experimental condition better. 
 
5.5.4 Response in the Circumferential and Lateral Directions 
In the previous subsections, the response of the tread centre in the radial direction was 
considered. However, the response to be calculated and the excitation to be applied can be 
any DOFs. As an example, the input mobility of the centre of the tyre in the circumferential 
direction is shown in Figure 5.23. It can be seen that the response of the circumferential 
direction at high frequencies rises at 10 dB/decade (proportional to f). Above 600 Hz or so 
the response in the circumferential direction is greater than that in the radial direction so that  
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the response in the circumferential direction can be also important to reduce tyre noise 
[130,143]. 
 
 
5.6 Conclusions 
The WFE method was applied to tyre vibrations as a practical application. The segment of 
the tyre with internal pressure was modelled in ANSYS 7.1 and the resulting number of 
DOFs was only 324. Frequency dependent material properties of rubber were included.  
        Free wave propagation was calculated and the effects of the curvature and internal 
pressure were illustrated. Complicated dispersion curves were observed. Curve veering 
occurs and rapid changes of the wavenumber together with wave mode shape were observed. 
The non-zero cut-on phenomena was also seen for waves in which the flexural and shear 
waves couple. Associated with the non-zero cut-on phenomena, a wave with a negative 
group velocity was observed.  
    The forced response was calculated using the wave approach. The predicted results were 
compared with experiment results and reasonable agreement was seen. At high frequencies 
the response approaches that of a plate with finite shear stiffness or that of an elastic half 
space. The size of region of and spatial distribution of the excitation were discussed. The 
excitation force injected into a wave mode was described and the effect of finite shear 
stiffness was mentioned. These were seen to be particularly important at high frequencies.  
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Figure 5.1: Cross-section of a tyre. 
 
 
 
 
 
Figure 5.2: A tyre with an aluminium rim (195/65R15). 
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Figure 5.3: Segment of the WFE tyre model: (a) in the tyre cross-section; (b) in the circumferential 
direction. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4: Coordinates and a WFE model of the tyre section. 
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Figure 5.5: Dispersion curves of a straight segment for asymmetric modes: ― purely real; ···· purely 
imaginary; −·− complex conjugate wavenumbers. Ti denotes the shear wave mode. Small 
figure (a)-(d) illustrates the deformation associated with each wave mode. The solid line is 
the original shape and the dashed line is the deformed shape. 
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Figure 5.6: Dispersion curves of a straight segment for symmetric modes: ― purely real; ···· purely 
imaginary; −·− complex conjugate wavenumbers. Ti denotes the shear wave mode. Small 
figure (a)-(c) illustrates the deformation associated with each wave mode. The solid line is 
the original shape and the dashed line is the deformed shape. 
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Figure 5.7: Dispersion curves of a curved segment for (a) the asymmetric, (b) symmetric modes:       
― purely real; ···· purely imaginary; −·− complex conjugate wavenumbers. Ti denotes 
the shear wave mode. 
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Figure 5.8: Dispersion curves of a curved segment with internal pressure for (a) the asymmetric,     
(b) symmetric modes: ― purely real; ···· purely imaginary; −·− complex conjugate 
wavenumbers. Ti denotes the shear wave mode. 
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Figure 5.9: Dispersion curves around the cut-on of the S2 mode: ― purely real; ···· purely 
imaginary; −·− complex conjugate wavenumbers 
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Figure 5.10: Dispersion curves for propagating waves of the symmetric modes.  
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Figure 5.11: Group velocities for the S1, S2, Ts1 modes. 
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Figure 5.12: Group velocities for the S2, Ts1 modes. 
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Figure 5.13: Group velocities for the S2, Ts1 modes around the bifurcation. 
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Figure 5.14: Group velocities for the damped S1, S2, Ts1 modes. 
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Figure 5.15: Experimental setup. 
 
 
 
 
Figure 5.16: Excitation arrangement. 
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  Manufacturer  Model No.  Serial No. 
Accelerometer PCB  Piezotronics  352C22  70096 
Exciter  LDS Dynamics systems Lab.  V201  54587.43 
Force transducer  PCB Piezotronics  208C01  20824 
Amplifier H/H  Electronic  TPA50D  - 
FFT Analyzer  Data Physics  Signal Mobilyzer 2  - 
 
Table 5.1: Summary of equipment. 
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Figure 5.17: Typical measured input mobility of the tyre. 
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Figure 5.18: Modelling of the excitation region: ― experimental; −− numerical modelling. Dots 
represent nodes where excitations applied. Dashed grid lines (····) represent FE. 
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Figure 5.19: (a) Magnitude and (b) phase of the input mobility at the tread centre of the tyre without 
internal pressure: ― the WFE result; ···· experiment. 
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Figure 5.20: (a) Magnitude and (b) phase of the input mobility at the tread centre of the tyre with 
internal pressure: ― the WFE result; ···· experiment. 
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Figure 5.21: (a) Magnitude and (b) phase of the predicted input mobility of the tyre for ― the finite 
area excitation; −− a point excitation. 
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Figure 5.22: (a) Magnitude and (b) phase of the predicted input mobility of the tyre for ― the 
uniform force excitation; ···· uniform velocity excitation. 
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Figure 5.23: (a) Magnitude and (b) phase of the predicted input mobility of the tyre in ― the radial 
direction; −− the circumferential direction. 
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Chapter 6 
CONCLUDING REMARKS 
 
 
6.1 Summary of Present Work 
In this thesis, free wave propagation and forced response for general waveguides with 
arbitrary complexities in the cross-sections using the WFE method were considered.  
    In chapter 2 the WFE formulation was presented and numerical issues were discussed. It 
was seen that reformulating the eigenvalue problem using Zhong’s method improves the 
conditioning. However, numerical issues remain. An application of SVD was proposed for 
reducing errors for numerically determining the eigenvectors. FE discretisation errors 
become large if the change in the phase or magnitude of the wave over the length of the 
section modelled becomes large. Use of a shorter section for modelling the waveguide 
reduces FE discretisation errors but there are large errors due to round-off of inertia terms 
because the stiffness terms of the section can become much greater than the inertia terms. A 
method of concatenating elements was thus proposed to reduce the round-off errors. The 
DOFs associated with internal nodes are dynamically condensed at each discrete frequency. 
Approximate expressions for the condensation were derived to reduce calculation cost. Three 
methods for predicting the group velocity were compared and the power and energy 
relationship was shown to be reliable to predict the group velocity. 
    The WFE method was then applied to complicated structures. Dispersion curves were 
shown including purely real, purely imaginary and complex wavenumbers. Freely 
propagating in-plane waves were considered for a plate strip with free edges and 
complicated phenomena such as non-zero cut-off phenomena and curve veering were 
described in section 3.4. A wave having a negative group velocity was observed to be 
associated with the non-zero cut-off phenomena. The WFE results were compared with 
numerical solutions to the analytical dispersion equations, i.e. the Rayleigh-Lamb frequency 
equations, using the WFE results as initial estimates. Freely propagating flexural waves in a 
plate strip with free edges were also presented including attenuating waves in section 3.5 and 
the results were compared with numerical solutions to the analytical dispersion equation  
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using the WFE results as initial estimates. Bifurcations from purely imaginary to complex 
wavenumbers or vice versa were described. 
    Free wave propagation in curved structures was then described. In curved structures, wave 
modes couple due to the curvature, especially below the ring frequency, and characteristics 
of wave modes change rapidly around the ring frequency. Dispersion curves for a ring were 
presented in section 3.6 and wave coupling due to the curvature was described. Free wave 
propagation in a cylindrical strip was considered in section 3.7 and waves in both the axial 
and circumferential directions were analysed. 
    The characteristics of the wave modes change rapidly around the frequencies where curve 
veering and bifurcation occur, and also around the ring frequency for the curved structures. 
Such wave mode change may be illustrated by their wave shapes as described in section 3.4 
for in-plane wave modes, for which the longitudinal and shear wave modes couple, and in 
section 3.5 for flexural waves, for which two different orders of flexural wave modes couple. 
A method of decomposition of power was proposed which can be applied to general 
waveguides. The power associated with each DOF was analysed using this method for waves 
in a cylindrical strip to investigate the change of characteristics of wave modes with 
frequency in section 3.7. The method was also used to determine the DOFs which can be 
condensed or removed if power associated with a variable or a DOF is negligible. Such 
implementation was used in sections 3.3 and 3.4 for improving conditioning.  
    The method for determining the forced response of a finite waveguide using the wave 
approach was described in chapter 4. A well-conditioned formulation for determining the 
amplitudes of directly excited waves was proposed. Wave amplitudes were calculated 
considering the wave propagation and subsequent reflection at boundaries and the response 
was then determined by superimposing the wave amplitudes at the response point. 
Numerical examples for a beam, a plate and a cylinder were shown in section 4.2. The 
rapidly decaying nearfield waves often show insignificant contribution to the response. 
Inclusion of the rapidly decaying wave modes was discussed for a plate and a cylinder.  
        The method was also applied to a tyre in which the frequency dependent material 
properties of rubber were included into the WFE model. Freely propagating waves in a tyre 
were presented including attenuating waves. The predicted forced response was compared 
with experiment and reasonable agreement was seen. The size of the region of excitation was 
described. It was shown that the power injected into each wave mode and the effect of the  
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shear stiffness become important especially at high frequencies where the wavelengths 
become small. 
    In summary the WFE method provides a strong basis for the analysis of free and forced 
vibrations of waveguides of arbitrary complexity. Free wave propagation characteristics such 
as the wavenumber, the wave mode and the group velocity describe the dynamics of the 
waveguides. Such variables can be used as input parameters for, e.g., statistical energy 
analysis. 
 
 
6.2 Conclusions 
The following general conclusions can be drawn from this thesis.  
•  The WFE method is an accurate and powerful approach to the analysis of free and 
forced vibrations of waveguide structures. 
•  Commercial FE packages can be exploited. 
•  Computational cost is very low. 
 
There are various issues concerning numerical errors. 
•  1 kΔ<   or so (as discussed in subsection 2.4.1) is recommended to avoid FE 
discretisation errors. 
•  () 10 log 16 ii ii KM<  in order that round-off errors of inertia terms are not substantial 
in double precision calculations. 
•  The method of concatenating elements described in section 2.5 can be used to reduce 
the round-off errors. 
•  The internal DOFs should be reduced at each frequency or using the approximate 
expression described in subsection 2.5.2. 
•  Zhong’s formulation should be used to improve conditioning of the eigenvalue 
problem. 
•    The SVD procedure described in subsection 2.6.3 should be used when the 
eigenvectors are numerically determined. 
•  The power and energy relationship provides reliable estimates of the group velocity.  
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•  Power associated with individual DOFs should be evaluated to indicate the 
characteristics of the wave motion and to indicate which DOFs can be condensed. 
•  The forced response of structures can be calculated using the wave approach. It is 
recommended that all propagating waves are included and some attenuating waves 
which decay least rapidly. As rule of thumb, attenuating waves for which Im 1 kΔ <  
should be included.  
•  Forced wave amplitudes should be estimated using the orthogonality relationship 
between the left and right eigenvectors as described in subsection 4.2.2. 
 
The WFE method was applied to various waveguide structures. In particular the application 
to analysis of tyre vibrations was shown. The following were observed. 
•  Shapes of wave modes rapidly change around frequencies at which the bifurcation 
occurs. 
•  The area over which the excitation is applied affects the response at high frequencies. 
•  With regard to response of a tyre, modes are dominant at low frequencies but waves 
are dominant at high frequencies. 
 
 
6.3 Suggestions for Further Research 
Throughout this thesis, the WFE method has been shown to be reliable and a powerful tool 
to investigate the wave properties in and dynamics of waveguides. In this section possible 
further research related to the WFE method are proposed. 
    The cases may be listed as: 
 
•  Use of higher order FEs, mid-side nodes FEs and curved FEs are of interest 
especially for curved structures. Single straight FEs could be also possible to 
represent curved structures by rotating the coordinates at its edges.  
 
•  For rotating structures such as a tyre in the operating condition, the effects of the 
rotation such as Coriolis effect and centrifugal force may be included into the WFE 
model. The change in the phase velocity can be post-processed for positive- and 
negative-going waves by adding or subtracting the rotational velocity respectively.  
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•  Inclusion of deterministic change in a cross-section along the waveguide could be 
considered. Examples include tread pattern of a tyre or a periodically stiffened panel.  
The forced response may be calculated considering the reflection and transmission at 
discontinuities. 
 
•  The effect of small variation along the waveguide can be another topic, for example a 
waveguide composed of Honeycomb structure. The WFE modelling and the 
limitation of the analysis in terms of wavelengths compared to the variation is of 
consideration.   
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Appendix 1 
SUPPLEMENTS TO  
THE EIGENVALUE PROBLEMS 
 
 
A1.1 Transfer Matrix Approach 
This section gives supplementary explanations of the transfer matrix T in equation (2.14). 
The matrix T is a symplectic matrix [66,82,144] such that 
 
 
T = TJ T J  (A1.1) 
 
or equivalently, 
T = TJT J where 
 
 
T1
=,
.
−
⎡ ⎤
⎢ ⎥ − ⎣ ⎦
= =−
0I
J
I0
JJ J
 (A1.2) 
 
The eigenvalues of symplectic matrices occur in reciprocal pairs, i.e. if λ  is an eigenvalue 
so is 
1 λ
− . This characteristic is sometimes termed symplectic adjoint, e.g. [145]. The 
eigenvectors of T, 
± φ , associated with λ
±  have the symplectic orthogonality relationship 
[82] such that 
 
  ( )
T 0 ik ik
+− = ≠ φ Jφ  (A1.3) 
and 
 
T
T
1,
1.
ii
ii
+−
−+
=
= −
φ Jφ
φ Jφ
 (A1.4) 
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Discussions about the similarity between the symplectic orthogonality relationship and the 
Betti reciprocal theorem can be seen in [146]. More mathematical characteristics of the 
symplectic matrix and its decomposition are illustrated in [144].  
        The symplectic matrix arises in applications of such as the discrete linear-quadratic 
regulator problem, discrete Kalman filtering, the solution of discrete-time algebraic Ricatti 
equations and certain large, sparse quadratic eigenvalue problems [147]. Mathematical 
difficulties about solving the eigenvalue problem of the symplectic matrix can be also found 
in [147]. Zhong and Williams [82] showed the analogy of wave propagation in a periodic 
structure to optimal control. They also showed the application of symplectic mathematics to 
such problems [82]. 
    It may be worth noting that the matrix inverse of the symplectic matrix can be found from 
equation (A1.1) to be 
1T T − = TJ T J , which is generally better-conditioned if the matrix needs 
to be inverted. 
 
 
A1.2 Derivation of Zhong’s Method 
This section describes details of the derivation of the conditioned eigenvalue problem (2.55), 
i.e. Zhong’s method [66]. The method starts from rearranging the equation of motion (2.3) as 
 
 
,
LL
LL L L R R
RL
RR L R R R
⎡⎤⎡ ⎤ ⎡⎤
= ⎢⎥⎢ ⎥ ⎢⎥
⎣⎦⎣ ⎦ ⎣⎦
⎡ ⎤⎡ ⎤ ⎡⎤
= ⎢ ⎥⎢ ⎥ ⎢⎥ −− − ⎣ ⎦⎣ ⎦ ⎣⎦
qI 0 q
fD D q
q0 I q
fD D q
 (2.54) 
 
such that, using the periodicity condition (2.13), 
 
 
RL RR LL LR
λ
λ λ
⎡⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ −− ⎣ ⎦⎣ ⎦ ⎣⎦ ⎣ ⎦
0I I 0 qq
DD D D qq
. (A1.5) 
 
From equation (A1.5), the transfer matrix T can be alternatively expressed as  
 
 
1 − = TL N  (A1.6)  
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where 
 
,
.
LL LR
RL RR
⎡⎤
= ⎢⎥
⎣⎦
⎡ ⎤
= ⎢ ⎥ −− ⎣ ⎦
I0
L
DD
0I
N
DD
 (A1.7) 
 
For the matrices  , LN  the relationship  
 
 
TT LR
RL
⎡ ⎤
== ⎢ ⎥ − ⎣ ⎦
0D
LJ L NJ N
D0
 (A1.8) 
 
holds [66]. Premultiplying equation (A1.5) by 
T LJ and by 
T NJ  in turn gives 
 
 
RL LL RR LR
RL RL
λ
λλ
−− − ⎡⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ −− ⎣ ⎦⎣ ⎦ ⎣⎦ ⎣ ⎦
DD D 0 D qq
0D D 0 qq
 (A1.9) 
and 
 
1
.
LR LR
RR LL LR RL λλ λ
⎡⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤
= ⎢⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ +− ⎣ ⎦⎣ ⎦ ⎣⎦ ⎣ ⎦
D0 0 D qq
DDD D 0 qq
 (A1.10) 
 
Adding these two equations (A1.9) and (A1.10) gives the conditioned eigenvalue problem, 
equations (2.55)-(2.57), i.e. 
 
  ( ) ( )
() ()
1 LR RL LL RR LR
LL RR LR RL RL
λ
λ λ λ
−− + ⎡⎤ ⎡⎤ ⎡ ⎤⎡ ⎤ ⎛⎞ += ⎢⎥ ⎜⎟ ⎢⎥ ⎢ ⎥⎢ ⎥ +− − ⎝⎠ ⎣ ⎦⎣ ⎦ ⎣⎦ ⎣⎦
DD DD 0D qq
DD DD D0qq
. (A1.11) 
 
 
A1.3 Thompson’s Method 
Another method for improving the conditioning of the eigenvalue problem, which is worth 
noting, is Thompson’s method [58]. The conditioning starts from the polynomial eigenvalue 
problem, i.e.  
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  ( )
2
LR LL RR RL λλ ⎡⎤ + ++ = ⎣⎦ DD D D q 0 . (2.51) 
 
For uniform waveguides all the elements of the dynamic stiffness matrix have certain 
relationships depending on whether the DOFs at element interface are symmetric (S) or 
asymmetric (A) between adjoint sections, i.e. equation (2.5) [58]. 
    After  partitioning  the  dynamic  stiffness  matrix associated with the force components 
being symmetric at the interface and the displacement components being symmetric (S-S) 
vice versa, the matrix operation in equation (2.51) can be expressed for elements associated 
with S-S or A-A DOFs as 
 
  () () {}
1
2c o s h LR LL RR RL LR LL λμ
λ
+++ = + DD D D D D  (A1.12) 
for  0 λ ≠  and  
  e
μ λ = . (A1.13) 
 
Similarly, the matrix operation for elements associated with the S-A and the A-S DOFs can 
be expressed as 
 
  () ()
1
2sinh LR LL RR RL LR λμ
λ
+++ = DD D D D . (A1.14) 
 
From equations (A1.12) and (A1.14), equation (2.51) can be reformulated as 
 
  ()
() () ()
()
()
() ()
() ()
()
()
cosh sinh
sinh cosh
SS SS SA S
LR LL LR
AS AA AA A
LR LR LL
μμ
μμ
⎡⎤ ⎡⎤ +
= ⎢⎥ ⎢⎥
+ ⎢⎥ ⎢⎥ ⎣⎦ ⎣⎦
DD D q
0
DD D q
 (A1.15) 
 
where the superscript S denotes the symmetric DOF and A is the anti-symmetric DOF. After 
some manipulations, equation (A1.15) becomes the general eigenvalue problem  
 
  
() ()
() ()
() ( )
()
()
() ()
() ()
() ()
() ( )
()
()
()
cosh 1 cosh 1
cosh
sinh sinh
S S SS SA SS SA
LL LR LR LR
AS AA AS AA A A
LR LL LR LR
μμ
μ
μμ
⎡ ⎤⎡ ⎤ ⎡⎤ ⎡ ⎤ ++
⎢ ⎥⎢ ⎥ =− ⎢⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ − ⎢⎥ ⎢ ⎥ ⎣⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦
qq DD D D
DD DD qq
. (A1.16) 
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The matrix of the eigenvalue problem in equation (A1.16) is only half the size of Zhong’s 
method and its eigenvectors are associated with only the displacement components such that 
the conditioning may be expected to be better than Zhong’s method.  
    Physically asymmetric DOFs such as the moment is zero at the cut-off frequency,  0 μ = . 
However numerical difficulties arise when the eigenvalue problem (A1.16) is numerically 
solved and the original eigenvector is numerically determined. The coefficients of the 
eigenvectors,  ( ) sinh μ  in equation (A1.16) approaches 0 and  () cosh 1 μ +  approaches to 2 
when  0 μ → . Even small errors in 
( ) A q   can be magnified when 
( ) A q  is  numerically 
evaluated divided by  () sinh μ . Zhong’s method was therefore applied throughout this thesis 
and the method worked well for the problems.  
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Appendix 2 
NUMERICAL METHODS FOR SOLVING  
A TRANSCENDENTAL EQUATION 
 
 
A2.1 Muller’s Method 
Muller’s method is an interpolation method that uses quadratic interpolation [91]. A complex 
root,  zxj y =+ , is found using a quadratic equation that passes through three complex 
values in the vicinity of an initial estimate as shown in Figure A2.1. Suppose that it is 
desired to find the solutions to  ( ) 0 fz= . Approximating  ( ) f z  as a quadratic in z gives 
()
2 f za zb z c =+ + . Let  110 hzz =− and  22 0 hzz = −  thus 
 
 
( ) ( )
() ()
() ()
2
0
2
11 1
2
22 1
00 ,
,
.
ab c f
ah bh c f
ah bh c f
++ =
++ =
− +=
 (A2.1) 
 
The coefficients are evaluated such that 
 
 
( )
()
10 2
2
1
2
10 1
1
1
,
1
f ff
a
h
ffa h
b
h
γγ
γγ
−+ +
=
+
−−
=
 (A2.2) 
 
where  21 hh γ = . The trial quadratic equation is solved to give the estimate,  ˆ z , 
 
  0 2
2 ˆ
4
c
zz
bb a c
=−
±−
. (A2.3) 
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The sign in the denominator is taken so as to give the larger absolute value. The calculation 
is repeated till the root converges. In this thesis the threshold value for convergence is set as 
()
3 ˆ 10 fz
− < .  
    In practice, the root finding process (A2.3) may be applied to  () f z  or both  ( ) { } Re f z  
and  () { } Im f z . Figure A2.2 shows an example of the solution space of  () f z . An initial 
estimate is represented by ∗   and an arrow denotes to the direction of an approximate 
solution from the initial estimate. It can be seen that in this case the solution space is more 
sensitive to  () Re z  than  () Im z . In such a case, it may be difficult for the method to 
converge to the right answer, especially for obtaining an accurate estimate of  ( ) Im z . 
Alternatively if the cost function is chosen as both  ( ) { } Re f z  and  () { } Im f z , as in Figure 
A2.3, such difficulties for convergence may be reduced. After the root finding process 
(A2.3) is repeated both for  ( ) { } Re f z  and  ( ) { } Im f z , the next initial estimate is given as a 
superposition of each result. Figure A2.3 illustrates the root finding procedure for each of 
() { } Re f z  and  () { } Im f z . Adding each change,  ( ) ( ) Re Im zz Δ+ Δ, is then used to give 
the next estimate of  ˆ z . 
 
 
 
A2.2 Argument Principle 
Complex roots of the function  ( ) f z  can be also estimated using the argument principle [92]. 
Consider  () f z  in some region of the complex z-plane enclosed by a contour γ . If  ( ) f z  
has no singularity within γ , the number of zeros of  ( ) f z  within the contour γ  is given by 
[92] 
 
  ( )
()
' 1
2
fz
Nd z
jf z γ π
= ∫  (A2.4) 
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where N is the number of zeros of  ( ) f z  in γ . Numerical integration, e.g. the trapezoidal 
rule, may be applied to give the calculation (A2.4) such that [148] 
 
 
()
() ()() () () ()
() ( ) ()
1
10 1 1 1
0
1
33
00 11 ''
22
11
,
,
22 2
2
max max , 1, , 1
12 3
nn
n
nn k k
nn k
k
nn ii i
n
ii
fz d z S R
zz zz z z
Sf z f z f z
z z z z fz fz fz
R fi n
nnz z
−
−+ −
=
+−
+−
=+
−− −
=+ +
−− − +
≤≈ = −
−
∫
∑
L
 (A2.5) 
 
where  n S  is the numerical value of the integral and  n R  is the residual. In this thesis the 
number of discrete points n is taken to be such that 
4 10 n R
− ≤ . 
    It should be noted that the finite difference approximation in the last equation in equations 
(A2.5) is derived from Taylor series expansion. The distance between two discrete numerical 
integration points therefore needs to be equal to satisfy Taylor series expansion.   
    The shape of γ  is chosen as a rectangle in the complex z-plane. The region γ  is chosen to 
be relatively large for the first integral around a contour enclosing an initial estimate of a 
root. Bisection of this region is then used to give a better estimate of the solution. The 
calculations are repeated until γ  converges to be smaller than some chosen values.  
    In this thesis the method was used to give N=1 with the criteria of the convergence as 
0.1% ±   of the estimation for both  ( ) ˆ Re z  and  ( ) ˆ Im z  such  that  ()( ) { ˆ Re 1 0.001 , z γ ⊆× ± 
()( ) } ˆ Im 1 0.001 z ×± . If either  ( ) ˆ Re z  or  ( ) ˆ Im z  of an estimation is close to zero,  0.01 ±  is 
applied such that  ()( ) ( ) { } ˆ Re 1 0.001 , 0.01 z γ ⊆× ± ±  if  ( ) ˆ Im 0.01 z < . The region γ  can 
determine the error bound of an estimated solution. 
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Figure A2.1: Muller’s method using a quadratic function. 
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Figure A2.2: Example of a contour plot for  ( ) f z . 
 
 
 
 
 
h2  h1 
() 00 , zf
( ) 11 , zf
() 22 , zf 
( ) f z  
2 az bz c + +   
Appendix 2: Numerical Methods for Solving a Transcendental Equation 
 
 
184 
 
−800000000
−400000000
0
4
0
0
0
0
0
0
0
0
Re(z)
I
m
(
z
)
81 81.1 81.2 81.3 81.4 81.5 81.6 81.7
0
0.02
0.04
0 0 0 0
40000000 40000000 40000000
80000000 80000000 80000000
Re(z)
I
m
(
z
)
81 81.1 81.2 81.3 81.4 81.5 81.6 81.7
0
0.02
0.04
 
Figure A2.3: Contour plot of (a)  ( ) { } Re f z ; (b)  ( ) { } Im f z.  
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Appendix 3 
MODELLING AND MATERIAL PROPERTIES 
OF A TYRE 
 
 
A3.1 Cross-section of a Tyre 
This section gives supplementary details about the tyre. A ‘slick’ tyre without tread design 
(tyre size: 195/65R15) was provided by Bridgestone Corporation. An illustration of the 
cross-section of the tyre is shown in Figure A3.1. The structure of the cross-section of the 
tyre is simpler than general commercial tyres but similar. A tyre is composed of steel and 
textile fibre reinforced rubber (FRR) sheets and several different rubbers.  
    Material properties provided are given in Table A3.1 for rubber and A3.2 for the FRR 
sheets. In Table A3.1,  E β  represent the coefficients of the frequency dependent stiffness in 
equation (5.3). All properties were measured at about 30°C. For rubber, material properties 
were measured under the condition of 1% strain, 50 Hz. Poisson’s ratio ν  is assumed to be 
0.49 for rubber [149]. In Table A3.2,  L E  and  T E  are the Young’s modulus in the direction 
of the fibre and in the transverse direction of the fibre respectively. The angle is that between 
the fibre extending in the tyre and the circumferential direction of the tyre. There are two 
steel belts and one has an angle of 22 degrees and another has that of -22 degrees.  
    The rubber at the lower part of the sidewall is relatively stiff and the upper part is more 
flexible. The FRR sheets termed ‘carcass ply’ extend to the inside of the tyre and turn up 
enclosing the bead wire locate being at the bottom of the sidewall. The bead wire fixes the 
tyre to a rim. This is not modelled and the fixed boundary conditions were imposed. The 
steel and textile FRR sheets, termed belt and cap/layer, extend only over the tread region. 
The belt and cap/layer will be referred as the ‘belt package’ in this appendix. 
    Because the two steel belts have different angles, they show the same characteristics as a 
composite layer or a laminate. A laminate shows behaviour depending on the angles of the 
layers due to the coupling between the in-plane and out-of-plane deformation even for a flat 
composite layer, e.g. [150]. Such deformation is particularly obvious only around the edge of  
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the composite layer. This behaviour brings asymmetry of the structure and causes 
complicated phenomena. Inclusion of such behaviour is beyond the scope of this thesis and 
the two steel belts were modelled as a single orthotropic plate. The equivalent material 
properties were derived using formulas described in [150]. For a laminate illustrated in 
Figure A3.2, the Young’s modulus can be expressed as 
 
 
( )
()
42 2 2 2
4
42 2 2 2
4
sin sin cos cos 3 4
,
sin
sin sin cos cos 3 4
cos
LT T
x
LT
LT T
y
LT
EE E
E
EE
EE E
E
EE
θθ θθ
θ
θθ θθ
θ
−+ +
=
+
−+ +
=
+
 (A3.1)   
 
 
and the shear modulus is given by 
 
 
 
22 2 1
sin cos cos 2
4
xy L T GE E θ θθ =+ . (A3.2) 
 
Poisson’s ratio  xy ν  is assumed to be 0.3 for simplicity and the Maxwell-Betti relationship 
gives  xyy x xy EE ν ν = .  
 
 
A3.2 FE Modelling of the Cross-section of the Tyre 
This section describes details of the FE model shown in Figures 5.3 and 5.4. The segment of 
the tyre was modelled using SOLID46 elements in ANSYS 7.1. The element generates 
equivalent material properties for a layered structure in a single element. The values given in 
equations (A3.1) and (A3.2) were used for the properties of the belt.  
    A tyre is subjected to internal pressure and this pressure stiffens the tyre due to the in-
plane tension it produces. In particular, the stiffening effect is significant in the 
circumferential direction for the tread region and in the cross-sectional direction for the 
sidewall region. To represent the phenomena, surface loads were applied as shown in Figure 
A3.3(a). In the sidewall regions (both the left and right hand sides), uniform pressure of  
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200 P =  kPa was applied. In the tread regions (both the fore and aft sides) the value of 
pressure was determined by the equivalent in-plane tension associated with the belt package. 
From the classical membrane theory e.g. [151] the membrane force (the tensile force per unit 
thickness), T  (N/m), is expressed as 
 
  TP R =  (A3.3) 
 
where R  is the representative radius of the belt package. The equivalent pressure over the 
element surfaces is thus given by Th  where h is the thickness of the tread including the 
rubber and belt package. Since the in-plane tension is mostly subjected to the belt package in 
the tread region, the surface loads were applied as distributed pressure across the tread 
thickness as Figure A3.3(b). The pressure distribution was modelled as a triangular shape 
such that the value of pressure was 2Ph  along the bottom of the tread region and there is 
no pressure along the top of the tread region. Necessary constraints such as the 
circumferential deformation of the sidewall region and the lateral deformation of the tread 
region were imposed.  
 
 
A3.3 Inclusion of Frequency Dependent Material Properties of 
Rubber 
Frequency dependent material properties of rubber were included using equations (5.3) and 
(5.4). Since the details of the frequency dependent properties were not available, they were 
approximated using the available data in literature [140]. The literature provides the data of 
the ANSI standard polymer. Although the polymer may not always represent all different 
rubbers in the tyre, the trend is assumed to be same. Figures A3.4 and A3.5 show the 
frequency dependencies of the Young’s modulus and the loss factor, respectively [140]. The 
abscissa is the reduced frequency in which the temperature effect is included at the reference 
temperature of 25 ºC. The shift factor with temperature,  T α , is shown in Figure A3.6. The 
reduced frequency  red f  is defined as 
 
  red T f f α = . (A3.4)  
Appendix 3: Modelling and Material Properties of a Tyre 
 
 
188 
This implies that the material properties of the rubber at 1 Hz, -14.5 ºC are equivalent to 
those at 
5 10  Hz, 25 ºC. This is a reason why such wide range of the reduced frequency is 
illustrated in Figures A3.4 and A3.5. 
    Since the measured material properties provided were measured around 30 ºC,  0.1 T α =  
() log 1 T α =−   was read from Figure A3.6 such that the frequency range of interest is 
12 0 0 red f =     ( ) 10 2000 f =     Hz for the tyre vibration analysis. The values 
0.1, 0.01, 0.1 E ηη α αβ == =  in equations (5.3) and (5.4) were determined from Figures A3.4 
and A3.5.  
 
 
A3.4 Forced Response using Different FE Models 
As an illustrative example of the WFE method, the free and forced vibrations of the tyre are 
described in chapter 5. At high frequencies (around 2 kHz) the highest order of the 
propagating wave is the S8 mode in which there are about 8.5 wavelengths across the cross-
section. The model with 28 elements used in Chapter 5 (see Figure A3.7(a)) may be not 
enough to represent such high wave modes. To investigate the FE discretisation error, 
another ‘fine’ FE model was formed as Figure A3.7(b). The FE model contains 50 elements 
in the cross-section such that there are about 6 elements per wavelength for the S8 mode and 
the FE discretisation error can be expected to be smaller.  
    The forced response for the point excitation applied to the tread centre is shown in Figure 
A3.8. Each resonance peak at low frequencies differs because the ‘fine’ model can model 
more details of the distributions of the stiffness and mass of the tyre as well as the shape of 
the cross-section. However, the trend is the same for both FE models especially for low and 
middle frequencies. At high frequencies the slope of the asymptote differs but the magnitude 
increases with frequency and the response is rather stiffness-like (reactive). The discussion 
in chapter 5 therefore holds for both FE models and the simple FE model was used because 
the conditioning of the eigenvalue problem is better and the calculation cost is much cheaper. 
As an illustrative example of a practical application, it can be seen that such small FE model 
(computational cost) can give good estimates of the dynamic behaviours of a complicated 
structure using the WFE method.  
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A3.5 Operational Deflection Shape 
The input mobilities are shown in Chapter 5. The transfer responses can be similarly 
calculated. The forced response of the whole tyre can therefore be calculated at each 
discretised frequency.  
    The responses, i.e. the operational deflection shape, of the tyre with internal pressure are 
shown. The point force excitation is applied at the centre of the tyre. Figure A3.9 shows the 
operational deflection shape at 93 Hz, which is associated with the first natural frequency. At 
the frequency the tread mass is vibrating on the sidewall stiffness such that the tyre vibrates 
as the single degree of freedom system. At middle frequencies where higher wave modes 
cut-on, the tyre deforms in a more complicated shape. The deformation at 374 Hz is shown 
in Figure A3.10. It can be seen that as the wavelengths in a tyre become shorter, the waves 
decay more quickly compared to Figure A3.9 due to the damping of rubber. Figure A3.11 
shows the deformation at 1209 Hz. At such high frequencies, the deformation localized only 
around the excitation. One can understand that the response can be well expressed in terms 
of waves at such high frequencies. 
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Figure A3.1: Cross-section of the tyre. Right hand side exaggerates the structure for clarity.  
 
 
    E   E β  (Eq. 5.3)  ρ  
c Top  7 11 0 ⋅   7  1000 
d Base  6 41 0 ⋅   6  1100 
e Cushion  7 11 0 ⋅   7  1100 
f Side  6 41 0 ⋅   7  1100 
g Chafer  7 21 0 ⋅   7  1200 
h Filler  8 11 0 ⋅   8  1200 
 
Table A3.1: Material properties of rubber in SI units. Numerical values are rounded to 1 significant 
figure because they are commercially sensitive. 
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L E   T E   LT ν   ρ   angle 
(degree) 
i  Carcass ply  9 21 0 ⋅  
7 11 0 ⋅   0.4 1200   90 
j  Belt (steel)  10 51 0 ⋅  
7 21 0 ⋅   0.4 3100 ±22 
k  Cap/Layer (textile)  9 11 0 ⋅  
7 11 0 ⋅   0.4 1100   0 
 
Table A3.2: Material properties of FRR sheets in SI units. Numerical values are rounded to 1 
significant figure because they are commercially sensitive. 
 
 
 
 
 
 
Figure A3.2: Laminate of two FRR sheets with angle of  θ ± . 
 
                
 
 
Figure A3.3: Modelling of internal pressure using surface loads: (a) regions where the loads applied 
(masked regions); (b) pressure distribution in the tread region. 
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Figure A3.4: Relationship between the Young’s modulus and the reduced frequency [140]. 
 
 
 
 
Figure A3.5: Relationship between the loss factor and the reduced frequency [140]. 
 
 
 
 
Figure A3.6: Relationship between temperature and the shift factor [140].  
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Figure A3.7: FE model of a tyre using (a) 28 FEs; (b) 50 FEs in the cross-section. 
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Figure A3.8: (a) Magnitude and (b) phase of the predicted input mobilities of the tyre using ― 28 
elements; −− 50 elements in the cross-section. 
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Figure A3.9: Operational deflection shape at 93 Hz. Deformations of (a) a whole tyre; (b) the cross-
section at which the excitation is applied and that at the right opposite side; (c) a ring 
along the tyre centre. 
 
 
 
Figure A3.10: Operational deflection shape at 374 Hz. Notation is the same as Figure A3.9 
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Figure A3.11: Operational deflection shape at 1209 Hz. Notation is the same as Figure A3.9 
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