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The exact controllability of the second order time-dependent Maxwell equations
for the electric field is addressed through the Hilbert Uniqueness Method. A two-
grid preconditioned conjugate gradient algorithm is employed to inverse the H.U.M.
operator and to construct the numerical control. The underlying initial value problems
are discretized by Lagrange finite elements and an implicit Newmark scheme. Two-
dimensional numerical experiments illustrate the performance of the method.
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1. Introduction and formulation of the controllability result
The present paper deals with exact boundary controllability of the second order time-dependent Maxwell equations
for the electric field and the numerical computation of the control. The boundary controllability of Maxwell’s equations
has been addressed by several authors previously, essentially for the first order system. The pioneering article is due to
Lagnese [1]. These results were improved by Phung [2] using tools from micro-local analysis as in [3]. Extensions in the
case of non-constant permittivity are given in [4]. Without claiming originality in the theoretical part of this work, we aim
to provide a clarified framework from existing results that appear scattered in the literature. This is required to compute
numerically the appropriated control for the second order Maxwell equations. Our main objective is to investigate the
numerical computation of the boundary control for Maxwell’s equations. In the literature, this has been done successfully in
the context of the wave equation (see [5,6]). Among other applications, controllability of the second-order Maxwell system
is central in a reconstruction algorithmof small electromagnetic inhomogeneities [7], whose implementationwill be treated
in a forthcoming work.
Let Ω be a bounded simply-connected domain in R3 with connected boundary Γ . Let ν denote the outer normal unit
vector to Γ . We assume for the sake of convenience that Γ is C∞; in fact, our results can be extended if Γ is C1,1 or even
a convex polyhedron. The main assumption to ensure controllability is a geometric statement that appears in the seminal
article of Bardos et al. [3] for the controllability of the wave equation. Here, we use the following.
Definition 1. Let T > 0 be the given final time andΓ0 ⊂ Γ be a part of the boundary.We say thatΓ0 and T do geometrically
control Ω if for any point x ∈ Ω , the ray starting in x at time t = 0 does meet Γ0 in a non-diffractive point before the
time T .
We refer to [2] and the references therein for the complete definition of a ray.
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We assume that Ω is filled with an electromagnetic medium of constant electric permittivity ε = 1 and constant
magnetic permeability µ = 1. We also assume that the electric charge and current density in Ω are zero. Let T > 0 be
the given final time, and let E(x, t) denote the electric field at a point x ∈ Ω at time t ∈ [0, T ].
The following second-order system is derived from Maxwell’s equations
∂2t E + curl (curl E) = 0, inΩ × (0, T ),
div E = 0, inΩ × (0, T ),
E × ν = G, on Γ0 × (0, T ),
E × ν = 0, on Γ \ Γ0 × (0, T ),
E(0) = E0, ∂tE(0) = E1, inΩ,
(1)
where Γ0 is a part of the boundary Γ ,G is the boundary condition for the electric field, and {E0, E1} are the initial
data.
According to [1,4], we introduce the following functional spaces which are commonly used in the analysis of Maxwell’s
equations (see, for example, [8]),
J = f ∈ (L2(Ω))3 | div f = 0 inΩ  , (2)
Jν = {f ∈ J | f · ν = 0 on Γ } , (3)
as well as
J1τ =

f ∈ (L2(Ω))3  curl f ∈ (L2(Ω))3, div f = 0 inΩ, f × ν = 0 on Γ  ⊂ J, (4)
J1ν =

f ∈ (L2(Ω))3  curl f ∈ (L2(Ω))3, div f = 0 inΩ, f · ν = 0 on Γ  ⊂ Jν, (5)
and the space of tangential boundary fields
TL2(Γ ) = F ∈ (L2(Γ ))3 | F · ν = 0 almost everywhere on Γ  .
We denote by ( J1τ )
′ (respectively ( J1ν )′) the dual space of J1τ (respectively J1ν ) with respect to the pivot space J (respectively
Jν).
In this paper, we propose to solve the following exact controllability problem
Given a time T > 0 and initial data {E0, E1},
find a tangential field G such that
E(T ) = ∂tE(T ) = 0 inΩ,
(P )
where E is the solution to problem (1). The tangential field G we are looking for is called the control which drives problem
(1) to rest at time T . We intend to solve problem (P ) by the Hilbert UniquenessMethod (H.U.M.) introduced by Lions (see [9]
for a detailed presentation). Our main result is the following.
Theorem 1. Suppose that Γ0 and T geometrically control Ω . The system (1) is exactly controllable for initial data in J × ( J1τ )′.
More precisely, if {E0, E1} belongs to J×( J1τ )′, there exists a control G = −(curlψ)|Γ0 ∈ L2(0, T ; TL2(Γ0)) such that the solution
E of (1) satisfies
E(T ) = ∂tE(T ) = 0.
Here, ψ is the solution of the homogeneous adjoint problem
∂2t ψ + curl (curlψ) = 0, inΩ × (0, T ),
divψ = 0, inΩ × (0, T ),
ψ × ν = 0, on Γ × (0, T ),
ψ(0) = ψ0, ∂tψ(0) = ψ1, inΩ.
(6)
Moreover, there exists a constant C > 0 depending onΩ and T , but independent of {E0, E1}, such that
∥G∥L2([0,T ]×Γ0) ≤ C(∥E0∥J + ∥E1∥( J1τ )′). (7)
The crux of the H.U.M. is an observability estimate for the solution of the adjoint problem (6). To this end, we invoke
results that have been obtained by Phung [2] in the case of the first order Maxwell equations, results that yield the required
estimate in our context. Following the principle of the H.U.M., we introduce a linear operator Λ on an appropriate Hilbert
space B. The observability estimate allows to prove that Λ is an isomorphism from B into its dual B′. We will prove that
in fact, B can be chosen to be a subspace of J1τ × J . The initial data {ψ0,ψ1} that define the control G , belong to B and
verify
Λ({ψ0,ψ1}) = {E1,−E0}.
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Since the operator Λ defines a coercive bilinear form on B,Λ−1({E1,−E0}) is the solution of a variational problem that
can be computed numerically using gradient methods (see [5]).
This paper is organized as follows. In the next section we recall some well-known results about the mathematical
framework for the 3D Maxwell equations. The section ends with the statement of the Phung observability estimate [2],
whose proof is far beyond the scope of the present article. In a third section we address the problem of exact controllability
through the famous H.U.M. method. We emphasize that this method is constructive and provides a control that can be
computed numerically. In a fourth section, we present a conjugate gradient algorithm that follows [5]. The two last sections
are devoted to numerics in the case of two-dimensional Maxwell equations.
2. Preliminary results
This section outlines as follows. We first introduce some functional spaces. We then recall some results concerning the
initial value problem for the first order Maxwell equations.
2.1. Functional analysis framework
In this subsection, we give some useful properties of the spaces introduced before. For any s ≥ 0,Hs(Ω) denotes the
standard Sobolev space onΩ . In the sequel,D(Ω) is the space of allC∞ functions with compact support inΩ whileC∞(Ω)
is the space of restrictions toΩ of functions fromD(R3).
The inner product and norm in (L2(Ω))3 are respectively denoted by (·, ·) and ∥ · ∥. Notice that { f ∈ (D(Ω))3| div f =
0 inΩ} is dense in Jν (see [10]) whereas it has been proven in [4] that

f ∈ (C∞(Ω))3 | div f = 0 inΩ  is dense in J .
According to [11], the spaces J1τ and J
1
ν are dense and continuously embedded in J and Jν , respectively. Due to our
assumptions onΩ and its boundary, the spaces J1τ and J
1
ν are subspaces of (H
1(Ω))3 (see Theorems 3.7, 3.8 and 3.9 in [10]).
Moreover, sinceΩ is simply connected and the boundary Γ is connected, the semi-norm ∥curlψ∥ is a norm on J1τ (resp. J1ν ).
This norm is equivalent to the canonical one since the embedding from J1τ (resp. J
1
ν ) into (L
2(Ω))3 is compact (see [12]). In
the sequel, we write
∥ψ∥J1τ = ∥curlψ∥, and ∥ϕ∥J1ν = ∥curlϕ∥.
For further results, we need the following lemma (see also [1]).
Lemma 1. The curl operator which is defined classically from J1ν to J , can be extended by continuity to a continuous linear map,
still denoted by curl , from Jν to ( J1τ )
′, where ( J1τ )′ is the dual of J1τ with respect to J. Moreover, this extension is an homeomorphism.
Proof. Let ψ ∈ J1τ and ϕ ∈ J1ν . Since ψ × ν = 0 on the boundary Γ , Green’s formula leads to
(curlϕ,ψ) = (ϕ, curlψ).
Hence, we get
|(curlϕ,ψ)| ≤ ∥ϕ∥ ∥ψ∥J1τ .
This proves that curlϕ defines an element in the dual space ( J1τ )
′. Since J1ν is dense in Jν , the operator curl may be defined
continuously from Jν to ( J1τ )
′ by
⟨curlϕ,ψ⟩( J1τ )′,J1τ = (ϕ, curlψ), ∀(ϕ,ψ) ∈ Jν × J1τ . (8)
In order to check that this map is onto, it is sufficient to prove that the adjoint operator, still denoted by curl , has a closed
range (which is obvious) and a zero kernel as a map from J1τ into Jν . To this end, let ψ ∈ J1τ be such that curlψ = 0 in Ω .
Thenψ is zero inΩ sinceΩ is simply connected and the boundary Γ is connected. Similarly, any function ϕ ∈ Jν satisfying
curlϕ = 0, is zero, which proves that the operator curl from Jν into ( J1τ )′ has zero kernel. Hence curl defines a continuous
one to one mapping between the two Banach spaces Jν and ( J1τ )
′. Then, the open mapping theorem applies which proves
that the inverse map curl −1 is continuous. This concludes the proof. 
Finally, we recall that the trace operator γt(v) = ν × v which is classically defined for regular vector fields, can be
extended continuously to a linear form fromH(curl ;Ω) into (H−1/2(Γ ))3. The following Green’s formula holds for vector
fields v ∈ H(curl ;Ω) and Φ ∈ (H1(Ω))3 (see [8, p. 51]),
Ω
curl v · Φ dx−

Ω
v · curlΦ dx = ⟨γt(v),Φ⟩H−1/2(Γ ). (9)
Here, ⟨·, ·⟩H−1/2(Γ ) denotes the dual product between the spaces (H−1/2(Γ ))3 and (H1/2(Γ ))3.
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2.2. The homogeneous first order Maxwell system
In this subsection, we give some fundamental properties of the first order Maxwell system with initial data (E0,H0),
∂tE − curlH = 0, inΩ × (0, T ),
∂tH + curl E = 0, inΩ × (0, T ),
div E = divH = 0, inΩ × (0, T ),
E × ν = 0, on Γ × (0, T ),
H · ν = 0, on Γ × (0, T ),
E(0) = E0, H(0) = H0, inΩ,
(10)
where H(x, t) is the magnetic field at a point x ∈ Ω at time t ∈ [0, T ]. We introduce the product spaces X = J × Jν and
W = J1τ × J1ν .
Let us define the operator Awith domain D(A) = W by
A

E
H

=

curlH
−curl E

. (11)
We then see that problem (10) may be written as
∂tΦ = AΦ,
Φ(0) = Φ0, (12)
with Φ =

E
H

and Φ0 =

E0
H0

. The following result is classical.
Theorem 2. Let (E0,H0) ∈ X. Problem (10) has a unique weak solution (E,H) ∈ C0(0, T ; X). Moreover, introducing the
electromagnetic energy at time t by
E(t) = 1
2

Ω
(|H(x, t)|2 + |E(x, t)|2) dx, (13)
we have the following energy conservation property
E(t) = E(0), ∀t ≥ 0. (14)
If in addition (E0,H0) ∈ D(Ak), with k ∈ N∗, problem (10) has a unique strong solution (E,H) ∈ C0(0, T ;D(Ak)) ∩ C1(0, T ;
D(Ak−1)).
Proof. Both A and −A are maximal monotone operators and the result follows from Lumer–Phillips theorem (see [13]).
Since E × ν = 0 on Γ , Green’s formula yields
0 =

Ω
(∂tE − curlH) · E dx+

Ω
(∂tH + curl E) · H dx
= d
dt

Ω
|E(x, t)|2 + |H(x, t)|2 dx− 
Ω
curlH · E dx+

Ω
curl E · H dx
= 2 d
dt
E(t),
which proves the energy conservation property (14). 
Let us now give an observation estimate whichwill be essential for the solvability of the controllability problem (P ). The
result can be found in [2] (Theorem 3.2) and relies on arguments used by Bardos et al. [3] in the case of the wave equation.
Theorem 3 ([2]). Suppose that Γ0 and T geometrically controlΩ . There exists C = C(Ω, T ) > 0 such that
E(0) = 1
2

Ω
(|H0|2 + |E0|2) dx,≤ C

Γ0×(0,T )
|H |2 ds dσ (15)
for all initial data {E0,H0} ∈ X such that H|Γ0 ∈ L2(0, T ; (L2(Γ ))3), where {E,H} denotes the solution of (10) corresponding to{E0,H0}.
If Γ0 = Γ and Ω is star-shaped, a proof of this result can be obtained as in [1] (Section 3) without using microlocal
analysis tools.
3. The exact controllability of the second order Maxwell system
This section is organized as follows. In Section 3.1, we introduce the adjoint problem. Actually the philosophy of the
H.U.M. method is to prove an observability estimate on the adjoint problem. Some extra difficulties occur; since we plan to
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apply Theorem3,we seek solutions regular enough such that some trace of the solutionsmake sense. Then, we introduce the
space Bwhose dual will be the space of initial data that allow controllability. In a second subsection we address the second
order Maxwell equations with non-homogeneous boundary conditions. This approach is classical in the controllability of
evolution linear PDEs through H.U.M.: solve first the adjoint problem of the PDE under consideration for smooth initial
data. Compute some trace on the boundary for controllability purpose. Then solve backward in time the associated non-
homogeneous problem.
3.1. Energy estimates for the adjoint problem
In this section, we come back to the analysis of the homogeneous adjoint problem (6) associated with (1)
∂2t ψ + curl (curlψ) = 0, inΩ × (0, T ),
divψ = 0, inΩ × (0, T ),
ψ × ν = 0, on Γ × (0, T ),
ψ(0) = ψ0, ∂tψ(0) = ψ1, inΩ.
We introduce the Hilbert space
Y = J1τ × J,
equipped with the scalar product
( f , g)Y =

Ω
(curl f0curl g0 + f1g1) dx, ∀f = ( f0, f1), g = (g0, g1) ∈ Y ,
and the corresponding induced norm
∥f ∥Y =

Ω
(|curl f0|2 + |f1|2) dx
1/2
, ∀f = ( f0, f1) ∈ Y .
We further need the functional space of strong solutions defined by
J∗τ =

f ∈ J1τ
 curl curl f ∈ (L2(Ω))3  . (16)
On J∗τ , the semi-norm
∥f ∥J∗τ = ∥curl curl f ∥,
actually defines a norm which is equivalent to the canonical one. Indeed, for any f ∈ J∗τ , we have curl f · ν = 0 on Γ since
f × ν = 0 on Γ and div curl f = 0 in Ω . Hence, curl f ∈ J1ν . But, on J1ν , f → ∥curl f ∥ defines a norm equivalent to the
canonical norm f → ∥curl f ∥2 + ∥f ∥21/2 which yields the assertion. We also introduce the product space
Z = J∗τ × J1τ ,
equipped with the norm
∥f ∥Z =
∥curl curl f0∥2 + ∥curl f1∥21/2 , ∀f = ( f0, f1) ∈ Z .
On Y , we define the linear operator A2 with domain D(A2) = Z by
A2

f0
f1

=

f1
−curl curl f0

. (17)
Hence, (6) is equivalent to
∂tΦ = A2Φ,
Φ(0) = Φ0,
with Φ =

ψ
∂tψ

and Φ =

ψ0
ψ1

. We have the following existence and uniqueness result.
Theorem 4. Let {ψ0,ψ1} ∈ Y . Problem (6) has a unique weak solution ψ such that
ψ ∈ C0(0, T ; J1τ ), ∂tψ ∈ C0(0, T ; J), ∂2t ψ ∈ C0(0, T ; ( J1τ )′).
If in addition {ψ0,ψ1} ∈ D(Ak2) with k ∈ N∗, problem (6) has a unique strong solution ψ such that
(ψ, ∂tψ) ∈ C0(0, T ;D(Ak2)) ∩ C1(0, T ;D(Ak−12 )).
By weak and strong solutions we refer to the regularity of the solutions in the lattice provided by the spaces D(Ak2). In
fact, these are classical mild solutions in different spaces. Notice that the curl of solutions in Z has a trace on the boundary
since curlψ belongs to the space J1ν which is continuously embedded in (H
1(Ω))3. This is not the case a priori for solutions
in Y .
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Proof. Again, A2 and −A2 are maximal monotone operators, and we apply Lumer–Phillips theorem [13]. In order to prove
that the weak solution satisfies
∂2t ψ ∈ C0(0, T ; ( J1τ )′),
notice that curlψ ∈ C0(0, T ; Jν) since ψ ∈ C0(0, T ; J1τ ) and curl : J1τ → Jν . Thus according to Lemma 1, we have ∂2t ψ =
−curl (curlψ) ∈ C0(0, T ; ( J1τ )′). 
Problems (6) and (10) are equivalent in the following sense.
Proposition 1. The vector field ψ is solution to the adjoint problem (6) with {ψ0,ψ1} ∈ Y (respectively Z) if and only if the
couple {E,H} defined by
E = −∂tψ,
H = curlψ, (18)
is solution to the homogeneous first order system (10) with {E0,H0} ∈ X (respectively W).
Proof. Let {ψ0,ψ1} ∈ Y and denote byψ the solution to (6) in C0(0, T ; J1τ )∩C1(0, T ; J). According to the regularity in time
of ψ, we are able to define (E,H) by
E = −∂tψ,
H = curlψ,
for any t ∈ [0, T ]which yields (E,H) ∈ C0(0, T ; X). We set
(E0,H0) = (−∂tψ(0), curlψ(0)) = (−ψ1, curlψ0).
We obviously have
∂tE − curlH = 0, ∂tH + curl E = 0,
and
div E = divH = 0,
onΩ×(0, T ), as well as the boundary condition E×ν = 0 onΓ ×(0, T ). To obtain the second boundary conditionH ·ν = 0,
consider a regular test function ϕ ∈ H2(Ω). Owing to Green’s formula, we obtain
0 = (divH, ϕ)
= −(H,∇ϕ)+ ⟨H · ν, ϕ⟩H−1/2(Γ ),H1/2(Γ )
= −(curlψ,∇ϕ)+ ⟨H · ν, ϕ⟩H−1/2(Γ ),H1/2(Γ )
= ⟨H · ν, ϕ⟩H−1/2(Γ ),H1/2(Γ )
since ψ × ν = 0 on Γ × (0, T ). Since H2(Ω) is dense in H1(Ω) and H1/2(Γ ) is the trace space of H1(Ω), we get H · ν = 0
on Γ for any t ∈ (0, T ). Using a similar argument, we get H0 · ν = 0 on Γ and thus {E0,H0} ∈ X .
Now, let us consider {E,H}, solution to the first-order system (10)with initial data {E0,H0} ∈ X . According to Theorem 2,
we have {E,H} ∈ C0(0, T ; X). Let t ∈ [0, T ]. Since divH(·, t) = 0 in Ω and H(·, t) · ν = 0 on Γ , it follows from
Theorem 3.6 in [10] that there is a unique vector potential ψ(·, t) ∈ H1(Ω)3 such thatcurlψ(·, t) = H(·, t), inΩ,
divψ(·, t) = 0, inΩ,
ψ(·, t)× ν = 0, on Γ .
By the definition of H , we have curlψ ∈ Jν which impliesψ ∈ C0(0, T ; J1τ ) and thusψ(0) ∈ J1τ . Next, we obtain in the sense
of distributions thatcurl (∂tψ + E) = 0,
div (∂tψ + E) = 0,
(∂tψ + E)× ν = 0,
and thus ∂tψ + E = 0 in Ω × (0, T ). Consequently, we have ∂tψ = −E ∈ C0(0, T ; J) which proves that ψ ∈ C1(0, T ; J)
with ∂tψ(0) = E0 ∈ J . Finally, ψ satisfies the partial differential equation
∂2t ψ + curl curlψ = −∂tE + H = 0,
with initial conditions
ψ0 = ψ(0) ∈ J1τ such that curlψ0 = H0,
ψ1 = ∂tψ(0) ∈ J.
We prove analogously that a solution {E,H} inW corresponds to initial data {ψ0,ψ1} in Z , and reciprocally. 
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For initial data {ψ0,ψ1} ∈ Y , the energy conservation stated in Theorem 2 can now be written as follows
Ω
(|curlψ(x, t)|2 + |ψ(x, t)|2) dx =

Ω
(|curlψ0|2 + |ψ1|2) dx, ∀t ≥ 0.
We deduce from Theorem 3 the observation estimate for the second order equation.
Lemma 2 (Inverse Inequality). Under the geometrical assumptions of Definition 1, we have
Ω
(|curlψ0|2 + |ψ1|2) dx ≤ C

Γ0×[0,T ]
|curlψ|2 dσds, (19)
for any smooth solution ψ of the adjoint problem (6) with initial data {ψ0,ψ1} ∈ Y such that (curlψ)|Γ ∈ L2(0, T ; TL2(Γ0)).
Here, C is the constant appearing in (15).
In the sequel, we are interested in the space B of all initial data {ψ0,ψ1} ∈ Y such that inequality (19) holds true.
According to the properties of elements in Z , we already know that Z ⊂ B. On Z , we introduce the application
∥ · ∥B : {ψ0,ψ1} ∈ Z → ∥{ψ0,ψ1}∥B def=

Γ0×[0,T ]
|curlψ|2 dσds
1/2
, (20)
whereψ is the solution to (6)with initial data {ψ0,ψ1}. Actually, this application defines a normon Z according to Theorem5
hereafter, and we are thus led to define the space B as the closure of Z with respect to the norm ∥ · ∥B.
Theorem 5. Under the geometrical assumptions of Definition 1, if ψ is a sufficiently smooth solution to (6) and satisfies the
condition
curlψ = 0, on Γ0 × (0, T ), (21)
then ψ ≡ 0 inΩ × (0, T ).
Proof. The condition (21) and the observation estimate (19) yield
ψ0 ≡ ψ1 ≡ 0 onΩ.
Then ψ ≡ 0 inΩ × (0, T ) from the uniqueness result of Theorem 4. 
Remark 1. The space B can actually be characterized as follows,
B = {ψ0,ψ1} ∈ Y  (curlψ)|Γ ∈ L2(0, T ; TL2(Γ0)) .
Proposition 2. Under the geometrical assumptions of Definition 1, the following embeddings hold true,
Z ↩→ B ↩→ Y .
There are constants c and C, depending onΩ , such that, for any {ψ0,ψ1} ∈ Z,
c∥{ψ0,ψ1}∥Y ≤ ∥{ψ0,ψ1}∥B ≤ CT 1/2∥{ψ0,ψ1}∥Z . (22)
Moreover, since Z is dense in Y , then Z is dense in B and B dense in Y .
Proof. According to Remark 1, the inverse inequality (19) holds for any ψ corresponding to initial data {ψ0,ψ1} in B, and
reads
∥{ψ0,ψ1}∥Y ≤ C∥{ψ0,ψ1}∥B,
which proves that B is continuously embedded in Y .
Now, let {ψ0,ψ1} belong to Z . Then, the solution ψ to (6) satisfies ψ ∈ C0(0, T ; J∗τ ) and hence,
curlψ(t) ∈ J1ν , ∀t ∈ [0, T ].
But, J1ν is a subspace of H
1(Ω)3 since Ω is regular. Then, the trace theorem for functions in H1(Ω) together with the
equivalence between the norms of J1ν and H
1(Ω)3 yield
Γ0
|curl f |2 dx ≤ C

Ω
|curl curl f |2 dx, ∀f ∈ J∗τ , (23)
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with a constant C = C(Ω) > 0 depending onΩ . Finally, we get
∥{ψ0,ψ1}∥B =

Γ0×(0,T )
|curlψ(t)|2 dσ dt
1/2
≤ C
 T
0
∥ψ(t)∥2J∗τ dt
1/2
≤ CT 1/2∥ψ∥L∞(0,T ;J∗τ )
≤ CT 1/2

∥ψ0∥J∗τ + ∥ψ1∥J1τ

where the last estimate follows from classical a priori estimates (see [9] for the case of the wave equation). This concludes
the proof. 
3.2. Existence and uniqueness result for the non-homogeneous problem
In this section, we prove existence and uniqueness of the solution to problem (1). Due to the presence of the non-
homogeneous boundary condition, this will be done in a weak sense via the transposition method, following the ideas
in [9,1].
Proposition 3. Let E be a smooth solution to (1) with boundary data G ∈ L2(0, T ; TL2(Γ0)). Then, E satisfies
(∂tE(t),ψ(t))− (E(t), ∂tψ(t)) = (E1,ψ0)− (E0,ψ1)+

Γ0×(0,t)
G · curlψ dσ ds, (24)
for all t ∈ (0, T ) and any solution ψ to (6) corresponding to initial data {ψ0,ψ1} ∈ Z.
Proof. Let ψ be the solution to (6) with initial data {ψ0,ψ1} in Z . We have for any t ∈ (0, T ),
Ω×(0,t)

∂2s E + curl curl E
 · ψ dx ds = 0.
Integration by parts in time on the one hand and Green’s formula in space on the other yield
Ω×(0,t)
∂2s E · ψ dx ds = −

Ω×(0,t)
∂sE · ∂sψ dx ds+ (∂sE(s),ψ(s))|t0
=

Ω×(0,t)
E · ∂2s ψ dx ds+ ((∂sE(s),ψ(s))− (E(s), ∂sψ(s)))|t0
and, taking into account that ψ × ν = 0,
Ω×(0,t)
curl curl E · ψ dx ds =

Ω×(0,t)
curl E · curlψ dx ds
=

Ω×(0,t)
E · curl curlψ dx ds+

Γ×(0,t)
(ν × E(s)) · curlψ(s) dσ ds.
Summing up yields
((∂sE(s),ψ(s))− (E(s), ∂sψ(s)))|t0 +

Γ×(0,t)
(ν × E(s)) · curlψ(s) dσ ds = 0,
since ∂2t ψ + curl curlψ = 0 inΩ × (0, T ). The above identity may be written as
(∂tE(t),ψ(t))− (E(t), ∂tψ(t)) = (E1,ψ0)− (E0,ψ1)−

Γ×(0,t)
(ν × E(s)) · curlψ(s) dσ ds,
and (24) follows from the boundary condition E × ν = G on Γ0. 
The right hand side of (24) actually defines an element in Z ′, where Z ′ denotes the dual space of Z with respect to J × J .
Proposition 4. Let {E1,−E0} ∈ Z ′. For any t ∈ (0, T ), the linear form
L({ψ0,ψ1}) def= ⟨{E1,−E0}, {ψ0,ψ1}⟩Z ′,Z +

Γ0×(0,t)
G · curlψ dσ ds, (25)
is continuous on the space Z. Here ⟨·, ·⟩Z ′,Z denotes the duality product in Z ′.
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Proof. As mentioned before, (curlψ)|Γ0 is well defined as an element of L
2(0, T ; TL2(Γ0)) for any initial data {ψ0,ψ1} ∈ Z .
Thus, L({ψ0,ψ1}) is well defined on Z . We get the following estimateL({ψ0,ψ1}) ≤ ∥{E1,−E0}∥Z ′∥{ψ0,ψ1}∥Z + ∥G∥L2(0,T ;TL2(Γ0))∥curlψ∥L2(0,T ;TL2(Γ0))
≤ ∥{E1,−E0}∥Z ′ + CT 1/2∥G∥L2(0,T ;TL2(Γ0)) ∥{ψ0,ψ1}∥Z ,
since
∥curlψ∥L2(0,T ;TL2(Γ0)) ≤ CT 1/2∥{ψ0,ψ1}∥Z ,
according to Proposition 2. This proves that L ∈ Z ′. 
We are now able to give a definition of the solution to (1) in a weak sense.
Definition 2. Let {E1,−E0} ∈ Z ′ and G ∈ L2(0, T ; TL2(Γ0)). The field E is said to be a (weak) solution to (1) if
⟨{∂tE(t),−E(t)}, {ψ(t), ∂tψ(t)}⟩Z ′,Z = ⟨{E1,−E0}, {ψ0,ψ1}⟩Z ′,Z +

Γ0×(0,t)
G · curlψ dσ ds, ∀t ∈ [0, T ], (26)
holds for any data {ψ0,ψ1} in Z . Here, ψ denotes the solution to the adjoint problem (6) with initial data {ψ0,ψ1}.
Remark 2. Notice that the mapping {ψ0,ψ1} → {ψ(t), ∂tψ(t)} defines an isomorphism on Z for any t ∈ [0, T ]. Hence, for
t ∈ [0, T ], the couple {∂tE(t),−E(t)} is well defined as the unique element in Z ′ satisfying (26).
Proposition 5. Let E be the solution to (1) in the sense of Definition 2 with data {E1,−E0,G} ∈ Z ′ × L2(0, T ; TL2(Γ0)). Then,
{∂tE, E} ∈ C0(0, T ; Z ′).
Proof. For a given t , let us fix (x0, x1) = (ψ(t), ∂tψ(t)) and solve backward the adjoint problem from 0 to−t .
Setψ the corresponding backward solution with initial data (x0, x1) ∈ Z:ψ(0) = x0, ∂tψ(0) = x1. Then, Eq. (26) reads
⟨{∂tE(t),−E(t)}, {x0, x1}⟩Z ′,Z = ⟨{E1,−E0}, {ψ(−t), ∂tψ(−t)}⟩Z ′,Z + 
Γ0×(−t,0)
G · curlψ(s) dσ ds (27)
since ψ˜(s) = ψ(t+ s) for s ∈ [−t, 0]. Then, the right hand side of (27) is continuous with respect to t since {∂tψ,ψ} belongs
to C0(−t, 0; Z). This yields the continuity of {∂tE(t), E(t)}. 
3.3. Choice of the control
Definition 2 is independent from geometric assumptions on Γ0 and T . In the case where Γ0 and T controlΩ in the sense
of Definition 1, we are able to define E in terms of B′, the dual of B with respect to J × J . This allows to identify the control
G with the help of the H.U.M. operator.
To this end, let {E1,−E0} ∈ B′, and consider ψ, the solution to (6) with initial data {ψ0,ψ1} ∈ B. Notice that
curlψ|Γ0 ∈ L2(0, T ; TL2(Γ0)) from the definition of B.
Now, {ψ0,ψ1} belongs to B if and only if {ψ(T ), ∂tψ(T )} ∈ B. More precisely, themapping {ψ0,ψ1} → {ψ(T ),−∂tψ(T )}
is an isometry on B. Indeed, let ψ˜ be the solution to (6) with initial data {ψ˜0, ψ˜1} def= {ψ(T ),−∂tψ(T )}. It follows from the
uniqueness of the solution of (6) that ψ˜(·, t) = ψ(·, T − t) and thus
∥curl ψ˜∥L2(0,T ;TL2(Γ0)) = ∥curlψ∥L2(0,T ;TL2(Γ0)),
which proves the assertion.
Since B′ ⊂ Z ′ and ∥{E1,−E0}∥Z ′ ≤ ∥{E1,−E0}∥B′ , we get from (25) (with t = T ) thatL({ψ0,ψ1}) ≤ ∥{E1,−E0}∥B′ + ∥G∥L2(0,T ;TL2(Γ0)) ∥{ψ0,ψ1}∥B,
and {∂tE(T ),−E(T )} is well defined as an element of B′ by
⟨{∂tE(T ),−E(T )}, {ψ(T ), ∂tψ(T )}⟩Z ′,Z = ⟨{E1,−E0}, {ψ0,ψ1}⟩Z ′,Z +

Γ0×(0,T )
G · curlψ dσ ds.
Remark 3. In the same way, final data {E1, E0} ∈ B′ yield {∂tE(0), E(0)} in B′ by solving the backward problem
∂2t E + curl (curl E) = 0, inΩ × (0, T ),
div E = 0, inΩ × (0, T ),
E × ν = G, on Γ0 × (0, T ),
E × ν = 0, on Γ \ Γ0 × (0, T ),
E(T ) = E0, ∂tE(T ) = E1, inΩ.
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Now, let E be a solution to the controllability problem (P )with control G . Hence, E(T ) = ∂tE(T ) = 0 onΩ , and thus
0 = ⟨{E1,−E0}, {ψ0,ψ1}⟩B′,B +

Γ0×(0,T )
G · curlψ dσ ds. (28)
This yields
⟨{E1,−E0}, {ψ0,ψ1}⟩B′,B =

Γ0×(0,T )
|curlψ|2 dσ ds,
if we choose G = −curlψ|Γ0×(0,T ) as the control. Notice that G · ν = 0 on Γ0 since ψ × ν = 0 on Γ0. Thus, G ∈ L2(0, T ;
TL2(Γ0)). The above identity can now be written as follows
⟨{E1,−E0}, {ψ0,ψ1}⟩B′,B = ∥{ψ0,ψ1}∥2B. (29)
3.4. The H.U.M. operator
We defineΛ ∈ L(B, B′) as follows
1. Given (ψ0,ψ1) ∈ B, computeψ, solution of the forward problemwith initial data (ψ0,ψ1) and homogeneous boundary
data 
∂2t ψ + curl (curlψ) = 0, inΩ × (0, T ),
divψ = 0, inΩ × (0, T ),
ψ × ν = 0, on Γ × (0, T ),
ψ(0) = ψ0, ∂tψ(0) = ψ1, inΩ.
(30)
From the definition of B, we have (curlψ)|Γ0 ∈ L2(0, T ; TL2(Γ0)).
2. Compute E , solution of the backward problem with vanishing final data and boundary data G = −curlψ|Γ0
∂2t E + curl (curl E) = 0, inΩ × (0, T ),
div E = 0, inΩ × (0, T ),
E × ν = G, on Γ0 × (0, T ),
E × ν = 0, on Γ \ Γ0 × (0, T ),
E(T ) = 0, ∂tE(T ) = 0, inΩ.
(31)
According to Remark 3, we have {E1, E0} def= {∂tE(0), E(0)} ∈ B′.
3. Finally, define the operatorΛ
Λ({ψ0,ψ1}) = {E1,−E0},
that is, for any {θ0, θ1} ∈ B,
⟨Λ({ψ0,ψ1}), {θ0, θ1}⟩B′,B = ⟨{E1,−E0}, {θ0, θ1}⟩B′,B.
Remark 4. We deduce from (28) and the definition ofΛ the following identity which holds for any {ψ0,ψ1}, {θ0, θ1} ∈ B,
⟨Λ({ψ0,ψ1}), {θ0, θ1}⟩B′,B =

Γ0×(0,T )
curlψ · curl θ dσ dt. (32)
Here ψ (resp. θ) denotes the solution to the adjoint problem (6) with initial data {ψ0,ψ1} (resp. {θ0, θ1}). In particular, we
have
⟨Λ({ψ0,ψ1}), {ψ0,ψ1}⟩B′,B = ∥{ψ0,ψ1}∥2B. (33)
The next theorem describes the fundamental property of the H.U.M. operator.
Theorem 6. Let Γ0 and T > 0 controlΩ in the sense of Definition 1. The operator Λ is a homeomorphism between B and B′.
Proof. According to (32) and to the linearity of problems (30) and (31), Λ is a linear self-adjoint operator. Further, notice
that the graph ofΛ is closed. Indeed, let ({ψn0,ψn1})n∈N be a sequence in B such that
{ψn0,ψn1} −−−→n→∞ {ψ0,ψ1} in B and
Λ({ψn0,ψn1}) −−−→n→∞ {E1,−E0} in B
′.
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For any n ∈ N, denote by ψn the solution to the adjoint problem (6) with initial data {ψn0,ψn1}. Then we deduce from (32)
that for any {θ0, θ1} ∈ B the following identity holds true
⟨{E1,−E0}, {θ0, θ1}⟩B′,B = lim
n→∞⟨Λ({ψ
n
0,ψ
n
1}), {θ0, θ1}⟩B′,B
= lim
n→∞

Γ0×(0,T )
curlψn · curl θ dσ dt
=

Γ0×(0,T )
curlψ · curl θ dσ dt
= ⟨Λ({ψ0,ψ1}), {θ0, θ1}⟩B′,B.
Hence,Λ({ψ0,ψ1}) = {E1,−E0} and the graph ofΛ is closed in B×B′. Thus,Λ is continuous according to the Closed Graph
Theorem.
Now, we deduce from (33) and the uniqueness result of Theorem 5 thatΛ has zero kernel.
In order to prove thatΛ is onto, we show that the range ofΛ is closed and dense in B. To this end, let (Λ({ψn0,ψn1}))n∈N ⊂
Im(Λ) be a convergent sequence in B′. It follows from (33) that ({ψn0,ψn1})n∈N is a Cauchy sequence in B. Since Λ is
continuous, we have
lim
n→∞Λ({ψ
n
0,ψ
n
1}) = Λ

lim
n→∞{ψ
n
0,ψ
n
1}

,
and thus, the range ofΛ is closed. Next, assume that {ψ0,ψ1} in (B′)′ = B is orthogonal to the range ofΛ. Using once again
(33), we get {ψ0,ψ1} = 0which yields the density of Im(Λ) in B.
Then the open mapping theorem applies which concludes the proof. 
3.5. Proof of Theorem 1 (Controllability result)
The fact that Λ is an isomorphism from B to its dual B′ now immediately implies Theorem 1. Indeed, let T and Γ0
geometrically controlΩ in the sense of Definition 1. Consider further the data {E1,−E0} ∈ B′. SinceΛ is one-to-one, there
is a unique element {ψ0,ψ1} ∈ B such that
Λ({ψ0,ψ1}) = {E1,−E0}. (34)
Letψ the solution to the homogeneous adjoint problem (6)with initial data {ψ0,ψ1} and define the controlG = −curlψ|Γ0 .
Then, by (34), the solution E to (1) coincides with the solution to the backward problem (31), and thus satisfies
E(T ) = ∂tE(T ) = 0, inΩ.
Since B ⊂ Y , we have Y ′ ⊂ B′, which yields the result of Theorem 1. The inequality (7) is a simple consequence of the
observability estimate and these embeddings.
3.6. An open problem
Controllability results are more complicated for Maxwell’s equations than for the wave equation. It is worth to point out
that if the identity B = Y were true, then the space of controllable initial data would admit a simple description. Actually
B = Y is equivalent to the following estimate
Γ0×[0,T ]
|curlψ|2 dσds ≤ C

Ω
(|curlψ0|2 + |ψ1|2) dx. (35)
We are able to prove the direct inequality (35) when the domainΩ is a cube (see Appendix B). To our knowledge, this is still
an open question in the case of an arbitrary domain; this reverse inequality is likely to be false for general domains since
the analogous inequality for the wave equation is false [14].
4. Discretization and numerical results
In this section, we assume that the identity B = Y holds true. As mentioned before, this will be the case whenever (35)
is valid, in particular whenΩ is a cube. Whereas the discretization of the controllability problem is presented in a general
three-dimensional setting, the numerical results have been obtained for a two dimensional geometry.
4.1. A conjugate gradient algorithm for the controllability problem
According to the previous section, the resolution of the controllability problem (P )with given initial data {E1,−E0} ∈ Y ′
involves the following steps
• compute {ψ0,ψ1} ∈ Y such that Λ({ψ0,ψ1}) = {E1,−E0} which is possible since Λ has been shown to be an
isomorphism from Y to Y ′,
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• compute the solution ψ ∈ C0(0, T ; J1τ ) ∩ C1(0, T ; J) of the adjoint problem (6) with initial data {ψ0,ψ1}. According to
the definition of B = Y , curlψ|Γ0 belongs to L2(0, T , TL2(Γ0)).⇒ The control G which takes (1) to rest is given by G = −curlψ|Γ0 in L2(0, T , TL2(Γ0)).
The heart of the resolution is thus the computation of the inverse image of given initial data {E0, E1}, solution of the
following linear problem
Find e∗ ∈ Y such that
Λe∗ = E∗, (L)
where E∗ = {E1,−E0} ∈ Y ′ is derived from the given initial data of the controllability problem (P ). Problem (L) can be
written in variational form as follows
Find e∗ ∈ Y such that
a(e, v) = ⟨E∗, v⟩Y ′,Y ,∀v ∈ Y , (Lv)
where the bilinear functional a(·, ·) defined by a(e, v) = ⟨Λe, v⟩Y ′,Y is continuous, symmetric and coercive on Y under the
geometrical hypothesis of Theorem 6. Indeed, a(·, ·) is obviously symmetric according to (32). It is coercive on Y since
a(e, e) = ∥e∥2B ≥ C−1∥e∥2Y
according to (33) and the observability estimate (19).
Hence, problem (Lv) has a unique solution which can be approximated by the following conjugate gradient algorithm
(see Appendix A for a detailed description).
Algorithm 1.
Initialization:
e0 ← 0
Find g0 ∈ Y such that (g0, v)Y = a(e0, v)− L(v) ∀v ∈ Y .
w0 ← g0
k ← 0
While gk ≠ 0
Find g˜k+1 ∈ Y such that (g˜k+1, v)Y = a(wk, v) ∀v ∈ Y .
ρk ← ∥gk∥2Y
(g˜k+1,wk)Y
ek+1 ← ek − ρkwk
gk+1 ← gk − ρkg˜k+1
γ k+1 ← ∥gk+1∥2Y∥gk∥2Y
wk+1 ← gk+1 + γ k+1wk
k ← k+ 1
End(While)
4.2. Discretization of the operatorΛ
Algorithm 1 involves the resolution of two time-dependent second order Maxwell problems (30) and (31) at each
evaluation of the operator Λ, i.e. in the computation of a(e0, v) = ⟨Λe0, v⟩Y ′,Y during initialization as well as in the
computation of a(wk, v) = ⟨Λwk, v⟩Y ′,Y at the kth step. In this section, we discuss the discretization in space and in time
of these problems which amounts to define a discrete operatorΛh.
4.2.1. Discretization in space
We focus on the discretization of the forward problem (30), the backward problem (31) being handled in a similar way.
The following variational formulation in space of problem (30) is classical
Find ψ(·, t) ∈ J1τ such that
d2
dt2
(ψ(·, t), f )+ (curlψ(·, t), curl f ) = 0, ∀f ∈ J1τ and,
ψ(·, 0) = ψ0, ∂tψ(·, 0) = ψ1 inΩ,
(36)
where the equation d
2
dt2
(ψ(·, t), f )+ (curlψ(·, t), curl f ) = 0 has to be understood in the sense of distributions.
According to Theorem 4, (36) has a unique solution ψ ∈ C0(0, T ; J1τ ) ∩ C1(0, T ; J) whenever the initial data {ψ0,ψ1}
belong to J1τ × J . A discretization of (36) bymeans of conforming finite elements requires divergence free vector fields. This is
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in general unavailable. Commonly, one uses edge finite elements [15,8] which are conforming inH(curl ,Ω). However, the
drawback of these elements is that they do not allow the control of the divergence free condition. Therefore, we use in this
paper standard Lagrange finite elements which are conforming in (H1(Ω))3. This is possible since the classical formulation
(36) is equivalent to a regularized formulation given on the space
Hτ (curl , div ) =

f ∈ L2(Ω)3  curl f ∈ L2(Ω); div f ∈ L2(Ω); f × ν = 0 on Γ  .
The regularized variational formulation in space reads as follows
Find ψr(·, t) ∈ Hτ (curl , div ) such that
d2
dt2
(ψr(·, t), f )+ (curlψr(·, t), curl f )+ (divψr(·, t), div f ) = 0, ∀f ∈ Hτ (curl , div ),
ψr(·, 0) = ψ0, ∂tψr(·, 0) = ψ1, inΩ.
(37)
The variational theory of [16] does also apply in the context of the spaceHτ (curl , div ) and hence, problem (37) has a
unique solutionψr ∈ C0(0, T ;Hτ (curl , div ))∩C1(0, T ; (L2(Ω))3) for any initial data {ψ0,ψ1} inHτ (curl , div )×(L2(Ω))3.
In order to prove that problems (36) and (37) are equivalent, consider initial data {ψ0,ψ1} in J1τ × J and letψ be the unique
solution of the classical problem. Thus, ψ(·, t) belongs to the spaceHτ (curl , div ) and satisfies divψ(·, t) = 0. Obviously,
ψ(·, t) satisfies the variational equation
d2
dt2
(ψ(·, t), f )+ (curlψ(·, t), curl f )+ (divψ(·, t), div f ) = 0,
for any test field f ∈ Hτ (curl , div ). Hence,ψ is a solution to the regularized problem (37). The solution to (37) being unique,
we conclude that ψ = ψr which proves the equivalence of the two formulations.
The discretization of problem (37) by means of nodal H1-conforming finite elements is possible whenever the space of
regular vector fields H1(Ω) ∩ Hτ (curl , div ) is dense inHτ (curl , div ). It is worth noticing that this is not true in general
(see [17–19] among others) sinceHτ (curl , div )may contain singularities depending on the geometry ofΩ which can not
be approximated by regular vector fields. However, in this paper we assume that Ω is a regular domain (C1,1 or a convex
polyhedron would be sufficient here), and thus the inclusionHτ (curl , div ) ⊂ (H1(Ω))3 does hold true.
In view of the two-grid conjugate gradient algorithm that we have in mind for solving the control problem, the
discretization in space will be performed by means of Lagrange finite elements of type Q1 on a structured mesh Th of
parallelepipeds Kℓ. The associated discretization space is given by
Xh =

fh ∈ (C0(Ω))3
 fh|Kℓ ∈ (Q1(Kℓ))3 ∀Kℓ ∈ Th  ,
where Q1(Kℓ) denotes the space of polynomials spanned by
3
i=1 x
di
i | 0 ≤ di ≤ 1

.
Let {MI}I=1,...,Nh be the set of nodal points of Th. Then
Vh = {fh ∈ Xh | ‘‘( fh × ν)(MI) = 0’’ ∀MI ∈ Γ } ,
is a finite dimensional subspace ofHτ (curl , div ). Let us observe that the discrete boundary condition ‘‘( fh × ν)(MI) = 0’’
has to be specified whenever MI is a boundary node lying on an edge or a vertex ofΩ . To this end, assume that the edge e
is the intersection of two boundary faces F1 and F2 with normal vectors ν1 and ν2 respectively. Then, ‘‘( fh × ν)(MI) = 0’’
should be understood as ( fh× ν1)(MI) = 0 and ( fh× ν2)(MI) = 0 for any boundary nodeMI ⊂ ◦e. On the other hand, ifMI
does coincide with a vertex ofΩ , the boundary condition ‘‘( fh × ν)(MI) = 0’’ means that fh(MI) = 0.
The semi-discrete regularized forward problem now reads as follows.
Find ψh(·, t) ∈ Vh such that
d2
dt2
(ψh(·, t), fh)+ (curlψh(·, t), curl fh)+ (divψh(·, t), div fh) = 0, ∀fh ∈ Vh,
ψh(·, 0) = ψ0,h, ∂tψr(·, 0) = ψ1,h inΩ,
(38)
where ψ0,h ∈ Vh (resp. ψ1,h ∈ Vh) denotes an approximation of the exact initial data ψ0 (resp. ψ1). Commonly, this will
be the standard interpolate for finite elements of type Q1 (or the orthogonal projection on Vh if the regularity of the initial
data does not allow the definition of an interpolate). Let N0h = dim(Vh) be the dimension of the space Vh, and (wI)I=1,...,N0h
its standard finite element basis. Problem (38) can be written in an equivalent way in matrix formFind U(t) ∈ R
N0h such that
MU¨(t)+ KU(t) = 0 and,
U(0) = U0, U˙(0) = U1,
(39)
whereM and K are respectively, the mass matrix and the ‘‘stiffness’’ matrix given by
MIJ = (wJ ,wI), ∀I, J = 1, . . . ,N0h , (40)
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and
KIJ = (curlwJ , curlwI)+ (divwJ , divwI), ∀I, J = 1, . . . ,N0h , (41)
and U˙(t) (resp. U¨(t)) denotes the first (resp. second) derivative with respect to t . Here, U0 ∈ RN0h (resp. U1) is the coefficient
vector of ψ0,h (resp. ψ1,h), i.e. ψ0,h(x) =
N0h
I=1 U
0
I wI(x).
To take into account the boundary condition ‘‘ψh(MI)× ν = 0’’ is an important issue in the use of nodal finite elements.
Usually, one assembles the matrices M and K for any basis function of the discretization space Xh and then proceeds by
pseudo-elimination. Since the boundary condition couples the three degrees of freedom at each boundary node, we first
apply a rotation which maps the canonical basis of R3 on a local one containing the normal vector. In the new basis, the
degrees of freedom uncouple and standard techniques of elimination apply.
The backward problem (31) can be handled in a similar way. Discretization in space by means of nodal finite elements
of type Q1 leads to the following problem
Find Eh(·, t) ∈ Xh such that

‘‘Eh(MI , t)× ν = G(MI , t)’’ ifMI ∈ Γ0,
‘‘Eh(MI , t)× ν = 0’’ ifMI ∈ Γ \ Γ0,
d2
dt2
(Eh(·, t), fh)+ (curl E(·, t), curl fh)+ (div E(·, t), div fh) = 0, ∀fh ∈ Vh,
Eh(·, T ) = 0, ∂tEh(·, T ) = 0 inΩ.
(42)
Here, the non-homogeneous boundary condition ‘‘Eh(MI , t)× ν = G(MI , t)’’ on Γ0 is taken into account via a lifting Gh such
that ‘‘Gh(MI , t) = G(MI , t)’’ ifMI ∈ Γ0 and Gh(MI , t) = 0 otherwise.
4.2.2. Discretization in time
Discretization in time is done via an implicit Newmark scheme. For the sake of completeness, let us recall the main ideas
of this class of schemes in the context of our system of differential equations
MU¨(t)+ KU(t) = 0.
For N ∈ N∗, consider an equally distributed partition of the time interval [0, T ]with time step1t = T/N ,
t0 = 0 < t1 < t2 < · · · < tN = T , tn = n1t, ∀n = 0, . . . ,N.
We are looking for a sequence (Un)n=0,...,N of vectors Un ∈ RN0h such that Un is an approximation of U(t) at time t = tn.
According to Taylor expansion, we can write
Un+1 = Un +1tU˙n + 121t
2 (1− 2β)U¨n + 2βU¨n+1 ,
Un = Un−1 +1tU˙n−1 + 121t
2 (1− 2β)U¨n−1 + 2βU¨n ,
for any parameter β ∈ [0, 12 ]. Hence,
Un+1 − Un = Un − Un−1 +1t

U˙n − U˙n−1
+ 1
2
1t2

(1− 2β) U¨n − U¨n−1+ 2β U¨n+1 − U¨n .
Applying Taylor expansion to the first time derivatives yields
U˙n − U˙n−1 = 1t

(1− γ )U¨n−1 + γ U¨n

,
for any parameter γ ∈ [0, 1]. This allows to write Un+1 in the following way,
Un+1 = 2Un − Un−1 +1t2

βU¨n+1 +

1
2
− 2β + γ

U¨n +

1
2
+ β − γ

U¨n−1

.
In order to eliminate the second time derivatives, we notice that
MU¨n = −KUn,
according to the differential equation. We thus may write
MUn+1 = M(2Un − Un−1)−1t2

βKUn+1 +

1
2
− 2β + γ

KUn +

1
2
+ β − γ

KUn−1

,
which finally yields the linear system
(M+ β1t2K)Un+1 =

2M−

1
2
− 2β + γ

1t2K

Un −

M+

1
2
+ β − γ

1t2K

Un−1, (43)
which has to be resolved for n = 0, . . . ,N − 1. In the numerical tests hereafter, we choose β = 14 and γ = 12 which yields
a second order scheme that is unconditionally stable. We initialize the method with U0 = U0 and U1 = U0 +1tU1. Notice
that this only leads to a first order approximation of the time derivative at initial time U˙(0).
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Finally, we get the following algorithm for the numerical resolution of the forward problem
Algorithm 2.
• assemble the finite element matricesM and K
• set A = M+ β1t2K
• initialize U0 = U0 and U1 = U0 +1tU1• for n = 1, . . . ,N − 1,
compute Fn =

2M− ( 12 − 2β + γ )1t2K

Un −

M+ ( 12 + β − γ )1t2K

Un−1
take into account the boundary condition ‘‘ψh(MI , tn+1)× n = 0’’ ifMI ∈ Γ
solve the linear system AUn+1 = Fn.
The backward problem (31) can be dealt with in a similar way. As for the forward problem, discretization in time is done
by a Newmark scheme with final data EN = E(T ) = 0 and EN−1 = EN −1tE˙(T ) = 0. Starting with
En = En+1 −1tE˙n+1 + 121t
2 (1− 2β)E¨n+1 + 2βE¨n
En−1 = En −1tE˙n + 121t
2 (1− 2β)E¨n + 2βE¨n−1
and
E˙n − E˙n+1 = −1t

(1− γ )E¨n+1 + γ E¨n

finally yields the linear system
(M+ β1t2K)En−1 =

2M−

1
2
− 2β + γ

1t2K

En −

M+

1
2
+ β − γ

1t2K

En+1 (44)
which will be resolved for n = N − 1 to 1 in decreasing order together with the non-homogeneous boundary conditions.
Then, the algorithm for the numerical resolution of the backward problem is given by
Algorithm 3.
• assemble the finite element matricesM and K
• set A = M+ β1t2K
• initialize EN = 0 and EN−1 = 0• for n = N − 1, . . . , 1,
compute Fn =

2M− ( 12 − 2β + γ )1t2K

En −

M+ ( 12 + β − γ )1t2K

En+1
take into account the boundary condition
‘‘Eh(MI , tn−1)× n = G(MI , tn−1)’’ ifMI ∈ Γ0
‘‘Eh(MI , tn−1)× n = 0’’ ifMI ∈ Γ \ Γ0
solve the linear system AEn−1 = Fn.
4.2.3. Definition of the discrete operatorΛh
Let us recall the four steps of an evaluation of the operatorΛ: for a given element {ψ0,ψ1}
1. compute ψ, solution of the forward problem with initial data {ψ0,ψ1} and homogeneous boundary data,
2. compute G = −(curlψ)|Γ0 ,
3. compute E , solution of the backward problem with zero final data and boundary data G ,
4. setΛ({ψ0,ψ1}) = {∂tE(0),−E(0)}.
The discretization of steps (1) and (3) has been discussed in Sections 4.2.1 and 4.2.2. The discrete solutionψh is thus available
at discrete time steps tn = n1t as an element of Vh ⊂ (H1(Ω))3. Consequently, curlψh(·, tn) is well defined as an element
of (L2(Ω))3 which is a vector valued polynomial of degree 1 on each cell Kℓ of the mesh. The definition of curlψh at the
boundary nodes of the mesh is thus not trivial. Indeed, let MI be a boundary node belonging to Γ0. For any mesh cell Kℓ,
denote by curlψh|Kℓ the restriction of curlψh on Kℓ. Then, the approximation G
n
I = Gh(MI , tn) of−curlψ at the boundary
nodeMI at time tn is defined as the average of−(curlψh|Kℓ)(MI) over all cells Kℓ havingMI as a node, i.e.
GnI = −
1
card {ℓ |MI ∈ Kℓ }

ℓ|MI∈Kℓ

curlψh|Kℓ

(MI , tn), (45)
which we shall write Gh = −curl hψh in the sequel. Finally, the discrete operatorΛh can be defined by the following steps.
Algorithm 4.
1. For n = 0, . . . ,N , compute ψh(·, tn) by Algorithm 2 with initial data {ψ0,h,ψ1,h} and homogeneous boundary data,
2. for all n = 0, . . . ,N and any boundary nodeMI ∈ Γ0, compute Gh = −curl hψh by formula (45),
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3. for all n = N, . . . , 0, compute Eh(·, tn) by Algorithm 3 with zero final data and boundary data Gh.
4. Finally, setΛh
{ψ0,h,ψ1,h} =  Eh(·,t1)−Eh(·,t0)1t ,−Eh(·, t0).
4.3. The second-order Maxwell system on the square [−1, 1]2
We consider the ‘‘academic’’ squareΩ = [−1, 1]2 which is obviously not a domain of class C∞. However, the analysis
of the preceding sections still applies in this setting. Indeed, since Ω is a convex polygon, the embedding of the space J1τ
(resp. J1ν ) in (H
1(Ω))2 is continuous. The only concern will thus be the validity of the observability estimate which has been
proven in [2] for a domain of class C∞. Notice that in the case of a total control, the observability estimate can be deduced
from the results in [4] which apply for a convex polygon. In the case of partial control, this is an open question.
It is by now well-known that numerical algorithms for the boundary control of wave equations may diverge when the
mesh size tends to zero. These numerical instabilities are linked to the high-frequency spurious oscillations. This fact has
been highlighted by Glowinski [20,5]. Among the different remedies introduced in the literature [21,22], we choose to apply
a two-grid preconditioner to obtain the convergence of the conjugate gradient algorithm with respect to the parameters
of the discretization. This method consists in computing, at each step of the conjugate gradient, the direction of descent
on a coarse grid of size 2h and yields a numerical stabilization [23]. Theoretical results on the convergence of a two-grid
algorithm for the control of the wave equation are very recent. We refer to the paper of Ignat and Zuazua [24] that proves
the convergence in the case of a finite-difference space semi-discretization of the 2D wave equation in the square through
Fourier analysis techniques. Here, we observe such a behavior numerically.
The algorithm is initialized by e0 = (0, 0) and is stopped as soon as the residual becomes smaller than a tolerance ε.
Notice also that we apply a cut-off function in time to the control in order to obtain a smooth control at times t = 0 and
t = T , considering that the control cannot act suddenly at time t = 0.
We introduce the following discrete norm which plays the role of the dual norm ∥ · ∥( J1τ )′ for discrete vector fields,
∥uh∥2−h,Ω def= WtKW,
wherewh =N0hI=1WIwI ∈ Vh is the solution of the problem
(curlwh, curl fh)+ (divwh, div fh) = (uh, fh), ∀fh ∈ Vh,
‘‘wh × ν = 0’’, on Γh.
To analyze the numerical convergence of the solution of the discrete controllability problem, we consider three error
criteria. The quantities ∥E0−E
c
0∥0,Ω
∥E0∥0,Ω and
∥E1−Ec1∥−h,Ω
∥E1∥−h,Ω measure howwell the exact initial data {E0, E1} are recovered by the data{Ec0, Ec1} = Λh({ψ0,h,ψ1,h}) obtained by solving the backward problem (42) once the H.U.M. has converged. The quantity
∥Ec (T )∥0,Ω
∥E0∥0,Ω is obtained by solving the original Maxwell system (1) with the given initial data {E0, E1} and the boundary control
Gh = −(curl hψh)|Γ0 which has been constructed by the H.U.M. algorithm. It shows how well the computed control drives
the system (1) to rest, i.e. E(T ) = ∂tE(T ) = 0.
We consider two kind of initial data, polynomial and oscillating ones, and three different control configurations,
• control on the entire boundary, denoted by ,
• control on three sides of the boundary (north, south and west boundary), denoted by @,
• control on two sides of the boundary (north and south boundary), denoted by=.
Frankly speaking, controlling the equation only on the north and south boundary (=) does not enter in the framework
of Definition 1, since we can exhibit initial data such that the rays never encounter this part of the boundary. This occurs
only for a set of initial data that is negligible. We will see that the two examples below allow a numerical control even in
this case.
4.3.1. Polynomial initial data
We take the following initial data
E0(x, y) =

y2 − 1, x2 − 1t , E1(x, y) = [0, 0]t .
The time discretization parameters are T = 5 and 1t = h/√2. The tolerance parameter ε which stops the conjugate
gradient is ε = 10−5 if the control acts on the entire boundary, and ε = 10−4 otherwise. We report the numerical results in
Table 1.
4.3.2. Oscillating initial data
The initial data are now given by
E0(x, y) = [cosπx sinπy,− sinπx cosπy]t , E1(x, y) = πE0(x, y)/2.
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Table 1
Polynomial initial data with various control geometries: convergence of H.U.M. with respect to discretization in space.
Type of control h ∥E0−E
c
0∥0,Ω
∥E0∥0,Ω ∥E1 − Ec1∥−h,Ω
∥Ec (T )∥0,Ω
∥E0∥0,Ω Iterations
1/32 1.57e−03 7.89e−03 6.97e−02 5
 1/64 5.82e−04 3.01e−03 3.53e−02 5
1/128 4.27e−04 1.59e−03 1.72e−02 5
1/32 3.32e−03 1.26e−02 7.00e−02 5
@ 1/64 2.41e−03 6.49e−03 3.54e−02 5
1/128 2.26e−03 5.42e−03 1.79e−02 5
1/32 5.50e−03 1.77e−02 6.68e−02 4
= 1/64 4.10e−03 1.00e−02 3.40e−02 4
1/128 3.76e−03 6.92e−03 1.74e−02 5
Table 2
Oscillating initial data with various control geometries: convergence of H.U.M. with respect to discretization in space.
Type of control h ∥E0−E
c
0∥0,Ω
∥E0∥0,Ω
∥E1−Ec1∥−h,Ω
∥E1∥−h,Ω
∥Ec (T )∥0,Ω
∥E0∥0,Ω Iterations
1/32 4.85e−03 4.17e−02 1.73e−02 4
 1/64 3.47e−03 2.07e−02 7.73e−03 4
1/128 3.32e−03 1.38e−02 4.35e−03 4
1/32 1.72e−02 7.72e−02 2.82e−02 4
@ 1/64 1.48e−02 5.11e−02 1.85e−02 4
1/128 1.46e−02 4.65e−02 1.60e−03 4
1/32 2.19e−02 6.87e−02 3.04e−02 4
= 1/64 1.05e−02 3.02e−02 1.36e−02 4
1/128 3.01e−03 1.21e−02 4.13e−03 4
In Table 2, we summarize the numerical results obtained for the parameters T = 5 and 1t = h/4. Here, the tolerance
parameter is ε = 10−4 for a total control and ε = 10−3 for a partial control.
The snapshots in Figs. 1–3 compare the solution of the second-order Maxwell system without any control (Fig. 1) and
when a control is applied either on the entire boundary (, Fig. 2), or on the north and south boundaries (=, Fig. 3). Here,
the mesh parameter h is set to h = 1/64.
Finally, the function t → ∥Gh(t, ·)∥L2(Γ ) is represented in Fig. 4. The L2(Γ )-norm of the control exhibits an oscillating
behavior, but is small (of order 10−2). This is in accordance with the definition of the H.U.M. control which is minimal in the
L2(Γ )-norm.
These numerical experiments illustrate the exact controllability result with either a total or a partial boundary control
for sufficiently large final time.
5. Concluding remarks
In this paper, we have addressed the exact controllability of the second order Maxwell system with the help of the
H.U.M., considering a total or partial boundary control and sufficiently large final time. Several simulations in the unit square
illustrate this result.
The discretization of the H.U.M. operator is performed via Lagrange finite elements for discretization in space and an
implicit second order Newmark scheme in time. A two-grid preconditioner allows to overcome the difficulty of numerical
instabilities. The preconditioner has been developed for Lagrange finite elements of type Q1 which are affine equivalent
to the unit square. A generalization to isoparametric elements of type Q1 or standard elements of type Pk should be
straightforward and would allow to perform numerical tests in more general domains. Notice however that the solution
computed with Lagrange finite elements does no longer converge to the correct physical solution if the domain contains
reentrant corners or edges (as it would be the case in domains with polygonal or polyhedral wholes). In this case, special
singular fields should be added to the variational space in order to take into account the singular behavior of the electric
field. This has been done successfully in the two-dimensional case (see e.g. [18] for the time-harmonic and [25] for the
transient setting) and for axisymmetric domains inR3 (see [26]) and could be implementedwithout conceptional difficulties
in our code. The theoretical results however do not carry over to this situation any more (see [4] for a discussion of this
item). Alternatively, edge finite elements could be used for the discretization in space. Again, the question of a two-grid
preconditioner for these elements has then to be investigated, and the violation of the divergence constraint may cause
extra difficulty. Summing up, our paper is a first contribution in the development of numerical algorithms for controllability
problems for Maxwell’s equations. Since the numerical results in a simple test case are promising, it is worth continuing the
work in this direction. Three-dimensional numerical simulations should be obtained without additional difficulty, provided
one has a 3D Maxwell solver.
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Fig. 1. Solution of the second-order Maxwell system without control.
Notice also that the numerical construction of the control represents the key step in a reconstruction algorithm for the
localization of electromagnetic imperfections in a bounded domain [7] and has motivated the present work. An immediate
task should be the implementation of the reconstruction method in the two-dimensional case before tackling the three-
dimensional case.
Wedo not develop here the issue of internal (or distributed) control. In this case, even ifwe have an observability estimate
due to the results in [2], the functional framework changes and becomes more involved since the solution of the underlying
second order Maxwell equations with internal source term is no longer divergence free.
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Fig. 2. Solution of the second-order Maxwell system with control on the entire boundary.
Appendix A. A conjugate gradient method for the resolution of problem (Lv)
In this appendix we give a detailed description of the conjugate gradient method applied to the variational problem
(Lv). In a finite dimensional setting, this is standard matter andmay be found in most textbooks on numerical analysis. The
generalization to an infinite dimensional setting, however, is less standard and motivated the choice to dedicate a section
to this topic in the present paper.
Recall the following variational problem
Find e∗ ∈ Y such that
a(e, v) = L(v), ∀v ∈ Y , (Lv)
where a(e, v) = ⟨Λe, v⟩Y ′,Y is a continuous and coercive bilinear form on the space Y . The linear form L(v) = ⟨E∗, v⟩Y ′,Y is
induced by the given data E∗ ∈ Y ′. Problem (Lv) is equivalent to the minimization of the quadratic functional J defined on
Y by
J(v) = 1
2
a(v, v)− L(v).
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Fig. 3. Solution of the second-order Maxwell system with partial boundary control.
Fig. 4. L2(Γ )-norm of the control Gh versus time t ∈ [0, T ] (left: whole control ‘’, right: partial control ‘=’).
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The conjugate gradient method relies on the following theorem.
Theorem 7. Assume that we are given a family of elements in Y , (wk)k∈N, such that span(wk)k∈N is dense in Y and satisfies
a(w i,w j) = 0, if i ≠ j. (A.1)
Let e0 ∈ Y and define the sequence (ek) by
ek+1 = ek − ρkwk, ρk = a(e
k,wk)− L(wk)
a(wk,wk)
. (A.2)
Then, the exact solution e∗ of problem (Lv) is given by
e∗ = e0 −

k∈N
ρkwk. (A.3)
Proof. Since span(wk)k∈N is dense in Y and the directionswk are a-conjugate, we have
e∗ − e0 =

k∈N
σ kwk,
with
σ k = a(e
∗ − e0,wk)
a(wk,wk)
∀k ∈ N.
According to the definition of the sequence (ek)k∈N, we have
ek = e0 −
k−1
i=1
ρ iw i.
We get a(ek − e0,wk) = 0 since the directions (wk)k∈N are a-conjugate. Finally,
a(e∗ − e0,wk) = a(e∗ − ek,wk) = L(wk)− a(ek,wk)
which yields ρk = −σ k and proves the theorem. 
In the sequel, we denote by rk the residual at the kth step which actually is given by the following linear form on Y
v ∈ Y → rk(v) def= a(ek, v)− L(v). (A.4)
Notice that
rk+1(v) = rk(v)− ρka(wk, v). (A.5)
Theorem 8. Let (wk)k∈N and (ek)k∈N be as in Theorem 7. Then
rk(w j) = 0 ∀j = 0, . . . , k− 1 (A.6)
and ek minimizes the functional J(v) on the set e0 + span(w0, . . . ,wk−1).
Proof. (A.6) follows simply by induction over k from the definition of the parameter ρk. Now, consider the function
h : Rk → R defined by
h(σ0, . . . , σk−1)
def= J

e0 +
k−1
i=0
σiw i

.
Since h is quadratic, there is a unique minimum (σ ∗0 , . . . , σ
∗
k−1) such that
∂h
∂σj
(σ ∗0 , . . . , σ
∗
k−1) = 0 ∀j = 0, . . . , k− 1.
Now, consider (ρ0, . . . , ρk−1)where ρ i is defined by (A.2). Then, we deduce from (A.6) that
∂h
∂σj
(−ρ0, . . . ,−ρk−1) = DJ

e0 −
k−1
i=0
ρ iw i

w j = −a(ek,w j)+ L(w j) = −rk(w j) = 0
for any j = 0, . . . , k− 1. This proves that ek minimizes J(v) on e0 + span(w0, . . . ,wk−1). 
M. Darbas et al. / Computers and Mathematics with Applications 63 (2012) 1212–1237 1233
In order to define the conjugate directions of the method, we introduce the following lifting of the residual rk ∈ Y ′:
Find gk ∈ Y such that
(gk, v)Y = rk(v) ∀v ∈ Y . (A.7)
Theorem 8 yields that gk is orthogonal (for the scalar product of Y ) to all the preceding directionsw0, . . . ,wk−1. Indeed,
we have
(gk,w j)Y = rk(w j) = 0 ∀j = 0, . . . , k− 1.
Now, assume that the directions (w0, . . . ,wk−1) have been constructed. According to the philosophy of the conjugate
gradient method, we are looking for the new directionwk as a linear combination of gk andwk−1,
wk = gk + γ kwk−1. (A.8)
Sincewk andwk−1 should be a-conjugate, we compute γ k from the relation
a(wk,wk−1) = 0
which yields
γ k = − a(g
k,wk−1)
a(wk−1,wk−1)
.
We will prove later on thatwk is a-conjugate to the directionsw0, . . . ,wk−2, too.
Algorithm 5.
Initialization:
e0 ← 0
Find g0 ∈ Y such that (g0, v)Y = a(e0, v)− L(v) ∀v ∈ Y .
w0 ← g0
k ← 0
While gk ≠ 0
ρk ← a(ek,wk)−L(wk)
a(wk,wk)
ek+1 ← ek − ρkwk
Find gk+1 ∈ Y such that (gk+1, v)Y = a(ek+1, v)− L(v) ∀v ∈ Y .
γ k+1 ←− a(gk+1,wk)
a(wk,wk)
wk+1 ← gk+1 + γ k+1wk
k ← k+ 1
End(While)
In order to prove that the directions wk defined by (A.8) are a-conjugate, we introduce the following operator on the
space Y :
I : w ∈ Y → g = I(w) ∈ Y (A.9)
where g ∈ Y is the unique solution of the problem
Find g ∈ Y such that
(g, v)Y = a(w, v) ∀v ∈ Y .
Notice that I is one-to-one since the bilinear form a(·, ·) is coercive on Y .
In the following theorem we list some useful properties of the directionswk constructed by Algorithm 5:
Theorem 9. Let k ∈ N be fixed. Assume that ρ i ≠ 0 for any i = 0, . . . , k. Then
span(g0, . . . , gk) = span(g0, Ig0, . . . , Ikg0), (A.10)
span(w0, . . . ,wk) = span(g0, Ig0, . . . , Ikg0). (A.11)
Proof. We will prove (A.10) and (A.11) simultaneously by induction over k. For k = 0, the result is obviously true since
w0 = g0. Assume that (A.10) and (A.11) are true for k ≥ 0.
In order to prove the results at range k+ 1, notice that for any i ≥ 0 and any v ∈ Y ,
(g i+1, v)Y = a(ei+1, v)− L(v)
= a(ei, v)− ρ ia(w i, v)− L(v)
= (g i, v)Y − ρ ia(w i, v)
= (g i, v)Y − ρ i(Iw i, v)Y
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which proves that
g i+1 = g i − ρ iIw i. (A.12)
According to the induction hypothesis of property (A.11),wk belongs to span(g0, . . . , Ikg0) and thus
Iwk ∈ span(Ig0, . . . , Ik+1g0).
Further, gk ∈ span(g0, . . . , Ikg0) since (A.10) is assumed to be true at range k. This implies that
gk+1 = gk − ρkIwk ∈ span(g0, . . . , Ik+1g0),
and thus
span(g0, . . . , gk+1) ⊂ span(g0, . . . , Ik+1g0).
Inversely, due to the hypothesis of property (A.10) at range k,
Ik+1g0 = I(Ikg0) ∈ span(Iw0, . . . , Iwk).
But ρ iIw i = g i − g i+1 from (A.12) and ρ i ≠ 0 for any i = 0, . . . , k by assumption. Thus
Ik+1g0 ∈ span(g0, . . . , g0)
which proves the induction step for (A.10).
In order to prove that (A.11) is true at range k+ 1, notice thatwk+1 = gk+1 + γ k+1wk. Hence,
span(w0, . . . ,wk+1) = span(w0, . . . , gk+1)
= span(g0, . . . , Ikg0, gk+1) from (A.11) at range k
= span(g0, . . . , gk, gk+1) from (A.10) at range k
= span(g0, . . . , Ik+1gk+1) from (A.10) at range k+ 1. 
With the help of Theorem 9, we are now able to show that the directionswk constructed by Algorithm 5 are a-conjugate.
Theorem 10. Assume that ei does not coincide with the exact solution e∗ for i = 0, . . . , k. Then
a(wk,w i) = 0 ∀i = 0, . . . , k− 1. (A.13)
Proof. We prove the assertion by induction over k. For k = 1, we have a(w1,w0) = 0 by construction ofw1. Now, assume
that (A.13) is true for a fixed k and that g i ≠ 0 for any i = 0, . . . , k + 1 (which follows from the assumption that ei differs
from e∗). In particular, we have r i(g i) = (g i, g i)Y ≠ 0. Now, w i = g i + γ iw i−1 and thus r i(g i) = r i(w i) − γ ir i(w i−1).
The induction hypothesis guarantees that the directions w0, . . . ,wk are a-conjugate and thus, r i(w i−1) = 0 according to
Theorem 8. Consequently, r i(g i) = r i(w i) ≠ 0 which implies ρ i = r i(wi)
a(wi,wi) ≠ 0. This allows the application of Theorem 9.
By construction of the directionwk+1, it follows that
a(wk+1,wk) = 0.
Since the directions w0, . . . ,wk are a-conjugate by assumption, Theorem 8 applies and we have rk+1(w i) = 0 for any
0 ≤ i ≤ k, which reads equivalently,
(gk+1,w i)Y = 0 ∀i = 0, . . . , k. (A.14)
Now, let 0 ≤ i ≤ k− 1. We deduce from the definition ofwk+1 that
a(wk+1,w i) = a(gk+1,w i)+ γ k+1a(wk,w i)
= a(gk+1,w i)
since the directionsw0, . . . ,wk are a-conjugate. Further, notice that
a(gk+1,w i) = a(w i, gk+1)
= (Iw i, gk+1)Y
= (gk+1, Iw i)Y
according to the definition of the operator I and the symmetry of the bilinear form a(·, ·). But
Iw i ∈ span(Ig0, . . . , Ii+1g0) ⊂ span(w0, . . . ,wk)
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by Theorem 9 since i ≤ k− 1. Hence,
(gk+1, Iw i)Y = 0
by (A.14) which completes the proof. 
The following corollary proves an orthogonality result for the residuals.
Corollary 1. Under the assumptions of Theorem 10, the following orthogonality relations hold true,
(gk, g i)Y = rk(g i) = 0 ∀i = 0, . . . , k− 1. (A.15)
Proof. Due to the assumptions of Theorem 10, the results of Theorem 9 apply. Hence, g i ∈ span(w0, . . . ,w i). Further, since
the directionsw0, . . . ,wk are a-conjugate, rk(w i) = 0 for any i = 0, . . . , k− 1 from Theorem 8. This proves (A.15). 
We are thus able to rewrite Algorithm 5 in amore convenient form. Indeed, according to Theorem 8, we have rk(wk−1) = 0.
Then, the parameter ρk may be computed through
ρk = r
k(wk)
a(wk,wk)
= r
k(gk)
a(wk,wk)
= ∥g
k∥2Y
a(wk,wk)
taking into account thatwk = gk + γ kwk−1.
Next, we recall that gk+1 = gk − ρkIwk and thus
(Iwk, gk+1)Y = 1
ρk
(gk − gk+1, gk+1)Y = − 1
ρk
∥gk+1∥2Y
since (gk, gk+1)Y = 0 from Corollary 1. On the other hand,
(Iwk, gk+1)Y = a(wk, gk+1) = a(gk+1,wk),
such that the parameter γ k+1 reads as follows,
γ k+1 = −a(g
k+1,wk)
a(wk,wk)
= 1
ρk
∥gk+1∥2Y
a(wk,wk)
= ∥g
k+1∥2Y
∥gk∥2Y
.
Finally, the parameter ρk is given by
ρk = ∥g
k∥2Y
(Iwk,wk)Y
,
where we made use of the relation a(wk,wk) = (Iwk,wk)Y .
This shows that Algorithm 1 is equivalent to Algorithm 5.
Appendix B. The direct inequality in the case of a cube
For reader convenience we indicate below a short proof for the direct inequality. This amounts to prove that ifΩ is the
unit cube
Γ×[0,T ]
|H |2 dσds ≤ C

Ω
(|H0|2 + |E0|2) dx, (B.1)
where (E,H) connotes the solution for theMaxwell equations (10). Below,we prove this inequality for T = 2π . Let E1, E2, E3
denote respectively the three components of the electric field and ∂1, ∂2, ∂3 the derivatives with respect to x1, x2, x3.
We focus on the face {x3 = 0}. On this face H is tangent to the boundary and E is normal. Therefore on this face
E1 = E2 = H3 = 0. The divergence free condition yields that on the face {x3 = 0}we also have ∂3E3 = −(∂1E1+ ∂2E2) = 0.
The equation ∂tE + curlH = 0 leads also to ∂3H1 = ∂3H2 = 0 on this face.
The properties of E and H on the other faces can be deduced by symmetries. These remarks allow us to expand the
solutions as Fourier series, for |n| = (n21 + n22 + n23)
1
2 ,
H1(t, x) =

n∈N3
(Hˆ+1 (n) exp(i|n|t)+ Hˆ−1 (n) exp(−i|n|t)) sin(n1x1) cos(n2x2) cos(n3x3), (B.2)
H2(t, x) =

n∈N3
(Hˆ+2 (n) exp(i|n|t)+ Hˆ−2 (n) exp(−i|n|t)) cos(n1x1) sin(n2x2) cos(n3x3), (B.3)
H3(t, x) =

n∈N3
(Hˆ+3 (n) exp(i|n|t)+ Hˆ−3 (n) exp(−i|n|t)) cos(n1x1) cos(n2x2) sin(n3x3). (B.4)
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We now compute the trace on the face {x1 = 0}. Integrating in time, we infer from Parseval’s equality that
∥H3(., 0, x2, x3)∥2L2(0,2π) = 2π

m∈N


n∈N3;|n|=m
Hˆ±3 (n) cos(n2x2) sin(n3x3)

2
. (B.5)
We integrate now with respect to x2, x3, observing that the cosine and sine are mutually orthogonal. This leads to
∥H3(., 0, ., .)∥2L2((0,2π)×[0,1]2) = 2π3

m∈N

(n,p)∈Im
Hˆ±3 (n)Hˆ
±
3 (p), (B.6)
with Im =

(n, p) ∈ N3 | |n| = |p| = m; n2 = p2; n3 = p3

. We easily infer from this computations that
∥H∥2L2(Γ×[0,2π ]) ≤ C
 
n∈N3;n1≠0
|Hˆ±1 (n)|2 +

n∈N3;n2≠0
|Hˆ±2 (n)|2 +

n∈N3;n3≠0
|Hˆ±3 (n)|2
 . (B.7)
We now provide an estimate for ∥E(0)∥L2(Ω) + ∥H(0)∥L2(Ω). On the one hand, at t = 0,
∥H(0)∥2L2(Ω) = π3
3
j=1

n∈N3;nj≠0
|Hˆ+j (n)+ Hˆ−j (n)|2. (B.8)
On the other hand, in order to estimate ∥E(0)∥L2(Ω), consider the identity
1E = curl curl E = −curl ∂tH . (B.9)
Focusing on the first component, this equation reads at t = 0,
E1(0, x) =

n∈N3;n2≠0;n3≠0

± n2|n| Hˆ
±
3 (n)∓
n2
|n| Hˆ
±
2

cos(n1x1) sin(n2x2) sin(n3x3). (B.10)
Once again, using that the cosine and sine are mutually orthogonal, we have
∥E1(0, .)∥2L2(Ω) = π3

n∈N3;n2≠0;n3≠0
 n2|n| (Hˆ+3 (n)− Hˆ−3 (n))+ n3|n| (Hˆ−2 − Hˆ+2 )
2 . (B.11)
To sum up the above considerations, proving the estimate (B.1) amounts to exhibit a constant C such that the quantity
C
 
n∈N3;n1≠0
|Hˆ±1 (n)|2 +

n∈N3;n2≠0
|Hˆ±2 (n)|2 +

n∈N3;n3≠0
|Hˆ±3 (n)|2
 ,
is bounded by above by
3
j=1

n∈N3;nj≠0
|Hˆ+j (n)+ Hˆ−j (n)|2 +

n∈N3;n2≠0;n3≠0
 n2|n| (Hˆ+3 (n)− Hˆ−3 (n))+ n3|n| (Hˆ−2 − Hˆ+2 )
2
+

n∈N3;n1≠0;n3≠0
 n1|n| (Hˆ+3 (n)− Hˆ−3 (n))+ n3|n| (Hˆ−1 − Hˆ+1 )
2
+

n∈N3;n2≠0;n1≠0
 n2|n| (Hˆ+1 (n)− Hˆ−1 (n))+ n1|n| (Hˆ−2 − Hˆ+2 )
2 .
Let us expand the last quantity. It reads also
3
j=1

n∈N3;nj≠0
|Hˆ+j (n)+ Hˆ−j (n)|2 +
3
j=1

n∈N3;nj≠0
(Hˆ+j (n)− Hˆ−j (n))2 −

l≠j
njnl
|n|2 (Hˆ
+
j (n)− Hˆ−j (n))(Hˆ+l (n)− Hˆ−l (n)).
The last term in this quantity vanishes since ∂tH is a divergence free vector field and then
3
j=1
nj(Hˆ+j (n)− Hˆ−j (n)) = 0,
for each n. This completes the proof of (B.1).
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