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Numerator polynomials of the Riordan matrices
E. Burlachenko
Abstract
Riordan matrices are infinite lower triangular matrices corresponding to the
certain operators in the space of formal power series. Generalized Euler poly-
nomials gn (x) = (1− x)n+1
∑
∞
m=0 pn (m)x
m, where pn (m) is the polynomial of
degree ≤ n, are the numerator polynomials of the generating functions of diago-
nals of the ordinary Riordan matrices. Generalized Narayana polynomials hn (x) =
(1− x)2n+1∑∞m=0 (m+ 1) ... (m+ n) pn (m)xm are the numerator polynomials of
the generating functions of diagonals of the exponential Riordan matrices. In pa-
per, the properties of these two types of numerator polynomials and the construc-
tive relationships between them are considered. Separate attention is paid to the
numerator polynomials of Riordan matrices associated with the family of series
(β)a (x) = a
(
x(β)a
β (x)
)
.
1 Introduction
Transformations in the space of formal power series over the field of real or complex
numbers and the corresponding matrices are the subject of our study. We associate the
rows and columns of matrices with the generating functions of their elements, i.e., formal
power series. Thus, the expression Aa (x) = b (x) means that the column vector multiplied
by the matrix A has the generating function a (x) =
∑
∞
n=0 anx
n, resultant column vector
has the generating function b (x) =
∑
∞
n=0 bnx
n. nth coefficient of the series a (x), nth row,
nth descending diagonal and nth column of the matrix A will be denoted respectively by
[xn] a (x) , [n,→]A, [n,ց]A, Axn.
Matrix (f (x) , g (x)), nth column of which has the generating function f (x) gn (x),
g0 = 0, is called Riordan matrix (Riordan array) [1] – [3]. It is the product of two
matrices that correspond to the operators of multiplication and composition of series:
(f (x) , g (x)) = (f (x) , x) (1, g (x)) ,
(f (x) , x) a (x) = f (x) a (x) , (1, g (x)) a (x) = a (g (x)) ,
(f (x) , g (x)) (b (x) , a (x)) = (f (x) b (g (x)) , a (g (x))) .
If f0 6= 0, g1 6= 0, matrix (f (x) , g (x)) is called proper. Proper Riordan matrices form a
group, called the Riordan group.
Matrices
|ex|−1 (f (x) , g (x)) |ex| = (f (x) , g (x))E,
where |ex| is the diagonal matrix: |ex|xn = xn/n! , are called exponential Riordan matrices
[4], [5]. Denote [n,→] (f (x) , g (x))E = sn (x). Then
(f (x) , g (x))E(1− ϕx)−1 = |ex|−1 (f (x) , g (x)) eϕx = |ex|−1f (x) exp (ϕg (x)) ,
or
∞∑
n=0
sn (ϕ)
n!
xn = f (x) exp (ϕg (x)) .
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If f0 6= 0, g1 6= 0, sequence of polynomials sn (x) is called Sheffer sequence, and in the
case f (x) = 1 binomial sequence. Properties of the Sheffer sequences are subject of study
of the umbral calculus [6]. Matrix
P =
(
1
1− x,
x
1− x
)
= (ex, x)E =


1 0 0 0 · · ·
1 1 0 0 · · ·
1 2 1 0 · · ·
1 3 3 1 · · ·
...
...
...
...
. . .


is called Pascal matrix. Power of the Pascal matrix is defined by
P ϕ =
(
1
1− ϕx,
x
1− ϕx
)
= (eϕx, x)E.
Along with the lower triangular Riordan matrices, we will consider the “square” matri-
ces (b (x) , a (x)), b0 6= 0, a0 = 1, whose nth column has the generating function b (x) an (x).
Upper triangular matrix (1, 1 + x), transposed to the Pascal matrix and coinciding with
the matrix of shift operator, also belongs to this type of matrices:
(1, 1 + x) = P T = E =


1 1 1 1 · · ·
0 1 2 3 · · ·
0 0 1 3 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .

 .
Matrix (b (x) , a (x)) can be multiplied from the right by the matrix with the finite
columns and from the left by the matrix with the finite rows. Since [n,→] (b (x) , a (x)) =
= [n,ց] (b (x) , xa (x)), then the matrix(b (x) , a (x)) is a useful tool for studying the ma-
trix (b (x) , xa (x)). Denote
[n,→] (b (x) , a (x)− 1) = wn (x) =
n∑
m=0
wmx
m.
Since
(b (x) , a (x)) = (b (x) , a (x)− 1) (1, 1 + x) , [n,→] (1, 1 + x) = x
n
(1− x)n+1 ,
then
[n,→] (b (x) , a (x)) =
n∑
m=0
wmx
m
(1− x)m+1 =
n∑
m=0
wmx
m(1− x)n−m
(1− x)n+1 =
gn (x)
(1− x)n+1 .
If b (x) = 1, a (x) = ex, then gn (x) = An (x)/n! , where An (x) are the Euler polynomials:
An (x)
(1− x)n+1 =
∞∑
m=0
mnxm, An (1) = n!.
For example,
A0 (x) = 1, A1 (x) = x, A2 (x) = x+ x
2, A3 (x) = x+ 4x
2 + x3,
A4 (x) = x+ 11x
2 + 11x3 + x4.
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In this connection, we will called polynomials gn (x) the generalized Euler polynomials.
“Square” Riordan matrices (called convolution arrays) and numerator polynomials of
the generating functions of their rows were considered in the series of papers [7] – [11].
In [12] such matrices are called generalized Riordan arrays. Concept of generalized Euler
polynomials (called pn-associated Eulerian polynomials) in general form is represented in
[13].
Mentioned series of papers was written before the advent of the Riordan matrices
theory. In modern literature, the topic of numerator polynomials of the Riordan matrices
has not been raised. Exception consists of the three works [14] – [16], in which the
generating functions of the diagonals of exponential Riordan matrices are considered.
These works provided an incentive for writing the present paper.
In paper, we study the transformations in which the numerator polynomials of Riordan
matrices participate, and build matrices of these transformations according to certain
rules. These matrices serve as tools for further research. In Section 2, we consider the
numerator polynomials of ordinary Riordan matrices (generalized Euler polynomials) and
the transformations associated with them. Using matrices of these transformations, we
obtain a general formula for the numerator polynomials of the matrices
(
1, x(β)a (x)
)
,
where (β)a (x) is the generalized binomial series:
(β)a
ϕ (x) =
∞∑
n=0
ϕ
ϕ+ βn
(
ϕ+ βn
n
)
xn.
In Section 3, we consider the numerator polynomials of exponential Riordan matrices (gen-
eralized Narayana polynomials) and the transformations associated with them. In Section
4, we introduce matrices of the operators mapping generalized Euler polynomials to gen-
eralized Narayana polynomials. Using these matrices, we obtain a general formula for the
numerator polynomials of the matrices
(
1, x(β)a (x)
)
E
, where (β)a (x) is the generalized
binomial series. In Section 5, we give an idea of the generalized Lagrange series (β)a (x)
defined by the identity (β)a (x) = a
(
x(β)a
β (x)
)
, or
(
1, xa−β (x)
)
−1
=
(
1, x(β)a
β (x)
)
. In
other words, we extend the generalization that underlies the generalized binomial series
to any formal power series a (x), a0 = 1. In the remainder of paper, we will consider the
transformations associated with these series.
2 Generalized Euler polynomials
In [13], the transformations associated with the generalized Euler polynomials are pre-
sented from a general point of view. In this section, we consider them from point of view
of the Riordan matrix theory. We denote
[n,→] (b (x) , log a (x)) = cn (x) =
n∑
m=0
cmx
m, b0 6= 0, a0 = 1,
[n,→] (b (x) , log a (x))E = sn (x) =
n∑
m=0
smx
m, [n,→] (b (x) , a (x)) = gn (x)
(1− x)n+1 .
Then
b (x) am (x) =
∞∑
n=0
sn (m)
n!
xn,
gn (x)
(1− x)n+1 =
∞∑
m=0
sn (m)
n!
xm.
Since
(b (x) , a (x)) = (b (x) , log a (x)) (1, ex) ,
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then
gn (x)
(1− x)n+1 =
n∑
p=0
cpAp (x)/p!
(1− x)p+1 =
1
n!
n∑
p=0
spAp (x)
(1− x)p+1 =
1
n!
n∑
p=0
sp(1− x)n−pAp (x)
(1− x)n+1 .
We introduce the matrices Un:
Unx
p = (1− x)n+1 1
n!
∞∑
m=0
mpxm =
1
n!
(1− x)n−pAp (x) , 0 ≤ p ≤ n.
For example,
U1 =
(
1 0
−1 1
)
, U2 =
1
2!

 1 0 0−2 1 1
1 −1 1

 , U3 = 1
3!


1 0 0 0
−3 1 1 1
3 −2 0 4
−1 1 −1 1

 .
Then Unsn (x) = gn (x). Let the symbols (ϕ)n, [ϕ]n denote respectively the descending
and ascending factorial:
(ϕ)n = ϕ (ϕ− 1) ... (ϕ− n + 1) , [ϕ]n = ϕ (ϕ+ 1) ... (ϕ+ n− 1) .
Since
xp
(1− x)n+1 =
∞∑
m=0
(
m+ n− p
n
)
xm =
∞∑
m=0
(m+ n− p)n
n!
xm, 0 ≤ p ≤ n,
then
U−1n x
p = (x+ n− p)n = (x)p[x+ 1]n−p.
For example,
U−11 =
(
1 0
1 1
)
, U−12 =

2 0 03 1 −1
1 1 1

 , U−13 =


6 0 0 0
11 2 −1 2
6 3 0 −3
1 1 1 1

 .
We will consider the products of matrices of various orders with infinite matrices.
Thus, the matrix of order n corresponds to infinite matrix, the columns elements of
which, starting from the nth column, n = 0, 1,2, ..., and the rows elements of which,
starting from the nth row, are equal to zero. We introduce the matrices Jn corresponding
to the operator rearranging a coefficients of polynomial of degree n in the reverse order:
Jnc (x) = x
nc (1/x ), where c (x) is a polynomial of degree ≤ n. For example,
J3 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 .
Theorem 2.1.
UnE (1,−x)U−1n = (−1)nJn.
Proof.
E (1,−x) (x)p[x+ 1]n−p = (−x− 1)p[−x]n−p = (−1)n(x)n−p[x+ 1]p,
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or
E (1,−x)U−1n = (−1)nU−1n Jn. 
Theorem 2.2. Polynomials (−1)nJngn (x) are the numerator polynomials of the matrix
(b (x) a−1 (x) , xa−1 (x)).
Proof. By the Theorem 2.1.
(−1)nJngn (x) = UnE (1,−x) sn (x) .
Since
(b (x) , log a (x)) (1,−x) (ex, x) = (b (x) a−1 (x) , log a−1 (x)) ,
then
E (1,−x) s (x) = sn (−x− 1) = [n,→]
(
b (x) a−1 (x) , log a−1 (x)
)
E
. 
Theorem 2.3.
gn (1) = b0(a1)
n.
Proof. Denote Unx
p = Un,p (x). Since
a1 = [x] log a (x) , b0(a1)
n = [xn] sn (x) ; Un,p (1) = 0, p < n; Un,n (1) = 1,
then
gn (1) =
n∑
p=0
spUn,p (1) = sn = b0(a1)
n. 
Case, when a1 = 0 and the degree of polynomial sn (x) is less than n, is possible. This
possibility is reflected in the following theorem.
Theorem 2.4. If cn−m (x) is a polynomial of degree n−m, then
Uncn−m (x) = (1− x)m (n−m)!
n!
Un−mcn−m (x) .
Respectively, if dn−m (x) is a polynomial of degree ≤ n−m, then
U−1n (1− x)mdn−m (x) =
n!
(n−m)!U
−1
n−mdn−m (x) .
Proof. Let In is the identity matrix of order n+ 1. It is obvious that
(
(1− x)−m, x)UnIn−m = (n−m)!
n!
Un−m,
or
UnIn−m = ((1− x)m, x) (n−m)!
n!
Un−m.
Respectively,
U−1n ((1− x)m, x) In−m =
n!
(n−m)!U
−1
n−m. 
We introduce the matrices Vn = JnEJn =
(
(1 + x)n+1, x
)
P−1In. For example,
V3 =


1 0 0 0
3 1 0 0
3 2 1 0
1 1 1 1

 , V −13 =


1 0 0 0
−3 1 0 0
3 −2 1 0
−1 1 −1 1

 .
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If c (x) is a polynomial of degree ≤ n, then
Vnc (x) = (1 + x)
nc
(
x
1 + x
)
, V −1n c (x) = (1− x)nc
(
x
1− x
)
.
We found in the introduction that V −1n wn (x) = gn (x), where wn (x) = [n,→] (b (x) , a (x)− 1),
and hence U−1n V
−1
n wn (x) = sn (x). By the Theorem 2.4. we find:
U−1n V
−1
n x
p = U−1n (1− x)n−pxp =
n!
p!
(x)p =
n!
p!
p∑
m=0
s (p, m) xm,
where s (p, m) are the Stirling numbers of the first kind. Hence
VnUnx
p =
1
n!
p∑
m=0
m!S (p, m) xm,
where S (p, m) are the Stirling numbers of the second kind. For example, U−13 V
−1
3 , V3U3:
3!


1 0 0 0
0 1 −1 2
0 0 1 −3
0 0 0 1




1 0 0 0
0 1 0 0
0 0 1
2!
0
0 0 0 1
3!

 , 13!


1 0 0 0
0 1 0 0
0 0 2! 0
0 0 0 3!




1 0 0 0
0 1 1 1
0 0 1 3
0 0 0 1

 .
Numerator polynomials of the matrix (1, xa (x)) are of independent interest. We
introduce special notation for them and the associated polynomials:
[n,ց] (1, xa (x)) = αn (x)
(1− x)n+1 , [n,ց]
(
1, xa−1 (x)
)
=
α
(−1)
n (x)
(1− x)n+1 ,
[n,→] (1, log a (x))E = un (x) , [n,→] (1, a (x)− 1) = vn (x) .
Since [n,ց] (a−1 (x) , xa−1 (x)) = (1/x ) [n,ց] (1, xa−1 (x)), n > 0, then by the
Theorem 2. 2.
α(−1)n (x) = (−1)nxJnαn (x) .
Example 2.1.
a (x) =
1 + x
1− x, a (x)− 1 =
2x
1− x, vn (x) = 2
nx
(
1
2
+ x
)n−1
, n > 0,
αn (x) = V
−1
n vn (x) = 2x(1 + x)
n−1,
un (x) = U
−1
n αn (x) = 2
n∑
p=0
(
n− 1
p− 1
)
(x)p[x+ 1]n−p =
= U−1n V
−1
n vn (x) = n!
n∑
p=0
(
n− 1
p− 1
)
2p
p!
(x)p.
Example 2.2. Let (1, xg (x))−1 = (1, xb−1 (x)), g0 = 1, b0 = 1. Then by the Lagrange
inversion theorem
[xn] gm (x) =
m
m+ n
[xn] bm+n (x) = [xn]
(
1− x(log b (x))′) bm+n (x) .
Denote [xn] gm (x) = g
(m)
n , [xn]
(
1− x(log b (x))′) bm (x) = c(m)n . Then
[n,→] (1, xg (x)) =
n∑
m=0
g
(m)
n−mx
m =
n∑
m=0
c
(n)
n−mx
m = [n,→] ((1− x(log b (x))′) bn (x) , x) .
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If
g (x) =
x
2
+
√
1 +
x2
4
,
then
b (x) =
√
1 + x, 1− x(log b (x))′ =
(
1 +
x
2
) 1
1 + x
,
[2n,→] (1, xg (x)) =
(
1
2
+ x
)
xn(1 + x)n−1, n > 0.
Let
a (x) =
(
x
2
+
√
1 +
x2
4
)2
.
Then
a (x)− 1 = x
√
a (x) = x
(
x
2
+
√
1 +
x2
4
)
,
v2n (x) =
(
1
2
+ x
)
xn(1 + x)n−1, α2n (x) = V
−1
2n v2n (x) =
1
2
(1 + x)xn,
u2n (x) = U
−1
2n α2n (x) =
1
2
(x)n[x+ 1]n +
1
2
(x)n+1[x+ 1]n−1 =
n−1∏
m=0
(
x2 −m2).
We find the generating function of the sequence of polynomials αn (t). Since
αn (t)
(1− t)n+1 =
∞∑
m=0
[xn] am (x) tm = [xn]
1
1− ta (x) ,
then
∞∑
n=0
αn (t)x
n =
1− t
1− ta (x (1− t)) . (1)
Example 2.3. This example is a generalization of the examples considered in [11]. Denote
α˜0 (x) = 1, α˜n (x) = (1/x )αn (x). If
[n,ց]
(
1,
x
1 + ϕx+ βx2
)
=
αn (x)
(1− x)n+1 ,
then
α˜n (x) = [n,→]
(
1
1 + ϕx+ βx2
,
βx2
1 + ϕx+ βx2
)
.
Really,
1 +
∞∑
n=1
α˜n (t) x
n =
(
1
1 + ϕx+ βx2
,
βx2
1 + ϕx+ βx2
)
1
1− tx = 1 +
−ϕx− β (1− t) x2
1 + ϕx+ β (1− t)x2 ,
∞∑
n=0
αn (t) x
n = 1 + t
∞∑
n=1
α˜n (t) x
n =
1 + ϕ (1− t)x+ β(1− t)2x2
1 + ϕx+ β (1− t) x2 ,
that corresponds to the formula (1).
Let (β)a (x) is the generalized binomial series:
(β)a
ϕ (x) =
∞∑
n=0
ϕ
ϕ+ nβ
(
ϕ+ nβ
n
)
xn;
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(0)a (x) = 1 + x, (1)a (x) =
1
1− x, (2)a (x) =
1−√1− 4x
2x
,
(−1)a (x) =
1 +
√
1 + 4x
2
, (1/2 )a (x) =
(
x
2
+
√
1 +
x2
4
)2
.
Denote
[n,ց] (1, x(β)a (x)) = (β)αn (x)
(1− x)n+1 =
∞∑
m=0
m
m+ nβ
(
m+ nβ
n
)
xm,
[n,→] (1,(β)a (x)− 1) = (β)vn (x) .
Theorem 2.5.
(β)αn (x) =
1
n
n∑
m=0
(
n (1− β)
m− 1
)(
nβ
n−m
)
xm, n > 0. (2)
Proof. We take into account the property of generalized binomial series: (β)a (x) − 1 =
x(β)a
β (x). Then
(β)vn (x) = [n,→]
(
1, x(β)a
β (x)
)
=
n∑
m=0
m
n
(
nβ
n−m
)
xm.
We use the factorial representation of binomial coefficients, i.e., we prove the theorem for
positive integers β. By polynomial argument (binomial coefficients under consideration
are polynomials in β) this is equivalent to the general proof. Since
[m,→]V −1n =
m∑
i=0
(
m− n− 1
m− i
)
xi =
m∑
i=0
(−1)m−i
(
n− i
m− i
)
xi,
then
[xm] (β)αn (x) = [x
m]V −1n (β)vn (x) =
=
m∑
i=0
(−1)m−i
(
n− i
m− i
)
i
n
(
nβ
n− i
)
(nβ − n +m)!
(nβ − n +m)! =
=
1
n
(
nβ
n−m
) m∑
i=0
(−1)m−ii
(
nβ − n+m
m− i
)
=
=
1
n
(
nβ
n−m
)
(−1)m−1
(
nβ − n+m− 2
m− 1
)
=
1
n
(
nβ
n−m
)(
n (1− β)
m− 1
)
. 
Note that
(0)αn (x) = x
n, (1)αn (x) = x, (1/2 )α2n (x) =
1
2
(1 + x) xn.
Since (1−β)a (x) = (β)a
−1 (−x), then (1−β)αn (x) = xJn(β)αn (x).
3 Generalized Narayana polynomials
Constructive relationships between the ordinary and exponential Riordan matrices exist.
Particular manifestations of these relationships resemble the details of construction, the
general plan of which is a secret for us. Following [14] – [16], we will consider some of
such manifestations associated with the numerator polynomials. Since
[n,ց] (b (x) , xa (x)) =
∞∑
m=0
sn (m)
n!
xm,
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then
[n,ց](b (x) , xa (x))E =
∞∑
m=0
(m+ n)!
m!
sn (m)
n!
xm =
∞∑
m=0
[m+ 1]nsn (m)
n!
xm.
If a1 6= 0, then [x+ 1]nsn (x) is the polynomial of degree 2n, in general case – of degree
≤ 2n, so that
∞∑
m=0
[m+ 1]nsn (m)
n!
xm =
hn (x)
(1− x)2n+1 , hn (x) =
(2n)!
n!
U2n[x+ 1]nsn (x) .
Since [−m]n = 0 when m = 0, 1, . . . , n− 1, then in accordance with the Theorem 2.2.
∞∑
m=0
[−m]nsn (−m− 1)
n!
xm =
(−1)2nJ2nhn (x)
(1− x)2n+1 =
(−1)2nxnJnhn (x)
(1− x)2n+1 ,
i.e., hn (x) is the polynomial of degree ≤ n. Since [x2n] [x+ 1]nsn (x) = b0(a1)n, then in
accordance with the Theorem 2.3.
hn (1) = b0(a1)
n (2n)!
n!
.
If b (x) = 1, a (x) = (1− x)−1, then
hn (x) = (n + 1)!Nn (x) = (1− x)2n+1
∞∑
m=0
[m+ 1]n
(
m+ n− 1
n
)
xm,
where
N0 (x) = 1, Nn (x) =
1
n
n∑
m=0
(
n
m− 1
)(
n
n−m
)
xm
are the Narayana polynomials. In this connection, we will called polynomials hn (x) the
generalized Narayana polynomials.
We introduce the matrices Fn:
Fn =
(2n)!
n!
U2n ([x+ 1]n, x) In, F
−1
n =
n!
(2n)!
([x+ 1]n, x)
−1U−12n In,
Fnx
p =
(2n)!
n!
U2nx
p[x+ 1]n = (1− x)2n+1
∞∑
m=0
mp
(
m+ n
n
)
xm,
F−1n x
p =
n!
(2n)!
(x)p[x+ n+ 1]n−p.
For example,
F1 =
(
1 0
−1 2
)
, F2 =

 1 0 0−2 3 3
1 −3 9

 , F3 =


1 0 0 0
−3 4 4 4
3 −8 12 52
−1 4 −16 64

 ;
F−11 =
1
2!
(
2 0
1 1
)
, F−12 =
2!
4!

12 0 07 3 −1
1 1 1

 , F−13 = 3!6!


120 0 0 0
74 20 −4 2
15 9 3 −3
1 1 1 1

 .
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Then Fnsn (x) = hn (x).
Example 3.1. We explain the identity
Fn[x+ n+ 1]n =
(2n)!
n!
.
Matrix
(
(xa (x))′, xa (x)
)
E
is similar to the matrix (a (x) , xa (x)) in the sense that
[n,ց] ((xa (x))′, xa (x))
E
= (1/x ) [n,ց] (1, xa (x))E , n > 0. This is a consequence of
the identities
[xn]
(
1 + x(log a (x))′
)
am (x) =
m+ n
m
[xn] am (x) ,
[xn] (xa (x))′am (x) =
m+ n+ 1
m+ 1
[xn] am+1 (x) .
It also shows that
[n,→] ((xa (x))′, log a (x))
E
= (x+ n + 1) u˜n (x+ 1) , n > 0,
where u˜n (x) = (1/x )un (x). If a (x) = C (x), where C (x) is the Catalan series, then
u˜n (x) = [x+ n+ 1]n−1, (x+ n+ 1) u˜n (x+ 1) = [x+ n+ 1]n.
Hence, numerator polynomials of the matrix (1, xC (x))E are the monomials ((2n)!/n! ) x.
Theorem 3.1.
FnE
n+1 (1,−x)F−1n = (−1)nJn.
Proof.
En+1 (1,−x) (x)p[x+ n+ 1]n−p = (−x− n− 1)p[−x]n−p = (−1)n(x)n−p[x+ n+ 1]p,
or
En+1 (1,−x)F−1n = (−1)nF−1n Jn. 
Denote (1, xa (x))−1 = (1, xa¯ (x)).
Theorem 3.2. Polynomials (−1)nJnhn (x) are the numerator polynomials of the matrix(
b (xa¯ (x)) (xa¯ (x))′, xa¯ (x)
)
E
.
Proof. By the Theorem 3.1.
(−1)nJnhn (x) = Fnsn (−x− n− 1) .
We will imagine an infinite table whose kth row, k = 0, ±1, ±2, . . . , has the generating
function
b (x) ak (x) =
∞∑
n=0
sn (k)
n!
xn.
If the row numbers of the table decrease from top to bottom, then, according to the
Lagrange inversion theorem, the kth descending diagonal of table has the generating
function
b (xa¯ (x))
(
1 + x(log a¯ (x))′
)( 1
a¯ (x)
)k
=
∞∑
n=0
sn (k − n)
n!
xn.
Hence,
b (xa¯ (x)) (xa¯ (x))′(a¯ (x))k =
∞∑
n=0
sn (−k − n− 1)
n!
xn. 
Denote
[n,ց] (1, xa (x))E =
ϕn (x)
(1− x)2n+1 , [n,ց] (1, xa (x))
−1
E =
ϕ
[−1]
n (x)
(1− x)2n+1 .
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Then
ϕ[−1]n (x) = (−1)nxJnϕn (x) , n > 0.
Hence, if the matrix (1, xa (x)) is the pseudo-involution [3], i.e., (1, xa (x))−1 = (1, xa (−x)),
then ϕn (x) = xJnϕn (x).
We will find a specific generating function for the sequence of polynomials ϕn (t). Since
ϕn (t)
(n + 1)!(1− t)2n+1 =
∞∑
m=0
1
n+ 1
(
n+m
m
)
[xn] am (x) tm =
=
1
n+ 1
[xn]
1
(1− ta (x))n+1 = [x
n] b (x) ,
where according to the Lagrange inversion theorem
b (x) =
1
1− ta (xb (x)) , (1, xb (x)) = (1, x (1− ta (x)))
−1,
then
∞∑
n=0
ϕn (t)
xn
(n+ 1)!
= (1− t) b (x(1− t)2) .
Example 3.2.
a (x) =
1
1− x, b (x) =
1 + x− t−√1− 2x− 2t− 2xt + x2 + t2
2x
,
∞∑
n=0
ϕn (t)
xn
(n + 1)!
=
∞∑
n=0
Nn (t)x
n =
1 + x (1− t)−
√
1− 2x (1 + t) + x2(1− t)2
2x
.
Generating functions of the second-order Euler numbers which are the coefficients of
numerator polynomials of the matrices (1, ex − 1)E, (ex, ex − 1)E are considered in [17].
4 Сonnection matrices
We introduce the matrices Sn = FnU
−1
n , S
−1
n = UnF
−1
n . For example,
S1 =
(
1 0
1 2
)
, S2 = 2!

1 0 04 3 0
1 3 6

 , S3 = 3!


1 0 0 0
9 4 0 0
9 12 10 0
1 4 10 20

 ,
S4 = 4!


1 0 0 0 0
16 5 0 0 0
36 30 15 0 0
16 30 40 35 0
1 5 15 35 70

 ;
S−11 =
1
2!
(
2 0
−1 1
)
, S−12 =
2!
4!

 6 0 0−8 2 0
3 −1 1

 , S−13 = 3!6!


20 0 0 0
−45 5 0 0
36 −6 2 0
−10 2 −1 1

 ,
S−14 =
4!
8!


70 0 0 0 0
−224 14 0 0 0
280 −28 14/3 0 0
−160 20 −16/3 2 0
35 −5 5/3 −1 1

 .
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Then Sngn (x) = hn (x).
Theorem 4.1.
Sn = V
−1
n CnVn, Cnx
p =
(n+ p)!
p!
xp.
Proof. We use the Theorem 2.4. and the identities
U−1n V
−1
n x
p =
n!
p!
(x)p, U
−1
n+px
p = (x)p[x+ 1]n.
Then
FnU
−1
n V
−1
n x
p =
(2n)!
n!
U2n
n!
p!
(x)p[x+ 1]n =
=
(2n)!
p!
(1− x)n−p (n+ p)!
(2n)!
Un+p(x)p[x+ 1]n =
(n+ p)!
p!
(1− x)n−pxp,
or
SnV
−1
n = V
−1
n Cn. 
For example,
S3 = 3!


1 0 0 0
−3 1 0 0
3 −2 1 0
−1 1 −1 1




1 0 0 0
0 4 0 0
0 0 10 0
0 0 0 20




1 0 0 0
3 1 0 0
3 2 1 0
1 1 1 1

 .
Theorem 4.2.
Snx
p =
(n+ p)! (n− p)!
n!
n∑
m=p
(
n
m− p
)(
n
n−m
)
xm.
Proof.
[m,→]V −1n =
m∑
i=0
(
m− n− 1
m− i
)
xi =
m∑
i=0
(−1)m−i
(
n− i
m− i
)
xi,
CnVnx
p =
n∑
i=p
(n + i)!
i!
(
n− p
i− p
)
xi,
[xm]V −1n CnVnx
p =
m∑
i=p
(−1)m−i
(
n− i
m− i
)
(n+ i)!
i!
(
n− p
i− p
)
=
=
(n+ p)! (n− p)!
(n−m)!m!
m∑
i=p
(−1)m−i
(
n + i
i− p
)(
m
i
)
=
=
(n + p)! (n− p)!
(n−m)!m! (−1)
m−p
(
m− n− p− 1
m− p
)
=
(n + p)! (n− p)!
n!
(
n
m− p
)(
n
n−m
)
.
Theorem 4.3.
S−1n x
p =
p! (n− p)!
(2n)!
n∑
m=p
( −n
m− p
)(
2n
n−m
)
xm.
Proof.
[xm]V −1n C
−1
n Vnx
p =
m∑
i=p
(−1)m−i
(
n− i
m− i
)
i!
(n+ i)!
(
n− p
i− p
)
=
=
p! (n− p)!
(n−m)! (n+m)!
m∑
i=p
(−1)m−i
(
i
i− p
)(
n+m
m− i
)
=
12
=
p! (n− p)!
(n−m)! (n+m)! (−1)
m−p
(
n+m− p− 1
m− p
)
=
p! (n− p)!
(2n)!
( −n
m− p
)(
2n
n−m
)
.
Example 4.1. Numerator polynomials of the Pascal matrix are equal to one. Hence,
numerator polynomials of the matrix |ex|−1P |ex| are the polynomials Snx0 = n!BNn (x),
where BNn (x) are the so-called Narayana polynomials of type B:
BNn (x) =
n∑
m=0
(
n
m
)2
xm = (1− x)2n+1
∞∑
m=0
(
m+ n
n
)2
xm.
Pascal matrix belongs to a subgroup of the Riordan group formed by the matrices of
the form (a (x) , xa (x)) and called the Bell subgroup. Numerator polynomials with the
property hn (x) = Jnhn (x) will be called symmetric.
Theorem 4.4. In the exponential Bell subgroup, only the matrices |ex|−1P ϕ |ex| have the
symmetric numerator polynomials.
Proof. Let hn (x) are the numerator polynomials of the matrix (a (x) , xa (x))E . Since
a (xa¯ (x)) = 1/a¯ (x) , then by the Theorem 3.2. the polynomials (−1)nJnhn (x) are the
numerator polynomials of the matrix(
1 + x(log a¯ (x))′, xa¯ (x)
)
E
=
(
1 + x(log a (x))′, xa (x)
)
−1
E
.
Thus, the necessary condition for the symmetry of numerator polynomials is the con-
dition a (x) = 1 + x(log a (x))′. It comes down to the condition a2 (x) = (xa (x))′, or∑n
m=0 an−mam = (n+ 1) an, that is feasible only in the case an = (a1)
n. 
nth numerator polynomial of the matrix A (i.e., ordinary or exponential Riordan
matrix) will be denoted by [Pn (x)]A.
Example 4.2. Since [Pn (x)] (1 + x, x (1 + x)) = x
n−1, n > 0, then
[Pn (x)] (1 + x, x (1 + x))E = Snx
n−1 =
(2n)!
n!2
(1 + x) xn−1 :
(1 + x, x (1 + x))E = |ex|−1


1 0 0 0 0 0 · · ·
1 1 0 0 0 0 · · ·
0 2 1 0 0 0 · · ·
0 1 3 1 0 0 · · ·
0 0 3 4 1 0 · · ·
0 0 1 6 5 1 · · ·
...
...
...
...
...
...
. . .


|ex| .
Since (
1 + x(log (1 + x))′, x (1 + x)
)
−1
E
=
(
1 + x(logC (−x))′, xC (−x))
E
,
then
[Pn (x)]
(
1 + x(logC (x))′, xC (x)
)
E
=
(2n)!
n!2
(1 + x) :
(
1 + x(logC (x))′, xC (x)
)
E
= |ex|−1


1 0 0 0 0 0 · · ·
1 1 0 0 0 0 · · ·
3 2 1 0 0 0 · · ·
10 6 3 1 0 0 · · ·
35 20 10 4 1 0 · · ·
126 70 35 15 5 1 · · ·
...
...
...
...
...
...
. . .


|ex| .
Example 4.3. Since [Pn (x)]
(
(xC (x))′, xC (x)
)
E
= (2n)!/n! , then
[Pn (x)]
(
(xC (x))′, xC (x)
)
=
(2n)!
n!
S−1n x
0 =
n∑
m=0
(−n
m
)(
2n
n−m
)
xm :
13
(
(xC (x))′, xC (x)
)
=


1 0 0 0 0 0 · · ·
2 1 0 0 0 0 · · ·
6 3 1 0 0 0 · · ·
20 10 4 1 0 0 · · ·
70 35 15 5 1 0 · · ·
252 126 56 21 6 1 · · ·
...
...
...
...
...
...
. . .


.
Respectively,
(−1)n
n∑
m=0
(
2n
m
)( −n
n−m
)
xm = [Pn (x)]
(
1 + x(logC (x))′, xC−1 (x)
)
:
(
1 + x(logC (x))′, xC−1 (x)
)
=


1 0 0 0 0 0 · · ·
1 1 0 0 0 0 · · ·
3 0 1 0 0 0 · · ·
10 1 −1 1 0 0 · · ·
35 4 0 −2 1 0 · · ·
126 15 1 0 −3 1 · · ·
...
...
...
...
...
...
. . .


.
Let (β)a (x) is the generalized binomial series. Denote
[n,ց](1, x(β)a (x))E = (β)ϕn (x)(1− x)2n+1 =
∞∑
m=0
m
m+ βn
(
m+ βn
n
)
[m+ 1]nx
m.
Theorem 4.5.
(β)ϕn (x) =
(n+ 1)!
n
n∑
m=0
(
n (2− β)
m− 1
)(
nβ
n−m
)
xm, n > 0. (3)
Proof. We prove the theorem by analogy with the proof of Theorem 2.5.
[xm] (β)ϕn (x) = [x
m]Sn(β)αn (x) = [x
m]V −1n Cn(β)vn (x) =
=
m∑
i=0
(−1)m−i
(
n− i
m− i
)
(n+ i)!
i!
i
n
(
nβ
n− i
)
(nβ − n +m)!
(nβ − n +m)! =
=
(n + 1)!
n
(
nβ
n−m
) m∑
i=0
(−1)m−i
(
n+ i
i− 1
)(
nβ − n +m
m− i
)
=
=
(n + 1)!
n
(
nβ
n−m
)
(−1)m−1
(
nβ − 2n+m− 2
m− 1
)
=
(n + 1)!
n
(
nβ
n−m
)(
n (2− β)
m− 1
)
.
Note that
(0)ϕn (x) =
(2n)!
n!
xn, (1)ϕn (x) = (n+ 1)!Nn (x) , (2)ϕn (x) =
(2n)!
n!
x.
Since
(
1, x(β)a (x)
)
−1
=
(
1, x(β−1)a
−1 (x)
)
, (β−1)a
−1 (−x) =(2−β)a (x), then (2−β)ϕn (x) =
xJn(β)ϕn (x).
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5 Generalized Lagrange series
Let (β)a (x) is the generalized binomial series. We agree to denote (0)a (x) = a (x). Then(
1, xa−β (x)
)
−1
=
(
1, x(β)a
β (x)
)
,
(
1, x(β)a
ϕ (x)
)
−1
=
(
1, x(β−ϕ)a
−ϕ (x)
)
. We extend the
generalization that underlies this construction to any formal power series a (x), a0 = 1.
Let (1, xa−1 (x))
−1
= (1, xb (x)). Denote [xn] am (x) = a
(m)
n . For Riordan matrices, two
forms of the Lagrange inversion formula
f (x) = f0 +
∞∑
n=1
xn
an (x)
1
n
[
xn−1
]
f ′ (x) an (x) ,
f (x)
1− x(log a (x))′ =
∞∑
n=0
xn
an (x)
[xn] f (x) an (x) ,
where f (x) is an arbitrary series, take the form
[n,→] (1, xa−1 (x))−1 = n∑
m=0
m
n
a
(n)
n−mx
m, n > 0;
[n,→] (1− x(log a (x))′, xa−1 (x))−1 = n∑
m=0
a
(n)
n−mx
m.
Hence,
[xn] bm (x) =
m
m+ n
[xn] am+n (x) = [xn]
(
1− x(log a (x))′) am+n (x) ,
[xn]
(
1 + x(log b (x))′
)
bm (x) =
m+ n
m
[xn] bm (x) = [xn] am+n (x) ,(
1− x(log a (x))′, xa−1 (x))−1 = (1 + x(log b (x))′, xb (x)) .
Denote
(
1, xa−β (x)
)
−1
=
(
1, x(β)a
β (x)
)
. Then
[xn] (β)a
βm (x) =
βm
βm+ βn
[xn] aβm+βn (x) ,
(β)a
ϕ (x) =
∞∑
n=0
ϕ
ϕ+ βn
un (ϕ+ βn)
n!
xn, un (x) = [n,→] (1, log a (x))E .
Let (1, log a (x))−1 = (1, q (x)). Then
(
1, log (β)a (x)
)
=
(
1, x(β)a
β (x)
)
(1, log a (x)) ,(
1, log (β)a (x)
)
−1
= (1, q (x))
(
1, xa−β (x)
)
=
(
1, q (x) e−βx
)
.
Denote.
(β)un (x) = [n,→]
(
1, log (β)a (x)
)
E
, (β)qn (x) =
(
1, log (β)a (x)
)
−1
E
xn.
Since
(
1, q (x) e−βx
)
E
xn =
(
e−βnx, q (x)
)
E
xn, then the system of identities take place:
(β)un (x) =
x
x+ nβ
un (x+ nβ) , (β)qn (x) =
1
1 + nβx
qn
(
x
1 + nβx
)
,
∞∑
n=0
(β)un (ϕ) (β)qn (x) =
1
1− ϕx.
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Series (β)a (x) for integers β = k (denoted by Sk (x)) were introduced in [18]. In [19],
these series, called generalized Lagrange series, are considered in connection with the
Riordan matrices. They have the following visual interpretation. We will imagine the
table {b (x) , aϕ (x)}0 whose kth row, k = 0, ±1, ±2, . . . , has the generating function
b (x) aϕk (x). Lagrange inversion formula connects the rows of the table with its ascending
and descending diagonals in a certain way. For definiteness, we assume that ϕ > 0 and
the table row numbers decrease from top to bottom. We replace the kth row of the table
{b (x) , aϕ (x)}0 with the kth ascending diagonal, the resulting table will be denoted by
{b (x) , aϕ (x)}1. We perform the same operation with the table {b (x) , aϕ (x)}1, the result
will be denoted by {b (x) , aϕ (x)}2, etc. Tables obtained in a similar way for descending
diagonals are numbered with negative numbers. Then it turns out that the kth row of
the table {b (x) , aϕ (x)}v has the generating function
b
(
x(vϕ)a
vϕ (x)
) (
1 + x
(
log (vϕ)a
vϕ (x)
)
′
)
(vϕ)a
ϕk (x) ,
that can be written as the pair of mutually inverse identities:
{b (x) , aϕ (x)}v =
{
b
(
x(vϕ)a
vϕ (x)
) (
1 + x
(
log (vϕ)a
vϕ (x)
)
′
)
, (vϕ)a
ϕ (x)
}
0
,
{
b
(
x(vϕ)a
vϕ (x)
) (
1 + x
(
log (vϕ)a
vϕ (x)
)
′
)
, (vϕ)a
ϕ (x)
}
−v
= {b (x) , aϕ (x)}0.
Operators mapping rows of one table to rows of another, and vice versa, correspond to
the matrices(
1 + x
(
log (β)a
β (x)
)
′
, x(β)a
β (x)
)
,
(
1 + x
(
log a−β (x)
)
′
, xa−β (x)
)
, β = vϕ.
In the Riordan matrices theory, generalized Lagrange series do not have a generally
accepted notation and are present implicitly in the form of various constructions. These
constructions are presented in the papers [20] – [26].
6 Polynomials (β)gn (x).
Let [n,→] (b (x) , log a (x))E = sn (x). Then by definition of the series (β)a (x)
[n,→]
(
b
(
x(β)a
β (x)
) (
1 + x
(
log (β)a
β (x)
)
′
)
, log (β)a (x)
)
E
= sn (x+ βn) .
Denote
[Pn (x)]
(
b
(
x(β)a
β (x)
) (
1 + x
(
log (β)a
β (x)
)
′
)
, x(β)a (x)
)
=(β)gn (x) .
We introduce the matrices Gβn = UnE
nβU−1n . Then G
β
ngn (x) = (β)gn (x). For example,
G1 =
(
2 1
−1 0
)
, G2 =

 6 3 1−8 −3 0
3 1 0

 , G3 =


20 10 4 1
−45 −20 −6 0
36 15 4 0
−10 −4 −1 0

 ,
Since [x] (β)a (x) = a1, then (β)gn (1) = gn (1); therefore, the sum of elements of each
column of the matrix Gβn is equal to one.
Theorem 6.1.
G−βn = JnG
β
nJn.
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Proof. Since Eϕ (1,−x) = (1,−x)E−ϕ, then by the Theorem 2.1.
JnUnE
nβU−1n Jn = UnE (1,−x)EnβE (1,−x)U−1n = UnE−nβU−1n . 
Thus,
G−11 =
(
0 −1
1 2
)
, G−12 =

0 1 30 −3 −8
1 3 6

 , G−13 =


0 −1 −4 −10
0 4 15 36
0 −6 −20 −45
1 4 10 20

 .
Theorem 6.2.
Gβn = V
−1
n
(
(1 + x)nβ, x
)T
Vn.
Proof. Since
n! |ex|VnUnxp = [p,→] (1, ex − 1)E,
(1/n! )U−1n V
−1
n |ex|−1xp = [p,→] (1, log (1 + x))E ,
(1, log (1 + x))E
(
enβ, x
)
E
(1, ex − 1)E =
(
(1 + x)nβ, x
)
E
,
then
VnUnE
nβU−1n V
−1
n =
(
(1 + x)nβ, x
)T
In. 
For example,
G3 =


1 0 0 0
−3 1 0 0
3 −2 1 0
−1 1 −1 1




1 3 3 1
0 1 3 3
0 0 1 3
0 0 0 1




1 0 0 0
3 1 0 0
3 2 1 0
1 1 1 1

 .
Theorem 6.3.
Gβnx
p =
n∑
m=0
(−nβ + p
m
)(
nβ + n− p
n−m
)
xm.
Proof. We will use the factorial representation of binomial coefficients. Then
(
(1 + x)nβ, x
)T
Vnx
p =
n∑
i=0
(
nβ + n− p
n− i
)
xi,
[m,→]V −1n =
m∑
i=0
(
m− n− 1
m− i
)
xi =
m∑
i=0
(−1)m−i
(
n− i
m− i
)
xi,
[xm]V −1n
(
(1 + x)nβ, x
)T
Vnx
p =
=
m∑
i=0
(−1)m−i
(
n− i
m− i
)(
nβ + n− p
n− i
)
(nβ +m− p)!
(nβ +m− p)! =
=
(
nβ + n− p
n−m
) m∑
i=0
(−1)m−i
(
nβ +m− p
m− i
)
=
=
(
nβ + n− p
n−m
)
(−1)m
(
nβ +m− p− 1
m
)
=
(
nβ + n− p
n−m
)(−nβ + p
m
)
. 
We introduce the matrices Xn = V
−1
n (x, x)
TVn. We find:
Xnx
0 =
1− x− (1− x)n+1
x
, Xnx
p = xp−1 (1− x) .
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Then
Gβn = (In +Xn)
nβ =
n∑
m=0
(
nβ
m
)
Xmn .
For example,
G3 = I3 + 3


3 1 0 0
−6 −1 1 0
4 0 −1 1
−1 0 0 −1

+ 3


3 2 1 0
−8 −5 −2 1
7 4 1 −2
−2 −1 0 1

+


1 1 1 1
−3 −3 −3 −3
3 3 3 3
−1 −1 −1 −1

 ,
G−13 = I3−3


3 1 0 0
−6 −1 1 0
4 0 −1 1
−1 0 0 −1

+6


3 2 1 0
−8 −5 −2 1
7 4 1 −2
−2 −1 0 1

−10


1 1 1 1
−3 −3 −3 −3
3 3 3 3
−1 −1 −1 −1

 .
Thus, In +Xn = G
1/n
n = UnEU
−1
n . For example,
G
1/2
2 =

 3 1 0−3 0 1
1 0 0

 , G1/33


4 1 0 0
−6 0 1 0
4 0 0 1
−1 0 0 0

 , G1/44 =


5 1 0 0 0
−10 0 1 0 0
10 0 0 1 0
−5 0 0 0 1
1 0 0 0 0

 .
Note the identities that follow from the Theorem 2.4.
(
(1− x)−m, x)Gβn ((1− x)m, x) In−m = G nβn−mn−m.(
(1− x)−m, x)G1/nn ((1− x)m, x) In−m = G1/(n−m)n−m .
Example 6.1. Let (β)a (x) is the generalized binomial series. Then
[Pn (x)] (1, xa (x)) = x
n, [Pn (x)]
(
1, x(1)a (x)
)
= x,
[Pn (x)] (a (x) , xa (x)) = x
n−1, [Pn (x)]
(
(1)a (x) , x(1)a (x)
)
= 1.
Hence,
Gβnx
n = [Pn (x)]
(
1 + x
(
log (β)a
β (x)
)
′
, x(β)a (x)
)
,
Gβnx = [Pn (x)]
(
1 + x
(
log (β+1)a
β (x)
)
′
, x(β+1)a (x)
)
,
Gβnx
n−1 = [Pn (x)]
(
(β)a (x)
(
1 + x
(
log (β)a
β (x)
)
′
)
, x(β)a (x)
)
,
Gβnx
0 = [Pn (x)]
(
(β+1)a (x)
(
1 + x
(
log (β+1)a
β (x)
)
′
)
, x(β+1)a (x)
)
.
Since Gβnx
0 = Gβ+1n x
n, then the identity is manifested here:
(β)a (x)
(
1 + x
(
log (β)a
β−1 (x)
)
′
)
= 1 + x
(
log (β)a
β (x)
)
′
.
To match the identities G−βn x
0 = JnG
β
nx
n, G−βn x = JnG
β
nx
n−1 with the definition of
polynomials (−1)nJngn (x), we use the identity (1−β)a (x) = (β)a−1 (−x).
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7 Polynomials (β)hn (x).
Denote
[Pn (x)]
(
b
(
x(β)a
β (x)
) (
1 + x
(
log (β)a
β (x)
)
′
)
, x(β)a (x)
)
E
=(β)hn (x) .
We introduce the matrices Hβn = FnE
nβF−1n . Then H
β
nhn (x) = (β)hn (x). For example,
H1 =
1
2
(
3 1
−1 1
)
, H2 =
1
6

 15 5 1−12 2 4
3 −1 1

 , H3 = 1
20


84 28 7 1
−108 −4 15 9
54 −6 −1 9
−10 2 −1 1

 .
Sum of elements of each column of the matrix Hβn is equal to one for the same reason as
for the matrix Gβn.
Theorem 7.1.
H−βn = JnH
β
nJn.
Proof. By the Theorem 3.1.
JnFnE
nβF−1n Jn = FnE
n+1 (1,−x)EnβEn+1 (1,−x)F−1n = FnE−nβF−1n . 
Matrix Hβn can be represented as
Hβn = SnG
β
nS
−1
n = V
−1
n Cn
(
(1 + x)nβ, x
)T
C−1n Vn.
For example,
H3 =


1 0 0 0
−3 1 0 0
3 −2 1 0
−1 1 −1 1




1 0 0 0
0 4 0 0
0 0 10 0
0 0 0 20




1 3 3 1
0 1 3 3
0 0 1 3
0 0 0 1




1 0 0 0
0 1
4
0 0
0 0 1
10
0
0 0 0 1
20




1 0 0 0
3 1 0 0
3 2 1 0
1 1 1 1

 .
Denote
tn (ϕ|β, x) =
n∑
m=0
(
ϕ
m
)(
β
n−m
)
xm.
Theorem7. 2.
Hβnx
p =
n∑
m=p
(
n+m
m
)
−1(
n− p
n−m
)
(1− x)n−mtm (−nβ + n+m|nβ, x) .
Proof. If cp (x) is a polynomial of degree p ≤ n, then V −1n cp (x) = (1− x)n−pV −1p cp (x).
Then
1
n!
[xm]V −1p Cn
(
(1 + x)nβ, x
)T
xp =
=
m∑
i=0
(−1)m−i
(
p− i
m− i
)(
nβ
p− i
)(
n + i
i
)
(nβ +m− p)!
(nβ +m− p)! =
=
(
nβ
p−m
) m∑
i=0
(−1)m−i
(
n + i
i
)(
nβ +m− p
m− i
)
=
=
(
nβ
p−m
)
(−1)m
(
nβ +m− p− n− 1
m
)
=
(
nβ
p−m
)(−nβ + n+ p
m
)
,
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V −1n Cn
(
(1 + x)nβ, x
)T
xp = n!(1− x)n−ptp (−nβ + n+ p|nβ, x) .
It remains to add that
C−1n Vnx
p =
1
n!
n∑
m=p
(
n+m
m
)
−1(
n− p
n−m
)
xm. 
In particular,
Hβnx
n =
(
2n
n
)
−1 n∑
m=0
(−nβ + 2n
m
)(
nβ
n−m
)
xm,
Hβnx
0 =
(
2n
n
)
−1 n∑
m=0
(−nβ
m
)(
nβ + 2n
n−m
)
xm.
Example 7.1. Let (β)a (x) is the generalized binomial series. Then, considering that
(1, xa (x))−1 =
(
1, x(2)a (−x)
)
,
[Pn (x)] (1, xa (x))E = Snx
n =
(2n)!
n!
xn, [Pn (x)]
(
1, x(2)a (x)
)
E
=
(2n)!
n!
x,
[Pn (x)]
(
(xa (x))′, xa (x)
)
E
=
(2n)!
n!
xn−1, [Pn (x)]
((
x(2)a (x)
)
′
, x(2)a (x)
)
E
=
(2n)!
n!
,
[Pn (x)] (a (x) , xa (x))E = Snx
n−1 =
(2n)!
n!2
(1 + x) xn−1,
[Pn (x)]
(
1 + x
(
log (2)a (x)
)
′
, x(2)a (x)
)
E
=
(2n)!
n!2
(1 + x) .
Hence,
(2n)!
n!
Hβnx
n = [Pn (x)]
(
1 + x
(
log (β)a
β (x)
)
′
, x(β)a (x)
)
E
,
(2n)!
n!
Hβnx
0 =
(2n)!
n!
Hβ+2n x
n = [Pn (x)]
(
1 + x
(
log (β+2)a
β+2 (x)
)
′
, x(β+2)a (x)
)
E
,
(2n)!
n!
Hβnx = [Pn (x)]
(
1 + x
(
log (β+2)a
β (x)
)
′
, x(β+2)a (x)
)
E
,
(2n)!
n!
Hβnx
n−1 = [Pn (x)]
(
(β)a (x)
(
1 + x
(
log (β)a
β+1 (x)
)
′
)
, x(β)a (x)
)
E
,
(2n)!
n!2
Hβn (1 + x) x
n−1 = [Pn (x)]
(
(β)a (x)
(
1 + x
(
log (β)a
β (x)
)
′
)
, x(β)a (x)
)
E
,
(2n)!
n!2
Hβn (1 + x) = [Pn (x)]
(
1 + x
(
log (β+2)a
β+1 (x)
)
′
, x(β+2)a (x)
)
E
.
Note that(
2n− 1
n− 1
)
Hβn (1 + x) x
n−1 = (1− x)
n−1∑
m=0
(−nβ + 2n− 1
m
)(
nβ
n− 1−m
)
xm+
+
n∑
m=0
(−nβ + 2n
m
)(
nβ
n−m
)
xm =
n∑
m=0
(−nβ + 2n− 1
m
)(
nβ + 1
n−m
)
xm,
(
2n− 1
n− 1
)
Hβn (1 + x) =
n∑
m=0
(−nβ + 1
m
)(
nβ + 2n− 1
n−m
)
xm.
To match the identities H−βn x
0 = JnH
β
nx
n, H−βn x = JnH
β
nx
n−1 with the definition of
polynomials (−1)nJnhn (x), we use the identities
(
1, x(β)a (x)
)
−1
=
(
1, x(β−1)a
−1 (x)
)
,
(β−1)a
−1 (−x) =(2−β)a (x).
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8 Matrices U˜n, F˜n
Let, as before, [Pn (x)] (1, xa (x)) = αn (x), [n,→] (1, log a (x))E = un (x). For the se-
quence of polynomials cn (x) such that c0 (0) = 1, cn (0) = 0 we denote: c˜0 (x) = 1,
c˜n (x) = (1/x ) cn (x). We introduce the matrices U˜n, n > 0:
U˜n = (x, x)
TUn (x, x) , U˜
−1
n = (x, x)
TU−1n (x, x) ,
U˜nx
p =
1
n!
(1− x)n−1−pA˜p+1 (x) , U˜−1n xp = (x− 1)p[x+ 1]n−p−1, 0 ≤ p < n.
For example,
U˜4 =
1
4!


1 1 1 1
−3 −1 3 11
3 −1 −3 11
−1 1 −1 1

 , U˜−14 =


6 −2 2 −6
11 −1 −1 11
6 2 −2 −6
1 1 1 1

 .
Then U˜nu˜n (x) = α˜n (x). Since
α˜n (x)
(1− x)n+1 =
∞∑
m=0
un (m+ 1)
n!
xm, α˜n (x) = UnEun (x) ,
then the matrices U˜n, U˜
−1
n can be represented as
U˜n = UnE (x, x) In−1, U˜
−1
n = (x, x)
TE−1U−1n In−1.
We introduce the matrices J˜n = Jn−1, I˜n = In−1, V˜n = Vn−1. Then
U˜−1n V˜
−1
n x
p =
n!
(p+ 1)!
p∑
m=0
s (p+ 1, m+ 1) xm, V˜nU˜nx
p =
1
n!
p∑
m=0
m!S (p+ 1, m+ 1) xm.
For example, U˜−14 V˜
−1
4 , V˜4U˜4:
4!


1 −1 2 −6
0 1 −3 11
0 0 1 −6
0 0 0 1




1 0 0 0
0 1
2
0 0
0 0 1
3!
0
0 0 0 1
4!

 , 14!


1 0 0 0
0 2 0 0
0 0 3! 0
0 0 0 4!




1 1 1 1
0 1 3 7
0 0 1 6
0 0 0 1

 .
Theorem 8.1.
U˜n (1,−x) U˜−1n = (−1)n−1J˜n.
Proof.
(1,−x) (x− 1)p[x+ 1]n−p−1 = (−x− 1)p[−x+ 1]n−p−1 = (−1)n−1(x− 1)n−p−1[x+ 1]p.
Example 8.1. This example illustrates the advantage of the matrices U˜n over the matrices
Un in certain cases. Denote
[Pn (x)] (1, xa
m (x)) = α(m)n (x) , W(n,m) = U˜n (m,mx) U˜
−1
n .
ThenW(n,m)α˜n (x) = α˜
(m)
n (x). We build the matrix (a (x) , x)m by the rule [n,→] (a (x) , x)m =
[mn+m− 1,→] (a (x) , x). For example,
(a (x) , x)2 =


a1 a0 0 0 · · ·
a3 a2 a1 a0 · · ·
a5 a4 a3 a2 · · ·
a7 a6 a5 a4 · · ·
...
...
...
...
. . .

 , (a (x) , x)3 =


a2 a1 a0 0 · · ·
a5 a4 a3 a2 · · ·
a8 a7 a6 a5 · · ·
a11 a10 a9 a8 · · ·
...
...
...
...
. . .

 .
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Theorem 8.2.
W(n,m) =
(
wn+1m (x) , x
)
m
I˜n, w
n+1
m (x) =
(
1− xm
1− x
)n+1
.
Proof. Since
[xp]
α˜
(m)
n (x)
(1− x)n+1 =
[
xmp+m−1
] α˜n (x)
(1− x)n+1 ,
α˜n (x)
(1− x)n+1 =
wn+1m (x) α˜n (x)
(1− xm)n+1 =
m−1∑
r=0
xrcr (x)
(1− xm)n+1 ,
cr (x) =
∞∑
p=0
([
xmp+r
]
wn+1m (x) α˜n (x)
)
xmp,
then
α˜
(m)
n (xm)
(1− xm)n+1 =
cm−1 (x)
(1− xm)n+1 , [x
p] α˜(m)n (x) =
[
xmp+m−1
]
wn+1m (x) α˜n (x) ,
α˜(m)n (x) =
(
wn+1m (x) , x
)
m
α˜n (x) . 
For example, W(1,2) = (2), W(1,3) = (3), W(1,4) = (4),
W(2,2) =
(
3 1
1 3
)
, W(3,2) =

4 1 04 6 4
0 1 4

 , W(4,2) =


5 1 0 0
10 10 5 1
1 5 10 10
0 0 1 5

 ,
W(2,3) =
(
6 3
3 6
)
, W(3,3) =

10 4 116 19 16
1 4 10

 , W(4,3) =


15 5 1 0
51 45 30 15
15 30 45 51
0 1 5 15

 ,
W(2,4) =
(
10 6
6 10
)
, W(3,4) =

20 10 440 44 40
4 10 20

 , W(4,4) =


35 15 5 1
155 135 101 65
65 101 135 155
1 5 15 35

 .
Since α
(m)
n (1) = mnαn (1), then the sum of elements of each column of the matrix W(n,m)
is equal to mn. Note the identities
W(n,m)A˜n (x) = m
nA˜n (x) , W(n,m)J˜n = J˜nW(n, m), W(n,m)W(n,p) = W(n,mp),(
(1− x)−p, x)W(n,m) ((1− x)p, x) I˜n−p = W(n−p,m).
For example,
4 1 04 6 4
0 1 4



14
1

 = 8

14
1

 ,

10 4 116 19 16
1 4 10



14
1

 = 27

14
1

 ,

4 1 04 6 4
0 1 4



4 1 04 6 4
0 1 4

 =

20 10 440 44 40
4 10 20

 ,

1 0 01 1 0
1 1 1



4 1 04 6 4
0 1 4



 1 0−1 1
0 −1

 = (3 1
1 3
)
,
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
1 0 02 1 0
3 2 1



4 1 04 6 4
0 1 4



 1−2
1

 = (1 0
1 1
)(
3 1
1 3
)(
1
−1
)
= (2) .
Since (1, a (x)− 1) (1, (1 + x)m − 1) = (1, am (x)− 1), then the matrix W(n,m) can be rep-
resented as
W(n,m) = V˜
−1
n
(
(1 + x)m − 1
x
, (1 + x)m − 1
)T
V˜n.
For example,
4 1 04 6 4
0 1 4

 = 1
3!

 1 1 1−2 0 4
1 −1 1



2 0 00 4 0
0 0 8



2 −1 23 0 −3
1 1 1

 =
=

 1 0 0−2 1 0
1 −1 1



2 1 00 4 4
0 0 8



1 0 02 1 0
1 1 1

 .
Matrices (1/mn )
(
W(n,m)
)T
are known as amazing matrices [27, p.156]. They find appli-
cation in various fields of mathematics [28] – [31].
Denote [Pn (x)] (1, xa (x))E = ϕn (x). We introduce the matrices F˜n:
F˜n = (x, x)
TFn (x, x) , F˜
−1
n = (x, x)
TU−1n (x, x) ,
F˜nx
p = (1− x)2n+1
∞∑
m=0
(m+ 1)p+1
(
m+ n + 1
n
)
xm,
F˜−1n x
p =
n!
(2n)!
(x− 1)p[x+ n + 1]n−p−1, 0 ≤ p < n.
For example,
F˜4 = 5


1 1 1 1
−3 3 15 39
3 −9 9 171
−1 5 −25 125

 , F˜−14 = 4!8!


210 −30 10 −6
107 19 −13 11
18 10 2 −6
1 1 1 1

 .
Then F˜nu˜n (x) = ϕ˜n (x). Since (see Example 3.1.)
ϕ˜n (x)
(1− x)2n+1 =
∞∑
m=0
(
n +m
m
)
(m+ n + 1) u˜n (m+ 1)x
m, ϕ˜n (x) = FnE (x+ n) u˜n (x) ,
then the matrices F˜n, F˜
−1
n can be represented as
F˜n = FnE (x+ n, x) In−1 = Fn (x+ n+ 1, x)EIn−1, F˜
−1
n = (x+ n, x)
−1E−1F−1n In−1.
Note that since
[xn]Fnx
p (x+ n+ 1) = [xn]FnEx
p (x+ n) = 0, p < n;
Fnx
p = (1− x)2n+1
∞∑
m=0
mp
(
m+ n
n
)
xm, FnEInx
p = (1− x)2n+1
∞∑
m=0
(m+ 1)p
(
m+ n
n
)
xm,
then the identities for the nth elements of columns of the matrices Fn, FnEIn are mani-
fested here:
n∑
m=0
(−1)n−m
(
2n+ 1
n−m
)
mp
(
m+ n
n
)
= (−1)n+p(n+ 1)p,
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n∑
m=0
(−1)n−m
(
2n+ 1
n−m
)
(m+ 1)p
(
m+ n
n
)
= (−1)n+pnp, p ≤ n.
Theorem 8.3.
F˜nE
n (1,−x) F˜−1n = (−1)n−1J˜n.
Proof.
En (1,−x) (x− 1)p[x+ n+ 1]n−p−1 = (−x− n− 1)p[−x+ 1]n−p−1 =
= (−1)n−1(x− 1)n−p−1[x+ n+ 1]p. 
We introduce the matrices S˜n = V˜nC˜nV˜n, C˜nx
p = ((n + p+ 1)!/(p+ 1)! )xp. Then
S˜nα˜n (x) = ϕ˜n (x).
9 Polynomials (β)αn (x), (β)ϕn (x)
Denote [Pn (x)]
(
1, x(β)a (x)
)
=(β)αn (x). We introduce the matrices A
β
n = U˜nE
nβU˜−1n .
Then Aβnα˜n (x) = (β)α˜n (x). For example,
A2 =
(
2 1
−1 0
)
, A3 =

 5 5/2 1−6 −2 0
2 1/2 0

 , A4 =


14 7 3 1
−28 −35/3 −10/3 0
20 22/3 5/3 0
−5 −5/3 −1/3 0

 .
Theorem 9.1.
A−βn = J˜nA
β
nJ˜n.
Proof. By the Theorem 8.1.
J˜nU˜nE
nβU˜−1n J˜n = U˜n (1,−x)Enβ (1,−x) U˜−1n = U˜nE−nβU˜−1n . 
Note the identity
(
(1− x)−m, x)Aβn ((1− x)m, x) I˜n−m = A nβn−mn−m.
Let D is the matrix of derivation operator. We introduce the diagonal matrix
D˜ = D (x, x), D˜xn = (n + 1)xn.
Theorem 9.2.
Aβn = V˜
−1
n D˜
(
(1 + x)nβ, x
)T
D˜−1V˜n.
Proof. Since
n! |ex| D˜−1V˜nU˜nxp = [p,→] (ex, ex − 1)E ,
(1/n! ) U˜−1n V˜
−1
n |ex|−1D˜xp = [p,→]
(
(1 + x)−1, log (1 + x)
)
E
,(
(1 + x)−1, log (1 + x)
)
E
(
enβ , x
)
E
(ex, ex − 1)E =
(
(1 + x)nβ, x
)
E
,
then
V˜nU˜nE
nβU˜−1n V˜
−1
n = D˜
(
(1 + x)nβ, x
)T
D˜−1I˜n. 
For example,
A4 =


1 0 0 0
−3 1 0 0
3 −2 1 0
−1 1 −1 1




1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 4




1 4 6 4
0 1 4 6
0 0 1 4
0 0 0 1




1 0 0 0
0 1
2
0 0
0 0 1
3
0
0 0 0 1
4




1 0 0 0
3 1 0 0
3 2 1 0
1 1 1 1

 .
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Theorem 9.3.
T βn x
p =
n−1∑
m=p
1
(m+ 1)
(
n− 1− p
n− 1−m
)
(1− x)n−m−1tm (−nβ +m+ 1|nβ, x) .
Proof. In this case p = 0, 1, . . . , n− 1. Then
[xm] V˜ −1p+1D˜
(
(1 + x)nβ, x
)T
xp =
=
m∑
i=0
(−1)m−i
(
p− i
m− i
)(
nβ
p− i
)
(i+ 1)
(nβ +m− p)!
(nβ +m− p)! =
=
(
nβ
p−m
) m∑
i=0
(−1)m−i (i+ 1)
(
nβ +m− p
m− i
)
=
=
(
nβ
p−m
)
(−1)m
(
nβ +m− p− 2
m
)
=
(
nβ
p−m
)(−nβ + p+ 1
m
)
,
V˜ −1n D˜
(
(1 + x)nβ, x
)T
xp = (1− x)n−p−1tp (−nβ + p+ 1|nβ, x) .
D˜−1V˜nx
p =
n−1∑
m=p
1
(m+ 1)
(
n− 1− p
n− 1−m
)
xm. 
In particular,
Aβnx
n−1 =
1
n
n−1∑
m=0
(
n (1− β)
m
)(
nβ
n− 1−m
)
xm, Aβnx
0 =
1
n
n−1∑
m=0
(−nβ
m
)(
n (1 + β)
n− 1−m
)
xm,
that corresponds to the formula (2).
Denote [Pn (x)]
(
1, x(β)a (x)
)
E
=(β)ϕn (x).We introduce the matrices T
β
n = F˜nE
nβF˜−1n .
Then T βn ϕ˜n (x) = (β)ϕ˜n (x). For example,
T2 =
1
2
(
3 1
−1 1
)
, T3 =
1
5

 12 4 1−9 2 3
2 −1 1

 , T4 = 1
14


55 55/3 5 1
−66 0 10 6
30 −6 0 6
−5 5/3 −1 1

 .
Theorem 9.4.
T−βn = J˜nT
β
n J˜n.
Proof. By the Theorem 8.3.
J˜nF˜nE
nβF˜−1n J˜n = F˜nE
n (1,−x)EnβEn (1,−x) F˜−1n = F˜nE−nβF˜−1n . 
Matrix T βn can be represented as
T βn = S˜nA
β
nS˜
−1
n = V˜
−1
n C˜nD˜
(
(1 + x)nβ, x
)T
D˜−1C˜−1n V˜n,
C˜nD˜x
p = (n+ 1)!
(
n+ 1 + p
p
)
xp.
For example,
T4 =


1 0 0 0
−3 1 0 0
3 −2 1 0
−1 1 −1 1




1 0 0 0
0 6 0 0
0 0 21 0
0 0 0 56




1 4 6 4
0 1 4 6
0 0 1 4
0 0 0 1




1 0 0 0
0 1
6
0 0
0 0 1
21
0
0 0 0 1
56




1 0 0 0
3 1 0 0
3 2 1 0
1 1 1 1

 .
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Theorem 9.5.
T βn x
p =
n−1∑
m=p
(
n+ 1 +m
m
)
−1(
n− 1− p
n− 1−m
)
(1− x)n−m−1tm (−nβ + n +m+ 1|nβ, x) .
Proof.
1
(n+ 1)!
[xm] V˜ −1p+1C˜nD˜
(
(1 + x)nβ, x
)T
xp =
=
m∑
i=0
(−1)m−i
(
p− i
m− i
)(
nβ
p− i
)(
n+ 1 + i
i
)
(nβ +m− p)!
(nβ +m− p)! =
=
(
nβ
p−m
) m∑
i=0
(−1)m−i
(
n+ 1 + i
i
)(
nβ +m− p
m− i
)
=
=
(
nβ
p−m
)
(−1)m
(
nβ +m− p− n− 2
m
)
=
(
nβ
p−m
)(−nβ + n + p+ 1
m
)
,
V˜ −1n C˜nD˜
(
(1 + x)nβ, x
)T
xp = (n + 1)!(1− x)n−p−1tp (−nβ + n+ p+ 1|nβ, x) ,
D˜−1C˜−1n V˜nx
p =
1
(n+ 1)!
n−1∑
m=p
(
n + 1 +m
m
)
−1(
n− 1− p
n− 1−m
)
xm. 
In particular,
T βn x
n−1 =
(
2n
n− 1
)
−1 n−1∑
m=0
(
n (2− β)
m
)(
nβ
n− 1−m
)
xm,
T βn x
0 =
(
2n
n− 1
)
−1 n−1∑
m=0
(−nβ
m
)(
n (2 + β)
n− 1−m
)
xm.
that corresponds to the formula (3).
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