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Abstract
With the help of our distributional product we define four types of new solutions for
first order linear systems of ordinary differential equations with distributional coefficients.
These solutions are defined within a convenient space of distributions and they are
consistent with the classical ones. For example, it is shown that, in a certain sense, all the
solutions of X′1 = (1+ δ)X1 −X2, X′2 = (2 + δ′)X1 + 4X2 + δ′′ have the form X1(t)=
c1(e2t − 2e3t ) − 14e3t − δ(t), X2(t) = c1(4e3t − e2t − δ(t))+ 28e3t − 18δ(t) + δ′(t),
where c1 is an arbitrary constant and δ is the Dirac measure concentrated at zero. In the
spirit of our preceding papers (which concern ordinary and partial differential equations)
and under certain conditions we also prove existence and uniqueness results for the Cauchy
problem.
 2002 Elsevier Science (USA). All rights reserved.
1. The product of distributions
Let D be the space of indefinitely differentiable complex functions defined
on RN (N = 1,2,3, . . .) with compact support, D′ the space of distributions and
L(D) the space of continuous linear maps D→D. We will sketch the main ideas
of our distributional product. For details, the reader may see [2,3].
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First we define a product T φ ∈ D′ for T ∈ D′ and φ ∈ L(D) by 〈T φ,x〉 =
〈T ,φ(x)〉 for all x ∈D. Next we define an epimorphism ζ˜ :L(D)→D′ given by
〈ζ˜ (φ), x〉 = ∫ φ(x), for all x ∈D. Thus, given T ,S ∈D′ we are tempted to define
a natural product by setting T S := T φ, φ ∈ L(D) being such that ζ˜ (φ)= S (we
say that φ ∈ L(D) is a representative operator of S ∈ D′). Unfortunately, this
product is not well-defined because T S depends on the representative φ ∈ L(D)
of S ∈D′.
This difficulty can be overcame if we fix α ∈ D with ∫ α = 1 and define
sα :L(D)→ (D) by[
(sαφ)(x)
]
(y)=
∫
φ
[
(τyαˇ)x
]
,
for all x ∈ D and all y ∈ RN , where τyαˇ :RN → C is given by (τyαˇ)(t) =
αˇ(t − y) = α(y − t) for all t ∈ RN . It can be proved that, for each α in D with∫
α = 1, sα is a linear operator and we have sα ◦ sα = sα (sα is a projector of L(D)
in itself), Ker sα = Ker ζ˜ , and ζ˜ ◦ sα = ζ˜ .
Now, for each α ∈D with ∫ α = 1 we define an α-product of T ∈D′ by S ∈D′
by setting
T 
α
S := T (sαφ)= (T ∗ αˇ)S, (1.1)
where φ ∈ L(D) is a representative of S ∈ D′. It is easy to prove that this
α-product is independent of the representative φ of S because Ker ζ˜ = Ker sα .
In general this α-product is neither commutative nor associative, but it is
bilinear, has left unit element (the constant function with value 1 seen as a
distribution), and satisfies the usual rule for the derivative of the product:
Dk(T 
α
S)= (DkT )
α
S + T 
α
(DkS)
where Dk is the usual k-partial derivative operator (k = 1,2, . . . ,N ). Moreover,
this product is invariant for translations, and also for the action of any group
G of unimodular transformations (linear transformations h :RN → RN with
|deth| = 1) if α is so invariant. Unfortunately, it is not generally consistent with
the classical Schwartz products [7] of distributions and functions.
In order to obtain consistency with the usual product of a distribution by a
C∞-function we are going to introduce some definitions and single out a certain
subspace Hα of L(D).
An operator φ ∈ L(D) is said to vanish on an open set Ω ⊂ RN if φ(x) = 0
for all x ∈D with support contained in Ω . The support of an operator φ ∈ L(D),
suppφ, will be defined as the complement of the largest open set in which φ
vanishes.
LetN be the set of operators of L(D) with nowhere dense support and ρ(C∞)
the set of operators φ ∈ L(D) defined by φ(x)= βx for all x ∈D, with β ∈ C∞.
For each α ∈D with ∫ α = 1 let us consider the space Hα = ρ(C∞)⊕ sα(N )⊂
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L(D). It can be proved that ζα := ζ˜ |Hα :Hα →C∞⊕D′m is an isomorphism. The
spaceD′m here is denoted byD′n in [2]; it is the space of nowhere dense supported
distributions. Then, if T ∈D′ and S = β + f ∈ C∞ ⊕D′m, a new α-product can
be defined by Tα˙S := T φα , where φα ∈Hα is the representative of S ∈C∞⊕D′m.
Now, this α-product is well defined because φα = ζ−1α (S). Thus, we have
Tα˙S = T ζ−1α (S)= T ζ−1α (β + f )= T ζ−1α (β)+ T ζ−1α (f )
= Tβ + (T ∗ αˇ)f, (1.2)
and we get the consistency with the usual product of distributions by C∞-func-
tions, when these are placed on the right hand side. The reason is that if S ∈ C∞
then f = 0, S = β and Tα˙S = Tβ . The product (1.2) enjoys the same properties
stated above for (1.1). Note in particular that if β = 0 then the outcome of (1.2) is
the same as that of (1.1).
There are thus lots of products, one for each α and we may take advantage
of properties of α. For example, if α is invariant for a group G of unimodular
transformations the product will be also invariant for G. In dimension N = 1,
there are only two groups of unimodular transformations on R: G1 = {I } and
G2 = {I,−I } where I is the identity function on R. For instance, if we fix α ∈D,
G2-invariant (α is even) with
∫
α = 1 we have
δα˙δ= δα˙(0+ δ)= (δ ∗ αˇ)δ = αˇδ = αδ = α(0)δ,
Hα˙δ= (H ∗ αˇ)δ =
( +∞∫
−∞
α(x − t)H(t)dt
)
δ(x)
=
( +∞∫
−∞
α(−t)H(t)dt
)
δ = δ
2
.
(δ stands for the Dirac measure and H for the Heaviside function.)
In the setting of this theory, the α-products cannot be “completely” localized.
This will be clear noting that for T , S ∈ D′, supp(Tα˙S) ⊂ supp(S) as for usual
functions, but it may happen that supp(Tα˙S) ⊂ supp(T )! Actually, in dimension 1,
if a, b ∈R,
(τaδ)α˙(τbδ)=
[
(τaδ) ∗ αˇ
]
(τbδ)= (τaαˇ)(τbδ)
= (τaαˇ)(b)(τbδ)= α(a − b)(τbδ),
taking the α-product with respect to G1 or G2. Thus, the (G,α)-products are
global products and when we apply them to differential equations, the solutions
are to be naturally global solutions.
Lastly, it is easy to see that formula (1.2) can be extended for T ∈ D′p and
S ∈ Cp ⊕D′m (p = 0,1,2, . . .) where D′p is the space of distributions of order
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 p in the sense of Schwartz [7]. So, assuming that D′∞ means D′, (1.2) makes
sense for T ∈D′p and S ∈ Cp ⊕D′m with p = 0,1,2, . . . ,∞.
In what follows, the distributions are defined on R and so when we refer to the
(G,α)-product, G will always be G1 or G2. We call G the ruling group. Also, for
brevity, α will always stand for a complex function in D, defined on R and with∫
α = 1.
2. Classical solutions and Wα-solutions
Let us consider the differential equation
X′ =UX+ V (2.1)
whereU = γ +T , γ = [γij ] is an N×N matrix of Cp-complex functions defined
on R, p ∈ {0,1,2, . . . ,∞}, T = [Tij ] is an N × N matrix of D′pm distributions,
D′pm = D′p ∩D′m, V is an N × 1 matrix of complex distributions on R and X is
an unknown N × 1 matrix of complex distributions defined on R. For brevity, we
will denote
γ ∈ Cp, T ∈D′pm , U = γ + T ∈Cp ⊕D′pm , V ∈D′, X ∈D′.
In the setting of classical Schwartz products and for T = 0 we are forced to
look for solutions X in the space Cp , i.e., all entries of the N × 1 matrix X are
Cp-functions. We call such solutions classical solutions.
Now we are going to enlarge conveniently the concept of a classical solution.
The enlarged space will be Cp ⊕D′pm according to the following
Definition 2.1. Let α be G-invariant. We say that X ∈ Cp⊕D′pm is a Wα-solution
of (2.1) with respect to the ruling group G, or X is a Wα/G-solution for the sake
of brevity, if and only if
X′ = γX+ Tα˙X+ V. (2.2)
The products of the elements of γ by the elements of X are taken in classical
sense and the products of elements of T by elements of X are (G,α)-products.
Thus, taking X = β + f ∈ Cp ⊕ D′pm we will have Tα˙X = Tα˙(β + f ) =
Tβ + (T ∗ αˇ)f , where T ∗ αˇ is [Tij ∗ αˇ]. It is important to note that in general
γX+ Tα˙X =Uα˙X and γX+ Tα˙X =Xα˙U !
The Wα/G-solutions of (2.1) are consistent with the classical solutions of (2.1)
as shown by the following
Theorem 2.2. If X is a classical solution of (2.1) then, for all α, X is a Wα/G-
solution of (2.1).
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Proof. Let X = β + f ∈Cp ⊕D′pm be a classical solution of (2.1). Then X ∈Cp
and so f = 0. Thus X = β and for all α we have
γX+ Tα˙X+ V = γβ + Tα˙(β + 0)+ V = γβ + Tβ + V
=Uβ + V =UX+ V.
By (2.1), UX + V = X′ and (2.2) follows; hence X is a Wα/G-solution
for (2.1). ✷
The classical solutions of (2.1) can also be determined from the Wα-solutions
of this equation, by selecting those Wα-solutions that are in Cp . Actually,
Theorem 2.3. If X is a Wα/G-solution of (2.1) and X ∈ Cp then X is a classical
solution of (2.1).
Proof. Let X = β + f be a Wα/G-solution of (2.1). By (2.2) we have
β ′ + f ′ = γβ + γf + Tβ + (T ∗ αˇ)f + V. (2.3)
By assumption,X ∈Cp and so f = 0. Then (2.3) has the form β ′ = (γ +T )β+V
or X′ = UX + V where the product is the classical one. This means that X is a
classical solution of (2.1). ✷
We also must note that if X is a Wα/G2-solution of (2.1) then α is even and X
is a Wα/G1-solution of (2.1).
3. The existence of Wα-solutions for X′ =UX+ V
We present the following result.
Theorem 3.1. Let α be G-invariant and let p ∈ {1,2,3, . . . ,∞}. Then (2.1)
has a Wα/G-solution X ∈ Cp ⊕D′pm if and only if the following conditions are
simultaneously satisfied:
(a) V ∈ Cp−1 ⊕D′p+1m ;
(b) setting η ∈ Cp−1 and R ∈ D′p+1m such that η + R = V , there exists β ∈ Cp
and f ∈D′pm such that
β ′ = γβ + η (3.1)
and
f ′ = (γ + (T ∗ αˇ))f + Tβ +R. (3.2)
In this case, X = β + f is a solution and suppf = supp(Tβ +R).
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Note. We define the support of an N × 1 matrix of distributions as the union of
the supports of all its entries.
Proof. First, let us suppose that (2.1) has a Wα/G-solution X = β + f . By (2.2)
we have
(β + f )′ = γ (β + f )+ Tβ + (T ∗ αˇ)f + V. (3.3)
Then,
V = (β ′ − γβ)+ (f ′ − γf − Tβ − (T ∗ αˇ)f )
and (a) follows because β ′ ∈ Cp−1, γβ ∈ Cp , f ′ ∈D′p+1m , γf ∈D′pm , Tβ ∈D′pm ,
(T ∗ αˇ)f ∈D′pm . Taking V = η+R ∈ Cp−1 ⊕D′p+1m in (3.3) we can write
β ′ − γβ − η=−f ′ + γf + Tβ + (T ∗ αˇ)f +R
where the left hand side is in Cp−1 and the right hand side is in D′m. Thus, each
member of this equality equals zero and we have simultaneously (3.1) and (3.2).
Conversely, let us assume that (a) and (b) are verified. Then X = β + f is a
Wα/G-solution of (2.1) because, from V = η+R ∈ Cp−1⊕D′p+1m , there follows
X′ = β ′ + f ′ = γβ + η+ (γ + (T ∗ αˇ))f + Tβ +R
= γβ + γf + Tβ + (T ∗ αˇ)f + η+R
= γ (β + f )+ Tα˙(β + f )+ V
= γX+ Tα˙X+ V.
The assertion relative to the supports can be established as follows. By
restriction of (3.2) to the open set Ω =R \ supp(Tβ +R) we have
(fΩ)
′ = (γ + (T ∗ αˇ))
Ω
fΩ
which is an homogeneous linear system of differential equations with Cp(Ω)-
coefficients. It is well-known that this system has only Cp+1(Ω) solutions in
D′(Ω). Since fΩ is also in D′pm (Ω) we have fΩ = 0 and suppf ⊂ supp(Tβ +
R). Directly by (3.2) we also have supp(Tβ + R) ⊂ suppf . Then, suppf =
supp(Tβ +R). ✷
Since (3.1) has always a solution β ∈ Cp , it will be interesting to know if the
same happens to (3.2). The following result is a necessary and sufficient condition
for the existence of a distributional solution f ∈D′pm for (3.2); the uniqueness of
such a solution in a D′pm class will be automatically granted.
Theorem 3.2. Let p ∈ {0,1, . . . ,∞}, g an N × 1 matrix of D′p+1m -distributions
and Q an N ×N matrix of Cp-functions. Then the equation
f ′ =Qf + g, (3.4)
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where f is an unknown N × 1 matrix, has a solution in D′pm if and only if there
exists an N × 1 matrix h ∈ D′pm such that h′ = U−10 g, where U0 is an N × N
matrix whose columns are a basis ofCp+1-ordinary solutions of the homogeneous
equation Y ′ =QY . In this case f = U0h is the unique solution of (3.4) in D′pm
and so U0h is independent of the N ×N matrix U0 chosen.
Proof. It is well known that U0 exists, U−10 exists, and U
−1
0 ∈ Cp+1. Clearly we
also have
U ′0 =QU0. (3.5)
Let us change f to h according to f =U0h. Then (3.4) turns out to be
U ′0h+U0h′ =QU0h+ g.
By (3.5) it follows U0h′ = g and so f = U0h is a distributional solution of (3.4)
if and only if there exists h ∈ D′pm such that h′ = U−10 g. This solution is unique.
In fact, let f1, f2 ∈ D′pm be solutions of (3.4). Then (f1 − f2)′ = Q(f1 − f2).
Since f1 − f2 is in Cp+1 and also in D′pm we have f1 − f2 = 0 and the result
follows. ✷
A lot of features shown by complicated systems can be already observed in the
simple example that follows.
Example 1. Let us consider the scalar equation (N = 1)
X′ = δ′X+ b (3.6)
where b is a real constant function seen as a distribution. We have γ = 0, T = δ′,
η = b, R = 0 and applying Theorem 3.1 with p = 1 we have V = η + R = b ∈
Co ⊕D′2m . Eq. (3.1) is β ′ = b and so β(t) = bt + c, where c ∈ C is an arbitrary
constant. Eq. (3.2) is
f ′ = (αˇ)′f + cδ′ − bδ (3.7)
and Theorem 3.2 is easy to apply because U0(t)= eαˇ(t) is a basis of solutions for
the homogeneous equation f ′ = (αˇ)′f . The equation h′ =U−10 g is here
h′ = e−αˇ(0)(cδ′ + (c(αˇ)′(0)− b)δ)
and h ∈D′1m if and only if
c(αˇ)′(0)− b = 0. (3.8)
If this is the case, (3.7) has the unique solution f =U0h= cδ ∈D′1m .
It is interesting to note that the behaviour equation (3.6) is completely different
for b= 0 and for b = 0.
If b= 0, all the Wα/G1-solutions of (3.6) have the form
X= c(1+ δ) (3.9)
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for any α, if c= 0; for the α such that α′(0)= 0 if c = 0. They are also Wα/G2-
solutions for any α even. By Theorem 2.3 we conclude that X = 0 is the unique
classical solution of X′ = δ′X and so we have gained solutions when we passed
from C1, the space of classical solutions, to the enlarged space C1 ⊕D′1m .
Suppose now that b = 0. Then there are no Wα/G2-solutions because (3.8) is
impossible with α′(0)= 0. Take G1. All Wα-solutions have the form
X(t)= b
(
t − 1
α′(0)
(
1+ δ(t))) (3.10)
if α′(0) = 0. Since X never belongs to C1, by Theorem 2.3 we conclude that there
are no classical solutions of (3.6). Hence, in the case b = 0, we also have gained
the solutions (3.10) thanks to our space C1 ⊕D′1m .
Remark. For b = 0, Eq. (3.6) with an initial condition is related to a problem of
scattering. See [1, p. 69] and [4, p. 386].
The next result gives explicitly a necessary and sufficient condition for the
existence of a distributional solution of (3.4) when g has punctual support. In
the statement we take suppg = {0} without loss of generality (since the (G,α)-
product is translation invariant).
Theorem 3.3. Let p  0 be an integer, g = b0δ+b1δ′ +· · ·+bp+1δ(p+1) ∈D′p+1m
an N × 1 matrix of distributions (where b0, b1, . . . , bp+1 are N × 1 matrices of
complex numbers), and let Q be an N ×N matrix of Cp-functions. Then, if (3.4)
has a solution f ∈D′m, this solution is unique and is necessarily of the form
f = a0δ+ a1δ′ + · · · + apδ(p) ∈D′pm (3.11)
where the coefficients a0, a1, . . . , ap are given by the relations
ap = bp+1, (3.12)
and for ν = 1, . . . , p,
ap−ν = bp−ν+1 +
ν−1∑
k=0
(−1)k
(
p− ν + k + 1
k
)
Q(k)(0)ap−ν+k+1. (3.12′)
Moreover, given the sequence of coefficients a0, a1, . . . , ap defined recursively by
(3.12), (3.12′), the distribution f expressed by (3.11) is a solution of (3.4) if and
only if the following relation holds:
b0 +
p∑
k=0
(−1)kQ(k)(0)ak = 0. (3.13)
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Proof. Let U0 be a matrix of fundamental solutions of X′ =QX; we will have
U−10 g =U−10 b0δ+ · · · +U−10 bp+1δ(p+1).
Put U−10 bj = Bj for j = 0,1, . . . , p+ 1. Then
U−10 g =B0δ+B1δ′ + · · · +Bp+1δ(p+1)
=
(
p+1∑
j=0
(−1)jB(j)j (0)
)
δ+ c1δ′ + · · · + cp+1δ(p+1)
where c1, . . . , cp+1 are well-determined complex numbers. Hence U−10 g does
have a primitive in D′pm if and only if
p+1∑
j=0
(−1)jB(j)j (0)= 0
and, in this case, such a primitive h is given by
h= c1δ+ · · · + cp+1δ(p);
it follows that
f = U0h= (U0c1)δ+ · · · + (U0cp+1)δ(p) = a0δ+ · · · + apδ(p) ∈D′pm
for well-determined coefficients a0, . . . , ap since we have uniqueness.
This being, let us determine explicitly the necessary and sufficient conditions
above, and also a recursive formula for the aj . We have
Qf =Q
p∑
i=0
aiδ
(i) =
p∑
i=0
Qaiδ
(i)
=
p∑
i=0
i∑
k=0
(−1)k
(
i
k
)(
(Qai)
(k)δ
)(i−k)
=
p∑
i=0
i∑
k=0
(−1)k
(
i
k
)
(Qai)
(k)(0)δ(i−k)
=
∑
0kip
(−1)k
(
i
k
)
Q(k)(0)aiδ(i−k).
Let us change i to j according to i − k = j . Then
Qf =
∑
k,j0
k+jp
(−1)k
(
k + j
k
)
Q(k)(0)ak+j δ(j),
and by (3.4) we have
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a0δ
′ + a1δ′′ + · · · + apδ(p+1)
=
(
b0 +
p∑
k=0
(−1)k
(
k
k
)
Q(k)(0)ak
)
δ
+
(
b1 +
p−1∑
k=0
(−1)k
(
k + 1
k
)
Q(k)(0)ak+1
)
+ · · ·
+
(
bp−1 +
1∑
k=0
(−1)k
(
k +p− 1
k
)
Q(k)(0)ak+p−1
)
δ(p−1)
+
(
bp +
0∑
k=0
(−1)k
(
k + p
k
)
Q(k)(0)ak+p
)
δ(p)
+ bp+1δ(p+1).
Then (3.13), (3.12′) and (3.12) follow.
Conversely, the same computations show that f , given by (3.11) with ap =
bp+1 and ap−ν given by (3.12′), is a solution of (3.4) only if (3.13) is verified. ✷
Remark. With this result we are able to solve the equation f ′ =Uf +g whenever
we get β and supp(Tβ +R) has no limit points. In fact, Tβ +R =∑i gi where,
for each i , gi has punctual support. Then, if we solve separately each equation
f ′ =Qf + gi , by the superposition principle we solve f ′ =Uf + g.
Example 2. Let us study according to the preceding theorem the second order
differential equation in the unknown y:
y ′′ = −y ′ + δ′′y. (3.14)
By putting X1 = y and X2 = y ′ we may transform it into[
X1
X2
]′
=
[
0 1
δ′′ −1
][
X1
X2
]
. (3.15)
Clearly we have
p = 2, γ =
[
0 1
0 −1
]
, T =
[
0 0
δ′′ 0
]
η=
[
0
0
]
, R =
[
0
0
]
.
First we apply Theorem 3.1. The general solution of (3.1) is[
β1(t)
β2(t)
]
= c1
[−e−t
e−t
]
+ c2
[
1
0
]
(3.16)
where c1, c2 ∈C are arbitrary constants. Eq. (3.2) has the form
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[
f1
f2
]′
=
[
0 1
αˇ′′ −1
][
f1
f2
]
+
[
0
−c1
]
δ+
[
0
−2c1
]
δ′
+
[
0
c2 − c1
]
δ′′. (3.17)
Now, Theorem 3.2 is not easy to apply but, in the setting of Theorem 3.3 we have
b0 =
[
0
−c1
]
, b1 =
[
0
−2c1
]
, b2 =
[
0
c2 − c1
]
, b3 =
[
0
0
]
,
a2 = b3 =
[
0
0
]
,
a1 = b2 +Q(0)a2 =
[
0
c2 − c1
]
,
a0 = b1 +Q(0)a1 − 2Q′(0)a2 =
[
c2 − c1
−c1 − c2
]
.
By (3.11), (3.12) and (3.12)′ we have that
f = a0δ+ a1δ′ + a2δ′′ =
[
(c2 − c1)δ
−(c1 + c2)δ+ (c2 − c1)δ′
]
is a solution of (3.17) if and only if b0 +Q(0)a0 −Q′(0)a1 = 0, which means
that
(c1 = c2 = 0) or
(
α′′(0)=− 12 and c2 =−c1
)
. (3.18)
Therefore, if α′′(0) = 1/2 the unique Wα/G-solution of (3.15) in C2 ⊕ D′2m is
X = β+f = 0. If α′′(0)=−1/2 the Wα/G-solutions of (3.15) in C2 ⊕D′2m have
the form
X= β + f = c1
[−e−t − 1− 2δ
e−t − 2δ′
]
where c1 ∈ C is an arbitrary constant. Hence, with respect to (3.14), if α′′(0) =
−1/2, y = X1 = 0 is the unique Wα/G-solution in C2 ⊕D′2m . If α′′(0)=−1/2,
the Wα/G-solutions of (3.14) in C2 ⊕D′2m have the form
y =X1 = c1
(−e−t − 1− 2δ).
It is an easy exercise to see that for each α the space of Wα/G-solutions of an
homogeneous equation X′ = UX is a linear space. The above example shows us
that the dimension of this space can be less than N . This is not difficult to explain:
by Theorem 3.1, for each solution β of (3.1) Eq. (3.2) may have or may have
not a solution f ∈ D′pm (in the previous example, if c1 = 0 and α′′(0) = −1/2,
(3.2) has no Wα/G-solutions). Although (3.1) is now the homogeneous equation
β ′ = γβ whose space of Cp-solutions is of dimension N , we have to take (3.2)
into account, so that a lowering of dimension may be possible.
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4. The G-solutions of X′ =UX+ V
In Example 1, we have seen that for c = 0, X = c(1+ δ) is a Wα/G1-solution
of X′ = δ′X if α′(0) = 0. If α′(0) = 0, X is not a Wα/G1-solution. Thus, the
existence of the set of Wα/G1-solutions {X = c(1+δ): c ∈C and c = 0} depends
on α but for all α such that this set exists (as a set of Wα/G1-solutions), its
elements do not depend on α (the function α does not appear explicitly in the
expression of any X). A similar situation happens in Example 2 and also in more
complicated systems. On the ground of this remark, we will introduce new types
of solutions that are independent of α.
Let us consider, in the setting of Theorem 3.1, p ∈ {1,2, . . . ,∞} and V ∈
Cp−1 ⊕ D′p+1m . For each solution β of (3.1) let us denote by AGβ the set of all
G-invariant α for which (3.2) has a solution f ∈D′pm , and by AG =⋂β AGβ the
intersection of all AGβ such that A
G
β = ∅.
Definition 4.1. Let us consider Eq. (2.1) with V ∈ Cp−1 ⊕ D′p+1m . We say that
X = β + f ∈ Cp ⊕ D′pm is a G-solution of (2.1) if and only if the following
conditions are satisfied:
(a) β is a solution of (3.1): β ′ = γβ + η;
(b) AG =⋂β AGβ = ∅ (the intersection extends all over β referred in (a) and such
that AGβ = ∅);
(c) for all α ∈AG, f is a solution of (3.2): f ′ = (γ + (T ∗ αˇ))f + Tβ +R.
The G-solutions of (2.1) are consistent with the classical solutions of (2.1), as
shown by the following.
Theorem 4.2. If p ∈ {1,2, . . . ,∞} and X ∈ Cp is a classical solution of (2.1),
then X is a G-solution of (2.1).
Proof. Let X be a classical solution of (2.1). Then, for all G-invariant α, X is a
Wα/G-solution of (2.1) and by Theorem 3.1, for each solution β of (3.1), f = 0
must be a solution of (3.2) and this holds for every G-invariant α. Thus, for any
solution β of (3.1),
AGβ = {α: α is G-invariant} =AG = ∅
and conditions (a), (b) and (c) of Definition 4.1 are satisfied. ✷
It is obvious that if X is a G-solution of (2.1) then X is a Wα/G solution
of (2.1) for every α ∈AG. Also, we note that if AG2 = ∅, AG2 ⊂ AG1 and X is a
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G1-solution then X is a G2-solution. Thus, we can write down a simple diagram
with the relationship between the five types of situations:
X is a classical solution
X is a G1-solution
AG2 = ∅
and
AG2 ⊂AG1
X is a W∝/G1 -solution
X is a G2-solution X is a W∝/G2-solution
Example 3. Let us return to Eq. (3.6) of Example 1. If b = 0 then β = c
is the general solution of (3.1), where c ∈ C is an arbitrary constant. If
β = c = 0, AG1β = {all α} and if β = c = 0, AG1β = {α: α′(0) = 0}. Thus,
AG1 = {α: α′(0)= 0} and for all α ∈ AG1 , f = cδ is a solution of (3.7).
Therefore, all the G1-solutions of X′ = δ′X have the form X = β + f , i.e.,
X = c(1+ δ). They are also the G2-solutions of X′ = δ′X because AG2β = {α: α
is even } = AG2 = ∅.
If b = 0, then β(t) = bt + c is a solution of (3.1). By (3.8), if c = 0 or
if α′(0) = 0 then AG2β = AG1β = ∅. If c = 0 and α′(0) = 0 then AG2β = ∅ and
A
G1
β = {α: α′(0) = 0}. Thus, AG2 = ∅ and AG1 = {α: α′(0) = 0}. Clearly there
are no G2-solutions of (3.6) with b = 0. Also, for any α ∈AG1 ,
f = cδ=− b
α′(0)
δ
is a solution of (3.7). However, f depends on α and condition (c) of Definition 4.1
is not satisfied. Therefore, if b = 0 then (3.6) has no G-solutions.
Example 4. Let us consider Eq. (3.15) of Example 2. The general solution
of (3.1) is given by (3.16). If β = 0 then c1 = c2 = 0 and AG1β = {all α},
A
G2
β = {α: α is even}. If β = 0 then c1 = 0 or c2 = 0 and by (3.18) if c2 =−c1
we have AG1β = {α: α′′(0)=−1/2} and AG2β = {α: α is even and α′′(0)=−1/2};
if c2 = −c1 we have AG1β = AG2β = ∅. Thus, AG1 = {α: α′′(0) = −1/2} and
AG2 = {α: α is even and α′′(0)=−1/2}.
For all α ∈AG[
f1
f2
]
= c1
[ −2δ
−2δ′
]
is a solution of (3.17) if β is given by (3.16) with c2 = −c1. Therefore, all the
G-solutions of (3.15) have the form X = β + f , i.e.,[
X1(t)
X2(t)
]
=
[
β1(t)
β2(t)
]
+
[
f1(t)
f2(t)
]
= c1
[−e−t − 1− 2δ(t)
e−t − 2δ′(t)
]
.
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Therefore, all the G-solutions of (3.14) have the form
y =X1 = c1
(−e−t − 1− 2δ(t)).
Thus we have another instance of the phenomenon that we have observed after
Example 2: the dimension of the space of solutions may be less than N .
Example 5. Let us consider the equation[
X1
X2
]′
=
[
1+ δ −1
2+ δ′ 4
][
X1
X2
]
+
[
0
δ′′
]
. (4.1)
We have
p = 1, γ =
[
1 −1
2 4
]
, T =
[
δ 0
δ′ 0
]
, η=
[
0
0
]
, R =
[
0
δ′′
]
,
V = η+R ∈Co ⊕D′2m .
Eq. (3.1) has the general solution[
β1(t)
β2(t)
]
= c1
[
e2t
−e2t
]
+ c2
[
e3t
−2e3t
]
(4.2)
where c1, c2 ∈C are arbitrary constants. Eq. (3.2) has now the form[
f1
f2
]′
=
[
1+ αˇ −1
2+ (αˇ)′ 4
][
f1
f2
]
+
[
c1 + c2
−2c1 − 3c2
]
δ
+
[
0
c1 + c2
]
δ′ +
[
0
1
]
δ′′. (4.3)
In order to know whether this equation has a solution f ∈ D′1m , Theorem 3.2 is
not easy to apply. However, by Theorem 3.3, (4.3) has a solution f ∈D′1m if and
only if (3.13) is verified, i.e., if and only if b0 +Q(0)a0 −Q′(0)a1 = 0 with
Q=
[
1+ αˇ −1
2+ (αˇ)′ 4
]
, b0 =
[
c1 + c2
−2c1 − 3c2
]
,
b1 =
[
0
c1 + c2
]
, b2 =
[
0
1
]
= a1, a0 =
[ −1
c1 + c2 + 4
]
.
This means that (4.3) has the solution[
f1
f2
]
=
[ −1
c1 + c2 − 4
]
δ+
[
0
1
]
δ′ (4.4)
if and only if
α(0)=−5 (4.5)
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and
α′(0)=−2c1 − c2 − 14. (4.6)
Thus, if β is given by (4.2), AG1β = {α: α(0) = −5 and α′(0) = −2c1 −
c2 − 14}, AG1 = ∅ and there are no G1-solutions. If β is given by (4.2) with
2c1 + c2 + 14= 0, AG2β = {α: α is even and α(0) = −5}. If β is given by (4.2)
with 2c1 + c2 + 14 = 0, AG2β = ∅. Thus, AG2 = {α: α is even and α(0) = −5}
and, for any α ∈AG2 ,[
f1
f2
]
=
[ −1
−c1 − 18
]
δ+
[
0
1
]
δ′
is a solution of (4.3). Therefore, all G2-solutions of (4.1) have the form[
X1(t)
X2(t)
]
=
[
β1(t)
β2(t)
]
+
[
f1(t)
f2(t)
]
= c1
[
e2t
−e2t
]
+ (−2c1 − 14)
[
e3t
−2e3t
]
+
[ −1
−c1 − 18
]
δ+
[
0
1
]
δ′ (4.7)
or [
X1(t)
X2(t)
]
= c1
[
e2t − 2e3t
−e2t + 4e3t − δ(t)
]
+
[ −14e3t − δ(t)
28e3t − 18δ(t)+ δ′(t)
]
. (4.8)
It is also easy to see that, for each α, the Wα/G1-solutions of (4.1) are[
X1(t)
X2(t)
]
= c1
[
e2t − 2e3t
−e2t + 4e3t − δ(t)
]
+
[
(−α′(0)− 14)e3t − δ(t)
(28+ 2α′(0))e3t − (α′(0)+ 18)δ(t)+ δ′(t)
]
and that the Wα/G2-solutions of (4.1) are given by (4.8). Clearly, by Theorem 2.3
we conclude that Eq. (4.1) has no classical solutions.
5. The linear Cauchy problem
Let us consider the linear Cauchy problem
PVa ≡
{
X′ =UX+ V,
X(t0)= a (5.1)
with t0 ∈ R, a ∈ C and the same assumptions that we have made for the
differential equation (2.1).
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Naturally, we say that X ∈ Cp is a classical solution of the Cauchy problem
PVa if and only if X is a classical solution of (5.1) and X(t0) = a. We can also
define Wα-solutions and G-solutions of PVa in the enlarged space Cp ⊕D′pm :
Definition 5.1. Let α be G-invariant. We say that X ∈ Cp ⊕ D′pm is a Wα/G-
solution (G-solution) of the Cauchy problem PVa if and only if X is a Wα/G-
solution (G-solution) of (5.1) and there exists an open set Ω ⊂ R, with t0 ∈ Ω ,
such that the restriction XΩ of X to Ω is a Cp(Ω)-function with XΩ(t0)= a.
About the existence and uniqueness of solutions of PVa , we have:
Theorem 5.2. Let α be G-invariant, p ∈ {1,2, . . . ,∞} and V ∈ Cp−1 ⊕D′p+1m .
Then PVa has the Wα/G-solution (G-solution) X = β+f ∈ Cp⊕D′pm if and only
if X is a Wα/G-solution (G-solution) of (5.1), t0 /∈ supp(Tβ+R) and β(t0)= a.
In this case the Wα/G-solution (G-solution) X is unique.
Proof. Clearly, it is sufficient to prove this theorem for Wα/G-solutions. So, let
us suppose that X = β + f is a Wα/G-solution of PVa . Then X is a Wα/G-
solution of (5.1) and, by Theorem 3.1, suppf = supp(Tβ + R). There exists
also an open set Ω ⊂ R, with t0 ∈ Ω , such that XΩ = βΩ + fΩ ∈ Cp(Ω) and
XΩ(t0)= a. Then, fΩ = 0 and β(t0)= βΩ(t0)= XΩ(t0)= a follows. Also, we
have suppf = supp(Tβ+R)⊂R\Ω because fΩ = 0 and so t0 /∈ supp(Tβ+R)
according to the hypothesis t0 ∈Ω .
Conversely, let us suppose that X = β + f is a Wα/G-solution of (5.1),
t0 /∈ supp(Tβ +R) and β(t0)= a. Then, taking Ω = R \ supp(Tβ +R), Ω is an
open set and t0 ∈Ω . By Theorem 3.1, suppf = supp(Tβ +R), so that fΩ = 0,
XΩ = βΩ + fΩ = βΩ ∈Cp(Ω) and XΩ(t0)= βΩ(t0)= β(t0)= a follows.
As for the uniqueness, it is sufficient to prove that if X = β + f ∈ Cp ⊕D′pm
is a Wα/G-solution of P 00 then X = 0. By assumption, there exists an open set
Ω ⊂ R, with t0 ∈ Ω , such that XΩ ∈ Cp and XΩ(t0) = 0, X being a Wα/G-
solution of X′ = UX. Then, by Theorem 3.1, there exists β ∈ Cp and f ∈ D′pm
such that
β ′ = γβ (5.2)
and
f ′ = (γ + (T ∗ αˇ))f + Tβ. (5.3)
From (5.3) with XΩ(t0) = βΩ(t0) = β(t0) = 0 we conclude that β = 0.
From (5.4) with β = 0 we conclude that f = 0 is the unique solutions in D′pm
(see Theorem 3.2) and X = β + f = 0 follows. ✷
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Example 6. Let us consider Eq. (4.1) with the initial condition[
X1
X2
]
(−1)=
[
a1
a2
]
(5.4)
where a1, a2 are given complex numbers.
In Example 5, all the G2-solutions of (4.1) have been determined. Since
−1 /∈ supp(Tβ +R)= suppf = {0}, by Theorem 5.2 the Cauchy problem (4.1),
(5.5) has an unique G2-solution if and only if β(−1)= a, i.e., if and only if
a1(e− 4)+ a2(e− 2)= 14e−2.
In this case, the G2-solution is given by X = β+f with β given by (4.2), f given
by (4.4),
c1 = (a1 + a2)e
3 − 14
2
, c2 =−2c1 − 14.
Clearly, if α(0)=−5, the Wα/G2-solution of the Cauchy problem (4.1), (5.5) is
the same. If α(0) = −5 there are no Wα/G2-solutions for this problem.
It is also easy to see that there are no G1-solutions for this Cauchy problem.
We can also prove that the Cauchy problem (4.1), (5.5) has an unique Wα/G1-
solution if and only if α(0)=−5 and a1(e− 4)+ a2(e− 2)= e−2(α′(0)+ 14).
In this case, the Wα/G1-solution is X = β + f where β is given by (4.2), f
by (4.4), c1 = (e3(a1 + a2)− α′(0)− 14)/2 and c2 =−α′(0)− 2c1 − 14. Thus,
we can assure that the Cauchy problem (4.1), (5.5) has always an unique Wα/G1-
solution (for a certain α which depends on a1 and a2).
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