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Abstract 
We demonstrate an approach to low-dimensional modeling of world population, carbon dioxide (CO2) emissions and gross 
domestic product (GDP) interactions in a way that explicitly characterizes the variability in the data informing model 
assumptions and the uncertainty in functional relationships. Our model choice was informed by the following considerations and 
choices. First, even a low-dimensional conceptualization of the interactions between these three global variables requires a model 
to illuminate the consequences of chains of cause and effect and feedback loops. Such interactions warrant analysis as they offer 
insights into influences on aggregate global dynamics. Second, rates are constrained to be consistent with world datasets where 
feasible thereby embedding a data driven philosophy into the dynamic model.  Third, a probabilistic approach offers an effective 
way to deal with uncertain specification of functional relationships and the variability inherent in data informing such 
relationships. We use the model to highlight key features that result from the relative rates of change in the system and the nature 
of the feedback loops. Such an aggregated analysis offers a useful lens through which to study and interpret more detailed and 
realistic integrated models of human-biosphere dynamics. 
© 2011 Published by Elsevier BV.
 Selection under responsibility of S. Cornell, C. Downy, S. Colston. 
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1. Introduction 
State of the art climate, demographic and economic models are very complicated, and grow more complicated as 
ever more processes are represented more realistically. The quest for process realism comes at a cost: thorough 
uncertainty and sensitivity analyses are computationally expensive and coupling such models to each other becomes 
an overwhelming task. Integrated assessment models focus on linking simpler models so that the consequences of 
the interaction between demographics, climate and economy (and other considerations, including land use and water 
availability) can be studied. Nevertheless, integrated assessment models, in general are also extremely complicated 
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and a full exploration of their state space (with associated uncertainty analysis) becomes impractical. In this work 
we consider the value of taking simplification to its limit. We sought to construct an extremely low-dimensional 
model that captures key dynamics of population, CO2 emissions and GDP, aggregated at a global scale. 
There are several reasons for seeking such a low-dimensional representation. The most obvious is that low 
dimensional models allow a more comprehensive search through state space than is possible in high dimensional 
process-realistic models. A second, and closely related, reason is that uncertainty and variability can be handled and 
characterized by ensembles of model realizations: rather than requiring a high degree of certainty in the 
representation of crucial (but largely unknowable) feedbacks such as climate impacts on GDP, we can specify a 
broad range, spanning the uncertainty, and calculate multiple model realizations drawn from that range. 
Computational and resource limits aside, however, we argue that even in an ideal case of perfect process-realistic 
models and unlimited computational power to run them, there is still wisdom in developing low-dimensional 
representations of systems. Given our naturally limited mental ability to work with high-dimensional information, 
reducing the system to an intelligent low-dimensional characterization greatly improves our capacity to comprehend 
and make sense of the emergent dynamics. It is important that such a model is not the only model used, however, 
and instead is considered as a diagnostic tool offering insights that can be tested in more process-realistic models. 
Care needs to be taken in the interpretation of such a naive representation of the system, and in the discussion 
section we talk at length about the assumptions behind the model and the implication of these assumptions in 
interpreting the results. Furthermore, we note that in this particular paper we choose only one model structure and 
our uncertainty analysis is limited to parameter uncertainty only. 
2. Method 
The model has three state variables: global human population (P), cumulative global carbon dioxide emissions 
(E) and global GDP (A), which evolve over time according to prescribed rates of change. The rates were estimated 
from UN data sets, and relate birth, death and energy use rates to GDP per capita. The variability inherent in these 
datasets was accounted for by characterizing the data as probability density distributions and running ensembles of 
model runs, sampling these distributions.  Model uncertainty was handled by running multiple scenarios covering 
different parameter values and assumptions in model structure. 
Figure 1 Influence diagram showing the model’s three state variables (Population, Cumulative emissions and GDP), rates and derived quantities.  
2.1. Empirical data and probability functions 
Data were obtained from UN datasets for nations’ birth rates, death rates, population size, GDP and energy use 
per capita ([1, 2]). The period of time covered by the data was 1970 to 2008. The GDP dataset units were constant 
1990 USD $. Birth rates are negatively correlated with GDP per capita: as GDP per capita rises birth rates fall 
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significantly (Error! Reference source not found.). We characterized this relationship by fitting a probability 
density function for kbirth conditional on GDP per capita: PAkp birth | , where kbirth is the birth rate (number of 
births per individual), A is GDP and P is population size. The probability density function is shown in Error! 
Reference source not found.(a) and (b). Death rates and energy use per capita are handled in a similar manner and 
these are shown in Error! Reference source not found.(c)-(f). 
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The empirical probability density functions were calculated using cluster weighted modeling ([3, 4]). The cluster-
weighted modeling builds a joint probability density, p(x, y) from a sum of M clusters, where x is the GDP per capita 
and y is the either the birth rate, death rate or energy use rate: 
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Figure 2 (a) Birth rate (number of births per individual) against GDP per capita (nations white circles, global aggregate values black 
circles), with the fitted conditional probability density function (coloured surface); (b) The fitted conditional density function without the 
data shown. (c) Death rate (number of births per individual) against GDP per capita (nations white circles, global aggregate values black 
circles), with the fitted conditional probability density function; (d) The fitted conditional density function for death rate without the data 
shown; (e) energy use rate (number of births per individual) against GDP per capita (nations white circles, global aggregate values black 
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A cluster cm represents a proportion of the data, p(cm), and its location in the x dimension, p(x|cm) is prescribed by 
a Gaussian function. The location of the cluster in the y dimension, p(y|x,cm) is also a Gaussian function, but the 
mean of the Gaussian is a local linear function. An expectation maximization algorithm is used to fit the means and 
variances for the Gaussians and the parameters for the local linear functions. This was done according to the 
equations in [3]. The fitting was done in log space, and used 5 clusters. The conditional distributions plotted in 
Error! Reference source not found. were derived from the joint distribution: 
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Data were scarce at per capita GDP values exceeding US$30000, so the conditional distribution at US$30000 
was used for values exceeding US$30000. The distributions in Error! Reference source not found. remain 
unchanged above US$30000 for this reason. Note that global GDP per capita is well below this value, and for most 
realizations of the model this extrapolation is not needed. 
The purpose of fitting probability density functions was so that ensembles of model runs could sample the 
variability inherent in these datasets: any time a birth, death or energy use rate is needed by the model it can be 
drawn from these distributions. Given a particular value of GDP and population size, the conditional probability 
distributions for birth, death and energy use rates can be calculated. In estimating birth and death rates this way, we 
are assuming that they are independent. In reality birth and death rates are correlated, and it would be possible to 
draw pairs of birth and death rates from their joint distribution rather than independent marginal distributions. It is 
not clear, however, that the correlation between birth and death rates will hold into the future and our preference was 
to overestimate rather than underestimate the variance (the effect of assuming independence is to increase the 
variance). Note also that we are using nations’ rates to infer the global aggregate rate. The global aggregate values 
are plotted in Error! Reference source not found., and although they fall within the cloud of nations’ data points it 
is incorrect to assume (a) that global quantities will mirror relationships apparent at a national level (particularly 
given non-linearities) and (b) that the variance in nations’ rates applies to the global aggregate rates. For these 
reasons we do not claim that the distributions in Error! Reference source not found. are the correct distributions 
for representing these relationships at a global level: these distributions over-estimate rather than under-estimate the 
variance and so are useful for providing an envelope of possibilities. 
A further requirement in the model is that birth, death and energy use rates vary smoothly over time, as it is not 
realistic to have these rates varying across the full extent of the probability distribution from one year to the next. 
For this reason, the percentiles for birth, death and energy use are prescribed at the beginning of each model run, and 
those percentiles are used throughout that particular run; if the birth rate percentile assigned at the start of a model 
realization is the 54%-ile, then whenever a birth rate estimate is needed in the model it will calculate it from the 
54%-ile of the condition probability density. The birth rate will be change over time, but only because the GDP per 
capita is changing over time; current versions of the model do not vary the percentile over time. The choice to use 
fixed percentiles means that the model is deterministic as we do now allow stochastic variation over time. This will 
need to change in future versions because a consequence of this choice is to under-represent the variability and 
uncertainty in the relationships between GDP per capita and the birth, death and energy use rates. 
2.2. Equations 
The model calculates the evolution of three stocks in the global system: the world population (P), global GDP (A) 
and the cumulative CO2 emissions since 1751 (E).  
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Population changes according to birth and death rates, kbirth and kdeath, each of which is estimated from empirical 
probability density functions described in previous section. 
dP
d t
kbirth P,A kdeath P,A P  (3) 
Cumulative CO2 emissions grow according to per capita energy use rates, converted to CO2 emission rates by a 
carbon density of energy use, c(t), which is prescribed and can vary in time. Per capita energy use rates, kenergy, are 
estimated from the probability density function relating per capita energy use to GDP per capita (described in the 
previous section). 
dE
d t
c t kenergy A,P P  (4) 
Global GDP is the most difficult of the variables to model, as unlike population and cumulative emissions, it does 
not represent the accumulation of a physical stock obeying conservation laws. For this reason we chose a generic 
exponential growth function with exponent kgrowth. Similarly, the lack of knowledge on how climate change will 
impact on GDP led us to use a generic, flexible damage function to estimate the rate of climate-related impact on 
GDP growth, kE2Adamage. The equation for GDP is 
dA
d t
kgrowthA kP 2A P,
dP
d t
A kE2Adamage E A  (5) 
The first term in equation (5) represents fixed, exponential growth with a prescribed growth rate kgrowth. The 
second term represents the influence of population dynamics on the rate of change of GDP, and prescribes a growth 
rate kP2A that is directly proportional to per capita population growth rate: 
kP2A P
dP
d t
 (6) 
Only two values of  were used in the model runs:  = 0 to represent no influence of population dynamics on 
rate of change of GDP; and  = 1 to represent a strong influence of population dynamics on rates of GDP change. If 
 = 0  then a value of kgrowth = 0.03 yr-1 is consistent with historical GDP growth rate, and if  = 1 then kgrowth = 
0.015 yr-1 for historical consistency. In this paper we refer only to cases where kgrowth=0.015 yr-1 and  = 1. 
Damage functions are handled as follows. First, we use a relationship relating cumulative emissions to peak 
temperature change Tpeak: 
076.2
peak 9.621
1ln EET  (7) 
where ǻTpeak is the peak temperature change and E is the cumulative sum of emissions since 1751 (including land 
use change emissions). Equation (7) comes from Raupach et al [5] and is informed by growing attention in the 
climate change literature on the relationship between cumulative anthropogenic CO2 emissions and resulting peak 
temperature change (e.g. Allen et al [6]). Whilst acknowledging the limits such a simplified representation, Raupach 
et al [5] suggest such a relationship is useful as it is nearly independent of the details of the global emissions 
trajectory, and this property makes it an appropriate choice in our model. 
Climate damages on the economy are represented by the rate coefficient kE2Adamage in equation (5). We assume 
that damages are zero until a critical peak temperature change ǻT1 is reached, and that damages rise exponentially 
with rising ǻTpeak at an exponential growth rate of rdam until reaching a maximum of 1. Note that here we have 
considered only ‘single-sided’ climate impacts, and we did not consider climate impact functions that return a net 
economic benefit. 
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kE2Adamage
0      Tpeak T1
min 1,erdam Tpeak T1 1       Tpeak T1
 (8) 
Climate mitigation measures were represented by using prescribed trajectories in the carbon intensity per unit 
energy, c(t), which is used in equation (4). Again a range of c(t) trajectories were considered in order to explore the 
interaction between different mitigation choices and other model parameters such as damage rates. The functional 
form used was an exponential decline from a mitigation starting date, tmit_start with an exponential decay rate of rmit: 
c t
C0      t tmit _ start
C0e
rmit t tmit_ start     t tmit _ start
 (9) 
C0 in equation (9) is the initial carbon intensity per unit energy and was set to 20 g Carbon/MJ (which is the 
upper end of the range given by Raupach et al. [7]). At present there is no attempt to price mitigation in the model so 
mitigation efforts have no direct impact on GDP, and the indirect impact of mitigation is to reduce damages on GDP 
via lower peak temperature changes. 
The differential equations were solved using Euler integration with a time step of one year. 
2.3. Ensembles, scenarios and hind-casts 
Here it is important to clarify some terminology and make the distinction between ‘ensembles’ and ‘scenarios’. A 
scenario refers to a particular combination of model parameter choices. The parameters varied between scenarios are 
rdam and rmit. Within a particular scenario (choice of rdam and rmit) we run an ensemble of model realizations, ensuring 
that kbirth, kdeath  and kenergy values are sampled extensively from the empirical probability density functions (as 
described in Section 2.1). 
The model was used in hind-casting mode (years 1970 to 2010) in order to allow model trajectories to be 
compared with observations. The UN datasets were used to prescribe initial population, cumulative emissions and 
GDP for the year 1970. We sampled kbirth, kdeath  and kenergy rates as described above and calculated trajectories of 
model runs to the year 2010. Hind-casting was done for four scenarios, each of which assumed no damages and no 
mitigation, but we tested four different GDP assumptions (see Table 1). Results of the hind-casting are presented in 
Section 3.1, but they matched observations sufficiently well for us to conclude that the model approach is viable. 
Having tested the model in hind-cast mode, it was then used to look forward in time, with the inclusion of 
different assumptions for rdam and rmit. The starting year was 2005 and initial conditions were prescribed 
accordingly, and model runs were calculated out to the year 2100. As in the hind-casting mode, birth, death and 
energy use rates were sampled from their empirical probability density functions, which means the rates are sampled 
in proportion to a measure of their likelihood. When exploring the range of damage and mitigation scenarios, it 
made more sense to search across a grid of damage and mitigation parameter values rather than sample these in 
proportion to an assumed likelihood. Note that in our representation we consider mitigation rates as the result of 
human choices (i.e. in principle there is opportunity to choose our mitigation rate in the real world), whereas damage 
rates are treated as a source of uncertainty over which we have no control. 
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The parameter values used are shown in Table 1. There were 8 damage parameter values (rdam) and 4 mitigation 
parameter values (rmit), so 32 different scenarios in all. Each scenario was run with an ensemble of 1000 model 
realizations (drawing on different kbirth, kdeath  and kenergy values), leading to 32,000 model realizations in total.  
The values of rdam listed in Table 1 correspond to damage functions illustrated in Figure 3(a) and (b), given onset 
of damages at a peak temperature change of T1 = 1.5 K. Figure 3(a) shows the relationship between kE2Adamage 
(defined in equation (8) and used in equation (5)) and Tpeak. It is more instructive to consider Figure 3(b), which is 
the same graph but showing only a smaller range on the vertical axis. Once the damage rates match the intrinsic 
economic growth rate the economy can no longer grow beyond this point and indeed starts to contract. It would be 
appropriate to label such circumstances as ‘dangerous’ climate change. The red lines in Figure 3(b) show the Tpeak 
values at which damage rates are 0.015 yr-1 (because 0.015 yr-1 is typical of the historical economic growth rate if  
= 1). The damage parameters in the model have been chosen to span a wide range of these critical temperatures, 
with the steepest onset of damages leading to damage rates of 0.015 yr-1 at Tpeak = 1.7 K and the gentlest onset of 
damages reach this point at 8 K. The range of 1.7 K to 8 K encompasses the majority, if not all, definitions of the 
onset of ‘dangerous’ climate change ([8]).  These temperatures will be referred to as Tcrit. 
 
  (a)    (b)           (c) 
Figure 3 (a) The damage functions used in this analysis (damage rate as a function of peak temperature change); (b) Same figure as (a) with 
smaller range on the vertical axis, and red lines indicate the peak temperatures at which damage rates are 0.015 yr-1(these temperatures will be 
referred to as Tcrit); (c) The mitigation curves used in this analysis, with red lines indicating the year at which there is a 90% reduction in carbon 
intensity of energy use (these years will be referred to as y90). 
The values of rmit listed in Table 1 correspond to mitigation trajectories shown in Figure 3(c), given a mitigation 
starting date tmit_start = 2015. For each of the four values of rmit the red lines mark the years at which carbon intensity 
Table 1 Scenario types and parameter values defining the scenarios. The parameters kept at fixed values across all model realisations were: C0 
= 20 g Carbon/MJ; DT1 = 1.5 K; tmit_start = 2015. 
Scenario type Scenario parameters Parameter values used 
Hind-cast, years 1970 – 2010 
(1 ensemble: 1000 realizations) 
GDP parameters (kgrowth, ) (0.015 y-1, 1) 
No climate damages - 
No mitigation - 
Forward-looking, damages, mitigation, 
years 2005 – 2100 
(32 ensembles: 32 000 realizations) 
GDP parameters (kgrowth, ) (0.015 y-1, 1) 
Damage coefficient rdam 0.0744 K-1; 0.0298 K-1; 0.0149 K-1; 
0.0099 K-1; 0.0060 K-1; 0.0043 K-1; 
0.0033 K-1; 0.0023 K-1 
Mitigation coefficient rmit 0.0921 y-1; 0.0512 y-1; 0.0354 y-1; 
0.0271 y-1 
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per unit energy has been reduced by 90%. The most aggressive mitigation sees a 90% reduction by 2040, and the 
mildest mitigation sees 90% reduction by 2100. These years will be referred to as y90. 
3. Results 
3.1. Hind-casts 
The hind-cast results in Figure 4 show the observed probability distributions for global population, cumulative 
emissions and global GDP as they evolve over time. The distributions are constrained at first by the initial 
conditions and over time the distributions spread out significantly, reflecting the diverging trajectories that result 
from the range of birth, death and energy use rates represented in the model runs. The observations (as reported in 
the UN datasets) are marked on the graphs in Figure 4. 
 
Figure 4 The model distributions when hind casting from 1970 to 2010, using kgrowth = 0.015 and  = 1. Asterisks (*) mark the observed global 
values and circles (o) mark the mean of the distributions. 
Figure 4 shows that the observed values fall well within the projected distributions, as one would expect given 
that the model rates are informed by UN data. Note that the observations do not correspond with the location of peak 
probability in the distributions, but rather take on a larger value. Note also that the distributions have fairly fat tails 
at the upper end of their range, so the expected value of the distributions can be larger than the location of peak 
probability. The distributions for cumulative emissions have particularly long tails and the observed global values 
fall between the peak probability and the expected value of the distribution. 
3.2. Patterns across damage and mitigation scenarios 
The Copenhagen Accord states an intention to keep the rise in mean global temperature below two degrees. 
Figure 5(a) shows the proportion of model runs that meet this target, as a function of damage and mitigation 
assumptions, with the assumption that kgrowth = 0.015 y-1 and  = 1. Rather than plotting these results against rdam and 
rmit values, the horizontal axes in Figure 5 show the same quantities as in Figure 3: the peak temperature at which 
damages match historical GDP growth rates ( Tcrit) and the year at which a 90% reduction in carbon intensity per 
unit of energy used has occurred (y90). The graph provides an indicator of the probability of staying below two 
degrees given location in damage-mitigation space. Figure 5(a) shows that the proportion of realizations below two 
degrees rises with more aggressive mitigation. The damage parameter has little impact on the results, other than the 
scenarios with the steepest onset of damages, in which case there is a small uplift in the surface, reflecting some 
mitigation induced by a damaged economy. 
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Figure 5 (a) Proportion of realisations that have a Tpeak < 2 K as a function of damage and mitigation parameter values (b) proportion of 
realisations that have Ip > 0. (c) Proportion of all realisations that have a Tpeak < 2 K and Ip > 0 as a function of damage and mitigation parameter 
values; (d) proportion of realisations with a population of < 10 billion people in 2100 that have a Tpeak < 2 K and Ip > 0. 
We are also interested in measures of poverty, and for this we introduced a poverty indicator that represents the 
dynamics of economic change rather than a static picture. For this reason we chose a poverty indicator Ip which is 
defined as follows:  
I p kgrowth kP2A kE2Adamage (kbirth kdeath)
kgrowth kE2Adamage     when 1
 (10) 
When Ip<0 then GDP per capita is decreasing and given the dynamics of the model once GDP per capita is falling 
there is little that can be done to lift it again. We do not allow for negative emissions (i.e. decrease in the cumulative 
emissions) and so once cumulative emissions reach a stage where intrinsic GDP growth is matched by climate 
damages, there is no mechanism for GDP to increase again and it is simply a matter of time before GDP per capita 
falls to a point where fertility increases, so leading to a poverty trap feedback loop. Thus we consider Ip=0 to be a 
useful threshold for identifying poverty trap conditions. (Note that here we are considering only one mechanism for 
a self-reinforcing poverty trap, but many others have been identified [9].) The proportion of realizations with Ip > 0 
is shown in Figure 5(b). In this case, the damage parameter has the most effect on the shape of the curve. There is a 
steep boundary separating scenarios where most realizations have Ip > 0 from those with Ip < 0, and this boundary is 
determined by the temperature at which the damage rate is comparable to the economic growth rate.  The mitigation 
parameter doesn’t have much influence on the shape of the curve, except in the region of parameter space where the 
damage rate is close to the economic growth rate (where the choice of mitigation rate has a large impact on the 
proportion of realizations with Ip > 0). The combination of these criteria is shown in Figure 5c. There was no 
prescribed cap on the population size within the model. If we ignore model realizations with a population size of 
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greater than 10 billion people in 2100, the surface of Ip > 0 and Tpeak < 2 lifts across damage and mitigation space 
(Figure 5d). 
Finally, if we look inside the ensembles and ascertain what characteristics within an ensemble allow conditions of 
Tpeak < 2 K and Ip > 0 and P < 10 billion to be met, we find the following pattern in energy use per capita in 2100 
(Figure 6). If the carbon intensity is reduced at the steepest rate then these criteria can be met with a maximum 
energy use per capita of ~6000 kg oil equiv/person/yr.  However, if carbon intensity is reduced at the lowest rate, 
then the maximum energy use per capita needs to be constrained to ~3000 kg oil equiv/person/yr. In other words, 
those runs with aggressive mitigation avoid economic damages and so are more likely to stabilize population early 
and be able to maintain a relatively high energy use per capita. By contrast, delaying mitigation exacts economic 
damages which keep fertility high and so per capita energy use needs to be more constrained if temperature and 
poverty criteria are to be met. 
 
Figure 6 The maximum rate of energy use per capita in 2100 if Tpeak < 2 K and Ip > 0 and P < 10 billion. 
4. Discussion 
4.1. Model assumptions 
Any interpretation of the results is conditional upon the underlying model assumptions, and as a low dimensional 
model these assumptions are considerable. We remind the reader of these assumptions and discuss their implications 
before further discussion and interpretation of the results. 
First, there is the assumption that over the next 100 years the global birth, death and energy use rates when 
plotted against global GDP per capita will fall within the space of prior observations. In other words there will be no 
global data points that fall outside the cloud of nations’ data points shown in Error! Reference source not found.. 
The variables P and E are expected to grow beyond previously observed values (so there is an element of 
extrapolation), however the per capita rates governing their dynamics (kbirth, kdeath and kenergy) are assumed to lie 
within the bounds of historical observations and to be similarly related to GDP per capita. This is where our ability 
to ensure we fully capture the variability inherent in those observations becomes important. We are not constraining 
the model rates to a narrow representation of historical observations and instead use empirical probability density 
functions that capture the full extent of the data. We have not sought to remove any data points from the UN data 
set, and so outliers contribute to the derived empirical probability density functions. 
The assumptions around the GDP dynamics are more problematic. A is expected to grow beyond previously 
observed values, but the mechanisms for this growth are not represented in the model other than the prescription of 
kgrowth and . Furthermore, costs of mitigation are currently ignored. We have run ensembles with different growth 
parameters (results not included in this paper), to assess the impact of different economic conditions, and also allow 
us to compare across model runs where GDP growth rates could be significantly lower, perhaps through mitigation 
costs. The qualitative characteristics of the surfaces shown in previous figures remain the same, however results are 
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sensitive to the choice of , which determines the extent to which population growth and economic growth are 
coupled. More investigation into the impact of these assumptions is warranted. 
Equation (7) infers peak temperature change from cumulative emissions. Raupach et al [5] derived the equation 
by fitting a probability density to ensembles of climate model runs and then taking the 50th percentile of that 
distribution. Ideally in conducting our model ensembles we would sample other percentiles from Raupach’s 
distribution and so capture the uncertainty inherent in the relationship between cumulative emissions and peak 
temperature change. 
The cumulative emissions in any particular year lead to a committed peak temperature change estimated by 
equation (7). The peak temperature change will be realized some years in the future, yet we use that value in setting 
the immediate damages to GDP. Thus the model is not accounting for a significant time lag between when the 
emissions are released and when the temperature change is felt. We considered this form of uncertainty to be a 
subset of the broader uncertainty around the characterization of climate damages; there are so many uncertainties 
that a very generic functional form was chosen to represent the climate impacts on GDP and we handled that 
uncertainty by running ensembles across several damage scenarios encompassing a wide range of damage 
assumptions. It would be preferable to alter equation (7) so that at time t we calculate the temperature change at that 
time, T rather than Tpeak to occur at a future date.  
In the real world the global quantities, A, P and E are the sum of nations’ GDP, population and emissions, which 
are in turn the sum of individuals’ actions. These cross-scale considerations are not represented in the model and we 
need to be careful in interpreting the conditions under which the global dynamic assumptions hold. For example, our 
indicator for the global poverty trap is falling GDP per capita, an indicator that is only appropriate in very narrow 
circumstances. Were global GDP per capita to rise because the poorest nations remained poor but the wealthiest 
become even wealthier, we would not expect the fertility dynamics in the model to be valid. Beyond a certain GDP 
per capita, fertility is no longer profoundly affected by GDP per capita. It follows that global fertility reductions 
would not be expected if global GDP to increase because wealthier nations alone are getting wealthier. From an 
emission reduction and population stabilization point of view, the rise in GDP per capita is most important for those 
nations currently with low GDP per capita; according to the empirical data, nations with a high GDP per capita can 
decrease their GDP significantly with no impact on fertility yet significant impact on emission rates: slowing 
economic growth in a wealthy nation is an effective form of emission reduction and it takes severe reductions in 
GDP before the decline in GDP per capita would see the conditions ripe for poverty trap dynamics. Currently these 
subtleties are not represented in the model, and the “rich getting richer” vs “poor getting richer” distinctions are not 
captured in the model equations.  
4.2. Interpretation of results 
The purpose of the model was to infer possible dynamics of the interactions between population, CO2 emissions 
and GDP, aggregated to a global scale: a simple lens through which to consider global dynamics. 
Firstly, the hind-cast results demonstrated that observed global population, cumulative emissions and GDP fall 
well within the distributions generated by the hind-cast ensemble. The distributions become broader over time and 
so less able to provide tightly constrained estimates of modeled quantities. This is an important reality when 
considering dynamical systems of this nature. Even though it is a deterministic model, the uncertainties in the model 
assumptions compel us to report on a distribution of possibilities rather than single-trajectory model solutions, and 
to characterize the extent to which the uncertainty grows as the prediction horizon lengthens. 
Running ensembles across a grid of damage and mitigation parameters allowed us to investigate the impact of 
parameter assumptions and the variability in birth, death and energy use rates implicit in the UN data sets. Only 
under the most aggressive of mitigation rates (90% reduction in carbon intensity per unit energy by 2060) did a 
significant proportion of realizations result in Tpeak < 2 K. Even then the proportion of realizations under 2 K was 
somewhere between 30 and 60% (Figure 5a). The poverty indicator Ip was positive for nearly all realizations in an 
ensemble when climate damages were further away (e.g. not reaching 0.015 y-1 until Tpeak of 4 K or more. We 
recall that positive values of Ip denote a world where per-capita wealth is growing. Once damage rates approximated 
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those of GDP growth rates then the change in the proportion of realizations with Ip > 0 dropped off dramatically, 
creating a steep threshold separating a world where Ip > 0 across all birth, death and energy use assumptions from 
one where Ip < 0. When Ip < 0 the world falls into a poverty trap with fertility increasing as per-capita wealth falls.  
In this steep drop-off region we find that mitigation has the most impact, with mitigation rate determining whether 
60% or none of the realizations have Ip > 0, for example (Figure 5b). 
The combined picture showing the proportion of runs with Tpeak < 2 K and Ip > 0 shows that only the most 
aggressive mitigation coupled with gentle onset of damages allowed a significant proportion of realizations to meet 
the temperature and poverty criteria. Interestingly, if we ignore model runs for which population exceeds 10 billion 
in 2100 the proportion of model runs meeting these combined criteria lifts significantly (e.g. from 60% without the 
population limit to 80% with the population limit, assuming the most aggressive mitigation). And so we see how the 
model can allow us to consider the nature of the interacting trade-offs between temperature and poverty goals and 
population size. 
Similarly we can consider the trade-offs between temperature and poverty goals and per capita energy use. 
Within the model ensembles we can see the nature of the energy use assumptions that are consistent with 
realizations meeting both temperature and poverty criteria. Figure 6 shows clear tradeoffs between the damage 
proximity, mitigation rate and the level of energy use per capita that is possible. It suggests that high per capita 
energy use is only possible under very aggressive mitigation rates with mild onset of damages. When damages take 
effect at lower temperatures the allowable energy use per capita reduces significantly if dangerous climate change 
and poverty trap situations are to be avoided. 
4.3. Future directions 
We see three main future directions for this model. First, the question of how individual actions aggregate to 
global dynamics is an important one, and we’d like to test whether the dynamics of our simple global model match 
those emerging from a more complicated model that disaggregates to a smaller scale. In particular, we are interested 
in questions of wealth distribution (perhaps represented by national Gini coefficients) and regional differences in 
fertility, energy use and economic growth patterns. Second, the current model imposes only one limit on economic 
growth: climate, which is introduced through a climate damage function. In reality other resource limits are 
important (e.g. availability of water and arable land) and there are social limits too (e.g. extreme disparities in wealth 
trigger conflict and war). Furthermore, it may be important to represent capital infrastructure (especially energy and 
transport) as these are critical to reducing energy density and the long time lags in depreciating and replacing 
infrastructure become important limits. A third important consideration is urbanization, which empirically has a 
large negative impact on fertility.  By introducing other limits to the model we would be able to consider the 
interactions between different limits, and gauge the time scales on which they each become important. Finally, in its 
current form the model offers promise as an educational tool. It is simple enough that a general audience can 
understand its workings, and underlying assumptions can be altered and tested interactively. The model captures 
some of the key feedbacks considered to be important on a global scale, and a so offers an opportunity for exploring 
those feedbacks in a relatively quick and user-friendly way. Some of the outcomes of the model may not be 
immediately apparent to a general audience, for example the irreversibility of the decline in GDP per capita once Ip 
< 0. Furthermore, the links between delayed mitigation and the requirement for more stringent limits on energy use 
per capita may not be immediately apparent and the model allows exploration of such trade-offs. 
As noted in the introduction, the work presented here is limited to a parameter sensitivity analysis only, and does 
not consider model structural uncertainty. An important component of future work will be to pay greater attention to 
the uncertainty in the model structure itself. 
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5. Conclusion 
There are many benefits associated with the data-driven probabilistic approach used in this work. First, by 
representing the underlying data as probability distributions we acknowledged the variability in the data and made 
use of that variability rather than ignoring it. Second, by running ensembles of model runs we were able to 
propagate both the data variability and uncertainties in model structure and assess where model results were either 
sensitive or robust to this variability and uncertainty. Third, the model ensembles produced probability distributions 
that evolved over time, and these distributions were more informative than single trajectories through time, thus 
communicating an important concept: there is no single model ‘answer’ but rather a set of possibilities, some of 
which are more likely than others, and all of which are clearly conditional upon assumptions. 
By adopting this particular modeling framework we ascertained qualitative dynamics that may be instructive for 
interpreting more complicated integrated global models. For example, the existence of a steep boundary between 
‘poverty trap’ and ‘good life’ results is inevitable if damage rates begin to approximate the rate of economic growth; 
an obvious result but one that is useful to demonstrate and quantify. Within particular scenarios of damage and 
mitigation assumptions we noted patterns in population and energy that are instructive in informing trade-offs 
between population size, energy use per capita and environmental impact. We wish the stress that we do not believe 
such a naive model can provide accurate predictions, and we do not intend our results to be interpreted as such. 
Rather, the purpose was to seek qualitative insights (such as poverty trap and trade-off dynamics) that are relatively 
insensitive to a high degree of variability and uncertainty. 
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