As an important method for uncertainty modeling, Dempster-Shafer (DS) evidence theory has been widely applied in practical applications. However, the counter-intuitive results are often generated when fusing different sources of highly conflicting evidence with Dempster's combination rule. Several different methods for measuring the evidence conflict have been proposed. Nevertheless, these methods showed focus only on a single criterion to measure the conflicting evidence. Mono-criteria factor for the measurement of the conflict between evidence is, however, often unreliable and inaccuracy. Because various factors affect the degree of conflict between the evidence, such as imperfection, dissimilarity, disparity, and uncertainty. To address this issue, multiple criteria factors are utilized to measure the degree of conflict between the evidence in this paper. An improved analytic hierarchy process is proposed to determine the weights of each body of evidence by considering multiple criteria. Firstly, calculating the quantitative value of the evaluation index of each evidence under every criterion. The covariance matrix of the criterion layer is determined based on the covariance between the quantitative values of each criterion. Then, the pairwise comparison matrix of the criterion layer can be obtained by transforming the covariance matrix. Next, the variance among the quantitative values of each criterion is applied to construct the fuzzy preference relation matrix. The fuzzy preference relation matrix is used to replace the pairwise comparison matrix of the scheme layer. After that, the weight of the criterion layer and the scheme layer are combined to acquire the final weights of each evidence. Finally, the original evidence is modified with the final weights of the evidence before using Dempster's combination rule. Two numerical experiments are given to verify the efficiency of the proposed approach. The result shows that the proposed method is more efficient and feasible in managing the conflicting evidence than other approaches available in the literature described.
I. INTRODUCTION
In practical applications, data provided by a single sensor may not be enough to obtain the desired information of target recognition [1] , providing all the information of target estimation with multiple sensors is, therefore, often required. However, the data or information derived from multiple sensors could be uncertain or even conflicting. In the multi-sensor system, the difference in accuracy and antijamming ability of the sensor itself leads to the high conflict among sensors data. Till now, a number of theories have been presented about uncertainty modeling, such as probability theory [2] , DS evidence theory [3] , [4] , possibility theory [5] - [7] , fuzzy sets theory [8] - [11] and rough sets theory [12] - [14] and so The associate editor coordinating the review of this manuscript and approving it for publication was John Tadrous. on [15] . DS evidence theory was first proposed by Dempster in 1967 [4] and had been further popularized and developed by Shafer [16] . Since the development of DS evidence theory in the 1960s, it has been considered as a powerful tool to handle uncertainty information that is difficult to model in classical probability theory [17] . Furthermore, DS evidence theory can solve the problem that the classical probability theory cannot model for the uncertainty and imprecision. It has been widely applied in many regions, such as information fusion, decision analysis, fault diagnosis and so on [18] - [22] .
Dempster's combination rule is the core of DS evidence theory, which can combine evidence from multiple independent sources. When using Dempster's rule to be combined, it is necessary to ensure that all the bodies of evidence possess the same reliability; however, the condition is difficult to be satisfied in many practical applications. When the value of conflict between the evidence is small, Dempster's combination rule can obtain better fusion results. However, two results are generated when combining the highly conflicting evidence with Dempster's combination rule. One is come out of the counter-intuitive results, which are highlighted by the famous Zadeh paradox [23] . Another that the result after combining is reasonable, but it is not conducive to making decision [24] . To address this issue, many researchers have done a lot of research work and proposed several methods to modify the Dempster's combination rule to solve this problem. Some researchers believed that the counter-intuitive results are attributed to the combination rule, so they have paid attention to Dempster's combination rule and proposed some novel rules of combination [25] - [28] . Smets [29] proposed a transferable belief model on the premise of ensuring the complete reliability of the evidence, which reassigned the conflicting mass to an empty set and without the normalization process in his model. However, it is difficult to be satisfied completely reliable evidence in real applications. Lefevre et al. [30] proposed a unified belief function method for rules of combination, which assigns the conflicting information with proportionally to each focal element of involving the conflicts. When the high conflicting between the evidence, however, this method needs to take a greater risk. Yager [31] proposed a new method that cancels the normalization process and assigns the conflicting information to the unknown state. Because of assigning all conflicts information to the unknown state, the method is too sensitive to the disturbance of evidence and greatly increases the uncertainty of reasoning. Inagaki [32] combined Yager's method and Dempster's combination rule to introduce a conflict coefficient k. Nevertheless, the physical meaning of this coefficient is unclear and the combining result of the evidence is related to their order. Sun et al. [27] put forward to the credibility measure method between the evidence, which offsets the deficiencies for DS evidence theory and Yager's method. Those methods are valid when dealing with highly conflicting evidence, however, the commutativity and associativity do not satisfy.
Some researchers believed that there is no problem with Dempster's combination rule, and the reason leads to the counter-intuitive result is that the sources of evidence are unreliable, so that they modified the original evidence [33] - [36] . Murphy [37] first proposed the method that modify all the original evidence by using the simple arithmetic average before fusing the evidence with Dempster's combination rule. Deng et al. [38] modified Murphy's method, and presented the similarity measure method between two bodies of evidence by introducing the evidence distance, then the support degree for each body of evidence as a weighting factor to modify the original evidence. Yu et al. [39] defined a new evidence distance measure, which is called supporting probability distance to characterize the dissimilarity between two bodies of evidence, and the discounting factor of each body of evidence is obtained by using the dissimilarity between the evidence. However, they used a single criterion, which cannot accurately measure the conflict between two bodies of evidence. Burger [40] considered that conflict and distance are two different concepts, which cannot be interchanged. In order to overcome this deficiency, Liu et al. [41] presented to use both evidence distance and conflict coefficient to measure the dissimilarity among the evidence and take the dissimilarity of each body of evidence as discounting factor to discount the original evidence. An et al. [42] introduced the fuzzy reasoning mechanism into the similarity measure, and then using the degree of conflict and the uncertainty of the evidence to obtain the credibility of the evidence. Although they consider two criteria, these methods are only suitable for some special cases and cannot accurately measure various types of conflicts.
To overcome the disadvantages of the single criterion measure method, many researchers have studied the multi-criteria decision making method [43] - [46] . Frikha [47] proposed to use a multi-criteria method to measure the evidence conflict, and using multi-criteria aggregation method PROMETHEE II to obtain the weighting factor of each criterion. In this method, different criteria are defined based on various factors that affect the evidence conflict, so as to determine the discounting factors of each evidence. Sarabi-Jamab [48] introduced a multi-criteria method to evaluate the reliability factors, and defined a method to select a comprehensive set of criteria, which each criterion considers different aspects of the conflict of each evidence. According to a multi-criteria decision making method, the discounting factors of each evidence is acquired. Zhou et al. [49] established a multi-criteria fusion structure based on the criteria of the state of the sensor itself and the criteria of the consistency relationship with other sensors in the system. Multi-criteria is defined from different fusion levels to qualitatively improve the amount of information of multi-criteria. The weight of evidence is estimated by means of multiple performance indicators to reduce the subjectivity and contingency of decisionmaking. Silva and de Almeida [50] presented to use a multi-criteria method to measure the conflict within the body of evidence, for which the multi-criteria decision making method taken into account was ECTRE TRI. On modeling the problem, three conflict criteria are aggregated to effectively measuring the evidence conflicts.
In this paper, we use multiple criteria to comprehensively evaluate the degree of conflict between the evidence to resolve conflicts and imperfect data problems. Thus, a novel and comprehensive conflict measurement model is constructed. Many factors for the evidence such as uncertainty, imprecision, imperfection, dissimilarity, and disparity are comprehensively considered to capture different types of conflicts between the evidence. To comprehensive these criteria factors, an improved analytic hierarchy process method is proposed. Firstly, calculating the quantitative value of the evaluation index of each evidence under every criterion. The covariance matrix of the criterion layer is determined based on the covariance between the quantitative values of each criterion. Then, the pairwise comparison matrix of the criterion layer can be obtained by transforming the covariance matrix, and calculate the weights value in the criterion layer. Next, the variance among the quantitative value of each criterion is applied to construct the fuzzy preference relation matrix. The fuzzy preference relation matrix is used to replace the pairwise comparison matrix of the scheme layer, and calculate the weights value in the scheme layer. After that, the weights of the criterion layer and the scheme layer are combined to obtain the final weights of each evidence. Finally, the weighted average evidence is obtained by revising the original evidence with the weight of each evidence, and then it will be fused by using Dempster's combination rule. The effectiveness and rationality of the proposed method are illustrated through some numerical examples.
The structure of the paper is as follows. Section 2 introduces an inventory of the basic concepts in DS evidence theory. The conflict measurement method of the body of evidence in previous studies is presented and five criteria that affect the evidence conflict are provided in Section 3. The basic principle of analytic hierarchy process and fuzzy preference relation are given in Section 4. In Section 5, an improved analytic hierarchy process method is proposed. The process that using our proposed method to determine the weight of the evidence is illustrated through a numerical example in Section 6. Numerical examples and practical applications are given to verify the effectiveness and rationality of the proposed method, and the results of different methods are discussed in Section 7. Section 8 concludes and analyzes this paper.
II. DEMPSTER-SHAFER EVIDENCE THEORY
First, we briefly introduce DS evidence theory and related concepts in this section.
Definition 1: Frame of discernment Suppose = {F 1 , F 2 , · · · , F N } is a finite nonempty set of N pairs of mutually exclusive and exhaustive hypotheses, the set is called the frame of discernment. The set of all the possible subsets of composed of the power set denoted by 2 , which include 2 N elements.
Definition 2: Basic probability assignment (BPA) Suppose is a frame of discernment, the power set 2 in composed of the set 2 of propositions, ∀A ⊆ , A denotes any subset in frame of discernment . if the mass function is a mapping m from 2 to [0, 1], which satisfies the following conditions:
m is called as the basic probability assignment. m(A) is the basic probability number of the proposition A, which represents the degree of belief attributed exactly to proposition A [16] . If m(A) > 0, A is called the focal element of the basic probability assignment on . When subset A contain only one element, it's called a single focal element.
Definition 3 (Belief function):
Suppose that m is the basic probability assignment function on , A is any subset in 2 , if Bel: 2 → [0, 1] satisfies the following conditions:
Bel(A) is called a measure of total belief for a proposition A, which represents the total degree of belief for the proposition A and composes a lower limit function of the probability distribution for proposition A. For a single set proposition A, exists Bel(A) = m(A) and belief function satisfies:
Equation (4) can be understood as a constraint rule for the belief function. For any proposition A, the Dempster's combination rule can be used only if it meets the equation (4) .
Definition 4 (Plausibility function):
Suppose that m is the basic probability assignment function on , A is any subset in 2 , Pl: 2 → [0, 1] is defined as
Pl(A) can be viewed as the maximum amount of belief that could be potentially given to a proposition A, and constitute an upper limit function of the probability distribution of proposition A. The relations among the basic probability assignment, belief function and plausibility function are as follows:
where Bel(A) is the lower limit function of a proposition A and Pl(A) is the upper limit function of a proposition A.
Definition 5 (Belief interval):
Suppose Bel(A) and Pl(A) represent the degree of belief and plausibility of proposition A respectively, then [Bel(A), Pl(A)] is called the belief interval of proposition A. This is illustrated in Fig. 1 . 
Definition 6 (Dempster's Rule of Combination):
The orthogonal sum of evidence is the essence of the Dempster's combination rule.
Suppose that the basic probability assignment function for the body of evidence from two independent sources are m 1 and m 2 respectively, m is used to represent the new evidence VOLUME 8, 2020 after combining m 1 and m 2 . Dempster's rule of combination is defined as follows:
where k is the conflict coefficient, which is used to measure the degree of conflict between the focal elements of two bodies of evidence. The less conflicting between two bodies of evidence is, the smaller the value of conflict coefficient k will be. When k = 0, there is no conflict between the two bodies of evidence. When k = 1, the two bodies of evidence are absolutely in conflict, and the Dempster's combination rule cannot be used in this situation.
III. CONFLICT MEASUREMENT CRITERION
There are some conflicts between multiple sources of evidence because of the uncertainty and unreliability of sensor data. In the data fusion process, Dempster's combination rule ignores the conflict information between the evidence, and only emphasizes the consistency between the evidence. When there is high conflict between the evidence, the counterintuitive result will be generated in the fusion, and Dempster's combination rule is no longer applicable. To address this issue, it is necessary to determine how to quantitatively describe the degree of conflict between the evidence. Many different conflict measurement methods have been proposed. This section will analyze some classic conflict measurement methods.
A. ANALYSIS OF SEVERAL COMMON CONFLICT MEASURE MRTHODS
Initially, Shafer used the conflict coefficient k to describe the degree of conflict between the evidence [16] , which is simple and convenient to calculate. Conflict coefficient k describes the mutually exclusive of the focal element between the bodies of evidence, which is the degree of non-inclusion between focal elements. In some cases, the degree of conflict which is represented by the conflict coefficient k may be inconsistent with the reality or cannot be effectively measured the degree of conflict between the evidence. Two examples are illustrated these situations as follows: Example 1: Supposing that there are two independent bodies of evidence m 1 and m 2 in the frame of discernment = {A, B, C, D}, which is complete, their basic probability assignment are described as follows: The conflict coefficient k = 0.75 can be obtained through the calculation. According to the conflict analysis, the larger the k is, the greater the conflict between the evidence is. Therefore, there is a high conflict between two bodies of evidence m 1 and m 2 . In fact, these two bodies of evidence are the same that has no conflict. This is inconsistent with the intuitive analysis.
Example 2: Supposing that there are two basic probability assignments m 1 and m 2 in the frame of discernment = {θ 1 , θ 2 , θ 3 }, which is complete, and the two basic probability assignments are given as below:
The conflict coefficient k = 0 can be obtained through the calculation. According to the conflict analysis, there is no conflict between two bodies of evidence m 1 and m 2 . In fact, the two bodies of evidence are absolutely in conflict with each other, which is inconsistent with the real conflict representation. This example shows that the degree of conflict between the two bodies of evidence cannot use the conflict coefficient k to accurately measure.
Jousselme proposed a method to measure the evidence distance in vector space [51] , and used the evidence distance to represent the degree of conflict between the bodies of evidence.
Definition 7 (Jousselme Evidence Distance):
Supposing that there are two independent bodies of evidence m 1 and m 2 in the frame of discernment , the evidence distance between m 1 and m 2 is defined as:
where m 1 and m 2 are vector representations of two basic probability assignment functions. D is a coefficient matrix of 2 | | × 2 | | , whose element are D(A, B) = |A∩B| |A∪B| , A and B are elements in evidence m 1 and m 2 power set 2 respectively. | · | denotes the cardinality for the focal element. According to the definition of evidence distance, when two bodies of evidence are absolutely in conflict, the evidence distance between them is one, and if these two bodies of evidence are identical, the distance between them will be close to zero. Evidence distance can effectively measure the degree of conflict between the bodies of evidence, and can solve the problem that the conflict coefficient is inconsistent with the real representation. In some cases, an unreasonable situation will come out when using the evidence distance to measure the degree of conflict. In this example, we can note that m 1 supports the proposition A, m 2 and m 3 support the proposition C. Intuitive analysis shows that the similarity between two bodies of evidence m 2 and m 3 is larger than that between m 1 and m 2 , that is, the evidence distance between m 1 and m 2 is larger than that between m 2 and m 3 . According to equation (9), we can obtain that d(m 1 , m 2 ) = 0.3, d(m 2 , m 3 ) = 0.35, the calculated results are inconsistent with the intuitive analysis. Therefore, the degree of conflict between the evidence can not be accurately measured only by using the evidence distance.
Based on the Pignistic probability transformation function [52] , Liu [53] introduced the Pignistic probability distance to measure the degree of conflict between the evidence.
Definition 8 (Pignistic Probability transformation):
Supposing that m(A) is a basic probability assignment in the frame of discernment , the Pignistic probability transformation function BetP m is defined as follows:
where m(φ) = 1, |A| is the number of elements in set A. Definition 9 (Pignistic Probability Distance):
Supposing that there are two bodies of evidence m 1 and m 2 in the frame of discernment , BetP m 1 and BetP m 2 are their Pignistic probability transforms respectively, the Pignistic probability distance between m 1 and m 2 is defined as:
Pignistic probability distance describes the maximum of difference between two bodies of evidence for supporting a degree of different focal elements, and use the maximum of difference to characterize the degree of divergence between two bodies of evidence, so as to measure the degree of conflict between them. The greater the Pignistic probability distance, the greater the degree of conflict between the evidence. Pignistic probability distance can effectively measure the degree of conflict between two bodies of evidence, whereas it fails in some special cases.
Example 4: Supposing that there are three basic probability assignments m 1 , m 2 , and m 3 in the frame of discernment = {a, b, c} as follows:
The intuitive analysis shows that there exists conflict among the three bodies of evidence. According to equations (10) and (11) , the Pignistic probability distance between the three bodies of evidence is zero, which indicates that the three bodies of evidence have no conflict. In fact, the conflict between the three bodies of evidence is not zero. The calculated results go against the intuitive analysis. Therefore, only use the Pignistic probability distance cannot accurately measure the degree of conflict between the bodies of evidence.
B. SEVERAL CONFLICT MEASUREMENT CRITERION
Through the analysis of the previously mentioned conflict measure methods, we can note that only using a single criterion conflict measure method cannot effectively measure the conflict degree among the evidence, because the single criterion measurement method is not enough to reflect the reality. The degree of conflict at the same body of evidence under some measurement methods may be small, while under other measurement methods may be large. Therefore, it is necessary to use multiple criteria to measure the conflict degree for the evidence. In order to accurately measure the degree of conflict between the evidence, and evaluate their reliability more reasonably, we comprehensively consider several criterion factors that affect the conflict between the evidence, such as imperfection, dissimilarity, disparity, imprecision, and uncertainty. These criteria are described as follows.
1) NON-SPECIFICITY
The non-specificity of the evidence can be represented as the degree of imprecision of the evidence. In the DS evidence theory, multiple element subset represents an uncertainty. The larger the subset is, the less complete the belief distribution is, and the lower accuracy of the evidence becomes. Yager [54] proposed a method to measure the non-specificity of the body of evidence through research the imprecision of the body of evidence.
Definition 10: In the frame of discernment , for any body of evidence m i , the non-specificity can be expressed as:
As can be seen from equation (12), when all focal elements in the body of evidence are singletons, N (m i ) reaches its minimum (N (m i ) = 0), the belief assignment of focal elements in the evidence is certain. The maximum of N (m i ) is reached when the focal element in the evidence is complete set, that is, the belief assignment for the focal element is wholly uncertain, and the imprecision of the body of evidence is the lowest. The larger cardinality of the focal element in the subset is, the more imprecise the evidence becomes. At the same time, the lower the imprecision of the body of evidence is, the less the evidence conflict is. This measure method is used to evaluate the degree of imprecision of the evidence.
2) DISPARITY
The disparity among the bodies of evidence represents the difference of the basic probability assignment for each proposition in the evidence. The belief between focal elements with compatibility relation can be converted, and this is shown as mutual support between compatible focal elements. Yu et al. [39] proposed a method to represent the differences between two bodies of evidence by using supporting probability distance function, and provided a calculation method for the degree of mutual support of the focal elements in the evidence. This distance is represented by the maximal difference of supporting probability between two bodies of evidence. Then use the evidence distance to characterize the inconsistency among the bodies of evidence.
Definition 11: Supposing that there are two bodies of evidence m i and m j in the frame of discernment , the supporting probability distance between two bodies of evidence m i and m j is defined as follows:
where SPFE m is the supporting probability function.
This method can effectively measure the inconsistency among the bodies of evidence with multi-element subsets. Let us consider a set F of n bodies of evidence, F = {1, 2, · · · n}. For n bodies of evidence, we need to compute an average disparity for each body of evidence to represent the degree of inconsistency for each body of evidence. Thereafter, we can use the average inconsistencies for n − 1 bodies of evidence to express the inconsistency for one body of evidence m i . The average inconsistencies between one body of evidence i and the other n-1 bodies of evidence is calculated by using difSPFE(m i , m j )∀j = i as follows:
The smaller the supporting probability distance is, the lower the degree of inconsistency for the evidence is. When two bodies of evidence are identical, the supporting probability distance is zero, and the two bodies of evidence are consistent. The smaller the degree of inconsistency for the evidence is, the less the degree of conflict between the evidence is. This measurement method is, therefore, used to evaluate the inconsistency for the evidence.
3) DISSIMILARITY
Burger explained the relationship between conflicts and an-gles of evidence from a geometric perspective. Zhao et al. [55] combined the concept with Pignistic probability transformation and vector angle start from the perspective of vector space, proposed the evidence conflict measure function based on Pignistic vector angle, and used the sine value of vector angle between the evidence to represent the similarity between the evidence. This is an intermediate measure method related to distance and angle.
Definition 12: Supposing that there are two bodies of evidence m i and m j in the frame of discernment, BetP m 1 and BetP m 2 are their Pignistic probability transforms respectively, the conflict measure function of Pignistic vector angle is defined as:
This method can effectively represent the dissimilarity among the bodies of evidence. When the sine value of the vector angle between the evidence is larger, the degree of dissimilarity between them is higher. When two bodies of evidence are identical, the sine value between them is zero. If two different bodies of evidence have focal elements with no common objects, the sine value of the vector angle will be almost equal to one. In order to calculate the dissimilarity for a given body of evidence, we must compute the average dissimilarity for each body of evidence. Supposing that F be a set of n bodies of evidence, F = {1, 2, · · · n}. For n bodies of evidence, we can use the average dissimilarity for n-1 bodies of evidence to express the dissimilarity for one body of evidence m i . The average dissimilarity between one body of evidence i and other n-1 bodies of evidence can be represented through the average of diss(m i , m j ) for all j = i as follows:
The smaller the dissimilarity is, the less conflicting the evidence is. This measurement method is used to evaluate the dissimilarity of the evidence.
4) CONFLICT MEASUREMENT
In DS evidence theory, the classic conflict measurement method uses the conflict coefficient k to measure the conflict among the evidence. This method can effectively measure the global conflict between two bodies of evidence. Based on that, Ristic and Smets [56] defined another evidence conflict expression form, which is defined as follows:
Definition 13: Supposing that there are two bodies of evidence m i and m j in the frame of discernment , the conflict coefficient between two bodies of evidence is k, the conflict measurement between m i and m j can be expressed as follows:
The conflict conf(m i , m j ) between the evidence should be monotonically increasing with the conflict coefficient k. if two bodies of evidence m i and m j have no conflict, conf (m i , m j ) = 0. if two bodies of evidence are totally conflict with each other, conf(m i , m j ) = ∞. Suppose us consider a set F of n bodies of evidence, F = {1, 2, · · · n}. To determine the conflict for each body of evidence, we should quantify the conflict in each body of evidence. In order to calculate the conflicts of each body of evidence more effectively, the average basic probability assignment for all the bodies of evidence in F except i is introduced [37] , which is defined as follows:
m E is the average basic probability assignment of all the bodies of evidence in F except i. m E can be used as an estimation of the majority opinion. Comparing the given body of evidence m i with m E , we can compute the conflict for a given body of evidence, which is called conflict measure and denoted by conf(m i ) = conf (m i , m E ). The smaller the conflict measure is, the less the degree of conflict for the evidence is. This measurement method is used to evaluate the degree of conflict for the evidence.
5) UNCERTAINTY
The traditional method to measure the degree of uncertainty for the evidence is to use Shannon entropy [57] , which is defined in probability theory, rather than the method in the framework of the DS evidence theory, and it needs to be switched during the calculation. As show in Fig. 1 that uncertainty for the evidence is determined by uncertainty interval.
The uncertainty measurement method based on information entropy only takes into account the partial information of m(A), Bel(A), Pl(A), which greatly reduces the uncertainty measurement information and cannot represent the uncertainty information effectively. Yang and Han [58] proposed an uncertainty measurement method based on the average distance between the belief interval of each singleton, and the most uncertain case to characterize the wholly uncertainty degree of each evidence. According to the definition of belief interval, the most uncertain case is [0, 1] interval.
Definition14: In the frame of discernment = {θ 1 , θ 2 , · · · θ n }, suppose that the belief interval of evidence m i is [Bel(θ i ), Pl(θ i )], i = 1, 2, · · · n, for each singleton θ i . Using the distance between each [Bel(θ i ), Pl(θ i )] and [0, 1] to represent the uncertainty degree of the evidence, which is defined as (20) and (21), as shown at the bottom of this page.
For a given interval [Bel(θ i ), Pl(θ i )], if the belief interval is farther from the most uncertain case, then θ i has smaller uncertainty. If the belief interval is close to the most uncertain case, then θ i has greater uncertainty. The less uncertainty of the evidence is, the less the degree of conflict is. This measurement method is used to evaluate the uncertainty of the evidence.
IV. MULTIPLE CRITERIA DECISION MAKING METHOD
Five criteria that affect the degree of evidence conflict have been analyzed in the previous section. These criteria describe various factors that affect the degree of conflict between the evidence, and synthesize those factors can accurately measure the degree of conflict between the evidence. In fact, the contributions and preferences for each criterion of the evidence are different, even some criteria are contradictory to each other, that is, for the same body of evidence, some criteria consider the degree of conflict is small, while others think the degree of conflict is large. Therefore, we need to determine the weight of each evaluation criterion of each evidence so as to comprehensively evaluate the degree of conflict between each evidence. The multi-criteria decision method is usually used to determine the weights of each criterion. In this paper, we use analytic hierarchy process (AHP) and fuzzy preference relation theory to determine the weights of each criterion. AHP method and fuzzy preference relation theory are effective multi-criteria decision-making tools. These methods are described as follows.
A. AHP METHOD AHP method is a hierarchical weighting decision-making analysis method proposed by Sasty [59] , which is widely used in multi-criteria decision-making problems [60] . By using this method, decision-makers can decompose complex problems into several levels and factors. Then, conduct simple comparison and calculation among various factors to obtain weights of different schemes. Thereby, it provides a basis for the selection of the best method [61] . This approach combined the quantitative calculation with qualitative analysis, and then estimate the relative importance of the criteria based on the experience of decision-makers to measure the objective whether can be achieved, and reasonably give the weight of each criterion for each decision scheme. The steps of the AHP method are described as follows: 1) Construct a hierarchical structure model. It is necessary to first organize and layer design the problems, and construct a hierarchical structure model when applying the analytic hierarchy process to analyze the decision-making problems. According to their mutual relationship, the decision goal, decision criterion, and decision object are divided into the highest layer, the middle layer and the lowest layer. The highest layer is also called the goal layer, the middle layer is also called the criteria layer, and the lowest layer is also called the scheme layer. For the problems that described in this paper, the established hierarchical structure model as shown in Fig. 2 . 2) Construct the pairwise comparison matrix at each level.
Comparing each layer factor in pairs to establish the pairwise comparison matrix. Take two factors x i and x j TU
each time, and use a ij to represent the ratio of the influence for x i and x j on factor C, all the compa rison results are represented by a matrix A = (a ij ) n×n . A is called the pairwise comparison matrix. The ratio of the influence for x j and x i on factor C is a ji = 1/a ij . The element a ij of the pairwise comparison matrix A is given by Santy's 1-9 scale methods. 3) Single-level weight calculation and consistency test.
The relative importance weight of some factors are calculated by the pairwise comparison matrix A. Firstly, calculate the maximum eigenvalue λ max of the pairwise comparison matrix A, and then eigenvector ω corresponding to the maximum eigenvalue is normalized to acquire the relative importance weights. If the results are consistency, the elements of matrix A should also satisfy a ij a jk = a ik ∀i, j, k = 1, 2, · · · , n. N-order positive reciprocal matrix A is a consistency matrix if and only if it is maximum eigenvalue λ max = n. Therefore, we can test the pairwise comparison matrix A whether is a consistent matrix by judging λ max is equal to n or not. Consistency index CI is defined as follows:
Find the corresponding mean random consistency index RI. The consistency ratio CR is computed as follows:
When CR < 0.1, it can be considered that the inconsistency of the pairwise comparison matrix is aceptable. Otherwise, appropriate revises should be made to the pairwise comparison matrix. 4) Synthesize determines to yield overall weights and conduct to the consistency test. Through the previous step, we can get the weight of each factor that the criterion layer to the target layer, and the weight of each factor that the scheme layer to the criterion layer. Finally, we need to get the ranking weight of each scheme for the target in the scheme layer. Ultimate, the final results are tested for consistency. The traditional AHP method is to construct the pairwise comparison matrix through expert experience, and the decision-making result is easy to be affected by the subjective factors.
B. FUZZY PREFERENCE RELATION
Fuzzy preference relation is an effective tool to deal with decision-making problems, which is widely used in multiattribute decision-making problems [62] . In the decisionmaking process, decision-makers need to make a pairwise comparison for a set of schemes and give their preference information. Preference relation is a powerful tool for decision-makers to express their preference information, and help people to understand the preference information given by decision-makers when making decision.
1) FUZZY PREFERENCE RELATION THEORY
The information scale of fuzzy preference relation is evenly and symmetrically distribute in the interval [0, 1] with 0.5 as the center [63] . Suppose that X = {x 1 , x 2 , · · · , x n } is a given set of solutions. Fuzzy preference information p ij is obtained by pairwise comparison of any two schemes x i and x j in the scheme set X , so as to construct the fuzzy preference relation matrix P = (p ij ) n×n .
where i , j ∈ [1 n], P is the fuzzy preference relation matrix. For any i , j ∈ [1 n], there have 0 ≤ p ij ≤ 1, p ij +p ji = 1 and p ii = 0.5. p ij represents the relative importance for scheme x i to scheme x j . When the fuzzy preference relation matrix is used to make the decision, it needs to satisfy the consistency requirement. Therefore, Lee [64] proposed the concept of the order consistency for the fuzzy preference relation. The consistency matrixP = (p ij ) n×n is constructed by using the fuzzy preference relation matrix P, P = (p ij ) n×n . The calculation method is shown as follows:
1) For any i, j, k ∈ [1 n], there havep ik =p ij +p jk − 0.5, the matrixP has an acceptable consistency. Wherē p ij +p ji = 1 andp ii = 0.5. 2) For any i, j, k ∈ [1 n], ifp ij > 0.5 denoted that scheme x i is superior to scheme x j , namely x i > x j . 3) For any i, j, k ∈ [1 n], if 0 ≤p ij < 0.5 denoted that scheme x j is superior to scheme x i , namely x i < x j . 4) For any i, j, k ∈ [1 n], ifp ij = 0.5 denoted that scheme x i is equally important as scheme x j , namely x i = x j . Generally, the fuzzy preference relation matrix is given by experts through empirical judgment, which is larger subjectivity and difficult to meet the consistency requirements [65] .
V. OUR PROPOSED METHOD
Because the pairwise comparison matrices are constructed in a subjective, the weight determination process will be affected to the subjective influence. In order to overcome this disadvantages of traditional methods, in our work, we propose an improved AHP method based on traditional AHP method and fuzzy preference relation theory. According to the covariance between the quantitative value of each criterion, the pairwise comparison matrix of the criterion layer is constructed, and the weight of each criterion is determined. The variance among the quantitative values of each criterion Z. Deng, J. Wang: Multi-Sensor Data Fusion Based on Improved Analytic Hierarchy Process is used to construct the fuzzy preference relation matrix. Then we use the fuzzy preference relation matrix to replace the pairwise comparison matrix of the scheme layer to compute the weight of the scheme layer. After that, the weights of the criterion layer and the scheme layer are combined to get the weight of each evidence. Synthesizing these methods can remove the influence of subjectivity and reduce the impact on inconsistency.
A. DETERMINE THE WEIGHT OF THE CRITERION LAYER
Due to the complexity of objective things, it is difficult to construct the pairwise comparison matrix, and sometimes the constructed pairwise comparison matrix does not satisfy the consistency test. In this paper, with the help of statistics knowledge, the covariance between each criterion attribute is used to measure the relative importance for each criterion [66] . The larger the covariance between random variables, the less the information contained between random variables, and the smaller the independence between them. The method adopted in this paper based on the covariance matrix formed by the quantitative value of each criterion attribute. Through transformation calculation, the pairwise comparison matrix is obtained, and then the relative importance weight of each criterion attribute is acquired by solving the pairwise comparison matrix. The construction process of the pairwise comparison matrix is as follows.
1) Suppose that there are n criterion attributes, calculating the quantitative data of index value for each criterion attribute. 2) Calculate the covariance of each criterion attribute from the quantitative data. The definition of covariance in probability theory is as follows: Let X = {x 1 , x 2 , · · · , x n } and Y = {y 1 , y 2 , · · · , y n } are two random variables, µ x and µ y are the expectation of random variables X and Y respectively, the covariance Cov(X , Y ) between X and Y is defined as:
The essence of DS evidence theory is a generalization of probability theory. Therefore, equation (26) is also applied to DS evidence theory. According to the definition of covariance, we can calculate the covariance between criterion C i and C j , denoted by c ij , so as to obtain the covariance matrix C.
where c ij (i, j = 1, 2, · · · n) is the covariance of the i-th row and the j-th column, denotes the covariance between criterion i and criterion j, and there are c ij = c ji . When the covariance between the two criteria is negative, take its absolute value. 3) To transform the covariance matrix C, we take each column covariance c ij divided by the covariance c ii and the relative covariance matrix B is achieved. The advantage of this transformation is that a matrix with a main diagonal element of one can be obtained.
4) Construct the pairwise comparison matrix. The following method is used to transform to obtain the pairwise comparison matrix.
According to equation (29) , the relative covariance matrix is transformed into the pairwise comparison matrix.
1 a 12 · · · a 1n a 21 
The n-th root ω i of the product P i for each row is calculated from the product P i of each row.
Normalize ω i and get the weight of each criterion as follows:
6) Conduct consistency tests. After determining the we-ight of each criterion by analytic hierarchy process, it is necessary to test its consistency. When testing the consistency according to the steps for equations (22) and (23), the key point is how to determine the maximum eigenvalue λ max . Assume that the weight vector of the pairwise comparison matrix A is ω = (ω 1 , ω 2 , · · · ω n ), and using the weight vector ω right multiplied the pairwise comparison matrix A, the column vector Q = (q 1 , q 2 , · · · q n ) T of n order is obtained. According to the equation (34), we can obtain the maximum eigenvalue λ max .
The pairwise comparison matrix calculated by this method can overcome the influence of the human subjectivity. Besides, the calculation result is unique and conducive to making a correct decision.
B. DETERMINE THE WEIGHT OF THE SCHEME LAYER
To reduce the influence of subjectivity, the relative size of the variance between the attribute index values of each body of evidence under each measurement criteria is used as the element of a fuzzy preference relation matrix. The calculation process is as follows: 1) Compute the quantitative value of each body of evidence's attribute index under each criterion attribute, and calculate the corresponding variance V i . V i den-otes the variance between the attribute index values of the remaining n-1 bodies of evidence except the ith body of evidence. The larger V i is, the smaller the conflict degree of the body of evidence i to the system is, and the more important it becomes. 2) The fuzzy preference relation matrix element p ij is obtained based on the variance between the body of evidence's attribute, which is defined as follows: (36) where i , j ∈ [1 n], at this point, the larger p ij is, the greater preference for the body of evidence i is. The diagonal elements p ij = 0.5. The fuzzy preference relation matrix constructed by this method can solve the problem with subjectivity better. Based on the calculation of variance, the fuzzy preference relation matrix is easier to calculate, and the result is unique and certain. 3) Based on equation (25), we can construct the consistency matrixP from the fuzzy preference relation P. The diagonal elementsp ii = 0.5. Then we use the consistency matrixP to replace the pairwise comparison matrix of the scheme layer to compute the weight of the scheme layer. 4) Calculate the weight of the scheme layer. The weight of the scheme layer is calculated by using the degree of pros and cons for the scheme. In order to obtain the degree of pros and cons for the scheme, we give the concept of the scheme priority index, which is defined as follows:
r ij is the priority index that scheme x i is superior to scheme x j , R i = n j=1 r ij is the priority index of the scheme x i in the scheme set X . The weight of the scheme is calculated with the priority index R i for the scheme x i in the scheme set X .
Based on this weight calculation method, we can determine the weights of the scheme layer by solving the consistency fuzzy preference relation matrixP.
C. DETERMINE THE WEIGHT OF EACH EVIDENCE
Synthesizing the weights of the criterion layer to the target layer and the scheme layer to the criterion layer, we can obtain the weight of each evidence by the following equation:
where the ω(i) represents the weight of the criterion layer, and ω(m j ) represents the weight of the scheme layer.
VI. THE DETERMINATION OF MULTI-SOURCES EVIDENCE'S WEIGHT BASED ON MODIFIED AHP
Due to the different information collection ability and accuracy of the different sensors, the evidence provided by sensors is not has the same importance in the process of multi-sensor data fusion. Therefore, we need to determine the conflict degree for each evidence comprehensively, so as to get the importance and credibility for each evidence. In this paper, a modified AHP method to comprehensively determine the conflict degree for each evidence is proposed, so as to obtain the credibility of each evidence. The original evidence is weighted based on the credibility of each evidence to obtain the weighted average evidence. Then using Dempster's combination rule to combine the weighted average evidence. The implementation process of this method is described in detail through an example. Example 5: Supposing that there are three basic probability assignments m 1 , m 2 , and m 3 in the frame of discernment = {θ 1 , θ 2 , · · · , θ n } which is complete, are given as follows:
A. BUILDING A HIERARCHICAL STRUCTURE
In this section, we build a three-level hierarchy structure, taking the weight of the evidence as the target layer, and use the weight to represent the credibility of each evidence. Five criterion factors that affect the degree of conflict in the body of evidence are taken as the criterion layer, and n sources of evidence at the bottom of the hierarchy are regarded as the scheme layer to complete the target recognition. The hierarchical structure is shown in Fig. 2 .
B. DETERMINE THE WEIGHT OF CRITERION LAYER 1) CONSTRUCT THE PAIRWISE COMPARISON MATRIX
The pairwise comparison matrix is constructed by pairwise comparison of each criterion factor. The elements of the pairwise comparison matrix are determined by the covariance between the quantitative values of each criterion for each evidence. In our approach, we consider five criteria: C 1 : Non-specific measurement N (m i ); C 2 : Disparity measurement difS(m i ); C 3 : Dissimilarity measurement diss(m i );
We calculate the quantitative numerical of each evidence according to each criterion index using equations (12) , (15) , (17) , (18) , and (20) . The results are shown in Table 1 . The covariance between each criterion is calculated from the evaluation index value of each criterion of each evidence, and the covariance matrix C between each criterion is acquired. The results are presented in Table 2 . To transform the covariance matrix C, dividing each co-lumn element by the main diagonal element on the corresponding column, that is c ij /c ii . Then the relative covariance matrix B can be obtained. The results as shown in Table 3 . According to equation (29) , the relative covariance matrix is transformed to obtain the pairwise comparison matrix A. The results are displayed in Table 4 . The pairwise comparison matrix constructed based on the covariance between the criteria is uniquely determined, which solves the problem for different decision results due to different expert knowledge levels.
2) DETERMINE THE WEIGHT OF EACH CRITERION
Calculate the weight of each criterion based on the pairwise comparison matrix A. In the approach, the square root method is adopted to compute the weight of each criterion. According to the equations (31)- (33) , the weight of each criterion can be obtained, as shown in Table 5 .
After the weight of each criterion is determined, it is necessary to conduct the consistency test. The maximum eigenvalue of the pairwise comparison matrix A is calcula-ted according to equation (34) , and then the consistency ratio CR = 0 can be obtained by equations (22) and (23) . CR =0<0.1, that is, through the consistency test, we believe that the pairwise comparison matrix satisfies the consistency requirements.
C. DETERMINE THE WEIGHT OF SCHEME LAYER 1) CONSTRUCT THE FUZZY PREFERENCE RELATION MATRIX
The fuzzy preference relation matrix is determined by the variance between the evaluation indexes value for each evidence under each criterion. The determination method of fuzzy preference relation matrix is illustrated by an example of disparity measurement criterion C 2 . According to the disparity measurement criterion C 2 , the variance among the evaluation indexes of disparity for each evidence was calculated. The evidence m 1 is removed from. Then the variance between two bodies of evidence m 2 and m 3 is achieved, which is denoted by V 1 , that is V 1 = Var(m 2 , m 3 ) . Similarly, the variance for the evidence m 2 and m 3 is denoted as V 2 and V 3 respectively. Under the disparity measurement criterion, the variance of each evidence evaluation index is calculated as follows:
We can calculate each element of the fuzzy preference relation matrix P using equations (35) and (36) . The main diagonal element of matrix P is p 11 = p 22 = p 33 = 0.5. The calculation process of off-diagonal elements is shown as below.
0.004 0.004 + 0.0014 = 0.7407
0.004 0.004 + 0.01 = 0.2857 In the process of using the fuzzy preference relation matrix to make a decision, the fuzzy preference relation matrix requires to satisfy the best consistency. According to equation (25), we can construct the consistency fuzzy preference relation matrix P from the fuzzy preference relation matrix P. The main diagonal element of the matrix P isp 11 =p 22 = p 33 = 0.5. The calculation process of off-diagonal elements is shown below. According to the consistency fuzzy preference relation matrix P, we can determine the priority index of each evidence by using equation (37) . The priority indexes of the three bodies of evidence are: R 1 = 1.5, R 2 = 0.5, R 3 = 2.5. The weight of each body of evidence under the disparity measurement criterion is calculated by equation (38) .
The same method is utilized to compute the weight of each body of evidence under other criteria. The calculation results are shown in Table 6 .
The fuzzy preference relation matrix constructed by this method can satisfy the consistency requirement, the final result is uniquely determined and can effectively improve decision-making efficiency.
D. DETERMINE THE WEIGHT OF EACH BODY OF EVIDENCE
The weights of the criterion layer and the scheme layer are combined to obtain the final weights of each evidence. The weights of the three bodies of evidence in this example by using equation (39) can be obtained. The larger the weight of the body of evidence is, the less conflict degree for the body of evidence is, and the more credible it becomes.
E. THE WEIGHTED AVERAGE OF BODIES OF EVIDENCE
According to the weight of each body of evidence, the weighted average evidence can be obtained. Each body of evidence is weighted average according to the following calculation method.
ω(m i ) is the weight of the body of evidence, m i is the corresponding body of evidence, and n is the number of the evidence. According to equation (40) , the weighted average evidence in this example can be obtained as follows: The process of determining the weights of the evidence can be summarized as shown in Fig. 3 .
VII. EXPERIMENT ANALYSIS
In order to verify and analyze the reliability and effectiveness for the weight determination method, a numerical example and a simplified fault diagnosis problem are given in this section, and then a comparative analysis with some of the methods that are proposed by other researchers.
A. A NUMERICAL EXAMPLE
Example 6: Assume that there is a multi-sensor target recognition problem; each sensor can display the relevant data of the target type being detected. In the same frame of discernment = {θ 1 , θ 2 , θ 3 }, the system has collected the data information from five different types of sensors, and the basic probability distribution of each sensor reading is shown in Table 7 .
As can be seen from Table 7 , we can note that four sensors m 1 , m 2 , m 4 , m 5 assign most of the belief to θ 1 , while sensor m 3 gives its largest mass of belief to θ 2 . The sensor m 3 is highly in conflict with other sensor data. If directly use Dempster's combination rule, the result with large deviation will be achieved. The evaluation index values for each criterion of each body of evidence are given in Table 8 .
The covariance between each criterion is calculated by using the evaluation index value for each criterion of each evidence. The covariance matrix is constructed as shown in Table 9 . The covariance matrix C among each criterion is transformed to obtain the relative covariance matrix B among each criterion, as shown in Table 10 . The pairwise comparison matrix A between each criterion is obtained by calculating the relative covariance matrix B among each criterion, as shown in Table 11 .
According to the pairwise comparison matrix A, the square root method is adopted to calculate the weights of each criterion, which is shown in Table 12 . The results for the weight calculation are used to test the consistency of the pairwise comparison matrix. The consistency ratio of these eigenvectors is calculated as 0, less than 0.1, which means that the pairwise comparison matrix satisfies the consistency requirements.
The fuzzy preference relation matrix and the consistency fuzzy preference relation matrix are constructed from the variance between the evaluation indexes of each body of evidence under each criterion.
Under criterion C 1 , the fuzzy preference relation matrix P 1 and consistency fuzzy preference relation matrixP 1 of the body of evidence are: According to the consistency fuzzy preference relation matrix under each criterion, the weight of each body of evidence in the scheme layer can be obtained, as shown in Table 13 . The final weight of each evidence is achieved by synthesizing the weight of each criterion and the relative weight of each evidence under each criterion. The calculation results as shown in Table 14 .
It can be seen from Table 14 that the maximum weight of sensor m 1 is 0.3323, indicating that the information provided by the sensor m 1 is the most reliable. Because of the high conflict between the sensor m 3 and other sensors data, a small weight is given.
The weights of each evidence are used to calculate the weighted average evidence as follows:
Finally, using Dempster's rule to combine the weighted average evidence four times to obtain the final combination result. The combination results are presented in Table 15 and 
B. DISCUSSION
As the information is given by Table 15 and Fig. 4 , even though most of the evidence strongly support θ 1 , however, the result that combination of all evidence using Dempster's combination rule, θ 2 is strongly supported as the target while the target θ 1 is impossible to happen. This result is regarded as unreasonable because the majority of evidence assign most of their belief to target θ 1 and only one evidence assigns a large belief to target θ 2 . This undesired result reveals that VOLUME 8, 2020 Dempster's combination rule is risky to be applied to combine sources of evidence in a highly conflicting situation. In Yager's [31] rule, he assigned the conflict to the unknown domain m( ). In Table 15 , it can be observed that the belief value m( ) is greater than m(θ 1 ), m(θ 2 ), and m(θ 3 ), which is unbenefited to make the decision. However, Murphy's [37] method, Deng's [38] method, Liu's [41] method, Xiao's [67] method as well as our proposed method can generate reasonable results that recognize θ 1 as the target. It is noted that the combination results support the target θ 1 more than those obtained by other methods in our approach, as shown in Fig. 5 . Due to the fact that the presented method comprehensively considers multiple criterion factors of conflict, and the majority of those criteria are supported to evidence m 1 is the highest degree. Therefore, the weight attributed to the evidence m 1 is the highest, while the evidence m 1 supports the target θ 1 to a large extent. The multiple criteria is employed in the weight determination for the body of evidence decreases the weights for conflict evidence, thus assigning them less effect on the final combination results. Our referred method is more efficient to deal with conflicting evidence, and the combined results have a higher degree of support for the target θ 1 (m(θ 1 ) = 0.9798). In the process of determining the weight of the evidence, we have comprehensively considered five kinds of conflicts measurement criteria, which not only can completely and accurately measure the degree of conflict with various conflict types between the evidence, but also can decrease the weight of conflict evidence and the effects of unreliable evidence on combination results. Compared to other approaches, the proposed method can make the fusion results more accurate and reasonable even in high conflicting cases.
C. FAULT DIAGNOSIS PROBLEM
Example 7: Suppose that there are three different types of faults in some types of machine system, which constitutes the frame of discernment = {F 1 , F 2 , F 3 }. Fault diagnosis system using three sensors S = {S 1 , S 2 , S 3 }, which distributed in different locations to collect the faulty information, and the basic probability assignment function is utilized to model collect the fault information by sensors. The basic probability distribution of each sensor data is shown in Table 16 . m 1 , m 2 , and m 3 represent the basic probability assignment of sensor S 1 , S 2 and S 3 respectively.
The evaluation index values for each criterion of each body of evidence are given in Table 17 .
The covariance between each criterion is calculated by using the evaluation index value of each criterion of each body of evidence. The covariance matrix is constructed as shown in Table 18 . The covariance matrix C among each criterion is transformed to obtain the relative covariance matrix B among each criterion, as depicted in Table 19 . The pairwise comparison matrix A between each criterion is obtained by calculating the relative covariance matrix B among each criterion, in Table 20 . According to the pairwise comparison matrix A, the square root method is adopted to calculate the weights of each criterion, as shown in Table 21 . The resulting weight calculation are used to exam the consistency of the pairwise comparison matrix. We can calculate the consistency ratio of these eigenvectors is 0, less than 0.1, which means that the pairwise comparison matrix satisfies the consistency requirements.
Under criterion C 1 , the fuzzy preference relation matrix P 1 and consistency fuzzy preference relation matrixP 1 of the body of evidence are: In views of the consistency fuzzy preference relation matrix under each criterion, the weight of each body of evidence in the scheme layer can be obtained in Table 22 .
The final weight of each body of evidence is achieved by synthesizing the weight of each criterion and the relative weight of each evidence under each criterion. The calculation results are show as follows:
According to the calculation results, the maximum weight of sensor m 3 is 0.5296, indicating that the information provided by sensor m 3 has the highest credibility. Because of the high conflict between the sensor m 2 and other sensor data, a small weight is given. Such allocation results are consistent with human intuitive judgment. The sufficiency index µ(m) and importance index υ(m) parameters of the evidence in the application of fault diagnosis are obtained from the literature [42] are shown in Table 23 . The static reliability of the body of evidence can be calculated by using these parameters. The calculation formula is as follows:
w(SR) 1 = 1.0000 w(SR) 2 = 0.2040 w(SR) 3 = 1.0000
According to the static reliability and the dynamic reliability of the body of evidence, the final weight of the evidence m i is calculated as follows: Finally, we combine the weighted average evidence through Dempster's combination rule twice to obtain the final fusion result. The results presented by different methods are shown in Table 24 and Fig. 6 . 
D. DISCUSSION
From Table 24 , although most of the evidence are supported to fault type F 1 , since the second body of evidence has the highly conflicting, which makes the fusion result by using Dempster's method is supported to fault type F 2 . It leads to wrong decision results in practical applications. This indicates that Dempster's method cannot effectively handle the highly conflicting evidence, and even come out the counter-intuitive results. Our referred method diagnosed the fault type as F 1 , which is consistent with the Fan and Zuo's method [69] , Ma's method [68] , Yuan's method [70] , and Xiao's method [67] . When there are highly conflicting evidence, our proposed method and the above methods that Z. Deng, J. Wang: Multi-Sensor Data Fusion Based on Improved Analytic Hierarchy Process are mentioned in this article can effectively deal with the conflict evidence and obtain accurate fusion results. Additionally, we note that in our proposed method, the fusion result supports the fault type F 1 more than those obtained by Fan and Zuo's method, Ma's method, Yuan's method, and Xiao's method which as shown in Fig. 7 . On account of our proposed method comprehensively take into consideration multiple criteria of conflict measurement, and can accurately measure the degree of conflict between the evidence, while other methods only consider a single criterion or combine two criteria to measure the degree of conflict between the evidence, which is unreasonable and do not reflect real world situations. Because many factors are influencing the evidence conflict. These results show the effectiveness of the proposed method for the estimation of the weighting factor of the evidence. From analysis in the third section, it can be seen that only by accurately expressing the conflict degree between the evidence, more reasonable fusion results can be obtained. Therefore, our proposed method can effectively revise the conflict evidence, and it has the best performance with convergence and higher precision. It is more effective and superior than other methods in dealing with the high conflicting evidence.
VIII. CONCLUSION
Before conducting evidence fusion, it is impossible to accurately measure the degree of conflict between the evidence. However, the existing conflict measurement methods cannot precisely measure the degree of conflict between the evidence. They only considered a single factor that affects the evidence conflict or synthesized two aspects of factors, which do not reflect real-world situations and cannot comprehensively measure the degree of conflict between the evidence. In fact, evidence conflicts are affected by various factors such as disparity and dissimilarity between the bodies of evidence, as well as uncertainty and imperfection of the evidence themselves. After analyzing the limitation of the existing conflict measurement methods, this paper has considered these factors comprehensively. To aggregate these criteria factors, a modified AHP method is proposed. The pairwise comparison matrix of the criterion layer is constructed from the covariance between each criterion to determine the weight of the criterion layer. The variance among each criterion is used to establish the fuzzy preference relation matrix, which is applied to replace the pairwise comparison matrix of the scheme layer to calculate the weight in the scheme layer, and then combined their weights to get the final weight of each evidence. It makes the evaluation of weighting more precise and reasonable. According to the final weight of each evidence, the weighted average evidence is acquired by modifying the original evidence, and then combining the weighted average evidence through Dempster's combination rule to obtain the final fusion result. The improved AHP method has constructed the pairwise comparison matrix and fuzzy preference relation matrix through quantitative calculation, which can eliminate the subjectivity and reduce the inconsistency with people's intuition. Since our approach comprehensively take into account several criteria to measure the evidence conflict, it effectively solves the emergence of counter-intuitive behavior problem when using the classical Dempster's combination method to combine the highly conflicting evidence. A numerical example illustrates the effectiveness and feasibility of our proposed method in the case of high conflict. The obtained results in comparison with other methods in existing literature and show that our proposed method have the highest reliability. Besides, this work also has provided a fault diagnosis application to verify the accuracy and efficiency of our proposed method, the experimental results show clearly the potential interest of the proposed method for application copy with fault diagnose, and can make reasonable decision for the decision-making support system.
Considering the proposed method in this work can effectively deal with the conflicting evidence and overcome the problem existing in traditional methods, in future work, we intend to generalize this method to other uncertainty theories, such as fuzzy set theory, imprecise probabilities. In addition, we will also research the total uncertainty of evidence directly in the frame of discernment by using the idea of this method.
