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ABSTRACT 
Let A = [aij] be an m-by-n matrix. There is a natural way to associate a poset PA 
with A. Let xl,. . . , zm and yl,. . . , y, be disjoint sets of m and n elements, 
respectively, and define xi < yj if and only if aij # 0. The poset PA is the bipartite 
graph of A looked at as a poset, and is called a bipartite poset. The jump number of a 
poset is the minimum number of jumps in any linear extension of PA. (A jump in 
a linear extension of PA is a pair of consecutive elements which are incomparable in 
PA.) We investigate the jump number of bipartite posets and its relation to matrix 
structure. We also consider the maximum and minimum jump numbers of matrices of 
O’s and l’s with a constant number k of l’s in each row and column. 
1. INTRODUCTION 
Let P be a finite poset, and let ( P ) be the number of vertices in P. 
A chain C in P is a subposet of P which is a linear order. The length of 
the chain C is 1 C 1 - 1. A linear extension L of a poset P is a linear ordering 
x1, x2.. . . , x, of the elements of P such that xi < xj in P implies i < j. 
Let U(P) be the set of all linear extensions of P. E. Szpilrajn [8] showed that 
U(P) is not empty. Algorithmically, a linear extension L of P can be defined 
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as follows: 
1. Choose a minimal element xi in P. 
2. Given xl, x2,. . . , xi, choose a minimal element from P \ { x1, . . . , xi} 
and call this element xi+r. 
Let P, Q be two disjoint posets. The linear sum P @ Q of P and Q is the 
poseton PUQsuchthat x~yifandonlyif x,yePand x<yin Por 
x, yEQ and x < y in Q or xeP and YEQ. 
Throughout this section, L denotes an arbitrary linear extension of a poset 
P. Let a, b E P with a < b. Then b covers a, denoted a < b, provided that 
a < c < b implies that c = b. A (P, L) chain is a maximal sequence of 
elements zr, z2,. . . , zk such that zr < za < ** * < zk in both L and P. Let 
c(L) be the number of (P, L) chains. 
A consecutive pair (xi, T~+~) of elements in L is a jump (or setup) of P in 
L if xi is not comparable to xi+i in P. If xi c xi+l in P, then (xi, xi+r) is 
called a stair (or bump) of P in L. The jumps induce a decomposition 
L=C,@ * * * @ C, of L into (P, L) chains C,, . . . , C,, where m = c(L) and 
(max Ci, min Ci+,) is a jump of P in L for i = 1, . . . , m - 1. Let s( L, P) 
[b( L, P)] be the number of jumps [stairs] of P in L, and let s(P) [b(P)] be the 
minimum [maximum] of s( L, P) [b( L, P)] over all linear extensions L of P. 
The number s(P) is called the jump number of P, and the number b(P) is the 
stair number of P. We have 
s(P)+b(P)= IPI -1 (I) 
for every poset P. In particular, each of the jump number and stair number 
determines the other. If s( L, P) = s(P) [equivalently, b( L, P) = b(P)], then L 
is called an optimal linear extension of P. We denote the set of all optimal 
linear extensions of P by O(P). 
Let P* denote the dual of the poset P, that is, the poset obtained from P 
by reversing the order. If L is a linear extension of P, then its dual L* is a 
linear extension of P*. Moreover, there is a one-to-one correspondence 
between the jumps (the stairs) of P in L and the jumps (the stairs) of P* in 
L*. In particular, this implies that s(P) = s( P*). 
In Figure 1 there is given a partially ordered set and three of its linear 
extensions; the first and second linear extensions are optimal, but the third is 
not. 
Let o(P) be the maximal number of elements of an antichain (mutually 
incomparable elements) of P. Dilworth [3] showed that w(P) equals the 
minimum number of chains in a partition of P into chains. Since for any linear 
extension L of P the number of (P, L) h c ains is at least as large as the 
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FIG. 1. A partially ordered set and its linear extensions. 
minimum number of chains in a chain partition of P, it follows from Dilworth’s 
theorem that 
s(P) > w(P) - 1. (2) 
If equality holds in (2), then P is called a Dilworth poset or simply a D-poset. 
More discussion about D-posets is given in [4, 91. 
Let A = [aij] be an m-by-n matrix. There is a natural way to associate a 
poset PA with A. Let X = { ri, . . . , r,} and Y = ( yi, . . . , y,} be disjoint 
sets of m and n elements, respectively, and define xi < yj if and only if 
aij # 0. In PA x1,. . . , x, are minimal elements and yr, . . . , y, are maximal 
elements. If A # 0, then the maximum length of a chain is 1. The poset PA is 
the usual bipartite graph BG( A) of A with vertex set X U Y looked at as a 
poset, and is called a bipartite poset [the Hasse diagram of PA is BG( A) drawn 
with the y’s above the x’s]. We use s(A) for the jump number of PA instead 
of s(PJ. We also use b(A) for the stair number of PA. We have that 
(PA)* = PAr and hence 
s(A) = s(A’). (3) 
As is customary, we also use @ to denote the direct sum of matrices, and it 
follows easily that for matrices A and B, 
s(A @ B) = s(A) + s(B) + 1. (4) 
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A= x, 1 1 1 (5) 
x3 0 1’ 
x4 1 0 
then PA is the poset in Figure 1. Hence s(A) = 3, and an optimal linear 
extension of PA has two stairs. 
In the next section we obtain a normal form for any matrix which is 
motivated by consideration of the stair number b(A). We also characterize 
matrices whose stair number is 1 or 2. 
Let d(n, k) be the set of all (0,l) matrices of order n with k l’s in each 
row and column. In the remaining sections we consider the extremal values of 
the jump numbers of matrices in sP(n, k): 
m(n, k) = min{s(A): A~d(n, k)}, 
M(n, k) = max(s( A): A~d(n, k)}. 
These results have equivalent formulations in terms of stair number, but we 
choose to use the jump-number formulation because in poset theory jump 
number seems to be preferred over stair number. 
2. A NORMAL FORM 
Let A = [aij] be an m-by-n (0,l) matrix. Let PA be its associated poset 
with elements X U Y as defined earlier. We assume without loss of generality 
that A has no row or column of all 0’s. Let L be a linear extension of PA. 
Then L determines an ordered partition of X U Y into nonempty sets 
whereforeach i= l,..., k the elements of Xi come before those of Yi in L 
andforeachj= l,..., k - 1 the elements of Yj come before those of Xj+r. 
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The number of jumps of PA in L is at least m + n - 1 - k, because the only 
possible stairs are of the form (x, y) where x is the last element of some Xi 
and y is the first element of Yi. Such a pair however need not be a stair. 
Since L is a linear extension of PA, it follows that there are permutation 
matrices R and S such that RAS has the block triangular form 
The stairs of PA in L correspond to l’s, if present, in the lower left corner of 
the Aii’s. For ease of language we also refer to these l’s as the stairs of PA in 
L. We call (6) the L-block (triangular) form of A. Any block triangular matrix 
that results from A by permuting rows and columns is an L-block form of A 
for some linear extension L of PA. 
For example, let 
and let L be the linear extension xi, x2, yl. yZ of PA. Then the L-block form 
of A is A itself (i.e., there is only one block). Moreover, PA has no stairs in L, 
since the lower left entry of A equals 0. 
We now show that there is an optimal linear extension of PA for which the 
matrices Aii in (6) have no 0’s. The p-by-9 matrix of all l’s is denoted by Jp, y. 
If p = 9, then we abbreviate this to Jr. Sometimes we simply use J to denote 
an all-l’s matrix of an appropriate or undetermined size. We use similar 
conventions for zero matrices with 0 replacing J. 
LEMMA 2.1. Let A be a (0, 1) matrix with stair 
the rows and columns of A can be permuted to obtain 
J 0 
[ 1 a, b 0 0’ 
number b( A) = 1. Then 
(7) 
Proof. We claim that all nonzero columns of A are identical, from 
which the lemma follows. Suppose to the contrary that A has at least two 
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Let there be p l’s in the first column and 9 l’s in the second column beyond 
the l’s in the first column. Then 
Xl,. . . ) XP’ y1, xp+l,. f * > xp+q’ Y2> Xp+q+l, . * . ’ xm, Y3’. . . ’ Yn 
is a linear extension of PA with at least two stairs, contradicting our assumption 
that b(A) = 1. n 
THEOREM 2.2. Let A be a (0,l) matrix with no zero row or column. Let 
b(A) = p. Then there exist permutation matrices R and S and integers 
ml,..., mp and nl, . . . , np such that RAS equals 
A 12 
I 9. n2 
0 
. . . A 1P 





Proof. Let L be an optimal linear extension of PA with p stairs. We may 
assume that A already has L-block form (6) of order k. The number of stairs 
equals the number of matrices Aii with a 1 in their lower left comer. 
In particular we have p < k. If some Aii = 0, then we may repartition 
and get the form (6) with k replaced by k - 1. Suppose that Aii # 
0 and the entry in the lower left comer of Aii equals 0. The poset 
PA,, has a linear extension with at least one stair, and this implies that there is 
a linear extension of PA with at least p + 1 stairs, contradicting the optimal- 
ity of L. Hence we may now assume that the entry in the lower left 
comer of each Aji equals 1, and hence that p = k. By Lemma 2.1 we may 
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assume that each Aii has the form (7) for some positive integers a and b. We 
now rearrange the rows and columns of A to obtain 
Suppose that B is a nonvacuous matrix. Since A has no zero rows or 
columns, B # 0, and hence there is a linear extension of PB with at least one 
stair, contradicting b(A) = p. Hence B is vacuous. If B has rows but no 
columns, then A has a row of all O’s, which is contrary to assumption. Hence 
(9) has the form 
A,, *** AI, &,+I 
0 I,,,,, *-* A2, Az.,+I : .. : : 6 0 - . *’ I,,,:.“,, &‘,+I 1. (10) 
The matrix 
BP = [ Ju,>+ A,. ,+,I 
has only one stair in any optimal linear extension; otherwise we contradict 
b(A) = p. Hence by Lemma 2.1 each nonzero column of B, contains only 1’s. 
We may include the nonzero columns of A, p+l with J,, and hence assume 
that A,,,, = 0. We exchange the pth column of blo&sul’with the ( p + l)th 
column of blocks and consider the matrix 
B p-l = 1 
J f&I.~p-I A p-l,p+l . 1 
Using Lemma 2.1 again, we see that each nonzero column of BP_ 1 contains 
only 1’s. Continuing like this and using the assumption that A has no zero 
columns, we obtain the form (8). n 
A matrix (8) satisfying the conclusions of Theorem 2.2 is called a normal 
form of A (relative to stair number). Let A be the matrix given in (5) with 
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which is a normal form of A. On the other hand we may permute the rows 
and columns of A to get 1 1 
1 0 [+I 0 1’ 0 1 
which is a different normal form of A. Hence a matrix does not in general 
have a unique normal form. 
Before continuing we make the following observation. An m-by-n (0,l) 
matrix can also be regarded as the vertex-edge incidence matrix of a hyper- 
graph Z with a set X = { xi, . . . , xm} of m vertices and a family of n edges 
(subsets of the vertices) E,, . . . , E,. A cover is a collection of edges Ei,, . . . , Eik 
such that Eil U ** - U Eik = X. The minimum number of edges in a cover is 
called the covering number of the hypergraph. If E, U *. * U E, = X (that is, 
if each vertex is in at least one edge), then the covering number of 3ip equals 
the stair number b( PA) of PA. (This is 
number and is quite obvious from the 
Let A, and A, be (0,l) matrices. 
of A, and A, to be the matrix 
A,TA, = 
a consequence of the definition of stair 
normal form given in Theorem 2.2.) 
Then we define the oblique direct sum 
Matrices with no linear extension having more than two stairs can also be 
characterized. The assumption in the next theorem that A has no rows or 
columns consisting of all O’s or all l’s involves no essential loss of generality. 
THEOREM 2.3. Let A be a (0, 1) matrix huuing no rows or columns 
consisting of all O’s or all 1’s. Then b(A) = 2 if and only if the rows and 
columns of A can be permuted to giue an oblique direct sum 
of zero matrices. 
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Proof. Assume that b(A) = 2. We may assume that A is in normal form 
If X = 0 then we are done. Assume that X # 0. Let the largest number of 
stairs in a linear extension of Px be 9. The assumptions imply that 9 = 1 or 2. 
Suppose that 9 = 1. Then by Lemma 2.1 we may assume that X has the form 
(7). If all four matrices in (7) are nonvacuous, then we contradict b(A) = 2. 
Otherwise we contradict our assumption that A. has no rows or columns of all 
1’s. Thus 9 = 2. Inductively, except for some possible zero rows and columns, 
X is the oblique direct sum of at least two zero matrices. But if X has either a 
zero row or a zero column, we contradict b(A) = 2. Hence X has no zero 
rows or columns, and it follows that A can be permuted to an oblique direct 
sum of zero matrices. The converse is obvious. n 
3. PROPERTIES OF M( n, k) AND m(n, k) 
In this section we investigate some of the basic properties of the minimum 
[ m( n, k)] and the maximum [ M( n, k)] jump number of matrices in & (n, k). As 
usual, I,, denotes the identity matrix of order n. The matrix P,, is the 
permutation matrix of order n with l’s in positions (2, l), . . . , (n, n - l), (1, n). 
The minimum jump number is easy to compute. 
THEOREM 3.1. Zf 1 < k < n, then 
m(n, k) = n + k - 2. 
Proof. Let A be a matrix in &‘( n, k), and L be a linear extension of PA. 
We may assume that A is in L-block form (6). Since A has k l’s in each 
column, the first stair occurs in row k or later. Hence there are at most 
n - (k - 1) stairs, and hence s( A) > 2 n - [n - (k - l)] - 1 = n + k - 2. 
To complete the proof we show that there exists a matrix A which satisfies 
s(A) = n + k - 2. Let A be the circulant matrix 
1, + P, + --- +p,k-1. 
Then A has a block triangular form (6) with n - k + 1 diagonal blocks with 
the first block equal to Jk, Ir the last block equal to J1, k, and all others equal to 
J 1, 1, The corresponding linear extension has n - k + 1 stairs, and hence 
s(A)=n+k- 2. Therefore m(n, k) = n + k - 2. w 
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The determination of the maximum jump number is much more difficult, 
and we can only offer some partial results. 
THEOREM 3.2. Zf 1 < k < n, then 
M(n,k)<Zn-l- p. [ 1 
Proof. Let A be any matrix in d(n, k), and let s(A) = 2n - 1 - p. By 
Theorem 2.2 we may assume that A has the form (8). Then 
m, + m2 + **f +m, = n, 
where each m, satisfies mi < k, and hence pk > n. 
COROLLARY 3.3. Zf n - k 1 n, then M(n, k) = 2n - 3. 
Proof. Since n - k 1 n, we have [n/k] = 2. So by Theorem 3.2, 
M(n, k) < 2n - 3. Let 
Since each pair of unequal columns has at least one 1 in every row, no linear 
extension of PA can give more than two stairs. Hence s(A) = 2n - 3, and the 
theorem follows. n 
THEOREM 3.4. Let n and k be integers, and let n = m (mod k). If k 1 n or 
m 1 k, then 
M(n,k)=2n-l- 1 . 
I 1 
Proof. By Theorem 3.2 it suffices to show that there exists a matrix A in 
Icp (n, k) whose jump number equals the stated value for M( n, k). If k 1 n, let 
A = Jk @ 1.. @ lk (n/k]k’S). Now assume that k 1 n and ml k. Let 
where there are 1 n/k] - 2 Ik’s and (k/m) + 1 0,‘s. Using (4), Corollary 3.3, 
and the first part of the current theorem, we see that s(A) = 2n - 1 - [ n/k] . 
n 
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It follows trivially that M(n, 1) = n - 1 (see also Theorem 3.2). 




COROLLARY 3.6. If9 > 1, then 
M(qk + 1,k) = 2qk - 9. 
THEOREM 3.7. Suppose that k < n < 2k and (n - k) 1 n. Then 
M(n, k) < 2n - 4. 
Proof. By Theorem 3.4 it suffices to show that there does not exist a 
matrix A in d( n, k) with s(A) = 2n - 3. Suppose to the contrary that there 
exists a matrix A such that every linear extension of PA has at most two stairs. 
By Theorem 2.3 the rows and columns of A can be permuted to obtain an 
oblique direct sum 
for suitable zero matrices 0. Since A is in &‘( n, k), all these zero matrices 
must be square of order n - k. But this implies that n - k 1 n, which is a 
contradiction. n 
We believe that the assumption k < n < 2 k and n - k 1 k in Theorem 3.7 
can be replaced by the weaker assumptions that k 1 n and (n mod k) ! k. 
CONJECTURE 3.8. If k t n and (n mod k) j k, then 
M(n,k)<2n-l- i. 
I 1 
We clearly have M(n, n - 1) = 2n - 3 (see also Corollary 3.3). For 
k = n - 2 we get the following. 
COROLLARY 3.9. Zfn 2 3, then 
M(n,n-2) = 
2n - 3 ifniseven, 
2n - 4 ifnisodd. 
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Proof If n is even, the conclusion follows by Corollary 3.3. Now suppose 
that n is odd. Then by Theorem 3.7, M(n, n - 2) < 2n - 4. Hence it sufices 
to construct a matrix A in d( n, k) such that s(A) > 2n - 4. Let 
in which there are (n - 3)/2Os’s. Then every set of three columns of A 
contains a 1 in each row, implying that there is no linear extension of PA with 
four stairs. Hence s(A) > 2n - 4. m 
We now prove a general theorem about M(n, k). 
THEOREM 3.10. Every matrix in d(qk - 1, k) where k > 3 and q > 2 
has a linear extension with at least q + 1 stairs. 
Proof. Every matrix A in d(qk - 1, k) has a linear extension of PA with 
at least q stairs. Suppose there exists a matrix A with q stairs having no linear 
extension with q + 1 stairs. After permuting rows and columns we may 
assume that A has the form 
(11) 
where C is a 2 k - I-by-2 matrix with k l’s in each column (and hence the 
two columns of C have l’s in exactly one common row). By Lemma 2.1 
the nonzero columns of the matrix 
[ J&,1 Ad,] 
contain only l’s, and hence after permutations the matrix equals 
Arguing inductively, we see that after permutations A has the form 
JUMP NUMBER OF POSETS 273 
where C’is in z?(2k - 1, k) an cl every linear extension of PC has at most two 
stairs. This implies that each pair of columns of C’ has l’s in exactly one 
common row, that is, 
C’rC’ = (k - l)lzk_l +J2k_I. 
It follows that C’ is the incidence matrix of a projective plane (61 of order 
k - 1 and hence 2k - 1 = (k - 1)2 + (k - 1) + 1, contradicting k 2 3. We 
conclude that every matrix in d(9k - 1, k) has a linear extension with at least 
9 + 1 stairs. 1 
COROLLARY 3.11. Ifk>3 andq>2, then 
M(qk - 1, k) < 29k - 9 - 4. 
COROLLARY 3.12. Let n = a (mod 3), where a = 0, 1, or 2. Then 
M(n,3) =2n - 1 - s -a. 
i J 
Proof. If a = 0 or 1, then the corollary is a consequence of Theorem 3.4. 
Suppose a = 2. Then by Corollary 3.11, it suffkes to exhibit a matrix in 
d(n, 3) whose jump number attains the bound given. Such a matrix 
is I3 @ **. @ J3 e (&g02) ([n/3] - 1 13’s). n 
We can also evaluate M(n, 4) for all n > 4. 
COROLLARY 3.13. 
M(n,4) =2n- 1 - f -a, 
I 1 
where a = 1 if 4 ] n - 3 and 0 otherwise. 
Proof. If 12 = 49, 49 + 1, or 49 + 2, then the result follows by Theorem 
3.4. Suppose that n = 49 + 3. Then by Corollary 3.11, M(49 + 3,4) 6 




B= 1 1 0 10 0 1 
0010111 
0010111 
-0 0 0 1 1 1 1 
(12) 
Then s(A) = 79 + 3 and hence M(49 + 3,4) = 79 + 3. n 
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If n 2 2 k, then clearly M(n, k) 2 2k - 1 + M(n - k, k). Indeed, we 
conjecture that equality holds. 
CONJECTURE 3.14. Suppose n > 2k. Let A E &(n, k) satisfy s(A) = 
M(n, k). Then there exist B E &(n - k, k) such that A is permutation 
equivalent to Jk ED B where s(B) = M( n - k, k). 
THEOREM 3.15. Zfk 3 1, then 
Proof. by Theorem 3.2, we get M(2 k + 2, k) < 4 k. If k is even, let 
A =JI, e (O,z... z 0,) [(k /2) + 1 Oz’s]. Then a( A) = 4k. 
Now suppose k is odd. The matrix 
in which there are (k - 1)/2 Oz’s, is in d (n, k), and s( A) = 4 k - 1. Thus it 
remains to show that for every matrix A in d (n, k), PA has a linear extension 
with at least four stairs. Suppose to the contrary that there exists an A for 
which we can only get three stairs. We may assume A is in the normal form 
I k,k+2-q ’ Y 
0 Jw z . 
0 0 lk+2-p,k 1 
The submatrix 
I P. Q Z 
o Jk+B-p,k 1 (13) 
of A formed by the four blocks in the lower right cannot have any rows of all 
l’s (because otherwise not every row sum would equal k) and cannot have any 
columns of all l’s (because otherwise A would have at most 2 k rows). It also 
cannot have more than two stairs. Hence by Theorem 2.3, (13) is the oblique 
sum of two or more zero matrices. It follows that Z is the oblique direct sum 
of one or more zero matrices; since all the row sums of A equal k, each of 
these zero matrices has 4 columns, and hence o divides k. Let the zero 
matrices in this oblique direct sum be denoted by Opi, q (i > 1). Similar 
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arguments applied to the matrix 
lk, k+2-q X 
0 Jp,q I 
show that X is the oblique sum of one or more zero matrices each of which 
has p rows, and p divides k. Let these zero matrices be denoted by OP, q, 
We now consider the matrix Y in the upper right corner of A. Each 
column sum of Y is at most p - 2. Since we can only achieve three stairs in 
A, we can achieve at most three stairs in Y. First suppose that Y has no zero 
rows. Then, considering the normal form of Y, we see that 
3( p - 2) > k; 
k 
equivalently, pd3+2. 
Since p divides k and k is odd, we now conclude that p = k, and this implies 
that X = 0. 
If a zero row of Y is opposite one of the zero matrices OP,q, then all the 
rows of Y opposite O,,, are zero rows. Now suppose that Y has zero rows 
opposite only one OP q ,’ say OP, y,. ’ J We then consider the column-permuted 
submatrix 
[y xl 
of A. This matrix can achieve at most three stairs, and hence Y can achieve at 
most two stairs. In this case we see that 
2( P - 2) 2 k - p; 
> k+4 
equivalently, p , - 
3 ’ 
implying as above that p = k and X = 0. If Y has zero rows opposite two or 
more of the zero matrices Or, q, then Y can achieve at most one stair. If Y is 
not a zero matrix, then it follows from Lemma 2.1 that some column sum of Y 
is at least p and hence some column sum of A is at least p + (k + 2 - p) = 
k + 2, a contradiction. Hence in this case Y = 0. But Y = 0 implies that all 
pi = 2 and hence p is even. Since p divides k and k is odd, this is a 
contradiction. Hence either X = 0 or we have a-contradiction. 
In a similar way, by considering AT we conclude that either 2 = 0 or we 
have a contradiction. Hence we may now assume that X and Z are zero 
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matrices. But this now implies that p = 4 = k, and that Y is in &(k, k - 2). 
By Corollary 3.9 we can achieve at least three stairs in Y and hence at 
least four stairs in A. n 
We now make the following observation. Suppose that k < n < 2 k. If A 
in d(k,2k - ) n satisfies s(A) = M(k, 2 k - n), then one might conjecture 
that 
s(A~O~_~) = hf(nJ). 
But this turns out to be false. For example, let n = 7 and k = 4, and let B be 
the matrix in (12). Then s( I4 z 0,) < s(B) = M(7,4). 
In Theorem 3.15 we determined the maximum jump number of matrices 
in d(2k, k - 1). Also, the maximum jump number of matrices in 4(2 k + 
1, k) follows as a special case of Corollary 3.6. We now turn to investigating 
the maximum jump number for the classes d (2 k, k + 1) and Sp (2 k + 1, k + 
1). It seems to be more difficult to determine the actual maximum jump 
numbers in these cases, and we only obtain lower bounds. First we prove a 
lemma about the stair number of an oblique direct sum. 
LEMMA 3.16. Let A and B be (0,l) matrices, and assume that either (i) 
b(A) > b(B), b(A) 2 2, and A has no zero column, or (ii) b(A) = b(B) >, 2 
and neither A nor B has a zero column. Then 
b(AgB) = b(A). 
Proof. Let C = A z B, and let the number of columns of A and B be nl 
and n2, respectively. First assume that (i) holds. Suppose there is a linear 
extension of PC with more than two stairs. Then all of the stairs lie within the 
first n, columns of C or all lie within the last n2 columns. There can be at 
most b(B) + 1 stairs in the last nz columns of C, and since A has no zero 
columns, there can be at most b(A) stairs in the first nl columns. Since 
b(A) > 2, it follows that b(C) = b(A). C ase (ii) is argued in a similar way. n 
The next lemma is a well-known theorem about the existence of matrices 
of nonnegative integral matrices (see e.g. Mirsky [5]). 
LEMMA 3.17. Let C = [cij] be an m-by-n nonnegative integral matrix, 
and let R = (rlr . . . , rm) and S = ( sl, . . . , sn) be nonnegative integral vectors 
with r1 + *** +r,,, = s1 + *.* +s,. Then there exists an m-by-n nonnegative 
integral matrix A = [aij] with row-sum vector R and column-sum vector S such 
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that aij < cij for all i and j zfand only if 
for all I E { 1, . . . , m} and all J c { 1, . . . , n}. 
LEMMA 3.18. Letd= Iv%]. Th ere exist a matrix A E d (2 k + 1, k + 1) 
of the form 
(14) 
where Al is a square matrix of order d and matrix B has exactly one 1 in each 
column. 
Proof. It suffices to show that there exist nonnegative integers rI,. . . , rd 
such that rl + * * * +rd = k and there exists a (0, 1) matrix A, with row and 
column sum vector equal to (d - rl, . . . , d - rd) [equivalently, the existence 
of a (0,l) matrix with row and column sum vector equal to (rl, . . . , rd)]. But 
such a matrix is easily shown to exist by Lemma 3.17. n 
The following lemma shows that the matrix A, in Lemma 3.18 cannot 
have a smaller order. 
LEMMA 3.19. Let n 2 3, k = 1 n /2j, and d = [ Jr;1 . There does not exist 
a matrix in d(n, k + 1) of the form 
A, * * 
I 1 * * 0 * 0 * (15) 
where A 1 is a square matrix of order d - 1. 
Proof. The assumptions imply that n = 2 k + 1 or n = 2 k. We prove the 
theorem under the assumption that n = 2 k + 1. The case that n = 2 k is 
proved in a similar way. 
Suppose n = 2 k + 1. Let the zero matrices in (15) have sizes 2 k + 1 - a 
by 2k + 1 - b and 2 k + 1 - b by 2k + 1 - a, respectively, where a and b 
are nonnegative integers satisfying a + b = 2 k + d, a 2 k + 1, and b 2 k + 
1. These conditions imply that a, b Q k + d - 1. It suffices to show that for 
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Z = J = {d, d + 1,. . . ,2 k + l}, the inequality in Lemma 3.17 is not satisfied, 
that is, that 
(a - d + 1)’ + (b - d + 1)” < (k + 1)(2k + 3 - 2d). 
Sinceb-d+1=2k+l_a,weget 
2k2 + (2d - 4a)k + (2a2 - 2ud - 1) < k - d’. 
Thus we need to show that 
2(u - k)(u - k - d) <k - d2 for k+l<u<k+d-1. 
Letf(u) = 2(u - k)(u - k - d). Since d = [ v’k], we have k = (d - 1)2 + p 
where 1 <p Q 2d - 1. So k - 1 = (d - 1)2 + p - 1 > (d - 1)2, and 2 - 
2d f k - d2. Since f(k + 1) = f(k + d - 1) = 2 - 2 d < k - d2, we have 
f(u) < k - d2 for k + 1 < a < k + d - 1. n 
We now obtain a lower bound on M(2 k + 1, k + 1). 
THEOREM 3.20. 
M(2k + 1, k + 1) 2 4k - [&I. 
PT-oaf. Let d = [ ~51, and let A be the matrix (14) whose existence is 
guaranteed by Lemma 3.18. The matrix B has exactly one 1 in each column, 
and it is easily seen that we can achieve d + 1 stairs in A. We show that a 
larger number of stairs in A is impossible, implying that b(A) = d + 1 and 
hence s(A) = 4k -[&I. Th is is clear, because if a stair occurs in the last 
block of columns, then the fact that B has exactly one 1 in each column 
implies that there are at most d other stairs. Otherwise the stairs all occur in 
the first two blocks of columns and the structure of those columns again 
implies that at most d + 1 stairs are possible for A. Hence b(A) = d + 1, and 
the theorem follows. a 
In fact, we believe that equality holds in Theorem 3.20: 
CONJECTURE 3.21. 
M(2k+l,k+1)=4k- [v&l. 
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COROLLARY 3.22. Ifk>3andq>2,then 
2qk-q- 1-1 -z<.M(qk-l,k)<2qk-q-4. 
Proof. The inequalities follow from Corollary 3.11 and Theorem 3.20. n 
For the classes 4(2 k, k + 1) we offer the following conjecture: 
CONJECTURE 3.23. 
M(2k, k + 1) = 3k - 1 + 
It is easy to prove the following inequality. 
THEOREM 3.24. 





Proof. Let a matrix in d (2 k, k + 1) be defined by 
A= ;; 
( 
2 @ *** %)~Ok-1 if k is odd, 
28 -0. +IS jz Q (Jo - I~)) F(JS - IS) if k is even. 
Then by Lemma 3.16 we get s(A) = 3k - 1 + I( k - 1)/2], implying the 
inequality in the theorem. H 
4. CONCLUDING REMARKS 
In Table 1 we give the values of M(n, k) for 1 Q k < n < 10. Most of 
these values follow directly from the results in the previous section. Those that 
don’t are verified in Lemma 4.1. 
LEMMA 4.1. The following hold: 
(a) M(7,4) = 10 and M(9,5) = 14; 
(b) M(8,5) = 12, M(lO,6) = 16, and M(10,7) = 16; 
(c) M(10,4) = 16. 
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TABLE 1 
Mtn, k) 
n k=l 2 3 4 5 6 7 8 9 10 
1 0 --------- 
2 1 2 - - - - - - - - 
3 2 3 4 - - - - - - - 
4 3 556’~~~~~~ 
5 4 6678----- 
6 5 8 9 9 9 10 - - - - 
7 6 9 10 10 10 11 12 - - - 
8 7 11 11 13 12 13 13 14 - - 
9 8 12 14 14 14 15 14 15 16 - 
10 9 14 15 16 17 16 16 17 17 18 
Proof. We apply Corollary 3.11 to get (a). By Theorem 3.7, the 
values given in (b) are upper bounds. Let A, = [Js Q (Is +Js)] y 0s. 
Then s( A,) = 12 and thus M(8,5) = 12. Let A, = (J28 Js +B _/a) @ 0,. Then 
s( As) = 16, and thus M(10,6) = 16. Let A, = A, @ O,, where A, is any 
matrix in &‘(7,4) which satisfies s( A,) = M(7,4). Then s( As) = 16, and thus 
M(10,7) = 16. By Theorem 3.2, the value given in (c) is an upper bound. Let 
A, = J4 @ (0, F 0, z 0,). Then s( A4) = 16, and thus M(10,4) = 16. n 
The following conjecture is suggested by the values given in the table. 
CONJECTURE 4.2. 
M(n, k) c M(n + Z,, k + Z2) for Z,aO, Z,>l, kZ1. 




S,,,( n, k) = Sm( n, n - k) = 3n - 4. 
Proof. By Theorem 3.1, we get that m( n, k) = n + k - 2 holds when the 
matrix A equals I, + P, + * * . + P,“-‘. Since A is permutation equivalent to 
zn + P” + * . * +t’zdkel, we also have m(n, n - k) = 2n - k - 2. n 
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THEOREM 4.4. Ifk 1 n, then 
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S,(n, k) = si,,( n,n-k)=4n-4- ;. 
Proof. BY Theorem 3.4, we get M(n, k) = 2n - 1 - n/k, attained by 
the marix M = Jk @ . * . a Jk, Also, by Corollary 3.3 we get M(n, n - k) = 
2n - 3,attainedbythematrix J- M = O,%*.*gO,. l 
COROLLARY 4.5. 
&(n,Z)=S,(n,n-2)=4n-4- - (nmod2). 
Proof. If n is even, then the conclusion follows by Theorem 4.4. If n is 
odd, let 
Then s(A) = M(n,Z) = 2n - 1 -\n/Z]. S’ mce X is permutation equivalent 
s(x) = M(n, n - 2) = 2n - 4. n 
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