Abstract
Introduction
In this decade, data mining technology can dig up information buried within raw data, allowing high level personnel to make quick decisions, which helps to increase an enterprise's competitive advantage. According to Drucker et al. (1998) , to gain a competitive advantage, knowledge must first be grasped. In an era of knowledge economy, how can the use of data mining technology discover potentially useful knowledge to increase their competitive advantage? This has become the most important challenge faced by enterprises today. Therefore, in recent times, Knowledge Discovery in Database (KDD) has developed into a popular topic. However, there are some fundamental problems to be faced by enterprises in the future. This research will explore these problems as follows: CIM system's effectiveness in increasing work efficiency is gradually disappearing the information provided by traditional decision support systems is inadequate. The goal of this research is to make CIM systems wiser. Through the integration of five major subject areas (computer integrated manufacturing, data warehouse, online analytical processing, data mining and artificial intelligence), the massive amounts of data assets accumulated by CIM systems may be used to obtain information valuable to enterprises in making important decisions. The computerization of organization systems, once based upon the goal of basic data management, should focus upon information management, thus, creating a knowledge-based system to assist in decisions. Finally, the purification of knowledge may lead to the ultimate creation of an intelligent management decision system.
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Intelligent management decision system
Intelligent management decision systems are the combination of information technology and artificial intelligence. Moreover, by putting to use such computerized systems, assisting systems may carry out data management, information analysis and anticipatory system monitoring in a convenient manner. Consequently, by performing all types of responses and management and decision-making, the computerized systems may carry out their assigned tasks. Inmon (2002) believes that a data warehouse is an integrated, subject oriented, time variant, and non-volatile collection of data in support of management's decisions. Berson et al. (2000) consider that data mart is a data store that is a subsidiary of a data warehouse of integrated data. The data mart is directed at a partition of data that is created for the use of a dedicated group of users. A data mart might, in fact, be a set of demoralized, summarized, or aggregated data.
Data warehouse
Online transaction processing (OLTP) gathers together, sorts through and analyses the data stored in data warehouses, creating substantial data. Through complex search processes and the comparison of data, data reporting may facilitate many different levels of analysis. Groth (2000) points out that data mining is the process of finding trends and patterns in data. The objective of this process is to sort through large quantities of data and discover new information. The benefit of data mining is to turn this newfound knowledge into actionable results, such as increasing a customer's likelihood to buy, or decreasing the number of fraudulent claims. Linoff (1997, 1999) claim that data mining is the exploration and analysis, by automatic or semi-automatic means, of large quantities of data in order to discover meaningful patterns and rules.
Data mining
Problem definition and CIM system
CIM system
A semiconductor manufacturer not only has to emphasize the need of quality and cost, but also needs to react to the changes in need due to shifting of the industrial environment. In addition, the requirement of cost is no longer confined to the cost of equipment and raw material, but the lowering of time cost, including component services, running cost, and shortening of lead time, are also very important. In summary, using a CIM system has the following advantages: productivity increase, product quality improvement, and work in process (WIP) inventory reduction.
Semiconductor packaging process
There are in general 15 to 20 steps in the packaging process and there are slight differences between different packaging plants and different products, but the major sequence is fixed. The manufacturing process, based on the class of clean room, can be divided into pre-processing and post-processing. The former includes Die Saw, Die Bond, and Wire Bond; the latter includes Mold, Dejunk/Trimming, Plating, Marking, Forming/Singulation, and Visual Inspection.
Problem definition
In the production process, if some data can be recorded through the production process, is it also possible to access some valuable information? First, it is necessary to find out what are the features and to define the recording method of data. The manufacturing process of semiconductor packaging has the following features: production flow has a fixed model. Each production step will have one or a few machines, and therefore, in the production process, the combinations of machines each batch of raw material goes through will not be all the same. For example, to produce the chip of 1MB DRAM, the production will require certain steps to complete the process and each DRAM chip will go through the same steps, but the machine each batch of raw material goes through in each step will not be all the same and most importantly, different assembly might result in different yield. Now we start to wonder whether different machine combinations will affect the yield of the production process.
First of all, the data model must be predefined, for example, if three steps are required to perform the manufacturing test process of a certain chip. Let us define the only three steps it has to go through: step 1, step 2, and step 3; and label the machine with numbers of 1, …, n. In this way, all the steps it goes through will become a multidimensional structure and the value obtained after testing. For example, the data (1, 2, 2, 0.395) can be represented as going through machine number 1, 2 and 2 and the value of the parameter after testing is 0.395.
With this data processing model, using the source data (1, 2, 2, 0.395) as an example, the measurement result value must be added into its different set: (1,2,2), (0,2,2), (1,0,2), (1,2,0), (0,0,2), (0,2,0), and (1,0,0). The sets can be divided into four classes: data without any zero, data with one zero, data with two zeros, and data with three zeros. Using the above example, point (1,2,2) represents all three steps going through the relative machine 1, 2, and 2; point (0,2,2) represents only step 2 going through machine 2, and step 3 also going through machine 2. Therefore, after processing the results show which combination machine process has low yield.
Design an intelligent system 4.1 Design framework for intelligent CIM system
Based upon the data mining system, the complete design framework for intelligent CIM systems is illustrated in Figure 1 . The design primarily focuses upon the following problems: the integration of CIM systems and data warehouses; the integration of data warehouses and decision-making analysis; the integration of decision-making analysis and data mining systems; and the set up of a data mining engine. 
The integration of CIM systems and data warehouses 4.2.1 Establishing a data warehouse system
This research utilizes the top-down model to establish a data warehouse system. The database of the CIM system serves as the origin of the data and by extracting and transforming data, an integral and unified data warehouse system may be established. Data marts and data warehouses have a one-sided relationship, in which data from a data warehouse flows into a data mart. This process can be divided into three levels: operational data, warehouse data, and intelligent application.
Establishing a data warehouse system
The integration of CIM systems and data warehouses involves the collection of different types of data from their original sources. This data is then placed in a data staging area where it undergoes such processes as the cleaning, pruning, combination, and removal of duplicates. Next, the data is stored within a presentation server. At this point, users can carry out search tasks. The framework for integrating CIM systems and data warehouses is shown in Figure 2 . The procedures for integrating CIM systems and data warehouses include eight distinct steps: collection, transformation, loading and indexing, quality control check, announcement or publication, renovation, search, and checks and preparations. Figure 3 . 
The integration of decision-making analysis and data mining system
After completing the construction of a data cube, the integration of decision-making and the data mining system are shown in Figure 4 (Chen, 2001 ). The OLAP analysis is extremely complex and delicate in nature. It is very important to perform the deep analysis of a data set. By collecting items within the database, defining data systematically on the basis of the specific target for analysis, searching out common characteristics, and establishing a class process, then classification is accomplished. Furthermore, previously classified historical data may be utilized to anticipate which class each item belongs to. Data classification is basically comprised of the following two-step process (Han and Kamber, 2001 ): learning and classification.
Set up of data mining engine
The algorithm used for data classification and prediction is the decision tree. The algorithm acts as the nucleus of the data mining engine in classifying data hidden within the database and in anticipating information. A step-by-step description of this algorithm is given below (Chen, 2001 ; Han and Kamber, 2001; Quinlan, 1993):
Step 1. Prepare previously classified training data. Classification refers to the process of clearly defining the distinctions of each class of data. By utilizing already classified training data, a decision tree model is established for each class. Unknown new data is thus classified through the use of these models.
Step 2. Establishing a decision tree node. Arbitrarily select a test attribute. Using this test attribute as the single node for the decision tree, from top to bottom, draw out the decision tree. If the samples are all of the same class, then the node becomes a leaf and is labeled with that class. Otherwise, the algorithm uses an entropy-based measure known as information gain as a heuristic for selecting the attribute that will best separate the samples into individual classes. Calculate a formula of information gain for the test attribute, as shown below in steps 3-5.
Step 3. The expected information of the classified data samples selected for calculation. Let S be a set consisting of s data samples. Suppose the class label attribute has m distinct values defining m distinct classes, Ci (for i =1; . . . ;m). Let si be the number of samples of S in class Ci. The expected information needed to classify a given sample is given by:
where Pi is the probability that an arbitrary sample belongs to class Ci, and estimated by si/s.
Step 4. The expected information of the test attribute selected for calculation. Let attribute A have v distinct values, {a1, a2, . . ., av}. Attribute A can be used to partition S into v subsets, {S1, S2, . . ., Sv}, where Sj contains those samples in S that have value aj of A. Let sij be the number of samples of class Ci in a subset Sj. The entropy, or expected information based on the partitioning into subsets by A, is given by:
where Pij is the probability that a sample in Sj belongs to class Ci.
Step 5. The information gain of the test attribute selected for calculation: The encoding information that would be gained by branching on A is Gain(A) = I(s1,s2,…,sm) -E(A).
Step 6. Repeat steps 2-5 until the information gain of the test attributes is completely calculated.
Step 7. Select the test attributes with the highest information gain to act as the node of partition for the decision tree.
Step 8. To complete set up of the decision tree, follow this sequence of steps to find test attribute nodes at each level.
Set up of visual figure of data mining
A graphical user interface for a data mining engine is composed of the functional elements (Han and Kamber, 2001 ): data collection and data mining query composition; presentation of discovered patterns; manipulation of data mining primitive; interactive multilevel mining; online help manuals, indexed search, debugging, and other interactive graphical facilities.
Practical operation and analysis of intelligent CIM systems
The environment and framework of an intelligent CIM system
With the systematic environment and framework provided by the world wide web(www), users may use the internet to interact in a more convenient manner.
Practical operation of a data mining engine
High quality data from the electronics industry Step 1. Prepare previously classified training data, as shown in Table 1 . Table 1 Training data from the quality database
Step 2. Establish a decision tree node. Determine whether or not this node is a leaf node, or calculate information gain for the test attribute. The calculation method is shown below in steps 3-5.
Step 3. The expected information of the classified data samples selected for calculation: the class label attribute, quality_information, has two distinct values (namely, {OK, NG}); therefore, there are two distinct classes (m . 2). Let class C1 correspond to OK and C2 correspond to NG. There are 11 samples of class OK and 7 samples of class NG. To compute the information gain of each attribute, we first compute the expected information needed to classify a given sample: I(s1; s2. . I.11; 7. . 0:964)
Step 4. The expected information of the test attribute selected for calculation: first, select the heat_up as test attribute. There are three different values for this test attribute: {< 2; 2~3; > 3C/s}. Therefore, training data may be divided into three subsets: {S1, S2, S3}. Thus, when calculating the expected information of the heat_up, the following two steps may be used:
1. Calculate the expected information of the three subsets:
2. Calculate the expected information with the heat_up as test attribute:
Step 5. Calculate the information gain of the selected test attribute:
Step 6. Repeat steps 2~5 until the information gain of the test attributes are completely calculated. Step 7. Select the test attribute with the highest information gain to act as the node of partition for the decision tree. Since the heat_up has the highest information gain at all levels, thus, it has been selected as test attribute. Moreover, the heat_up acts as the starting node for the decision tree, moving downward and branching off into other nodes.
Step 8. To complete set up of the decision tree, follow this sequence of steps to find test attribute nodes at each level. Training data will be partitioned in accordance with the selected test attribute. The completed decision tree is illustrated in Figure 5 . 
Gathering and displaying knowledge rules
When the goal of data mining is to classify or anticipate the results of data and create easy to comprehend rules, the decision tree algorithm is best suited to act as the nucleus of the data mining engine (Berry and Linoff, 1999) . In this research, knowledge rules are expressed through the rule based knowledge presentation method of the expert system, thus, revealing the knowledge rules possessed by the decision tree. These rules are described below:
Evaluating the decision tree error rate
The evaluation of the decision tree error rate can be divided into the following two steps (Berry and Linoff, 1999) .
Step 1. Evaluate the error rate of each node. Calculation formula: the leaf node error rate = the amount of incorrectly classified data within the leaf node/the total amount of data in the leaf node. Test data can be used to evaluate the leaf node error rate, as shown in Table 2 . The decision tree for test data is shown in Figure 6 . The leaf node error rate is as follows:
Step 2. Evaluate the total error rate of the decision tree. The total error rate of the decision tree is the weighted total amount, calculated as shown below: Table 2 Test data from the quality database Figure 6 The decision tree for test data
Conclusion
The data mining engine and intelligent CIM system are implemented in the real world to deal with the actual problem in manufacturing processes of the electronics industry for quality improvement. This implementation has the following significant contributions: lower the defect rate of parts to improve product yield, lower the cycle time during the manufacturing process, lower the frequency of machine holding lot during the manufacturing process.
