Abstract The paper presents new approximability results for single machine scheduling problems with jobs requiring some non-renewable resources (like raw materials, energy, or money) beside the machine. Each resource has an initial stock and additional supplies over time. A feasible schedule specifies a starting time for each job such that no two jobs overlap in time, and when a job is started, enough resources are available to cover its requirements. The goal is to find a feasible schedule of minimum makespan. This problem is strongly NP-hard.
Introduction
In this paper we study scheduling problems with resource consuming jobs. In these problems there are non-renewable resources (like raw materials, energy, or money) consumed by the jobs. Each non-renewable resource has an initial stock, which is replenished at a-priori known moments of time and in known quantities. We will consider only single-machine problems, i.e., all the jobs have to be sequenced on the same machine. The sole optimization objective will be the schedule length (makespan). Our analysis relies on connections with variants of the knapsack problem, and with the vertex cover problem in graphs.
More formally, there is a single machine, a finite set of jobs J , and a finite set of non-renewable resources R consumed by the jobs. The machine can perform only one job at a time, and preemption is not allowed. Each job J j has a processing time p j ∈ Z + , a release date r j , and resource requirements a ij ∈ Z + from the resources i ∈ R. The resources are supplied in q different moments in time, 0 = u 1 < u 2 < . . . < u q ; the vectorb ∈ Z |R| + represents the quantities supplied at u . A schedule σ specifies the starting time S j of each job and it is feasible if (i) the jobs do not overlap in time, (ii) S j ≥ r j for all j ∈ J , and if (iii) at any time point t the total material supply from every resource is at least the total request of those jobs starting not later than t, i.e., ( : u ≤t)b i ≥ (j : S j ≤t) a ij , ∀i ∈ R. The objective is to minimize the makespan, i.e., the completion time of the job finished last.
Assumption 1
q =1b i = j∈J a ij , ∀i ∈ R, holds without loss of generality. Assumption 1 implies that there must exist a feasible solution (if every job starts not before u q , the last supply date) and at least one job must start not before u q (thus the optimal makespan C * max is greater than u q ).
Previous work
Scheduling problems with resource consuming jobs were introduced by Carlier (1984) , and Carlier and Rinnooy Kan (1982) . Further results can be found in e.g., Slowinski (1984) , Toker et al. (1991) , Neumann and Schwindt (2002) , Laborie (2003) , Grigoriev et al. (2005) , Briskorn et al. (2010 Briskorn et al. ( , 2013 , Gafarov et al. (2011) , Kis (2014, 2015) , Morsy and Pesch (2015) . In particular, in Grigoriev et al. (2005) and Gafarov et al. (2011) the complexity of several variants was studied and some constant ratio approximation algorithms were developed in Grigoriev et al. (2005) . Briskorn et al. (2010) , Briskorn et al. (2013) and Morsy and Pesch (2015) examined scheduling problems where there is an initial inventory, and no more supplies, but some of the jobs produce resources, while other jobs consume the resources. In Briskorn et al. (2010) and Briskorn et al. (2013) problems with the objective of minimizing the inventory levels were studied. Morsy and Pesch (2015) designed approximation algorithms to minimize the total weighted completion time. In Györgyi and Kis (2014) a PTAS for scheduling resource consuming jobs with a single non-renewable resource and a constant number of supply dates was developed, and also an FPTAS was devised for the special case with q = 2 supply dates and one non-renewable resource only. In Györgyi and Kis (2015) it was shown, among other results, that there is no FPTAS for the problem of scheduling jobs on a single machine with two non-renewable resources and q = 2 supply dates, unless P = N P , which is in strong contrast with the existence of an FPTAS for the special case with one non-renewable resource only (Györgyi and Kis, 2014) . In Györgyi and Kis (2015) and Györgyi and Kis (2014) , variants of the knapsack problem are solved as a subproblem using combinatorial techniques like enumeration of feasible packings. However, an important and very fruitful algorithmic technique for solving packing type problems is linear programming based rounding, see e.g., Fleischer et al. (2011) , that will be used in this paper as well.
While there are some algorithmic results for the more general resource constrained project scheduling problem (RCPSP) with non-renewable resources, see e.g., Neumann and Schwindt (2002) , Laborie (2003) , but, to our best knowledge, the hardness of approximation has only been studied for RCPSP without any non-renewable resources, see Gafarov et al. (2014) .
Results of the paper
Our positive and negative results are presented in the following two subsections.
Non-approximability results
If the number of non-renewable resources is constant and the number of supply dates is 2, then the problem 1|rm = const., q = 2|C max admits a PTAS (Györgyi and Kis, 2015) . In contrast, if the number of resources is part of the input, we can prove the following result.
Theorem 1 Unless P = N P , there is some constant ε > 0 such that it is NPhard to approximate the problem 1|rm, q = 2|C max better than 1 + ε if the number of resources is part of the input.
Since the problem 1|rm|C max admits a 2-approximation algorithm (Grigoriev et al., 2005) , and 1|rm, q = 2|C max is just a special case, we can deduce the following:
It is also known that if the number of resources is constant and at least 2, then there is no FPTAS for 1|rm = const., q = 2|C max .
Approximation schemes
Our new approximation schemes can solve more general problems than 1|rm = 1, q = const|C max , for which a PTAS has been developed in Györgyi and Kis (2014) . On the one hand, we allow more than one, but a constant number of resources, and on the other hand, we consider job release dates as well.
Theorem 2 There is a PTAS for the problem 1|rm = const., q = const., #{r j : r j < u q } = const.|C max .
The condition #{r j : r j < u q } = const. reads that the number of distinct job release dates before u q is bounded by a constant. The new PTAS inherits some of the components from the earlier result, like scheduling small and big jobs separately, but in this paper we use linear programming based rounding to schedule the small jobs, and in the analysis we prove only that the rounding is just good enough to get the desired approximation for the original scheduling problem, instead of the stronger result proved in Györgyi and Kis (2014) showing that the scheduling of the small jobs is a good approximation for a subproblem similar to the multiple knapsack problem. The following result dispenses with the condition on the number of distinct job release dates.
Theorem 3 There is a PTAS for the problem 1|rm = const., q = const.|C max .
The proof of this results uses a rounding argument, and relies on the PTAS developed for proving Theorem 2. Finally, we can get rid of the constant bound on the number of resource supplies at the expense of considering one resource only and restricting the resource requirements to be proportional to the job processing times, i.e., there exists a positive constant λ such that a j = λp j for all j ∈ J . The constant λ of course depends on the problem instance. This assumption may be quite reasonable in some practical applications. Since we can get an equivalent problem by dividing all the supplies, and all the resource requirements of a problem instance by the (instance specific) constant λ, from now on we consider the case a j = p j only. Notice that in the above transformation, theb may become fractional after dividing by λ. However, this does not create any difficulty for the approximation algorithms proposed below.
Theorem 4 There is a PTAS for the problem 1|rm = 1, a j = p j |C max .
One can generalize this result by enabling job specific release dates as well.
Theorem 5 There is a PTAS for the problem 1|rm = 1, p j = a j , r j |C max .
In Table 1 we summarize the results of the paper, and for the sake of completeness, we also mention previous results for this class of problems. a if P = N P b under the condition a j = p j Table 1 Known approximability results for scheduling problems with resource consuming jobs. In the column of release dates "yes / no" means that the result is valid in both cases. The question mark "?" indicates that we are not aware of any definitive answer.
Structure of the paper
In Section 2 we provide a problem formulation in terms of a mathematical program which will be used throughout the paper. In Sections 3, 4, 5, 6 , and 7 we prove Theorems 1, 2, 3, 4 and 5, respectively. Some final remarks and open questions are collected in Section 8.
Terminology and definitions
An optimization problem Π consists of a set of instances, where each instance has a set of feasible solutions, and each solution has a cost. In a minimization problem a feasible solution of minimum cost is sought, while in a maximization problem one of maximum cost. The value of the best (or optimal) solution of instance x of Π is denoted by opt(x). An ε-approximation algorithm for an optimization problem Π delivers in polynomial time for each instance of Π a solution whose objective function value is at most (1 + ε) times the optimum value in case of minimization problems, and at least (1−ε) times the optimum in case of maximization problems.
For an optimization problem Π, a family of approximation algorithms {A ε } ε>0 , where each A ε is an ε-approximation algorithm for Π is called a Polynomial Time Approximation Scheme (PTAS) for Π. If, in addition, each A ε in the family is of polynomial time in 1/ε as well, then {A ε } ε>0 , is called a Fully Polynomial Time Approximation Scheme (FPTAS) for Π. The class PTAS / class FPTAS consists of those optimization problems which admit a polynomial time approximation scheme / fully polynomial time approximation scheme. The above definitions are mainly from the book of Garey and Johnson (1979) . The class APX consists of those optimization problems that can be approximated within some constant factor in polynomial time in the size of the input. Clearly, the class PTAS is a subset of the class APX. The class APX-complete comprises those problems from APX which do not belong to PTAS, unless P=NP. Let Π 1 and Π 2 be two optimization problems. We say that Π 1 L-reduces to Π 2 if there exist two polynomial time algorithms f and g, and two constants α, β > 0, such that for every instance x of Π 1 :
ii) for any solution of f (x) with cost c 2 , g provides a solution of x with cost c 1 such that
The two most important properties of L-reductions are that they compose, and if Π 1 L-reduces to Π 2 , and there is an ε-approximation algorithm for Π 2 , then, through the reduction, we get an αβε-approximation algorithm for Π 1 . See the original paper by Papadimitriou and Yannakakis (1991) for more details.
Problem formulation
We can model our scheduling problem by means of a mathematical program. To this end, firstly we construct a set of time points T consisting of all the distinct values from the set of time moments u , = 1, . . . , q, (when some non-renewable resource is supplied), and the set of release dates of the jobs r j , j ∈ J . Suppose T has τ elements, denoted by v 1 through v τ , with v 1 = 0. We define the values
that is, b i equals the total amount supplied from resource i up to time point v .
We introduce τ · |J | binary decision variables x j , (j ∈ J , = 1, . . . , τ ) such that x j = 1 if and only if job j is assigned to the time point v , which means that the requirements of job j must be satisfied by the resource supplies up to time point v . The mathematical program is
The objective function expresses the completion time of the job finished last using the observation that there is a time point, either a release date of some job, or when some resource is supplied, from which the machine processes the jobs without idle times. Constraints (2) ensure that the jobs assigned to time points v 1 through v use only the resources supplied up to time v . Equations (3) ensure that all jobs are assigned to some time point. Finally, no job may be assigned to a time point before its release date by (4) . Any feasible job assignmentx gives rise to a set of schedules which differ only in the ordering of jobs assigned to the same time point v .
Notice that in a feasible solutionx of (1)- (5) there can be more than one jobs assigned to the same time point v . We obtain a schedule of the jobs by putting them on the machine in the order of their assignment to the time points in T . That is, first we schedule in any order without idle times the jobs withx j1 = 1 from time v 1 on. Let C 1 be the completion time of these jobs. In a general step ≥ 2, we schedule the jobs withx j = 1 in any order after max{C −1 , v }, and we denote by C the completion time of the job finished last in this group. The schedule obtained in this way is feasible, and its makespan is the completion time of the job finished last, which is necessarily equal to the objective function value of solutionx. Let C max (x) denote this value.
3 Non-approximability of 1|rm|C max In this section we will prove Theorem 1. To this end, we will reduce the APXcomplete Vertex Cover Problem in Bounded-degree graphs (VERTEX-COVER-B) to 1|rm|C max . In VERTEX-COVER-B, given a connected graph and a constant B, such that the degree of any vertex is bounded by B. One has to find a subset U of vertices of minimum cardinality such that each edge of the graph is adjacent to some vertex in U . The following result was shown by Papadimitriou and Yannakakis (1991) :
Theorem 6 For any constant B ≥ 4, there is a constant δ > 0, such that it is NP-hard to approximate VERTEX-COVER-B better than 1 + δ.
The above statement was strengthened by Alimonti and Kann (2000) showing APX-completeness for B = 3.
We can state the following well-known observation.
Proposition 1 In a connected graph on n vertices in which the maximum degree of any vertex is B, the size of the minimum vertex cover is at least (n − 1)/B . Now we are ready to prove the main result of this section.
Proof of Theorem 1. We will transform instances of VERTEX-COVER-B to instances of 1|rm, q = 2|C max and show that if the latter problem admits a polynomial time (1 + ε)-approximation algorithm for any ε > 0, then VERTEX-COVER-B has a (1 + (B + 1)ε)-approximation algorithm for any ε > 0, which contradicts Theorem 6. In the course of the transformation, we map a connected graph G = (V, E) of maximum degree B with n = |V | vertices and m = |E| edges to a scheduling problem instance with n jobs and r = m non-renewable resources, and q = 2 supply dates. For each vertex v ∈ V of the graph, we define one job, denoted by J v , of processing time 1, and for each edge e ∈ E we define one resource R e . The resource requirements of job J v are determined by the edges adjacent to the corresponding vertex v, that is, if edge e is adjacent to v, then job J v requires one unit of the resource R e . Let u 1 = 0, u 2 = n − 1,b 1,e = 1, andb 2,e = 1 for each resource R e , i.e., from each resource one unit is supplied at time 0, and one more unit at time u 2 .
What does a schedule of minimum length represent in the graph? Observe that in any feasible schedule, in the time interval u 1 and u 2 no two jobs requiring the same resource may be scheduled, since the initial supply from each resource is 1 unit. Let I be the set of vertices indexing those jobs scheduled between u 1 and u 2 . Since no two jobs J v and J w with v = w ∈ I may require the same resource (sinceb 1,e = 1 for each resource R e ), nodes v and w are not adjacent in the graph. Hence, I is an independent set in G. But then the vertices of G indexing those jobs scheduled after u 2 constitute a vertex cover of G (since the complement of an independent set is a vertex cover in any graph). Since u 2 = (n − 1), and the graph is connected, in a schedule of minimum length, the vertices of G indexing those jobs scheduled after u 2 constitute an optimal vertex cover of G. Let vc * denote the size of a minimum vertex cover of G. Then, the optimum makespan is C * max = u 2 + vc * . Now we claim that if there is an (1 + ε)-approximation algorithm for 1|rm, q = 2|C max , then there is a (1 + (B + 1)ε)-approximation algorithm for VERTEX-COVER-B. So suppose we have an (1 + ε)-approximation algorithm for 1|rm, q = 2|C max . The schedule supplied by this algorithm on the set of instances constructed above satisfies the following:
where k is the number of jobs scheduled after u 2 = (n − 1). Notice that k is the size of the vertex cover in G determined by the jobs scheduled after u 2 . After rearranging terms we get
Finally, using Proposition 1 we obtain
That is, the schedule determines a vertex cover of size at most vc * (1 + (B + 1)ε).
Notice that in the above proof we have provided an L-reduction from VERTEX-COVER-B to 1|rm|C max with parameters α = (B + 1), and β = 1.
Notice that the vertex-cover problem appears in completely different scheduling problems, see e.g. Ambühl et al. (2011) .
PTAS for fixed number of supply dates, resources and release dates
In this section we describe a polynomial time approximation scheme for scheduling resource consuming jobs on a single machine and with a constant number of non-renewable resources such that the number of supply dates and also the number of distinct job release dates before u q are bounded by constants, and the objective is to minimize the makespan, shortly for the problem 1|rm = const., q = const., #{r j : r j < u q } = const.|C max . We will reuse some of the ideas from Györgyi and Kis (2014) . That is, we will divide the set of jobs into big and small ones, and schedule them separately starting with the big ones.
Let p sum := j∈J p j denote the sum of the processing times of all the jobs. For a fixed ε > 0, let B := {j ∈ J | p j ≥ εp sum } be the set of big jobs, and S := J \ B the set of small jobs. We divide further the set of small jobs according to their release dates, that is, we define the sets S b := {j ∈ S | r j < u q }, and S a := S \ S b . Let T b := {v ∈ T | v < u q } be the set of time points v before u q . The following observation reduces the number of solutions of (1)- (5) to be examined.
Proposition 2 From any feasible solutionx of (1)- (5), we can obtain a solutioñ x with C max (x) ≤ C max (x) such that each job J j is assigned to some time point v (x j = 1), satisfying either v < u q , or v = max{u q , r j }.
Proof Let J a (x) be the subset of jobs withx j = 1 for some v > u q . We define a new solutionx in which those jobs in J a (x) are reassigned to new time points and show that C max (x) ≤ C max (x). Letx ∈ {0, 1} J ×T be a binary vector which agrees withx for those jobs in J \ J a (x). For each j ∈ J a (x), letx j = 1 for v = max{u q , r j }, and 0 otherwise. We claim thatx is a feasible solution of (1)- (5), and that C max (x) ≤ C max (x). Feasibility ofx follows from the fact that u q is the last time point when some resource is supplied, and that no job is assigned to some time point before its release date. As for the second claim, consider the objective function (1). We will verify that for each = 1, . . . , τ ,
from which the claim follows. If v ≤ u q , the left and the right-hand sides in (6) are equal. Now consider any with v > u q . Since no job in J a (x) is assigned to a later time point inx than inx, the inequality (6) is verified again.
Notice that Proposition 2 also follows form a results of Lawler (1973) which implies that if we have a single machine and a set of jobs with release dates, and the objective is the minimum makespan, then it is optimal to sequence the jobs in non-decreasing release date order.
An assignment of big jobs to the time points v 1 through v τ is given by a partial solution x big ∈ {0, 1} B×T which assigns each big job to some time point v . An assignment x big of big jobs is feasible if the vector x = (x big , 0) ∈ {0, 1} J ×T satisfies (2), (4) and also (3) for the big jobs. Consider any feasible assignment x big of big jobs. If we fix the assignment of the big jobs in (2)- (4) In order to assign approximately the small jobs, we will solve a linear program and round its solution. Our linear programming formulation relies on the following result.
Proposition 3 There exists an optimal solution (x big ,x small ) of (1)- (5) such that for each v ∈ T b :
Proof Suppose (x big ,x small ) is an optimal solution which does not meet the property claimed. Without loss of generality, we may assume that in the optimal schedule corresponding to (x big ,x small ), for each v k ∈ T , small jobs assigned to v k follow the big ones assigned to v k . Let v ∈ T b be the smallest time point for which (7) is violated. Then some small jobs assigned to v necessarily start after v +1 in any schedule corresponding to (x big ,x small ). Since all small jobs are of processing time less than εp sum , we can reassign some of the small jobs from time point v to v +1 until (7) is satisfied for v . Clearly, such a reassignment of small jobs does not increase the length of the schedule. Then we proceed with the next time point in T until we get a schedule meeting (7). Now, the linear program is defined with respect to any feasible assignment x big of the big jobs:
The objective function (8) maximizes the total processing time of those small jobs assigned to some time point v before u q . Constraints (9) make sure that no resource is overused taking into account the fixed assignment of big jobs as well. Inequalities (10) ensure that the small jobs assigned to v fit into the interval [C B , v +1 + εp sum ). Due to (11), small jobs are assigned to some time point in T b ∪ {u q }. The release dates of those jobs in S b , and Proposition 2 are taken care of by (12). Finally, we require that the values x small j be non-negative. Notice that this linear program always has a finite optimum provided that x big is a feasible assignment of the big jobs. Letx small be any feasible solution of the linear program. Job j ∈ S b is integral inx small if there exists v ∈ T with x small j = 1, otherwise it is fractional. After all these preliminaries, the PTAS is as follows.
Algorithm A 1. Assign the big jobs to time points v 1 through v τ in all possible ways which satisfies Proposition 2, and for each feasible assignment x big do steps 2-5: 2. Define and solve linear program (8)-(13), and letx small be an optimal basic solution.
Round each fractional value inx
small down to 0, and let x small := x small be the resulting partial assignment of small jobs, and U ⊂ S b the set of fractional jobs inx small . 4. Finally, each j ∈ U is assigned to time point u q ∈ T by letting x small j := 1 for all j ∈ U where v = u q , and all jobs in S a are assigned to their release dates by setting x small j := 1 for all j ∈ S a , where v = r j (recall that the release dates of jobs belong to set T ). 5. If the value of the complete assignment (x big , x small ) of all the jobs is better than the best solution found so far, then update the best solution to (x big , x small ). 6. After examining each feasible assignment of big jobs, output the best complete solution found.
We have to verify that the solution found by the above algorithm is feasible for (1)-(5), its value is not too far from the optimum, and that the algorithm runs in polynomial time in the size of the input. We introduce some terminology to facilitate the following discussion. A 0/1-vector (x big , x small ) satisfying constraints (2) and (4) constitutes a complete solution if every job is assigned to some time point v , i.e., it satisfies also the equations (3), otherwise it is a partial solution.
Lemma 1 Every complete solution (x
big , x small ) constructed by the algorithm is feasible for (1)- (5).
Proof Since the algorithm examines only feasible assignments of big jobs, (x big , 0) satisfies (2), (4), (5), and also (3) for all jobs in B by definition. The binary vector (x big , x small , 0) consists of the assignment of big jobs, and of those small jobs in S b which are integral in the optimal solutionx small of the linear program. Notice that the fractional jobs inx small , and all jobs in S a are unassigned. The partial solution (x big , x small , 0) satisfies (2), (4), (5), and also (3) for all jobs in B ∪ {j ∈ S b | j is integral inx small }, sincex small is a feasible solution of (8)- (13). Finally, since u q is the last time point when some resource is supplied and all job in S a ∪ U are assigned to some time points not before u q , the 0/1-vector (x big , x small ) is feasible for (1)-(5).
We will need the following result: 
This implies
Lemma 2 The algorithm constructs at least one complete assignment (x big , x small ) whose value is at most (1 + O(ε)) times the optimum makespan C * max .
Proof Consider an optimal solution (x big ,x small ) of (1)- (5), consisting of the assignment of big jobs and that of the small jobs. We can suppose that this solution satisfies the condition of Proposition 2. The algorithm will examinex big , being a feasible assignment of the big jobs. Let x a ∈ {0, 1} S a ×T be an assignment of the small jobs in S a with x a j = 1 if and only if r j = v . Let C max ((x big , 0, x a )) be the value of the partial assignment (x big , 0, x a ) in which no job in S b is assigned to any time point. Clearly, (8)- (13), the partial solution (x big , x small , x a ) may assign small jobs of total processing time at most max{0, v +1 −C B } + εp sum to each v ∈ T b (in addition to the big jobs assigned by x big ). Hence, the jobs assigned to time points v k ≥ u q may be pushed to the right by at most |T b |εp sum by the small jobs assigned to time points in T b . Since the linear program maximizes
Finally, we bound the total processing time of those jobs in set U . By Proposition 4, the size of U is at most (|R| + 1) · |T b |. But then, the total processing time of those small jobs from S b that are moved to the end of the schedule is at most (|R| + 1) · |T b | · εp sum . To summarize, we have
where the first and the second inequality follows from the above discussion, and the last from the fact that both |R| and |T b | are bounded by constants by assumption and from the observation that p sum ≤ C * max .
Lemma 3 For any fixed ε > 0, the running time of the algorithm is polynomial in the size of the input.
Proof Since the processing time of each big job is at least εp sum , the number of big jobs is at most 1/ε , a constant, since ε is constant by assumption. Since the number of time points in T is also constant by assumption, the total number of assignments of big jobs to time point in T is also constant. For each feasible assignment, a linear program of polynomial size in the input must be solved. This can be accomplished by the Ellipsoid method in polynomial time (Gács and Lovász, 1981) . Rounding the solution takes linear time in the number of small jobs. Hence, the entire running time is polynomial in the size of the input, as claimed.
Proof of Theorem 2. We show that Algorithm A is a PTAS for 1|rm = const., q = const., #{j : r j < u q } = const.|C max . The polynomial time complexity of the algorithm in the size of the input was shown in Lemma 3. In Lemma 2 it was shown that the performance ratio is (1 + O(ε)), where the constant factor c in O(·) does not depend on the input. Hence, to reach a desired performance ratio δ, we let ε := δ/c, and perform the computations with this choice of ε.
Arbitrary release dates
In this section we prove Theorem 3. We will reduce the problem 1|r j , rm = const, q = const.|C max to the one with a constant number of release dates before u q . To this end, for a fixed δ > 0, we modify some of the job release dates to define a new problem instance in which there are at most 1/δ different job release dates before u q . That is,
where g : Z + → Z + , and g(r j ) equals the smallest non-negative integer z such that z · δu q ≥ r j . Let C r max (x) denote the value of some solution x of the modified problem instance, and C r * max the optimum makespan.
Proof Consider an optimal schedule of the original problem, and let S * j denote the starting time of job j ∈ J . Let S j = S * j + δu q for each j ∈ J . We claim that S is a feasible schedule for the modified problem with makespan C * max + δu q . Both claims follow from the following easy observation:
Apply the PTAS of Section 4 with error parameter δ to the modified problem instance to obtain a δ-approximate solutionx r . We show thatx r is a 3δ-approximate solution for the original problem instance.
Proof of Theorem 3. We will show that for any 0 < δ ≤ 1, C max (x r ) ≤ (1 + 3δ)C * max , and thus the above algorithm for 1|r j , rm = const., q = const.|C max is a PTAS.
We have
where the first inequality follows from r j ≤ r j , the second from the fact that we have applied a PTAS with error parameter δ to the modified problem instance, the third form Lemma 4, and the last one from u q < C * max (by Assumption 1), and from elementary calculations.
6 PTAS for the special case with p j = a j In this section we prove Theorem 4. Notice that in the problem 1|rm = 1, p j = a j |C max , the number of supply dates is part of the input, there is only a single resource, and the resource requirements of the jobs are proportional to their processing times.
Our algorithm is similar to that of Section 4, that is, we will divide the set of jobs into big and small ones, B and S, and schedule the two subsets separately. Let ε > 0 be fixed. The set of big and small jobs are defined in the same ways as in Section 4. Let T = {u 1 , . . . , u q }. We assign the big jobs to time points in T in all possible ways. Notice that since the size of B is bounded by 1/ε, which is a constant because ε > 0 is fixed, the number of big job assignments is polynomial in the size of the input. We will consider only feasible assignments, i.e., a binary vector x big ∈ {0, 1} B×T is feasible if and only if it satisfies conditions (2), and (3) for j ∈ B. (Notice that the condition (4) is void, since all job release dates are 0.) For each feasible assignment of big jobs, we assign the small jobs to time points in a suboptimal way. Finally, we choose the best complete assignment constructed. We will prove that the best solution found has a makespan of no more than (1+ε)C * max , and that the algorithm has a polynomial time complexity.
For each feasible assignment x big of the big jobs, we define an integer program for the remaining problem: letC B be the earliest completion time of the big jobs assigned to the first time points u 1 through u , that is,C 
s.t.
The value of a feasible solution x small will be denoted byC max (x small ). After we have found a suboptimal solution of (14)- (17), we assign the small jobs to the u according to this solution. See Figure 1 for an illustration of the whole algorithm.
The next statement follows from the definitions.
Proposition 5 If x big is a feasible assignment of the big jobs, then x small is a feasible solution of (14)- (17) if and only if the complete solution (x big , x small ) is a feasible solution of (1)
-(5).
For the sake of simpler presentation, we also defineū 0 := 0 andC
big is a feasible assignment of the big jobs, then
Proof Both claims follow from the definitions ofū andC B .
Proposition 7 Consider the assignment x = (x big , x small ), where x big is an arbitrary feasible assignment of the big jobs, and x small is an arbitrary assignment of the small jobs. Let 0 be the smallest index such thatC max (x small ) =ū 0 + 
Choose the smallest index 1 among such indices. Suppose that 1 < 0 (the case 1 > 0 is similar). Rearranging (18) yields
Observe thatū Proposition 8 Consider a fixed assignment x big of the big jobs, and two feasible solutions, x small andx small , of (14)- (17) 
Proof Let be the smallest index such thatū + q ν=
Sinceū >ū −1 or = 1, we haveū =ū −1 +u −C B −1 . Using this and the definition ofū −1 , we getC max (
Define˜ analogously forx
small , use the same transformation and plug in these formulas in the condition of the proposition:
Add j∈B p j to both sides and the proposition follows from Proposition 7. We present a method to obtain a suboptimal solution of (14)- (17). Letb 1 :=b 1 andb :=b −b −1 , = 2, . . . , q be the amount of the resource that becomes available for small jobs scheduled afterū . Note that the problem of assigning small jobs to time points is equivalent to the problem instance of 1|rm = 1, p j = a j |C max in whichb amount of resource is supplied atū , = 1, . . . , q.
Since p j = a j , passing of time, and resource utilization is interchangeable, which motivates the following construction. We divide the time horizon into intervals [v , w ] in which the material supply is contiguous:
2) For j = 1, . . . , |S| repeat the following two steps:
Proposition 10 The schedule constructed by Algorithm B is feasible, and it finishes at most p S max time units after w s .
Proof To verify feasibility, we have to check that (i) no job J j starts before the previous job, if any, is finished, and that (ii) there is enough resource available to cover its demand. Property (i) follows from the monotonicity and piecewise linearity of F . As for (ii), if t is finite in step 3) of the algorithm, then by the definition of function F , the total supply in the intervals up to time t minus the total demand of the first j − 1 jobs is at least p
, and a j = p j , hence, there is enough resource available to start the job. If t is infinite, then already all the supplies from the resource arrived, and the job can certainly be started.
Finally, to see that the last job finishes at most p S max time units after w s , observe that by the definition of F and by the construction of the schedule, the total resource available at time w s is at most p S max . Since p j = a j for all jobs, and the total request of the small jobs equals F (w s ), the total size of unscheduled jobs is at most p S max .
The following algorithm creates a complete assignment of the jobs: Algorithm C:
1. Assign the big jobs to time points u 1 through u q in all possible ways, and for each feasible assignment x big do steps 2-4. 2. Define the scheduling problem instance of 1|rm = 1, p j = a j |C max in whichb amount of the resource is supplied atū . 3. Construct a schedule according to Algorithm B, and let x small j := 1 if and only if the starting time S j of job J j ∈ S satisfiesū ≤ S j <ū +1 , = 1, . . . , q, whereū q+1 := ∞. 4. If the value of the assignment x = (x big , x small ) is better than the best solution found so far, then update the best solution to x. 5. Output the best solution found, denoted by x C .
The next lemma follow from Propositions 9 and 10.
Lemma 5 For every feasible assignment of the big jobs, the algorithm provides a small job assignment x small such thatC max (x small ) ≤C * max + p S max .
Lemma 6
The algorithm examines at least one feasible assignment (x big , x small ) whose value is at most p S max ≤ εp sum more than the optimum of (1)
-(5).
Proof Consider an optimal solution (x big ,x small ) of (1)- (5) and consider the case when x big =x big . According to Proposition 10 and Proposition 5, the assignment (x big , x small ) is feasible. The statement about the value of (x big , x small ) follows from Lemma 5 and Proposition 8.
Proof of Theorem 4. Lemma 6 shows that the value of the solution x C provided by Algorithm C is at most εp sum more than the optimum makespan C * max . Since p sum ≤ C * max , it follows that C max (x C ) ≤ (1 + ε)C * max . The running time is determined by the number of ways in which the big jobs can be assigned to the time points in T , and for each such assignment the time needed to schedule the small jobs. The latter is clearly polynomial in the size of the problem instance with the small jobs. Since the number of big jobs is bounded by 1/ε, which is a constant for any fixed ε > 0, we have shown that Algorithm C is a PTAS for 1|rm = 1, p j = a j |C max .
7 A PTAS for the special case with p j = a j and with arbitrary job release dates
In this section we sketch the proof of Theorem 5. Algorithm C can be easily extended to the case when the jobs have arbitrary release dates. We have to make the following modifications:
∪ {r j } j∈J = {v 1 , . . . , v τ }, like in Section 4.
-The feasible big job assignments have to satisfy (2), and (4).
-Determine the valuesv 1 throughv τ similarly as the valuesū 1 throughū q in Section 6. -In step 1 of Algorithm B, we have to process the small jobs in non-decreasing release date order. -For each small job j ∈ S, definer j =v , where v ∈ T equals the release date r j . -In step 3 of Algorithm B, let t := max{F ( j−1 j =1 p j + p S max ), max j 0 ≤j {r j 0 + j−1 j =j 0 p j }}, where the first part of the maximum ensures that there is enough resource available to start job j, while the second part ensures that the starting time of the job is not before its adjusted release dater j , and that the jobs do not overlap in time.
According to the new definition of the schedule it is easy to see the feasibility of the assignment. Again, we can prove that the obtained schedule has a makespan at most p S max greater than the optimal makespan, thus a statement analogous to Lemma 6 follows.
Finally, the running time is still polynomial in the size of the input, because the number of big job assignments is O(τ 1/ε ), which is polynomial in the size of the input, and the small jobs can also be scheduled by Algorithm B in polynomial time. This proves that Algorithm C with the above modifications is a PTAS for 1|rm = 1, p j = a j , r j |C max , thus Theorem 5 follows.
Conclusion
In this paper we have given new negative and positive results on the approximability of single machine scheduling with resource consuming jobs. One of the main open questions is whether the problem with q = 3 supply dates and a single nonrenewable resource only admits a fully polynomial time approximation scheme.
