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Abstract 
Symmetric products play an important role both in algebraic topology and algebraic 
geometry. In topology they provide models for Eilenberg-MacLane spaces; in the con-
text of algebraic geometry they are the basic examples of spaces of algebraic cycles. As 
shown by the works of H. B. Lawson, P. Lima-Filho and E. Friedlander the interplay 
between these two incarnations of symmetric products leads to a homotopy-theoretic 
definition of both classical and new algebraic invariants of algebraic varieties. 
The objects of study in this thesis are symmetric products and spaces of algebraic 
cycles. The first new result concerns symmetric products and it describes the 
geometry of truncated symmetric products (or, in other terminology, symmetric 
products modulo 2). We prove that if M is a closed compact connected manifold, a 
necessary and sufficient condition for its symmetric products modulo 2 to be 
manifolds is that M is a circle. We also show that the symmetric products of the circle 
modulo 2 are homeomorphic to real projective spaces and give an interpretation of this 
homeomorphism as a real topological analogue of Vieta's theorem. 
The second result concerns the spaces of real algebraic cycles, first studied by 
T. K. Lam. We describe a method of calculating the homotopy groups of the spaces of 
real cycles with integral coefficients on projective spaces; we give an explicit formula 
for groups which lie in the "stable range". 
The third result (or, rather, a group of results) is the construction of a 
quaternionic analogue of Lawson's theory of algebraic cycles. We define quaternionic 
cycles as those, which are invariant with respect to a free involution on CP2+1,  induced 
by the action of the quaternion j on H. Basic properties of quaternionic algebraic 
cycles are studied; a rational "quaternionic suspension theorem" is proved and the 
spaces of quaternionic cycles with rational coefficients on CP2Th+l  are described. We 
also present a method of calculating the Betti numbers of the spaces of quaternionic 
cycles of degree 2 and odd codimension on CP. 
Some other results that are included in the thesis are a twisted version of the Dold-
Thom theorem and an interpretation of the Kuiper-Massey theorem via symmetric 
products. 
After the main results on quaternionic cycles were proved, the author learned that 
similar results were obtained by Lawson, Lima-Filho and Michelsohn. Their version 
of the quaternionic suspension theorem is stronger and requires more sophisticated 
machinery for the proof. 
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V 
Introduction 
It is hard to say who first introduced the notion of a symmetric product of a topological 
space. Inequivalent definitions can be found in the literature of the first half of this 
century; one of them successfully survived. Nowadays the n-th symmetric product 
SP(X) of a space X is defined as a quotient of the n-fold Cartesian product of X 
by the action of the symmetric group on n letters. It can be loosely described as a 
configuration space of n indistinguishable particles on X, which are allowed to collide. 
For spaces with basepoints one can also define infinite symmetric products . 
This notion is very natural; symmetric products occur, for example, as spaces of 
divisors on Riemann surfaces. The importance of symmetric, products in topology was 
revealed when Jean-Pierre Serre conjectured that the infinite symmetric product of an 
n-sphere has the homotopy type of the Eilenberg-MacLane space K(Z, n). This, for 
example, meant that rather clumsy and artificial (but very useful) monsters - Eilenberg-
MacLane spaces - had nice and natural geometric models. Albrecht Dold, René Thom 
and Joan James set out to prove the Serre's conjecture; Dold and Thorn came up with 
a proof first (see the article of I. James [27]). In [17] they announced their celebrated 
theorem 
For a connected locally finite CW-complex X 
irm(SP(X)) -- Rm(X, Z) for any m > 0. 
This theorem made symmetric products into a popular object of study. Homology 
groups of finite symmetric products were studied. The first strong result about them 
was obtained by Norman Steenrod; the final blow - the complete description - was dealt 
by R. James Milgram [44]. The concept of "symmetric products with coefficients in a 
group" was introduced already in [16]; M. C. McCord in [43] generalised this idea to 
different definition was given by Borsuk and Ulam in [7]. The symmetric products and potencies 
of Borsuk and Ulam were first studied in [6],[8],[24],[45]. 
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a wide class of groups and exhibited a connection between Eilenberg-MacLane spaces 
and classifying spaces of groups. 
An important generalisation was suggested by Herbert Federer. Symmetric prod-
ucts of a manifold X can be considered as spaces of polyhedral 0-chains; what if we 
topologise the spaces of polyhedral cycles of higher dimensions? This question was 
answered by Frederick Justin Almgren in [2]; it turned out that the results of Dold and 
Thom extend quite naturally to this situation: 
Let C(X) denote the space of closed integral currents of dimension i on a manifold 
X. Then 
ir(Cj(X)) Hm+i(X,Z) for any i,m > 0. 
When i = 0 Almgren's theorem specialises to the Dold-Thom theorem. 
About a quarter of a century after Almgren's work H. Blame Lawson realised that 
one can take the same approach to the algebraic cycles on a projective variety; namely, 
study the homotopy groups of Chow varieties with the Dold-Thom Theorem in mind. 
In his paper [31] he proved the Complex Suspension Theorem: 
The stabilised space of algebraic cycles of dimension p on a complex projective 
variety X is homotopy equivalent to the the stabilised space of the algebraic cycles of 
dimension p + 1 on the projective cone of X. 
An immediate corollary of this theorem is that the space of algebraic p-cycles on 
CPTh is homotopy equivalent to the infinite symmetric product SP°°(CP'"). This 
gives a complete topological description of the stabilised spaces of algebraic cycles on 
cPn. 
In [38] Paulo Lima-Filho related Lawson's results to Almgren's theorem. The Com-
plex Suspension Theorem turned out to be the algebraic analogue of the Thom Isomor-
phism Theorem (which can be realised geometrically as a weak homotopy equivalence 
between spaces of closed integral currents). 
Lawson's paper [31] was the first in a sequence of works by Lawson, Marie-Louise 
Michelsohn, Paulo Lima-Filho, Eric Friedlander and others. New invariants of algebraic 
varieties - "Lawson homology groups" were defined, their properties were investigated. 
The subject is still being intensively developed. Of particular interest for us here are 
the results of Tsz Kin Lam [30], who proved a real analogue of Lawson's suspension 
theorem. 
The main motivation behind the work presented in our thesis is a desire to under-
stand how the relations between reals, complex numbers and quaternions are reflected 
in the geometric and topological structure of symmetric products and cycle spaces. 
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It is a famous classical fact that Vieta's theorem, which essentially claims that 
the correspondence between monic complex polynomials in one variable and their root 
systems is one-to-one, can be expressed as a geometric statement about symmetric 
products: 
SP'(CP') = CP. 
(Strictly speaking, the statement above describes the correspondence between homo-
geneous polynomials and their roots.) A quaternionic analogue of this theorem is 
well-known too: 
SP(RP2) = RP2 
If it is not immediately clear why this statement has something to do with quaternions, 
notice that the antipodal map on CP', which is used to define RP2, can be represented 
as the action of the quaternion j on the complex projectivisation of H. 
The real analogue of these geometric theorems turns out to be quite nontrivial. 
If we want to characterise real polynomials by the systems of their real roots, the 
correspondence we obtain, blindly following the examples above, is neither continuous 
nor one-to-one. The solution is to use the space of root systems, where the multiplicities 
of the roots are taken to be not integers, but elements of Z/2. Geometrically this 
corresponds to using so-called symmetric products mod 2. We obtain a continuous 
map 
RP -* SP(RP',Z/2) 
from the space of homogeneous real polynomials modulo multiplication by a constant 
to the space of their root systems, reduced modulo 2. This map is still not one-to-one, 
but, as it turns out, it is homotopic to a homeomorphism. We also prove that this is 
the only case when a symmetric product modulo 2 of a manifold is again a manifold. 
(These results are to appear separately in [47].) 
This is the main result of Chapter 1, which essentially is a collection of various 
examples of symmetric products. Not all of these examples are vital for the next chap-
ters, but they seem curious enough to deserve a description. Some of them are new, 
such as "twisted" symmetric products for which we obtain a Dold-Thom-type theo-
rem. Symmetric products with rational coefficients, which give nice models for rational 
Eilenberg-MacLane spaces, also appear to be a new object, though the construction we 
use is probably older than the author of this thesis. 
Most of the Chapter 2 is a brief account of the works of Lawson, Michelsohn and 
Lam on complex, real and group-invariant algebraic cycles. The new result here is the 
calculation of the homotopy groups of the spaces of real cycles with coefficients in Z. To 
avoid the boredom of lengthy computations we placed some of them in the Appendix. 
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(In fact, the technical results in the Appendix might be of some independent interest: 
the object of study there, which is the quotient of CP' by complex conjugation, is 
very well-known and has attracted a considerable amount of attention before. It is 
very probable that these auxiliary results are not new; however, we have not been able 
to find them in the literature). 
In Chapter 3 we introduce quaternionic varieties and cycles, prove the (rational) 
suspension theorem and describe (rationally) the spaces of quaternionic cycles on pro-
jective spaces, thus obtaining a quaternionic version of the theory. The word "quater- 
nionic" here means "invariant with respect to the action of the quaternion j"; so, for 
instance, our quaternionic varieties have little to do with quaternionic Kähler manifolds. 
This definition of a quaternionic object is not very restrictive (i.e. there are sufficiently 
many quaternionic varieties) and rather reasonable in the sense that it does not seem 
to be easy to give a better one. (The first draft of the preprint, which contained the 
results of Chapter 3 had a cautious title "Quaternion-flavoured cycle spaces"). 
In Chapter 4 we study the spaces of cycles of degree 1 and 2. On a projective space, 
spaces of complex cycles of degree one are Grassmanians. As Lawson and Michelsohn 
showed in [34], the inclusion of the cycles of degree 1 into the space of all cycles gives 
maps 
BU(n) -* K(Z,2) x ... x K(Z,2n) 
and 
BU -+ K(Z,2) x K(Z,4) x K(Z,6) x 
These maps have nice properties and are rather important for some questions of alge-
braic topology (see [9]). In particular, they classify the Chern classes of the universal 
bundle, which generate the cohomology rings of infinite Grassmanians. 
In Section 1 we briefly describe the real and quaternionic analogues of these maps, 
which give Pontrjagin classes for BO(n) and symplectic Pontrjagin classes for BSp(n) 
respectively. (The real mod 2 case, which gives the Stiefel-Whitney classes of the 
universal bundle over BO(n) was studied in [30]). 
These analogues of Lawson-Michelsohn maps in the quaternionic case exist only in 
even codimension, since in odd codimension there are no cycles of degree 1. Section 2 
is a discussion of the following question: how "good" are the spaces of quaternionic 
cycles of degree 2 and odd codimension? We show that they are not as good as we 
would like them to be, i.e. that the inclusions into the "spaces of all cycles" do not 
induce inclusions on homology. 
The questions, discussed in this thesis, seem to be of interest today. When the 
first draft of the preprint on quaternionic cycles [48] was ready, it turned out that 
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a stronger version of the quaternionic suspension theorem was obtained by Lawson, 
Lima-Filho and Michelsohn [32]. Their account of the theory of quaternionic cycles 
[33] is currently in preparation. 
Another recent work, closely related to the matters in the scope of oui investiga-
tions, is the paper by V.I.Arnold [3]. He makes use of the fact that SP(RP2) = RP2 
and obtains a generalisation of the Kuiper-Massey theorem with the help of symmetric 
products. The last section of the Appendix in this thesis contains a similar interpreta-
tion of the Kuiper-Massey theorem; we also use symmetric products. 
There are other questions which might deserve a place in this thesis, but are not 
discussed here. Well, according to Koz'ma Prutkov, "Hwcrno tie o6,uiem neo6smioro"2  
2 a somewhat handicapped translation is "one cannot embrace the infinite". 
CHAPTER 1 
Symmetric Products 
In this chapter we define various types of symmetric products, describe some of their 
properties and give numerous examples. Examples, in fact, take the central place; 
some of them provide an introduction to the theory of algebraic cycles, others are of 
independent interest and have only a loose connection with the following chapters. 
About the notation: we write "=" for homeomorphisms, "" means a homotopy 
equivalence. Eilenberg-MacLane spaces are denoted by K(., i). From the very begin-
ning we assume all topological spaces in question to be finite polyhedra, unless clearly 
otherwise. This restriction is not necessary in many cases, but it is acceptable for our 
purposes. 
1. Basic definitions and Dold-Thom theorem 
DEFINITION 1.1. The n-th symmetric product of a space X (denoted by SPTh(X)) 
is the quotient of the n-fold Cartesian product XTh by the action of the symmetric 
group S, which permutes the factors in XTh. The topology on SP(X) is the quotient 
topology. 
We will write points in SP(X) either as (unordered) n-tuples of the form (x1,... , 
where x2 are (possibly coinciding) points in X, or as sums k1x1 +... + kmxm, where 
k2 are positive integers - multiplicities of points. 
If X is endowed with a basepoint *, there are inclusion maps 
SP(X) —* SP(X), 
defined as 
(xi,... ,x) —+ (xi,... 
DEFINITION 1.2. The direct limit of the sequence of these inclusions as n —+ 00 is 
called the infinite symmetric product of X and denoted by SP°° (X). 
SP(X) is an abelian topological monoid': addition is defined as 
(Xl,... , xk) + (xk+i,. . . , x) = (Xi.... , xk) Xk+1,..  . , 
'i.e. an abelian topological semigroup with a unit. 
6 
1. BASIC DEFINITIONS AND DOLD-THOM THEOREM 	 7 
and * is a unit. 
Let X be a space with a basepoint * and let p E N. There is a monoid map 
P: SP°°(X) c-p  SP(X), 
which is multiplication by the integer p. 
DEFINITION 1.3. The infinite symmetric product of X with coefficients in Z/p, or 
infinite symmetric product modulo p (notation: SP°° (X, Z/p) ) is the quotient monoid 
of SP' (X) by p SF°° (X). The n-th symmetric product of X with coefficients in Z/p 
(notation: SPTh(X, Z/p)) is the image of SP(X) under the quotient map 
SP' (X) -* SP' (X, Z/p). 
In other words, SP(X, Z/p) is the topological vector space over Z/p, generated 
by points of X modulo the subspace generated by *. Note, that while SP°°(X) is a 
monoid, SP(  X, Z/p) is a topological group. 
The last important object to define here is a symmetric product with integral 
coefficients. Let X again be a space with a basepoint *. On the space X V X there 
is an involution T, which exchanges points in the first and the second copies of X. It 
induces an involution on SP°°(X V X), which we also call r. 
DEFINITION 1.4. The infinite symmetric product of X with integral coefficients (we 
denote it by SP' (X, Z)) is the quotient of SP' (X V X) by the equivalence relation 
XX+X' +T(X'), x,x'eSP(XVX). 
In fact, SP(X, Z) is the Grothendieck group of the monoid SP°°(X); points in 
SP(X, Z) can be written as sums k1x1 + ... + km xm , where xi are distinct points of 
X and k2 are nonzero integers. 
All types of symmetric products defined above are CW-complexes. Continuous 
maps between spaces induce continuous maps between their symmetric products of 
all types; homotopic maps between spaces induce homotopic maps between symmetric 
products. This means that the homotopy type of symmetric products of X depends 
only on the homotopy type of X (for details see [16]). 
If Y is an arbitrary topological subspace of X it follows from the definition that 
SP(Y) is a subspace of SPTh(X) for any n (including n = oo). A corresponding 
statement for symmetric products with coefficients in Z or Z/p is not obvious. It is 
true for subpolyhedra, but in general, however, the fact that Y is a subset of X does 
not imply that symmetric products of Y can be treated as subspaces of symmetric 
products of X. This is illustrated by the following example: 
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EXAMPLE 1.1. Let D be the unit disk in C, provided with a basepoint: 
D={zeCIz1}, *=1 
and D0 denotes the punctured disk D — 0. (Notice that the D0 is not a subpolyhedron 
of D; moreover, the inclusion D0 -4 D is not a cofibration.) We define SP00(Do, Z) as 
the subspace of SP°°(D, Z) which consists of the points E kixi, where xi are distinct 
points in D0. 
Obviously, a punctured disk is homotopy equivalent to a circle. As we will see later, 
SP-(S', Z) = S' SP (Do, Z), 
but 	D0 , Z) is contractible. 
Indeed, as * = 1 is a unit, any point inSP-(Do, Z) can be written as a sum 
ko * +kixi + ... + kmxm, such that 	ki = 0. Define the deformation retraction 
cbt : 	(Do, Z) x [0,1] —*SP- (D0,Z) 
by "linear contraction to zero": 
t (kO *+kixi+...+kmXm)k0.(1_t)+ki.(Xi(1_t))++km(Xm(1t)), 
when t < 1 and extend it tot = 1 by continuity. Then 0,1(i(D0,Z)) = 1, so * = 1 
is a deformation retract of 	Z). 
REMARK. Terminology and notation for symmetric products varies in literature. Sym-
metric products with coefficients in Z/2 are sometimes called truncated symmetric 
products (see, for instance [5]); alternative notation for SP°°(X,Z/2) is TP°°(X), 
XP°°(X) or AG(X, Z/2, *). Symmetric products with coefficients in Z are sometimes 
denoted by AG(X, *) (after Dold and Thom). 
The most fundamental result about symmetric products was proved by Dold and 
Thom; parts a), b) and c) are known as the Dold-Thom Theorem ([17],[16])2:  
THEOREM 1.1. For connected X the following is true: 
 
SP' (X) fJK(H(X),i); 
 
SP°°(X,Z/p) f[K(H(X,Z/p),i); 
2 In  [16] the conditions on the topological space X were: in part a) X is a locally finite CW-complex; 
in parts b), c) and d) X is a locally countable polyhedron. 
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the natural inclusion 
SP' (X) —* SP' (X, Z) 
is a homotopy equivalence; 
the map 
7r2 (X) —* ir j(SP°°(X)) = 
induced by the inclusion X —* SP°°(X) is the Hurewicz homomorphism. 
It is hard to overestimate the significance of the Dold-Thom theorem. It gives geo-
metric models for Eilenberg-MacLane spaces and allows the construction of homology 
without singular chains or spectra. The most important thing for us here is that it is 
one of the main ingredients of Lawson's theory of algebraic cycles. 
There exist several proofs ([16],[50],[57],[37], see also a discussion in [21]). The 
method of the original proof in [16] was to verify that the functors ir(SP°°(.)) and 
ir(SP°°(•, G)), G = Z, Z/p satisfy Eilenberg-Steenrod axioms for singular homology. 
The reason they do so is that they carry cofibrations 
AX —*X/A 
into (quasi)fibrations3  
SP(A) — SP°°(X) —* SP°°(X/A), 
SP' (A, G) — SP' (X, G) — SP' (X/A, G). 
The homotopy exact sequence of a (quasi)fibration plays the role of the exact homo-
logical sequence and so on. 
REMARK. It is important that irSP°°(X,.) can be identified with singular homology 
as a functor, i.e. maps between polyhedra induce the same maps on 7rSP°°(,.) and 
H(., ). See [14]. 
Other important results on symmetric products include Steenrod's theorem about 
the splitting of the homology of symmetric products [15], Macdonald's results about 
their Poincaré polynomials [39] and Milgram's theorem [44], which completely de-
scribes the homology of finite symmetric products. However, we are not going to use 
them. 
3Quasifibrations were introduced in [16] as a tool for studying symmetric products. For homotopy-
theoretic applications they are almost as good as genuine fibrations; in particular, there exists a long 
exact sequence of homotopy groups of a quasifibration. 
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2. Comparative zoology of symmetric products 
Explicit examples of symmetric products are relatively scarce; one of the reasons 
for this is that the following theorems are true: 
THEOREM 1.2. Let M be a closed manifold. Then SP(M) is a closed manifold 
for n>1 if and only if dim  = 2. 
THEOREM 1.3. Let M be a closed compact connected manifold. Then SP(M, Z/2) 
is a closed manifold for n> 1 if and only if dim M = 1. 
The first theorem is well-known. To see why it is true, let us consider a particular 
case: a symmetric square of a smooth manifold. The action of S2 = Z/2 is free away 
from the diagonal. A tubular neighbourhood of the diagonal is diffeomorphic to its 
normal bundle. The Z/2-action respects the projection in the normal bundle and acts 
on the fibres by the antipodal map; so a neighbourhood of a point of SP2(M) which is 
of the form (x, x), x E M (i.e. the neighbourhood of a diagonal point) is homeomorphic 
to Rd x c(RP'_'), where d = dim M, c(X) - cone on X. This can be homeomorphic 
to R 2 only if d = 2. 
We defer the proof of the second theorem until section 4. 
However, we still have quite a variety of examples. Three of them are of particular 
interest, as they represent the simplest cases of complex, real and quaternionic cycle 
spaces. Let us start with the most famous and basic one. 
EXAMPLE 1.2. Complex projective line. 
SP(Cpl ) = CP 
CP' can be thought of as the space of homogeneous polynomials of degree n in two 
variables modulo multiplication by a nonzero complex number. Every polynomial de-
termines a point in SP(CP') by its root system; conversely, every point of SP(Cp
l ) 
determines a polynomial (modulo multiplication by a scalar). So we have a continuous 
bijection between SP(Cpl) and CPTh, i.e. a homeomorphism. 
If we want to find some kind of a real analogue to this example, the first choice 
seems to be the symmetric products of RP1. They were described by H. Morton in 
[46]: SP(RP1) is a disk bundle over g1,  in fact that associated to the Whitney sum 
of n - 1 copies of the Möbius band vector bundle. 
However, the symmetric products of RP' do not describe the real root systems of 
real polynomials in a continuous fashion. The most appropriate "real analogue" of the 
example above turns out to be the following 
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EXAMPLE 1.3. Real projective line. 
SP (RP', Z/2) = RPTh. 
Take RP to be the space of real homogeneous polynomials of degree n in two variables 
modulo multiplication by a scalar. There is a continuous map 
P RP —* SP(RP', Z/2) 
which sends a polynomial to its roots, taken with multiplicities modulo 2. (The choice 
of basepoints here is not important.) This map is onto, but not one-to-one. It is not 
hard to see that the fibres of P are contractible; this implies that P is a homotopy 
equivalence. We will not go into details here, as in section 4 we will show that this map 
is actually homotopic to a homeomorphism.4 
Our third example is of quaternionic nature. 
EXAMPLE 1.4. Real projective plane. 
SP(RP2 ) = RP2 
On CP' there is an antiholomorphic involution j - the antipodal map. In homoge-
neous coordinates it can be written as 
j: (zO,zl ) —+ 
(If we consider a pair (zo, z) to represent a quaternion z0+j.z1, this involution becomes 
the left multiplication by j; this is where quaternions come in.) The real projective 
plane is the quotient CP'/j. The action of j induces an action on homogeneous 
polynomials; we call a polynomial P(X, Y) j -invariant if 
P(X,Y) = P(—,). 
A polynomial P = 	aX2YTh is j -invariant if and only if 
a/ = (-1)'a_k. 
This condition is real linear, hence the space of j -invariant polynomials of degree 2n 
modulo multiplication by a nonzero real number is homeomorphic to RP2 . (Notice 
that this condition also implies that the degree of P must be even.) 
The root system of a j -invariant polynomial is j -invariant; in fact, there is a con-
tinuous 1-1 correspondence between points in SP(RP2) and j -invariant homogeneous 
4The fact that SP (RP ', Z/2) is homotopy equivalent to RP, has been proved by B. Mann and R. 
J. Milgrarn. Their (unpublished) proof was based on different arguments. 
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polynomials of degree 2n (defined up to a constant real factor). This proves the state-
ment. 
REMARK. The fact that the symmetric products of RP2 are projective spaces RP2 
follows directly from J. C. Maxwell's theorem on spherical harmonics [12], (see also J. 
J. Sylvester's paper [58], where he proves it "more mathematically" than Maxwell). 
It is essentially a topological reformulation of Maxwell's theorem; see a forthcoming 
paper by V. Arnold [3]. 
There are other explicit examples of symmetric products: Riemann surfaces and non-
orientable Riemann surfaces. For Riemann surfaces (i.e. complex algebraic curves) X9 
of positive genus g there are Abel-Jacobi maps 
SP(X9 ) - T2  
from symmetric products of X9 into a 2g-dimensional torus - the Jacobian of the curve. 
When n> 2g - 2 by virtue of the Riemann-Roch Theorem the fibres of this map are 
complex projective spaces. For detailed investigations of these spaces see [41] and [40]; 
a discussion of the case of small n can be found in [49]. For non-orientable Riemann 
surfaces the situation is pretty much the same, instead of the classical Riemann-Roch 
theorem one can use the Riemann-Roch Theorem of [54]. For n big enough symmetric 
products of non-orientable surfaces will be real projective bundles over the Jacobian 
(which in this case can be an odd-dimensional torus), see [18]. 
Symmetric products with coefficients other than N and Z were studied already by 
Dold and Thom. Now we will discuss some further generalisations. 
EXAMPLE 1.5. Rational coefficients. 
Consider the sequence of maps 
SP-(X) --4 SP(X) --4 SP-(X)
x4 
If one thinks of elements of SP°°(X) as sums of points of X taken with positive 
integral multiplicities, the second copy of SP(X) in this sequence can be thought of 
as the space of sums of points with rational multiplicities with denominators at most 
2. The third copy will yield denominators which divide 6 and so on; so we have a good 
reason to call the direct limit of this sequence "a symmetric product of X with rational 
coefficients" and denote it by SP°° (X, Q). The multiplication maps 
SP(X) SP(X) 
induces maps 
.(SP(X)) -4 ir(SP°°(X)). 
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Homotopy and homology commute with direct limits, so the Dold-Thom Theorem holds 
for SP°°(X, Q): 
THEOREM 1.4. 
SP°°(X,Q) flK(Ht (X,Q),i). 
Thus we have a simple model for rational Eilenberg-MacLane spaces: 
K(Q,n) = SP°°(S',Q). 
REMARK. Our construction of rational spaces K(Q, n) is, of course, equivalent to the 
standard construction via mapping telescopes, described, for example, in [26]. 
All the coefficient groups or monoids we encountered before - N, Z, Z/p, Q- were 
abelian. There is, however, one case when we can use non-abelian coefficients. 
EXAMPLE 1.6. Non-abelian symmetric products of a circle. 
Let S1 be a circle, parametrised by the map of an interval f : [0, 1] —* S' with 
f(0) = f(1) = * being a basepoint. For a topological monoid or group G (not even 
necessarily discrete) define SP' (S', G) to be the set of finite formal sums 
gif(xi) + ... + gmf(xm), gi E G, X2 E [0,1] and x :!~ 
with identifications 
gof(Q) + E gf(x) +gmf(1) '-i 	 gf(x) 
and 
gf(x) +gj+if(xj i ) - gigi+if(xi) if x2 = 
There exists a filtration on SP00(Sl, G) by the number of terms in these sums. (No-
tice that in case G = Z/p this filtration does not coincide with the filtration by 
Spk(S1, Z/p).) We topologise the n-th member of this filtration (SP°°(S', G))n as 
follows: if An is an n-dimensional simplex 0 < t1 ... <t < 1, there is a map 
G  x An —* (SP°°(S',G)), 
which sends (g',... , g,; t1,... ) t) into a formal sum 91f (t1) +. . . +g,f(t). Then the 
topology we put on (5P00(5I, G))n is the quotient topology. Finally, SP' (S', G) has 
the topology of a direct limit. 
Under some mild restrictions on G the following is true: 
THEOREM 1.5. (M.C.McCord [43]) 
SP- (Sl,G) = BG, 
where BG is the classifying space for G. 
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When G is discrete, this theorem looks rather familiar: 
SP-  (S', G) K(G, 1), 
as, for discrete groups, BG has the homotopy type of K(G, 1); in particular, if G is 
any of the abelian groups discussed above (or N), we recover the statement of the 
Dold-Thom theorem. 
McCord's paper [43] also describes a generalisation of symmetric products with 
coefficients to a wide class of commutative coefficient groups and monoids. As sets, 
symmetric products with coefficients are sets of finitely supported functions on poly-
hedra with values in an abelian monoid. Quite similarly one can define symmetric 
products with local coefficients as spaces of finitely supported sections of a local sys-
tem of groups. The first example of the next section deals with such a case. 
3. Zoology II: group actions 
Group actions on topological spaces induce corresponding actions on their infinite 
symmetric products. We will not attempt to study the subject in full detail, limiting 
our attention to two examples. The first example is a Dold-Thom type theorem for 
twisted integral homology. This result will not be used further in this thesis, but it 
seems to be a nice illustration of how the interpretation of homology via symmetric 
products can be carried over to a group-equivariant situation. It is not unlikely that 
this theorem might be used to interpret Poincarè duality for non-orientable manifolds 
in the spirit of [22]. 
In the second example we construct the homology transfer map. It will be useful 
later for the study of the spaces of real and quaternionic cycles. 
We will utilise the machinery of simplicial sets5. The main general reference is [42]; 
a study of symmetric products in the simplicial setting can be found in [57]. 
First let us recall briefly the simplicial description of symmetric products. Let K be 
a finite connected simplicial set and let I . denote the geometric realisation functor. The 
n-th symmetric product of K (notation: SP(K)) is a simplicial set whose q-simplices 
are unordered n-tuples of q-simplices of K with obvious face and degeneracy operators. 
Assume that K has a basepoint *. Then one can define the infinite symmetric product 
SPm(K) in the same way as it is defined for topological spaces. The key fact here is 
that for finite K1 and K2 there is a natural homeomorphism 
K1 x K21 = IK1 I x 
or, in other terminology, semi-simplicial complexes. 
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It follows that 
SP(K)I = SP(IKI) 
and, correspondingly, 
ISP°°(K)I = SP°°(IKI) 
Denote by C(K) the simplicial abelian group generated by the simplices of K and by 
SP°°(K, Z) the quotient of C(K) by the subgroup, generated by the degeneracies of *. 
Then the inclusion map 
SP' (K) c-*  SP' (K, Z) 
is a homotopy equivalence. Any simplicial abelian group can be given the structure 
of a chain complex, the boundary being defined via face operators. The homology of 
C(K) and SP(K, Z) regarded as chain complexes is just the unreduced and reduced 
integral homology of K respectively. (See [57].) 
The naturality of the geometric realisation together with the naturality of the home.. 
omorphism IK1 x K2 1 = IK1  I x I K21 implies that there is a natural homeomorphism 
I SP' (K, Z)I = SP' (IKI, Z), 
which is, in fact, a group isomorphism. 
REMARK. One can treat symmetric products with other coefficients in a similar fashion. 
Define SP°°(K, Z/2) as the simplicial abelian group whose q-simplices are finite linear 
combinations of q-simplices of K with coefficients in Z/2 and degeneracies of * are 
units. Then there is a simplicial fibration 
SP-  (K, Z) --4 SP-  (K, Z) - SP' (K, Z/2), 
which is carried by the geometric realisation functor to the fibration 
SP°°(IKI) - SP' (IKI) -* ISP' (K,Z12)I. 
This means that 
ISP°°(K,Z12)l = SP°° (IKI,Z/2). 
A useful corollary of this is that a triangulation of a topological space X induces a 
triangulation of SP(X, Z/2). 
EXAMPLE 1.7. Twisted coefficients. 
Let K be as above and assume K has a basepoint. Let K be the orienting double 
cover of K and let T be the monodromy of K. Then Z/2 acts on C(K); denote by 
C (K) the subgroup of elements of C(K) such that T(c) = —c. The homology of K 
with twisted integral coefficients H. (K, ZT) is defined as the homology of C(K). 
3. ZOOLOGY II: GROUP ACTIONS 	 16 
We can also define reduced twisted homology groups H(K, ZT) as follows: if 
K = K/{*,T(*)} 
then the action of T descends to K. We denote by SP'(K, ZT) the subgroup of such 
elements of SP°°(k, Z) that change sign under T. The reduced twisted homology 
H,, (K, ZT) is the homology of SP°°(K, ZT) regarded as a chain complex. 
The homotopy groups of a simplicial abelian group coincide with the homology of 
the same group, regarded as a chain complex. This implies 
LEMMA 1.6. 
7r(SP°°(K,ZT )) = ii. (K, ZT )  . 
This is the simplicial version of the "twisted" Dold-Thom Theorem. 
If X = K, Z/2 acts on X = IKI and, hence, on SP(X, Z). 
DEFINITION 1.5. The twisted infinite symmetric product of X is defined as the 
subspace of points E k2 x1 in SP°°(X, Z) such that 
T(k1x1) = — >kjxj. 
Finally, define H. (X, ZT) and ft. (X, ZT) as H. (K, ZT) and fl,, (K, ZT) respec-
tively. 
REMARK. The relation between reduced and unreduced twisted homology is slightly 
different from the case of ordinary homology. Namely, one can easily check that for 
connected X 
Hi (X, ZT) = H(X, ZT)  for i > 2, 
Ho (X, ZT) = 0 
and that there is a short exact sequence6 
0 —* Hl(X,ZT) — F11(X,ZT) -+ Z —+0. 
THEOREM 1.7. 
SP' (X,ZT) = flK(i z(X,ZT),i) 
1>0 
PROOF. By Moore's Theorem [16] every abelian topological group is a product of 
Eilenberg-MacLane spaces, so it is enough to check that 
r. I C T)OO I V '7 \ \ 	rT I 17 '7 7 IJ' 	I-", T)) = LIT 
6as  this sequence shows, we could have called H. (X, ZT) extended rather than reduced twisted homology. 
3. ZOOLOGY II: GROUP ACTIONS 	 17 
If X = IKI this follows from Lemma 1.6, provided that 
SP' (IKI,ZT ) = I SP' (K,ZT)I. 
To see this, recall that there is a natural group isomorphism 
SP' (IKI,Z) = SP' (K,Z)I. 
Its naturality implies that it commutes with the action T of Z/2, so, in particular, the 
subgroups of elements which are sent to their inverses by T are isomorphic. 	0 
EXAMPLE 1.8. The homology transfer map. 
The homology transfer map can be described in the simplicial setting as follows. 
Let K be as above and let a finite group G act on it simplicially. We also assume for 




Tr: SP' (K/G, Z) - SP' (K, Z) 
is defined by sending a simplex A of K/G to >gEG  gLV, where p(A') = A. It is easy 
to see that if SP°°(K/G, Z) and SP°°(K, Z) are regarded as chain complexes, Tr is a 
chain map, so it induces a map on reduced homology 
Tr: H(K/G) - k. (K). 
This is the homology transfer map. It is a standard result [19] that, when tensored 
with Q, this map becomes an isomorphism onto the G-fixed subgroup of II (K). 
Applying geometric realisation to the map Tr one obtains a map 
Tn : SP°°(IKI/G,Z) -* SP°°(K,Z). 
The induced map of the homotopy groups coincides with the homology transfer. If we 
take rational coefficients instead of integers, the map we obtain 
SP' (IKI/G,Q) -* SP°°(IKI,Q) 
gives an isomorphism between the homotopy groups of SP°°(IKI/G, Q) and the G-fixed 
subgroups of the homotopy of SP°°(IKI, Q) 
Another way to represent the transfer map rationally is to consider the inclusion 
map 
i: (SP-(K, Z))G 	SP-(K, Z) 
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of the C-fixed subgroup of the symmetric product of K into the symmetric product of 
K. There is a commutative triangle 
Tr 
SP- (K/G,Z) 	-* 	SP-  (K,Z) 
Tr\ 
(SP-(K, Z))G 
Notice that after tensoring with rationals, the map 
SP-  (K/G,Z) Z (SP00(K,Z))G 
becomes one-to-one. It follows that 
ir((SP°°(K, Z))') ® Q -+ (ir(SP°°(K, Z)) ® Q)G 
is an isomorphism. It can also be written as 
ir((SP°°(K, Q))G) -* H(K, Q)G 
Applying geometric realisations one can obtain corresponding statements for topo-
logical spaces. 
REMARK. Here we considered symmetric products with coefficients in Z. Everything 
said above applies to products with positive integral coefficients. 
It seems to be possible to elaborate on the last example and establish yet another 
version of the Dold-Thom Theorem for Smith's "special homology" [51]. We will not 
attempt to do it, though, as the result wouldn't justify the effort. 
There are other generalisations of the Dold-Thom Theorem. One can take a similar 
approach in K-theory. The role of infinite symmetric products for K-cohomology is 
played by "spaces of bundles" i.e. spaces of maps from a space to an infinite Grass-
manian; for K-homology it is played by the spaces of elliptic operators on a space; see 
also [55] on this subject. 
There is also a Dold-Thom theorem for intersection homology, established by Pawel 
Gajer [23]. It relates the intersection homology groups of a variety to the "intersection 
homotopy groups" of its infinite symmetric product. 
Friedlander in [20] showed that the Dold-Thom Theorem also works in the context 
of étale homotopy and homology; this version is important for the theory of algebraic 
cycles over fields other than C. 
4. Geometry of symmetric products modulo 2 
Here we will prove theorem 1.3. One part of it is covered by the following 
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PROPOSITION 1.8. Let M be a closed compact connected manifold. If dim  > 2 
and n> 1 then SP(M, Z/2) is not a closed manifold. 
PROOF. Denote by A the "big diagonal" in (M)n, i.e. the set of points with at 
least two coinciding coordinates. Consider the sequence of natural maps 
(M)' -- SP(M) --* SP'(M, Z/2). 
The image of A under P2P1  is SP 2(M, Z/2) C SPTh(M, Z/2). Also notice that the 
composite map P2P1,  restricted to (M) - i is an n!-sheeted covering 
P2P1 : (M)' - -* SP(M, Z/2) - SP 2(M, Z/2). 
Now suppose SPTh(M, Z/2) is a manifold, dim M > 2. Clearly, dim SP (M, Z/2) = 
n dim M. 
Choose any pointy EM. Then the point p2(ny) (or, in other words, p2pl(y,y,... ,y)) 
belongs to SP 2(M, Z/2) C SP(M, Z/2). Take a small ball .8 around p2(ny). Then 
dim BflSP 2(M,Z/2) = (n-2) dim M 
and, hence, H?imM_2(B  fl SP 2(M, Z/2)) = 0. By Alexander duality this implies 
that the first homology group of 
W = B - (B n SP 2(M, Z/2)) 
is zero. Also, as dim M> 2, it is clear that W = p'p'(W) is connected. But as 
P2P1 : W -f W 
is an n!-sheeted covering with Sn  being the monodromy group, H, (W) cannot be trivial; 
so we get a contradiction. 
(Indeed, we have a surjection 
iri (W) -+ Sn. 
For any n there is a non-trivial map S -* Z/2. As H, (W) = 
the composite map iri (W) -* Z/2 must factor through a non-trivial map H1(W) -* 
Z/2, so H, (W) 54 0.) 	 0 
To prove the second part we have to show that SPn(RP1, Z/2) is a manifold, as 
RP' is the only closed compact 1-dimensional manifold. We will actually prove more. 
PROPOSITION 1.9. The map P RP .... Spn(M,Z/2), defined in Example 1.3 of 
section 2, is hornotopic to a homeomorphism. 
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First we state an auxiliary lemma about the symmetric products of a 2-disk 7: 
LEMMA 1.10. SP'(D2 ) is homeomorphic to a 2k-dimensional closed ball D2k 
PROOF. Let D2 = {z I z e C, z2 <'l}. Define a map 	: SPk(D2) 	Ck by 
sending a point (a1,... , ak) E SPIC(D2) to the coefficients of the polynomial (z - al). 
(z - ak); and a map ',b2 : Ck Cc 
= R21 by 
(rie 1 ,r2e242 ,... ,re) 	(rie1,/e22 . ... , 
Then the composite map 0201 : SP"(D2) -~ R2k is one-to-one and carries SPk(D2) 
onto some neighbourhood of zero in R2". Any ray starting at 0 E R2k meets the 
boundary of 0201SP"(D2) precisely in one point. This implies that çh2çb
1SPk(D2) 
and, hence, SPk(D2) is homeomorphic to a ball. 	 0 
Let us study the structure of the map P, defined in Example 1.3. For any polyhe-
dron X with a basepoint * and any m > 1 there are natural inclusions 
SP"' —'(X, Z/2) '-4 SPm(X, Z/2), 
defined as 
k2x -+ 	k2 x2 + *. 
For X = RP  the space Cm = SPm(RPI, Z/2) — Spm-2 (RP l, Z/2) can be identified 
with the configuration space of m unordered distinct points on the circle. Clearly Cm 
is an (open) manifold. 
RP can be decomposed as the union of subspaces URj, where R2 is the space of 
polynomials, which have precisely i real roots of odd multiplicity. Here i E {0, 2,... , n} 
when n is even and i E {1, 3,... , ri} when n is odd. Notice that UÔHj is the hyper-
surface of polynomials with multiple real zeros; it is a subset of the zero set of the 
discriminant. The map P respects the decompositions into C2 and Ri we have intro-
duced on RP' and SP(RP1, Z/2). Denote by p2 the restriction of P to Ri: 
p2 : Rj —* C2. 
Every polynomial with i roots of odd multiplicity can be uniquely factorised as a 
product of a nonnegative polynomial of degree n - i (normalised in such a way that 
the sum of squares of its coefficients is equal to 1) and a polynomial of the form 
(aix - biy)... (a2x - 
where (ak, bk) are distinct points of RP' 
7This lemma is, apparently, well-known; however, we haven't been able to find a reference for it. 
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The space of normalised nonnegative polynomials of degree n - i is homeomorphic 
to SP)(D2),  where D2 is considered as the upper closed hemisphere of CP1. This 
means that 
Hj = Ci x 5p(fl_i)(D2) = C2 x 
and p2 is the projection on the first factor. The boundary of Rj can be described as a 
union of two components. The first one is F2 de =f C2 x 	= C2 x Sn 	, obviously 
F2 C R2. The second one is 9R - F2 = ORj flRj. The following lemmas can be easily 
verified directly from the definition of Rj. 
LEMMA 1.11. Any x E F2 has a neighbourhood Nx such that Nx fl Rk is empty for 
k <i. 
LEMMA 1.12. For each i F2 divides RP into two components; the closure of one 
of them is Uk<2Rk;  the closure of the other is Uk>Rk. 
The map P can be described as a composition of collapsing maps 




—* Qn = SP(RP1,Z/2), n even, 
or 
RP 	= Qi 24 Qi ... qn- 
2 
Qn = Spn(Rpl,Z/2), n odd, 
where q2 are the maps, which collapse the fibres of p2 to single points, Q2 are the 
corresponding quotient spaces. We will see that these maps are actually homotopic to 
homeomorphisms. 
Figure 1.1. The deformation retraction cbt 
Let us first look at two examples: n = 2 and n = 3. For n = 2 the map P is 1-1 
everywhere, apart from the disk, bounded by the conic 
- 4x0x2 = 0, 
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i.e. the defined by the condition that the discriminant of the polynomial is 0; here x2 
are the homogeneous coordinates on RP2. This disc, which describes polynomials with 
double roots or no real roots, maps into a single point * in SP2(RP1, Z/2). 
Take a "one-sided tubular neighbourhood" of this disk and define the deformation 
retraction 
RP2 x [0, 1] -* RP2 
so that cbt is the identity map outside the neighbourhood of the disk for all t and is the 
contraction of the disk to a single point when t = 1, see Fig. 1.1. Then P(') is a 
homotopy of P to a homeomorphism. 
In the case of n = 3 the map P is 1-1 everywhere in RP3, apart from a full torus 
R1 = NP' x D2; as we said above, on this torus P is the projection onto RP'. If the 
boundary of R1 happened to be smooth, we would be able to use the same method as for 
n = 2 "fibrewise". However, the surface, defined by the condition for the discriminant 
to be zero, is singular and we cannot use the normal bundle to construct a one-sided 
tubular neighbourhood. 
This is the situation we are also going to encounter in higher dimensions, so we 
need some results concerning one-sided tubular neighbourhoods in such a situation. 
DEFINITION 1.6. [10] Let X be a topological space and B a subset of X. Then 
B is collared in X if there is a homeomorphism h carrying B x [0, 1) onto an open 
neighbourhood of B such that h(b, 0) = b for all b E B. If B can be covered by a 
collection of open subsets (relative to B) each of which is collared in X, then B is 
locally collared in X. B is said to be bi-collared in X if there is a homeomorphism h 
carrying B x (-1,1) onto an open neighbourhood of B such that h(b,O) = b for all 
b E B. The notion of B being locally bi-collared is defined similarly. 
An example of a locally collared (in fact, collared) subset is the boundary of a mani-
fold. An example of a locally bi-collared subset is a smooth submanifold of codimension 
1 in a smooth manifold. 
THEOREM 1.13. [10] A locally collared subset of a metric space is collared. 
THEOREM 1.14. (relevant references are [52] or [101) If B -* Int(X) is a piecewise 
linear embedding of an (n - 1)-dimensional PL-manifold into a PL n-manifold X, then 
B is locally bi-collared in X. 
Now we are in the position to prove the following 
PROPOSITION 1.15. The maps qj : Q2 -+ Qi+2 are homotopic to homeomorphisms. 
4. GEOMETRY OF SYMMETRIC PRODUCTS MODULO 2 	 23 
PROOF. First of all notice that RP together with the hypersurface of polynomials 
with multiple real roots is a compact stratified set, hence by the main theorem of [28] it 
has a triangulation, compatible with the stratification. The subsets F1 are not closed, 
but they are locally triangulable. As we mentioned above, F2 is homeomorphic to 
C2 x S" 1, which is a manifold. Thus, by lemma 1.11, for any point x E F2 we 
can find such a triangulation of RP', that there exists a triangulated neighbourhood 
N of x, homeomorphic to a ball D, N fl F2 is homeomorphic to a ball D' and 
N fl c9Rk is empty for k <i. Applying Theorem 1.14 we get that F2 is bi-collared in 
some neighbourhood of x inside RP and, hence, collared in some neighbourhood of x 
inside each of the components into which F2 divides RP'. In particular, it is collared 
in RP - Int(LJk<j R4. As x is an arbitrary point of F2, it follows that F2 is locally 
collared and, by Theorem 1.13, is collared in RP - Int(Uk<$ Ri). 
Now we construct a "spindle neighbourhood" of F as follows. Let A be a continuous 
function on Ti ,  such that A = 0 on Ti - F2 and 0 < A < 1 on F2. Then our spindle 
neighbourhood Si is the subset of the collar F2 x [0, 1) defined as 
Si = {(x,t) I XE Fi;0 <t< Al. 
There is a deformation retraction 
: (Si URj)x[0,1]—*SiURj, 
which commutes with the projection p2  and in fibres looks like the retraction Ot on 
Fig.1. The union of Rj and the spindle neighbourhood of F2 maps homeomorphically 
into Q2 under the composite collapsing map RP' -* Q2. We extend 	to Q2 by the 
identity map; it is immediately clear that this extension of (Dt is continuous everywhere, 
possibly apart from the image of Uk<2 Rk. The continuity there easily follows from the 
following fact: 
LEMMA 1.16. The decompositon of RP into fibres of P is upper sernicontinuotzs, 
i.e. for any neighbourhood U of a disk P'(y), y E SP(RP', Z/2) there exists a 
neighbourhood V, such that any fibre of P which intersects V lies in U. 
(This lemma follows directly from Proposition 1, Chapter 1 of [13], which says that 
if a map between topological spaces is closed, the decomposition of the source space 
into the fibres of the map is upper semicontionuous. It can be easily verified directly.) 
Now q' is a homotopy, carrying q2 into a homeomorphism; this proves proposi- 
tion 1.15. 	 0 
If two maps are homotopic to homeomorphisms, their composite is also homotopic 
to a homeomorphism. This proves Theorem 1.3. 
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REMARK. There are powerful tools, such as Edwards cell-like approximation theorem 
[13], to treat situations like ours. However, Edwards theorem only works in dimensions 
> 5 and requires some conditions, which are not totally trivial to verify in our case; so 
we chose the direct approach. 
CHAPTER 2 
Spaces of Complex and Real Algebraic Cycles 
Here we give an overview of Lawson's results [31] on complex algebraic cycles and their 
real version, obtained by T.K.Lam [30]. We also calculate the homotopy groups of real 
cycles with coefficients in Z on projective spaces. Finally, we consider a theorem of 
Lawson and Michelsohn about group actions on the cycle spaces [36]. 
We are going to deal only with projective varieties. From now on we adopt the 
following notation: group (monoid) quotients are denoted by "//" while the usual 
denotes the topological quotient. 
1. Complex cycle spaces 
DEFINITION 2.1. An algebraic cycle c =kiVi, i, ki E Z in CP' is a finite formal 
sum of irreducible subvarieties V of CP of the same dimension. The degree of a cycle 
c is defined as 
deg(c) = E kdegV, 
the dimension of c is defined as dim V. A cycle is called effective if ki > 0 for all i. 
The set of effective cycles of the same degree d and dimension p in CP has the 
structure of an algebraic variety. This variety is called a Chow variety and denoted 
by Cp,d(CP'). Algebraic varieties carry a natural topology, so algebraic cycles form 
topological spaces. Alternatively, algebraic cycles define linear functionals on differen-
tial forms by integration; so one can put the topology of the dual space on the sets 
of cycles; these two topologies coincide ([31]). Similarly one defines spaces C,d(X) of 
cycles with support on a subvariety of CPTh. (See [53], [561). 
In most cases Chow varieties are singular, reducible and hard to study. However, 
as discovered by H.B.Lawson in [31], when the degree of cycles tends to infinity, the 
homotopy type of Cp,d(CP) becomes calculable. To state this rigorously we have to 
define the stabilised Chow varieties. 
Let X c CP be a subvariety of CP. Take a disjoint union 
C,. (X) = {0}11 CP ,d (X),  
where {0} denotes an "empty" cycle. This is an abelian monoid under unions of cycles. 
25 
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There are several methods of obtaining a "homotopy group completion" of Cr,. (X). 
The first one is provided by the mapping telescope construction. For each element 
a E iro(Cp,.(X)) select a representative ca . Then there are maps 
C, : C,. (X) ±4  C,.(X). 
Let 81,,02....  be a sequence of elements of iro(Cp,.(X)), such that every element of 
iro(Cp,.(X)) appears in it infinitely often. Then C(X) is defined as the mapping tele-
scope Tel(C,.(X), cpa ) (see [31] and [20]). This definition relies on a chosen set of 
representatives for iro (C,.(X)), but the homotopy type of the space obtained this way 
does not depend on the choice. 
The motivation for using the telescope construction comes from two basic examples: 
0-cycles on a variety X and cycles on CP. Recall that for a sequence of inclusions 
the mapping telescope is homotopy equivalent to the direct limit space. 
For 0-cycles Co, (X) is the disjoint union fld SP'(X). Suppose that X is connected. 
If y E X then {ky I k E Z,k > 0} forms a set of representatives for iro(Cp,.(X)). So 
C0 (X) is homotopy equivalent to the direct limit of the sequence 
JJ SPd(X) '- II SPd(X) 
where the inclusions are 
SP'(X) ±!* SP(X). 
So it is clear that the connected components of Co (X) are all homotopy equivalent to 
SP°°(X); also iro (Co (X)) = Z. 
The situation with p-cycles on CP is similar: choose a p-dimensional linear sub-
space 1 and define inclusions 
Cp,d(CPv) Cp,d+l(CP') 
by adding 1 to every cycle in C,d(CPTh ): 
c-+c+l. 
Then the connected components of the stabilised Chow variety C(CP) are homotopy 
equivalent to the direct limit of the sequence of these inclusions as d -4 oo. 
The second way to define a group completion of C,.(X) is to consider the space 
1lB(C,.(X)), where B(.) is the classifying space of an abelian monoid, provided by the 
bar construction, and Q denotes the loop space. The space fZB(C,.(X)) is homotopy 
equivalent to Cp(X); see Corollary 2.6 of [20]. 
Yet another (and, probably, the most attractive) method of obtaining stabilised cy-
cle spaces is taking the "naïve" group completion CV), which is just the Grothendieck 
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group of C,. (X), endowed with the quotient topology from the map 
C,.(X) x C,.(X) 3 C, (X), a,b e 
One can consider C(X) as a space of cycles with coefficients in Z. As C,,(X) is a group, 
iro(Cp(X)) also has a group structure. It is easy to see that the connected components 
of C,(X) are homeomorphic. Indeed, if c,/3 E iro (Cp(X)), choose a cycle c in the 
component represented by 3— a. Then the map 
(e;(X)), -± (e;(X)), 
is the desired homeomorphism. 
For connected X the connected components of C0 (X) are indexed by the degrees 
of 0-cycles, i.e. by the sums of coefficients; the same is true for C(CP). 
It follows from the theorem of Lima-Filho [37] that the spaces C(X) and C(X) are 
homotopy equivalent. A particular case of this statement is part c) of the Dold-Thom 
theorem, see page 8. Indeed, 
Co(X) Z x SP'°(X) 
and 
Co(X) = Z x SP°°(X,Z). 
We will use the last definition of the stabilised cycle spaces, i.e. the abelian groups 
C(X). 
There is a geometric construction, which Lawson called "complex suspension". 
CP can be embedded into CP 1 as 
(zO,... ,z)—*(zo,... ,z,0). 
If X C CP the complex suspension X e CP 1 is defined as the union of all lines, 
joining X and the point (0,... , 0, 1). In other words, 7iX is the projective cone on X. 
If X is a projective variety, 72X is a projective variety of the same degree. Indeed, it is 
defined using exactly the same equations as define X. Obviously, 7CPTh  is CP 1. 
Complex suspension induces continuous maps on the cycle spaces 
C,d(X) —* C+l,d(72X). 
So there is a map 
7: C,.(X) —* 
which gives rise to a map of group completions 
C(X) —* C+1(X). 
2. REAL CYCLE SPACES 	 28 
The main result of [31] is the Complex Suspension Theorem: 
THEOREM 2.1. If X is a subvariety of CPTh, the maps 
C(X) —* C +1(X) 
are homotopy equivalences for all p > 0. 
An immediate corollary of this theorem is the following description of cycle spaces 
on CP: 
THEOREM 2.2. 
(CP 1J K (z,2i).  
Indeed, the connected components of the space of 0-cycles on CP7 ' are just the 
infinite symmetric products of CP 	with coefficients in Z. So, according to the Dold- 
Thom Theorem 
Co(CP") Z x K(Z,2) x ... x K(Z,2(n — p — i)) x K(Z,2(n —p)). 
Now apply the Complex Suspension Theorem p times; this immediately gives the result. 
REMARK. It is not surprising that the cycle spaces turn out to be products of K(ir, n)'s: 
according to the Moore's Theorem (see [16]) any abelian topological monoid is homo-
topy equivalent to a product of Eilenberg-MacLane spaces. 
2. Real cycle spaces 
Complex conjugation induces an anti- holomorphic involution on CP: 
t : (zo, . . . ,z,) —* (2o , . . . , 
A variety is called real if its ideal is fixed by t; a real cycle is a formal sum of real 
subvarieties1. The complex suspension 7 of a real cycle is again a real cycle; this 
makes it possible to adapt the methods used for complex cycles, to study real cycle 
spaces. The definitions and results below can be found in [30]. 
For a real variety X denote by RC,. (X) the submonoid of real cycles in 1p, (X). 
The submonoid of RC,.(X) which consists of the cycles of the form c+t(c), c E C,.(X) 
is called the monoid of Galois sums and denoted by DC,,,. (X). 
The stabilised spaces of real cycles, which we denote by 7.C,,(X) and DC,,(X) 
respectively, are defined in the same way as the stabilised space C,,(X) via the mapping 
telescope construction or as the loop spaces 1B(RC,,,.(X)) and 1B(DC,,,.(X)). 
'so we distinguish a real variety from its real locus. 
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As in the case of complex cycles, one can consider spaces 'WC-p(X) and VC(X) of 
"real cycles with coefficients in Z", defined as the group completions of RC,.(X) and 
DC,.(X) respectively. (Clearly 1Zc(X) and DC(X) are subgroups of E(X).) These 
spaces are homotopy equivalent to the spaces RC(X) and DC(X) by the theorem of 
Lima-Filho. 
The quotient group of RC (X) by VC(X) is denoted by (X) and is referred to 
as the space of real cycles modulo 2 (which may be somewhat misleading). 
The main result about real cycles is the Suspension Theorem: 
THEOREM 2.3. [30] If X is a real subvariety of CP, the maps 
RC(X) - 
VC(X) - VC +1(X), 
4(X) -* 	1(X) 
are homotopy equivalences for all p > 0. 
The spaces of cycles of dimension 0 have a following description: 
DC0(X) = Z x SP' (X/t,Z), 
= Z/2 x SP°°(X, Z/2), 
where XR  is the real locus of X. The space RC0(X) does not have such a simple 
description in terms of symmetric products, however 7Co(X) ® Z/2, i.e. the space of 
real 0-cycles with coefficients in Z/2 is homotopy equivalent to the product 
Z/2 x SP°°((X/t)/XR, Z/2) x SP°°(X, Z/2). 
Combining Theorem 2.3 with the Dold-Thom Theorem, we can describe the spaces 
of real cycles modulo 2 on CPL:  
THEOREM 2.4. [30] 
4(CP) 	K(Z/2, i). 
Lam in his thesis did not calculate the homotopy groups of 7Cp(CP); here we 
present a method of doing this. By virtue of the Suspension Theorem it is enough to 
consider 0-cycles. 
First we describe the homotopy of 7Wo(CP) rationally. As 7ZCo(CP) is just the 
t-invariant subspace of Z x SP°°(CPTh , Z) its rational homotopy groups coincide with 
the rational homology of CP'7t (see the discussion of the homology transfer map in 
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the previous chapter). The rational and mod 2 homology of CP/t are calculated in 
Appendix A; from Proposition A.3 directly follows 
THEOREM 2.5. 
irj(R,Co(CP)) ® Q = Q for i = 4k <4n and 0 otherwise. 
For the corresponding spaces with coefficients in Z/2 we have a direct product: 
1Wo(CP) ® Z/2 = Z/2 x SP°°((CP/t)/RP, Z/2) x SP°°(RPTh , Z/2). 
Hence, for i > 0 
irj(1ZC0(CPTh ) ® Z/2) = H((CP'/t)/RP), Z/2) ED H(RP, Z/2) 
and 7ro(7ZC0(CP'2) 0 Z/2) = Z/2. From Proposition A.2 it follows that 
rk(7rk (7ZCo(CP) ® Z/2)) = [k1 +1 for k < n, 
rk(1rk(7CO(CPTh) ® Z/2)) = [k] + 1 - (k - n) for n <k < 2n, 
where [x] denotes the integral part of x. 
Finally, we have a "coefficient fibration" 
R..Co(CP) -? 1ZCo(CP') -* RCo(CP) ® Z/2. 
If we know 7r,,(1.Co(CP))0Q andr(R.Co(CP)0Z/2), then from the exact sequence 
of the coefficient fibration we can determine the homotopy groups of R.Co(CPTh ), given 
that these groups contain no torsion apart from Z/2 - torsion. This is established by 
the following lemma: 
LEMMA 2.6. Let X be a real projective variety. Then if H(X) is torsion-free, 
ir(7Wo(X)) does not contain any torsion apart from Z/2 -torsion. 
PROOF. Let S— (X) be the subgroup of SP' (X, Z), consisting of all c such that 
t(c) = —c. There is a fibration 
7?.Co (X) x S-  (X) -* T  SP' (X,Z) -* Z/2 x SP'  ((X/t)/Xp.,Z/2). 
As H(X) is torsion-free and H((X/t)/XR, Z/2) contains only Z/2-torsion, the state- 
ment of the lemma follows from the exact sequence of this fibration. 	 0 
So we can determine the homotopy groups of 7.Co(CP) (and, hence, R.Co (CPTh)) 
completely. As an example, 7rk (1.Co(CP')) for n < 6 are shown in Fig. 2.1. (Obviously, 
7rk (7?Co(CPTh )) = 0 for all k> 2n, so we do not show these groups in the table.) 
The general formulae for the ranks of the torsion in 7rk (R.Co(CP)) are not too 
pleasant. However, when n -+ oo things become simpler. Indeed, from the exact 
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G t 2 3 d 7 8 iO it i2 
1 Z 2/2 0 
2 Z 712 712 0 Z 
3 Z 712 712 212 Z 712 0 
Z 
4 Z V2V2V2 0 7127120 Z 
712 
Z 712 
5 Z 712 712 712 G 9 212 712 Z 212 0 
212 212 
Z 712 712 Z 
6 Z 2./2 212 712 • • • 712 • 712 712 0 Z 
212 212 2/2 712 
Figure 2.1. Homotopy groups of RCo(CP') for n < 6. 
sequence of the coefficient fibration it easily follows that if k < n, the rank of torsion in 
7rk(RCo(CP)) is equal to [.i] + 1 = [,]. Notice that this number does not depend 
on n. 
LEMMA 2.7. The natural inclusion 
1.Co (CP) -* 1?..Co(CP) 
induces isomorphisms in homotopy groups of dimensions < n. 
PROOF. There is a fibration 
R..Co (CPTh) c* 7?.Co(CP') -+ R.00(CP)//7?..Co(CP). 
The space 1?.Co(CP')//RCo(CP) can be considered as a space of "real" 0-cycles 
of degree zero on CP71+1/CPn = S2' 2. In particular, we have a fibration 
SP-(S22/t, Z) —4 C0(CP)//RCo(CP) —~ SPOO(Sl , Z/2). 
By Proposition A.4 H(S22/t) = 0 for i <n so ir(7?.Co(CP')//R.Co(CP')) = 0 for 
i < n as well. This implies that 
irj(R.Co(CPTh)) -* 7r(1?.00(CP 1)) 
is an isomorphism for i <n and an epimorphism for i = n. However, calculation shows 
that ir(fl..Co(CP)) =7rn(R.Co(CP')). 	 0 
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If we define R.00 (CP°°) as the direct limit of the sequence of inclusions 
1W0(CP') —* 1W0(CP) _4... -* 7?C0(CP') -* 
the arguments above give us 
THEOREM 2.8. The free part of lrk(R.Co(CP°°)) is Z if k is divisible by 4 and 0 
otherwise. All torsion is Z/2 -torsion; the rank of the torsion part of irk  is 
3. Cycle spaces and group actions 
Lam's results on real cycles led Lawson and Michelsohn to the investigation of the 
actions of arbitrary finite groups on the cycle spaces. 
If a finite group G acts on CT  linearly, there is an induced action of G on CP' 
by linear automorphisms and a corresponding action of G on the cycle spaces. Extend 
the action of G on C 2 to be trivial on the last coordinate; there are corresponding 
extensions of the induced actions on CP 4 ' and the cycle spaces: Let X be a 
invariant subvariety of CP; denote by C(X)G  the space of G-invariant cycles with 
integral coefficients on X and by G C(X) the subgroup of cycles, which are of the 
form g 9(C) CE C(X). The following theorem can be found in [36]: 
THEOREM 2.9. For each p the complex suspension maps 
and 
:G.Cp(X)—*GCp(X) 
induce isomorphisms on all homotopy groups irj(.) ® A, i > 0, tensored with any ring 
A in which the order of G is invertible. 
The proof of this theorem closely follows the proof of the Complex Suspension 
Theorem; one has to check only that all constructions used there can be made G-
invariant. 
In fact, the requirement of linearity of the action of G on CP can be slightly 
relaxed. If we require that C acts on CPTh by linear or antilinear (rather than just 
linear) automorphisms, the action of G can also be extended to CP: trivially in the 
case of a linear automorphism and by complex conjugation in the case of an antilinear 
automorphism. Theorem 2.9 will still be true in this situation; the proof remains 
virtually unchanged. 
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In the same fashion as in the Example 1.5 we can introduce spaces of cycles with 
rational coefficients ë(X) ® Q as direct limits of sequences 
x2 	x3 
-+ C(X) -+ 
Then 
ir(C(X)) ® Q = ir(C,(X) 0 Q). 
Now we can re-state Theorem 2.9 as follows: 
THEOREM 2.10. Let G act on CP by linear or antilinear automorphisms. For 
each p the complex suspension maps 
0 Q -* 	0 Q 
and 
are homotopy equivalences. 
CHAPTER 3 
Spaces of Quaternionic Cycles 
In this chapter we define the quaternionic cycle spaces, describe their main properties 
and prove the "rational suspension theorem". As a corollary we obtain a full description 
of the spaces of quaternionic cycles with rational coefficients on projective spaces. 
1. Some generalities 
There is no quaternionic algebraic geometry as such because of the noncommuta-
tivity of quaternions. However, real objects in classical algebraic geometry often have 
a certain quaternionic flavour. 
The usual way to define real objects is to consider varieties (functions, polynomials) 
invariant (equivariant) with respect to the complex conjugation on CP. But there 
are other antiholomorphic involutions on complex manifolds, and they give rise to an 
alternative treatment of algebraic reality. N.Alling and N.Greenleaf in [1] defined a 
real algebraic curve as a complex curve with a given antiholomorphic involution; they 
provide examples which suggest that this is the right set-up for some problems of real 
algebraic geometry. 
The simplest example of an antiholomorphic involution on a curve, apart from the 
complex conjugation on CP', is the antipodal map on CP1, given in homogeneous 
coordinates as 
(zo,zi) -+ (-2,2o). 
It has a natural generalisation to CP24: 
j : ( zO,zl,z2,z3, ... ) 	(-21) 2o,-3,2,...), 
and it is natural to ask what kind of "reality" is associated with this involution. 
The answer is that this "reality" can be described as "quasi-quaternionic". This is 
not very surprising, if we notice that when the homogeneous coordinates in CP2n+1  are 
written as a set of n + 1 quaternions, j becomes left multiplication by the quaternion 
j. So, in the absence of better candidates for the title "quaternionic" (at least in this 
context), we will use this term to refer to j-invariant objects. 
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This concept of a quaternionic object is not artificial; for example, j-invariant 
manifolds play an important role in the study of symplectic cobordism, see [11]. As 
H.B.Lawson pointed out, quaternionic cycles are related to complex and real cycles in 
the same way as quaternionic representations of groups are related to complex and real 
representations. In any case, the results we will obtain seem to justify the definitions. 
2. Action of j on 
The involution j : 	 CP21 is fixed point-free. It reverses the orientation 
of CP2 ', so the quotient space CP2'/j is a non-orientable manifold. Notice that 
j induces involutions on the fibres of the map 
c 2'' -* HP" 
This means that there is a fibration 
- CP21/j -* HP 
The spectral sequence of this fibration collapses at the term E2, and thus the homology 
groups of CP24/j are as follows: 
Z 	when i 0 (mod 4) i < 4n + 2, 
H(CP21/j) = Z/2 when i 1 (mod 4) i < 4n + 2, 
0 	otherwise; 
Hence the rational homology groups are equal to Q in dimensions 4i and 0 otherwise. In 
some sense CP2MI/j is a hybrid between complex and quaternionic projective spaces, 
having the same rational homology as HP, and the same higher homotopy groups as 
cr2'. 
The sequence of natural inclusions 
Cpl 	CP3L* ... 	Cp00 
gives rise to a sequence 
CP1 /j 	CP3/j '- ... '-* CP°°/j 
It is easy to see that the induced sequence of maps in homology 
H(CP'/j) -* H(CP3/j) -4 ... -~ H(CP°°/j) 
is also a sequence of inclusions. 
REMARKS. As CP°°/j has CP as double cover, only two of its homotopy groups 
are' non-trivial: 7r1 = Z/2 and 72 = Z. However, as homology groups tell us, it is 
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not a product of Eilenberg-MacLane spaces. In fact, the homotopy type of CP°°/j 
is completely defined by its Postnikov invariant k e H3(RPO0,  Z) = Z/2. As CP°°/j 
does not split as a product, its Postnikov invariant is equal to 1. 
Like RP' and CP°°, CP°°/j is also a classifying space. The group it classifies is 
the normaliser of the maximal torus S' C Sp(1); see [11]. 
DEFINITION 3.1. A homogeneous polynomial P of 2n + 2 variables is called j-
invariant if P(z) = P(j(z)). (cf. Example 1.4). 
We denote the graded ring of j-invariant polynomials by C[zo,... , ziJi. 
REMARK. We will use the letter j to denote the generator of the action of Z/4 on the 
space of polynomials. It sends P(z2 ) to P(j(z2)); this should not lead to confusion. 
PROPOSITION 3.1. The real vector space C[zo,... , z+i]of j-invariant polyno-
mials of degree d has dimension 0 if d is odd and (2n+dl+d) if d is even. 
PROOF. The map j P(z) —* P(j(z2)) is real linear, so to describe it completely 
it is enough to consider the action of j on monomials. 
Denote by m the monomial z° ... . 	and by m' the monomial z 
(We obtain m' from m interchanging the degrees of Z2k  and z2k+1.)  Also 
set Do = do + d2 +... + d2n and D1 =d1 +...+d21. Then 
j(m) = m(j(z)) = (l)Dom,  
and 
j(m') = m'(j(z)) = (_1)D1m.  
First suppose m m'. The action of j sends am+bm' to (_1)D0 m + (_1)D1 ãm'. 
So if am + bm' is fixed by j, we have 
(_1)Do = a, 
(_1)D1ã = b. 
If d = D0 + D1 is odd this implies a = b = 0. If d is even this means that there are 
2 real linear conditions on the coefficients of the pair m, m' and therefore for a given 
monomial m, j-fixed expressions of the form am + bm' form a 2-dimensional real vector 
space. 
When m = m' we have D0 = D1 so the degree of m is even. If in this case am 
is fixed by j, this implies that (_i)'°ã = a; this is a real linear condition on a. So a 
j-fixed monomial spans a 1-dimensional real vector space. 
A polynomial is j-invariant if and only if it is a sum of terms which are either 
j-fixed expressions of the form am + bin', where m 54 m', or j-fixed monomials. From 
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this we get that dim C[zo,... , zfli] = 0 for d odd. For d even the dimension of 
C[z0,... , z+i] is equal to the number of different monomials in zn,... , 	i.e. 
for d even 	
dimC{zo,... ,Z2fl+1]d 	
(2n + 1 + 
d)'= d 
3. Quaternionic varieties and cycles 
DEFINITION 3.2. X is a quaternionic (or j-invariant) subvariety of CP21  if its 
ideal is fixed by the action of j on the space of polynomials. 
If X C CP2 ' is quaternionic, then j induces involutions on the cycle spaces: 
j : Cp,d(X) —+ Cp,d(X). 
DEFINITION 3.3. The fixed subspaces are called the spaces of quaternionic (or j-
invariant) cycles; we denote them by QCp,d(X). 
In a certain sense, quaternionic varieties and cycles are a particular case of real 
varieties and cycles. Indeed, define a map 
V: 	—* CP(n+1)(273)_1 
in the following way: choose a basis P, 1 < i < (n + 1)(2n + 3) for the vector space 
C[zo,... , z+i] of j-invariant polynomials of degree 2; then v sends a point z E 
CP2 ' to the point (P1 W, 	,P(l)(23)(z)). It is clearly a regular embedding (in 
fact, it is essentially the Veronese embedding). The following diagram is commutative: 
cP2n+1 c_ CP2n2+52  
.1- i 	.t..conj. 
c* 	cp2n 
2+5n+2 
This means that any j-invariant subset of CP21  can be embedded into CP2Th2+52 
as a real subset. 
The simplest examples of quaternionic subvarieties are j-invariant linear subspaces. 
If a j-invariant linear subspace satisfies F(z) = 0, where F is linear, then it also 
satisfies F(j(z)) = 0. These two equations can be written as a single linear equation 
in quaternions; hence we get 
PROPOSITION 3.2. All j-invariant linear subspaces of CP21  are inverse images 
of linear subspaces in HP under the map 	—+ HP. In particular, j-invariant 
complex lines are just the fibres of this map. 
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A corollary of this is that all j-invariant linear subspaces are odd-dimensional. More 
generally, the following is true: 
PROPOSITION 3.3. The degree of an even-dimensional quaternionic cycle is even. 
Before proving this, we will establish a technical lemma: 
LEMMA 3.4. Let X be a quaternionic cycle of codimension 2k or 2k+1 in CP2 '. 
Then there exists a j-invariant linear subspace of dimension 2k - 1, disjoint from X. 
PROOF. Induction on k. For k = 0 there is nothing to prove. 
Assume the statement of the lemma is true for all cycles of codimension < 2k - 1. 
Notice that for any cycle of codimension > 2 there exists a complex j-invariant line, 
disjoint from it. Indeed, a cycle which intersects all j-invariant lines in CP2Th+l  maps 
onto HP under the map 	-+ HP. However, this map does not raise dimen- 
sions of algebraic subvarieties of CP2 ', so such a cycle must have complex dimension 
2n or 2n + 1. 
For a cycle X of codimension 2k or 2k + 1 find a complex j-invariant line I, disjoint 
from it and a j-invariant linear subspace L of dimension 2n - 1, such that L fl I = 0. 
The projection P1 away from I onto L commutes with j and preserves the dimension of 
X. This means that the codimension of P1(X) in L is < 2k - 1 and by the induction 
hypothesis, there is a j-invariant linear subspace L' C L such that dim L' = 2k —3 and 
P1(X) fl L' = 0. The linear span of I and L' is j-invariant, has dimension 2k - 1 and 
does not intersect X. 	 D 
PROOF OF PROPOSITION 3.3. Ifa divisor isj-invariant, it is defined by aj-invariant 
polynomial. By Proposition 3.1 such a polynomial has even degree and, hence, the 
degree of the divisor is also even. 
But this is enough, as the case of arbitrary codimension 2k can be reduced to the 
case of divisors with the help of a projection away from a suitably chosen j-invariant 
linear subspace of dimension 2k - 1. 	 0 
REMARK. This proposition has another proof, which is more transparent geometrically. 
For any even-dimensional quaternionic subvariety take a j-invariant linear subspace 
of complementary dimension, which intersects it transversally. The intersection is j-
invariant and, as j is free, consists of an even number of points. This proves the 
proposition given that we can always find a transversal j-invariant linear subspace. It 
is not hard to show this, but we will not give a proof here. 
There is yet another difference between the cycles of even and odd dimensions. 
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PROPOSITION 3.5. The involution j preserves the orientation of the even- dimensional 
cycles and reverses the orientation of the odd-dimensional cycles. 
PROOF. We will show below (Lemma 3.6) that the spaces QCp,d(CP2 ') are con-
nected. This means that we need to check the statement of the proposition for only 
one cycle in each QCP,d(CP2n+l). For p odd we can look at the cycles of the form 
d I, where I is a j-invariant linear subspace; for p even we can check the cycles of the 
form !d(l + j(l)), where 1 is a linear subspace. In both cases the statement is trivially 
true. 	 0 
LEMMA 3.6. The spaces QCp,d(CP2 1)  are connected. 
PROOF. The proof is essentially the same as for the complex and real cycles. First 
we consider the case of p odd, p = 2k + 1. 
Inside QC2k+I,d(CP2' 1) there is a copy of the Grassmanian of k-dimensional sub-
spaces of HP, which represents the d-fold multiples of linear subspaces (see Propo-
sition 3.2). We will show that for any cycle c E QC2k+l,d(CP21) there is a path, 
joining it to a point on this Grassmanian. As quaternionic Grassmanians are path 
connected, this will prove the lemma for p odd. 
By Lemma 3.4 we can choose j-invariant linear subspaces 1 and L of dimensions 
2(n - k) - 1 and 2k + 1 respectively, such that 
c fl 1 =in L =0. 
Then CP2n*1 - I can be thought of as a vector bundle of rank 2(n - k) - 1 over L, the 
fibre over a point x E L being the linear span of x and I, with 1 taken out. Denote by 
cbt the multiplication by a real number t in this bundle: 
clearly, cbt commutes with the action of j. The support of c does not intersect 1, so the 
path [0, 1] -4 q t (c) joins the cycle d L with C. 
The case of p even is completely analogous. Using the same method as above one 
can show that for any p-cycle there is a path in QC,d(CP2 ') which joins it to a 
p-cycle that is contained in a j-invariant linear subspace of dimension p + 1. The space 
of such cycles is a fibration over the quaternionic Grassmanian with the fibre being the 
space of quaternionic divisors on CP 1. It is connected and this proves the lemma. 0 
There are two basic examples of quaternionic cycle spaces: 0-cycles and divisors on 
cP2 * For 0-cycles on a connected X we have (by definition) 
QCQ,d(X) = SP'(X/j). 
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Spaces of divisors are described by Proposition 3.1: 
/ 
QC2fl,d(CP21) = RPD, where 
D = (\ 2n + 1 + d 
 d 	) 
for d even and 
QC2fl,d (CP2 ') = 0 
for d odd. When n = 0, divisors and 0-cycles are the same thing, so, as we have seen 
in Example 1.4 
SP(RP2) = RP2 . 
For a j-invariant subvariety X the stabilised quaternionic cycle spaces QC (X) are 
defined in complete analogy with the complex and real case via the mapping telescope 
construction. The abelian group QC(X) can be defined as the j-fixed subgroup of 
C(X). 
The fact that any j-invariant subvariety can be realised as a real subvariety im-
mediately implies that QC(X) and QC(X) are homotopy equivalent. Indeed, the 
j-equivariant Veronese map v sends quaternionic cycles on X C CP2+1  to real cycles 
on v(X). Moreover, it induces a homeomorphism between the corresponding spaces of 
quaternionic and real cycles, so 
QC(X) = 7?X(v(X)) 	 = 
As before, we will state all the results for "naïve" group completions, i.e. for the spaces 
QC(X). 
4. Rational suspension theorem and cycles on CP2 ' 
The complex suspension 7, taken twice (we denote it by ), carries quaternionic 
cycles on X C CP2 ' to quaternionic cycles on 	= CP23. This gives 
maps 
: QC(X) -* QC +2(X). 
To show that these maps are homotopy equivalences one could try to mimic Lawson's 
proof of the Complex Suspension Theorem. However, there are certain difficulties 
inherent in this approach. The reason is that some questions which have simple answers 
in codimension 1 (in the case of complex cycles) have to be answered in codimension 
2; this turns out to be much harder. 
But if we work with the spaces of cycles with rational coefficients (see Chapter 2, 
Section 3), Theorem 2.10 becomes applicable. Here we prove the following statement: 
4. RATIONAL SUSPENSION THEOREM AND CYCLES ON Cp2n+l 	41 
THEOREM 3.7. If X is a quaternionic subvariety of CP2 ', the maps 
': QC(X)®Q— QC +2(X)0Q 
are homotopy equivalences for all p. 
PROOF. Extend the "quaternionic" action of Z/2 by j on CP2 ' to an action of 
Z/4 on CP22: 
ii : (z,z2fl+2) -4  (jz,.2n+2), 
where z = (zo, zl)... , Z fl ) e CP2 ', jl  is the action of the generator of Z/4. This 
action can be extended further to an action of Z/4 on CP23: 
j2 (Z)Z2fl+2,Z2fl+3) —* 
Applying complex suspension to the space of j-invariant cycles and then to the 
space of j1-invariant cycles, by Theorem 2.10 we get 'a homotopy equivalence 
QC(X) ® Q -4 c+2(X)Z14 ® Q 
The cycle space on the right is invariant under j2,  which changes the last two coor-
dinates only by conjugation. Now our purpose is to show that ë+2 (X)" ® Q is 
homotopy equivalent to QC +2(7X) ® Q. 
Define a map 
T: CP23 CP23  
by 
T: (z0,... 1Z2fl+1,Z2fl+2,Z2fl+3)  -4 (zo)... 5Z2fl+1,—Z2fl+3,Z2n+2). 
The automorphism T has order 4. It can be checked that 
j2T = Tj2 = j and jT 3 = T 3 = j2- 
If c is a j-invariant cycle, then it is easy to see from the properties of T, that 
c+Tc+T2c+T 3c is a j2-invariant cycle and if c is j2-invariant then c+Tc+T2c+T 3c 
is j-invariant. This means that we have maps 
P1 QC +2(7X) 0 Q l+T+T2-1-T3 ë+2(X)i2 ® Q 
and 
P2 : C +2(7X)32 0 Q 
1+T+T3 	+2(X) 0 Q. 
These maps establish the desired homotopy equivalence. To see this, notice that 
= (1+T+T2+T3)2 
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induces multiplication by 16 in 7r*(QCp+2(7X) ® Q), as T is homotopic to the identity 
through linear maps 
T : (... , Z2fl+2, Z2+3) 	(... 	cost - Z2+3 sin t, Z2n+2 Sin  + Z2n+3 cost), 
which commute with j. (Here To = Id, T 12 = T.) But in a rational vector space 
multiplication by 16 is an isomorphism, hence Pi P2 is a homotopy equivalence. The 
same is true for P2P1, so P1 and P2 are also homotopy equivalences. 
Finally, we have a commutative diagram 
QC +2(7X) ® Q - 	C+2(X)32 ® Q 
?S\ 
QC(X) 
where the vertical arrow is g x 4 and the diagonal arrow is A. Pi is a homotopy 
equivalence; this means that 
7: QC(X) 0 Q - QC +2(7X) ® Q 
is a homotopy equivalence. 	 I. 
The Rational Suspension Theorem for quaternionic cycles allows us to describe the 
spaces of quaternionic cycles on CP21  rationally: 
THEOREM 3.8. 
2 (CP2 ') 0 Q 
and 
2+1(CP2 ') ® Q 
PROOF. The statement for QC2 (CP21) is a mere corollary of the Dold-Thom 
theorem. It is less trivial for QC2+1(CP2 ), as all we can get from the Suspension 
Theorem is 
QC2+1(CP2 ') ® Q QC1(CP2( P)1) 0 Q. 
To describe the space QC1(CP2 ')®Q we will use the same trick as in the proof of 
the Suspension Theorem. Namely, the space QC1 (CP2' 1) 0 Q is homotopy equivalent 
to the space Co(CP2 /4 0 Q, where the generator of Z/4 acts on CP2k  as follows: 
.11 : (Z, Z20 -4 (jz,.2k), 
where z = (zO,... , Z2k_1). 
5. MORE ON QUATERNIONIC 1-CYCLES 	 43 
To calculate the homotopy groups of C0(CP2k)z/4 ®Q notice that there is a transfer 
map 
	
® Q 	CP) ® Q, 
which induces an isomorphism from the homotopy groups of Co(CP2k)Z/4  ® Q onto the 
Z/4-fixed part of the rational homology of CP2k. 
Choosing appropriate representatives for the homology classes, one can easily see 
that 4k-dimensional classes in J1 (CP2k) are fixed by the action of Z/4 and 4k + 2-
dimensional classes change sign under the action of a generator. So 
H(CP2"/(Z/4), Q) = Q if i = 4m,i < 4k 
and 0 otherwise. This proves the theorem. 	 0 
REMARK. According to the Theorem 3.8, 7rO (QCp(CP2') ® Q) = Q. Actually, as 
the spaces QC,d(CP2 ') are connected, it is easy to see that 7r0(QCp(CP2fl+l)) = Z; 
the components are indexed by the degree of cycles for odd p and by half the degree 
for even p. 
5. More on quaternionic 1-cycles 
As we have seen, there are two essentially different types of quaternionic cycles: 
cycles of even and odd dimension. The "basic" case of a space of even-dimensional 
cycles is the case of 0-cycles. Spaces of 0-cycles are just infinite symmetric products 
and they are well-understood. The "basic" case of odd-dimensional cycles seems to be 
more obscure: even though we have already calculated the rational homotopy type of 
the spaces of quaternionic 1-cycles, it is still desirable to get a better understanding of 
their structure. The following construction provides natural geometric representatives 
for the rational homotopy of QC1(CP2 ). 
Notice that 
HP" = QC1,1(CP2' 1), 
as every point of HP" corresponds to a j-invariant line in CP2+1.  Similarly, for all 
in there are inclusions 
SPm(HPTh ) QCi,m(CP2 '), 
defined by sending a point in the symmetric product into the corresponding linear 
combination of j-invariant lines. Clearly these inclusions agree and one can pass to the 
limit. 
THEOREM 3.9. The map 
SP°°(HPTh ) '-* QC1(CP2'') 
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induces isomorphisms for all k > 0 between lrk(SP°°(HPTh )) and the quotient of 
7rk (QCl (CP)) by torsion. 
PROOF. Consider the composite map 
SP-(HP) - Qc1(CP2 ') ---* c1(CP'), 
where i' is the inclusion map of the space of quaternionic cycles into the complex cycle 
space. 
By the Dold-Thom Theorem 
irm(SP°°(HP)) = H I(HP) = Z for 0 <m = 4k <4n and 0 otherwise. 
We also know from Theorem 3.8 that 
rk 7rm(QCi(CP2 )) = 1 for 0 <m = 4k <4n and 0 otherwise. 
Finally, by Theorem 2.2 
7rm(Cl(CP2 ')) = Z for 0 <m = 2k <4n and 0 otherwise. 
This implies that it is sufficient to prove the following 
LEMMA 3.10. Under the composite map 
i'i 	: SP°°(HP) -+ C1(CP2 ) 
the generator of 7r4k(SP°°(HP)) maps into the generator of 7r4k(Cl(CP2 )). 
We will use induction by n. 
For n = 0 the statement is trivial. Suppose the result is true for some n - 1, i.e. 
for all k there is an isomorphism 
7r4k(SP°° (HPTh )) -+ 7r4k(Cl (CP2 )). 
We will use the following notation: by CP2 ' we will mean the subspace of 
CP21, defined by the equations Z2n = Z2n+1 	0; by 	and by 	we denote 
the hyperplanes, defined by z2m+1 = 0 and Z2n = 0 respectively. Finally, xo denotes 
the point (0,... , 0, 1) E CP2 '. Notice that CP21  is a j-invariant subspace and 
This is illustrated by Fig. 3.1. 
The cofibration 
HP' - HP -+ HP/HP 1 = S4n 
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Figure 3.1. 
gives rise to maps of the corresponding symmetric products; the inclusion map 
SP-(HP) SP-(HP) 
induces isomorphisms on the homotopy groups of dimensions < 4n - 4. Similarly, the 
map 
Z = 7r4 (SP(HPTh)) -* 7r4 (SP(S4 )) = Z 
is an isomorphism, so one can think of the map 
s4n = HP /HP' - SPOO(S4n) 
as representing a homotopy class of SP (HPTh), namely the generator of the 4n-th 
homotopy group. 
By virtue of the Complex Suspension Theorem the situation is very much the same 
for complex cycle spaces (cf. [34]). For any linear embedding of CP2 into CP21 
there is a fibration 
C1(CP2 ) 	C1 (CP2 ) -~ C1 (CP2 ')//C1 (CP2 ) 
and the inclusion of 1-cycles on CP2 into the space of 1-cycles on CP2 ' induces 
isomorphisms of homotopy groups in dimensions < 4n-2. We also have an isomorphism 
Z = ir4 (Ci (CP2 ')) -~ 7r4 (Ci(CP2 )//Ci(CP2 )) = Z. 
If 	denotes the complex suspension from 	to the point xj, there are maps 
P1 : 	-* 	
_,_4 ë(CP2') 
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and 
P2 : CP21 -+ ë(CP2 ') --* CI (LP), 
where the inclusions 	-* Co(L) and CP21 -+ Co(CP2 ') are just the standard 
inclusions of the type X -* SP(X, Z). 
Notice that P2 is the restriction of pI to CP21. This implies that there is a map 
p: S4 -L /CP21 1L 1(CP2 )//C1(L), 
which can be thought of as representing the generator of 7r4 (C(CP214)). 
So there is a commutative diagram 
	
HP 	'-4 SP-(HP') 	 ë.(CP21) 	-+ 
- 	 .- 	 '1- 	 •1- 
HP SP°°(HP') '- 	 C1(CP21) 
	id 
.1- 
s4n 	~ 	Sp- (S4) 	L* 	(CP2 ')//C(CP2 ) -4 
II 	 II 
K(Z,4n) 	 K(Z,4n) 
From the commutativity of this diagram it follows that Lemma 3.10 is true for k <n. 
It is also obviously true for k > n, as all the groups in question are trivial. To see that 
it holds for k = n one has to show that the map 
P1 S4 - (CP2 ')//C1(L) 
of the bottom row of the diagram represents the generator of 
Recall that we consider HP to be the space of j-invariant lines in CP21. Define 
amap 
p: S4 = HP/HP' L/CP2 ' = S4 
by sending a j-invariant line into its point of intersection with L 2n. All j-invariant 
lines which are not transversal toL 2n (i.e. are contained in it) are also contained in 
CP2 '; they are precisely those lines, which are parametrised by HP 1 , so, clearly, 
is continuous. Moreover, as any j-invariant line is defined uniquely by specifying a point 
on it, ft is a homeomorphism. It is also easy to see that if the orientations on S4n are 
defined by the natural orientations of Hpn and L 2n, then y is orientation-preserving. 
Now we will find the homotopy of the map p' to the map p  p and this will establish 
the lemma. 
Define a map 
cbt : CP2 	x [1, oo) -+ CP21 
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as the multiplication of the last homogeneous coordinate by a real number t: 
(zo ) ... , Z2n i Z2n+1) —+ (zO,... ) Z2n, t Z2.+1)- 
It is a linear transformation for any t E [1, oo), so it carries lines into lines. All the 
points of L? are fixed by ct  and L 
2n  is carried into itself. Hence we can consider a 
map 
Ot op' : HP/HP' x [1, 00) —+ 
Clearly, one can extend this map by continuity to t = oo; then 
000 op 1 = POP  
so cbt is the desired homotopy. 
REMARK. There are two possible choices of the "natural" generators in the homotopy 
groups of QC1(CP2 ) 0 Q: via the map 
SP-(HP) —* QC1(CP21) 
and via the inclusion into the space of complex cycles 
QC1(CP2 ') 
as both SP°° (HP) and the space of complex 1-cycles come with preferred generators 
in their homotopy groups. This, in turn, is due to the existence of natural orientations 
on complex and quaternionic projective spaces. 
In the proof of Theorem 3.9 we have, in fact, shown that these choices agree. 
CHAPTER 4 
Spaces of Cycles of Low Degrees 
Here we investigate the properties of quaternionic cycles of degrees 1 and 2. In par-
ticular, we show that the inclusion of the infinite quaternionic Grassmanian into the 
the space of all quaternionic cycles classifies the symplectic Pontrjagin classes. We 
also show that the inclusions of the spaces of quaternionic cycles of degree 2 and odd 
codimension into the space of all quaternionic cycles is not an injection on homology. 
1. Cycles of degree one 
Algebraic cycles of degree 1 in the projective space are just linear subspaces; the 
spaces C,1(CP), 7zC,1(CP) and QC2p+i,i(CP21) are complex, real and quater-
nionic Grassmanians respectively. 
It will be convenient for us to speak about cycles of a given codimension, so we 
introduce the following notation: 
C(CPTh) def Cn_q(CP'), 
def nq(CP) 
7 (p_) dcl 
QC'(Cp2Th+1) def  
In this notation Theorems 2.2, 2.4, 2.5 and 3.8, describing the homotopy groups of 




(pfl) ® 	rl K(Q,4i), 
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[q] 
Q(p2fl+1) 
® Q 	K(Q, 4i). 
Notice that in these expression the right-hand side does not depend on n. So we 
can define the space of the complex cycles of codimension q on CP°° as the direct limit 
of the sequence of homotopy equivalences: 
C(CP)- ë(CP+l) 
The spaces of real and quaternionic cycles on CP°° are defined analogously. 
Inclusions of the spaces of the linear cycles of fixed codimension into the spaces of 
all cycles on CP°° give us following maps: 
BU(q) '-* (CP°°) = 2i), 
BO(q) 	(CPOO) = 
Rq) 
BO(q) '-* IW'(CP°°) = fJK(Z,4i) x flK(torsion,.), 
BSp(q) -* 	= fi K(Z, 4i) x fi K(torsion,.) 
Homotopy classes of maps of a topological space X into the Eilenberg-MacLane 
space K(7r, n) are in natural 1-1 correspondence with H(X, 7r). So it is reasonable to 
ask which cohomology classes of the infinite Grassmanians are represented by the maps 
above. For the complex cycles this question was raised and answered by Lawson and 
Michelsohn in [34]: 
THEOREM 4.1. The map 
BU(q) c-* 	K(Z, 2i) 
represents the total Chern class of the universal bundle over BU(q). 
REMARK. In general, there are certain choices involved in representing cohomology 
classes by maps into Eilenberg-MacLane spaces. For instance, one has to choose the 
fundamental class in the cohomology of a K(ir, n). An implicit claim in the theorem 
above is that there is a natural choice of the fundamental classes in the homotopy of 
the cycle spaces. Namely, there is an inclusion map 
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the natural orientation of CPn determines the fundamental classes in the homotopy of 
the space of cycles. 
The real modulo 2 case was tackled by Lam: 
THEOREM 4.2. [30] The map 
B0(q) c.4 
represents the total Stiefel- Whitney class of the universal bundle over B 0(q). 
So our next theorem comes as no surprise: 
THEOREM 4.3. The composite inclusion map 
[ qJ 
B0(q) 7(1 c—ZC 
(pOO) 	7JpOO) ® Q = [ JK(Q,4i) 
into the space of real cycles with rational coefficients represents (up to signs) the total 
rational Pontrjagin class of the universal bundle over B0(q). 
Our choice of fundamental classes for 1?C'(CP°°) ® Q will become apparent from 
the proof. 
PROOF. For every q> 0 there is a commutative diagram 
B0(q) _4 7ZC'(CP°°) c—* 
BU(q) 	(CP00) c—p 
The map 
H*(BU(q),Q) -* H*(B0(q),Q) 
induced by the complexification map B0(q) '—+ BU(q), sends the odd Chern classes of 
the universal bundle over BU(q) to 0, and even Chern classes to the Pontrjagin classes 
of the universal bundle over B0(q), taken with appropriate signs. So the pullbacks 
of the fundamental classes of fl K(Z, 2i) to BO(q) are, up to sign, the Pontrjagin 
classes. So the result follows from Theorem 4.1, given that we can choose the funda-
mental classes in 7?.C'(CP
0 0 
) ® Q to be the pullbacks of the fundamental classes in 
(CP00) ® Q. 
By the Suspension Theorems 2.1 and 2.3 it is enough to consider the natural inclu-
sion 
7Wo(CP') 0 Q L4 C0(CP) ® Q. 
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This map can be viewed as the homology transfer map on the level of symmetric 
products, see Chapter 1, Section 3. So the induced map on the homotopy groups is 
one-to-one. Moreover, this map between products of Eilenberg-MacLane spaces splits 
up to homotopy as a product of maps between K(Q, m)'s with the same m. This can 
be seen as follows: 	- 
Let 
F1 = {74k I 114k : S4k - ñ0(CP) ® Q; 0 < k < [q]} 
be the set of representatives for the generators of the homotopy groups of the space of 
real 0-cycles and 
F2 = {72k I '72k : S2k C0(CP) 0 Q; 0 < k < q} 
be the set of representatives for the generators of the homotopy groups of the complex 
cycle space. As the inclusion of the space of real cycles into the space of complex cycles 
is one-to-one on homotopy, we can choose F and 172  in such a way that Fi goes to a 
subset of 172  under this inclusion. Then we have a commutative diagram 
Vkl(.Iql S4k 
Vk 7(p-) ® 
Q 
-1- 	 .1- 
Vk<q5l2! 
Vk  
which extends to a diagram of monoid homomorphisms 
SP(Vk<qJ S4k,  Q) 	 0 Q 
-1- 
SP(Vk<q 	Q) -* C(CP°°) o Q 
The horizontal maps in this diagram induce isomorphisms on homotopy groups and, 
hence, are homotopy equivalences. One can also easily see that for any CW-complexes 
X and Y 
SP(X V Y) = SP°°(X) x SP°°(Y) 
and so the vertical map on the left-hand side splits as a product between rational 
symmetric products of spheres of the same dimension, i.e. Eilenberg-MacLane spaces 
K(Q,m) with the same m. 
The quaternionic case is very similar: 
THEOREM 4.4. The composite map 
BSp(q) -4 QC 
2(poo) 	
0Q = 11K(Q,4i) 
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represents the total rational symplectic Pontrjagin class of the universal bundle over 
BSp(q). 






c-p Q21(cpOO)0 Q 
.1- 
c-* 	CP°°)®Q 
H*(BU(2q), Z) -+ H* (BSp(q), Z) 
induced by the inclusion BSp(q) -+ BU(2q), sends the odd Chern classes of the uni-
versal bundle over BU(q) to 0, and even Chern classes to the symplectic Pontrjagin 
classes, i.e. the Chern classes of the universal bundle over BSp(q) ([35]). In the proof 
of the Theorem 3.9 we have seen that the inclusion map of the space of quaternionic 
1-cycles into the space of complex 1-cycles (coefficients are taken to be rational) is one-
to-one on homotopy groups. An argument, completely analogous to the one we used 
in the proof of the previous theorem shows that this inclusion map splits as a product 
of maps between Eilenberg-MacLane spaces K(Q, m) with the same m. Hence, we can 
choose the fundamental classes for 
Q2(p00) 
0 Q as the pullbacks of the fundamen-
tal classes in the space of complex cycles C(CPOO) 0 Q. The result now follows from 
Theorem 4.1 and the commutativity of the diagram above. 	 D 
REMARK. The choice of the fundamental classes for the spaces of quaternionic cycles 
as pullbacks is natural in the sense that it agrees with the choice of the fundamental 
classes via the inclusion map 
HPTh '- QC2 (CP°°), 
see the remark at the end of the previous chapter. 
2. Quaternionic cycles of degree two and odd codimension 
As we have seen above, there is an embedding of the infinite Grassmanian of the 
effective cycles of degree 1 into C(CPTh). 
The map on homology 
H(BU(q),Z) -* H(C'(CPTh ),Z) 
induced by the inclusion is injective, as the corresponding map on cohomology is sur-
jective by Theorem 4.1. This naturally leads to the following question: is the inclusion 
of the subspace of the effective cycles of degree 2 into the space of all cycles injective on 
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homology? The spaces of the complex cycles of degree 2 were studied by Burt Totaro 
[60],[59]. In particular, he obtained a negative answer to the question above. 
There are no reasons to expect the situation to be different for the real cycle spaces 
or the spaces of quaternionic cycles, except for one case. Recall that the properties of 
the spaces of quaternionic cycles on CP2 ' depend quite dramatically on the complex 
codimension: in the case of even codimension there exist quaternionic cycles of any 
degree; in the case of odd codimension the degree must be even by Proposition 3.3. 
This means that the smallest degree of an effective cycle in QC 	(CPa) is not 1, but 
2. So it makes sense to ask: 
Is the inclusion of the subspace of the quaternionic effective cycles of degree 2 into 
the space of all cycles of fixed odd complex codimension injective on homology ? 
The most interesting (or, rather, the simplest) case here is the case of cycles on 
CP°°. The answer in this case is generally "no". Below we describe the method of 
calculating the Betti numbers bi of the space of effective cycles of degree 2 and odd 
codimension on CP°°. It turns out that for codimension > 3 these Betti numbers are 
bigger than the corresponding Betti numbers of the space of all cycles. 
Denote by Dn  the space of effective quaternionic cycles of degree 2 and complex 
codimension 2n + 1 on CP. It is the union of 2 components, An and B, where 
An  is the closure of the space of irreducible j-invariant quadrics; 
Bn  is the space of reducible j-invariant quadrics, i.e. those, which are unions of 
linear subspaces of the form l+j(l). (In odd codimension 1 and j(l) are always distinct). 
Our method is to use the Mayer-Vietoris sequence to express the Betti numbers of 
Dn  via the Betti numbers of A, Bn  and A fl B. From now on all cohomology groups 
have rational coefficients. 
LEMMA 4.5. The rational cohomology ring of An  is a free polynomial algebra: 
H*(A) = Q[ai,... ,a], dimak =4k. 
PROOF. Every irreducible j-invariant quadric of codimension 2ri. + 1 is contained 
in a single quaternionic linear subspace of complex codimension 2n. This gives us a 
fibration 
A -+ BSp(n) 
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whose fibre is the space of j-invariant quadratic divisors on CP°°. By Proposition 3.1 
this fibre is homeomorphic to RP', hence, H*(A) = H*(BSp(n)). 	 U 
LEMMA 4.6. The rational cohomology ring of Bn is isomorphic to the subalgebra 
H4* (BU(2n + 1)). 
PROOF. Bn is homeomorphic to the quotient of BU(2n + 1) by the action of j. So 
the rational cohomology of Bn is the subring of H*(BU(2n + 1)), fixed by the action 
of j. Now we verify that the action of jon H*(BU(2n+1)) sends C2k  to c2k,  and C2k+I 
to C2k+1. 
Indeed, denote by 'Y2n+1  the universal bundle over BU(2n + 1). The map 
j : BU(2n + 1) -* BU(2n +1) 
induces a bundle 	over BU(2n + 1). This bundle is equivalent to the conjugate 
universal bundle 7y2n+1:  the fibre ofY2n+1over the point 1 is the linear subspace j(l), 
we have an antilinear isomorphism between 1 and j(1); on the other hand we have 
antilinear isomorphisms between 1 and 1 - hence we have linear isomorphisms between 
fibres of 	and 7Y2n+1.  These give us a map of total spaces, which establishes the 
equivalence. 
The Chern classes of the conjugate bundle are (_1)cck. So, by the naturality of 
the Chern classes, c2k are invariant under the action of j, while C2k+1  change sign. 
0 
LEMMA 4.7. The rational cohomology ring of Ann B, is a free polynomial algebra: 
H*(An flBn)=Q[d, al ,... ,a], dim ak =4k, dim d=4. 
PROOF. The space An fl Bn consists of all the pairs of linear subspaces (l,j(l)), 
which have complex codimension 1 in their quaternionic span. To find its cohomology 
we first study its double cover, which we denote by C. Points of Cn can be written as 
pairs (1, H), where I is a codimension-1 hyperplane in the quaternionic linear subspace 
H of complex codimension 2n. 
Denote by em,n  the tautological bundle over the quaternionic Grassmanian 
HG (m + n, m) of rn-dimensional (quaternionic) subspaces in Hm+Th.  Then a point 
in the complex projectivisation of the dual bundle 	represents a pair (1', H'), where 
H' is a quaternionic linear subspace of Hm+n of complex codimension 2n and I is a 
complex hyperplane in it. 
So Cn is a direct limit over m of the sequence of (complex) projectivisations: 
Pc((,) L* ... c—p Pc(,) -* Pc(1,) '-* 
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Multiplicatively, H*(Pc(E , )) is equal to H*(HG(rn +n, m))®H*(CP2m_l) modulo 
a relation of degree 2m. When m -* oo the degree of this relation tends to infinity. 
So the cohomology of Qn is the inverse limit of the corresponding cohomology rings 
H* (Pc (e , )) which is the free polynomial algebra H*(BSp(n)) 0 H(CP°0). Notice 
also that the projection map C - BSp(ri) induces an inclusion on cohomology: x e 
H*(BSp(n)) goes to x ® 1 E H*(BSp(n))  0 H(CP00). 
The monodromy of Cn acts in the fibres the map C -+ BSp(n); it fixes H*(BSp(n)) 
and changes the sign of the generator of H*(CP).  Recall that H* (An  fl B) is the 
subring of H*(C), fixed by the monodromy; this establishes the lemma. 	0 
LEMMA 4.8. The map 
H* (B) - H' (An  n B,.) 
induced by the inclusion AflB 	B,- is onto. (Explicitly, if we identify the generators 
of H*  (Ba) with the even Chern classes and pairwise products of odd Chern classes in 
H*(BU(2n  + 1)), classes a j are hit by c2k  and the class d is hit by cf.) 
PROOF. The proof is essentially a continuation of the argument of the proof of 
Lemma 4.7. 
The map An fl B, -* Bn  can be lifted to an inclusion map of double covers 
Cn - BU(2n + 1). 
The monodromy of the double covers commutes with this inclusion, so the map in 
cohomology 
H* (B) - H* (An  nB) 
can be considered as the map between the subrings of H* (C) and  H*(BU(2n + 1)) 
that are fixed by the monodromy. We have seen that H*(C)  is freely generated by 
4k-dimensional classes ak  and a 2-dimensional class, which we denote by u. So in order 
to establish the lemma we have to show that the classes aj, E H4k(C)  are hit by 
c2k E H41 (BU(2n + 1)) and u is hit by cl. 
Denote by 71m,n  the tautological rn-plane bundle over the complex Grassmanian 
CG(rn + n, m) of rn-dimensional subspaces in Cm+fl.  Then the projectivisation of its 
dual bundle 	is the set of pairs of the form (1, H), where H is a subspace of 
codimension n (dimension rn) in 	and I is a hyperplane in H. 
Denote by Fn the direct limit of the sequence 
Pc(,) c-+ 	c-f  PC (774n) -* Pc (i+1,) -* 
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so that, roughly speaking, F is a projectivisation of the "infinite-dimensional bun- 
dle" 	over BU(n). The cohomology of F can be found in the same fashion as 
the cohomology of C: it is a free polynomial algebra H*(BU(n)) 0 H(CP00); the 
projection 
p, : F -+ BU(n) 
induces an inclusion in cohomology: x E H*(BU(n)) goes to x 0 1 E H*(F) = 
H*(BU(n)) 0 H(CP00). 
Notice that the identification of 	with C2m+2n  gives us maps 
Pc(E,) _+ .. PC(Tlm,2n) 
and, in the limit, we have a map 
C -* F2 . 
It is not hard to see that the induced map on cohomology 
H*(BU(2n)) 0 H(CP°°) -* H*(BSp(n)) 0 H(CP00) 
sends C2k  to a, c2k+1  to zero and the generator of H*(CP00), which we denote by 'a', 
to U. 
The point in introducing the spaces F is that the inclusion C -* BU(2n + 1) 
factors through F; the inclusion 
j2 : F2 c-*  BU(2n+ 1) 
sends a pair (1, H) into 1. The induced map in cohomology can be calculated as follows. 
As before, denote by 7k  the universal k-plane bundle over BU(k). There are two 
pullback bundles over F2 : a 2n-plane bundle i4n(72n)  and a 2n + 1-plane bundle 
n (72n+1) 
The Chern classes of p('y2fl)  are, by naturality, just the classes ck 01 E H*(F2). 
To find the Chern classes of i(721) notice that 	('y)  is a subbundleofi('y2+i). 
The difference of these bundles is exactly the tautological line bundle S over 
considered as a projectivisation of some infinite-dimensional bundle (see above). The 
Chern class of such a line bundle over a projectivisation is exactly the generator of the 
cohomology of the fibre, so ci(S) = 'a'. 
Hence, by the Whitney sum formula 
Ck(i2fl(72n+1)) = Ck 0 1 + Ck_1 ® U'. 
This, by the naturality of Chern classes, determines the map in cohomology 
p 	: H*(BU(2n + 1)) -4 
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Now, combining this with the map H*(F2) 	H(C), which we have already 
described, we obtain the complete description of the map H*(BU(2n + 1)) -* 
even Chern classes C2k are sent to ak; odd Chern classes c2k+1 are sent to ak ® u. In 
particular, u is hit by Cl. But, as we said in the beginning of the proof, this is sufficient 
to verify the lemma. 	 D 
By Lemmas 4.5, 4.6 and 4.7 the cohomology of A, Bn and An fl B, in dimensions 
other than 4k is zero, so the Mayer-Vietoris sequence consists of exact sequences of the 
form 
0 - H(D1) -4 H(ATL ) EDH(B) -* H(An n B,) _4 H4 (D) -* 0. 
By Lemma 4.8 the map 
H4(A) H(B,) -* H4(An n B,) 
is onto so 
= 0, 
and the sequences 
0 -~ H4(D) -4 H4(A) ED H(B) -4 H4 (An n B1 ) -4 0 
are exact. This means that 
b4q+l (Dn) = b4q+2(Dn) = b4q+3(Dn) = 0, 
b4q(Dn) = b4q (An) + b4q(Bn) - b4q(An fl Bn). 
As we know the cohomology of A, Bn and An fl B, we have an effective method 
of calculating b2(D). In particular, 
b8(D1) = 1+4-3=2 
This is the case of cycles of complex codimension 3; the space of all cycles of codimension 
3 is (rationally) K(Q, 4), 
b8 (K(Q,4)) = 1, 
so the inclusion of the cycles of degree 2 cannot induce an injection on homology. 
For the cycles of complex codimension 2n + 1 > 3 we have 
b8(D) = 2 + 5-4 = 3, 
while b8 of the corresponding product of the Eilenberg-MacLane spaces is equal to 2; 
hence the same conclusion. 
APPENDIX A 
On the quotient of CP by complex conjugation 
Denote by t the involution, induced on CP by complex conjugation. Here we describe 
the rational and mod 2 homology of CPTh/t and give a proof of the (weak) Kuiper-
Massey theorem via symmetric products. 
1. Mod 2 and rational homology of CP modulo conjugation 
First we describe a t-equivariant cell decomposition of CPA. It consists of cells 
(0 < i < j) and aD,3,  defined as 
at . = {(zi,... ,Zj ) Xj4,... ,x3,1,O .... ) I zk E C, Xk ER, lm(z) > 01, 20 
aij= {(zi .... . ,Xi, 1,O  .... ) I Zk E C, Xk  ER, lm(z) < 01, 
ao, = {x1,... ,Xi, i 3 O,...) I Xk ER). 
Obviously, dim a• = i + j. 
The boundary operators in this cell complex modulo 2 are as follows: 
for j > i > 1 
Oa 	= t ij + 	+ aZ'J_1  + 
for i = j > 1 
	
ôa = 	+ 
for i = 1,j > 1 
= ao, + a_1 + aj_ 1 , 
for i = j = 1 
5a 1 = 
for i = 0 
8ao, 	0. 
This cell decomposition induces a cell structure on CP/t; cells at. map into cells 
ZJ 
we denote by 	cells a0, are fixed by t, we denote their images by ao,j as well. 
The boundaries modulo 2 are as follows: 
for i 54 1 
= 0, 
58 
1. MOD 2 AND RATIONAL HOMOLOGY OF Cpn  MODULO CONJUGATION 	59 
for i = 1 
= a0,. 
It is easy to calculate the dimensions of the vector spaces of cellular chains: 
for k > n 
dim Ck =[k]+1 —(k—n), 
for k <n 
— 	 dim Ck=[k]+1, 
where [x] denotes the integral part of x. 
Given that the only non-trivial boundaries are t9a1,3  = aj+1, we get that mod 2 
Betti numbers, i.e. ranks of H(CP'/t, Z/2) are as follows: 
PROPOSITION A.1. For n + 1 <k < 2n 
rk(Hk (CP/t, Z/2)) = [k] + 1 - (k - n), 
for 1 <k <n + 1 
rk(Hk (CPTh/t, Z/2)) = [k] - 1, 
fork < 1 
rk(Hk(CPTh /t, Z/2)) = 0. 
The inclusion 
RP CP/t 
agrees with the standard cell structure on RP. Each cell of RP is a mod 2 boundary 
in CP/t; hence the natural inclusion RP —* CP/t induces zero maps on homology. 
So from the exact homology sequence of the cofibration 
RP —* CP/t — (CP17t)/RP 
we get the following 
PROPOSITION A.2. 
For 0 <k < n + 1 	rk(Hk ((CPTh/t)/RPTh, Z/2)) = 
for n + 1 <k <2n rk(Hk ((CP'/t)/RP, Z/2)) = [k] + 1 — (k — n). 
To calculate the rational homology of CP/t, recall that the transfer homomor-
phism in homology 
H(CPTh/t,Q) _+ H(CP,Q) 
provides the isomorphism between H(CPTh/t, Q) and the t-fixed part of H(CP, Q) 
see [191. It is straightforward to see that the action of t on the homology of CPTh is 
trivial on 4k-dimensional classes and is multiplication by —1 on the classes of dimension 
4k + 2. Thus we have: 
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PROPOSITION A.3. 
HZ (CP'7t, Q) = Q for 2n > i = 4k, and 0 otherwise. 
The action of t respects the inclusions CP 1 '-+ CP". So there is an involution 
on the quotient S2 = CP/CP'. If we represent S2n = CP/CP"' as a 1-point 
compactification of R2 , we can write t as follows: 
t : (xi,... ,Xn,Y1,... )yn) -+ (Xi,... ,Xn,Y1,... 
From this it is clear that S2'yt is just an n-fold suspension of RP, hence we have 
PROPOSITION A.4. 
H(S2 /t) = 0 for i < n. 
REMARKS. In order to derive the formulae for the boundaries in the above cell complex 
on CP it is necessary to consider the "cells at infinity". This problem can be rigorously 
addressed as follows. 
Let (xk, Yk), Xk + iYk = zk, 0 < k < n be the coordinates in Cn+1  and 521  be 
the sphere, defined by the equation 
= 1. 
We define a cell decomposition of S2 ' into cells b±Z13, b 0 and 	as 
b={(xl ,yl,...,x fl+l ,yfl+l )Ixk =0 for k>i,x j 0,yk =0 for k>j,yjO,20 
	 }, 
where i and j range from 1 to n + 1, and 
= {(x1,y,... ,xn+i,yn+i) I Xk = 0 for all k, Yk = 0 for k > j, y 
b 0 = {(x1,yl,... ,xm+i, yn+I) I 	= 0 for k > i, x2 	0, Yk = 0 for all k}. 
The boundaries in this cell complex can be calculated directly without any reference 
to "cells at infinity". Notice that under the standard map 
P: S21  — CP 
cellsand bf go to at_i  for i > j. Similarly, for i > j b[ and 	b f go to a_1. 
Cells b;± are mapped to the cells of lower dimension. 
This turns out to be sufficient to calculate the boundaries in the cell complex of 
Cpn via the boundaries of the cell complex of S2''. 
As Elmer Rees pointed out, there is an elegant way of calculating the homology 
groups of (CPTh/t)/RP. We will give a rough sketch of the argument. 
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Let S2' 1  C 	be as above and f: S2 ' -+ R be the function, given by 
f(zo,... ,zn)=Iz+z+...+zI. 
Clearly, f is invariant under the action of S' on g2n+1,  which sends (z0,... , z) to 
(zoe°,... , z,e °); it is also invariant under the complex conjugation in C'. This 
implies that f descends to a function on CP/t. The value of this function on 
RPTh C CP/t is constant (and equal to 1) so, in fact, f descends to a function f 
on (CPTh/t)/RPTh. The minimal value of j is 0, it is attained on the subset of real 
codimension 2, which is the image of a hypersurface 
zg+z+...+z.=o 
in (CPTh/t)/RPTh. It is not too hard to see that this subset is homeomorphic to a real 
Grassmanian G(n + 1, 2). One can also check that f has one maximum and no other 
critical points. This means that (CP/t)/RPTh is homeomorphic to the Thom space 
of a real 2-plane bundle over G(n + 1,2) and thus the homology of (CP/t)/RPTh can 
be expressed via the homology of G(n + 1,2) with the help of the Thom isomorphism. 
2. Kuiper-Massey theorem via symmetric products 
One case when we can explicitly identify the quotient CP/t is when n = 2. (Case 
n = 1 is trivial). 
THEOREM A.5. CP2/t is homeomorphic to a 4-sphere. 
There are many different proofs of this famous statement, known as Kuiper-Massey 
theorem'. Here we offer an interpretation of it via symmetric products. 
Recall that CP2 can be regarded as the symmetric square of a Riemann sphere. 
The map 
CP1  —* CP'/t = D2  
induces a map 
= SP2(CP1 ) —* SP2(D2) = D4. 
This map factors through CP2 /t; it is the map 
cP2 /t —* D4 , 
'Actually, this statement, which is, apparently, rather classical (according to [25}, footnote to p.149, 
Pontrjagin was aware of it) can be refined so that it becomes less trivial. Namely, CP2 /t with its 
natural smooth structure turns out to be diffeomorphic to S4. [4],[29]. 
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which is of interest for us. Over Int(D4) it is an unbranched double cover and it is 1-1 
over 0D4 = S3. From this it is immediately clear that CP2 /t is homeomorphic to a 
4-sphere. 
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