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Abstract 
In recent times, analysis of SOM performance has con- 
centrated on optimising gain decay, rather than the size, 
form, and decay of the neighbourhood function. We 
propose that the size, form, and decay of region size 
plays a much more significant role in the learning, 
and especially the development, of topographic feature 
maps. 
In this paper, a biologically derived SOM model is p- 
resented. This model is able to select a single win- 
ning neuron, and form Gaussian outputs about this win- 
ner, without the need for a meta-level decision making 
structure to artificially select a winner and fit a Gaus- 
sian output about that winner. Using this model, some 
fundamental characteristics of the relationship between 
neighbourhood size and SOM output states are demon- 
strated. 
1. Introduction 
The theory underlying self organisation was originally 
grounded in a biological process - the topological organ- 
isation of stimuli observed in the cortex. Self organising 
behaviour can be found in a number of cortical group- 
s, in a wide range of species. While these biological 
systems are interesting in themselves, it is the cause of 
this phenomenon that is of more interest to those wish- 
ing to emulate biological intelligence in a computational 
framework. Why is the cortex organised in this way, and 
through what mechanism do neurons fall into this man- 
ner of organisation? 
The work of [6] provided an algorithmic model of the 
mechanism by which this topographical organisation 
can occur. This model was biologically motivated; how- 
ever, in recent times, the focus of SOM research has 
moved away from the biological origins of self organ- 
ising processes, to concentrate on largely empirical s- 
tudies of the performance of Kohonen’s computational 
approximation of the underlying biological process [5]. 
While Kohonen’s model is a useful computational tool, 
it is difficult to optimise the performance of Kohonen’s 
algorithm without a grounding in the theory of the un- 
derlying self organising process. 
To date, analysis of SOM performance has concentrated 
on optimising gain decay, rather than the size, form, and 
decay of the neighbourhood function, within Kohonen’s 
algorithm. For example, [5] suggests that a neighbour- 
hood set N,, or plasticity control kernel h ~ ( , ) , ~  of the 
same order of magnitude as half the largest dimension 
of the neuron array should be sufficient, especially if the 
neighbourhood function is time invariant. Alternatively, 
[2] states “the theoretical study in the one-dimensional 
case is nearly complete. The convenient decreasing rate 
to ensure the ordering is still to be found”, but the proof 
presented relies upon a time invariant, or 0 neighbour 
lateral interaction function. 
We propose that the size, form, and decay of region size 
plays a much more significant role in the learning, and e- 
specially the development, of topographic maps. In this 
paper, an investigation into neighbourhood size is per- 
formed using a biologically derived SOM model. Using 
this model, some fundamental characteristics of the re- 
lationship between neighbourhood size and SOM output 
states are demonstrated. 
1..1. Malsberg’s SOM Model 
At the time at which [3] performed their work, genetic 
predetermination was the best explanation that could be 
offered for cortical topological organisation. Malsberg 
believed that the complete genetic predetermination of 
connections was implausible, and so, proposed an al- 
ternative mechanism. Malsberg proposed that rather 
than being predetermined, the topological organisation 
of connection weights is an algorithmic method which 
is fully functionally dependent on the provided stimuli. 
The self organising plane consists of excitatory E-cells, 
and inhibitory I-cells, in equal numbers. The connec- 
tion between cells is modeled by a function f (z), where 
z is the distance between cells. This function decreases 
monotonically with increasing distance - for example, 
a Gaussian function centered at z = 0. This function 
can be characterised by its maximum amplitude A, and 
the range R over which the connections are significant. 
The connections between E + E, E + I I + E, and 
I + I cells vary according to the following relation- 
ship: 
f E E ( Z )  has AEE > 0, range REE, 
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When superimposed, these weights yield a net Lapla- 
cian interconnection between cells. Using these lat- 
eral connections, and randomly instantiated synaptic 
weights, each cell is allowed to relax into a stable state. 
During relaxation, the excitation level of the cells oscil- 
lates; however, these oscillations dampen, approaching 
a stable value. 
Learning was then performed using a Hebbian update 
rule - synapses are increased in strength proportional to 
the level of excitation. The gain used in this learning re- 
mained constant throughout the experiment. Normalisa- 
tion across cells is also performed to prevent saturation. 
Malsberg reached four key conclusions regarding self 
organising processes [8]: 
1. 
2. 
3. 
4. 
The 
Maps develop in a step-by-step, orderly fashion, 
Lateral connections within the map are initially 
widespread, but over the learning process they de- 
cay in extent, 
The orientation of the map is established early in 
the self organising process; the final pattern of con- 
nections takes longer to develop, 
Appropriate starting conditions are essential to the 
formation of a good map. 
conclusions reached by Malsberg are theoretical 
generalisations, rather than experimental results [8, Sec. 
61. In particular, the second conclusion - that decay- 
ing region size is a requirement for topological learning 
- was untested. However, two important qualities are 
demonstrated by Malsberg’s experiments. 
Firstly, learning was achieved without the need for a de- 
caying learning gain parameter. In most theoretical and 
experimental studies since, variation in gain has been 
considered the most significant factor controlling learn- 
ing. 
Secondly, global topographical organisation was only 
observed on small maps; in large map simulations, local 
topographical organisation occurred, but global topolo- 
gy was erratic. The cause of this result was theoretically 
demonstrated in [I]. In this proof, it was demonstrat- 
ed that a single peak of excitation will result, provid- 
ed the domain of the lateral connection function spans 
the entire map; a lateral connection function with a s- 
maller range will result in multiple peaks occurring on 
a map. During Malsberg’s experiments, the range of the 
lateral connection function was only a small number of 
neurons, and was not decayed. Consequently, on small 
maps, the connection function spanned the entire map, 
and global organisation was observed; on larger maps, 
the small connection function did not span the map, and 
many areas of excitation occurred, resulting in erratic 
global topology. 
2. Investigation of Neighbourhood Size 
In this section, an iterative mechanism with a Laplacian 
lateral interaction kernel is used to provide a Gaussian 
fitted about a local region of good fit. This model will 
be used to demonstrate some key features of region size 
change during the learning and development process of 
topographical self organising maps. 
2..1. Implementation 
The algorithm used to implement the SOM model is 
very similar to that used by Malsberg. The learning pro- 
cess consists of two stages; an internal iterative loop, 
which allows lateral connections to relax the output of 
each neuron, and an external loop which controls the 
Hebbian update lysed upon output values. Given a set 
of input vectors X, this algorithm learns a topographical 
mapping for the set of weights Wjj .  Lateral connections 
are defined in a kernel L, defined as: 
Lij = (1 + a) exp 
For the purposes of this experiment, a = 0.3 and b = 3. 
The size of weight update for neuron i is proportion- 
al to the output of neuron i in response to the training 
pattern; this update is drawn from [4]. Each cycle of the 
outer Repeat-Until loop (Algorithm 1) is an epoch of the 
training regime. 
The algorithm for the inner loop, the function 
Evaluate-Map-Output, is not as straightforward. This 
is a result of the same algebraic explosion problem ob- 
served in previous sections. To counter this algebra- 
ic explosion, a process of normalisation is required. 
This normalisation can be performed using a number of 
methods. l k o  versions of the inner iterative loop are 
presented here. 
In the first version (Algorithm 2), algebraic normalisa- 
tion is performed at the end of each iteration. At the con- 
clusion of the iteration process, the normalised output is 
passed through a sigmoid function to provide maximum 
and minimum saturated outputs. In the second version, 
there is no explicit normalisation process - the process 
of normalisation is performed on each iterative loop by 
268 
Mainline 
repeat 
Evaluate changes in learning parameters a and U 
while 3 a pattern which has not been presented this 
epoch do 
Randomly select a training pattern J? which has 
not been presented this epoch 
Evaluate-Map-Output v' for training pattern 
Update weights according to rule: 
end while 
until finished training 
Algorithm 1: Mainline algorithm to implement SOM 
ordering. 
Evaluate-Mapoutput (L,C#,W,d,N): 
i i = O  
forC= l - . . N d o  
4 
G = W Z + p L i i  
G =  & 
end for 
return v' 
v' = .(it) 
Qlgorithm 2: Computationally normalised version of 
:he Evaluate-Map-Output algorithm. 
3 sigmoid function tuned to the dynamic range of the 
iterative process. 
This model is much easier to control. Given an input 
data vector J? and a weight matrix W ,  the algorithm 
calculates the output 3. The strength of feedback is con- 
trolled by the efficacy parameter p, and the strength of 
lateral connections is modeled by L, a function of li-jl. 
At each iteration, the internal voltage is dynamically s- 
caled to prevent algebraic explosion. The final output 
value is the result of passing a sigmoid over the inter- 
nal voltage 3; parameters for this sigmoid are custom 
selected to suit the dynamic range of G. 
This process of algebraic normalisation guarantees a 
consistent dynamic range on output, permitting the use 
of a fitted sigmoid for the final transformation of output. 
However, this model is somewhat artificial, as normali- 
sation is a meta-level function, requiring knowledge of 
the raw output of all other neurons in the system. 
The second model (Algorithm 3) is biologically more 
plausible; however, it requires significantly more effort 
to tune. Given an input data vector d and a weight map 
matrix M, the algorithm calculates the output 8. The 
Evaluate-Mapoutput (L,G,p,W,J?,N): 
i i = O  
forC= l . - . N d o  
-# 
v'=a 
G =  w f + p L v '  
v' = u(d) 
end for 
return v' 
Algorithm 3: Biologically plausible version of the 
Evaluate-Map-Output algorithm. 
strength of feedback is controlled by the efficacy param- 
eter /3, and the strength of lateral connections is modeled 
by L, a function of li - j l .  At each iteration, the output 
value is the result of passing a sigmoid over the inter- 
nal voltage 3; parameters for this sigmoid are selected 
to suit the dynamic range of a. Note that in this model 
it is the output voltage v', not the internal voltage ii that 
is used for feedback. 
Changes in lateral interaction kernels, training patterns, 
or any other features of the network rapidly lead to sat- 
uration or depletion states in the output neurons. In a 
biological system, this sort of dynamic tuning could be 
performed by intra-neuron monitoring of input, output 
and weight conditions; however, in the computational 
framework as it stands, this kind of tuning is not at out 
disposal. 
Aside from philosophical differences, the differences 
between the two algorithms are largely negligible. The 
output states obtained from the two systems are largely 
analogous; slight differences can be observed, but this 
can be attributed to slight differences in the tuning of 
the sigmoid functions. 
In the following experiments, the first, algebraically nor- 
malised version is utilised. This is done for no reason 
other than convenience. The biological version is pre- 
sented for completeness; to demonstrate that the self or- 
ganising process could be performed using a completely 
biologically plausible model, without the need for meta- 
level functions. 
2..2. Experimental Results 
In these experiments, a 13 input, 100 neuron SOM was 
used. These 100 neurons were arranged into a ring, so 
neurons on one end were attached to the other. This was 
achieved by wrap around in the lateral interaction ker- 
nel. The Laplacian L of Equation 1 was used for this 
kernel, with a = 0.3, b = 3, and U varying through the 
experiment. This kernel was normalised. 10 iterations 
were used to evaluate the neuron output values. In the 
learning algorithm, the gain parameter was set at a con- 
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Figure 1: Region decay scheme for experiment. Re- 
gion size is kept at a large value D for C epochs, then 
decayed to D’ for the remainder of training. 
4 same network without the initial training period with a 
a = 20 kernel. Instead, all training was performed with 
a kernel of size U = 4. However, this training regime 
was unable to form a global topographical organisation 
- instead, a large number of zones of local organisation 
formed. This indicates that a period of training with a 
large region size is essential to the formation of global 
prove precision on an existing map, but not to establish 
I - topology; small region size kernels can be used to im- 
C Epoch 
stant a(t) = 0.3, to minimize the degrees of freedom in 
the experiment. Lateral efficacy ,8 was set at 1. 
The training set consisted of patterns simulat- 
ing pointilistic sensations on a 1D skin sur- 
ftce; each training vector was of the form 
X = [0 . - - O  0.5 1.0 0.5 0 0IT. The first 
and last data vectors were d = [0.5 1.0 0.5 0 - - - OIT 
and d = [0 0.5 1.0 0.5]* respectively. These 
patterns were each normalised. 
Two similar experiments were performed, to establish 
the effect of a reduction in region size on the map. In 
both experiments, the SOM was first trained for 50 e- 
pochs with a region size of a = 20. The output states 
resulting from this initial training can be seen in Fig- 
ures 2(a)-2(c). At the conclusion of this initial train- 
ing, the map can be seen to converge into a stable state, 
with good topological organisation. Each curve in Fig- 
ure 2(c) represents the output response of a single train- 
ing pattern; the maxima of these curves are seen to be 
evenly distributed across the 1D SOM. 
After this initial training, the region size was reduced. 
The scheme used to decay the region size is shown 
graphically in Figure 1. In the first experiment, the re- 
gion size was reduced to U = 4. As a result of this re- 
duction, the neuron output responses can be observed to 
sharpen significantly (compare Figures 2(c) and 2(d)). 
This highlights the benefit of a reduction in region size 
to precision on a map. 
In the second experiment, the region size was reduced 
to U = 2. However, the result of this reduction was not 
as positive as in the first experiment. Instead of sharp- 
ening the output states, each output state is split into 
multiple peaks. The effect is mild at first, but the split- 
ting behaviour becomes more severe as training with the 
smaller U continues. 
To clarify the role played by the period of training with 
a large region size, an attempt was made to train the 
2..3. Discussion 
This experiment highlights a number of key features of 
SOM training. Firstly, it highlights the importance of re- 
gion size to the formation of topographic maps. In order 
to produce a global topographical organisation, an ini- 
tially wide spanning - empirically, it would seem reason- 
able to hypothesize that the 60 diameter (30, or 99.5% 
of area, both sides of the mean) of the lateral interaction 
kernel must slightly exceed the size of the map. This 
concurs with the experimental results of [6] and [8], and 
one of the conclusions of [ 11. 
This experiment also highlights the role to be played by 
a reduction in region size during training. The use of a 
large region size may guarantee global topology, but this 
global topology comes at the price of local precision. By 
reducing the region size of the lateral interaction kernel 
once global topology has been established, it is possible 
to significantly improve the precision of the output re- 
sponse of the SOM to each pattern. This concurs with 
the suggestion of [5 ] .  
However. the amount by which region size is decayed is 
significant. If the region size is decayed by too large an 
amount, local topologies will emerge. This is not a par- 
ticularly significant result if a single ‘winner‘, the max- 
imum of the output response, is to be used as the sole 
reporting feature of the SOM. It is also not of concern 
in algorithms such as Kohonen’s, where the artificial s- 
election of a maximum prevents the formation of local 
topologies. However, if we intend to use the entire out- 
put response, the increase precision brought about by 
training with a reduced region size is an essential fea- 
ture. Care must therefore be taken to not decay neigh- 
bourhood size by too large an amount. This concurs 
with the results of [9]. 
The optimal decay for the kernel region size remains to 
be determined. However, it is reasonable to hypothe- 
size that just as there is a relationship between the 60 
diameter of the kernel and the size of the map, there is 
a relationship between the 6a diameter of the output re- 
sponse, and the 6a diameter of the lateral interaction k- 
ernel. In other words,during initial training, the span of 
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Figure 2: Output response over time for a non-WTA Figure 3: Output response over time for a non-WTA 
network. Each line is the output response for a single network. Each line is the output response for a single 
training pattern. o = 20 for epochs 1-50; o = 4 for training pattern. 0 = 20 for epochs 1-50; o = 2 for 
epochs 51 onwards. epochs 51 onwards. 
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the lateral interaction kernel must be equivalent to the 
size of the map; after training, the size of the kernel can 
be reduced to span only the range of activated outputs. 
It is also interesting to note that these self organising 
systems converge without the need for a sophisticated 
scheme of learning gain decay. This seems to contradic- 
t the vast majority of literature (For example, [5, 2, 71, 
which emphasizes the importance of learning gain, leav- 
ing neighbourhood size as a peripheral concern. 
3. Conclusion 
In recent times, analysis of SOM performance has con- 
centrated on optimising gain decay, rather than the size, 
form, and decay of the neighbourhood function. In 
this paper, the importance of neighbourhood size to the 
learning and development process was established. A 
mathematical model was presented, consolidating the 
biological model described by Malsberg, and the Koho- 
nen’s computational model. This model is able to select 
a single winning node, and form Gaussian outputs about 
this winner, without the need for a meta-level decision 
making structure to artificially select a winner and fit a 
Gaussian output about that winner. This model can be 
used as an empirical tool for investigating novel lateral 
connection strategies. 
Using a biologically inspired computational model, it 
was shown that the range of the lateral interaction ker- 
nel can have a significant effect on the speed of conver- 
gence, and the precision of representations; region size 
also determines whether the map will converge at all. 
Further study of region size decay schemes and lateral 
connection functions are required. 
4. Future Research 
These results suggest three avenues for future research. 
Firstly, the results obtained in the previous section sug- 
gest further theoretical or empirical studies of region 
size decay schemes. This paper has demonstrated the 
roles played by large and small kernel sizes to the learn- 
ing process; a study of the balance between the two 
extremes should lead to the development of optimized 
training regimes for self organising systems. 
Secondly, an analysis of lateral connection functions 
other than the Laplacian is warranted. The topologies 
formed using the Laplacian kernel represent a simple 
topological mapping; by using other kernels (such as an 
inverted Gaussian), it may be possible to obtain topolog- 
ical maps representing features other than simple spatial 
relationships. This could open a wide range of new uses 
for self organising algorithms. 
Lastly, the work presented in this paper should be adapt- 
ed for use in Kohonen’s SOM algorithm. In this paper, a 
continuous model of self organisation derived from the 
work of Malsberg was used to test the importance of the 
form and size of the lateral connection function. Koho- 
nen’s algorithm is a discrete approximation of this type 
of process which is in common use as a result of its com- 
putational efficiency. Whilst the two algorithms are fun- 
damentally similar, some fine tuning will be required to 
adapt the findings of this paper to Kohonen’s algorithm. 
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