Proofs are given of set-valued analogues of Rouche's theorem, the argument principle, and the Picard theorems. This is achieved by developing a rudimentary theory of upper semicontinuous multivalued lifts.
and upper semicontinuous lifts. This is carried out in §3, and then used in §4 to prove a simple topological argument principle. The main result appears in §5: it is a strong form of argument principle which is essentially analytic in nature. Finally, in §6 we give a second application of the theory of u.s.c. lifts to prove two Picard theorems for those a.m.v. functions whose values are connected and polynomially convex.
Preliminaries.
The purpose of this section is to summarize some basic facts about analytic multivalued functions. We begin with some notation.
Let X and Y be Hausdorff topological spaces. Denote by κ(Y) the collection of all non-empty compact subsets of Y. Given a map S: X -> κ(Y) and subsets A a X and B c Y, we write
S~ι(B) = {x^X:
S(x)^B), SIA = the restriction of S to A.
The map S: X -> κ(Y) is upper semicontinuous (u.s.c) if S~ι(U) is open in X whenever U is open in Y. It is continuous if in addition S~λ(F) is closed in X whenever F is closed in Y. A basic fact about u.s.c. maps S which we shall often use is that if A e κ(X) then S(A) e κ(Y).
Let G be an open subset of C, and let K: G -> κ(C) be u.s.c. Then K is an analytic multivalued (or a.m.υ) function if whenever G λ is open in G, and whenever ψ is a function plurisubharmonic on a neighborhood of {(λ, z): λ e G l9 z e K(λ)}, then the function φ(λ) = sup{ψ(λ,z):
is subharmonic on G v This definition was introduced by Z. Sίodkowski in [21] , where he also gave a number of equivalent characterizations of a.m.v. functions. Further information regarding these functions and their applications may be found in the references cited in the Introduction. We shall only summarize those properties which will be needed in the sequel. 
on G. (b) If U is an open neighborhood of K(G), and g: U -> C is analytic, then (go K) is a.m.υ. on G, where (g° K)(X) = {g(z): z e K(λ)}. (c) If H is open in C, andh: H -+ G is analytic, then (K
Given Γ e κ(C), its polynomial hull t is the set of w e C such that w)| < ||/?|| Γ for every polynomial /?. The set t is just the union of T with all the bounded components of C\T. We say T is polynomially conυex if t = T. We shall be very much concerned with multivalued functions Q whose values Q(λ) are all connected, polynomially convex sets; such an hypothesis will normally be abbreviated simply to "Q is connected and polynomially convex". This involves less loss of generality than might be supposed, since the polynomial hull Q of an u.s.c. (respectively a.m.v.) function Q, taken pointwise, is also u.s.c. (respectively a.m.v.); the proof is easy.
The next result is a form of Liouville's Theorem for a.m.v. functions (see [6] Thus we have shown that K(G) is the union of K(dG) with a number of complete components of C \ K(dG), and as K(G) is compact, all these components must be bounded. D
As a simple consequence we obtain a multivalued form of Rouche's theorem (to recover the classical theorem, though without multiplicities, We recall two basic facts about covering maps, together with a few of their elementary consequences (details may be found for example in [13]). We now seek to extend these results to multivalued mappings. The first task is to define 'lift'.
Uniqueness of lifts (UL)
Let
Let β: X -> /c(7) be u.s.c. We say L:
The following result extends (UL) to connected u.s.c. Q: X -> κ(Z) (i.e. those u.s.c. Q such that (?(jt) is connected for each x e X). PROPOSITION 3.1. Le/ Q: X -» κ(7) 6e w.s.c. ^wrf connected, and let
Jfi ={XGI: LiίxJΠLjίjc)^ 0},
Since L x and L 2 are u.s.c. and Z is Hausdorff, the set X o is open. By the connectedness of X, it therefore suffices to prove that X 1 is contained in the interior of X 2 . Let x 0 e A" x , so that L^XQ) Π L 2 (X 0 ) contains a point z 0 , say, and set y o =p(z o ) 9 so that y 0 e β( Plainly, for such a lift to exist at all, the set Q(x) must possess a lift at each point x G X. A condition guaranteeing this is that for each x e X the set Q(x) lies inside some fundamental open set U x . We take this as our hypothesis. 
Proof. Part (a) is clear. The proof of (b) is very similar to that for the classical case (EL), so we give only a sketch. Ul n _ 1 ), use p~ι to obtain a lift L λ of Q on I n with the property that L x (x n ) = L{x n ) for some point x n e J n . As J n is connected, it follows from Proposition 3.1 that L x = L on all of /", whence setting L = L λ on I n gives us an u.s.c. lift L of Q on (7 0 U U/ n ). After a finite number of such extensions, this lift L is defined on all of X.
Note that in particular, Stage 1 also implies the result holds when X = [0,1] and x 0 = 0 (i.e. u.s.c. lifts exist along paths). 
The crucial fact is that this should not depend upon the path a chosen. To check this, let β be another path joining x 0 to JC, with L β the corresponding u.s.c. lift. As X is simply connected, there is a homotopy H: 
] -> C is a (closed) Jordan curve and if G is its interior, then 3G = [a]
(which is by definition α([0,1])), and G is homeomorphic to the closed unit disc. THEOREM In Theorem 4.3, polynomial convexity is used for more than just defining winding number; for to do this, one only needs K to be polynomial convex on 3G, but in fact this is not enough to ensure that n(K ° a,z 0 ) Φ 0 implies z 0 e K(G). For example, let z 0 = 0 and consider K: {|λ| < 2} -> κ(C) given by ί{λ}, ifl<|λ|<2
Let a be a Jordan curve and G be its interior. Let K: G -> κ(C) be u.s.c., connected and polynomially convex. If z 0 & K(dG) andn(Koa
Uz:|z|=l}, if|λj<l.
5. An analytic argument principle. For Z G C and ίeR, write and so the winding number n( K ° α, z 0 ) is well-defined. Key use is made of the hypothesis in the proof below, but it seems somehow unnatural and we conjecture that the theorem remains true if (3) is replaced by (3' ). This conjecture is closely related to the work in [3, 4, 28] .
(ii) The added assumption of analyticity allows a much stronger conclusion to be drawn than in Theorem 4.3, namely a condition for z 0 e K(G) which is both necessary and sufficient. Note also that in contrast with Theorem 4.3, we no longer require that K be connected or polynomially convex on G.
Proof. We begin by making a number of simplifications. Firstly, by considering K + {-z 0 } instead of K, we may as well suppose that z 0 = 0. Secondly, replacing K(ζ) by K(ξ) for all ξ e 3G, we can assume that K\dG is polynomially convex as well as connected. Thirdly, there is no loss of generality in taking α to be the curve y(t) = e 2πit , and G to be Δ, the open unit disc. For by the Riemann mapping theorem there exists a homeomorphism /: Δ -> G which is analytic on Δ and satisfies /(I) = α(0). This implies that / <> γ is just a re-parameterisation of α, because a is positively oriented. So if K λ : Δ -> /c(C) is defined by K λ = K <> /, then K λ satisfies all the hypotheses of the theorem, with a and G replaced by γ and Δ respectively, and also n(K λ° y,0) = n(K ° α,0). Thus once the theorem is proved for K v it is also proved for K.
Set n = n(K ° γ, 0). By 
Therefore if we set then w < (ϋ 4-2τr) on 3Δ. Also since L is u.s.c, it follows that u is u.s.c. and v is l.s.c. on 9Δ. By a standard partition-of-unity argument, there exists a continuous function g: 3Δ -> R such that w<g<(ί; + 27r)on 3Δ. As (g -u) and (u + 2π -g) are strictly positive l.s.c. functions on the compact set 3Δ, they are bounded away from zero, their infima being at least 8 > 0, say. Using the Stone-Weierstrass theorem we may find a polynomial ρ(λ) such that \g -Im(p)\ < 8 on 3Δ, and consequently u < lm(p) < (v + 2π) on 3Δ. Hence if ξ e ΘΔ and ze(I(f) + { ~/KO})> then -277 < Im(z) < 0. In other words,
From this we can deduce the theorem. First suppose that n < 0. Then M(λ) = e~p The fact that n{K° α, z 0 ) > 0 demonstrates that in some sense a.m.v. functions preserve orientation. Classically (i.e. when K(λ) = {/(λ)}) the winding number is obviously non-negative because it registers exactly the number of zeros of the analytic function (/(λ) -z 0 ) within α. No such precise interpretation seems possible in the multivalued case, though there is something that can be said.
First we need one more definition. Let us call ScC costarshaped if its complement is "starshaped about oo", i.e. for each zί S there exists θ G R with S Π H(z,θ) = 0. Any convex or starshaped set is costarshaped. Also a compact costarshaped set is automatically polynomially convex. (ii) If the conjecture made in remark (i) after Theorem 5.1 were correct, then "costarshaped" could be replaced by " polynomially convex" in Theorem 5.2. 
Denote by a' the part of the curve a running from a 2 to a l9 and by α" the part running from a x to a 2 . Similarly, let β' be the part of β going from b λ to b 2 , and β" denote the remainder (the reader is urged to draw a picture). Finally, write δ r for the path formed by joining together a\ β l9 β' and the reverse of β 2 ; likewise, form δ" by joining up respectively α", /? 2 , β" and the reverse of β v Then δ' and δ" are positively oriented Jordan curves, and (5) n(Koδ' 9 z 0 ) + n(Koδ" 9 z 0 ) = n(Koa,z 0 ) + n(Koβ 9 z 0 ).
Let G f and G" be the interiors of δ f and δ" respectively. We are going to apply the inductive hypothesis separately to K on G f and on G". The corresponding sets E r and E" are just (E Π G') and (£ Π G"); therefore we have the decompositions Since (6) holds, the inductive hypothesis implies that Combining (5), (6), (7) and (8) Then K is a.m.v., polynomially convex (indeed, two-valued) and ^({0 < |λ| < 1}) c C\{-1,1}, but any u.s.c. extension of K to 0 would be unbounded.
EXAMPLE 2. Define K: {0 < |λ| < 1/2} -» κ(C) by
Then K is a.m.v., connected, and K({0 < |λ| < 1/2}) c C\ {-1,1}, but again any u.s.c. extension of K to 0 would be unbounded.
