Abstract-Clustering is a useful tool for the analysis of grouped directional data on the plane. The EM and fuzzy c-directional (FCD) algorithms are two clustering methods for directional data. However, these two algorithms are sensitive to initial values and outliers and also need to give a cluster number a priori. In this paper, we propose a robust clustering algorithm for grouped directional data on the plane. The proposed clustering method can self-organize the cluster number and the cluster structure. It is also robust to noise and outliers. Some numerical and real experimental examples are given to demonstrate its effectiveness and superiority.
I. INTRODUCTION
IRECTIONAL data were observed and discussed as early as when Gauss developed the theory of errors. Since von Mises [1] introduced a distribution on directional data and Fisher [2] gave an important result "Dispersion on a sphere", the researches on directional data got increasing concerns. Watson and Williams [3] first investigated statistical inference problems for von Mises and Fisher distributions. Afterwards, directional data were widely applied in biology, geology, medicine, meteorology, oceanography [4] .
Cluster analysis is one of useful tools for data analysis. It is a method for finding clusters of a data set with most similarity in the same cluster and largest dissimilarity between different clusters. Many theories and various methods for cluster analysis were investigated in the literatures [5] . From the statistical point of view, clustering methods can be generally divided into two categories. One is a probability model-based approach. Another is a nonparametric approach. In the probability model-based approach, the expectation and maximization (EM) algorithm [6] - [7] is the most used method. For a nonparametric approach, partitional clustering is widely used in which partitional methods with cluster prototypes are the most popular, such as k-means [8] , fuzzy c-means (FCM) [9] - [10] , possibilistic c-means (PCM) [11] - [12] and similarity-based clustering method (SCM) [13] .
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proposed a fuzzy clustering algorithm for directional data, called fuzzy c-directions (FCD). However, these clustering algorithms are sensitive to initials and outliers with a cluster number given a priori. In this paper, we consider a robust clustering algorithm for directional data which can be robust to initials and also noise and outliers. Moreover, the proposed algorithm can automatically find an optimal cluster number. We apply the proposed clustering algorithm to real directional data and several comparisons are also made.
II. THE PROPOSED ROBUST CLUSTERING ALGORITHM
Yang and Wu [13] proposed a similarity-based clustering method (SCM). This method consists of 3 processes, which are correlation comparison algorithm (CCA), similarity clustering algorithm (SCA), and the agglomerative hierarchical clustering (AHC 
In the SCA processing, the initial cluster centers are first assigned with all data points. The SCA is iterated using the update equations (5) and (2). Thus, the SCA algorithm is summarized as follows: SCA algorithm S1: Fix 2 >0
S2: Compute S5: Go to S2 until
After the SCA final cluster centers are obtained, we use a hierarchical clustering method for those n cluster centers. We use the distance measure of angles as the dissimilarity with a single linkage method in the AHC procedure. According to the Hierarchical Clustering tree, we can determine an optimal cluster number * c and then identify these cluster centers. The proposed SCM for directional data on the plane is summarized as follows: SCM for directional data S1: Apply the CCA to obtain γ . 
III. EXAMPLES AND COMPARISONS
We make comparisons of the proposed SCM with EM and FCD for the data sets from the mixture of von Mises distributions and also some real directional data sets. Table I , we find that the SCM has the smallest SE for ν . The agglomerated cluster centers in SCA are shown in Fig. 1 . The Hierarchical Cluster tree and the clustering results are shown in Fig. 2 . Obviously, the Hierarchical Cluster tree indicates that the optimal cluster number is 3 in that this optimal cluster number is consistent with the original cluster number 3 c = . Table II in which the SCM has the smallest MSE value. Example 2 We apply the SCM to the real data which are sourced from Stephens [17] . The directions of movement of 76 turtles were measured after laying eggs on a beach (see Table  III ). These data had been considered as the model from the mixture of two von Mises distributions. Spurr and Koutbeiy [18] used the method of moments to estimate its parameters. The results from each algorithm are shown in Table IV . The estimates of ν and α from the EM, FCD, and SCM are approximately closed to the results of Spurr & Koutbeiy [18] . The agglomerated cluster centers in SCA are shown in Fig. 3 . When the iteration is equal to 19, SCA converges with two agglomerated cluster centers. The Hierarchical Cluster tree and identified clusters are shown in Fig. 4 . Obviously, the optimal cluster number is equal to 2. 
Example 3
We consider the real data from Wehner and Strasser [19] in this example. The data set is the dance directions of 279 honey bees viewing a zenith patch of artificially polarised light (see Table V and Fig. 5 ). In Fig. 5 , North, East, South, and West represent 0, 90, 180, 270 degrees, respectively. Fisher [4] used this data set to test the null hypothesis of uniformity against the alternative of a preferred N-S axis for the dance directions. His conclusion is that we cannot reject the null hypothesis, i.e. there is no evidence that the bees are responding to the polarised light (i.e. N-S axis) in terms of preferred dance direction. We analyze this data set from clustering point of view. We apply the SCM to this data set. By observing 
,
 340  in the data set so that it is said to have 9 groups for the data set. The SCA results and the Hierarchical Clustering tree are shown in Fig. 6 . In Fig. 6(a) , the algorithm is converged with 9 final agglomerated cluster centers. If we choose 2 for the cluster number c, then the idntified clusters is shown in Fig.   6 (a). The cluster centers ν of 2 groups and SE for ν are shown in Table VI . From Table VI , the SE for ν is very large.
This means that preferred N-S axis with two groups is not acceptable. This result matches the conclusion from Fisher [4] that there is no evidence that the bees are responding to the polarized light (i.e. N-S axis) in terms of preferred dance direction. Furthermore, if we choose 9 as the optimal cluster number c, then the identified clusters are shown in Fig 7(b) . The 9 cluster centers and the SE for ν are shown in Table VII . If the 279 bees data set are discrete uniform distribution on 9 points. Then the 9 vertices of a 9-side regular polygon inscribed in a unit circle could be 20, 60, 100, 140, 180, 220, 260, 300, 340. The sort of cluster centers ν of 9 groups is 9 =23.08 ν The results are shown in Table VII . Comparing SE for ν in Table VI to that in Table VII , the SE for ν with 9 cluster centers is much smaller than the SE for ν with 2 cluster centers. Therefore, this data set is better to have 9 clusters with 9 directions. 
IV. CONCLUSIONS
We proposed a similarity-based clustering method (SCM) for directional data in this paper. The SCM objective function is equivalent to the approximate density shape estimation. The SCM procedure for directional data can achieve the characteristics with robustness to initializations and robustness to noise and outliers. Furthermore, without given the cluster number a priori, the SCM can self-organize with an optimal cluster number. The experimental results demonstrate the effectiveness and superiority of the SCM. As a whole, the proposed SCM can be a good tool for the analysis of grouped directional data.
