As an important technique for synthetic biology, computational identification of essential genes will facilitate the development of the related fields, such as genome analysis, drug design, etc. The identification of prokaryotic essential genes has been extensively studied, especially focusing on the essential genes in bacteria. Archaea as an important domain in prokaryote exists high variance of genome sizes. However, there is no predictor available for predicting essential genes in archaea. In this paper, we developed the first computational predictor for predicting essential genes in archaea called iEsGene-ZCPseKNC. With the purpose of capturing sequence patterns of the essential genes, a new feature called Z curve pseudo k-tuple nucleotide composition (ZCPseKNC) was proposed, which incorporates the advantages of both Z curve and pseudo k-tuple nucleotide composition (PseKNC). In order to overcome the problems caused by the imbalanced training set, the SMOTE algorithm was employed to further improve the predictive performance of iEsGene-ZCPseKNC. Evaluated by the rigorous jackknife test on a benchmark dataset, the experimental results showed that the iEsGene-ZCPseKNC predictor outperformed the predictors based on Z curve and PseKNC, indicating that iEsGene-ZCPseKNC is useful for identification of essential genes in archaea, and would be a powerful tool for genome analysis. A user friendly web server of the iEsGene-ZCPseKNC predictor was established and can be easily accessed from http://bliulab.net/iEsGene-ZCPseKNC/.
I. INTRODUCTION
Essential genes and their encoded functions are significantly necessary for the survival of an organism [1] . Essential genes contain the core information of genomes, and the studies of essential genes are critical for the understanding of life and evolution [2] . Furthermore, the essential genes are very important for the synthetic biology, because the essential genes are the foundation of genome construction [3] .
Because of its importance, several machine learning predictors have been proposed to efficiently predict the essential genes. Different feature extraction methods and classifier construction strategies were employed by these predictors. High-throughput sequencing and homology mapping have The associate editor coordinating the review of this manuscript and approving it for publication was Leyi Wei. provided a wide range of biological features for the essential gene prediction, including network topology information [4] - [6] , homology information [7] , [8] , gene expression information [9] , [10] , cell localization [5] , functional domain [10] , etc. These features were combined with some state-of-the-art classifiers to construct the predictors, such as Support Vector Machines (SVMs) [6] , decision tree [4] , Naïve Bayes [5] and Non-negative Matrix Factorization (NMF), etc. However, all these features rely on experimental data, which are frequently unavailable [11] - [14] . In order to solve this problem, some predictors were constructed only based on the features extracted from the DNA sequences, for examples, Ning et al. [15] used single nucleotide frequencies, dinucleotide frequencies, amino acid frequencies, and Codon Adaptation Index (CAI) to predict the essential genes of 16 bacteria. Liu et al. [16] extracted features from VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ primary sequences for essential genes prediction in 31 bacteria, including nucleotide frequencies, dinucleotide frequencies and amino acid frequencies. Guo et al. [11] noted the importance of both local nucleotide compositions and internal nucleotide associations, and proposed the λ-interval Z curve method to incorporate the two kinds of information. Combined with SVMs, this method has been applied to predict the essential genes of human cell lines. All the aforementioned methods have contributed to the development of the essential gene prediction. However, the existing computational predictors only focus on predicting the essential genes in bacteria and eukaryotes. There is no computational method for predicting the essential genes in archaea. In this regard, in this study we are to propose the first predictor to identify the essential genes in the archaea only based on the DNA sequence composition information. Motived by the success of λ-interval Z curve [11] , we proposed a new feature extraction method called Z curve pseudo k-tuple nucleotide composition (ZCPseKNC), which combines the advantages of both Z curve [17] and pseudo k-tuple nucleotide composition (PseKNC) [18] . ZCPseKNC considers both the local nucleotide composition and the global sequence association effects. Combined with SVMs, a predictor called iEsGene-ZCPseKNC was proposed for the identification the essential genes in archaea. This predictor was further improved by using SMOTE algorithm [19] to solve imbalanced training set problem.
II. MATERIALS AND METHOD A. BENCHMARK DATASET
In this study, the essential genes and non-essential genes of the archaea Methanococcus maripaludisS2 [20] were extracted from the DEG (version DEG15.2) [21] . To make any two DNA sequences in the same subset has ≤80% sequence identity to each other, the CD-HIT tool [22] was employed in this study by setting cut-off threshold as 80%. Finally, the benchmark dataset was represented as:
where S denotes the whole benchmark dataset, S + is positive subset which contains 518 essential genes, and S − is negative subset which contains 1072 non-essential genes, and the symbol ∪ is the union between two sets. The details information of the benchmark dataset is given in Supporting Information S1.
B. Z CURVE PSEUDO K-TUPLE NUCLEOTIDE COMPOSITION (ZCPseKNC)
Z curve [11] is one of the most discriminative features for essential gene identification. However, Z curve can only consider the local sequence patterns. In contrast, pseudo k-tuple nucleotide composition (PseKNC) [18] is a useful feature to capture the global sequence order effects, which has shown good performance for many genome analysis tasks. Can we combine these two features to capture both the local sequence information and global sequence information based on Z curve variables and the pseudo k-tuple nucleotides? In order to solve this problem, in this study we will introduce a new feature extraction method called Z curve pseudo k-tuple nucleotide composition (ZCPseKNC), which combines Z curve [17] and PseKNC [18] , [23] . Let D denotes a DNA sequence, which contains L nucleotide residues; i.e.
represents the i-th nucleic acid residue in the sequence. A codon is a fragment formed by three DNA nucleotide, the sequence D can be represented as:
denotes 64 different codons.
In order to capture the correlation of the k-tuple nucleotides along D, the correlation factor θ j [18] was proposed, representing the correlation of all two k-tuple nucleotides separated by j nucleotides along D.
where N i · · · N i+k−1 and N i+j · · · N i+j+k−1 are two k-tuple nucleotides separated by j nucleotides. (N i · · · N i+k−1 , N i+j · · · N i+j+k−1 ) represents the correlation function of N i · · · N i+k−1 and N i+j · · · N i+j+k−1 in D ( Fig.1) .
In ZCPseKNC approach, we followed this method [18] to capture the correlation of the k-tuple nucleotides along sequence D. Different from the original method reported in [18] , we used the frequencies of the position specific k-tuple nucleotides in Z curve method [17] to replace the physicochemical properties of k-tuple nucleotides, and the correlation function can be calculated by (7) where m and n (m, n = 1, 2, 3) represent that the last base N i+k−1 and N i+j+k−1 of the corresponding k-tuple nucleotide is at the m-th and n-th positions of the corresponding codon (cf. Eq. 5) respectively, and there are three different positions in each codon; f m ( ) represents the frequency of the corresponding k-tuple nucleotide occurring at codon position m [17] . The feature vector of ZCPseKNC can be represented as
where symbol 'T' represents the transformation operations for a feature vector, and
where w denotes the weight value of correlation factor θ j (0 < w < 1); λ represents the total counted tiers of the correlations along D; f (x) , f (y) , f (z) denote the Z curve variables calculated by the normalized frequencies of k-tuple nucleotides in codons (cf. Eq. 5) in the three dimensional space x, y and z, respectively [17] , which can be calculated as follows:
where R represents a nucleic acid residue; R 1 · · · R k−1 A,
indicate the k-tuple nucleotides whose last oligonucleotide R k are the 'A', 'G', 'C', 'T', respectively. The variable m (m = 1, 2, 3) represents the codon position; f m (R 1 · · · R k ) represents the frequency of k-tuple nucleotides R 1 · · · R k occurring at codon position m.
C. FEATURE FUSION AND SELECTION
As demonstrated by previous studies, such as protein remote homology detection [24] - [26] , protein fold recognition [27] - [30] , protein disordered region identification [31] , [32] , DNA binding protein identification [33] - [35] and enhancer prediction [36] , the fusion features or predictors can improve the predictive performance.
For the ZCPseKNC, different values of k, w, and λ will correspond to different feature sets F. In this study, 150 different ZCPseKNC feature sets were generated by using the following parameter combinations:
where denotes the step size. For this study, the 10 feature sets with top performance evaluated by using 10-fold cross-validation (see Supplementary Information S2) was selected and fused by
where F F denotes the fusion feature set; the symbol ∪ denotes the union operation between two sets. In order to reduce the dimension of F F , the Xgboost [37] algorithm was performed on F F to select the most discriminative features. The scikit-learn library [38] in Python was applied to implement the Xgboost algorithm with default parameters.
D. SYNTHETIC MINORITY OVERSAMPLING TECHNIQUE (SMOTE)
The benchmark dataset used in this study is an imbalanced dataset with more negative samples than positive samples (cf. Eq. 1). Trained and tested on such dataset, a predict will prefer to predict a test sample as a negative one [39] , leading to high Acc, Sp, but low Sn (cf. Eq. 13). Obviously such predictor is not useful for real world applications. There are two main strategies to avoid this problem: under-sampling technique and over-sampling technique [40] , [41] . Over-sampling is preferred because some information of the majority class will be lost in under-sampling process. The Synthetic Minority Oversampling Technique (SMOTE) [42] is one of the most well-known methods based on oversampling strategy. In this study, three versions of SMOTE algorithm were employed to handle the imbalanced training dataset, including Borderline-SMOTE, Borderline-SMOTE2 and SVM-SMOTE [19] , [43] . The imbalanced-learn [44] python package was used as the implementation of the three SMOTE algorithms.
E. SUPPORT VECTOR MACHINES (SVMs)
Support Vector Machine (SVM) [45] was used as the classifier to construct the iEsGene-ZCPseKNC predictor (see Fig. 2 ), which is one of the most widely used machine learning classifiers in bioinformatics [46] - [51] . Its strategy is to find the separating hyperplane with maximum margin for classification. If the given data is not linear separable, the kernel function will map the data into a higher dimensional space for separation. The LIBSVM [52] was used to implement SVM classifier with RBF kernel. In this study, the grid search technology was applied to optimize the two parameters in SVM classifier, including the penalty parameter C and the kernel coefficient parameter γ .
F. CROSS VALIDATION
Independent test, K-fold cross-validation, and jackknife test [41] , [53] , [54] are three popular cross validation approaches in evaluating the predictors for classification tasks. Among these approaches, only the jackknife test achieves the same result for different experiments in the same benchmark dataset [55] . Therefore, we chose the jackknife test to evaluate the performance of different predictors. The 10-fold cross-validation was applied during parameter optimization procedure in order to reduce the computational cost.
G. PERFORMANCE MEASURES
Six performance measures were used to measure the quality of the proposed iEsGene-ZCPseKNC for predicting the essential genes [56] , [57] . They are Accuracy (Acc), Mathew's correlation coefficient (MCC), Sensitivity (Sn), Specificity (Sp), Balanced accuracy (BACC) [58] , and Area Under the ROC Curve (AUC), which are given by
Area Under the ROC Curve (13) where N + denotes the number of essential genes, N − denotes the number of non-essential genes. N + − is the number of the essential genes which are incorrectly classified as the nonessential genes, while N − + is the number of the non-essential genes which are incorrectly predicted as the essential genes. BACC is the trade-off between Sn and Sp to handle the imbalanced dataset problem. 
III. RESULT AND DISCUSSION

A. ZCPseKNC CAN IMPROVE THE PERFORMANCE OF ESSENTIAL GENE PREDICTION
We first analyzed the discriminative features in the fusion feature set F F (c.f. Eq. 12) by using the Xgboost model [37] , and the top 10 most important features were listed in TABLE 1, from which we can easily see the followings: 1) The first, second, and third tiers of the correlations among 3-tuple nucleotides are important; 2) the Z curve variables f (x) with 3-tuple nucleotides occurring at the second and third positions of the codons show high discriminative power, indicating that the ratio of purine and pyrimidine are different between non-essential genes and essential genes. In order to remove the redundant features and reduce the dimension of the feature vectors, the Xgboost model [37] was performed on the feature set F F (c.f. Eq. 12), and 267 features with highest scores were selected for further processing. Combined with SVMs, the iEsGene-ZCPseKNC predictor was constructed, and its performance was shown in Table 2 . iEsGene-ZCPseKNC is the first and the only existing predictor for predicting the essential genes in archaea. The essential genes in different species are different. However, in order to demonstrate that the proposed ZCPseKNC is able to incorporate the advantages of both Z curve [17] and PseKNC [18] , a Z curve-based predictor and a PseKNC-based predictor were constructed for performance comparison purpose. Their performance was also listed in Table 2 , from which we can obviously see the follows: 1) iEsGene-ZCPseKNC obviously outperformed Z curve and PseKNC by more than 7% in terms of BACC (trade-off between Sn and Sp) and 8.45% in terms of MCC, indicating that iEsGene-ZCPseKNC is a powerful predictor for essential gene identification; 2) All the three methods showed high Sp scores and low Sn scores. The reason will be explored in the following section.
B. iEsGene-ZCPseKNC CAN BE FURTHER IMPROVED BY USING SMOTE ALGORITHM
As discussed in previous section and shown in Table 2 , all the three methods showed high Sp values and low Sn values, why? In order to answer this question, we revisited the benchmark dataset S (cf. Eq. 1), and found that the size of positive set is much smaller than the size of the negative set. We investigated the influence of different number of negative samples on the performance of the iEsGene-ZCPseKNC, and the results were shown in Fig. 3 . In this experiment, iEsGene-ZCPseKNC was trained with S + and subsets of S − with different number of negative samples. From Fig. 3 we can see that with the increment of the number of negative samples, the Sp and ACC increase while Sn, BACC and MCC decrease. The reason is that the predictor tends to predict a test sample as a negative one so as to maximize the ACC value. In other words, the predictor biases the majority class caused by the imbalanced training set. However, as discussed in some previous studies [39] , [59] , such predictor is not useful for real world applications, for example, given a dataset with 5 positive samples and 95 negative samples, if a predictor always predicts each sample as a negative one, it can achieve an ACC value of 95%. However, obviously it is not a useful predictor for essential gene identification.
In this study, the over sampling technique was employed in order to overcome the imbalanced training set problem, and three improved versions of the SMOTE algorithm were used, including Borderline-SMOTE1, Borderline-SMOTE2 and SVM-SMOTE [43] , [60] , and their performance was listed in Table 3 , from which we can see that all these three predictors based on SMOTE outperformed the basic predictor by 2.96%-3.54% in terms of BACC, and the one based on SVM-SMOTE achieved the best performance. These results are not surprising, because the SMOTE approach is able to solve the imbalanced training set problem.
ZCPseKNC is a new feature for DNA sequence analysis. It can be anticipated that it will have many other potential applications, such as DNA replication origin prediction, promoter identification, etc. 
C. WEB SERVER AND USER GUIDE
As discussed in previous studies [61] , [62] , the web server of a computational predictor is useful for the biologists. In this regard, the web server of the proposed iEsGene-ZCPseKNC predictor was established (see Fig. 4 ).
Step 1. Open the link at http://bliulab.net/iEsGene-ZCPseKNC/ and enter the iEsGene-ZCPseKNC web server. You can see a brief instruction of the web-server by clicking the ''ReadMe'' button.
Step 2. Upload your input data in FASTA format directly via the ''Browse'' button, or paste the query data into the input box.
Step 3. Submit your input data to the web-server by clicking on the ''Submit'' button, and you will see the predictive results on your screen. If you use the example as input, the web-server will predict the first sequence and second sequence as essential genes, while the third sequence and fourth sequence as nonessential genes.
