We study the level m-Demazure flag of a level ℓ-Demazure module for sl2 [t]. We define the generating series A ℓ→m n (x, q) which encodes the q-multiplicity of the level m Demazure module of weight n. We establish two recursive formulae for these functions. We show that the specialization to q = 1 is a rational function involving the Chebyshev polynomials. We give a closed form for A ℓ→ℓ+1 n (x, q) and prove that it is given by a rational function. In the case when m = ℓ + 1 and ℓ = 1, 2, we relate the generating series to partial theta series. We also study the specializations A 1→3 n (q k , q) and relate them to the fifth order mock-theta functions of Ramanujan.
Introduction
In this paper, we are interested in a family of Demazure modules which occur in a highest weight integrable representation of the affine Lie algebra associated to sl 2 . These Demazure modules are stable under the action of sl 2 ; in other words they are modules for the current algebra sl 2 [t] which is defined to be the Lie algebra of polynomial maps from C to sl 2 . Alternatively, the current algbera is a maximal parabolic subalgebra of the affine Lie algebra. The action of the element d of the affine Lie algebra defines an integer grading on the current algebra and also a compatible grading on the sl 2 -stable Demazure modules. In the rest of the paper, the term Demazure module will always mean a sl 2 -stable Demazure module.
The Demazure modules are indexed by triples (ℓ, n, r) where n ∈ Z + , r ∈ Z and ℓ ∈ N and are denoted as τ * r D(ℓ, n). The integer ℓ is called the level of the Demazure module and is given the action of the canonical central element of the affine algebra and r ∈ Z is minimal so that the corresponding graded component is non-zero. A key result due to Naoi [12] states that if m ≥ ℓ ≥ 1 then Demazure module D(ℓ, n) admits a filtration such that the successive quotients are isomorphic to level m Demazure modules. In fact Naoi proves this result for an affine Lie algebra associated to a simply-laced simple Lie algebra. His proof is indirect using results of [7] and [10] .
A direct and constructive proof of Naoi's result was obtained in [4] for sl 2 . The methods of this paper also showed the existence of a level m Demazure flag in a much wider class of modules for sl 2 [t] . As a result, explicit recurrence relations were given for the multiplicity of a level (ℓ + 1)-Demazure module ocurring in a filtration of τ * r D(ℓ, n). A closed form solution of these recurrences was however, only obtained in some special cases: the numerical multiplicities (the q = 1 case) were computed for ℓ = 2, m = 3, and the q-multiplicities for ℓ = 1, m = 2.
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In this paper, we greatly extend the results of [4] . We prove that the generating function for the numerical multiplicity when ℓ = 1 is a a rational function involving the Chebyshev polynomials. A level one Demazure module is isomorphic to a local Weyl module [3] and hence our result completely determines the numerical multiplicities of a level m flag of a local Weyl module for any given m ≥ 1. Our next main result concerns the q-multiplicities when ℓ = 1 and m = 3. In this case, we first show that the generating series can be written in terms of partial theta functions. Further, when appropriately specialized, they reduce to expressions involving the fifth order mock theta functions φ 0 , φ 1 , ψ 0 , ψ 1 of Ramanujan. The appearance of Ramanujan's mock theta functions in this set-up is quite unexpected and intriguing. Certain Hecke type double sums, which are closely related objects, have previously appeared in KacPeterson's work [8] on characters of integrable representations of sl 2 . Further, mock theta functions (in the modern sense, following Zwegers [18] ) appear in Kac-Wakimoto's theory of affine superalgebras and their characters [9] .
We turn now to the overall organization of this paper. We have arranged it so that the combinatorial results can be read essentially independently of the representation theory of sl 2 [t] . In Section 1, we inroduce briefly the notion of a Demazure flag and define the generating series A ℓ→m n (x, q). We then state the main combinatorial results of this paper. In Section 2, we state the main representation theoretic results that are needed for the combinatorial study. The results of Section 2 can also be viewed as giving two equivalent definitions of A ℓ→m n (x, q). It is far from obvious that these two definitions are equivalent and the proof of this, is representation theoretic and can be found in Section 5 and Section 6. In Section 3, we use the first definition of A ℓ→m n (x, q) and study its specialization to q = 1. Section 4 uses the second definition to the study the relationship with partial theta and mock theta functions.
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The main results
In this section, we give a concise description of the main results of this paper. We keep the notation to a minimum and refer the reader to the later sections for precise definitions.
1.1. Throughout this paper we denote by C the field of complex numbers and by Z (resp. Z + , N) the subset of integers (resp. non-negative, positive integers). Given n ∈ Z + and m ∈ Z, set n m q = (1 − q n )...(1 − q n−m+1 ) (1 − q)...(1 − q m ) , m > 0, n 0 q = 1, n m q = 0, m < 0.
Demazure Flags and generating series.
Let sl 2 [t] ∼ = sl 2 ⊗C[t] be the Lie algebra of two by two matrices of trace zero with entries in the algebra C[t] of polynomials with complex coefficients in an indeterminate t. The degree grading of C[t] defines a natural grading on sl 2 [t] . Let D(ℓ, s) be the sl 2 [t]-module generated by an element v s with defining relations:
Here, x, h, y is the standard basis of sl 2 and s 0 ∈ N and s 1 ∈ Z with s 1 ≥ −1 and s 0 ≤ ℓ are such that s = ℓs 1 + s 0 . These modules are finite-dimensional and ℓ is called the level of the Demazure module. We refer the reader to Section 5 for the connection with the more traditional definition of the Demazure modules.
It was observed in [12] that one could use the results of [7] and [10] to show the following: for all integers m ≥ ℓ > 0 and any non-negative integer s, the module D(ℓ, s) admits a Demazure flag of level m, i.e., there exists a decreasing sequence of graded submodules of D(ℓ, s) such that the successive quotients of the flag are isomorphic to τ * p D(m, n) where p ≥ 0, 0 ≤ n ≤ s and s − n is even. The number of times a particular level m-Demazure modul appears as a quotient in a level m-flag is independent of the choice of the flag and we define a polynomial in an indeterminate q by,
Moreover, for m ≥ ℓ ′ ≥ ℓ we have
Our primary goal in this paper is to understand both the polynomials [D(ℓ, s) : D(m, n)] q and the associated generating series: given ℓ, m ∈ N with m ≥ ℓ, set
It will be convenient to set A 1→m −1 (x, 1) = 1.
1.3. Numerical Multiplicity and Chebyshev Polynomials. Preliminary work using [15] assisted in the formulation of the results in this section. Our first result gives a recursive definition of A ℓ→m n (x, q).
Theorem. For n ≥ −1 and m ≥ 1, the power series A 1→m n (x, 1) satisfies the recurrence,
The proof of the theorem is in Section 3. We now discuss how to use the theorem to give a closed form for A 1→m n (x, 1). We first recall some relevant facts about Chebyshev polynomials. For n ≥ 0, the Chebyshev polynomial U n (x) of the second kind, of degree n, is given by the recurrence relation:
It is known that the polynomials
(1 − 2x cos kπ n + 1 ), and also (1.5) P 0 = P 1 = 1 and P n+1 (x) = P n (x) − xP n−1 (x) for n ≥ 1.
We now establish the following corollary of Theorem 1.3 which gives the closed form of A ℓ→m n (x, 1).
Corollary. For n ∈ Z + , let r, s be the unique non-negative integers such that n = ms + r with 0 ≤ r < m. Then
The corollary follows if we prove that for all k ≥ 0 and 0 ≤ p < m, we have
We first prove (a). If p = m−1 this is immediate from the fact that P 0 (x) = 1, and if p = m−2 it follows from the second case in (1.4) . Assume now that we have proved the equality for all 0 ≤ p ′ < m with p ′ > p. To prove the equality for p note that m ∤ n + 2 and hence the first case of (1.4) applies. Together with the induction hypothesis and (1.5), we get
and the claim is established. To prove (b), observe that the first case of (1.4) again, gives
Since F −1 = 1 we get P k+1 m (x) F mk+m−1 = 1 and the proof of the corollary is complete.
More generally, in Section 3 of this paper we also study the series A ℓ→m n (x, 1) and prove that they are rational functions in x when m = ℓ + 1.
Fermionic Formulae.
In certain special cases, it is possible to write down the polynomials [D(ℓ, s) : D(m, n)] q explicitly as sums of products of q-binomials, i.e., by fermionic formulae. If ℓ = 1 and m = 2, it was shown in [4] , that for all k, n ∈ Z + , we have
In Section 4 of this paper we shall prove that
Proposition. For r ∈ {0, 1, 2} and s ∈ Z + , set
For all p ∈ Z + , we have
Preliminary work using [13] assisted in the identification of the closed formulae in the proposition. We now discuss several consequences of these formulae and we use freely the notation established so far.
The functions A ℓ→ℓ+1
n (x, q) for ℓ = 1, 2 and Partial Theta Functions. Recall that the partial theta function and the q-Pochammer symbol (a; q) n are given by,
We refer the reader to [1] for more details regarding partial theta functions. We now use the fermionic formulae to prove, Theorem. Let s ≥ 0.
(i) For r ∈ {0, 1}, we have
(ii) For r ∈ {0, 1, 2}, we have
where
Proof. Recall that for n ≥ 0, the q-binomial theorem states:
and hence we get
Equation (1.6) gives
for s ≥ 0, r ∈ {0, 1} and using (1.10) gives part (i). The proof of (ii) is similar and we omit the details.
We remark here, that for ℓ ≥ 3, the recursive formulae for A ℓ→ℓ+1 n (x, q) are very complicated and a solution seems difficult. However the preceding theorem does give some hints as to what form a solution might take. 
We now discuss the relationship between certain specializations of the series A 1→3 n (x, q) and the following fifth order mock theta functions of Ramanujan [14, 17] :
(−q; q) n , (1.15)
Given any power series f in the indeterminate q, we define
Moreover, for all n ∈ Z + and k ∈ Z, we have (q; q) ⌊
1.7. Some comments on the higher rank case. Assume that g is a simple Lie algebra of type A, D or E and let g be the associated affine Lie algebra. In this case, the Demazure modules of interest are indexed by triples (ℓ, λ, r) where ℓ is a positive integer, λ is a dominant integral weight for g and r is an integer. The modules are denoted by τ * r D(ℓ, λ). It was shown in [12] that the modules D(ℓ, λ) admit a level m Demazure flag if m ≥ ℓ and so the polynomials [D(ℓ, λ) : D(m, µ)] q are defined. As remarked earlier, the proof given in [12] does not lead to recursive formulae. On the other hand, it is a non-trivial problem to generalize the methods of [4] to the higher rank algebras: see however [16] for the level 1 → 2 case for sl n+1 .
Recursive formulae for
In this section we give two recursive formulae for the polynomials [D(ℓ, s) : D(m, n)] q , both of which could be viewed as giving the definition of these polynomials. It is far from obvious that these two definitions are equivalent. The proof of their equivalence is given in Sections 5 and Section 6 by showing that both recursions are satisfied by the multiplicities of the level m Demazure flag in a level ℓ Demazure module. The first recursive formula plays a critical role in studying A 1→ℓ n (x, 1) while the second is essential in relating A ℓ→ℓ+1 n (x, q) to the partial theta and mock theta functions.
2.1.
Given integers m ≥ ℓ > 0 and integers s, n, set
We have
where δ j,k is the Kronecker delta function. More generally,
2.2. Given a non-negative integer n and a positive integer m let 0 ≤ r(n, m) < m be the unique integer such that n = m⌊ n m ⌋ + r(n, m). The following result will be proved in Section 3.
Theorem. Let ℓ, m be positive integers with m ≥ ℓ. For all s, n ∈ Z + , we have 
2.3.
In the case when m = ℓ + 1, we can prove a second recursion.
Proposition. Let ℓ be a positive integer.
(ii) if n ≥ ℓ + 1 and s 0 ∈ N with s 0 ≤ ℓ and s 1 ∈ Z + , we have
Again, Equation (2.1) and Proposition 2.3 together give an inductive definition of [D(ℓ, s) :
Part (i) of the proposition defines it for an 0 ≤ n ≤ ℓ once we note that any integer s ≥ 0 is either of the form 2ℓj + k or 2ℓj − k for some 0 ≤ k ≤ ℓ. Part (ii) then defines it for n ≥ ℓ + 1. Together with the following assertion: for m ≥ ℓ ′ ≥ ℓ we have
We emphasize that equation ( In this section we use Theorem 2.2 to analyze the functions A ℓ→m n (x, 1). Thus, we first prove Theorem 1.3. We then give closed formulae for these functions when m = ℓ + 1 in terms of certain initial conditions which are themselves given by recurrences. Finally, we discuss the general case of A ℓ→m n (x, 1).
3.1.
To prove Theorem 1.3 we use Theorem 2.2 with ℓ = 1 and q = 1. Since r(p, 1) = 0 for all p ≥ 0, the recursion takes the following simpler form: for n ≥ −1 and k ≥ 1,
Multiply both sides of the equation by x k , sum over k ≥ 1 and add one to both sides of the resulting equality of power series. Recalling from (2.1) and (2.
3.2.
We turn our attention to the study of A ℓ→ℓ+1 n (x, 1) for ℓ ≥ 1. We prove,
Theorem. For ℓ ≥ 1 and n ≥ 0, write n = (ℓ + 1)p n − r n where p n ∈ Z + and 0 ≤ r n ≤ ℓ. Then,
Remark. Equation (3.1) reduces to (1.4) when ℓ = 1, m = 2, n ≥ 0. Thus, Theorem 3.2 may be viewed as a generalization of this case of Theorem 1.3.
3.3.
We shall use Theorem 3.2 to establish the following result, which in particular shows that the functions A ℓ→ℓ+1 n (x, 1) are rational. For this we define polynomials d n , n ≥ 0 with non-negative integer coefficients as follows. Set
The polynomials d n are defined by requiring that the following equality hold for all p ≥ 0:
Proposition. Let ℓ ≥ 1. Then, for all n ≥ 0, we have
.
Proof of Theorem 3.2.
To simplify notation, we fix ℓ ≥ 1, and for s, n ∈ Z + , set
Recall that ν(s, n) = 0 if s < n. The theorem follows if we prove that for all s, n ≥ 0, we have
Notice that this equality holds whenever s < n, both sides being zero. Hence we have to prove it only in the case when s ≥ n.
Observe that taking q = 1 in Proposition 2.3(i), gives
and taking q = 1 in Proposition 2.3(ii) with 0 < s 0 ≤ ℓ, s 1 > 0 and s = ℓs 1 + s 0 gives
Observe in the last equation that s − 2s 0 = ℓs 1 − s 0 ≥ 0. We now proceed to prove (3.2) by induction on n. To see that induction begins, we first prove that this assertion holds when n = 0 for all s ≥ 0. Using equation (3.3) it follows trivially that ν(s, 0) = ν(s + ℓ, ℓ) as required. Now let n > 0. Assume that we have proved that ν(s, n ′ ) satisfies (3.2) for all 0 ≤ n ′ < n and for all s ∈ Z + . We proceed by induction on s to prove that ν(s, n) satisfies (3.2) for all s ∈ Z + . Notice that this induction begins at s = 0 since both sides of (3.2) are then zero. Further, as remarked earlier, this equality holds for s < n; so we can further assume that s ≥ n. Now, assume that we have proved the result for all s ′ with 0 ≤ s ′ < s. We have to consider two cases. Case 1: Suppose 0 < n ≤ ℓ, and s ≥ n. In this case we have n = ℓ + 1 − r n and we have to prove that ν(s, n) = ν(s + ℓ, n + ℓ) − ν(s, 2ℓ + 2 − n).
Case 1(a):
Suppose s ≥ ℓ + 1. Then (3.4) can be used for both terms of the right hand side and we get
Equation (3.3) applies to both the terms in T 1 . Now observing that:
we deduce that T 1 = 0. Further, since s − 2s 0 < s, the inductive hypothesis gives T 2 = ν(s − 2s 0 , n). We must thus prove that ν(s, n) = ν(s − 2s 0 , n). Since s ≡ s 0 (mod ℓ), we obtain s − 2s 0 ≡ −s (mod 2ℓ); hence s ± n ≡ (s − 2s 0 ) ∓ n (mod 2ℓ); applying (3.3) completes the proof. Case 1(b): Suppose s ≤ ℓ. Then since 2ℓ + 2 − n > ℓ, we have ν(s, 2ℓ + 2 − n) = 0. We thus need to show that ν(s, n) = ν(s + ℓ, n + ℓ). Applying equation (3.4) again:
But since 0 < s ≤ ℓ, we have s = s 0 , and hence s + ℓ − 2s 0 < ℓ < n + ℓ. Thus the second term vanishes. We need to now show that ν(s − 1, n − 1) = ν(s, n). But from (3.3), it is clear that for 1 ≤ s, n ≤ ℓ, ν(s − 1, n − 1) = ν(s, n) = δ s,n . This completes Case 1 of the inductive step. Case 2: Suppose n ≥ ℓ + 1 and s ≥ n. Suppose first that ℓ + 1 ∤ n. Consider
By applying (3.4) to each of these terms, we have
Since n − ℓ − 1 < n and s − 2s 0 < s, the inductive hypothesis gives
Using these equations to replace ν(s − ℓ − 1, n − ℓ − 1) and ν(s − 2s 0 , n) in our equation for S, we obtain S = 0 as required. Now, suppose ℓ + 1 | n. Consider S ′ = ν(s + ℓ, n + ℓ) − ν(s, n). As in the case for ℓ + 1 ∤ n, apply (3.4) to each term to get
Since n − ℓ − 1 < n, s − 2s 0 < s and ℓ + 1 | (n − ℓ − 1), the inductive hypothesis gives
This gives us S ′ = 0 as required.
Proof of Proposition 3.3
Proof. Let n ≥ 0, with n = (ℓ + 1)p n − r n and 0 ≤ r n ≤ ℓ. We consider three cases in equation (3.1): (i) 1 ≤ r n ≤ ℓ − 1. In this case, define
and consider A ℓ→ℓ+1 n (x, 1) and A ℓ→ℓ+1 n ′ (x, 1). Equation (3.1) gives us the system of equations:
(this becomes a single equation if r n = ℓ − r n , i.e., if n = n ′ ). Solving, we obtain:
(ii) r n = 0, i.e., n = (ℓ + 1)p n . Here we obtain A ℓ→ℓ+1
Using case (ii) above, we obtain A ℓ→ℓ+1
and
We will prove by induction that
Thus, we have
These polynomials are the entries in ζ 0 and satisfy
and assume
We now have
Dividing these vectors by (1 − x ℓ ) p+1 , the equations (3.5) for 0 < r < ℓ and the cases for r = 0, ℓ give us that (
Then, by the inductive hypothesis, we have
3.6. Finally, we consider the general case, i.e., the multiplicities of level m Demazure modules in level ℓ Demazure modules for any m ≥ ℓ. For n ≥ 0, define
Since the coefficient of x s is zero unless s−n is a non-negative even integer, we have A ℓ→m
Then we have
. Substituting this into equation (3.7):
From equation (3.6) , the inner sum is just β r (y ℓ ) with y = x/P ℓ (x 2 ) 1 ℓ , and the proof is complete.
Proof. This follows by taking ℓ = 2 in Proposition 3.6, and rewriting everything in terms of the A n .
Remark. Fix ℓ ≥ 1. Let R denote the C-algebra C[[x]], and S be the subalgebra C x ℓ . Then, R is a free S-module of rank ℓ. Further, for any units u 0 , u 1 , · · · , u ℓ−1 in R, the set {u r x r : 0 ≤ r < ℓ} is an S-basis of R. Consider the following two choices of basis:
The
is an isomorphism of algebras. Since φ −1 (x) = uy for some unit
] over S ′ = C y ℓ . Now, suppose we are given m ≥ ℓ and n ≥ 0. To obtain the generating series A ℓ→m n (x, 1) ∈ R, it is enough to obtain its coordinates β r (x ℓ ) ∈ S with respect to the basis B 1 . Proposition 3.6 gives us a way of determining the β r (in principle). Consider F = A 1→m n (x, 1) ∈ R; this is known in closed form by Theorem 1.3. The coordinates of F ′ = φ −1 (F ) ∈ R ′ with respect to the basis B ′ 2 are precisely the β r (y ℓ ).
The functions A ℓ→ℓ+1
n (x, q) when ℓ = 1, 2 and mock theta functions
In this section, we prove Proposition 1.4 and Theorem 1.6.
4.1.
We first use Proposition 2.3 to give closed formulae for A 2→3 n (x, q). In terms of generating series, Proposition 2.3(i) gives,
and Proposition 2.3(ii) gives for k ≥ 3,
We have the following result which solves this recurrence explicitly.
Proposition. Let r ∈ {0, 1, 2} and s ≥ 0, and set r = 1, r = 1, 0, r = 0, 2.
Then, we have
Proof. We check the initial conditions first. Let s = 0; in this case, the inner sum in equation (4.
with a = β(j, p, s), b = β(j, p, s) − s, we see that each summand in (4.4) is in fact zero. This proves the recurrence relation for k even. Next, let k = 3s + r be odd. In this case, the recurrence relation of Equation (4.2) is equivalent to the statement that the following sum vanishes for all p ≥ 0:
Notice that β(j, p, s − 1) = β(j, p, s) − 1 and α(s − 1) = α(s) − 1 since s + r is odd. Using the identity (4.5) twice in succession, first with (a, b) = (α(s), j) and then with (a, b) = (α(s), j−1), we obtain:
Similarly, choosing a = β(j, p, s) and b = β(j, p, s) − s in (4.5) gives:
Substituting Equations (4.7), (4.8) into the first and third terms of (4.6) respectively, and simplifying, the expression in (4.6) becomes
Re-indexing the second sum with j ′ = j − 2 proves this expression is zero. This completes the proof.
4.2.
We are now able to deduce Proposition 1.4. We define s ′ = ⌊ s+1+r 2 ⌋. We first note that for j > min(p, s ′ ), We use equation (1.6) and Proposition 1.4 to obtain the explicit form of the coefficient of x n as stated in (1.12).
4.4.
We isolate the formulae for A 1→3 3s+r (x, q) for 3s + r = 0, 1, 2. In equation (1.12), when 3s + r = 0, we have s = r = r = s ′ = 0 and hence s ′ j q = 0 unless j = 0. We also have γ(n, p, 0) = n 2 + (n − p) 2 . Reindexing by p → n − p, we have
For 3s + r = 2, we have s = r = s ′ = 0, r = 2 and γ(n, p, 0) = n 2 + (n − p) 2 + 2n − p. Using the same reasoning in the previous case, we obtain
Lastly, for 3s + r = 1, we have s = 0 and r = r = s ′ = 1 thus
4.5.
For the rest of the section we shall be interested in the specializations A 1→3 n (q k , q) for k ∈ Z, n ∈ Z + . For this, it is convenient to define
The following Lemma will be useful.
Lemma.
Proof. We will only prove (4.14), since (4.15) is similar. From (4.13), it follows that the right hand side of (4.14) is the following sum:
Reindexing this sum with n ′ = n + 1, it is clear that it equals Ψ(x, q).
We now prove,
Proposition.
Proof. For A 1→3 0 (x, q), we first use the q-binomial theorem (Equation (1.9)) to obtain (4.19)
We obtain a second equation by replacing z by −z in (4.19). Adding these two equations together and setting z = 1, we have
Replacing this summation in (4.9), we obtain (4.16). The proof for A 1→3 2 (x, q) is similar. For A 1→3 1 (x, q), apply the q-binomial theorem to the inner sum in (4.11) to obtain (4.18).
4.7.
We are now able to make the connection with mock theta functions and prove the first assertions of Theorem 1.6.
Corollary. For the specializations x = 1 and x = q, we have
Proof. We note from equations (4.12), (4.13),(1.13)-(1.16) that trivial calculations give
Since A 1→3 1 (x, q) = Ψ(x, q) from (4.18), we easily obtain the equalities
(1, q) = ψ 1 (q) and A
1→3 1
(q, q) = ψ 0 (q)/q. Now, consider (4.16) with the equation for Φ(1, q 1/2 ) from (4.20) above to obtain
Thus by (1.17), we obtain A 
We now consider the specializations A 1→3
n (q k , q) for arbitrary k ∈ Z and 0 ≤ n ≤ 2. We show that these are in fact linear combinations of the mock theta functions with coefficients in Z q, q −1 . More precisely, we have Theorem. Let k ∈ Z. Then:
The choice of signs (±) on the right hand side is made as follows: both signs are (+) if k is even, and both are (−) if k is odd.
, for some e k,0 , e k,1 , f k ∈ Z q, q −1 . The choice of signs (±) on the right hand side is now opposite to that above, with both signs (−) if k is even, and (+) if k is odd.
Proof. All three assertions hold for k = 0, 1 by Proposition 4.7. We first prove (1) . Let k ∈ Z; equations (4.18) and (4.14) imply:
Consider A 1→3 1 (q j , q) for j ∈ {k, k + 1, k + 2}; equation (4.21) shows that if the assertion of the theorem holds for any two of these values of j, then it also holds for the third. Since, as observed earlier, the assertion is true for k = 0, 1, it holds for all k ∈ Z by induction.
To prove (2) and (3), we observe that equations (4.15), (4.16) and (4.17) imply:
The proof now follows by setting x = q k , and arguing by induction as in (1).
Finally, we turn to A 1→3
n (x, q) for arbitrary n ≥ 0. Let us define
with F −1 (x, q) = 0. Let Z((q)) denote the ring of Laurent series with integer coefficients. We then have the following:
Proof. It is easy to check that the recursion for graded multiplicities obtained in Theorem 2.2 translates into the following relation for the generating series, valid for all p ≥ 1, r ∈ {0, 1, 2}:
Set x = q k for k ∈ Z, and let n ≥ 3; it is clear from these equations that F n (q k , q) lies in the Z q, q −1 -span of 1 and the F m (q p , q) for p ∈ Z, 0 ≤ m < n. Since by Theorem 4.8, we have that F m (q p , q) ∈ R for p ∈ Z, 0 ≤ m ≤ 2, our proposition now follows by induction.
Demazure modules and the proof of Proposition 2.3
The goal in the first part of this section is to collect together the relevant definitions and results that we shall need to prove Theorem 2.2 and Proposition 2.3. We begin this section by briefly reminding the reader of the definition of a Demazure module occurring in a highest weight integrable irreducible representation of the affine Lie algebra sl 2 . We are interested only in stable Demazure modules and we recall several results from [6] about this family. We end the section by proving Proposition 2.3. 
Recall that sl
where C[t, t −1 ] is the Laurent polynomial ring in an indeterminate t, and the commutator is given by
The action of d can also be regarded as defining a Z-grading on sl 2 where we declare the grade of d and c to be zero and the grade of a ⊗ t r to be r for a ∈ sl 2 .
Let h = Ch ⊕ Cc ⊕ Cd be the Cartan subalgebra and define the Borel and the standard maximal parabolic subalgebras by
Notice that b and p are Z + -graded subalgebras of g. We identify sl 2 with the grade zero subalgebra
Let W be the affine Weyl group associated to g and recall that it acts on h and h * and leaves c and δ fixed.
5.2.
Suppose that Λ ∈ h * is dominant integral: i.e., Λ(h), Λ(c − h) ∈ Z + and Λ(d) ∈ Z. Let V (Λ) be the irreducible integrable highest weight g-module generated by a highest weight vector v Λ . The action of h on V (Λ) is diagonalizable and the central element c acts via the scalar Λ(c) on V (Λ). The non-negative integer Λ(c) is called the level of V (Λ). For all w ∈ W the element wΛ is also an eigenvalue for the action of h on V (Λ) with corresponding eigenspace V (Λ) wΛ . The Demazure module associated to w and Λ is defined to be
The Demazure modules are finite-dimensional and if wΛ(h) ≤ 0, then V w (Λ) is a module for p. From now on, we shall only be interested in such Demazure modules. Notice that these Demazure modules are indexed by the integers
The action of d on the Demazure modules defines a Z-grading on them compatible with Z + -grading on sl 2 [t]. Moreover, since w(Λ + pδ) = wΛ + pδ and (Λ + pδ)(h ⊕ Cc) = Λ(h ⊕ Cc), it follows that for a fixed ℓ and s the modules are just grade shifts. If s = 0 then D(ℓ, 0) is the trivial sl 2 [t]-module.
5.3.
As the discussion in Section 5.2 shows, the proper setting for our study is the category of finite-dimensional Z-graded sl 2 [t]-modules. We recall briefly some of the elementary definitions and properties of this category. A finite-dimensional Z-graded sl 2 [t]-module is a Z-graded vector space space admitting a compatible graded action of sl 2 [t]:
In particular, V [r] is a module for the subalgebra sl 2 of sl 2 [t] and hence the action of h on V [r] is semisimple,i.e.,
The graded character of V is the Laurent polynomial in two variables x, q given by
A map of graded sl 2 [t]-modules is a degree zero map of sl 2 [t]-modules. If V 1 and V 2 are graded sl 2 [t]-modules, then the direct sum and tensor product are again graded sl 2 [t]-modules, with grading,
The graded character is additive on short exact sequences and multiplicative on tensor products. Given a Z-graded vector space V , we let τ * p V be the graded vector space whose r-th graded piece is V [r + p]. Clearly, a graded action of sl 2 [t] on V also makes τ * p V into a graded sl 2 [t]-module. It is now easy to prove (see [2] for instance) that an irreducible object of this category must be of the form τ * p V (n) where V (n) is the unique (up to isomorphism) irreducible module for sl 2 of dimension (n+1). It follows that if V is an arbitrary finite-dimensional graded sl 2 [t]-module, then ch gr V can be written uniquely as a non-negative integer linear combination of q p ch gr τ * 0 V (n), p ∈ Z, n ∈ Z + .
5.4.
We recall for the reader's convenience, the graded sl 2 [t] module τ * r D(ℓ, s) defined in Section 1. Let ℓ, s ∈ Z + and write s = ℓs 1 + s 0 with s 1 ≥ −1 and s 0 ∈ N with s 0 ≤ ℓ. Then  D(ℓ, s) is generated by an element v s and defining relations:
Let τ * r D(ℓ, s) be the graded sl 2 [t]-module obtianed defining the grade of the element v s to be r. The following result is a special case of a result established in [6, Theorem 2, Proposition 6.7 ] for s > 0.
Proposition. Let Λ be a dominant integral weight for h and let w ∈ W be such that
We have an isomorphism of graded sl 2 [t]-modules
Remark. A few remarks are in order here. In the case when s 0 = ℓ the second relation in equation (5.2) is a consequence of the other relations. A presentation of all Demazure modules was given in [7] , [11] in the case of simple and Kac-Moody algebras respectively and includes infinitely many relations of the form (y ⊗ t a )V w (Λ) = 0. However, it was shown in [6, Theorem 2] that in the case of the sl 2 -stable Demazure modules these relations are all consequences of the oes stated in the proposition.
5.5.
We isolate further results from [6, Section 6] that will be needed for our study.
Proposition. Let ℓ, s ∈ Z + and write s = ℓs 1 + s 0 with s 1 ≥ −1 and s 0 ∈ N with s 0 ≤ ℓ.
is generated by an elementv s with defining relations, (5.1) and, Let ℓ ∈ N. It follows from the Lemma that if V is a graded finite-dimensional module for sl 2 [t], then ch gr V can be written uniquely as a Z[q, q −1 ] linear combination of ch gr D(ℓ, s), s ∈ Z + .
5.7.
Let V be a finite-dimensional graded sl 2 [t]-module. We say that a decreasing sequence
Given a flag F(V ) we say that the multiplicity of τ * p D(m, n) in F(V ) is the cardinality of the set {j :
It is not hard to show that the cardinality of this set is independent of the choice of the Demazure flag (see for instance [4 
It follows from the discussion in Section 5.3 and Section 5.6 that if V admits a Demazure flag of level m, then
The following result was first proved in [12] for Demazure modules for arbitrary simply-laced simple algebras using the theory of canonical basis. An alternate more constructive and self conatined proof was given in [4] for sl 2 [t]. This proposition along with Lemma 5.6 proves that the initial condition given in (2.2) are satisfied.
5.8. Theorem 3.3 of [4] shows that there is a very large class of modules admitting a Demazure flag of level m. We do not state that result in full generality since it requires introducing a lot of notation which is not needed in this paper. In the special case we need, Theorem 3.3 and Lemma 3.8 of [4] give the first and second parts of the next proposition.
Proposition. Let ℓ ∈ N and s = ℓs 1 + s 0 with s 1 , s 0 ∈ Z + and 0 < s 0 ≤ ℓ. 
The following corollary is immediate.
Corollary. Keep the notation of the proposition. We have
[D(ℓ, s) : D(ℓ + 1, n)] q = q s 1 s 0 [D(ℓ, s − 2s 0 ) : D(ℓ + 1, n)] q + q (s−n)/2 [D(ℓ, s − ℓ − 1)) : D(ℓ + 1, n − ℓ − 1)] q .
5.9.
We can now prove Proposition 2.3. To prove part (i) of the proposition we proceed by induction on j. Since 0 ≤ n ≤ ℓ we have by Proposition 5.5(i) that
This shows that induction begins and for the inductive step we assume that
holds for all 0 ≤ j ′ < j and all 0 ≤ k, n ≤ ℓ. Using Corollary 5.8 and noting that the second term on the right hand side is zero since n ≤ ℓ, and using the inductive hypothesis, we get
This proves the inductive step. It also proves that if j ≥ 1, then
This completes the proof of part (i). Part (ii) is precisely the statement of Corollary 5.8.
Proof of Theorem 2.2
The main idea of the proof is the following. We study the tensor product D 
Remark. Let s be as in the proposition. If we let r(s, ℓ) be the unique integer with 0 ≤ r(s, ℓ) < ℓ such that s = ℓ s ℓ + r(s, ℓ), we have
In particular, this means r(s, ℓ) δ s 0 ,ℓ = 0 and hence r(s, ℓ) In this subsection, it will be more convenient to work with the notation suggested by Remark 6. We claim that this implies (6.2) p = 2m + n − 2r(n, m) − 1.
To prove this, we consider x = p + n + 1. Since x = 2 (p − r(p, m)), it is clearly a multiple of 2m. Further, since p = n + 1 + 2r(p, m), we have
This implies 2n + 2 ≤ x ≤ 2n + 2m. Thus, we deduce that x is the unique multiple of 2m that lies within these bounds; it is given by
or equivalently by x = 2m + 2n − r(2m + 2n, 2m) = 2m + 2n − 2r(n, m).
Thus, p = x − n − 1 is given by the required expression. Summarizing (and using Remark 6.1 again), we find that the coefficient of ch gr D(m, n) on the right hand side is:
where p is as in (6.2). We note from (6.2) that
Now, we apply Proposition 6.1 to the left hand side of equation (6.1) . This gives us a linear combination of graded characters of level ℓ-Demazure modules which we can then rewrite using (5.4). We find then that the resulting coefficient of ch gr D(m, n) is:
Setting (6.3) and (6.5) equal to each other and using (6.4), we obtain Theorem 2.2.
6.3. The rest of the section is devoted to the proof of Proposition 6.1. If s = 0, then D(ℓ, 0) is the trivial module and the propostion is trivially true. So, from now on we assume that s > 0. For the proof we consider three mutually exclusive cases and it is helpful to write down the equality of characters according to these cases:
In particular, the elements v 1 , yv 1 are a basis of D(ℓ, 1) where we have identified the element y ∈ sl 2 with y ⊗ 1 in sl 2 [t] . From now on for ease of notation, we set
Proof. Since y 2 v 1 = 0 we have
Repeating this argument we get that the sl 2 [t]-submodule generated by v s ⊗ yv 1 contains the subspace
It is trivial to check that for all f ∈ C[t], we have 9) and also that
6.5. We now prove that equation (6.6) is satisfied. Since s = s 0 < ℓ, we see by using Proposition 5.5(i) that
. Since the graded character is additive on short exact sequences, it suffices now to prove that U 0 /U 2 ∼ = D(ℓ, s − 1). Equation (6.10) 
where the sum is over all p-tuples
Proposition. Let ℓ be a positive integer and s = ℓs 1 + s 0 with s 1 , s 0 ∈ Z + and 0 < s 0 ≤ ℓ. Then D(ℓ, s) is the sl 2 [t]-module generated by an element v s with the relations given in (5.1) and the relation y(r, p)v s = 0 for all r, p ∈ Z + satisfying, p ≥ rs 1 + 1 or r + p ≥ 1 + rk + ℓ(s 1 − k) + s 0 for some 0 ≤ k ≤ s 1 .
6.7.
We now consider the case when s 0 = ℓ, i.e., s = ℓ(s 1 + 1). We shall prove that there exists surjective maps of graded sl 2 [t]-modules
Once this is done, the proof of (6.7) is completed as follows. By Proposition 5.5(ii), we have dim D(ℓ, s + 1) = 2(ℓ + 1)
and hence ϕ 1 and ϕ 2 must be isomorphisms. Using the additivity of ch gr gives (6.7).
To prove the existence of ϕ 1 , use Proposition 5.4 and Proposition 5.5(iii) with s replaced by s + 1 = ℓ(s 1 + 1) + 1. In view of (6.9) it suffices to prove that (y ⊗ t s 1 +1 )(v s ⊗ v 1 ) = 0. But this is obvious since (y ⊗ t s 1 +1 )v s = 0 = (y ⊗ t s 1 +1 )v 1 .
To prove the existence of ϕ 2 , note that s − 1 = ℓs 1 + ℓ − 1. In view of (6.10) we see that we only have to prove that (y ⊗ t s 1 +1 )(v s ⊗ yv 1 ) ∈ U 2 , ℓ > 1, (y ⊗ t s 1 ) ℓ (v s ⊗ yv 1 ) ∈ U 2 , ℓ ≥ 1.
The idea in both cases is the same: namely for all p ≥ 0 and r ≥ 1, we can write
for some C ∈ C. Since the first term on the right hand side is in U 2 the left hand side will be in U 2 iff the second term on the right hand side is also in U 2 . In other words, we must prove that and the proof of (6.11) is complete. We will show the existence of three surjective morphisms of graded sl 2 [t]-modules: The proof is then completed as in the preceding case: a dimension count shows that the maps ψ j , j = 1, 2, 3 must be isomorphisms and the equality of graded characters follows. The proof of the existence of the maps is also very similar to the proofs given for ϕ j , j = 1, 2, and we provide the details only in the case of the module U 1 /U 2 which is more complicated. Thus, for ψ 2 to exist we must prove that where the last equality is from (5.2). This proves the first assertion in (6.13).
To prove the second assertion in (6.13) and (6.14), we argue as in the proof of the existence of map ϕ 2 that (y ⊗ t
Taking r = ℓ + 1, p = s − ℓ and k = 0 we see by using Proposition 6.6 that E-mail address: vyjayanthi.chari@ucr.edu, lschn005@ucr.edu
