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Abstrakt
Bakalářská práce „Návrh a realizace aplikace serveru pro spoluprácí s OPNET Modelerem“ 
pojednává o řešení spolupráce simulačního nástroje OPNET Modeler s reálným prostředím 
počítačových  sítí.  V  této  práci  je  zpracován  postup  vytvoření  modulu,  umožňujícího 
implementaci aplikace serveru, která řeší komunikaci přes fyzickou počítačovou síť a zároveň 
je schopna příjmat a posílat  data z/do simulace v OPNET Modeleru. Práce také obsahuje 
popis nezbytných úprav uvnitř simulačního prostředí OPNET Modeleru a kroky, které je třeba 
podniknout pro zdárné spuštění simulace.
Abstract
The  bachelor  thesis  "Application  for  real  network  traffic  processing  in  OPNET  Modeler 
environment"  concerns  about  cooperation  of  simulation  tool  OPNET  Modeler  with  real 
computer  network  environment.  In  this  thesis  I  describe  creating  module  that  implements 
server application that processes data coming from real network and sends them to OPNET 
Modeler  simulation.  I  also  describe  all  necessary  modifications  inside  OPNET  Modeler 
simulation and steps for successful running the simulation.
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1. Princip posílání paketů
Komunikace mezi  síťovými uzly je  založena na vzájemné výměně paketů.  Tato výměna 
může  probíhat  různými  způsoby,  ovšem je  nutné,  aby  oba  komunikující  uzly  dodržovaly  jistá 
pravidla,  doporučení  a  normy.  Tyto  pravidla  jsou  obsaženy  v  souboru  zvaném  komunikační 
protokol.
Pro komunikaci po síti Internet se používá sada protokolů Internet protocol suite. Někdy se 
tento  balík  také  nazývá  sadou  TCP/IP podle  dvou  nejdůležitějších  obsažených  protokolů: 
Transmission Control Protocol (TCP) a Internet Protocol (IP). [6]
Soubor internetových protokolů má jistou analogii s OSI modelem. Ten se skládá ze sedmi 
vrstev, přičemž každá vrstva řeší určitou množinu problémů při komunikaci po síti. Čím vyšší má 
vrstva číslo, tím je blíže uživateli a pracuje s abstraktnější skupinou dat. Přitom se spoléhá na nižší 
vrstvy, že data přeloží do podoby, se kterou je možné fyzicky manipulovat.
Vrstva, která řeší spolehlivý přenos paketů do cílové stanice a zabezpečuje příchod dat ve 
správném pořadí, se nazývá Transportní vrstva a je čtvrtou vrstvou OSI modelu.
Dva nejpoužívanější protokoly v ní obsažené jsou již dříve zmíněný protokol TCP a protokol 
UDP:
● TCP (Transmission Control Protocol)
Je to spolehlivý, spojově orientovaný protokol, zabezpečující přenos dat nepoškozených a ve 
správném pořadí. Toho je docíleno potvrzováním cíle, že byl daný paket doručen. Jeho další funkcí 
je sledování vytížení sítě a regulování přenosové rychlosti, aby nedošlo k zahlcení sítě. 
● UDP (User Datagram Protocol)
Nespojově orientovaný datagramový protokol. Patří mezi protokoly nespolehlivé, protože u 
něj nedochází k potvrzování paketů a tím není zaručeno, že pakety dorazí v pořádku a ve správném 
pořadí. Tento protokol má oproti TCP výhodu především ve své rychlosti a v menším zatěžování 
sítě režijními daty.  Používá se například v aplikacích pro proudový (stream)  přenos multimédií 
(audio, video), kde je důležitější včasné doručení paketů. 
2. OPNET Modeler
V této kapitole krátce popisuji simulační nástroj OPNET Modeler, (dále jen OM) pomocí 
něhož  lze  navrhnout,  simulovat  a  následně  analyzovat  vlastnosti  sítí.  Program  využívá  své 
knihovny, ve kterých jsou připraveny základní funkční modely, které můžeme využít při návrhu 
sítě. Celé  prostředí  je  plně  grafické,  tudíž  velmi  přehledné  se  spoustou  možností   nastavení 
atributů daných členů v síti, a tím zefektivňuje práci. Tento nástroj je hlavně určen pro ty, kteří 
chtějí  hlouběji  prozkoumávat  sítě  a  vytvářet  nové  síťové  prvky,  aniž  by  něco  museli  vytvářet 
fyzicky. Testováním můžeme nasimulovat reálný stav sítě, chovaní členů v síti, ale také stavy, které 
by za běžných podmínek nemohly nastat.  Abychom nemuseli  čekat na hodinové simulace,  celý 
průběh je zrychlený. [1]
Následně můžeme vygenerovat široké spektrum statistik, které lze převést buď do grafů, 
zpráv ve formátu XML či HTML, nebo také můžeme data vložit do tabulek. V případě potřeby 
můžeme pomocí aplikací načíst z tabulky vstupní data. Pro lepší zobrazení chodu naší sítě je tu 
možnost  přehrání  simulace  v prohlížeči  animací,  nebo  pomocí  debuggeru celou  simulaci 
odkrokovat. 
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Do OM je možno připojit externí moduly, které můžeme naprogramovat dle libosti. OM je 
multiplatformní aplikace kompatibilní jak s operačím systémem Windows, tak i s Linuxem. 
Obr. 2.1  Úvodní okno OPNET Modeleru
3. Vytvoření simulačního modelu
3.1 Vložení objektů a jejich nastavení
Založení nového projektu je usnadněno průvodcem. Začneme volbou položky File – New z 
hlavního menu a vybereme  Project,  který následně výstižně pojmenujeme (např.  bakalar_proj). 
Také zde můžeme pojmenovat  scénář (např.  Scenario1).  V jednom projektu je  možné mít více 
scénářů. Toto je výhodné obzvláště tehdy, chceme-li  simulovat více stejných či podobných sítí, 
pokaždé s jinými parametry. 
Další  krok  nabízí  import  dat  z externích  zdrojů.  Nám stačí  čistý  scénář  (Create  empty 
scenario).  Tímto  jsme  vytvořili  nový  scénář.  V následující  tabulce  můžeme  specifikovat 
geografickou  rozlohu  modelované  sítě.  Pro  náš  model  stačí  rozloha  Office s rozměry 
100x100 metrů.  V závěru  se  ještě  OM  zeptá  na  výběr  síťové  technologie.  V  našem  případě 
vybereme  ethernet_advanced.  Poslední  okno  je  jen  již jen  kontrolním  shrnutím toho,  co  jsme 
nastavili. Tímto se nám vytvořila volná plocha, do které budeme vkládat objekty z otevřené palety 
objektů. 
V  našem  simulačním  modelu  budeme  potřebovat  objekt  Application  Config,  který 
uchycením a přetáhnutím (drag and drop) vložíme na plochu. Po něm přidáme stejným způsobem 
objekty  Task  Config  a Profile  Config.  Pro  stanici  serveru  zvolíme  objekt  ethernet_server_adv. 
Vložením klientské  stanice  ethernet_wkstn_adv  a  jejím propojením se serverem pomocí  síťové 
technologie  100BaseT budeme  testovat  možnosti  a  dostupnost  OM  pro  propojení  s  reálným 
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Ethernetem. Pracovní plocha by po dokončení výše popsaných úkonů měla vypadat jako na obr. 
3.1. [5]
Obr. 3.1  Pracovní plocha v OM
3.2 Task Definition – Vytvoření úlohy
● slouží pro vytvoření úlohy, která bude vykonávána aplikací
● za úlohu můžeme považovat například poslání jednoho paketu
● představuje uživatelskou činnost 
Task Definition
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Pro nastavení vlastností úlohy vybereme objekt Task Config. Z kontextového menu zvolíme 
Edit  Attributes.  Objeví  se  okno  s nabídkou  pro  nastavení  atributů.  My  zvolíme  položku  Task 
Specification, kde v poli Value vybereme Edit.
Obr. 3.2  Task Config
V levém  spodním  rohu  vyvolané  tabulky  přidáme  1  řádek  (parametr Rows).  Zde  si 
nastavíme úlohu, kterou bude vykonávat námi konfigurovaná aplikace (viz dále). V Task Name si ji 
pojmenujeme např. „paket“, v Connection Policy vybereme Refresh After Task a následně klikneme 
na Manual Configuration, kde zvolíme Edit. 
Obr. 3.3  Task Specification
Tímto se dostáváme do tabulky  Manual Configuration, kde můžeme definovat jednotlivé 
fáze dané úlohy. Je určená k poslání jednoho paketu od klienta k serveru. V aplikaci (Application 
Config) je pak nastaveno neustálé opakování této jedné úlohy.
Nastavení tabulky:
Phase Name -> paketicek
- pojmenování fáze, např. „paketicek“
Start Phase After -> Application Start
● nastavíme si, kdy chceme spouštět fázi
● volíme nezávislé spouštění
Source -> Original Source
● zvolíme uzel, ze kterého se bude spouštět naše fáze
● v našem případě se bude spouštět původním uzlem
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Destination -> Server
● cílový uzel pro komunikaci
Source->Dest Traffic -> Default (...)
● definice provozu od zdroje do cíle; ponecháme přednastavenou (defaultní) hodnotu
Dest->Source Traffic -> Default (...)
● definice provozu od cíle do zdroje; opět ponecháme přednastavenou hodnotu
REQ/RESP Pattern -> REQ->RESP->RE
● určení způsobu posílaní žádostí a následné čekaní na odpovědi
● komunikujeme pomocí protokolu UDP, proto stačí volba REQ->RESP->RE
End Phase When -> Final Response Arrives at Destination
● ukončení naší fáze
● čeká na poslední žádost od cíle
Timeout Properties -> Not Used
● nastavení časovače pro kontrolu trvání fáze
● v našem případě nenastavujeme
Transport Connection -> Default
● transportní nastavení
● využijeme výchozí nastavení
Obr. 3.4  Manual Configuration
3.3 Application Definition – Definice aplikace
● definuje chování aplikace
● spouští a řadí vytvořené úlohy
Application Definition
Stejně jako u Task Definition i zde z kontextového menu zvolíme položku Edit Attributes. 
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Obr. 3.5  Application Config
Novou  aplikaci  přidáme  v Application  Definitions kliknutím  u položky  Value na  Edit. 
V novém okně přidáme nový řádek, který pojmenujeme „UDP“. Tím jsme přidali novou aplikaci. 
V záložce Description upravíme vlastnosti aplikace.
Obr. 3.6  Vytvoření aplikace 
V zobrazeném  okně  je  nabídka  nastavení  pro  spojení  dané  aplikace.  První  možností 
v tabulce  je  upravení  vlastností  samotného  úkolu,  který  v následujícím  okně  s  názvem  Task 
Description pojmenujeme  např.  „paket“,  a  pomocí  jeho  parametru  Task  Weight nastavíme 
pravděpodobnost, s jakou se má aplikace používat („10“). 
Další  atributy  v okně  nabízí  nastavení  řazení  úloh.  Volíme  Task  Ordering  ->  Serial 
(Ordered),  tj.  úlohy jsou řazeny sériově za sebou. Také je  zde možnost  nastavení transportního 
protokolu.  Zvolíme  protokol  UDP,  jelikož  pomocí  něj  také  bude  realizována  komunikace  skrz 
reálné prostředí. Zbývající atributy můžeme ponechat ve výchozích hodnotách.
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Obr. 3.7  Nastavení druhu aplikace
Obr. 3.8  Popis úlohy
3.4 Profile Definition – Profil aplikace
● aplikací může být nakonfigurováno více, proto lze vytvořením profilu vybrat, které aplikace 
budou spuštěny, s jakou prioritou a jak často se budou opakovat.
● slouží k nakonfigurování profilu uživatele spuštěného na klientské stanici
Profile Definition
Stejně jako u předchozích konfiguračních objektů, i zde musíme jít do hloubky nastavení a 
nastavit  vše,  co  náš  profil  vyžaduje.  Otevřeme si  tabulku  atributů  a  celý  objekt  pojmenujeme 
prof_def. 
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Obr. 3.9  Nastavení atributů
Následně přidáme jednu aplikaci, kterou pojmenujeme UDP_PROF.  Operační mód zvolíme 
sériový (Operation Mode->Serial (Ordered)). Časový interval pro zahájení aplikace nastavíme v 
rozsahu od 100 do 110s (Start Time (seconds) ->  uniform (100, 110)). Běh aplikace ukončíme s 
koncem poslední aplikace  (Duration (seconds) ->  End of last Application) a opakovaní necháme 
neomezené (Repeability -> Unlimited). V záložce Applications -> Edit nastavíme aplikaci, kterou 
jsme nadefinovali v profilu.
 
Obr. 3.10  Nastavení profilu aplikace
Pojmenujeme  aplikaci  UDP.  Nastavíme  dobu  spuštění  (Start  Time  Offset  (seconds)  -> 
uniform (5,10)), povolenou dobu trvání dané aplikace (Duration (seconds) -> End of Last Task) a 
neomezené opakování (Repeability -> Unlimited).
Obr. 3.11  Nastavení aplikace v profilu
3.5 Klientská stanice
Na  stanici  klienta  (ethernet_wkstn_adv)  je  třeba  nastavit  jak  cílovou  stanici,  tak   i 
podporovaný profil, který jsme nastavili v předchozí kapitole. 
Pravým kliknutím  na  objekt  stanice  vyvoláme  okno  Edit  Attributes.  Nejprve  nastavíme 
cílovou stanici pomocí Applications -> Applications: Destination Preferences -> Edit. 
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Obr. 3.12  Atributy klientské stanice
V tabulce vybereme námi nadefinovaný profil  UDP_PROF. Zbývající parametry necháme 
ve výchozím nastavení. 
Obr. 3.13  Cíl předvolby
V Applications -> Applications: Supported Profiles -> Edit navolíme cílový uzel, se kterým 
bude stanice komunikovat. V našem případě se jedná o server, se kterým navážeme spojení pro naši 
aplikaci Application -> UDP a Symbolic Name -> server. 
Obr. 3.14  Podporovaný profil
V tabulce se ještě vyskytuje parametr  Actual Name,  ve kterém navolíme adresu síťového 
uzlu Name -> sub.server s prioritou 10.
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Obr. 3.15  Specifikace síťového uzlu
3.6 Server
Jako odezvu na pakety od klienta  je  u  serveru pouze  potřeba nastavit  používaný profil. 
V atributech  v záložce  Application:  Supported  Profile  ->  Edit přidáme jeden  řádek,  ve  kterém 
zvolíme profil UDP_PROF. Zbývající nastavení necháme ve výchozím stavu. 
Obr. 3.16  Atributy serveru
Obr. 3.17 Tabulka s profilem pro server
3.7 Spuštění simulace
Simulace se spouští v menu DES – Configure/Run Discrete Event Simulation nebo pomocí 
tlačítka   umístěného  na  panelu  nástrojů.  Dostaneme  se  do  okna  pro  konfiguraci  spuštění 
simulace, které je zobrazeno na obr. 3.18.
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Obr. 3.18  Okno pro spuštění simulace
V položce  Duration lze  nastavit  čas  simulace,  tj.  čas,  který  uplyne  v nasimulovaném 
systému v průběhu simulace. V menu lze u něj vybrat časovou jednotku (sekundy, minuty, hodiny, 
dny, týdny).
Položka  Seed slouží  k popisu  simulace  náhodného  chování  simulované  aplikace.  Její 
hodnota je typu integer a reprezentuje náhodnou posloupnost čísel. Její přednastavená hodnota je 
128.
V poli  Values  per  statistic se  nastavuje,  kolik  hodnot  v průběhu  simulace  nasbírají 
nadefinované statistiky.
Update interval udává počet simulovaných sekund, po jejichž uplynutí simulace předává 
zprávy o svém průběhu. Do položky Comments je možné zadat vlastní komentář.
V tomto okně je rovněž možné nastavit spuštění  debuggeru. To se provádí v rozbalovacím 
menu Execution v levé části okna kliknutím na položku OPNET Debugger. Po zaškrtnutí pole Use 
OPNET Simulation Debugger se zpřístupní nabídka pro  ODB skript mode a   ODB skript name, 
pomocí  kterých lze nastavit  použití  skriptových souborů,  aby  se  minimalizovaly  požadavky na 
vstup z klávesnice během simulace.
Při spuštění simulace se zapnutým debuggerem se po její inicializaci simulace zastaví a je 
možně debuggeru zadávat příkazy přes příkazový řádek v konzoli (viz obr. 3.19). Pro výpis všech 
dostupných příkazů  se  používá  klíčové  slovo  help.  Do okna nad  příkazovým řádkem jsou  pak 
vypisována hlášení o průběhu simulace. Běh simulace se ovládá pomocí tlačítek Next a  Continue 
umístěných napravo od příkazové řádky.
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Obr. 3.19  Okno debuggeru
4. Úprava uzlu pro komunikaci s externí aplikací
4.1 Model uzlu serveru
Výchozím modelem byl modul serveru připojený na ethernetovou síť – ethernet_server_adv.
Do jeho modelu jsem přidal dva další moduly pro realizaci komunikace s reálným prostředím.
Standardní modul UDP v modelu uzlu je připojen na nový procesní model s názvem udp_interface. 
K němu je pak připojen další modul extern_int_server, jak je možno vidět na obr. 4.1. [4]
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Obr. 4.1  Node model uzlu serveru
4.2 Modul udp_interface
První  částí  mojí  práce v prostředí  OM je modul  sloužící  k  propojení  externí  aplikace s 
implementovaným procesním modelem UDP vrstvy. Je přímo propojen dvěma datovými linkami s 
vrstvou UDP. V OM lze na kterýkoli  procesní model připojit  prakticky libovolný počet dalších 
takovýchto modulů. U přerušení vyvolaném datovým tokem (stream interrupt) je informace o zdroji 
příchozích či  odchozích dat uložena ve druhém parametru,  který udává tzv. stream port,  což je 
jednoznačný identifikátor datového spoje.
V grafickém rozhraní lze tyto hodnoty zjistit kliknutím pravého tlačítka na procesní model a 
pak klinutím na položku  Show Connectivity (viz obr. 4.2).  Hodnoty ID rozhraní je vhodné si v 
hlavičkovém souboru převést na pojmenované konstanty. 
Při programování tohoto modulu jsem byl nucen lehce pozměnit kód v modulu  UDP. Do 
procesu SEND jsem před funkci sloužící k odeslání dat přidal řádek : output_strm = 4;  
Tento zápis způsobí, že v proměnné pro uložení čísla rozhraní, kam se mají posílat odesílaná data, 
bude uloženo číslo rozhraní 4.  Z obrázku 4.2 lze vidět,  že je to rozhraní mezi  moduly  UDP a 
udp_interface.  Bez  tohoto  řádku  by  proces  SEND  posílal  data  do  modulu  ip_encap,  jak  má 
implicitně naprogramováno.
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Obr. 4.2  Ukázka zobrazení ID jednotlivých rozhraní modulu
Vnitřní  struktura modulu  udp_interface je velmi podobná struktuře standardního modulu 
UDP vrstvy. Skládá se z pěti různých stavů:
● INIT
● IDLE
● SEND
● RECEIVE
● SYSTEM
Rozmístění stavů v procesním modelu je zobrazeno na obrázku:
Obr. 4.3 Procesní model udp_interface
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Modul používá následující hlavičkový blok:
#include <udp_api.h>
#include <ip_addr_v4.h>
#define UDPSTRM 0 // rozhrani do UDP vrstvy
#define EXTPSTRM 1 // rozhrani do aplikacni vrstvy
#define CONTROL_CMD 7 // preruseni pro ridici prikaz
#define SEND_PACKET (op_intrpt_type() == OPC_INTRPT_STRM && \
op_intrpt_code() == EXTSTRM) // definice podminek prechodu do stavu SEND
#define RECEIVE_PACKET (op_intrpt_type() == OPC_INTRPT_STRM && \
op_intrpt_code() == 0) // definice podminek prechodu do stavu receive
#define RECEIVE_COMMAND (op_intrpt_type() == OPC_INTRPT_REMOTE \
&& op_intrpt_code() == CONTROL_CMD) // podminky pro prechod do stavu COMMAND
První dva řádky implementují hlavičkové soubory s deklaracemi funkcí API pro komunikaci 
do UDP a pro práci s IP adresou. Další tři řádky definují konstanty pro identifikaci stream portu. 
Následující řádky pak definují podmínky pro přechody mezi jednotlivými stavy procesu.
U tohoto modelu je nutno dodeklarovat externí soubor  ip_addr_v4 (menu File – Declare 
external files...), protože OPNET Modeler nezná kód funkcí z hlavičkového souboru udp_api.h.
Do deklarací lokálních proměnných tohoto modulu jsem přidal následující kód:
Ici* ici_p;
Packet* externi_paket;
Packet* rcv_packet;
Kromě běžných typů proměnných které se vyskytují v programovacím jazyce C se zde vyskytují i 
nové typy proměnných vytvořené programátory OPNETu. Jedním z nich je proměnná typu  Ici, 
která  slouží  k  uložení  ukazatele  na  ICI  rozhraní.  Toto  rozhraní  zajišťuje  výměnu  dat  mezi 
jednotlivými procesními modely.  Dalším novým typem proměnné je  Packet.  Jak už jeho název 
napovídá, do této proměnné se ukládají ukazatele na virtuální pakety, posílané mezi objekty během 
simulace v OPNETu.
INIT
Jedná se o počáteční stav, do kterého se proces dostane hned po začátku simulace. Tento stav 
je nevynucený (unforced), tzn. že po vykonání kódu proces samovolně nepřechází do dalšího stavu. 
Je  to  kvůli  tomu,  že  po  začátku  simulace  dostávají  ostatní  procesní  modely  speciální  signál 
přerušení a je potřeba, aby proces tento signál nechápal jako součást simulace, ale při jeho příchodu 
teprve přešel do stavu IDLE.
Tento stav neobsahuje žádný kód.
IDLE
Stav  IDLE  je  výchozím  stavem  tohoto  procesu.  Proces  se  v  něm  nachází,  pokud 
nezpracovává žádné požadavky a po každém provedeném požadavku se do něj opět navrací.
Neobsahuje žádný kód a je to stav nevynucený (unforced).
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SEND
Do tohoto stavu se proces dostane,  pokud dojde k tzv. stream přerušení.  Je to přerušení 
způsobené příchodem datového toku, v tomto případě toku od procesu extern_int_server.
Jeho kód je velmi jednoduchý:
externi_paket = op_pk_get (op_intrpt_strm ()); // ziskani paketu z prichoziho preruseni
op_pk_destroy (externi_paket); // dealokace paketu
RECEIVE
Tento stav slouží ke zpracování příchozích dat. Podmínka pro přechod do tohoto procesu je 
podobná jako v případě stavu SEND, pouze datový tok musí přicházet z procesu UDP. Stejně jako 
stav SEND se i tento stav po vykonání kódu vrací do stavu IDLE.
Proces  slouží  pouze  k  přijetí  paketu  od  procesu  UDP  a  jeho  přeposlání  do  procesu 
extern_int_server a jeho kód obsahuje pouze dvě funkce:
rcv_packet = op_pk_get (op_intrpt_strm ()); // ziskani ukazatele na prichozi paket
op_pk_send(rcv_packet,EXTSTRM); // odeslani paketu procesu extern_int_server
SYSTEM
Pokud proces přijme vzdálené přerušení a jeho kód odpovídá řídícímu příkazu, je splněna 
podmínka makra RECEIVE_COMMAND (viz výše zdrojový kód hlavičkového souboru) a proces 
se dostane do tohoto stavu.
Tento proces zajišťuje požadavek na zaregistrování nového UDP portu v rozhraní UDP. Z 
přerušení  získám ukazatel  na  přidružené  ICI  a  z  něj  hodnotu  portu,  který  chci  registrovat.  Tu 
vyplním do ICI pro přerušení  do UDP a vyvolám vzdálené přerušení procesu UDP. Z ICI pak 
zjistím status, zda byl příkaz úspěšný. I tento stav je vynucený, tudíž se po vykonání kódu vrací zpět 
do stavu IDLE.
4.3 Modul rozhraní do externí aplikace
Druhým modulem, který bylo potřeba vytvořit, je rozhraní sloužící k propojení simulace v 
OM  s  externí  aplikací.  Toto  rozhraní  je  realizováno  speciálním  modulem  s  názvem 
extern_int_server, který je propojen s udp_interface.
Jedná se prakticky o běžný procesní model s tím rozdílem, že je k němu přiřazen tzv. ESD 
Model (viz obr. 4.4).
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Obr. 4.4  Okno pro nastavení ESD Modelu
V ESD Modelu je možné definovat jednotlivá rozhraní, pomocí kterých proces komunikuje 
s externí aplikací. Prvním parametrem je název rozhraní, druhým je typ předávaných dat (integer, 
double, pointer, bit atd.). Dalším parametrem je směr, kterým budou data přenášena. Tento směr 
může být:
●  OPNET to Cosim (data se přenášejí z OPNETu do externí aplikace), 
● Cosim to OPNET (přenos dat z externí aplikace do OPNETu) 
● bidirectional (možnost obousměrného přenosu dat). 
Posledním  důležitým  parametrem  je  parametr  dimension.  Pokud  je  hodnota  tohoto 
parametru u rozhraní větší než nula, tak dané rozhraní představuje pole proměnných daného typu a 
je tedy možné přes něj poslat více proměnných najednou. V případě jednorozměrných rozhraní je 
při poslání proměnné na rozhraní přepsána hodnota, která na něm byla uložená předtím.
Dalším nastavitelným parametrem ESD Modelu je hodnota v poli  Simulator description. 
Slouží k zadání jména souboru typu simulation description, ve kterém je naprogramována samotná 
externí  aplikace.  V  tomto  případě  je  celá  kosimulace  kompilována  pomocí  funkcí  z  OPNET 
Modeleru.  Pokud  má  toto  pole  hodnotu  NONE,  používá  se  ke  kompilaci  externí  kompilátor. 
Struktura tohoto modelu je podobná jako struktura udp_interface a je zobrazena na obr. 4.5.
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Obr. 4.5  Procesní model extern_int_server
V hlavičkovém bloku tohoto procesu jsem deklaroval strukturu pro uložení dat, která budou 
posílána do externí aplikace. Tato struktura obsahuje ukazatel a strukturu, ve které jsou uložena data 
z hlavičky OPNETovského UDP paketu. Deklarace vypadá následovně:
typedef struct {
int src_port; // cislo zdrojoveho portu
int checksum; // kontrolni soucet
int dest_port; // cislo ciloveho portu
int length; // delka datove casti paketu
    } tfield; // struktura pro ulozeni hlavicky paketu
typedef struct {
tfield *field; // ukazatel na strukturu obsahujici data z hlavicky paketu
     } tdata; // struktura pro ulozeni dat pro externi aplikaci
V položce pro uložení globálních proměnných (State variables) jsem připsal tyto proměnné:
Esys_Interface DataValueIn;
Esys_Interface  DataValueOut;
Struktura tohoto modelu je podobná jako struktura udp_interface. Funkce jednotlivých stavů 
je nasledující:
INIT
Počáteční  stav.  V tomto případě nemusí  čekat  na  další  signál  a  ihned povykonání  kódu 
přechází do dalšího procesu.
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Jeho kód je následující:
Child = op_pro_create ("child_process", OPC_NIL); // vytvoreni child processu
op_pro_invoke (Child, OPC_NIL); // volani child procesu
op_intrpt_schedule_process (Child, op_sim_time(), 1); // poslani preruseni do child procesu
Vytvořený  child  process zavolá  callback funkci  v  externí  aplikaci,  která  otevře socket  a  začne 
naslouchat a server je připraven příjmat data. Mezitím se proces extern_int_server přesune ze stavu 
INIT do následujícího stavu IDLE. Nutnost použití child processu bude vysvětlena v kapitole 5.1.
IDLE
Tento stav má stejnou funkci jako v modulu udp_interface. Neobsahuje žádný kód a proces 
v něm setrvává tak dlouho, dokud nedojde k nějakému přerušení.
INIT_PORT
Obsluhuje  požadavek externí  aplikace  na  registraci  UDP portu.  Proces  do  něj  přechází, 
pokud je splněna podmínka v makru PORT_REQUEST. Podmínká říká, že musí dojít k přerušení z 
modulu  rozhraní  pro  externí  aplikaci  a  zároveň  ho  musí  vyvolat  rozhraní  s  ID  odpovídajícím 
hodnotě proměnné command.
V jeho kódu nejprve získám ukazatel na rozhraní, ze kterého přerušení přišlo, a poté z něj 
přečtu data. Vytvořím ICI a nastavím u něj hodnotu portu, který chci registrovat. Pro testovací účely 
jsem  zvolil  prozatímní  pevnou  hodnotu  portu  5000.  Nakonec  pošlu  přerušení  do  procesu 
udp_interface s přiřazeným ICI.
DATA_IN
Tento  stav  zpracovává  data  přicházející  z  externí  aplikace.  Po  jejich  přijetí  se  vytvoří 
prázdný paket a je poslán do procesu udp_interface:
/* Vytvoreni prazdneho paketu */
data_packet_in = op_pk_create(0);
/* Odeslani skrz datovy tok (stream) */
op_pk_send(data_packet_in,UDPSTRM);
printf("posilam data do UDP\n");
DATA_OUT
Poslední stav pracuje opačně než proces DATA_IN. Zpracovává data přicházející v podobě 
OPNET paketů z modulu udp_interface a dále je posílá na rozhraní pro externí aplikaci. K tomuto 
účelu využívá tzv. child process.
Z příchozího přerušení se získá paket, který se poté dealokuje. Následně dojde k vytvoření a 
okamžitému volání child procesu. Kód tedy vypadá následovně:
/* Ziskani paketu z preruseni */
temp_packet = op_pk_get (op_intrpt_strm ());
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/* Zruseni paketu z udp_interface */
op_pk_destroy(temp_packet);
/* Vytvoreni a volani child procesu */
Child = op_pro_create ("child_process", OPC_NIL);
op_pro_invoke (Child, OPC_NIL);
op_intrpt_schedule_process (Child, op_sim_time(), 1);
4.4 Child process
Každý procesní model může v sobě obsahovat více samostatných procesů. Jeden proces je 
vybrán jako hlavní a v něm jsou poté vytvářeny a volány ostatní (child) procesy. 
Child process v mé práci je vytvořen a volán procesem DATA_OUT a slouží k zápisu dat na 
rozhraní s externí aplikací. Od rodičovského procesu dostává jako parametr strukturu, ve které jsou 
uloženy všechny potřebné informace pro zápis na rozhraní a s nimi i samotná data, která budou na 
rozhraní zapsána. Jeho procesní model je zobrazen na obr. 4.6.
Obr. 4.6  Child process
V hlavičkovém bloku tohoto  procesu je  potřeba  znovu deklarovat  strukturu pro  uložení 
posílaných dat, protože hlavičkový blok, stejně jako bloky globálních i lokálních proměnných child  
process od rodičovského procesu nedědí.
V položce dočasných proměnných je třeba přidat tyto deklarace:
Esys_Interface DataValueOut; // promenna pro ulozeni id ESYS rozhrani
Stavový model  tohoto procesu obsahuje jen dva stavy,  START a EXEC. Přechody mezi 
těmito stavy nejsou nijak podmíněny. To znamená, že při přijetí přerušení dojde k přechodu do 
stavu EXEC a po vykonání jeho kódu se proces opět vrací do stavu START.
Stav START neobsahuje žádný kód a stav EXEC obsahuje následující příkazy:
/* Ziskani ID interface pro zapis dat na ESYS rozhrani */
DataValueOut = op_id_from_name (op_id_self(), OPC_OBJTYPE_ESINTERFACE, "out_data_value");
/* Zapsani dat na ESYS rozhrani */
op_esys_interface_value_set (data->data_value_out, \
OPC_ESYS_NOTIFY_IMMEDIATELY,1234, 0);
Nejprve se získá ukazatel na  ESYS rozhraní, přes které se budou posílat  data do externí 
aplikace. Následně se na toto rozhraní zapíšou testovací data (hodnota "1234").
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5. Externí aplikace
5.1 Popis externí aplikace
Pro provedení kosimulace mezi OPNETem a externí aplikací (případně mezi OPNETem a 
OPNETem) existují dvě varianty:
● Externí aplikace je přilinkovaná do OPNETu jako dynamická knihovna
● OPNET simulace je zahrnuta v externím programu
V mém případě  je  vhodnější  použití  první  varianty.  Kód  externí  aplikace  je  obsažen  v 
dynamické knihovně (dynamic loaded library), tedy v souboru s příponou .dll . Výhoda tohoto typu 
souborů spočívá v tom, že jejich kód je  nahrán do operační  paměti  počítače pouze tehdy, je-li 
momentálně používán. V opačném případě je knihovna uložena na disku a nezabírá tedy místo v 
operační paměti.
V ESD modelu je  ještě potřeba přilinkovat speciální soubor typu  Simulation Descriptor, 
který slouží ke konfiguraci průběhu kosimulace. Jeho kód je velmi jednoduchý:
start_definition
platform:   windows
use_esa_main:yes
kernel:     development
bitness:    32bit
dll_lib:    inputdll_srv.dll
end_definition 
Pomocí  definice  platform lze  zvolit,  pod  jakým operačním systémem  bude  kosimulace 
spouštěna.  Definice  use_esa_main indikuje,  jestli  půjde  o  externí  knihovnu  přilinkovanou  do 
OPNETu  (při  zvolení  možnosti  yes),  nebo  jestli  bude  simulace  zahrnuta  ve  větším  externím 
programu. Tato hodnota je implicitně nastavena na no. Definicí kernel: development jsem nastavil 
simulační jádro OPNETu do vývojářského módu, který mimo jiné umožňuje použití konzole pro 
kontrolu a "debuggování" kosimulace. Druhá možnost je volba optimized, která je zaměřena spíše 
na  rychlost  a  menší  hardwarové  nároky  kosimulace  a  neumožňuje  řízení  kosimulace  pomocí 
konzoly. Definice bitness určuje, jestli bude simulace spouštěna pod 32-bitovým jádrem operačního 
systému nebo pod 64-bitovým. Nejdůležitější definicí je  dll_lib, která určuje knihovnu obsahující 
kód  externí  aplikace.  Tato  knihovna  musí  být  nahrána  v  adresáři  OPNETu  v  podadresářích 
sys -> pc_intel_and_win -> bin.
V samotné dynamické knihovně jsem naprogramoval funkci  callback a funkci  esa_main. 
Protože se jedná o dynamickou knihovnu,  těla  obou funkcí musí  předcházet  příkaz  extern "C" 
DLLEXPORT, který umožňuje programu, který knihovnu využívá, volat danou funkci. Pokud bych 
tento  příkaz  nepoužil,  funkce  by  byly  považovány za  vnitřní  a  bylo  by  možné  je  volat  pouze 
funkcemi uvnitř dynamické knihovny.
Funkce  esa_main slouží  k  inicializaci  kosimulace  a  je  volána  při  spouštění  simulace 
v OPNETu. Tato funkce musí vždy volat incializační "esa" funkce  Esa_Init a  Esa_Load. Průběh 
inicializace je zobrazen na obr. 5.1
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Obr. 5.1  Průběh spouštění kosimulace s externí aplikací ve formě dynamické knihovny
Kromě těchto  dvou funkcí  je  v  těle  funkce  esa_main obsažena  inicializace  socketů  pro 
komunikaci přes fyzickou síť a také registrace callback funkce. Při její registraci je mimo jiné nutno 
zahrnout do argumentů i ESYS rozhraní, ke kterému bude daná callback funkce přiřazena. Funkce 
callback bude volána pouze tehdy, budou-li na jí  přiřazené rozhraní zapsána ze strany OPNETu 
nějaká data.  Na konci funkce  esa_main je volána funkce  Esa_Execute_Until,  která předá řízení 
kosimulace zpět do OPNETu, kde dojde ke startu simulace.
Druhá funkce, která bude volána OPNETem, je funkce callback. Bude volána pokaždé, když 
dojde k zápisu dat na ESYS rozhraní, které k ní bylo přiřazeno funkcí Esa_Callback_Register. Tato 
funkce má za úkol příjmat data posílaná od klientské aplikace a předávat je do OPNETu.
Nevýhodou  callback funkce je skutečnost, že blokuje proces, který ji volal. Ten pak není 
schopen  reagovat  na  přerušení  vyvolané  funkcí  Esa_Interface_Value_Set.  Z  tohoto  důvodu 
používám tzv. child process,  kterému jsou předány všechny potřebné informace pro zápis  dat a 
který je na rozhraní pouze zapíše. Mezitím hlavní proces v  extern_int_server se může vrátit do 
stavu IDLE a zpracovávat příchozí data. 
5.2 Programování externí aplikace
Pro naprogramování aplikace zpracovávající síťovou komunikaci se v operačním systému 
Windows  používají  funkce  z  hlavičkových  souborů  winsock.h a  winsock2.h.  Tyto  knihovny 
vytvářejí síťovou komunikaci pomocí tzv. socketů. [7] Socket můžeme chápat jako virtuální tunel, 
který se vytvoří mezi dvěma komunikujícími stanicemi. Data, která jsou poslána na jedné straně 
tohoto tunelu, lze přečíst na straně druhé a naopak. 
Externí aplikaci jsem programoval ve vývojářském nástroji Microsoft Visual Studio 2005. 
Po spuštění Visual Studia je nejprve nutné vytvořit nový projekt výběrem z menu File -> New -> 
Project. Otevře se průvodce pro vytvoření nového projektu. V něm jsem zadal název projektu a z 
výběru  možných typů projektů  jsem vybral  projekt  typu  Win32 Application a  kliknul  jsem na 
24
tlačítko Next. V dalším okně jsem přepnul do položky Application Settings a z výběru Application 
Type jsem označil  DLL a v sekci Additional Options jsem zaškrtnul volbu Empty Project, viz obr. 
5.2.
Obr. 5.2  Vytváření nového projektu ve Visual Studiu
Poté už stačilo kliknout na tlačítko  Finish a vytvořil se prázdný projekt, do kterého bylo možné 
vkládat již vytvořené soubory nebo v něm vytvářet nové. To lze provést v okně Solution Explorer 
(viz obr. 5.3) kliknutím pravého tlačítka na položku  Source Files a výběrem možností  Add New 
Item (vytvoření nového souboru) nebo Add Existing Item (přidání existujícího souboru).
Obr. 5.3  Solution Explorer
Po vytvoření  projektu  a  zdrojového  souboru  je  ještě  nutné  přidat  do  seznamu adresářů 
knihoven adresáře, ve kterých se nacházejí knihovny s funkcemi pro řízení kosimulace. V hlavním 
menu je třeba vybrat položku  Tools -> Options. V levé části okna  Options v položce  Projects se 
nachází atribut VC++ Directories (viz obr. 5.4).
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Obr. 5.4  Okno Tools -> Options
V nabídce rolovacího menu Show directories for je potřeba přidat adresáře do položek Include files  
a Library files. Po kliknutí na danou položku se zobrazí adresáře, které už jsou přilinkovány. 
Dvojklikem na první volný řádek pod seznamem adresářů se vytvoří nová položka. Do ní lze vybrat 
adresář kliknutím na tlačítko s třemi tečkami, které se objeví vedle daného řádku. Cesta k adresáři 
pro Include files je C:/Program Files/OPNET/sys/include. Pro položku Library files je cesta 
C:/Program Files/OPNET/sys/pc_intel_win/lib. Bez přidání těchto adresářů do seznamu by 
kompilátor Visual Studia nerozpoznal funkce pro řízení kosimulace od vývojářů OPNETu a vypsal 
by chybové hlášení.
Po dokončení přípravných kroků lze začít programovat zdrojový soubor. Zdrojový kód 
externí aplikace je následující:
#include <winsock2.h>
#include <windows.h>
#include <string.h>
#include "esa.h"
#pragma comment (lib, "ws2_32.lib")
#pragma comment (lib, "opsim.lib")
#pragma comment (lib, "opsim_opt.lib")
// globalni promenna pro callback fci
EsaT_State_Handle esaHandle;
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extern "C" DLLEXPORT
    void callback (void *state_ptr, double time, va_list vararg)
{
  // promenne pro OPNET
  int status;
  EsaT_Interface opnet_interface;
  // promenne pro externi aplikaci
  int sock; // promenna pro socket
  int port = 5000; // promenna pro port
  struct sockaddr_in dest; // promenna pro vytvoreni socketu
  int destlen; // promenna pro ulozeni velikosti struktury dest
  char recvbuffer[1024]; // buffer pro prijem dat
  int bytes; // pocet prijatych bytu
  dest.sin_family = AF_INET;
  dest.sin_port = htons(port);
  dest.sin_addr.s_addr = htonl(INADDR_ANY);
  sock = socket(AF_INET, SOCK_DGRAM, 0);
  if(sock < 0)
  {
MessageBox (NULL, "Chyba pri vytvareni socketu.", " ",0);
Esa_Terminate (esaHandle, ESAC_TERMINATE_NORMAL);
return ;
  }
  destlen=sizeof(dest);
  bind (sock, (struct sockaddr *)&dest, destlen);
  bytes = recvfrom (sock, recvbuffer, sizeof(recvbuffer), 0,
(struct sockaddr *)&dest, &destlen);
  closesocket(sock);
  if (!strcmp (recvbuffer, "FIN"))
  {
MessageBox (NULL, "Ukonceni simulace.", " ", 0);
Esa_Terminate (esaHandle,  ESAC_TERMINATE_NORMAL);
return ;
  }
opnet_interface=Esa_Interface_Get (esaHandle,
"top.sub.server.extern_int_server.data_in_value");
  Esa_Interface_Value_Set (esaHandle, &status, 
opnet_interface, ESAC_NOTIFY_IMMEDIATELY, bytes);
  return ;
}
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extern "C" DLLEXPORT
  int esa_main (int argc,  char *argv[],  int stat)
  {
    // promenne pro OPNET
    EsaT_Interface callback_interface;
int status;
double cas;
int udalost;
    /* inicializiace WSAStartup */
WSADATA ws;
WSAStartup (0x0101,  &ws);
    /* inicializace ESA */
    Esa_Init (argc,  argv,  ESAC_OPTS_NONE, &esaHandle);
    /* nacteni modulu simulace */
    Esa_Load (esaHandle,  ESAC_OPTS_NONE);
// ziskani ID rozhrani data_value_out
if((callback_interface = Esa_Interface_Get (esaHandle,
"top.sub.server.extern_int_server.out_data_value")) == ESAC_INTERFACE_NULL)
{
MessageBox (NULL, "Chyba pri ziskavani ID interface", " ", 0);
Esa_Terminate (esaHandle,  ESAC_TERMINATE_NORMAL);
return 1;
}
    Esa_Interface_Callback_Register (esaHandle, &status, callback_interface,
callback, (EsaT_Interface_Array_Callback_Proc) NULL, (void *) NULL);
    Esa_Execute_Until (esaHandle,  &status,  5000,  ESAC_UNTIL_EXCLUSIVE,  &cas,  &udalost );
    return 0;
  }
Jelikož hlavičkový soubor pro externí aplikaci by měl pouze pár řádků, rozhodl jsem se celý 
kód ponechat ve zdrojovém C++ souboru (.cpp).  Na začátku jsou pomocí direktiv preprocesoru 
přilinkovány  hlavičkové  soubory  knihoven  pro  práci  se  sockety  (winsock2.h)  a  spolupráci  s 
operačním  systémem  Windows.  Hlavičkový  soubor  esa.h (External  System  Access)  obsahuje 
inicializace funkcí  pro řízení  kosimulace.  Pomocí  direktivy #pragma comment  jsem přilinkoval 
knihovny opsim.lib a opsim_opt.lib, které obsahují těla funkcí popsaných v souboru esa.h.
Funkce, která v externí aplikaci nesmí chybět, protože je volána OPNETem při inicializaci 
kosimulace, je funkce s názvem esa_main. Parametry této funkce jsou stejné jako v případě běžné 
funkce main v jednoduchých konzolových aplikacích, tedy int argc pro uložení počtu argumentů a 
char * argv[] pro uložení samotných argumentů jako textových řetězců. Kromě těchto parametrů 
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má funkce ještě  int stat, který slouží k uložení stavu průběhu inicializace kosimulace. Návratová 
hodnota této funkce je int.
V těle esa_main jsou volány funkce: 
● WSAStartup
 Jejím úkolem je inicializace socketů pro komunikaci přes fyzické síťové rozhraní.
●  Esa_Init 
Slouží k zahájení nové simulace. Jdou jí předány parametry  argc  a *argv[] a funkce přes 
ukazatel (proměnná esaHandle) vrací identifikátor nově vytvořené simulace.
● Esa_Load
Nahraje nově založenou simulaci do paměti. Jejím parametrem je identifikátor simulace.
● Esa_Interface_Get
Funkce  pro  získání  ukazatele  na  ESYS rozhraní  v  OPNETu.  Jejími  parametry  jsou 
identifikátor simulace a hierarchický název hledaného rozhraní. V případě, že funkce navrátí 
hodnotu  ESAC_INTERFACE_NULL, což znamená neúspěch, je vypsána chybová hláška a 
celá kosimulace se ukončí.
● Esa_Interface_Callback_Register
Registruje  tzv.  callback funkci  k  ESYS rozhraní  v  OPNETu. Pokud tedy potom dojde k 
zápisu dat na toto rozhraní, je zavolána přislušná  callback funkce. Parametry této funkce 
jsou mimo jiné identifikátor simulace, ukazatel na ESYS rozhraní a jméno callback funkce.
● Esa_Execute_Until
Pomocí této funkce se vrátí řízení kosimulace zpět do OPNETu. Jejím parametrem je opět 
identifikátor simulace společně s počtem sekund, které má OPNET k dispozici pro spuštění 
událostí (viz [1]). Tento počet jsem nastavil na hodnotu 5000, protože není potřeba, aby se 
řízení vrátilo zpět do externí aplikace do funkce  esa_main před koncem simulace. Jediné 
předávání  řízení  bude probíhat  přes  ESYS  rozhraní,  ke kterému je  registrovaná  callback 
funkce.
Další  funkcí,  kterou bylo potřeba naprogramovat,  je  funkce  callback.  Při  jejím zavolání 
dojde nejprve k inicializaci proměnných ve struktuře sockaddr_in, která obsahuje data potřebná k 
vytvoření socketu. 
Do položky family se vkládá hodnota AF_INET. Ta indikuje, že se při vytváření a spojování 
socketů  bude  pracovat  s  adresami  typu  IPv4.  Další  typy  hodnot  položky  family  lze  najít  na 
stránkách o vytváření socketů ([7]). Proměnná port se pomocí funkce htonl naplní číslem portu, na 
kterém bude serverová aplikace naslouchat. Pro svoji aplikaci jsem zvolil číslo portu 5000. Poslední 
proměnná  s_addr slouží pro uložení IP adresy. V případě klientské aplikace se do ní ukládá IP 
adresa  serveru.  U  serverové  aplikace  může  tato  proměnná  nabývat  hodnot  127.0.0.1 
(tzv. "loopback",  tedy  lokální  smyčka)  nebo  INADDR_ANY (hodnota  musí  být  konvertována 
pomocí funkce  htonl). Tato hodnota znamená, že server příjmá spojení od jakékoli adresy, která 
komunikuje na příslušném portu a protokolu.
Dále je pomocí funkce  socket otevřen nový socket, na kterém bude aplikace naslouchat. 
Prvním argumentem je internet_family, který má stejnou hodnotu jako proměnná family ve struktuře 
sockaddr_in.  Druhý  argument  určuje  protokol  pro  komunikaci.  Já  jsem  zvolil  hodnotu 
SOCK_DGRAM, která označuje nespojově orientovanou komunikaci na bázi protokolu UDP. Pokud 
bych chtěl použít spojově orientovaný protokol TCP, musel bych zadat hodnotu SOCK_STREAM. 
29
Funkce vrací hodnotu integer, která slouží jako ukazatel na nově otevřený socket. V případě chyby 
je vrácena hodnota záporná a program vypíše chybu a poté pošle do OPNETu příkaz k ukončení 
simulace pomocí funkce Esa_Terminate.
Následně je volána funkce bind, která socketu přidělí data uložená ve struktuře sockaddr_in. 
Jelikož komunikace je nespojovaného charakteru, není potřeba volat funkci  listen, jako by tomu 
bylo v případě použití protokolu TCP.
Další volanou funkcí už je přímo funkce sloužící pro ukládání přijatých dat recvfrom. Jejím 
prvním  argumentem  je  ukazatel  na  socket,  na  kterém  bude  příjmat  data.  Druhý  argument  je 
proměnná, do které se budou přijatá data ukládat. Dalšími argumenty jsou velikost proměnné pro 
uložení přijatých dat, struktura sockaddr_in s daty, které byly přiděleny danému socketu, a velikost 
této struktury v paměti. Velikost proměnné v paměti se získává pomocí funkce sizeof.
Po přijetí dat už zbývá pouze uzavřít socket pomocí funkce closesocket a poté předat přijatá 
data OPNETu pomocí funkce Esa_Interface_Value_Set.
Na závěr se musí projekt zkompilovat výběrem položky Build Solution z menu Build. Pokud 
vše  proběhlo  v  pořádku,  objeví  se  v  adresáři  VS  projektu  podadresář  Debug,  který  obsahuje 
vytvořenou dynamickou knihovnu (soubor s příponou .dll).
Úplně  nakonec  je  potřeba  dynamickou  knihovnu  nahrát  do  adresáře 
C:/Program Files/OPNET/sys/pc_intel_win/bin, kde ji bude moci nalézt linker OPNETu. Tímto je 
celá kosimulace hotova a je připravena ke spuštění.
6. Shrnutí
Tato kapitola  obsahuje stručné shrnutí  funkce celého systému,  který jsem vytvořil.  Jako 
první jsem programoval procesní modely udp_interface a extern_int_server. Model udp_interface je 
napojen  na  procesní  model  UDP a  slouží  k  trasnformaci  dat  posílaných mezi  procesy  UDP a 
extern_int_server. Proces extern_int_server je speciálním ESYS procesem, ke kterému je přiřazeno 
rozhraní, přes které tento proces může komunikovat s externím kódem. Tento proces má k sobě 
připojen tzv.  child process. Ten je v procesu  extern_int_server volán a slouží k odesílání dat do 
externí  aplikace.  Kdyby tuto funkci  zajišťoval  proces  extern_int_server,  mohlo by  dojít  k  jeho 
zablokování  (je  to  dáno  blokujícím  charakterem  funkcí  pro  zasílání  dat  do  externího  kódu). 
V procesu UDP bylo ještě potřeba zajistit přesměrování paketů do procesu udp_interface.
V externí aplikaci jsem naprogramoval dvě hlavní funkce. První funkcí je funkce esa_main. 
Ta je volána při inicializaci kosimulace a obsahuje funkce pro načtení modulů a spuštění simulace. 
Také se v ní inicializují sockety pro komunikaci přes fyzickou síť a je registrována callback funkce, 
které je přiřazeno ESYS rozhraní, přes které procházejí data z a do OPNETu. V callback funkci je 
kód  sloužící  k  příjmání  dat  ze  sítě  a  jejich  posílání  do  OPNETu.  Poté,  co  jsou  data  poslána 
OPNETu,  je třeba, aby mu externí aplikace na chvíli předala řízení kosimulace. V OPNETu jsou 
pak spuštěny události potřebné ke zpracování dat.
7. Závěr
Cílem tohoto projektu bylo vytvořit upravený uzel,  který by byl schopen komunikovat s 
externí aplikací, která by pak řídila komunikaci přes reálné síťové prostředí. 
První část této práce obsahuje základní popis funkce OM s popisem různých funkcí, které 
jsem při  své práci  používal.  Zároveň je  zde také teoretický úvod do problematiky komunikace 
pomocí protokolu UDP.
Druhá  část  práce  popisuje  úpravy  provedené  v  node  modelu stanice  serveru  v  OM. 
Naprogramoval jsem dva nové procesní modely, které zajišťují spojení s externí aplikací a konverzi 
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dat z a do speciálních paketů, používaných uvnitř OPNETu. Tyto modely jsem napojil na  procesní 
model UDP a zajisitil jsem v jeho kódu přesměrování odchozích paketů do těchto nových modelů.
Ve  třetí  části  popisuji  proces  programování  a  implementace  externí  aplikace.  K  jejímu 
vytvoření jsem použil vývojový nástroj MS Visual Studio 2005. V linkeru Visual Studia bylo pro 
správný průběh kompilace potřeba zahrnout i OPNETovské knihovny a hlavičkové soubory pro 
řízení kosimulace. Také zde uvádím zdrojový kód externí aplikace a vysvětluji princip použitých 
funkcí.
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Seznam použitých zkratek:
DLL - Dynamic Loaded Library
ESD - External System Definition
ESYS - External System
HTML - Hypertext Markup Language 
ICI - Interface Control Information
IP - Internet Protocol
ODB - OPNET Debugger
OM - OPNET Modeler
TCP - Transport Control Protocol
UDP - User Datagram Protocol
XML - Extensible Markup Language
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