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Endoscopic Transfer between Eigenvarieties for definite Unitary
groups
Dipramit Majumdar
Abstract
In this paper, we extend the endoscopic transfer of definite unitary group U(n), which sends
a pair of automorphic forms of U(n1), U(n2) to an automorphic form of U(n1 + n2), to finite
slope p-adic automorphic forms for definite unitary groups by constructing a rigid analytic map
between eigenvarieties En1 × En2 → E(n1+n2), which at classical points interpolates endoscopic
transfer map.
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1 Introduction
Let us fix a rational prime p and embeddings,
ιp : Q¯→ Q¯p, and ι∞ : Q¯→ C.
For any prime ℓ, we also fix an embedding of WQℓ →֒ WQ, where WF denotes the Weil group of F .
Let E/Q be a quadratic imaginary field and G/Q be a unitary group in n ≥ 1 variables attached
to E/Q. We assume that G(R) is the compact real unitary group (that is G is definite), and that
G(Qp) ≃ GLn(Qp). We fix such a G and denote it by definite unitary group U(n).
By recent work of Clozel, Harris, Labesse, Ngoˆ and many other mathematicians, we made significant
progress in the Langlands program for the unitary group U(n). In particular we know how to attach
a Galois representation ρpi to an automorphic form π of U(n). Since the fundamental lemma for the
unitary group is known, in principle we know in most cases the classical endoscopic transfer for U(n)
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(for n ≤ 3, this is due to Rogawski([11], in general see [7], and volume 2). Let n1, n2 be two natural
numbers and n = n1 + n2, then U(n1)× U(n2) is an endoscopic subgroup of U(n). Let π1 and π2
be automorphic representations of U(n1) and U(n2) respectively. Then the endoscopic transfer of
(π1, π2) is an automorphic representation π of U(n). If ρpi1 , ρpi2 , ρpi are the Galois representations
associated to π1, π2, π respectively, then we have ρpi = ρpi1 ⊕ ρpi2 .
Another aspect of study of automorphic forms, initiated by Serre, is that, a prime number p
being chosen, the notion of classical automorphic forms can be extended to the notion of p-adic
automorphic forms. Using ordinary p-adic automorphic forms, Hida constructed family of ordinary
p-adic automorphic forms, known as Hida family, for various reductive groups. Coleman and Mazur
[8], extended Hida’s work to non-ordinary p-adic modular forms, and constructed tame level 1
eigencurve. Buzzard [4] formalized the construction of Coleman and Mazur, and gave a machinery,
called the “Eigenvariety Machine”, which gives a p-adic family of automorphic forms, known as the
eigenvariety, as output. He used it to construct tame level N eigencurve and eigenvariety for Hilbert
modular forms. Using Buzzard’s eigenvariety machine, Chenevier [5] and Emerton [9], seperately
constructed eigenvariety for definite unitary group U(n), which we denote by En. The eigenvariety
En is a reduced rigid analytic space, which is equidimensional of dimension n.
In this paper, we construct p-adic endoscopic transfer map for definite unitary group U(n). Similar
work was done by Chenevier [6], where he constructed the p-adic Jacques-Langlands correspondence
for GL2. We follow a similar approach. More precisely, let En denote the eigenvariety associated to
definite unitary group U(n), as constructed by Chenevier. In the eigenvariety En, every automorphic
form π of U(n) appears not once but (roughly) n! times as a point of En, each time augmented
with a little combinatorial structure called a refinement R, which is an ordering of the eigenvalues
of semi-simple conjugacy class associated to πp. We construct a rigid analytic map
f : En1 × En2 → En
which at “nice” classical points interpolate classical endoscopic transfer. Further we show that such
a map is unique.
Theorem A. There exists a unique map of eigenvarieties
f(n1,n2) : En1 × En2 → En
where n = n1 + n2, such that a “nice” classical point of En1 × En2 , ((π1,R1), (π2,R2)) maps
to a classical point of En, (π,R), where π is the endoscopic transfer of π1 and π2 and R =
(µ1(Frobp)R1, µ2(Frobp)R2), here µ1 and µ2 as in (5).
We call the image of the map f(n1,n2) the endoscopic component of type (n1, n2) in En, and denote it
by E(n1,n2). In particular, we define p-adic endoscopic transfer π for any pair of p-adic automorphic
forms (π1, π2) of the unitary groups U(n1), U(n2) as the image of (π1, π2) under the map f(n1,n2).
Key ingredient of our proof is a comparison theorem due to Chenevier (see Theorem 4.4), which
allows us to construct the map, by constructing maps between the fibers of the eigenvarieties over
Zariski dense set of points in the weight space W.
Plan for the paper: In section 2, of the paper we briefly recall the construction of the eigenvariety
En, and a few of it’s relevant properties. In section 3, we review some known (and expected) results
about the classical endoscopic transfer of automorphic forms of definite unitary group U(n). In the
final section, we give the construction of the rigid analytic map between the eigenvarieties En1×En2
and En.
2
2 Brief review of the construction of eigenvariety for U(n)
In this section we briefly recall the construction of Eigenvariety for U(n) due to Chenevier. For
details we refer readers to [2, Chapter 7] , [5].
2.1 Construction
The eigenvariety depends on the choice of Hecke algebra H, so first we fix a Hecke algebra for
our purpose. We fix a subset S0 (which have Dirichlet density 1) of primes l (l 6= p) split in E,
such that G(Ql) ≃ GLn(Ql) and G(Zl) is a maximal compact subgroup. We set H
ur = ⊗l∈S0Hl,
where Hl ≃ Q¯p[T1,l, · · · , Tn,l, T
−1
1,l , · · · , T
−1
n,l ]
Sn is the Hecke algebra for GLn(Ql), with respect to
it’s maximal compact subgroup G(Zl). Let T be the diagonal torus of G(Qp) ∼= GLn(Qp), and
T 0 = T ∩ GLn(Zp). Let U ≃ T/T
0 be the subgroup of diagonal matrices whose entries are inte-
gral powers of p, U− ⊂ U be the submonoid whose elements have the form diag(pa1 , . . . , pan), with
ai ∈ Z and ai ≥ ai+1 for all i. Let A
−
p be the subring of Hecke-Iwahori algebra generated by u ∈ U
−
and Ap be the Atkin-Lehner algebra contained in the Hecke-Iwahori algebra of G(Qp) ≃ GLn(Qp),
with coefficient in Q¯p. Then Ap ∼= Q¯p[U ] and A
−
p
∼= Q¯p[U
−](see [2, Prop. 6.4.1]). Let us define
H := Ap ⊗H
ur to be the Hecke Algebra. Let us also define H− := A−p ⊗H
ur.
The weight spaceWn is the rigid analytic space over Qp defined asWn := Homgroup,cts(T
0,Grigm ). It
is isomorphic to finite disjoint union of unit open n-dimensional balls. We see Zn embedded in Wn
via the map (k1, · · · , kn) 7→ ((x1, · · · , xn) 7→ x
k1
1 · · · x
kn
n ). Let V ⊂ Wn be an affinoid open. Then
Chenevier defined the space of p-adic automorphic forms of weight in V , radius of convergence
r, S(V, r)( [2, Section 7.3.4])as follows : Let I denote the Iwahori subgroup of GLn(Qp), and B
the standard Borel subgroup. Let N¯0 be the subgroup of lower triangular matrices of I. Let
χ : T 0 → O(W)∗ denote the tautological character and χV : T
0 → A(V )∗ the induced continuous
character. For r ≥ rV , define the space of functions:
C(V, r) = {f : IB → A(V ) | f(xb) = χV (b)f(x),∀x ∈ IB, b ∈ B, f |N¯0 is r analytic}.
C(V, r) is a M := IU−I module. For a M -module E, define an H−-module F (E) as:
F (E) = {f : G(Q)\G(Af )→ E | f(g(1×kp)) = k
−1
p f(g),∀g ∈ G(Af ), kp ∈ I, f is smooth outside p}.
We define the space of p-adic automorphic forms of weights in V , radius of convergence r as the
H−-module S(V, r) := F (C(V, r)). S(V, r) is an ortho-normalizable Banach A(V )-module with
property (Pr) (as in [4]). It is equipped with an A(V ) linear action of H− = A−p ⊗ H
ur. The
modules {S(V, r), V, r ≥ rV } are compatible in a sense defined there.
If k is a point in the weight space, the above construction remains valid, we get a module M(k) =
S(k, r). Moreover if k ∈ Zn,−, the choice of an highest-weight vector in Wk(Qp) with respect to the
standard Borel B gives a natural H−-equivariant inclusion:
F (Wk(L)
∗)⊗ δk →֒ S(k, 0),
where δk is a character of U obtained by restricting Wk(Qp) to U . Image of the map is referred as
the space of classical p-adic automorphic forms of weight k.
Let u0 = diag(p
n−1, pn−2, · · · , p, 1). Then u0 acts compactly on the (Pr)-family of Banach modules
{S(V, r), V, r ≥ rV }. Let P = Pu0 be the Fredholm series associated to u0. Then for r ≥ rV , we
have,
P (T )|V = det(1− Tu0|S(V,r)) ∈ 1 + TA(V ){{T}}.
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Fix a ν ∈ R such that V (P (T )) is adapted to ν (see [1, Definition II.1.8], also see [4]). Then
in A(V ){{T}}, P has an unique factorization P = QR, with Q ∈ 1 + TA(V )[T ] and we have a
decomposition of A(V ) Banach module S(V, r) as,
S(V, r) =M(V )≤ν ⊕N(V, r) (1)
which is H− stable and such that:
• M(V )≤ν is a finite projective A(V )-module which is independent of r ≥ rV .
• The characteristic polynomial of u0 on M(V )
≤ν is Qrec(T ), the reciprocal polynomial on Q,
and Qrec(u0) is invertible on N(V, r).
In particular the eigenvalues of Up on M(V )
≤ν has valuation less than or equal to ν. When V is a
point k, we similarly get a finite projective module M≤νk .
The local piece of the eigenvariety is by definition the maximal spectrum of the A(V )-algebra
generated by the image ofH = H−[u0]
−1 in EndA(V )(M(V )
≤ν). By Buzzard’s eigenvariety machine
(see [4]) these pieces glue together to form the eigenvariety (for details see [2, Section 7.3.6]), which
we will denote by En. The eigenvariety is reduced p-adic analytic space En, equipped with a ring
homomorphism ψ : H → O(En)
rig, and an analytic map ω : En →W.
2.2 Points on the eigenvariety
Let k = (k1, · · · , kn) ∈ Z
n such that k1 ≥ k2 ≥ · · · ≥ kn. A p-refined automorphic representation
of weight k is a tuple (π,R) such that,
• π is an irreducible automorphic representation of G.
• π∞ ≃ι∞ Wk(C).
• πp is unramified and R is an accessible refinement of πp.[2, Section 6.4.4]
Let us recall that an refinement of πp is an ordering
R = (φ1, · · · , φn)
of the eigenvalues of the Langlands conjugacy associated to πp. Equivalently, it is a character
χ : U → C∗, sending (1, · · · , 1, p, 1, · · · , 1) to φi. It is called accessible if χδ
−1/2
B occurs in π
I
p, here
B is the standard Borel subgroup, I is the Iwahori subgroup and δB is the modulus character.
A p-refined automorphic representation of weight k is a tuple (π,R), which is viewed as a point in
the eigenvariety in the following manner:
Let δk : U → p
Z be the character sending diag(u1, · · · , un) → u
k1
1 · · · u
kn
n . Then there is a unique
ring homomorphism ψp : Ap → C, such that
ψp|U = χδ
−1/2
B δk. (2)
Moreover we also have a ring homomorphism, ψur : H
ur → C, since πG(ZˆS0 ) is one dimensional.
Hence we have a system of H eigenvalue ψp ⊗ ψur. It is in-fact Q¯-valued. To the p-refined auto-
morphic representation (π,R) of weight k, we associate a Q¯pvalued system of Hecke eigenvalues
ψ(pi,R) = ιpι
−1
∞ (ψp ⊗ ψur).
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Let Z0 ⊂ Homring(H, Q¯p) × Z
n be the set of pairs (ψ(pi,R), k) associated to all p-refined automor-
phic form (π,R) of weight k. For a fixed Z ⊂ Z0, the associated eigenvariety En comes with
an accumulation and Zariski dense subset Z ⊂ En(Q¯p), such that the natural evaluation map
En(Q¯p) → Homring(H, Q¯p), sending x 7→ ψx := (h 7→ ψ(h)(x)), induces a bijection between Z and
Z sending z 7→ (ψz, ω(z)). (We might think En as “Zariski closure” of the set Z.)
2.2.1 Control Theorem
Let Zn,− = {(a1, · · · , an)|a1 > · · · > an}. Let k = (k1, · · · , kn) ∈ Z
n,−. For this section let V = k,
be a closed point. Let U−− = {diag(pa1 , · · · , pan)|ai ∈ Z, a1 > · · · > an}. An element f ∈ S(k, r)
is of finite slope if for some (hence for all)u ∈ U−− ,
• L[u].f ⊂ S(k, r) is finite dimensional
• u|L[u].f is invertible.
Hence the finite slope elements form an L-subspace S(k, r)fs of S(k, r), and the A−p module struc-
ture on S(k, r)fs extends toAp module structure [2, Section 7.3.5]. Note that,M
≤ν
k as in (1) , is con-
tained in S(k, r)fs. We have a natural inclusion ofH-modules F (Wk(L)
∗)⊗δk ⊂ S(k, r)
fs ⊂ S(k, 0),
for all r ∈ N.
The following proposition allows us to determine when a finite slope overconvergent eigenform is
classical.
Proposition 2.1. [2, Proposition 7.3.5][5, Proposition 4.7.4] Let f ∈ S(k, r)fs⊗L Q¯p be an eigen-
form for all u ∈ U ⊂ Ap. Let u0 = diag(p
n − 1, · · · , p, 1), write u0(f) = λf for λ ∈ Q¯
∗
p. If we
have,
v(λ) < 1 +minn−1i=1 (ki − ki+1), (3)
then f is classical. More precisely, under the same condition the full generalized Ap-eigenspace of
f in S(k, r)fs ⊗L Q¯p is included in the subspace F (Wk(L)
∗)⊗L Q¯p of classical forms.
3 Endoscopic Transfer for automorphic forms on U(n)
In this section we recall known (and expected) results about classical endoscopic transfer for auto-
morphic forms on the definite unitary group U(n).
3.1 Admissible map of L-groups of U(n)
Let E be a CM extension of Q in Q¯. Let Gal(E/Q) = {1, σ}. Let ωE/Q denote the character of
order 2 of idele class group CQ associated to E/Q by CFT
1.
The L-group of U(n) is LU(n) = GLn(C)⋊WQ, where the Weil groupWQ acts onGLn(C) by its quo-
tient Gal(E/Q) by σMσ−1 := φn(M
−1)tφ−1n , where M ∈ GLn(C) and (φn)i,j = (−1)
n+iδi,n+1−j.
The L-group of U(n1)×· · ·×U(nr) is
L(U(n1)× · · · × U(nr)) = (GLn1(C)×· · ·×GLnr(C))⋊WQ,
where the Weil group WQ acts on GLn1(C)× · · · ×GLnr(C) by its quotient Gal(E/Q).
1Let NE/Q : CE → CQ denotes the norm map, so its image is index 2 subgroup of CQ. Then ωE/Q is the nontrivial
character of CQ which is trivial on the image NE/Q(CE).
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Let n = n1+ · · ·+nr be an unordered partion. Following Rogawski, we have an admissible map of
L-groups [12, Section 1.2] as below:
ξ : L(U(n1)× · · · × U(nr))→
LU(n) (4)
which maps the neutral component of L(U(n1)× · · · × U(nr)) = GLn1×· · ·×GLnr to the subgroup
of diagonal blocks of size n1, . . . , nr. We fix for once and all a character µ of the idele class group
CE whose restriction to CQ is ωE/Q. We regard µ as a character of WE by means of isomorphism
W abE → CE. Set
µj =
{
µ if nj ≡ n− 1 mod 2,
1 otherwise.
(5)
and for w ∈WE, let
ξ(w) = ξ(µ1(w)In1 , . . . , µr(w)Inr )×w.
To extend ξ to WQ, it suffices to define ξ(wσ), where wσ ∈WQ is a fixed element whose projection
to Gal(E/F ) is σ. We define
ξ(wσ) = ξ(Φn1 , . . . ,Φnr)Φ
−1
n ×wσ,
where (Φn)ij = (−1)
i−1δi,n−j+1.
This map is a special case of endoscopic functorality as U(n1)× · · · ×U(nr) is not a Levi subgroup
of U(n) if r > 1. Also the map ξ depends on the choice of character µ, it is unique if one fixes a
character µ. From now onwards, we fix a character µ once and for all.
3.2 Endoscopic Transfer for unramified representation of U(n)
Endoscopic transfer is a special case of Langland’s functoriality. If n = n1 + · · · + nr, then
H = U(n1) × · · · × U(nr) is an endoscopic subgroup of U(n). The map ξ defined as in (4),
defines the map of corresponding L-groups. Using ξ, we transfer parameters of H to that of U(n),
we call it endoscopic transfer.
Let us now restrict to the unramified parameter. We start with an unramified parameter ψl for H.
So the parameter ψl is trivial on the the inertia group, hence factor through Z, and is determined
by the image of Frobenius Φ. We compose this with the map ξ, to get an unramified parameter for
U(n).
WQl × SL2(C)
ψl
//


LU(n1)× · · · × U(nr)
ξ
// LU(n)
WQl/IQl
∼=
// Z
ψl
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(6)
Since unramified parameters are in bijection with unramified representations[3, Proposition 1.12.1],
we get endoscpoic transfer for unramified representation of U(n).
3.3 Global Endoscopic Transfer for U(n)
Let F be a number field and LF denotes the conjectural Langlands group[10].
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Lemma 3.1. [12, Lemma 2.2.1] Let ψ be a discrete parameter for U(n), that is a morphism
ψ : LQ×SL2(C)→
LU(n). Then ψE : LE×SL2(C)→ GLm(C) is a sum of pairwise nonisomorphic
irreducible representation of ρj such that ρ
⊥
j
∼= ρj.
This lemma allows us to define stable A-parameter.
Definition 3.2. We call a discrete A-parameter ψ stable if the base change to ψE is irreducible.
An A-parameter which is not stable is called endoscopic.
Let n = n1+ · · ·+nr be a partition and for j = 1, . . . , r, let ψj be a parameter of U(nj) of the form
ψj(γ×h) = αj(γ×h)×wγ . We denote the product parameter ψ1×· · ·×ψr for U(n1)×· · ·×U(nr) by
γ × h→ (α1(γ × h)× · · · × αr(γ × h))× wγ .
The equivalence class of ψ1 × · · · × ψr is independent of the ordering of ψj .
Following lemma describes endoscopic parameter for U(n).
Lemma 3.3. [12, Lemma 2.2.2] Let ψ be a discrete parameter for U(n). Then there is a unique
(unordered) partition n = n1 + · · · + nr and distinct stable parameters ψj for U(nj) such that
ψ = ξ ◦ (ψ1 × · · · × ψr).
Conversely, if n = n1 + · · ·+ nr and ψj is a stable parameter for U(nj), then ξ ◦ (ψ1 × · · · × ψr) is
a discrete parameter for U(n) if and only if the ψj are distinct. Here ξ is the map defined in 4.
In view of previous lemma, a discrete parameter of U(n) can be uniquely as ψ = ξ ◦ (ψ1×· · ·×ψr),
where ψj are distinct stable parameter for U(nj). So a discrete parameter of U(n) is endoscopic if
r > 1.
We make the following assumptions regarding A-packets of U(n).
• A packets are defined for U(n).
• Π1, Π2 discrete A-packets such that for almost all v, Π1,v and Π2,v contain the same unramified
representations, then Π1 and Π2 coincide.
Definition 3.4. Let Π =
⊗
v Πv be a discrete A-packet for U(n). Then Π is stable if there exists a
discrete representation π =
⊗
v πv of GLn/E such that for all v for which Πv is unramified, the base
change (Πv)E coincide with πv(For unramified representation, base change map is well defined). If
π is cuspidal, we call Π cuspidal. An A-packet which is not stable is called Endoscopic.
Arthur’s conjecture predicts existence of a natural correspondence which associates to every global
discrete A-parameter of U(n) (upto equivalence) an A-packet of U(n), or the empty set. Under the
conjecture stable(resp. endoscopic) A-parameter of U(n) corresponds to a stable(resp. endoscopic)
A-packet of U(n). Predictions of Arthur’s conjecture for U(n) were verified by Rogawski when
n ≤ 3 [11]. Main obstruction to prove the existence of global Endoscopic transfer for U(n) and
arthur conjecture for U(n) for n > 3 was the proof of fundamental lemma. Since by the work of
Ngoˆ, fundamental lemma is proved, a group of mathematicians are working on writing down the
details of endoscopic transfer of unitary group and verification of Arthur’s conjecture.
We will assume that the global endoscopic transfer for U(n) exists, in fact one can assume that
the global endoscopic transfer for U(n) exists for almost all automorphic representations. This is
expected to be true by the work of Closel, Harris, Labesse, Ngoˆ, and many other mathematicians
(see [7], volume 2 under preparation) .
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4 Maps between eigenvarieties of U(n) interpolating endoscopic
transfer
Let En, En1 and En2 denote the eigenvariety associated to U(n), U(n1) and U(n2) respectively,
where n = n1 + n2. In this section we will construct a map f : En1 × En2 → En, which at classical
points interpolates endoscopic transfer. But first we prove two simple lemmas regarding system of
eigenvalues, which will be used during the construction.
Lemma 4.1. Let M be a finite dimensional vector space over Q¯p. Let H ⊂ H
′ be two commutative
Q¯p algebras acting on M . Then any H system of eigenvalue appearing in M , extends to a H
′
system of eigenvalue appearing in M .
Proof. Let χ be a H system of eigenvalue appearing in M . Let M [χ] be the corresponding
eigenspace. Let m1 ∈M [χ] , h ∈ H, h
′ ∈ H ′, then
h.(h′.m1) = h
′.(h.m1) = h
′.(χ(h)m1) = χ(h)(h
′.m1)
So h acts on h′.m1 by χ(h). Hence h
′.m1 ∈M [χ]. So M [χ] is stable under the action of H
′. Since
for any commutative algebra acting on a finite dimensional vector space over an algebraically closed
field has a common eigenvector, we see there exists a m ∈ M [χ], a common eigenvector for the
action of H ′ on M [χ]. Hence m is an eigenvector for the action of H ′ on M . So χ extends to a H ′
system of eigenvalue in M .
Note: A system of H ′ eigenvalue which extends a given system of H eigenvalue need not be unique.
Lemma 4.2. Let H1, H2 be two Q¯p algebras acting semisimply on a finite dimensional Q¯p vector
space M1 , M2 via ψ1, ψ2 respectively. Then a system of H1⊗H2 eigenvalue appearing in M1⊗M2
is same as a system of H1 eigenvalue appearing in M1 and a system of H2 eigenvalue appearing in
M2 composed via tensor product.
Proof. Let χ1 be a system of H1 eigenvalue for M1 and χ2 be a system of H2 eigenvalue for M2,
that is, there exists v1 ∈ M1, such that, χ1 : H1 → Q¯p, χ1(h1)v1 = ψ1(h1)v1 for all h1 ∈ H1 , and
there exists v2 ∈M2, such that, χ2 : H2 → Q¯p, χ2(h2)v2 = ψ2(h2)v2 for all h2 ∈ H2.
We want to show that, χ = χ1 ⊗ χ2 : H1 ⊗ H2 → Q¯p defined by χ(h1 ⊗ h2) = χ1(h1)χ2(h2)
is a system of eigenvalue for H1 ⊗ H2 appearing in M1 ⊗M2. Let us define ψ = ψ1 ⊗ ψ2. Let
h =
∑
i αi(h1,i ⊗ h2,i) be an element of H1 ⊗H2. Then we have,
ψ(h)(v1 ⊗ v2) =
∑
i
αiψ(h1,i ⊗ h2,i)(v1 ⊗ v2)
=
∑
i
αiψ1(h1,i)v1 ⊗ ψ2(h2,i)v2
=
∑
i
αiχ1(h1,i)v1 ⊗ χ2(h2,i)v2
= χ(
∑
i
αi(h1,i ⊗ h2,i))(v1 ⊗ v2)
= χ(h)(v1 ⊗ v2).
Hence χ is a system of eigenvalue for H1 ⊗H2 appearing in M1 ⊗M2.
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Let χ be a system of eigenvalue for H1⊗H2 appearing inM1⊗M2. We want show that χ = χ1⊗χ2
for some χ1 (resp. χ2) a system of eigenvalue for H1 (resp. H2) appearing in M1 (resp. M2). Since
Hi acts semi-simply on Mi, we have,
M1 ∼= ⊕
r
i=1M1[χ1,i],
M2 ∼= ⊕
s
j=1M2[χ2,j].
Let dimM1[χ1,i] = ni generated by {a1, · · · , ani}, and dimM2[χ2,j ] = mj generated by {b1, · · · , bmj}.
Then we have,
dimM1[χ1,i]⊗M2[χ2,j] = nimj = (dimM1[χ1,i])(dimM2[χ2,j ]),
generated by {ak⊗bl}k=1,··· ,ni;l=1,··· ,mj . By previous part, χ1,i⊗χ2,j is a system ofH1⊗H2 eigenvalue
forM1⊗M2 with ak⊗bl as an eigenvector. Hence we have,M1⊗M2[χ1,i⊗χ2,j] ⊇M1[χ1,i]⊗M2[χ2,j].
We see that,
dimM1 ⊗M2[χ1,i ⊗ χ2,j ] ≥ dimM1[χ1,i]⊗M2[χ2,j],
= (dimM1[χ1,i])(dimM2[χ2,j ]).
Summing over all i and j, we get,
r∑
1=1
s∑
j=1
dimM1 ⊗M2[χ1,i ⊗ χ2,j] ≥
r∑
1=1
s∑
j=1
(dimM1[χ1,i])(dimM2[χ2,j]),
= (dimM1)(dimM2),
= dim(M1 ⊗M2).
Thus we have,
M1 ⊗M2 ∼= ⊕i,jM1 ⊗M2[χ1,i ⊗ χ2,j].
Hence any system of eigenvalue χ of H1 ⊗H2 in M1 ⊗M2 is of the form χ1,i ⊗ χ2,j.
A key ingredient to construct the map is a version of comparison theorem due to Chenevier[6],
which we recall below.
Let us fix an eigenvariety data, a ring H with a distinguished element Up, W a reduced rigid space
with an admissible covering C, and Banach modules MW with an action of H for all W ∈ C, which
satisfies compatibility criterion.
Definition 4.3. [1, Definition II.5.4] A classical structure on eigenvariety data is the data of
(CSD1) a very Zariski dense subset X ⊂ W,
(CSD2) for every x ∈ X, a finite dimensional H module M clx
such that
(CSC1) for every x ∈ X, there exists an H equivariant injective map M cl,ssx →֒M
fs,ss
x
(CSC2) for every ν ∈ R, let Xν be the set of x ∈ X, such that there exists an H-equivariant
isomorphism M cl,≤νx ∼= M
fs,≤ν
x , then for every x ∈ X, there exists a basis of neighborhoods of
x ∈ V , such that Xν ∩ V is Zariski dense in V .
Theorem 4.4. Comparison Theorem(Chenevier) [1, Theorem II.5.6] Suppose that we have two
eigenvariety data with same H,W,C, but different Banach modules MW and M
′
W . Let us call E
and E ′ the two eigenvarieties attached to those data. Assume that the two eigenvarieties are each
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provided with a classical structure with the same set X (CSD1), but different H modules M clx and
M ′,clx . Suppose that for every x ∈ X, there exists an H-equivariant injective map
M ′,cl,ssx →֒M
cl,ss
x .
Then there exists a unique closed embedding E ′ →֒ E of the eigenvarieties compatible with weight
maps to W and with the maps H → O(E) and H → O(E ′).
Let ui = diag(1, · · · , 1, p, 1, · · · , 1), where p occurs at i-th place. Let Fi = ψ(ui), where ψ : H →
O(En). Let Z(n) be the subset of x ∈ En(Q¯p) such that,
(a) ω(x) = (k1, k2, · · · , kn) ∈ Z
n,−,
(b) v(F1(x)F2(x) · · ·Fn−1(x)) < 1 +min
n−1
i=1 (ki − ki+1),
(c) if φi := Fi(x)p
−ki+i−1, then for all i 6= j, φiφ
−1
j 6= p.
Then Z(n) is a Zariski accumulation dense subset of En [2, Theorem 7.3.1]. Let Zreg(n) be the
subset of Z(n), parameterizing the p-refined (π,R) such that π∞ is regular, and such that the
semisimple conjugacy class of πp has n distinct eigenvalues. Then Zreg(n) is a Zariski dense subset
of En accumulating at each point of Z(n) [2, Lemma 7.5.3].
Let κ = (κ1, · · · , κn) : En → A
n is the composition of the map logp ◦ ω by the affine change of
co-ordinates (x1, · · · , xn) 7→ (−x1,−x2 + 1, · · · ,−xn + n − 1). Then for z = (π,R) ∈ Zreg, with
ω(z) = (k1, k2, · · · , kn), we have κi(z) = −ki + i− 1, and κ1(z), · · · , κn(z) is the strictly increasing
sequence of Hodge-Tate weights of ρpi, where ρpi is the Galois representation associated to π [2,
Definition 7.5.11]. Moreover, we have [2, Definition 7.2.13],
ipi
−1
∞ (R|p|
1−n
2 ) = (F1(z)p
κ1(z), · · · , Fi(z)p
κi(z), · · · , Fn(z)p
κn(z)).
Let z1 ∈ Zreg(n1) be any point with ω(z1) = (k1, · · · , kn1) ∈ Z
n1,−, and z2 ∈ Zreg(n2) be any
point with ω(z2) = (k
′
1, · · · , k
′
n2) ∈ Z
n2,−. We call the pair (z1, z2) ∈ Zreg(n1)× Zreg(n2) a “nice”
classical point if we have kn1 > k
′
1.
Theorem 4.5. Endoscopic Transfer on Eigenvariety for U(n) There exists a unique map of
eigenvarieties
f : En1 × En2 → En,
where n = n1 + n2, such that a “nice” classical point of En1 × En2, ((π1,R1), (π2,R2)) maps
to a classical point of En, (π,R), where π is the endoscopic transfer of π1 and π2 and R =
(µ1(Frobp)R1, µ2(Frobp)R2), here µ1 and µ2 as in (5).
Proof. (Uniqueness) Let φ′, φ′′ : En1 × En2 → En be two such maps interpolating endoscopic
transfer at “nice” classical points. Let z ∈ En1 × En2 be a “nice” classical point, that is z =
((π1,R1), (π2,R2)), where πi is a p-refined automorphic form for U(ni) of weight ki, where k1 =
(k1, · · · , kn1) and k2 = (kn1+1, · · · , kn) with k1 > k2 > · · · > kn. Then π, the endoscopic transfer
of π1 and π2 has weight k = (k1, k2, · · · , kn). Suppose φ
′(z) = (π,R′) and φ′′(z) = (π,R′′), where
R′,R′′ are any two accessible refinements of πp. Let R
′′ = σz(R
′), where σz ∈ Sn, as R
′′ is an
ordering of R′. The set of “nice” classical points can be written as,
Z =
⊔
σ∈Sn
{z ∈ Z|σz = σ} :=
⊔
σ∈Sn
Zσ.
Since Z is dense, at least one of the Zσ is dense. Suppose Zσ0 is dense, we will use z ∈ Zσ0 , hence
σ0(R
′) = R′′, for all z ∈ Zσ0 .
Note that,
ipi
−1
∞ (R
′|p|
1−n
2 ) = (F1(φ
′(z))pκ1(φ
′(z)), · · · , Fi(φ
′(z))pκi(φ
′(z)), · · · , Fn(φ
′(z))pκn(φ
′(z))),
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and
ipi
−1
∞ (R
′′|p|
1−n
2 ) = (F1(φ
′′(z))pκ1(φ
′′(z)), · · · , Fi(φ
′′(z))pκi(φ
′′(z)), · · · , Fn(φ
′′(z))pκn(φ
′′(z))).
Thus we have,
Fσ0(i)(φ
′(z))pκσ0(i)(φ
′(z)) = Fi(φ
′′(z))pκi(φ
′′(z)),
and hence we have,
Fi(φ
′′(z)) = Fσ0(i)(φ
′(z))pκσ0(i)(φ
′(z))−κi(φ
′′(z)).
Since κi(φ
′(z)) = κi(φ
′′(z)) for all i, as κi is the strictly increasing sequence of Hodge-Tate weights
of the Galois representation ρpi, it is independent of the choice of the refinement. We have,
Fi(φ
′′(z)) = Fσ0(i)(φ
′(z))pκσ0(i)(φ
′(z))−κi(φ
′(z)),
and hence,
Fi(φ
′′(z)) = Fσ0(i)(φ
′(z))p(κσ0(i)−κi)(φ
′(z)).
The left hand side of the equation is an analytic function, but the right hand side is not analytic
unless σ0(i) = i for all i. Thus R
′ = R′′. Hence φ′(z) = φ′′(z) for all z ∈ Zσ0 . Since Zσ0 is dense,
we get φ′ = φ′′.
Existance: Let H1, H2 and H be Hecke algebras associated to U(n1), U(n2) and U(n) respec-
tively. We have, H1 ∼= ⊗l∈S0H1,l ⊗ Ap,1, where H1,l
∼= Q¯p[X1,l, · · · ,Xn1,l,X
−1
1,l , · · · ,X
−1
n1,l
]Sn1 and
Ap,1 ∼= Q¯p[X1, · · · ,Xn1 ,X
−1
1 , · · · ,X
−1
n1 ]. Similarly, we have, H2
∼= ⊗l∈S0H2,l ⊗Ap,2, where H2,l
∼=
Q¯p[Y1,l, · · · , Yn2,l, Y
−1
1,l , · · · , Y
−1
n2,l
]Sn2 and Ap,2 ∼= Q¯p[Y1, · · · , Yn2 , Y
−1
1 , · · · , Y
−1
n2 ] and H
∼= ⊗l∈S0Hl⊗
Ap, where Hl ∼= Q¯p[T1,l, · · · , Tn,l, T
−1
1,l , · · · , T
−1
n,l ]
Sn and Ap ∼= Q¯p[T1, · · · , Tn, T
−1
1 , · · · , T
−1
n ].
We have an injection of Hl into H1,l ⊗H2,l given by,
θ : Hl →֒ H1,l ⊗H2,l (7)
θ(Ti,l) =
{
µ1(Frobl)Xi,l if 1 ≤ i ≤ n1,
µ2(Frobl)Yi−n1,l if n1 < i ≤ n,
where µi as in (5), and Frobl is the frobenius.
Also we have an isomorphism of Atkin-Lehner algebra given by,
Ap ∼= Ap,1 ⊗Ap,2 (8)
Ti 7→
{
µ1(Frobp)p
n2
2 Xi if 1 ≤ i ≤ n1,
µ2(Frobp)p
−n1
2 Yi−n1 if n1 < i ≤ n.
Combining these two maps, we get an injection G : H →֒ H1 ⊗H2.
Notice that Wn1 × Wn2
∼= Wn. Let W ⊂ Wn be an affinoid open such that W ∼= W1 × W2,
and Wi ⊂ Wni is an affinoid open. Let R be the affinoid algebra so that Spec(R) = W . Let
MW = S(W, r) and M
′
W =MW1⊗MW2 = S(W1, r)⊗S(W2, r), with r ≥ max(rW , rW1 , rW2). Then
MW is a H module and M
′
W is a H1 ⊗ H2 module and hence a H module. Using (R,MW ,H),
we construct the local piece of eigenvariety En, using (R,M
′
W ,H1 ⊗ H2) we construct local piece
of eigenvariety En1 × En2 . Let us denote by E
′ the eigenvariety whose local pieces are constructed
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from the data (R,M ′W ,H). Since H →֒ H1 ⊗H2, there is a surjective map α : En1 × En2 → E
′. So
to construct a map f : En1 × En2 → En, we need to construct a map β : E
′ → En.
To construct the map β, we use the comparison theorem due to Chenevier (4.4). We first need to
define a classical structure on E and E ′. For x ∈ W(L), we shall denote by (Mx)
fs (resp. (M ′x)
fs),
the finite slope part of the fiber at x of the eigenvariety data used to construct E (resp. E ′), base
changed to Q¯p. So if we have x = k = (k1, · · · , kn) ∈ Z
n,−, then, (Mk)
fs = S(k, r)fs ⊗ Q¯p and
(M ′k)
fs = (S(k1, r)
fs ⊗ Q¯p)⊗ (S(k2, r)
fs ⊗ Q¯p), where k1 = (k1, · · · , kn1) and k2 = (kn1+1, · · · , kn).
In both cases take X = Zn,− ⊂ W (CSD1). For x = k = (k1, k2) = (k1, · · · , kn) ∈ Z
n,−, define
(Mk)
cl = (F (Wk(L)
∗)fs ⊗ δk) ⊗ Q¯p, (M
′
k)
cl = ((F (Wk1(L)
∗)fs ⊗ δk1) ⊗ Q¯p) ⊗ ((F (Wk2(L)
∗)fs ⊗
δk2)⊗ Q¯p). Since we have natural H-equivariant embedding F (Wk(L)⊗ δk →֒ S(k, r)
fs, we have as
H module (Mk)
cl (resp. (M ′k)
cl), are submodule of (Mk)
fs (resp. (M ′k)
fs), hence condition (CSC1)
is satisfied. For condition (CSC2), fix ν ∈ R. Define,
Xν = {k ∈ Z
n,−|ki − ki+1 + 1 > ν for all i = 1, · · · , (n − 1)}.
Thus by Chenevier’s control theorem (2.1) we have, for any k ∈ Xν , (Mk)
cl,≤ν ≃ (Mk)
fs,≤ν and
(M ′k)
cl,≤ν ≃ (M ′k)
fs,≤ν . Hence the condition (CSC2) is satisfied for all cases. Having defined classi-
cal structure on E and E ′, we need to construct anH-equivariant injective map (M ′x)
cl,ss →֒ (Mx)
cl,ss
for all x ∈ X, to get the map β : E ′ →֒ E . Thus we want to show, every H system of eigenvalue
appearing in (M ′x)
cl,ss also appears as an H system of eigenvalue in (Mx)
cl,ss.
Let χ be a H system of eigenvalue appearing in (M ′k)
cl,ss. By lemma 4.1 we can lift χ to χ˜ a H1⊗H2
system of eigenvalue in (M ′k1)
cl,ss. Then by lemma 4.2 χ˜ = χ1 ⊗ χ2, where χi is a Hi system of
eigenvalue appearing in ((F (Wk1(L)
∗)fs ⊗ δki) ⊗ Q¯p)
ss. So χi corresponds to (π,Ri), where πi is
an automorphic representation of U(ni) of weight ki and Ri is an accessible refinement of πi,p. Let
π be the endoscopic transfer of π1 and π2. Let R = (µ1(Frobp)R1, µ2(Frobp)R2). Let χ
′ be the H
system of eigenvalue in (Mk)
cl,ss corresponding to (π,R). We want to show χ′ = χ. To prove this
it is enough to show χ′p = χp and χ
′
l = χl for l 6= p.
Lemma 4.6. χ′l = χl, where χl and χ
′
l are as described above.
Proof. Let πi,l be the unramified representation of GLni corresponding to χi,l Since π1,l and π2,l
are unramified representaions of GLn1 and GLn2 respectively,they are determined by their Satake
parameters say (λ1,l, · · · , λn1,l) and (λ
′
1,l, · · · , λ
′
n2,l
) respectively.
Under the endoscopic transfer map, π1,l and π2,l maps to a unramified representation of GLn as
follows:
Z // LU(n1)× U(n2)
ξ
// LU(n)
Frobl
✤
// (diag(λ1,l, · · · , λn1,l), diag(λ
′
1,l, · · · , λ
′
n2,l
))× Frobl
✤
// diag(λ1,l, · · · , λn1,l, λ
′
1,l, · · · , λ
′
n2,l
)ξ(Frobl)
Since ξ(Frobl) = ξ(µ1(Frobl)In1 , µ2(Frobl)In2) × Frobl, we have under endoscopic transfer as in
(6),
Frobl 7→ diag(µ1(Frobl)λ1, · · · , µ1(Frobl)λn1 , µ2(Frobl)λ
′
1, · · · , µ2(Frobl)λ
′
n2)× Frobl.
Hence if πl is the endoscopic transfer of π1,l and π2,l, then the Satake parameter for πl is given
by (µ1(Frobl)λ1,l, · · · , µ1(Frobl)λn1,l, µ2(Frobl)λ
′
1,l, · · · , µ2(Frobl)λ
′
n2,l
). We want to show πl cor-
responds to χl in Mx. Since Satake parameter of π1,l is (λ1,l, · · · , λn1,l), which corresponds to χ1,l,
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we have,
χ1,l : H1,l → Q¯p
χ1,l(sk,1,l) =
∑
1≤i1<···<ik≤n1
λi1,l · · ·λik,l,
where sk,1 is symmetric polynomial in X1,l, · · · ,Xn1,l of degree k. Similarly we have,
χ2,l(sk,2,l) =
∑
1≤j1<···<jk≤n2
λ′j1,l · · ·λ
′
jk,l
,
where sk,2,l is symmetric polynomial in Y1,l, · · · , Yn2,l of degree k.
By the work of Satake, Q¯p[X1, · · · ,Xn1 ,X
−1
1 , · · · ,X
−1
n1 ] is integral over Q¯p[X1, · · · ,Xn1 ,X
−1
1 , · · · ,X
−1
n1 ]
Sn1 ,
and any character of Q¯p[X1, · · · ,Xn1 ,X
−1
1 , · · · ,X
−1
n1 ]
Sn1 can be lifted to a character of the ring
Q¯p[X1, · · · ,Xn1 ,X
−1
1 , · · · ,X
−1
n1 ]. Hence, χ1,l and χ2,l can be extended to character χ˜1,l and χ˜2,l of
Q¯p[X1, · · · ,Xn1 ,X
−1
1 , · · · ,X
−1
n1 ] and Q¯p[Y1, · · · , Yn2 , Y
−1
1 , · · · , Y
−1
n2 ] respectively.
Let us assume χ˜1,l(Xi,l) = λi,l and χ˜2,l(Yj,l) = λ
′
j,l.
Let χ˜l = χ˜1,l ⊗ χ˜2,l, then
χ˜l(Ti,l) =
{
χ˜1,l(µ1(Frobl))Xi,l) = µ1(Frobl)λi,l if 1 ≤ i ≤ n1,
χ˜2,l(µ2(Frobl)Yi−n1,l) = µ2(Frobl)λ
′
i−n1,l
if n1 < i ≤ n.
Note that χ˜l|H1,l⊗H2,l = χ1,l⊗χ2,l and χ˜l|H = χl. Hence χl corresponds to πl, the endoscopic transfer
of π1,l and π2,l. This is independent of the choice of χ˜1,l and χ˜2,l as even if we choose different lifts,
the values of Xi,l, Yj,l, sk,1,l,sk,2,l will be different, but the values of sk,l, the symmetric polynomial
in T1,l, · · · , Tn,l, will be same. And hence the Satake parameter corresponding to χl will be same.
Since by definition of χ′, χ′l corresponds to πl, we have χ
′
l = χl.
Lemma 4.7. χ′p = χp, where χp and χ
′
p are defined as above.
Proof. By the lemma 4.2 , every system of Ap eigenvalue χp in (M
′
k)
cl,ss, is of the form χp,1⊗χp,2,
where χp,i is an Ap,i system of eigenvalue appearing in (M
′
k1
)cl,ss. So χp,i corresponds to (πp,i,Ri),
where πp,i is an unramified representation of GLni at p, and Ri is an accessible refinement. Then
as in equation (2), we have
χp,i|U = γiδ
−1/2
Bi
δki , (9)
where Bi is the borel subgroup of GLni ,δBi is the modulus character, γi : Ui → C
∗ corresponds to
the refinement Ri and δki as in (2).
Note:1 Since k = (k1, k2), we have the following relation:
δk1(diag(p
α1 , · · · , pαn1 ))δk2(diag(p
αn1+1 , · · · , pαn)) = δk(diag(p
α1 , · · · , pαn)) (10)
Note : 2 We have the following relation for the modulus character,
δ
−1/2
B (diag(p
α1 , · · · , pαn)) = |pα1 |
1−n
2 · · · |pαn1 |
2n1−1−n
2 |pαn1+1 |
2n1+1−n
2 · · · |pαn |
n−1
2
= δ
−1/2
B1
(diag(pα1 , · · · , pαn1 ))δ
−1/2
B2
(diag(pαn1+1 , · · · , pαn))
(pα1 · · · pαn1 )
n2
2 (pαn1+1 · · · pαn)−
n1
2 .
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Hence we have,
δ
−1/2
B1
(diag(pα1 , · · · , pαn1 ))δ
−1/2
B2
(diag(pαn1+1 , · · · , pαn))p
n2
2
(α1+···+αn1 )−
n1
2
(αn1+1+···+αn) (11)
= δ
−1/2
B (diag(p
α1 , · · · , pαn))
For αi ∈ Z, we have,
χp(diag(p
α1 , · · · , pαn)) = ψp(T
α1
1 · · ·T
αn
n )
= χp,1 ⊗ χp,2(T
α1
1 · · ·T
αn
n )
= χp,1 ⊗ χp,2((µ1(Frobp)p
n2
2 X1)
α1 · · · (µ2(Frobp)p
−
n1
2 Yn2)
αn)
= χp,1 ⊗ χp,2(µ1(Frobp)
α1+···+αn1µ2(Frobp)
αn1+1+···+αn
p
n2
2
(α1+···+αn1 )−
n1
2
(αn1+1+···+αn)Xα11 · · ·X
αn1
n1 Y
αn1+1
1 · · · Y
αn
n2 )
= µ1(Frobp)
α1+···+αn1µ2(Frobp)
αn1+1+···+αnp
n2
2
(α1+···+αn1 )−
n1
2
(αn1+1+···+αn)
χp,1(X
α1
1 · · ·X
αn1
n1 )χp,2(Y
αn1+1
1 · · ·Y
αn
n2 )
= µ1(Frobp)
α1+···+αn1µ2(Frobp)
αn1+1+···+αnp
n2
2
(α1+···+αn1 )−
n1
2
(αn1+1+···+αn)
χp,1(diag(p
α1 , · · · , pαn1 ))χp,2(diag(p
αn1+1 , · · · , pαn))
= µ1(Frobp)
α1+···+αn1µ2(Frobp)
αn1+1+···+αnp
n2
2
(α1+···+αn1 )−
n1
2
(αn1+1+···+αn)
γ1(diag(p
α1 , · · · , pαn1 ))γ2(diag(p
αn1+1 , · · · , pαn))
δ
−1/2
B1
(diag(pα1 , · · · , pαn1 ))δ
−1/2
B2
(diag(pαn1+1 , · · · , pαn))
δk1(diag(p
α1 , · · · , pαn1 ))δk2(diag(p
αn1+1 , · · · , pαn))
= µ1(Frobp)
α1+···+αn1µ2(Frobp)
αn1+1+···+αnγ1(diag(p
α1 , · · · , pαn1 ))
γ2(diag(p
αn1+1 , · · · , pαn))δ
−1/2
B (diag(p
α1 , · · · , pαn))
δk(diag(p
α1 , · · · , pαn))
= γδ
−1/2
B δk(diag(p
α1 , · · · , pαn)),
where γ : U → C∗ is the character given by,
γ(diag(pα1 , · · · , pαn)) = µ1(Frobp)
α1+···+αn1µ2(Frobp)
αn1+1+···+αnγ1(diag(p
α1 , · · · , pαn1 ))
γ2(diag(p
αn1+1 , · · · , pαn)).
Since χp|U is of the form γδ
−1/2
B δk, it appears as a system of eigenvalue for Ap in Mx and the
refinement it corresponds to is given by γ.
If R1 = (φ1, · · · , φn1) and R2 = (φ
′
1, · · · , φ
′
n2), then φi = γ1(diag(1, · · · , 1, p, 1, · · · , 1)) and φ
′
j =
γ2(diag(1, · · · , 1, p, 1, · · · , 1)). Thus we have,
γ(diag(1, · · · , 1, p, 1, · · · , 1)) =
{
γ1(diag(1, · · · , 1, p, 1, · · · , 1)µ1(Frobp) if 1 ≤ i ≤ n1,
γ2(diag(1, · · · , 1, p, 1, · · · , 1)µ2(Frobp) if n1 < i ≤ n.
Hence we see that,
χ(diag(1, · · · , 1, p, 1, · · · , 1)) =
{
φiµ1(Frobp) if 1 ≤ i ≤ n1,
φ′i−n1µ2(Frobp) if n1 < i ≤ n.
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So γ corresponds to the refinement given by,
R = (φ1µ1(Frobp), · · · , φn1µ1(Frobp), φ
′
1µ2(Frobp), · · · , φ
′
n2µ2(Frobp))
= (µ1((Frobp)R1, µ2(Frobp)R2)).
We see that, χp corresponds to (πp,R) , where πp is the endoscopic transfer of πp,1 and πp,2, since as
in the proof of the lemma 4.6, πp the endoscopic transfer of πp,1 and πp,2 has Langlands parameter
given by (φ1µ1(Frobp), · · · , φn1µ1(Frobp), φ
′
1µ2(Frobp), · · · , φ
′
n2µ2(Frobp)). By definition of χ
′, χ′p
corresponds to (πp,R). Thus χ
′
p = χp.
Thus we obtain a map, f = β ◦α : En1 ×En2 → En. Let ((π1,R1), (π2,R2)) be a point in En1 ×En2 ,
which corresponds to H1 ⊗H2 system of eigenvalue χ1 ⊗ χ2 in (M
′
k)
cl . Under the map α, χ1 ⊗ χ2
maps to H system of eigenvalue χ = (χ1⊗χ2)|H in (M
′
k)
cl. Under the map β, χ maps to H system
of eigenvalue χ′ = χ appearing in (Mk)
cl, which corresponds to (π,R), where π is the endoscopic
transfer of π1 and π2 and R = (µ1((Frobp)R1, µ2(Frobp)R2)).
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