In this paper, comparison of recognition rate on the basis of domination of vowel and consonant sound in Spoken Hindi Hybrid Paired Words (SHHPW) has been carried out, with 660 utterances as database; Linear Prediction Cepstral Coefficient (LPCC) is used as a feature extraction method and Artificial Neural Networks (ANN) as a classifier. It has been observed that Consonant dominated words provides better recognition rate as compared to vowel dominated words. Average recognition rate of 93.56% has been observed for the group with consonant dominated words on the considered data base.
INTRODUCTION
The speech is primary mode of communication among human being and also the most earthy and efficient form of interchanging information among human. Speech recognition by machine is one of the most interesting areas for research from last many decades. Basically speech recognition is the process of automatic extracting and finding out the linguistic information conveyed by a speech signal using computers [1] . Speech processing and recognition is intensive field of research due to the broad variety of applications. Speech recognition is involved in our daily life activities like mobile applications, weather forecasting, agriculture, healthcare, speech assisted computer games, telephone assistance systems, biometric recognition etc [2] . Scientists and researchers have been trying to develop software which can easily hear, understand and speak to the users [3] . Processing of speech signal can be categorized into three main parts, Speech recognition, which allows the machine to understand words, phrases and sentences that human speaks, Natural language processing, which allows the machine to understand the need of users, Speech synthesis, with the help of which machines can speak [4, 15] .
When a speaker speaks, the linguistic content, speaker characteristics (e.g. vocal tract length, shape and gender), speaking rate and acoustic surroundings, simultaneously affect the acoustics of the net spoken productivity [5] . Speech signal not only contain the meaning of a word but it will also contain the emotions which will play a major role in speech recognition [6] .
For development of robust speech systems there is a need to analyze and characterize the emotions present in the speech signal [7] . There is a unique category of words called as spoken words it is of different types such as short words, moderate words and long words [8] . But spoken words have an advantage over short and long words in terms of preprocessing time, misrecognition rate and requirement of large memory space for storing speech templates [9] . Gap between paired word act like a speech code and play significant role in recognition process [10, 17] . In Hindi isolated words ex-ek, then in this word there is no gap as in the case of Hindi connected words ex-haathi-godha-palki there is a gap available between every two words. This gap will act as a speech code and play a vital role in speech recognition. In Hindi connected words only Hindi language is used, to strengthen the speech code and to make it unique there is a requirement to use two languages instead of one. This concept will give a new category of words called as Spoken Hindi Hybrid Paired Words (SHHPW). There are several advantages of Spoken Hindi Hybrid Paired Words (SHHPW) over other words such as enhancement in security level, enhancement in information content as well as recognition rate [11] .
Organization of this paper is as follows. Section 2 explains the Spoken Hindi Hybrid Paired Words (SHHPW) database. Section 3 deals with feature extraction technique, i.e. Linear Prediction Cepstral Coefficient (LPCC). In section 4 Artificial Neural Networks (ANN) classifier is described. Section5 discusses the experimental works and results. Conclusion and future scope of the work has been derived in section 6. 
SPOKEN HINDI HYBRID PAIRED WORDS (SHHPW) DATABASE

FEATURE EXTRACTION
Feature extraction is the process of retaining important information of the speech signal while removing redundant and unwanted information. There are several properties of features such as high discrimination between sub-word classes, low speaker variability, invariableness to degradations in the speech signal due to noise and channel [23] . The goal with feature extraction is to attained and to comb out the speech signal into various acoustically recognizable components as well as to obtain a set of features with low rates of change in order to keep computations viable. Feature extraction can be subdivided into three basic operationsspectral analysis, parametric transformation and statistical modeling [24] . The complete succession of steps is summarized in the Figure 1 . 
Linear Prediction Cepstral Coefficients
LPCC has been ordinarily used in several speech recognition applications. The opinion behind LPCC is to model the human vocal tract by a digital all pole filter. The following Figure 2 . represents the process of LPCC algorithm.
Figure 2. Steps involved in LPCC algorithm
The very first step of the algorithm is pre-emphasis. The concept of pre-emphasis is to spectrally flatten out the speech signal and equalize the inherent spectral inclination in speech.
It is implemented by a first order Finite Impulse Response digital filter. The transfer function of the pre-emphasis digital filter can be shown by the following equation
Where is a constant and it is having a typical value of . The configuration of the windowing function is an essential parameter. Rectangular window is not prescribed due to several spectral deformations to the speech frames. Instead of rectangular window other windowing function should be considered. Hamming window is mainly preferred for windowing purpose. The shape of the vocal tract in human speech production leads the behavior of the sound being developed. 
SPEECH CLASSIFICATION
Artificial Neural Networks
Human brain is capable of face recognition, speech recognition and in other controlling activities (e.g. movement of body parts) [16] . It is capable of doing all these activities because of its effective use of its massive parallelism, the highly parallel computation structure and very fast information processing mechanism. Neurons are responsible for all these activities of human brain. The human brain is accumulation of more than 10 billion inter-connected neurons.
ANN are adaptive in nature where learning by examples replaces programming in solving problems [19] . ANN can process information in parallel, at a very high speed, and in a distributed manner. If the signal flows from inputs is considered and its neuron's outputs is defined as ( ) The output signal ( ) of neuron is defined by the following equation
Where is the weight vector and function ( ) is referred as an activation (transfer) function. A scalar product of the weights and input vectors is defined by variable ( )
Where is the transpose of a matrix. The basic architecture of a general neural network will be divided into three types of layers-input, hidden and output. The signal will flow stringently in a feed forward direction from input to output. Non linear separable classes are recognized by the extra layers. In this research work Multi Layer Perceptron network is used which consists, input, one or more hidden and output layers [14] .
Network and algorithm specifications
Two layer feed forward network is used with sigmoid output neurons. Various algorithms are used in ANN for classification purpose. For Data Division Function-Random Data Division Function (dividerand), for Training FunctionScaled Conjugate Gradient training function (trainscg) and for Performance Function-Mean Squared Error Performance (mse) are used [20] .
EXPERIMENTAL RESULTS
Group G1, G2 and G3 consists of 220 utterances of 10 different, vowels, consonants and equal number of vowel and consonant dominated Spoken Hindi Hybrid Paired Words respectively, recorded by 22 different speakers as mentioned in section 2.
Features of utterances belonging to different groups were extracted by using LPCC (of order 18) then these feature vectors were given as input to ANN classifier, where whole data was divided into three parts , 70% for training, 15% for validation and 15% for testing. In Figure 7 . Average recognition rate of 90.81%, 93.56% and 91.20% has been observed for G1, G2 and G3 respectively.
Average recognition rate is highest in case of Group 2(93.56%) and it is lowest in case of Group 1(90.81%). 
CONCLUSION AND FUTURE SCOPE
Experiment results of this paper suggest that, recognition rate of group with consonant dominated word is higher than that of group with vowel dominated words as well as group with equal number of vowel and consonant words. Recognition rate of consonant dominated group is 2.75% higher than that of vowel dominated group and 2.36% higher than that of group with equal number of vowels and consonants. Thus it was found that recognition rate can be increased by using database with consonant dominated word. ANN classifier provides good recognition rate. Other classifiers such as KNN, SVM and HMM etc. can be used as an extension of this study with increased database to achieve higher recognition rate. 
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