Abstract. We show that there is no simple (e.g. finite or countable) basis for the Borel graphs with infinite Borel chromatic number. In fact, it is proved that the closed subgraphs of the shift-graph on [N] N with finite Borel chromatic number form a Σ 1 2 -complete set. This answers a question of Kechris and Marks and strengthens several earlier results. We also formulate a general theorem that can be used to show that certain ideals of Borel sets are Σ 1 2 -hard and give a counterexample to the (lightface) ∆ 1 1 analogue of Hedetniemi's conjecture.
Introduction
A Borel graph G is a pair (X, E) where X is a Polish space and E ⊂ X 2 \ {(x, x) : x ∈ X} is a symmetric Borel set. The elements of X are called vertices, while the the pairs in E are called edges.
The study of Borel graphs and generalizations of classical graph theoretic notions to this context is a flourishing field. One of the most natural such notions is the so called Borel chromatic number introduced in [10] . For n ∈ {1, 2, . . . , ℵ 0 } a Borel graph G = (X, E) is said to have a Borel chromatic number n, in notation χ B (G) = n, if n is minimal such that there exists a Borel n-coloring of G, that is, there exist a Polish space Y and a Borel map c : X → Y so that xEy implies c(x) = c(y) and the size of the image of c is n. If χ B (G) ≤ n for every n ∈ {1, 2, . . . , ℵ 0 } then we say that G has uncountable Borel chromatic number.
How can the Borel chromatic number of a graph be decided? An obvious lower bound can be given if it contains a copy of a graph with a known Borel chromatic number. More precisely, we say that H is Borel below G, or H ≤ B G, if there exists a Borel map f from the vertex set of H to the vertex set of G that takes edges to edges. If moreover, f is a bijection and takes non-edges to non-edges as well, then H said to be Borel isomorphic to G, in notation H ≃ B G. It is clear that H ≤ B G implies χ B (H) ≤ χ B (G).
applications, for instance, it implies a large collection of dichotomies in descriptive set theory [11] .
Thus, it is very natural to ask, whether there exists an analogue of this dichotomy for graphs with infinite Borel chromatic number. The simplest nontrivial examples of graphs with countably infinite Borel chromatic number are the graphs defined by functions: let f : X → X be a Borel map, define G f = (X, E f ) by xE f y ⇐⇒ x = y and (f (x) = y or f (y) = x). It is not hard to see that for any f we have χ B (G f ) ≤ ℵ 0 .
One of the most interesting instances of graphs of this sort is the shift-graph on [N]
N (the collection of the infinite subsets of the natural numbers with the topology inherited from N N ). Define the shift-map by S(x) = x\min x and let G S = ([N] N , E S ). As mentioned above χ B (G S ) ≤ ℵ 0 and it follows form the Galvin-Prikry Theorem that for any finite cover of [N] N by Borel sets B 0 , . . . , B n there exists an i ≤ n and an x ∈ [N] N so that [x] N ⊂ B i , in other words, all infinite subsets of x are contained in B i . This of course implies χ B (G S ) = ℵ 0 .
Since G S is in some sense rather small (e.g. it is locally finite) but still has infinite Borel chromatic number and certain universality properties, one might wonder whether a graph G has infinite Borel chromatic number if and only if G S ≤ B G. Unfortunately, it is not hard to see that that the answer to this question is negative: the direct sum for n ∈ N of the complete finite graphs on n vertices is a counterexample. Another, much more general example to the failure of this type of basis results has been given by Conley and Miller [3] .
After this, there are several natural ways to proceed.
Firstly, we could restrict ourselves to a smaller class of graphs, and hope for a basis result in that class. For instance, Kechris, Solecki and Todorčević asked whether being Borel above G S characterizes the graphs with infinite Borel chromatic number of the form G f ? Or, it is also natural to consider the structure of the Borel/closed subgraphs of the shift-graph. For a Borel graph G = (X, E) and B ⊂ X let us denote by G| B the graph (X, E ∩ B 2 ). A negative answer to questions (1) and (2) has been given by Di Prisco and Todorčević [4] . Moreover, it has been shown recently by Pequignot [13] that (3) is false as well.
Secondly, one could hope for a different graph, or a countable basis instead of a one element basis: Question 1.2. (Kechris, Marks [9] ) Is there a sequence (G n ) n∈N of Borel graphs with χ B (G n ) < ∞ and χ B (G n ) unbounded such that for every Borel graph H with infinite Borel chromatic number and for every n we have that G n ≤ B H?
It follows from our results that the answer to all of these questions is negative. Roughly speaking, positive basis results typically imply that the complexity of the collection of the Borel graphs with infinite chromatic number (with an appropriate coding) is low and we will show that this is not the case, even for the closed subgraphs of G S .
A family A of graphs is called Σ 1 1 -parametrizable if there exist Polish spaces X, Y and a Σ 1 1 set E ⊂ X × Y 2 so that for any G ∈ A there exists an x ∈ X with G being Borel isomorphic to (Y, {(y, z) : (x, y, z) ∈ E}) and the set {x : (Y, {(y, z) : N so that
In particular, there is no one element basis, or countable basis in the sense of Question 1.2.
The paper is organized as follows. First we start with summarizing the most important facts and notations used in the proofs. Then in Section 3 we prove a general theorem that can be used for proving complexity results for ideals of Borel sets. Although in the proof effective methods are used, the theorem can be applied without familiarity with effective descriptive set theory, as done in Section 4 where we calculate the complexity of the collection of closed subgraphs of the shift-graph. Finally, we discuss a counterexample to the ∆ Acknowledgements. We would like to thank Benjamin Miller for the inspiring discussions, questions and for pointing out a way to prove the analytic-hardness of non-dominating sets using only classical tools (see Lemma 4.7). We are also very grateful to Slawomir Solecki, Alexander Kechris, and Márton Elekes for their help, valuable comments and suggestions.
Preliminaries and notations
For the collection of the finite, (resp. infinite) sequences of elements of a set A the notations A <N , (resp. A N ) will be used, while the countably infinite subsets of A are denoted by [A] N . If x ∈ A N and n ∈ N then x| n will stand for the sequence (x(i)) i<n .
Suppose that C ⊂ X ×Y for some Polish spaces X and Y . For such a set and x ∈ X as usual, C x will stand for {y ∈ Y : (x, y) ∈ C}, the vertical section of C. Following [1] we will use the notation C ∈ FBU if C has a full Borel uniformization, that is, it contains the graph of a total Borel function from X to Y . The standard notations Π 0 1 (X), ∆ 1 1 (X), Σ 1 1 (X) and Π 1 1 (X) will be used for the closed, Borel, analytic and coanalytic subsets of X. A coding of the Borel sets with nice properties has to be fixed, let BC(X) be a set of Borel codes and sets A(X) and C(X) with the properties summarized below:
• if P is a Polish space and B ∈ ∆ 1 1 (P × X) there exists a Borel map f : P → 2 N so that ran(f ) ⊂ BC(X) and for every p ∈ P we have A(X) f (p) = B p .
Similarly, there exists a so called good universal closed set for every Polish space as well:
so that if P is a Polish space and C ∈ Π 0 1 (P × X) then there exists a Borel map f : P → 2 N so that for every p ∈ P we have U
Notions and facts from effective descriptive set theory will be applied, however, the proofs can be understood using them as "black boxes".
The elements of uncountable recursively presented Polish spaces will be called reals and using ∆ We will use the following standard fact multiple times (see [12, 3H.1] ): if X is a recursively presented Polish space then there exists a set U ∈ Σ 1 1 (N × 2 N × X) so that for any q ∈ 2 N and A ∈ Σ 1 1 (X; q) there exists an n with U (n,q) = A. We collect the theorems of the effective theory used in the proof. Fact 2.3. For any reals r, p ∈ 2 N we have N with its increasing enumeration. As usually, x ≤ * y if |{n :
N is dominating if for any y ∈ [N] N there exists an x ∈ S with y ≤ * x. We will use the abbreviation y ≤ ∞ x for x ≤ * y.
Let Γ be a family of subsets of Polish spaces. A subset A of a Polish space X (and similarly for a standard Borel spaces) is Γ-hard, if for any A ′ ∈ Γ subset of a Polish space X ′ there exists a Borel map f :
For a graph G = (X, E) the Γ-measurable chromatic number or Γ chromatic number is defined analogously to the Borel chromatic number with requiring the coloring function to be Γ-measurable, and denoted by χ Γ (G). χ(G) stands for the (usual) chromatic number of the graph G. A set S ⊂ X will be called independent or E-independent if S 2 ∩ E = ∅. Note that if Γ is closed under finite unions for n < ℵ 0 the existence of a Γ-measurable n-coloring of the graph (X, E) is equivalent to the existence of a partition of X to n-many E-independent sets from Γ.
Finally, the Effros Borel space of the closed subsets of a Polish space X will be denoted by F (X).
General results
In this section we prove a general theorem about the complexity of certain ideals. Suppose that we have an ideal I on a Polish space X and a canonical map Ψ which assigns to each set in I the set of the witnesses of its smallness (e.g. the codes of the possible finite colorings). Suppose moreover that we put sets from the ideal "next to each other" i. e., consider a set A ⊂ P × X and we are interested whether the sections of A are small uniformly, that is, whether we can find witnesses of smallness in a Borel way (we will see later that in the case of graph colorings this is precisely equivalent to the existence of a finite coloring of the graph obtained by putting the graphs A s "next to each other"). How hard is it to decide the existence of such a uniform selection? The following theorem says, that if the ideal I is complicated enough then it is Σ 
1 in the following sense: there exists an uncountable Polish space P so that if A ∈ Σ 1 1 (P × X) and we define Ψ(A) to be
there exists an uncountable Polish space P so that for any A ∈ Σ 1 1 (P ) there exist a set B ∈ ∆ 1 1 (P × X) and a Σ 1 1 set D ⊂ Ψ(B) such that for every s ∈ P we have
Let Q be any uncountable Polish space and for a set B ∈ ∆
Property (2) might seem unnatural for the first sight. We argue however that this might come up rather frequently: suppose that one can prove that an ideal I is analytic-hard. A typical way of doing this is to pick any analytic set A ∈ Σ 1 1 (P ) and find a closed set D ⊂ P × N N with A = proj(D). Now, to prove that I is analytic hard, one constructs a set B ⊂ P × X so that B s ∈ I if s ∈ A and this is witnessed by every element of the set D s .
Remark 3.2. In our theorem the reason of the high complexity is the same phenomenon as in the complexity results of Adams and Kechris [1] . We believe that some of their results can be directly inferred from the above theorem. The first step in this direction would be to find a countable Borel equivalence relation E so that {E ′ : E ′ is a countable Borel equivalence relation and E ′ ≤ B E} is analytic-hard.
We start the proof with two easy observations. Lemma 3.3. The statement of Theorem 4.1 for X = Y = N N and Q = 2 N implies the theorem for any three uncountable Polish spaces X, Y, Q. Moreover, the statements (1c) and (2) for a Polish space P imply these statements for any other uncountable Polish space P ′ .
Proof. Suppose that X, Y, Q, P and I, J and Ψ are given as in the theorem. We start with the second part: fix a Borel bijection Φ P : P ′ → P , it is easy to see that applying (Φ P , id X ) to a A ′ ∈ Σ 1 1 (P ′ × X) and (Φ P , id X ) −1 to the sets B and D yields (1c) and (2) with P ′ as well.
Similarly, for the first statement fix Borel bijections Φ X :
) and I ′ and Ψ ′ satisfy the conditions of the theorem: for (2) if A ∈ Σ 1 1 (P ) is given, letting B and D be the sets provided by the assumption the sets
−1 (D) will be suitable choices. This yields a set B *
s ∈ J }, which finishes the proof. Now we prove the theorem for Q = 2 N and X = Y = N N (the reason of the choice X = Y = N N and Q = 2 N is only that it will be more convenient to easily make a distinction between spaces where the ideals live and spaces used only used for parametrization). Since effective methods are used, we need a relativized version of our conditions. Lemma 3.4. There exists a q 0 ∈ 2 N so that for any p ∈ 2 N and P recursively presented uncountable Polish space we have
Proof. Note first that if a q 0 is suitable for a recursively presented Polish space P then it is suitable for all of them: again, as in the proof of Lemma 3.3, we can use ∆ 1 1 bijections between these spaces to show that the appropriate set is Π 1 1 (p, q) in (1c)' and to obtain the desired sets in (2)'.
So we prove (1c)' and (2)
there exists an n with U (n,p) = A. Use properties (1c) and (2) 
where the latter is a Π
The proof of (2)' is similar: one starts with a set
there exists an n with U (n,p) = A. Now by (2) there exist B and D with the required properties, pick a q
Fix such a q 0 for the rest of the proof.
Lemma 3.5. There exists a set
Proof. By Property (2)' used for the complement of S, there exists a set (
(s,t) ∈ I. Now consider the set from Lemma 3.5. By property (2)' there exist a set
and by Property (1c
S and D S satisfy the requirements of the lemma. Clearly,
Suppose that (s, t) ∈ S. We will first show that (n, s, t) ∈ R: if (n, s, t) ∈ R then on the one hand (∃u ∈ ∆
On the other hand, (n, s, t) ∈ R ⇐⇒ (n, s, t) ∈ A ′ ⇐⇒ (n, s, t) ∈ A, so by the definition of B 1 we obtain B 1 (n,s,t) = N N and also
(s,t) ) which shows that if (s, t) ∈ S, then B S satisfies the conditions of the lemma. Moreover, (n, s, t) ∈ A, so by Property (1b) and the definition of D S we get . Now consider the set S = {(s, t) : (∃u ∈ ∆ 1 1 (q 0 , s, t))((s, u) ∈ S)}. Clearly, the set S is Π 1 1 (q 0 ) so we can apply Lemma 3.6 to get sets
We claim that for every s we have B * s ∈ J if and only if s ∈ C, which is clearly sufficient to prove the theorem.
Suppose that s ∈ C and for the contradiction that B * s ∈ J . By the definition of J this implies Ψ(B * s ) ∈ FBU, so let p ∈ 2 N be a parameter so that Ψ(B * s,t) ). This shows that Ψ(B * s ) ∈ FBU which finishes the proof of the theorem.
Consequences on graph colorings
In this section we apply the results of the previous one and prove Theorem 1.3.
Theorem 4.1. There exists a closed set
N such that the set {s :
From this theorem the main result will be straightforward. The next lemma reduces our task to produce a Borel set B ⊂ 2
Proof of Lemma 4.2. We start with an easy observation. Proof. The closedness under S and S −1 is clear from the definition. We claim that
It is easy to see that c is a 4-coloring of the set B s ∆B ′ s .
By Claim 4.3 we can suppose that for each s ∈ 2 N the set B s is closed under the shift and its inverse. We will construct the desired set C as the image of a Borel map defined on B that is shift-invariant on each vertical section of B.
Since B is a Borel set there exists a Π Let A n = {(s, x, m) : (s, x) ∈ B, x(0) = n}. We define a map Ψ 1 on the sets A n inductively. If Ψ 1 has been already defined on A 0 , . . . , A n and (s,
Note that for each s the map Ψ(s, ·) is a Borel map from B s to [N]
N : by our assumption B s is closed under the shift, so it is defined on B s and from the definition of Ψ 1 it follows that for any x we have Ψ 1 (s, x, x(0)) <
Claim 4.4. Suppose that (s n , x n ) n∈N is a sequence with elements in B converging to some (s, x) and for each i ∈ N and σ increasing finite sequence of numbers with max σ < S i (x)(0) we have that the sequence (φ(s n , σ
Proof. It is enough to show that for any such sequence and m ∈ N we have Ψ 1 (s n , x n , m) → Ψ 1 (s, x, m) (again, in the sense that (s, x, m) ∈ dom Ψ 1 ): applying this result for an i ∈ N to the sequence (s n , S i (x n )) we get the convergence of the ith coordinate of Ψ(s n , x n ).
Fix an m ∈ N. First, note that, as graph φ is a closed set, for any σ with max σ < x(0) the limit of (s n , σ ⌢ x n , φ(s n , σ ⌢ x n )) is in graph φ. So (s, σ ⌢ x) is in the domain of φ, consequently it is in the domain of Ψ as well, moreover φ(s n , σ ⌢ x n ) → φ(s, σ ⌢ x). Now, for any s * , x * the value of Ψ 1 (s * , x * , m) depends only on the values of s * | m , φ(s * , σ * ⌢ x * )| m for σ * with max σ * < x * (0) and x * (0). Thus, by the convergence of φ(s n , σ ⌢ x n )| m for every σ with max σ < x(0) we get that for every large enough n all these values will be the same as the respective values for s and x, so for such n's we have Ψ 1 (s, x, m) = Ψ 1 (s n , x n , m).
We continue the proof of the lemma. We claim that Ψ(B) is a closed set. In order to see this suppose that (s n , x n ) n∈N is a sequence in B so that Ψ(s n , x n ) is convergent. First note that the sequence (s n , x n ) n∈N converges: indeed, with a finite exception for every n the values of Ψ 1 (s n , x n , x n (0)) are the same, in particular so are the values of x n (0) and s n | xn(0) . Now, the same argument shows that for any i the values of S i (x n )(0) = x n (i) are constant and also (s n ) n∈N converges as n → ∞. Hence, the sequence (s n , x n ) n∈N converges to some (s, x).
We will show that Ψ(s n , x n ) → Ψ(s, x). By Claim 4.4 we have to check that for every σ and i ∈ N with max σ < S i (x)(0) we have that the sequence (φ(s n , σ ⌢ S i (x n ))) n∈N is convergent. Fix an m ∈ N and pick a large enough i with S i (x)(0) > m and an n 0 so that for every n > n 0 we have x n | i = x| i . By the backward closedness of the sections B sn we have that (s n , σ ⌢ S i (x n )) ∈ B for every n > n 0 . Moreover, by our assumption on the convergence of Ψ(s n , x n ) the values of Ψ 1 (s n , S i (x n ), S i (x n ))(0) are eventually the same. In particular, so is the value of the Ψ 0 (s n , S (i) (x n ), S (i) (x n ))(0). Thus, for any σ with max σ < S (i) (x)(0) we have the same φ(s n , σ ⌢ S (i) (x n ))| m for every n with a finite exception, which verifies the convergence of (φ(s n , σ ⌢ S (i) (x n ))) n∈N .
So, Ψ(B) is indeed closed, and for each s ∈ 2 N the map Ψ s is injective, Borel and shift-invariant on B s . Moreover, as from Ψ(s, x)(i) the value S i (x)(0) can be calculated, the inverse of Ψ s is also shift-invariant on the range. Therefore,
Thus, in order to show Theorem 4.1 it is enough to construct the required Borel set. This will be done in two steps. Let
First we will notice that G S contains an embedded copy of H and then using Theorem 3.1 we will show that the finitely chromatic Borel subsets of the graph H are already Σ 
Proof. Let A ⊂ [N]
N be a compact, perfect almost disjoint family. Fix a homeomorphism Φ 0 : 2 N → A and for (s,
It is clear from the fact that A is an almost disjoint family that this map is an isomorphism and a homeomorphism between H and ran(Φ).
We will use an observation of Di Prisco and Todorčević that says that the restrictions of the shift-graph to non-dominating subsets of [N] N have finite Borel chromatic number. In the latter part of the paper a uniform version of this statement is needed, so for the sake of completeness we include a proof of the uniform version. We will use the sets BC, A, C from Fact 2.1. Fix also a homeomorphism
Lemma 4.6. (Di Prisco, Todorčević, [4] ) There exists a Borel function f dom :
N for every i, and {y :
Proof. Fix a Borel 3-coloring of the shift-graph on 6 N (that is, G S 6 N = (6 N , S 6 N ) where S 6 N ((a 0 , a 1 , . . . )) = (a 1 , a 2 
Define a Borel map c as follows: if x(0) < y(0) and there exists an i with y(0) ≤ x(i) < y(1) let c(x, y) = (0, min{n : (∃i)(x(i) ≤ y(n), y(n + 1) < x(i + 1))} mod 2), if x(0) < y(0) and for every i we have that
We claim that for each i and x the section (B i ) x is E S -independent. Suppose that for some y and i we have y, S(y) ∈ (B i ) x . Then, as d was a coloring of the shift on 6 N and S 6 N ((c(S (j) (y))) j∈N ) = (c(S (j) (S(y)))) j∈N this is only possible if S 6 N ((c(S (j) (y))) j∈N ) = (c(S (j) (y))) j∈N , in particular, c(S(y)) = c(y). It is not hard to see using the definition of c and the fact that y ≤ ∞ x that this is impossible.
In order to finish the proof, we can use Fact 2.1 for B i to obtain Borel maps
N so that the set {s :
Proof. We check the applicability of Theorem 3.1, with
in other words, Ψ(A) contains the Borel codes of the Borel 3-colorings of A.
N be analytic and take a closed set
We show that the complement of B is F σ , hence B is Borel. For every σ ∈ N N that is eventually zero defineB σ = {(s, y) :
it is enough to show that eachB σ is closed. Let ((s m , y m ) ) m∈N ⊂B σ and suppose that (s m , y m ) → (s, y). Then for each m there exists an x m ≤ y m + σ so that (s m , x m ) ∈ F . For every fixed n we have that the set {m : (∃k ≤ n)(x m (k) > y(k) + σ(k))} is finite. Thus, by König's Lemma (x m ) m∈N contains a convergent subsequence, and its limit witnesses (s, y) ∈B σ . Let
where f dom is the function from Lemma 4.6. We will show that B and D satisfy Property (2) of Theorem 4.1, we have already seen that B is a Borel set and by definition D is analytic. Suppose that s ∈ A. Then for each x ′ ∈ F s we have B s (= {y : (∀x ≤ * y)(x ∈ F s )}) ⊂ {y : y ≤ ∞ x ′ }. Thus, by Lemma 4.6 B s ∈ I and D s = ∅. Moreover, if c ∈ D s then for some x ∈ F s we have f dom (x) = c with c = c 0 , c 1 , c 2 , again by Lemma 4.6 we have B s ⊂ {y :
N , which finishes the verification of property (2).
So, Theorem 3.1 is applicable and it yields a Borel set is Borel isomorphic to a subgraph of G S , so if it has finite Borel chromatic number then it has one ≤ 3 by [10] . Let B 0 , B 1 , B 2 witness this fact. Using Fact 2.1 there are Borel maps f 0 , f 1 , f 2 so that for any s ∈ 2 N we have that
For the converse suppose that Ψ(B * s ) has a Borel uniformization, f . Define
By the properties of the set BC the sets B i are Borel, and for each t the sets (B i ) t form a 3-coloring of H| B * 
Remark 4.8. In the proof of (2) in Lemma 4.7 we actually show that the collection of non-dominating G δ sets is Σ 1 1 -hard in the codes. The proof presented here is an alternate non-effective version of an unpublished result of Hjorth [7] . We would like to mention here that more is true: even the collection of non-dominating closed sets is Σ We conclude this section with proving our main result, Theorem 1.3. In order to formulate the precise statement we use the set U 
2 -complete, more precisely, the sets In order to show the statement that talks about the closed sets with the Effros Borel space we state a general lemma which essentially follows from the work of Sabok [14] .
Lemma 4.10. Suppose that P is a property of closed subsets of N N and there exists a closed set C ⊂ 2 N × N N so that {x ∈ 2 N : C x has P } is Σ 
, which is obvious.
Proof of Theorem 1.3. In (1) and (2) the fact that the sets are Σ 1 2 can be easily seen directly, similarly to (*). Moreover, Lemma 4.10 and the fact that N N is homeomorphic to [N] N shows that (1) implies (2).
Take the set C from Theorem 4.1. For (1) notice that by Fact 2.2 there exists a map f : 2 N → 2 N so that for any s we have U
, which shows that the former set is Σ 1 2 -complete.
For the last statements, suppose that such collection of A i 's exists with the appropriate parametrizations
It is not hard to show using [8, Theorem 18.10] that the latter set is Π 1 2 . This contradicts the choice of C.
Relation to Hedetniemi's conjecture and open problems
In this section we collect several open problems and discuss the relation of our results to Hedetniemi's conjecture.
Let G = (X, E) and G ′ = (X ′ , E ′ ) be Borel graphs. The product of the graphs G and
. It is clear that G × G ′ is a Borel graph and note also that
The classical Hedetniemi's conjecture is the above statement for finite graphs (and thus with usual chromatic numbers). Clearly, the Borel version of the conjecture for graphs with finite Borel chromatic numbers implies the classical one. However, there are substantial differences between the Borel and classical cases for infinite chromatic numbers.
On the one hand, note that if for some graph
gives a lower bound for the value χ B (G ×G ′ ). For instance, the G 0 -dichotomy implies Hedetniemi's Conjecture for graphs of Borel chromatic number > ℵ 0 .
On the other hand, it has been proved by Hajnal [6] that there exist graphs G and
Note also that a compactness argument implies that if χ(G) = ℵ 0 and χ(G ′ ) = n then the conjecture holds.
Concerning the conjecture for finite graphs it is known that for any n > 2 there are graphs with chromatic number n and arbitrarily high odd girth, thus, there is no finite graph H with χ(H) = n that would admit a homomorphism to each finite G with χ(G) ≥ n. So, Hedetniemi's conjecture cannot be solved by a basis result in the collection of finite graphs (see e. g. [15] ). However, we would like to remark that the finite conjecture is in fact equivalent to a basis result if we are allowed to consider infinite graphs and the right notion of chromatic number:
) i∈N be an enumeration of all the finite graphs with chromatic number n. Let G ∞ be their infinite product, that is,
. . ) if and only if for every i ∈ N we have v i E i v ′ i . G ∞ is a Borel graph with a closed edge relation and it is not hard to see that Hedetniemi's conjecture for n implies that G ∞ has clopen chromatic number n. Conversely, since G ∞ admits a continuous homomorphism into each G i , if the clopen chromatic number of G ∞ is n, then Hedetniemi's conjecture holds for n.
Unfortunately, it is not clear whether it is possible to turn antibasis results to counterexamples to the Borel version of Hedetniemi's conjecture. But, if one considers ∆ Note now that for every x ∈ C ′ clearly B ⊂ {y : y ≤ ∞ x}. Thus, by (the lightface version of) Lemma 4.6 we get that for each x ∈ C ′ the graph G S | B admits a ∆ On the other hand we don't know whether the idea of Proposition 5.2 can be turned to a counterexample to the Borel version Hedetniemi's conjecture. A fundamental tool for the investigation of Hedetniemi's conjecture is the n-coloring graph C n (G) of a graph G defined by El-Zahar and Sauer [5] . It is not clear, however, whether there exist analogous well-behaving objects for Borel graphs.
Problem 5.5. Let G be a Borel graph. Define a graph C n (G) of n-colorings of G for which the results of El-Zahar and Sauer [5] can be generalized.
One could hope for a positive result after excluding the sort of examples constructed in this paper. More precisely, our example can be viewed as follows: a smooth equivalence relation E has been constructed so that there are no E S edges between the classes (in other words E is a smooth super-equivalence relation of a restriction of E 0 to some Borel set) and each E class has finite Borel chromatic number, but the union of E classes has infinite Borel chromatic number. Note also that such a graph still has a Σ N be an E 0 -invariant Borel set (that is, it is the union of E S connected components).
(1) Suppose that there is no smooth super-equivalence relation E of E 0 | B so that for every x ∈ B we have χ B (G S | [x]E ) < ∞. Does G S ≤ B G S | B hold? (2) (PD) Can we formulate basis results for graphs without finite "definable" colorings? For instance, suppose that the graph G S | B has no projective finite coloring. Does G S ≤ B G S | B hold?
