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Abstract
The Euclidean action with acceleration has been analyzed in [1],
hereafter cited as reference I, for its Hamiltonian and path integral. In
this paper, the state space of the Hamiltonian is analyzed for the case
when it is pseudo-Hermitian (equivalent to a Hermitian Hamiltonian),
as well as the case when it is inequivalent. The propagator is computed
using both creation/destruction operators as well as the path integral.
A state space calculation of the propagator shows the crucial role
played by the dual state vectors that yields a result impossible to
obtain from a Hermitian Hamiltonian acting on a Hilbert space. When
it is not pseudo-Hermitian, the Hamiltonian is shown to be a direct
sum of Jordan blocks.
1
1 Introduction
The action with acceleration arises in many different problems and provides
a new class of quantum mechanical systems; the action in Euclidean time is
discussed in paper I. The state space of a single quantum particle described
by the acceleration action is function of two distinct degrees of freedom,
namely velocity v and position x, with the two being related by a constraint
equation; the state vector is given by ψ(x, v), quite unlike a quantum particle
with an action having only the velocity term (without acceleration) for which
the state vector is given by ψ(x).
Pseudo-Hermitian Hamiltonians have been studied in [4], [5]. The anal-
ysis of the Euclidean Hamiltonian is a continuation of the ground-breaking
analysis of Bender and Mannheim [2], [3] for Minkowski time; the Euclidean
case has some new features that are absent for Minkowski time, the most
important being the positivity of the Euclidean state space.
The paper is organized as follows. In Section 2 the equivalent simple
harmonic oscillator H0 is defined for Euclidean Hamiltonian H ; in Section 3
all the eigenfunctions of H and H† are obtained; in Section 4 a few of the
excited states H as well as their duals states; in Section 5 the propagator is
derived using the creation and destruction operators and in Section 6 a state
space derivation is given. The case of the Hamiltonian being inequivalent to
a Hermitian Hamiltonian is analyzed in Sections 7 to 12 and is shown to be
described by Jordan blocks.
2
2 Eigenfunctions of Oscillator Hamiltonian H0
The Euclidean version of the acceleration Hamiltonian [3] is given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+
γ
2
(ω21 + ω
2
2)v
2 +
γ
2
ω21ω
2
2x
2 (1)
Note H is a symmetric function of ω1, ω2; we choose ω1 > ω2.
The equivalent Hermitian Hamiltonian HO is given by the following
H = eQ/2HO e
−Q/2 ; H† = e−Q/2HO e
Q/2 (2)
HO = − 1
2γ
∂2
∂v2
− 1
2γω21
∂2
∂x2
+
γ
2
ω21v
2 +
γ
2
ω21ω
2
2x
2 (3)
where the similarity transformation
Q = axv − b ∂
2
∂x∂v
(4)
has coefficients, from Paper I, given for ω1 > ω2 by
√
a
b
= γω1ω2; sinh(
√
ab) =
2ω1ω2
ω21 − ω22
⇒
√
ab = ln
(
ω1 + ω2
ω1 − ω2
)
(5)
The Hamiltonian H is pseudo-Hermitian as long as there is a well defined
similarity transformation Q. The similarity transformation becomes singular
for ω1 = ω2 and H becomes inequivalent to a Hermitian Hamiltonian; this
case is studied in detail in Sections 7 to 12.
The Euclidean Hamiltonian has two distinct and independent state spaces’,
namely the state space V of the non-Hermitian Hamiltonian H and the state
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space of the Hermitian Hamiltonian HO, namely VO [2], [3].
Both the oscillator state space VO and the acceleration state space V have
a completeness equation given by
I =
∫
dxdv|x, v〉〈x, v| (6)
The oscillator structure of H0 yields two sets of creation and destruction
operators, given by the following
av =
√
γω1
2
[
v +
1
γω1
∂
∂v
]
; a†v =
√
γω1
2
[
v − 1
γω1
∂
∂v
]
ax =
√
γω21ω2
2
[
x+
1
γω21ω2
∂
∂x
]
; a†x =
√
γω21ω2
2
[
x− 1
γω21ω2
∂
∂x
]
⇒ [av, a†v] = 1 = [ax, a†x] ; [ax, a†v] = 0 = [ax, av]
The creation operators a†v, a
†
x are the Hermitian conjugate of the destruction
operators av, ax.
From above
v =
√
1
2γω1
(av + a
†
v) ;
∂
∂v
=
√
γω1
2
(av − a†v) (7)
x =
√
1
2γω21ω2
(ax + a
†
x) ;
∂
∂x
=
√
γω21ω2
2
(ax − a†x)
The oscillator Hamiltonian, from Eq. 3, is given by
HO = ω1a
†
vav + ω2a
†
xax +
1
2
(ω1 + ω2) (8)
The vacuum is defined, as usual, by requiring that there be no excitations,
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namely
av|0, 0〉 = ax|0, 0〉 = 0
HO|0, 0〉 = E0|0, 0〉 ; E0 = 1
2
(ω1 + ω2)
The coordinate representation of the oscillator vacuum state is given by
〈x, v|0, 0〉 =
(
γ2ω31ω2
π2
)1/4
exp{−1
2
[γω1v
2 + γω21ω2x
2]}
The energy eigenfunctions |n,m〉 and the dual eigenfunctions 〈n,m| have
eigenenergies Enm are given by
H0|n,m〉 = Enm|n,m〉 ; 〈n,m|H0 = Enm〈n,m|
|n,m〉 = a
†n
v√
n!
a†mx√
m!
|0, 0〉 ; 〈x, v|m,n〉 = 〈m,n|x, v〉 : real (9)
Enm = nω1 +mω2 + E0 = nω1 +mω2 +
1
2
(ω1 + ω2) (10)
satisfy the orthonormality equation
〈n′, m′|n,m〉 = δn−n′δm−m′ (11)
Hence, the spectral representation of HO is given by
HO =
∑
mn
Emn|m,n〉〈m,n| (12)
All the state vectors for H0 have been defined entirely on state space VO
with no reference to state space V of Euclidean Hamiltonian H .
5
3 Eigenfunctions of H and H†
The left and right eigenfunctions of H are different since H is non-Hermitian;
denote the right eigenfunctions by |Ψmn〉 and left dual eigenfunctions by
〈ΨDmn|. The notation 〈ΨDmn| denotes the dual of the state |Ψmn〉 to differ-
entiate it from the state 〈Ψmn| that is obtained from |Ψmn〉 by complex
conjugation.
The energy eigenfunctions of Hamiltonian H , from Eq. 2 are given by
Eq. 3 yields
H|Ψmn〉 = Enm|Ψmn〉 ; |Ψmn〉 = eQ/2|m,n〉
〈ΨDmn|H = Enm〈ΨDmn| ; 〈ΨDmn| = 〈m,n|e−Q/2 = 〈Ψmn|e−Q (13)
Since the eigenfunctions of H0 are complete, the completeness equation for
the Hilbert space on which the pseudo-Hermitian Hamiltonian H acts on is
given by
I =
∞∑
m,n=1
|Ψmn〉〈ΨDmn| =
∞∑
m,n=1
|Ψmn〉〈Ψmn|e−Q (14)
For many of the computations, it is convenient to separate out the overall
normalization constants of the eigenfunctions. Define
|Ψmn〉 = Nmn|ψmn〉 ; 〈ΨDmn| = Nmn〈ψDmn|
〈ΨDmn|Ψmn〉 = N2mn〈ψDmn|ψmn〉 = 1 ; Nmn = N∗mn > 0 : real; positive (15)
All the states |m,n〉 are real, as are all the matrix elements of eQ/2 given in
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Paper I; hence the coordinate representations of |Ψmn〉 are real and given by
Ψmn(x, v) = 〈x, v|Ψmn〉 = Ψ∗mn(x, v) : real (16)
It can be directly verified by applying H given in Eq. 1, that the vacuum
state and its dual are given by
Ψ00(x, v) = 〈x, v|Ψ00〉 = 〈x, v|eQ/2|0, 0〉
= N00 exp
{
−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 − γω1ω2xv
}
(17)
ΨD00(x, v) = 〈ΨD00|x, v〉 = 〈0, 0|e−Q/2|x, v〉 = 〈x, v|e−Q/2|0, 0〉
= N00 exp{−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 + γω1ω2xv} (18)
⇒ 〈ΨD00|Ψ00〉 = 1 ⇒ N00 = (ω1ω2)1/4
√
γ
π
(ω1 + ω2) (19)
One can write the completeness equation in the following manner
I =
∞∑
m,n=1
|ψmn〉N2mn〈ψDmn| =
∞∑
m,n=1
|ψmn〉N2mn〈ψmn|e−Q (20)
The completeness equation above in Eq. 20 reflects one major difference
between the Euclidean and Minkowski formulation of this model. In the
Minkowski case, for ω1 > ω2, the Minkowski normalization constants N˜mn
(differing by ± signs from the corresponding Euclidean coefficients) can
be both negative or positive. Extra coefficients, called cn by Bender and
Mannheim [2], need to introduced in the completeness equation by hand,
in addition to N˜mn – to compensate for the coefficients N˜mn that have a
negative sign.
7
The Minkowski velocity is transformed to a pure imaginary Euclidean
velocity and this leads to a state space for the Euclidean Hamiltonian that
has all positive norm eigenstates. There is no need for any extra coefficients in
the Euclidean formulation and the Minkowski coefficients cn can be recovered
from the Euclidean state space by analytically continuing back to Minkowski
time. The Euclidean completeness equation is completely determined by
positive norm state vectors.
From Eqs. 3 and 12, the Hamiltonian H has the following spectral de-
composition
〈x, v|H|x′, v′〉 = 〈x, v|eQ/2HO e−Q/2|x′, v′〉 (21)
=
∑
mn
Emn〈x, v|eQ/2|m,n〉〈m,n|e−Q/2|x′, v′〉 (22)
=
∑
mn
EmnΨmn(x, v)Ψ
D
mn(x
′, v′) (23)
As mentioned earlier, unlike the case for a Hermitian Hamiltonian, for the
non-Hermitian case the dual eigenfunction 〈ΨD| is not the complex conjugate
of |Ψ〉. The dual eigenstates ΨDmn(x, v) are given by
〈ΨDmn| = 〈m,n|e−Q/2 (24)
ΨDmn(x, v) = 〈ΨDmn|x, v〉 = 〈m,n|e−Q/2|x, v〉 (25)
To obtain the matrix element of a non-Hermitian operator, note that all
operators are defined by their action only on the dual space. This fact is
un-important for Hermitian operators since acting on the state space or its
dual space is equivalent but this is not true for non-Hermitian operators,
8
since the result depends on which space the operators act on.
The matrix elements of operator Oˆ(x, v, ∂x, ∂v) is defined by the following
〈x, v|Oˆ|Ψ〉 = Oˆ(x, v, ∂x, ∂v)Ψ(x, v) (26)
The matrix element of the operator Oˆ(x, v, ∂x, ∂v) acting on the dual state
vector 〈Ψ| is given in terms of the conjugate operator Oˆ†(x, v, ∂x, ∂v) as fol-
lows
〈Ψ|O|x, v〉∗ ≡ 〈x, v|O†|Ψ〉 = O†(x, v, ∂x, ∂v)Ψ(x, v) (27)
Hence, the Hamiltonian H has the following spectral decomposition
〈x, v|H|x′, v′〉 =
∑
mn
EmnΨmn(x, v)Ψ
D
mn(x
′, v′) (28)
Since ΨDmn = (Ψ
D
mn)
∗, the matrix element 〈ΨDmn|H|x, v〉 of the dual eigen-
function 〈ΨDmn| is given as follows
〈ΨDmn|H|x, v〉∗ = 〈x, v|H†|ΨDmn〉 = H†ΨDmn(x, v) (29)
Note from the general form of the Hamiltonian H , we have that
H†(x, v, ∂/∂v, ∂/∂) = H(x,−v,−∂/∂v, ∂/∂x) (30)
= H(−x, v, ∂/∂v,−∂/∂x) (31)
The only difference between ΨDmn(x, v) and Ψmn(x, v) is that v → −v or
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x→ −x. Since all the eigenfunctions are real, one obtains the general result
that
ΨDmn(x, v) =


Ψmn(x,−v)
or
Ψmn(−x, v)
(32)
and it follows that
H†ΨDmn(x, v) = H
†Ψmn(x,−v) = EmnΨmn(x,−v)
or
H†ΨDmn(x, v) = H
†Ψmn(−x, v) = EmnΨmn(−x, v)
The rules for conjugation choose the dual eigenvectors precisely in a man-
ner that guarantees that 〈ΨDmn|Ψmn〉 = 1 as in Eq. 15 and yields a positive
norm (Hilbert) state space for the pseudo-Hermitian Hamiltonian H .
4 Excited states of H
Recall from Eq. 1 that the Hamiltonian is given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+
γ
2
(ω21 + ω
2
2)v
2 +
γ
2
ω21ω
2
2x
2 (33)
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and from Eq. 3
e−Q/2HeQ/2 = HO
= − 1
2γ
∂2
∂v2
− 1
2γω21
∂2
∂x2
+
γ
2
ω21v
2 +
γ
2
ω21ω
2
2x
2
To illustrate the general features of the eigenfunctions, the first few eigen-
functions are evaluated. Recall that
a†v =
√
γω1
2
(
v − 1
γω1
∂
∂v
)
(34)
a†x =
√
γω21ω2
2
(
x− 1
γω21ω2
∂
∂x
)
(35)
In general, one can find the explicit co-ordinate representation of any
eigenfunction by the following procedure
Ψnm(x, v) = 〈x, v|eQ/2|m,n〉 = 〈x, v|eQ/2
{
a†nv√
n!
a†mx√
m!
}
|0, 0〉
= 〈x, v|eQ/2 a
†n
v√
n!
a†mx√
m!
e−Q/2eQ/2|0, 0〉
= eQ/2
a†nv√
n!
a†mx√
m!
e−Q/2Ψ00(x, v) (36)
where, using Eqs. 41 and 48 given below, one can explicitly evaluate
eQ/2a†nv a
†m
x e
−Q/2 =
(
eQ/2a†ve
−Q/2
)n (
eQ/2a†xe
−Q/2
)m
(37)
11
4.1 Energy ω1 eigenstate Ψ10(x, v)
The single ω1 excitation energy eigenstate state is the following
Ψ10(x, v) = 〈x, v|eQ/2
{
a†v|0, 0〉
}
= 〈x, v|eQ/2a†ve−Q/2eQ/2|0, 0〉
⇒ Ψ10(x, v) = eQ/2a†ve−Q/2Ψ00(x, v) (38)
The fundamental similarity transformation given in Eq. 4 yields, using
the results from Paper I, the following
eQ/2ve−Q/2 = Av − B
C
∂
∂x
eQ/2
∂
∂v
e−Q/2 = A
∂
∂v
− BCx (39)
with the coefficients functions being given by
A =
ω1√
ω21 − ω22
; B =
ω2√
ω21 − ω22
; C = γω1ω2 (40)
Hence, from Eq. 34
eQ/2a†ve
−Q/2 =
√
γω1
2
eQ/2
[
v − 1
γω1
∂
∂v
]
e−Q/2
=
√
γω1
2
[
Av +
BC
γω1
x− B
C
∂
∂x
− A
γω1
∂
∂v
]
⇒ eQ/2a†ve−Q/2 =
√
γω1
2(ω21 − ω22)
[
ω1v + ω
2
2x−
1
γω1
∂
∂x
− 1
γ
∂
∂v
]
(41)
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Hence, from Eqs. 38 and 41
Ψ10(x, v) =
√
γω1
2(ω21 − ω22)
[
ω1v + ω
2
2x−
1
γω1
∂
∂x
− 1
γ
∂
∂v
]
Ψ00(x, v)
Using the explicit representation of the vacuum state Ψ00(x, v) given in Eq.
17 yields the final result
Ψ10(x, v) =
√
2γω1
ω21 − ω22
(ω1 + ω2) [v + ω2x] Ψ00(x, v) (42)
The dual energy eigenstate is defined by
〈ΨD10|x, v〉 = 〈1, 0|e−Q/2|x, v〉 = 〈0, 0|ave−Q/2|x, v〉
Using the rule for conjugate operators given in Eq. 27 yields
〈ΨD10|x, v〉∗ = 〈x, v|e−Q/2a†v|0, 0〉 = 〈x, v|e−Q/2a†veQ/2e−Q/2|0, 0〉
⇒ ΨD10(x, v) = 〈x, v|ΨD10〉 = e−Q/2a†veQ/2ΨD00(x, v) (43)
Note all the eigenfunctions are real, and in particular 〈x, v|ΨD10〉 = 〈ΨD10|x, v〉 =
ΨD10(x, v) and 〈x, v|ΨD00〉 = 〈ΨD00|x, v〉 = ΨD10(x, v).
Similar to the derivation of Eq. 41, one obtains the following
e−Q/2a†ve
Q/2 =
√
γω1
2(ω21 − ω22)
[
ω1v − ω22x+
1
γω1
∂
∂x
− 1
γ
∂
∂v
]
(44)
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and, from Eq. 43, yields the dual eigenfunction
ΨD10(x, v) =
√
γω1
2(ω21 − ω22)
[
ω1v − ω22x+
1
γω1
∂
∂x
− 1
γ
∂
∂v
]
ΨD00(x, v)
Using the explicit representation of the vacuum state ΨD00(x, v) given in Eq.
18 yields the final result
ΨD10(x, v) =
√
2γω1
ω21 − ω22
(ω1 + ω2) [v − ω2x] ΨD00(x, v) (45)
4.2 Energy ω2 eigenstate Ψ01(x, v)
The one ω2 excitation energy eigenstate is given by the following.
Ψ01(x, v) = 〈x, v|eQ/2
{
a†x|0, 0〉
}
= 〈x, v|eQ/2a†xe−Q/2eQ/2|0, 0〉
⇒ Ψ01(x, v) = eQ/2a†xe−Q/2Ψ00(x, v) (46)
The similarity transformation given in Paper I yields the following
eQ/2xe−Q/2 = Ax− B
C
∂
∂v
eQ/2
∂
∂x
e−Q/2 = A
∂
∂x
− BCv (47)
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Hence, from Eq. 35
eQ/2a†xe
−Q/2 =
√
γω21ω2
2
eQ/2
[
x− 1
γω21ω2
∂
∂x
]
e−Q/2
=
√
γω21ω2
2
[
Ax+
BC
γω21ω2
v − B
C
∂
∂v
− A
γω21ω2
∂
∂x
]
⇒ eQ/2a†xe−Q/2 =
√
γω2
2(ω21 − ω22)
[
ω2v + ω
2
1x−
1
γω2
∂
∂x
− 1
γ
∂
∂v
]
(48)
Hence, from Eqs. 46 and 48
Ψ01(x, v) =
√
γω2
2(ω21 − ω22)
[
ω2v + ω
2
1x−
1
γω2
∂
∂x
− 1
γ
∂
∂v
]
Ψ00(x, v)
Using the explicit representation of the vacuum state Ψ00(x, v) given in Eq.
17 yields the final result
Ψ01(x, v) =
√
2γω2
ω21 − ω22
(ω1 + ω2) [v + ω1x] Ψ00(x, v) (49)
The dual energy eigenstate, similar to Eq. 43, is defined by
ΨD01(x, v) = e
−Q/2a†ve
Q/2e−Q/2ΨD00(x, v) (50)
Eqs. 35 and 47 yield
e−Q/2a†xe
Q/2 =
√
γω2
2(ω21 − ω22)
[
−ω2v + ω21x−
1
γω2
∂
∂x
+
1
γ
∂
∂v
]
(51)
Using the explicit representation of the vacuum state ΨD00(x, v) given in Eq.
15
18 and from Eq. 50 yields the dual eigenfunction
ΨD01(x, v) =
√
2γω2
ω21 − ω22
(ω1 + ω2) [−v + ω1x] ΨD00(x, v) (52)
We collect the results for the first two one excitation states; the normal-
ization constants are separated out for later convenience; using the value of
N00 given in Eq. 19 yields the following
Ψ10(x, v) = N10 [v + ω2x]ψ00(x, v) ; Ψ
D
10(x, v) = N10 [v − ω2x]ψD00(x, v)
Ψ01(x, v) = N01 [v + ω1x]ψ00(x, v) ; Ψ
D
01(x, v) = N01 [−v + ω1x]ψD00(x, v)
N10 = γ
√
2
(ω1 + ω2)√
π(ω1 − ω2)
ω
3/4
1 ω
1/4
2 ; N01 = γ
√
2
(ω1 + ω2)√
π(ω1 − ω2)
ω
1/4
1 ω
3/4
2
E10 = ω1 + E00 ; E01 = ω2 + E00 (53)
The eigenstates are orthogonal and normalized, namely
〈ΨD10|Ψ10〉 = 1 = 〈ΨD01|Ψ01〉 ; 〈ΨD10|Ψ01〉 = 0
Note the remarkable result that under a duality transformation, the dual
eigenstates have a transformation that depends on the eigenstate; in partic-
ular
ΨD10(x, v) = Ψ10(−x, v)
ΨD01(x, v) = Ψ01(x,−v) (54)
This feature generalizes to all the energy eigenstates and guarantees that the
16
state space, for ω1 > ω2, always has a positive norm.
The first two energy eigenstates of the pseudo-Hermitian Hamiltonian H
are the first excitation of the position degree of freedom x, given by Ψ01 and
the velocity degree of freedom v, given by Ψ10. In the limit of ω1 → ω2,
the eigenstates Ψ01 and Ψ01 become degenerate. This important property of
the energy eigenspectrum will be studied in some detail when the limit of
ω1 → ω2 is Section 7.
5 Propagator: ω1 > ω2
The infinite time path integral is given by
Z = lim
T→∞
tr
(
e−TH
)
=
∫
DxeS
S = −1
2
γ
∫ +∞
−∞
dt
[
x¨2 + (ω21 + ω
2
2)x˙
2 + ω21ω
2
2x
2
]
The propagator is given by the path integral
G(τ) =
1
Z
∫
DxeSx(t)x(t′) (55)
The acceleration action is a quadratic functional of the paths x(t) and can be
evaluated exactly. Define the Fourier transformed variables that diagonalize
the action, namely
x(t) =
∫ +∞
−∞
dk
2π
eikxxk (56)
⇒ S = −1
2
γ
∫ +∞
−∞
dk
[
k4 + (ω21 + ω
2
2)k
2 + ω21ω
2
2
]
x−kxk (57)
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Using Gaussian path integration yields
G(τ) =
1
γ
∫ +∞
−∞
dk
2π
eik(t−t
′)
(k2 + ω21)(k
2 + ω22)
=
1
2γ
1
ω21 − ω22
[
e−ω2τ
ω2
− e
−ω1τ
ω1
]
; τ = |t− t′| (58)
where the last equation has been obtained using counter integration.
Constructing the propagator by inserting the complete set of states yields
a realization of the propagator in terms of the state space and Hamiltonian.
The state space definition of the propagator is given by
G(τ) = lim
T→∞
1
Z
tr
(
e−(T−τ)Hxe−τHx
)
; τ = |t− t′|
Note that
lim
T→∞
e−TH ≃ e−TE0|Ψ00〉〈Ψ00|e−Q = e−TE0eQ/2|0, 0〉〈0, 0|e−Q/2
tr(e−TH) ≃ e−TE0
Since
H = eQ/2HOe
−Q/2 ; |Ψ00〉 = eQ/2|0, 0〉 ; 〈Ψ00| = 〈0, 0|eQ/2
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the propagator is given by
G(τ) = lim
T→∞
1
Z
tr
(
e−(T−τ)Hxe−τHx
)
; τ = |t− t′|
= 〈Ψ00|e−Qxe−τ(H−E0)x|Ψ00〉 (59)
= 〈0, 0|e−Q/2xeQ/2e−τ(H0−E0)e−Q/2xeQ/2|0, 0〉 (60)
From Paper I
e−Q/2xeQ/2 = Ax+ BC
∂
∂v
= A
√
1
2γω21ω2
(ax + a
†
x) +BC
√
γω1
2
(av − a†v) (61)
Hence, from Eq. 61
e−Q/2xeQ/2|0, 0〉 = A
√
1
2γω21ω2
|0, 1〉 − BC
√
γω1
2
|1, 0〉
〈0, 0|e−Q/2xeQ/2 = A
√
1
2γω21ω2
〈0, 1|+BC
√
γω1
2
〈1, 0| (62)
Eq. 60 yields
G(τ) = A2
1
2γω21ω2
〈0, 1|e−τ(H0−E0)|0, 1〉 − (BC)2γω1
2
〈1, 0|e−τ(H0−E0)|1, 0〉
=
1
2γω21ω2
A2e−ω2τ − γω1
2
(BC)2e−ω1τ
Note that all the operators and state functions in equation above are defined
solely in state space V0. However, the coefficients of the various matrix
elements, in particular the negative sign on the second matrix element, are a
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result of the properties of state space V and could not have been generated
by working solely in Hilbert space V0.
Eq. 40 yields
A2 =
ω21
ω21 − ω22
(BC)2 =
1
γ2ω21ω
2
2
· ω
2
2
ω21 − ω22
=
1
γ2ω21
· 1
ω21 − ω22
Hence, collecting all the results yields the expected result that
G(τ) =
1
2γ
1
ω21 − ω22
[
e−ω2τ
ω2
− e
−ω1τ
ω1
]
(63)
6 Propagator: state space for ω1 > ω2
Recall from Eq. 59, that the propagator is given by
G(τ) = 〈Ψ00|e−Qxe−τ(H−E0)x|Ψ00〉
= 〈ΨD00|xe−τ(H−E0)x|Ψ00〉 (64)
The completeness equation for H , from Eq. 14, is given by
I =
∞∑
m,n=1
|Ψmn〉〈ΨDmn| (65)
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and yields, from Eq. 64, the following
G(τ) =
∞∑
m,n=1
〈ΨD00|xe−τ(H−E0)|Ψmn〉〈ΨDmn|x|Ψ00〉
= e−τω1〈ΨD00|x|Ψ10〉〈ΨD10|x|Ψ00〉+ e−τω2〈ΨD00|x|Ψ01〉〈ΨD01|x|Ψ00〉 (66)
= e−τω1G1(τ) + e
−τω2G2(τ) (67)
The vacuum state and its normalization, from Eq. 18, is the following
Ψ00(x, v) = N00ψ00(x, v) ; Ψ
D
00(x, v) = Ψ00(x,−v) = Ψ00(−x, v)
ψ00(x, v) = exp{−γ
2
(ω1 + ω2)ω1ω2x
2 − γ
2
(ω1 + ω2)v
2 − γω1ω2xv}
N00 = (ω1ω2)
1/4
√
γ
π
(ω1 + ω2)
Recall from Eq. 53, the following
Ψ10(x, v) = N10 [v + ω2x]ψ00(x, v) ; Ψ
D
10(x, v) = N10 [v − ω2x]ψD00(x, v)
Ψ01(x, v) = N01 [v + ω1x]ψ00(x, v) ; Ψ
D
01(x, v) = N01 [−v + ω1x]ψD00(x, v)
N10 = γ
√
2
(ω1 + ω2)√
π(ω1 − ω2)
ω
3/4
1 ω
1/4
2 ; N01 = γ
√
2
(ω1 + ω2)√
π(ω1 − ω2)
ω
1/4
1 ω
3/4
2
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Using the coordinate representation for the state vectors yields the following.
G1(τ) = e
−τω1〈ΨD00|x|Ψ10〉〈ΨD10|x|Ψ00〉
= N210N
2
00
∫
dxdv x(v + ω2x)ψ
D
00(x, v)ψ00(x, v)
×
∫
dxdv x(v − ω2x)ψD00(x, v)ψ00(x, v)
= −N210N200ω22
[
π
2γ(ω1 + ω2)2(ω1ω2)3/2
]2
= − 1
2γ(ω21 − ω22)2ω1
(68)
Similarly
G2(τ) = e
−τω1〈ΨD00|x|Ψ01〉〈ΨD01|x|Ψ00〉
= N210N
2
00
∫
dxdv x(v + ω1x)ψ
D
00(x, v)ψ00(x, v)
×
∫
dxdv x(−v + ω1x)ψD00(x, v)ψ00(x, v)
= N210N
2
00ω
2
1
[
π
2γ(ω1 + ω2)2(ω1ω2)3/2
]2
=
1
2γ(ω21 − ω22)2ω2
(69)
Hence, Eqs. 67, 68 69 yield the expected result given in Eq. 63, namely that
G(τ) =
1
2γ
1
ω21 − ω22
[
e−ω2τ
ω2
− e
−ω1τ
ω1
]
There are a number of remarkable features of the state space derivation. The
negative sign that appears in the propagator for the term G1(τ) is usually
taken to be a proof that no unitary theory can yield this result. The reason
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for this is the following; consider any arbitrary Hermitian Hamiltonian such
that HA = H
†
A; the spectral resolution of this Hamiltonian in terms of its
eigenstates |χmn〉 is given by
I =
∞∑
mn=1
|χmn〉〈χmn| (70)
Note that 〈χmn| = 〈χDmn| since for a Hermitian Hamiltonian HA the left and
right eigenstate are complex conjugate of each other. Hence, the propagator
for the Hermitian Hamiltonian HA is given by
GA(τ) =
∞∑
m,n=1
〈χD00|xe−τ(HA−E0)|χmn〉〈χDmn|x|χ00〉
= e−τω1〈χD00|x|χ10〉〈χD10|x|χ00〉+ e−τω2〈χD00|x|χ01〉〈χD01|x|χ00〉
= e−τω1
∣∣〈χ00|x|χ10〉∣∣2 + e−τω2∣∣〈χ00|x|χ01〉∣∣2
The result above shows that a Hermitian Hamiltonian defined on a Hilbert
space cannot have a propagator such as the one given in Eq. 63 except by
allowing
∣∣〈χ00|x|χ10〉∣∣2 < 0, which implies that |χ10〉 is a ghost state that
has a negative norm. In contrast, the pseudo-Hermitian Euclidean Hamilto-
nian H has a positive norm for all the states in its state space; the duality
transformation in going from |Ψmn〉 to 〈ΨDmn| provides the negative signs that
allows for the propagator given in Eq. 63.
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7 Hamiltonian: Equal frequency limit
In the equal frequency limit of ω1 = ω2 the parameters of the Q-operator
given in Eq. 5 become divergent and a well defined Q-operator no longer ex-
ists. Although the Hamiltonian has special properties for the equal-frequency
point, as discussed in Paper I the path integral is well behaved for all val-
ues of ω1, ω2, including the equal-frequency point at ω1 = ω2. Moreover,
the non-Hermitian Hamiltonian H is also well defined in the equal frequency
limit.
The singularity for Q-operator is due to the fact that the acceleration
Hamiltonian H cannot be mapped to an equivalent Hermitian Hamiltonian
H0. For the case of ω1 = ω2, non-Hermitian Hamiltonian H is no longer
pseudo-Hermitian but instead, H is essentially non-Hermitian and has been
shown to be expressible as a Jordan-block matrix [2].
The general analysis of the equal frequency Hamiltonian has been carried
out for Minkowski time in the pioneering work of Bender and Mannheim
[2] and the analysis for Euclidean time is similar to their analysis, but with
many details that are different.
8 Propagator and states for equal frequency
To illustrate the general features of the equal frequency limit, the propagator
is analyzed from the point of view of the underlying state space. As men-
tioned at the end of Section 4, in the limit of ω1 = ω2 the single excitation
eigenstates Ψ10,Ψ01 become degenerate, with both eigenstates having energy
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2ω.
The purpose of analyzing the propagator is to extract the state vectors
that emerge in the limit of ω1 → ω2.
Since ω1 > ω2, consider the limit of ǫ→ 0+ with
ω1 = ω + ǫ ; ω2 = ω2 − ǫ (71)
which yields, from Eq. 10
E00 =
1
2
(ω1 + ω2)→ ω ; E10 → 2ω + ǫ ; E01 → 2ω − ǫ
Consider the limit of ω1 → ω2 for the state vector expression of the
propagator given by Eq. 66
G(τ) = e−τω1〈ΨD00|x|Ψ10〉〈ΨD10|x|Ψ00〉+ e−τω2〈ΨD00|x|Ψ01〉〈ΨD01|x|Ψ00〉
= e−τω[G10 +G01] (72)
where, defining
∫
dxdvdx′dv′ =
∫
x,v,x′,v′
yields
G10 = e
−ǫτ 〈ΨD00|x|Ψ10〉〈ΨD10|x|Ψ00〉
= N200N
2
10
∫
x,v,x′,v′
x(v + ω2x)ψ
D
00(x, v)ψ00(x, v) x
′(v′ − ω2x′)ψD00(x′, v′)ψ00(x′, v′)
= N200N
2
10
∫
x,v,x′,v′
xx′(v + ω2x)(v
′ − ω2x′)P (x, v)P (x′, v′) (73)
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and
G01 = e
ǫτ 〈ΨD00|x|Ψ01〉〈ΨD01|x|Ψ00〉
= N200N
2
01
∫
x,v,x′,v′
x(v + ω1x)ψ
D
00(x, v)ψ00(x, v) x
′(−v′ + ω1x′)ψD00(x′, v′)ψ00(x′, v′)
= N200N
2
01
∫
x,v,x′,v′
xx′(v + ω1x) (−v′ + ω1x′)P (x, v)P (x′, v′) (74)
where
P (x, v) = ψˆD00(x, v)ψˆ00(x, v) = exp{−2γω3x2 − 2γωv2}
since, in the limit of ω1 → ω2 the vacuum state has the well defined limit
given by
lim
ǫ→0
ψ00(x, v) = ψˆ00(x, v) = exp{−γω3x2 − γωv2 − γω2xv} (75)
To leading order in ǫ the normalization constants yield the following
N210 → C
ω1
ǫ
; N210 → C
ω2
ǫ
; C =
4γ2ω3
π
(76)
and from Eq. 19
Nˆ200 = lim
ǫ→0
N200 =
2γω2
π
(77)
Hence, collecting above equations
G10 +G01 = CNˆ
2
00
∫
x,v,x′,v′
xx′F(x, v; x′, v′)P (x, v)P (x′, v′) (78)
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where
F(x, v; x′, v′) = e−ǫτ ω1
ǫ
(v + ω2x)(v
′ − ω2x′) + eǫτ ω2
ǫ
(v + ω1x)(−v′ + ω1x′)
(79)
Expanding F(x, v; x′, v′) to leading order in ǫ yields the following
F(x, v; x′, v′) = 1
ǫ
[
(1− ǫτ)(ω + ǫ){v + (ω − ǫ)x}{v′ − (ω − ǫ)x′}
+ (1 + ǫτ)(ω − ǫ){v + (ω + ǫ)x}{−v′ + (ω + ǫ)x′}
]
+O(ǫ)
= 2
[
(ωτ − 1)(v + ωx)(−v′ + ωx′) + ωx(−v′ + ωx′) + ω(v + ωx)x′
]
+O(ǫ)
= 2
[
− (v + ωx)(−v′ + ωx′) + ω{x+ τ(v + ωx)}(−v′ + ωx′) + ω(v + ωx)x′
]
(80)
The expression for F(x, v; x′, v′) given in Eq. 80 carries information of the
state vectors that determine the propagator; to extract this information, the
state vectors need to read off from above equation. Recall the state vectors
and their duals are polynomials of x, v multiplied into the vacuum state.
Hence, Eq. 80 yields the following [2]
ψ1(x, v; τ) = 〈x, v|ψ1(τ)〉 = (v + ωx)ψˆ00(x, v)e−2ωτ (81)
ψD1 (x, v; τ) = 〈ψD1 (τ)|x, v〉 = (−v + ωx)ψˆD00(x, v)e−2ωτ (82)
ψ2(x, v; τ) = 〈x, v|ψ2(τ)〉 = ω{x+ τ(v + ωx)}ψˆ00(x, v)e−2ωτ (83)
ψD2 (x, v; τ) = 〈ψD2 (τ)|x, v〉 = ω{x+ τ(−v + ωx)}ψˆD00(x, v)e−2ωτ (84)
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The dual state vector is defined by v → −v; namely1
ψD1 (x, v; τ) = ψ1(x,−v; τ) ; ψD2 (x, v; τ) = ψ2(x,−v; τ)
Note the subtlety of conjugation for the unequal frequency case, with a dif-
ferent rule for each excited state as given in Eq. 54, has been lost since the
two excited states have become degenerate for the equal frequency case.
Collecting the results from Eqs. 72, 78, 79 - 84 yields the following
G(τ) = 2CNˆ200e
τω〈ψˆD00|x
[
− |ψ1(τ)〉〈ψD1 (0)|
+
{
|ψ2(τ)〉〈ψD1 (0)|+ |ψ1(τ)〉〈ψD2 (0)|
}]
x|ψˆ00〉 (85)
The result in Eq. 85 shows that the eigenstates |Ψ10〉, |Ψ01〉 that gave the
result for the propagator in Eq. 72 have been replaced, in the limit of ω1 →
ω2, by new state vectors that are well defined and finite for ǫ = 0.
In state vector notation Eqs. 72 and 85 yield the following
lim
ω1→ω2
e−τE10 |Ψ10〉〈ΨD10|+ e−τE01 |ΨD00〉〈ΨD01|
= 2CNˆ200
[
− |ψ1(τ)〉〈ψD1 (0)|+ |ψ2(τ)〉〈ψD1 (0)|+ |ψ1(τ)〉〈ψD2 (0)|
]
(86)
1Defining the dual state vector by x→ −x, as is the case for Minkowski time [2] gives
an incorrect result for Euclidean time.
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9 Low energy state vectors for equal frequency
The Hamiltonian for the equal frequency case, from Eq. 1, is given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+ ω2v2 +
γ
2
ω4x2 (87)
The equal frequency vacuum state is an energy eigenstate with
Hψˆ00(x, v) = ωψˆ00(x, v) ; 〈ψˆD00|ψˆ00〉 =
1
Nˆ200
=
π
2γω2
(88)
The state vectors |ψ1(τ)〉, |ψ2(τ)〉 were obtained by analyzing the equal
frequency propagator. The state vectors have the following interpretation.
9.1 State vector |ψ1(τ)〉
The state vector |ψ1(τ)〉 is an energy eigenstate given by the average of the
two unequal frequency eigenstates that become degenerate, namely
ψ1(x, v; τ) = lim
ǫ→0
1
2
[e−τE10ψ10(x, v) + e
−τE01ψ01(x, v)]
⇒ ψ1(x, v; τ) ≡ 〈x, v|ψ1(τ)〉 = e−2τω(v + ωx)ψˆ00(x, v)
Hψ1(x, v; τ) = 2ωψ1(x, v; τ) (89)
The first sign of the irreducible non-Hermitian nature of the equal frequency
Hamiltonian appears with |ψ1(τ)〉; unlike the norm of all the energy eigen-
states, the norm of |ψ1(τ)〉 is zero; namely
〈ψD1 (τ)|ψ1(τ)〉 = 0 (90)
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The norm of the eigenstate being zero is a general feature of a Hamilto-
nian that is of the form of a Jordan-block and, in particular is not pseudo-
Hermitian [2]. The fact that the eigenstate has zero norm does not mitigate
against the eigenstate being included in the collection of state vectors that,
taken together, yield a resolution of the identity operator.
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ψ
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ω ω→
1
ψ
2
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Energy Eigenstate
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Figure 1: The equal frequency limit yields two new states from two energy
eigenstates Ψ10, Ψ10 of the un-equal frequency case.
9.2 State vector |ψ2(τ)〉
The second state vector |ψ2(τ)〉 that appears for the equal frequency case
can be written as the difference of the two unequal frequency eigenstates
that become degenerate; for dimensional consistency, the pre-factor of ω is
introduced in the ǫ→ 0; hence
ψ2(x, v; τ) = lim
ǫ→0
ω
2ǫ
[
e−τE01ψ01(x, v)− e−τE10ψ10(x, v)
]
=
ω
2ǫ
e−2ωτ
[
(1− ǫτ)(v + (ω − ǫ)x)− (1− ǫτ)(v + (ω − ǫ)x)]ψˆ00(x, v)
⇒ ψ2(x, v; τ) = 〈x, v|ψ2(τ)〉 = e−2τωω
[
x+ τ(v + ωx)
]
ψˆ00(x, v) (91)
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Figure 2: a) Completely diagonal Hamiltonian H for the unequal frequency
case. b) Block-diagonal structure of the Hamiltonian in the equal frequency
limit, with each N ×N block being given by a Jordan block.
Time-dependent state vector |ψ2(τ)〉 is not an (energy) eigenstate of H ; how-
ever, since it results from the superposition of two energy eigenstates, it can
be explicitly verified that |ψ2(τ)〉 satisfies the time dependent Schro¨dinger
equation, namely
− ∂ψ2(x, v; τ)
∂τ
= Hψ2(x, v; τ) ⇒ ψ2(x, v; τ) = exp{−τH}ψ2(x, v; 0)
Initial value ψ2(x, v; 0) = ωxψˆ00(x, v) (92)
Note that |ψ2(τ)〉 has a finite norm and a non-zero overlap with the |ψ1(τ)〉;
namely, using Eq. 76
〈ψD2 (τ)|ψ2(τ)〉 =
e−4τω
2C
= 〈ψD2 (τ)|ψ1(τ)〉 ; C =
4γ2ω3
π
(93)
The equal frequency state space has a zero norm state, as in Eq. 90, and
the time dependent state has a positive norm, unlike the case for Minkowski
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time [2] for which some of the state vectors have negative norm; in particular
the norm of the time dependent state |ψ2(τ)〉 is positive definite. Of course,
since one is working in Euclidean time probability is not conserved and one
can see from Eq. 93 that the norm of the states decay exponentially to zero.
In summary, on taking the equal frequency limit, the two energy eigen-
states |Ψ10〉, |Ψ01〉 coalesce to yield a single energy eigenstate |ψ1(τ)〉; a sec-
ond state time dependent state |ψ2(τ)〉 appears in this limit and takes the
place of the loss of one of the eigenstates. The Hamiltonian is 2 × 2 block
diagonal matrix, as shown in Figure 2.
An analysis similar to the carried out for the single excitation level holds
for all levels [2]. The energy of the state |Ψmn〉, given in Eq. 10, has the
following limit
Emn = E0 + (mω1 + nω2)→ ω + (m+ n)ω ; m,n = 0, 1, 2, ...
⇒ EN = Nω ; N = 1, 2, ... (94)
There are N = 1, 2, 3, .. number of energy eigenstates at each level that all
collapse into a single (zero norm) energy eigenstate of the equal frequency
Hamiltonian; the single energy eigenstate has an energy equal to EN == Nω.
In summary, the un-equal frequency Hamiltonian is completely diago-
nal, as shown in Figure 2(a), and equivalent to a Hermitian Hamiltonian.
When the equal frequency limit taken, the Hamiltonian is equal to an infi-
nite dimensional block diagonal matrix, as shown in Figure 2(b), with each
block being composed of a N ×N Jordan block matrices and is no longer a
pseudo-Hermitian Hamiltonian.
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All the N eigenstates of the un-equal energy eigenstates collapse into a
single eigenstate. The N −1 eigenstates that are ‘lost’ are replaced by N −1
time-dependent state vectors that are the superposition of the eigenstates of
the unequal frequency Hamiltonian. For energy level Nω, the time-dependent
states together with the single eigenstate provide a resolution of the identity.
This structure of the equal frequency Hamiltonian operator is illustrated in
Figure 2(b).
10 Completeness equation for 2× 2 block
We now discuss how the time-dependent state replaces the lost energy eigen-
state to provide the complete set of states for the equal frequency case.
The example of the single excitation states, created by applying a creation
operator a†v or a
†
x to the harmonic oscillator vacuum state |0, 0〉, showed that
in the limit of ω1 = ω2 the two energy eigenstates |Ψ10〉, |Ψ01〉 were superposed
to create new states |ψ1(τ)〉, |ψ2(τ)〉.
Since the orthogonality of the eigenstates is maintained in the superposi-
tion the mixing of states is only amongst states of a fixed excitation; in other
words, states having two excitations consisting of applying the creation oper-
ator two times, namely (a†v)
2, (a†x)
2 or a†va
†
x yield three eigenstates that only
mix with each other in the limit of ω1 = ω2. And so on for all the higher
excitations states.
Hence, the resolution of the identity – which is an expression of the com-
pleteness of a set of basis states – as shown in Figure 2, breaks up into a
block-diagonal form, with states of a given excitation mixing with each other
33
and not with the states of the other blocks.
To illustrate the general result, consider the 2 × 2 block for the single
excitation states. In light of the result obtained in Eq. 85, consider the
following Hermitian anstaz for the 2× 2 block identity operator, with all the
state vectors taken at initial time τ = 0. For notational simplicity, let
|ψ1(0)〉 = |ψ1〉 = (v + ωx)|ψˆ00〉 : 〈ψD1 (0)| = 〈ψD1 | (95)
|ψ2(0)〉 = |ψ2〉 = x|ψˆ00〉 ; 〈ψD2 (0)| = 〈ψD2 | (96)
Then, the identity operator, which is Hermitian, has the following represen-
tation for the 2×2 block of Hilbert space
I2×2 = −P |ψ1〉〈ψD1 |+Q
[
|ψ2〉〈ψD1 |+ |ψ1〉〈ψD2 |
]
(97)
Recall from Eqs. 90 and 93
〈ψD1 |ψ1〉 = 0 ; 〈ψD2 |ψ2〉 =
1
2C
= 〈ψD2 |ψ1〉
Eq. 97 requies that
I2×2 = I
2
2×2
=
1
2C
{(− 2PQ+Q2)|ψ1〉〈ψD1 |+Q2[|ψ2〉〈ψD1 |+ |ψ1〉〈ψD2 |]}
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and yields from Eqs. 97 and 93
P =
1
2C
(
2PQ−Q2) ; Q = 1
2C
Q2
⇒ P = Q = 2C = 8γ
2ω3
π
Hence, the completeness equation for the 2× 2 block single excitation states
is given by
I2×2
= 2C
[
− |ψ1(0)〉〈ψD1 (0)|+ |ψ2(0)〉〈ψD1 (0)|+ |ψ1(0)〉〈ψD2 (0)|
]
(98)
The completeness equation above is equal, up to a normalization, to Eq. 86.
11 Equal frequency propagator
The defining equation for the propagator is, from Eq. 64, the following
G(τ) = 〈ΨD00|xe−τ(H−ω)x|Ψ00〉
⇒ Gˆ(τ) = lim
ǫ→0
G(τ) = Nˆ200〈ψˆD00|xe−τ(H−E0)x|ψˆ00〉 (99)
The completeness equation can be used to give a derivation of the equal
frequency propagator from first principles. Inserting the completeness equa-
tion given in Eq. 98 into the expression for the equal frequency propagator
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given in Eq. 99 yields the following
Gˆ(τ) = 2CNˆ200〈ψˆD00|xe−τ(H−ω)
×
[
− |ψ1(0)〉〈ψD1 (0)|+ |ψ2(0)〉〈ψD1 (0)|+ |ψ1(0)〉〈ψD2 (0)|
]
x|ψˆ00〉 (100)
Note Eq. 100 above is equivalent to the earlier expression given in Eq. 85.
It follows from Eqs. 89 and 91 that
〈x, v|e−τH|ψ1(0)〉 = 〈x, v|ψ1(τ)〉 = e−2τω(v + ωx)ψˆ00(x, v) (101)
〈x, v|e−τH|ψ2(0)〉 = 〈x, v|ψ2(τ)〉
= e−2τωω{x+ τ(v + ωx)}ψˆ00(x, v) (102)
It can be shown from the first and last term inside the square bracket in
Eq. 100 cancel. Hence, from Eqs. 100, 101 and 102
Gˆ(τ) = e−τω2CNˆ200〈ψˆD00|x|ψ2(τ)〉〈ψD1 (0)|x|ψˆ00〉
= e−τω2CNˆ200
∫
dxdv ωx{x+ τ(v + ωx)}P (x, v) ·
∫
dxdv x(−v + ωx)P (x, v)
= e−τω2Cω2Nˆ200 [1 + ωτ ]
[∫
dxdv x2P (x, v)
]2
(103)
Performing the Gaussian integrations yields
∫
dxdv x2P (x, v) =
1
2ω2C
(104)
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Hence
Gˆ(τ) = e−τω
Nˆ200
2ω2C
[1 + ωτ ] =
1
4γ
1
ω3
e−ωτ [1 + ωτ ] (105)
where C = (4γ2ω3)/π is given in Eq. 76 and the normalization constant
Nˆ200 = 2γω
2/π is given in Eq. 77.
(a) Single Exponential exp{−ω|τ |}.
(b) Propagator for equal frequency
exp{−ω|τ |}[1 + ω|τ |].
To verify the equal frequency result obtained for the propagator, consider
taking the limit of ω1 → ω2 in Eq. 63. The propagator has the following
well-defined and finite limit
Gˆ(τ) = lim
ǫ→0
1
4γǫ
1
ω1 + ω2
e−ωτ
[
eǫτ
ω − ǫ −
e−ǫτ
ω + ǫ
]
=
1
4γ
1
ω3
e−ωτ [1 + ωτ ] (106)
and agrees with the result obtained in Eq. 105.
Figures 2a and 3b shows a comparison between the equal frequency prop-
agator and the exponential function; the kink for the exponential function at
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τ = 0 is smoothed out for the equal frequency propagator.
12 Jordan block structure
In the limit of equal frequencies ω1 = ω2 there is a re-organization of state
space into a direct sum of finite dimensional subspaces, one subspace for each
block diagonal component of H , as shown in Figure 2. The break-down of
the pseudo-Hermitian property of the Hamiltonian H is due to the fact that,
for equal frequencies, H becomes a direct of sum of Jordan blocks.
The total Hilbert space V breaks up into a direct sum of finite dimensional
vector spaces Vn and is given by
V = ⊕∞n=1Vn (107)
where V1 is one dimensional, V2 is two dimensional and so on.
The Hamiltonian is a direct sum of finite dimensional block matrices,
denoted by matrix Hn, shown in Figure 2, that acts on the subspace Vn; the
Hamiltonian is given by the following block diagonal decomposition
H = ⊕∞n=1Hn = ⊕∞n=1anJλn,n (108)
The coefficients an are real constants; Jλn,n is a n×n Jordan block – specified
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by its size n and eigenvalue λn – and is given by
2
Jλn,n =


λn ±1 0 0 . . . . . .
0 λn ±1 0 . . . . . .
. . . 0 λn ±1 0 . . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . 0 λn ±1
. . .
. . .
. . .
. . . 0 λn


(109)
The Hamiltonian is analyzed for the first two blocks; H1 is one dimen-
sional and H2 is a 2×2 matrix.
The ground state forms an invariant subspace V1 with a single element
|e0〉 proportional to |ψˆ00〉; for dimensional consistency and to preserve the
correct normalization, the following is the mapping
|e0〉 = Nˆ00|ψˆ00〉 ; 〈e0|e0〉 = 1 (110)
The eigenvalue equation H|ψˆ00〉 = ω|ψˆ00〉 yields the Hamiltonian on V1 given
by
H1 = ω ; H1|e0〉 = ω|e0〉 (111)
2The ±1 terms in the super-diagonal in Eq. 109 are allowed since multiplying Jλn,n
by −1 can switch the sign the super-diagonal from 1 to and −1, and in doing so re-define
the eigenvalue to be −λn.
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13 2×2 Jordan block
A derivation is given using the 2×2 Jordan block structure of the Hamiltonian
and state space.
The result given in Eq. 111 together with Eq. 108 yields
H = H1 +H2 + ... (112)
= ω ⊕ 2ωJ2 ⊕ .. (113)
It will be shown in this Section that
J2 =

 1 −1
0 1

 (114)
Bender and Mannheim [2] derive the 2×2 Jordan block for the Minkowski
Hamiltonian by defining creation and destruction operators that have a finite
limit when ǫ → 0. In this Section, the 2×2 Jordan block for the Euclidean
Hamiltonian is directly derived from the state vectors and completeness ob-
tained by taking the ǫ→ 0, as discussed in Sections 9 and 10.
Recall from Eqs. 87, 95 and 96, the Hamiltonian and state vectors for
the equal frequency limit are given by
H = − 1
2γ
∂2
∂v2
− v ∂
∂x
+ ω2v2 +
γ
2
ω4x2
|ψ1〉 = |ψ1(0)〉 = (v + ωx)|ψˆ00〉 : 〈ψD1 | = 〈ψD1 (0)|
|ψ2〉 = |ψ2(0)〉 = ωx|ψˆ00〉 ; 〈ψD2 | = 〈ψD2 (0)|
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The fact that the state vectors |ψ1〉, |ψ2〉 form a closed subspace under the
action of H points to an invariant 2×2 subspace of the total Hilbert space.
In the 2×2 block space, the Hamiltonian can be represented by a 2×2
Jordan block in a basis fixed by the representation of |ψ1〉, |ψ2〉 by 2 dimen-
sional column vectors. To obtain this finite dimensional representation, note
that H|ψˆ00〉 = ω|ψˆ00〉 and from Eq. 89 H|ψ1〉 = 2ω|ψ1〉; hence, the action of
H on the state vectors |ψ1〉, |ψ2〉 is given as follows
H|ψ1〉 = 2ω|ψ1〉 (115)
H|ψ2〉 = −ωv|ψˆ00〉+ ω2x|ψˆ00〉 = −ω(v + ωx)|ψˆ00〉+ 2ω|ψ2〉
⇒ H|ψ2〉 = −ω|ψ1〉+ 2ω|ψ2〉 (116)
Since |ψ1〉 is an eigenvector of the Jordan block it is natural to make the
following identification
|ψ1〉 ∝

 1
0

 (117)
Recall from Eqs. 90 and 93
〈ψD1 |ψ1〉 = 0 ; 〈ψD2 |ψ2〉 =
1
2C
= 〈ψD2 |ψ1〉 (118)
Since |ψ1〉 has zero norm, its normalization is fixed by its overlap with |ψ2〉.
Choosing the normalization consistent with above Eq. 118 yields the follow-
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ing
√
C|ψ1〉 = |e1〉 =

 1
0

 ; √C|ψ2〉 = |e2〉 =

 1/2
1/2

 (119)
with the dual vectors given by
√
C〈ψD1 | = 〈eD1 | =
[
0 , 1
]
;
√
C〈ψD2 | = 〈eD2 | =
[
1/2 , 1/2
]
(120)
Note 〈eD1 | is not the transpose of |e1〉.
The completeness equation for the state space of the 2×2 block has a
discrete realization; recall from Eq. 98
I2×2 = 2C
[
− |ψ1〉〈ψD1 |+ |ψ2〉〈ψD1 |+ |ψ1〉〈ψD2 |
]
⇒ I2×2 = 2
[
− |e1〉〈eD1 |+ |e2〉〈eD1 |+ |e1〉〈eD2 |
]
(121)
The completeness equation for the Jordan block shows that there is an effec-
tive metric on the discrete state space V2.
Using Eqs. 119 and 120, Eq. 121 yields the following
I2×2 = 2

−

 0 1
0 0

+ 1
2

 1 1
0 0

+ 1
2

 0 1
0 1



 =

 1 0
0 1


and we have obtained the expected result.
42
13.1 Hamiltonian
Let H2 denote the realization of the Hamiltonian as a discrete and dimen-
sionless matrix action on the 2-dimensional state space of the 2×2 Jordan
block. Applying Eq. 119 to Eqs. 115 and 116 yields the following 2×2
representation
H2|e1〉 = 2ω|e1〉 ⇒ 〈eD1 |H2 = 2ω〈eD1 |
H2|e2〉 = −ω|e1〉+ 2ω|e2〉 ⇒ 〈eD2 |H2 = −ω〈eD1 |+ 2ω〈eD2 |
The Hamiltonian H2 – in the |e1〉 and |e2〉 basis – is proportional to the 2×2
Jordan block matrix and is given by3
H2 = 2ω

 1 −1
0 1

 (122)
The definition of the discrete vectors |e1〉 and |e1〉 given in Eq. 119 requires
a rescaling by
√
C due to dimensional consistency; in contrast, there is no
need to rescale H2 since it has correct dimension set by ω.
The Jordan block Hamiltonian given in Eq. 114 has only one eigenvalue
and this is the reason that the two different eigenstates for the unequal
frequencies collapsed into a single eigenstate. The Jordan block limit of H2
(for equal frequency) shows that H2 is no longer pseudo-Hermitian since the
Jordan block is inequivalent to any Hermitian matrix.
The right eigenvector of H2 is |e1〉 and the left eigenvector of H is the
3The Euclidean Hamiltonian given in Eq. 114 has a -1 for the superdiagonal, unlike
the case for the Minkowski Hamiltonian [2] where it is +1.
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dual 〈eD1 |; namely
H2|e1〉 = 2ω|e1〉 ; 〈eD1 |H2 = 2ω〈eD1 |
⇒ 〈eD1 |e1〉 = 0 = 〈ψD1 |ψ1〉
Hence, the Jordan block structure shows why the equal frequency eigenstate
has a zero norm.
13.2 Schrodinger equation for Jordan block
The Schrodinger equation for an arbitrary vector |e〉 is given
− ∂
∂τ
|e(τ)〉 = H2|e(τ)〉
For eigenvector |e1〉 the time dependent solution is
− ∂
∂τ
|e1(τ)〉 = H2|e1(τ)〉 = 2ω|e1(τ)〉
⇒ |e1(τ)〉 = e−2ωτ |e1〉 ; |e1〉 =

 1
0

 (123)
The time-dependence of the state vector |e2(τ)〉 is given by the following
− ∂
∂τ
|e2(τ)〉 = H2|e2(τ)〉 ; |e2(0)〉 = |e2〉 =

 1/2
1/2

 (124)
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In the 2×2 block representation |e2(τ)〉 is given from the solution obtained
in Eq. 91, which yields
ψ2(x, v; τ) = e
−2τωω
[
x+ τ(v + ωx)
]
ψˆ00(x, v)
⇒ |e2(τ)〉 = e−2τω
[
|e2〉+ ωτ |e1〉
]
= e−2τω

 1/2 + ωτ
1/2

 (125)
It can be directly verified using the explicit form for the Hamiltonian given in
Eq. 114 that the solution for |e2(τ)〉 given in Eq. 125 satisfies the Schrodinger
equation given in Eq. 127.
13.3 Time evolution
The Jordan block Hamiltonian is given by Eq. 114; a simple calculation
yields the evolution operator
e−τH2 = e−2ωτ

 1 2ωτ
0 1

 (126)
The time dependence of the state vectors follow directly from the evolu-
tion operator. For eigenvector |e1〉 the time dependent solution is
|e1(τ)〉 = e−τH2 |e1〉 = e−2ωτ |e1〉
which is the expected result as in Eq. 123.
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The time-dependence of the state vector |e2(τ)〉 is given by the following
|e2(τ)〉 = e−τH2 |e2〉 = e−2ωτ

 1/2 + ωτ
1/2

 (127)
which is the expected result as in Eq. 125.
14 Jordan Block Propagator
The equal frequency propagator is given in Eq. 99
Gˆ(τ) = Nˆ200〈ψˆD00|Xe−τ(H−ω)X|ψˆ00〉
The position operator X , unlike the Hamiltonian, is not block diagonal
for the equal frequency case; to determine the propagator, the representation
of the position operator X needs to determined in the 3×3 subspace given
by V1⊕V2, which includes the ground state and the 2×2 Jordan block. The
operator X has the following matrix elements
〈ψˆD00|X|ψˆ00〉 = 0 = 〈ψD1 |X|ψ1〉 = 〈ψD2 |X|ψ2〉 = 〈ψD2 |X|ψ1〉
〈ψˆD00|X|ψ1〉 =
1
2ωC
= 〈ψˆD00|X|ψ2〉 (128)
Note the matrix elements of the operator X are zero within a block and are
non-zero only for elements that connect vectors from two different blocks.
Since X acts on the V1 ⊕ V2 we need to extend the vectors defined on
the subspaces |e0〉 ∈ V1 and |e1〉, |e2〉 ∈ V2 to the larger space; define the
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following vectors
|e0〉 = 1 ; |E0〉 = |e0〉 ⊕ |0〉 =


1
0
0


|E1〉 = |0〉 ⊕ |e1〉 =


0
1
0

 ; |E2〉 = |0〉 ⊕ |e2〉 =


0
1/2
1/2

 (129)
The dual vectors are given by the transpose, except for 〈ED1 | given by
〈ED1 | =
[
0 , 0 , 1
]
(130)
Let the position operator in the block diagonal space be denoted by X ;
from Eq. 128, since all the elements are dimensionless in the Jordan block
representation
〈ED0 |X |E0〉 = 0 = 〈ED1 |X |E1〉 = 〈ED2 |X |E2〉 = 〈ED1 |X |E2〉
〈ED0 |X |E1〉 = 1 = 〈ED0 |X |E2〉 (131)
and yields the following representation for the Hermitian matrix X
X =


0 1 1
1 0 0
1 0 0

 (132)
Since X is dimensionless, its mapping to the coordinate position operator
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X needs a dimensional scale; let X = ζX . From Eqs. 110, 120, 128 and 131
1 = 〈ED0 |X |E1〉 = ζNˆ00
√
C〈ψˆD00|X|ψ1〉 = ζ
Nˆ00
2ω
√
C
(133)
⇒ X = Nˆ00
2ω
√
C
X ; ζ = 2ω
√
C
Nˆ00
(134)
Extending the Hamiltonian to the V1 ⊕ V2 space yields, from Eq. 114
H = H1 ⊕H2 = ω ⊕ 2ω

 1 −1
0 1

 = ω


1 0 0
0 2 −2
0 0 2


The evolution kernel is given by
exp{−τH} = e−2ωτ


eωτ 0 0
0 1 2ωτ
0 0 1

 (135)
The completeness equation from Eq. 121, has the following extension to
V1 ⊕ V2
I3×3 = |E0〉〈ED0 |+ 2
[
− |E1〉〈ED1 |+ |E2〉〈ED1 |+ |E1〉〈ED2 |
]
(136)
In the block-diagonal basis, the propagator is given by
Gˆ(τ) = Nˆ200〈ψˆD00|Xe−τ(H−ω)X|ψˆ00〉
=
(
Nˆ00
2ω
√
C
)2
〈ED0 |X e−τ(H−ω)X |E0〉 (137)
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Using the completeness equation given in Eq. 136 yields
Gˆ(τ) =
Nˆ200
4ω2C
× 〈ED0 |X e−τ(H−ω)
(
|E0〉〈ED0 |+ 2
[
− |E1〉〈ED1 |+ |E2〉〈ED1 |+ |E1〉〈ED2 |
])
X |E0〉
=
Nˆ200
2ω2C
〈ED0 |X
[
− e−ωτ |E1〉〈ED1 |+ eωτ |E2(τ)〉〈ED1 |+ e−ωτ |E1〉〈ED2 |
]
X |E0〉
=
Nˆ200
2ω2C
eωτ 〈ED0 |X |E2(τ)〉〈ED1 |X |E0〉 (138)
since
〈ED1 |X |E0〉 = 1 = 〈ED2 |X |E0〉
From Eq. 127, the time dependence of |E2(τ)〉 is given by
|E2(τ)〉 = e−τH|E2〉 = e−2ωτ


0
1/2 + ωτ
1/2

 ⇒ 〈ED0 |X |E2(τ)〉 = 1 + ωτ
and yields, from Eq. 138, the expected result for the propagator, namely
Gˆ(τ) =
Nˆ200
2ω2C
e−ωτ (1 + ωτ) =
1
4γω3
e−ωτ (1 + ωτ)
A direct derivation can be given using the matrix representation of the
evolution kernel; from Eq. 137
Gˆ(τ) =
(
Nˆ00
2ω
√
C
)2
〈ED0 |X e−τ(H−ω)X |E0〉
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Using
X |E0〉 =


0
1
1

 ; 〈ED0 |X =
[
0 , 1 , 1
]
yields, from Eq. 135, the expected answer
Gˆ(τ) =
(
Nˆ00
2ω
√
C
)2
e−ωτ (2 + 2ωτ) =
1
4γω3
e−ωτ (1 + ωτ)
All the N × N blocks for the Hamiltonian can be analyzed one by one
and it can be shown that they are all equal to a corresponding Jordan block
matrix. However, the higher order blocks may not be as simple as J2 as they
can include the direct sum of lower order Jordan blocks.
15 Conclusions
The non-Hermitian Euclidean Hamiltonian has all the features of the Minkowski
case but with some significant differences. One of the main advantages of the
Euclidean formulation is that the both the path integral and the Hamiltonian
are well defined, with the Euclidean state space being positive definite.
The equal frequency limit leads to the Euclidean Hamiltonian being equal
to a direct sum of Jordan blocks and is a useful example for the study of an
irreducibly non-Hermitian system.
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