Let G be a finite group and S be a subset of G.
Introduction
Throughout this paper all graphs and groups are finite. Graphs are simple and undirected, where by a simple graph we mean a graph with no multiple edges or loops. Our notation are standard and can be found in [23] Let G be a group and S be a subset of G such that 1 / ∈ S and S = S −1 . Then Cay(G, S) is a simple and undirected graph with vertex set G and edge set E = {{g, sg}|s ∈ S, g ∈ G}. A fundamental problem that about 50 years ago arose, is Isomorphism Problem for two Cayley graphs. That is, when two Cayley graphs Cay(G, S) and Cay(H, T ) are isomorphic? It follows quickly from the definition that for any automorphism α ∈ Aut(G), the graphs Cay(G, S) and Cay(G, S α ) are isomorphic, namely, α induces an isomorphism between these graphs. Such an isomorphism is called a Cayley isomorphism. In 1967, Adám [1] conjectured that two Cayley graphs over the cyclic group Z n are isomorphic if and only if there is a Cayley isomorphism which maps one to the other. Soon afterwards, Elspas and Turner [10] found the counterexample for n = 8. This also motivated the following definition. A Cayley graph Cay(G, S) is a CI graph if whenever Cay(G, S) ∼ = Cay(G, T ) for some subset T of G, then T = S α for some α ∈ Aut(G). The group G is an m-CI-group if every Cayley graph over G of valency at most m is a CI-graph, and G is a CI-group if every Cayley graph over G is a CI-graph. The problem of classifying finite CI-groups is still open [20, 27, 29] . Let G be a finite group and S be a subset of G. A bi-Cayley graph BCay(G, S) is an undirected graph with vertex-set G × {1, 2} and edge-set {{(g, 1), (sg, 2)} | g ∈ G, s ∈ S}.
In 2008, motivated by the concepts of CI graph, m-BCI-group and CIgroup, Xu et al. [30] introduced the concepts BCI-graph, m-BCI-group and BCI-group, respectively. We say that a bi-Cayley graph BCay(G, S) is a BCI-graph if whenever BCay(G, S) ∼ = BCay(G, T ) for some subset T of G, then T = gS α for some g ∈ G and α ∈ Aut(G). The group G is an m-BCIgroup if every bi-Cayley graph over G of valency at most m is a BCI-graph, and G is a BCI-group if every bi-Cayley graph over G is a BCI-graph. The theory of BCI-graphs and BCI-groups is less developed as in the case of CIgraphs and CI-groups. Jin and Liu in a series of papers [13, 14, 15] obtained several basic properties about BCI-graphs and BCI-groups. BCI-graphs and BCI-groups are studied by Koike et.al. in [16, 17, 18, 19] and by the second author in [2, 3] .
Our primary motivation by studying BCI-graphs and BCI-groups is that these objects can bring new insight into the old problem of characterizing CI-groups. In [2] it is conjectured that every BCI-group is a CI-group. This paper is organized as follows. In Section 2, we proved that every BCI-group is a CI-group. In Section 3, we classify cyclic BCI-p-groups and we will show that there is no any non-Abelian 4-BCI simple group. In Section 4, BCI-groups of order 2p are considered and we prove that Z 2p is a BCI-group. Indeed we show that Z 2p is a BCI-group and BCI-groups of order 2p where p is a prime are characterized.
The relation between BCI-groups and CI-groups
In this section we prove that set of finite BCI-groups is a subset of the set of finite CI-groups. It causes to shift many properties from CI-groups to BCI-groups. We mention some of them here. Theorem 1. Every finite BCI-group is a CI-group.
Proof. Let G be a BCI-group and S, T ⊆ G such that S = S −1 and T = T −1 and 1 / ∈ S ∩ T. Suppose that Cay(G, S) ∼ = Cay(G, T ). We prove that S = T α for α ∈ Aut(G). By [2, Lemma 4.7], we have BCay(G, S ∪ {1}) ∼ = BCay(G, T ∪ {1}). As G is a BCI-group, there exist g ∈ G and α ∈ Aut(G) such that S ∪ {1} = g(T ∪ {1}) α . If g = 1 then S = T α . So we may assume that g = 1. We will prove the theorem by induction on |S|.
If |S| = 1 then S = {s 0 } and T = {t 0 } for some s 0 , t 0 ∈ G. Then {s 0 , 1} = g{t 0 , 1} α = {gt α 0 , g}. Since g = 1, we have g = s 0 and gt α 0 = 1. Therefore, s 0 t α 0 = 1. This implies that t α 0 = s −1 0 . Since S = S −1 we conclude that s −1 0 = s 0 = t α 0 . So S = T α as desired. Assume that the statement is true for |S| < n. Let |S| = n, S = {s 1 , s 2 , ..., s n } and T = {t 1 , t 2 , ..., t n }. Since S ∪ {1} = g 0 (T ∪ {1}) α for some g 0 ∈ G, we conclude that {s 1 , s 2 , ..., s n , 1} = {g 0 t α 1 , ..., g 0 t α n , g 0 }. As g 0 = 1 and g 0 ∈ S we can assume that g 0 = s n and g 0 t n α = 1. Hence t α n = g −1 0 which implies that t α n = s −1 n . Set S 0 = S \ {s −1 n } and T 0 = T \ {t n }. Then we have S 0 ∪ {1} = g 0 (T 0 ∪ {1}) α and |S 0 | < n. By the induction hypothesis, S 0 = T 0 α and therefore, S = S 0 ∪ {s −1 n } = T α 0 ∪ {t α n } = T α . Corollary 1. Let G be a finite group, 1 ≤ m <| G | and G has the (m + 1)-BCI property. Then G has the m-CI property.
By Theorem 1 and Corollary 1 we can find many results which are obtained in CI-groups. The best list of CI-groups is due to Li in [20] . It should be mentioned that their proof was incomplete, but this was corrected by Dobson in [9] . Here for Sylow subgroups we mention two remarkable results below.
Proposition 1. Let G be a BCI-group of odd order. Then a Sylow 3subgroup is Z 3 k , k = 1, 2, 3 and if p = 3, then Sylow p-subgroups are elementary Abelian. Furthermore, G is an Abelian group, or G has an Abelian normal subgroup of index 3.
Proof. This is an immediate consequence of Theorem 1 and [20, Theorem 8.1].
Proposition 2. Suppose that G is a finite group with the 5 or 6-BCI property. Then a Sylow 2-subgroup of G is elementary Abelian, cyclic, or generalized quaternion.
Proof. By Corollary 1, G is a group with 4 or 5-CI property. So by [7, Lemma 3.1], the statement is true. Set E(n, M ) = Z n ⋉ φ M, where if n is even then φ(g) = g −1 , while if n = 3 then φ(g) = g ℓ , where ℓ is an integer satisfying ℓ 3 ≡ 1( mod exp(M )) and (ℓ(ℓ − 1), exp(M )) = 1. If M = Z p , and 3 divides (p − 1) then E(3, Z p ) is the nonabelian group of order 3p, which we denote by F 3p (as this group is a Frobenious group). Similarly, E(2, Z n ) is the dihedral group of order 2n. 
If G contains elements of order 9, then G is one of the groups Z 2 ⋉Z 9 , Z 4 ⋉ Z 9 , Z 9 ⋉ Z 2 2 , or Z n 2 × Z 9 with n ≤ 5. By considering Theorem 1, one can check that which properties of CIgroups arise in BCI-groups. For example, by [20, Lemma 8.2] we know that if G is a CI-group, then every subgroup of G is a CI-group. The following question therefore arises.
Question 1. Which properties of CI-groups arise in BCI-groups?
It is proved that the subgroup of a CI-group is also a CI-group. Here we pose the following conjecture.
Conjecture 2. Let G be a BCI-group and H be a subgroup of G. Then H is a BCI-group.
In the following lemma we give a partial answer to the Conjecture 2.
Lemma 1. Let G be a finite BCI-group and H be a characteristic subgroup of G. Then H is also a BCI-group.
Proof. Let S, T ⊆ H and BCay(H, S) ∼ = BCay(H, T ). Then [4, Lemma 3.5] implies that BCay(G, S) ∼ = BCay(G, T ). Since G is a BCI-group, there exist α ∈ Aut(G) and g ∈ G such that T = gS α . Since H is a characteristic subgroup of G, we find that α| H ∈ Aut(H). Since S and T are subsets of H, we conclude that g ∈ H which means that H is a BCI-group.
The following corollary for the direct product of two BCI-groups can obtain from Lemma 1.
Corollary 3. Let G and H be two finite groups and (|G|, |H|) = 1. If G × H is a BCI-group then both G and H are BCI-groups. In particular, every Sylow subgroup of a finite nilpotent BCI-group is a BCI-group. Remark 1. The converse of Corollary 3 is not true, because by [22, p. 28], Z 27 is not a CI-group and by [6, Lemma 3.2], every subgroup of a CI-group is a CI-group. Therefore Z 54 is not a CI-group and by Theorem 1, it is not a BCI-group. While Z 9 and Z 6 are both BCI-groups by Theorem 4 and Theorem 5.
It is proved in [14] that the only finite simple non-abelian 3-BCI-group is A 5 . In the following theorem, we prove that there is no any simple nonabelian 4-BCI group.
Theorem 2. There is no any non-Abelian 4-BCI simple group.
Proof. Let G be a finite non-Abelian simple group. It is proved in [14] that G is a 3-BCI-group if and only if G ∼ = A 5 . Since any 4-BCI-group is a 3-BCI group, it is enough to prove that A 5 is not a 4-BCI group.
Let G ∼ = A 5 , and a = (1 2 3) and b = (1 2 3 4 5). Assume that BCay(G, S) ∼ = BCay(G, S −1 ) where S = {1, a, b, ab}. We will show that S −1 = gS α for g ∈ G and α ∈ Aut(G). As 1 ∈ S, we conclude that g ∈ S −1 . So we have the following cases:
In this case we find that {ab, aba −1 , a, 1} = {1, a α , b α , (ab) α }. Hence a α = a. Assume that b α = ab and (ab) α = aba −1 . On the other hand a α b α = a 2 b. Hence ab = ba −1 a contradiction. In case b α = aba −1 and (ab) α = ab we have a α b α = a 2 ba −1 which implies aba −1 = b a contradiction.
Hence A 5 is not a 4-BCI-group and the proof is complete.
BCI-groups of order p k and 2p
It is well-know that Z p , p a prime, is a CI-group. Also it is proved in [2, Corollary 4.9] that it is a BCI-group. This motivates to study finite groups which are both BCI and CI-group. Let BC denotes the class of finite groups G which are both BCI and CI-groups. Answering to this question that which groups are in BC? For a prime number p, and a positive integer k, we will classify finite cyclic BCI-group of order p k and BCI-group of order 2p. In the following theorem, we classify finite cyclic BCI-p-groups: Proof. Let G = a ∼ = Z p k for some prime p and positive integer k be a BCI-group. By Theorem 1, G is a CI-group. Hence by Theorem 3, G is isomorphic to one of the groups Z 2 , Z 4 , Z 3 , Z 9 , Z p , where p ≥ 5.
To complete the proof it is enough to show that the groups Z 2 , Z 4 , Z 3 , Z 9 , Z p , where p ≥ 5 are BCI-groups. By [2, Corollary 4.9] the groups Z 9 and Z p , p a prime, are BCI-group. Let Γ = BCay(Z 4 , S) for some subset S of Z 4 . If |S| ≤ 3, then by [13] or [17, Theorem 1.1] Γ is a BCI-graph. Hence we may assume that S = Z 4 . In this case, obviously Γ is a BCI-graph. This completes the proof.
The following corollary which is an immediate consequence of Lemma 1 gives us some restriction on finite cyclic BCI-groups.
As a consequence of Theorem 4, we determine dihedral CI-groups of order 2p k , where p is a prime and k ≥ 1 is an integer. Proof. Let D 2p k be a CI-group. Then Theorem 4 and [3, Corollary 4.9] imply that p ≥ 5 and k = 1 or (p, k) ∈ {(2, 1), (2, 2), (3, 1), (3, 2)}. On the other hand, it is well-known that D 8 is not a CI-group. This proves one direction.
By [5] D 2p , p ≥ 3 a prime is a CI-group. Also by [12] D 4 ∼ = Z 2 × Z 2 is a CI-group. Furthermore, D 18 is a CI-group by [9] . This completes the proof.
Before turning to prove that the group Z 2p , p an odd prime, is a BCIgroup, we need to prove some lemmas. Proof. Since G\(G\S) = S, it is enough to prove the direction " ⇒ ". To this end, suppose that Γ = BCay(G, S) is a BCI-graph and Σ = BCay(G, G \ S).
Theorem C], it is enough to prove that R G and ϕ −1 R G ϕ are conjugate in Aut(Σ) and (G \ S) −1 = g(G \ S) α for some g ∈ G and α ∈ Aut(G).
First, we claim that ϕ −1 R G ϕ ≤ Aut(Γ). Let ρ g be an arbitrary element of R G and x, y ∈ G.
which means that ϕ −1 R G ϕ ≤ Aut(Γ). Since V (Γ) = V (Σ) and Γ is a BCIgraph, [2, Theorem C] implies that ϕ −1 R G ϕ = θ −1 R G θ for some θ ∈ Aut(Γ) and S −1 = gS α for some g ∈ G and α ∈ Aut(G). 1) for some x ∈ G, then for all g ∈ G we have (g, 1) θ = (1, 1) ρg θ = (x, 1) θ −1 ρg θ = (x, 1) ϕ −1 ρ h ϕ ∈ G × {1}, for some h ∈ G, which proves our claim in this case. If (1, 1) θ = (x, 2) for some x ∈ G, then for all g ∈ G we have (g, 1) θ = (1, 1) ρg θ = (x, 2) θ −1 ρgθ = (x, 2) ϕ −1 ρ h ϕ ∈ G × {2}, for some h ∈ G, which completes the proof of our claim.
Finally, θ ∈ Aut(Σ). To see this, we have
Hence θ ∈ Aut(Σ) and the proof is complete. Proof. Suppose, towards a contradiction, that p divides |A (1,1) |. Then there exists x ∈ A (1,1) of prime order p. This implies that x acts on the neighbor set of (1, 1). Hence | x : x (s,2) | ≤ |S| for all s ∈ S. If there exists s ∈ S such that x (s,2) = 1 then p ≤ |S|, which is a contradiction. Hence for all s ∈ S we have x (s,2) = 1. Let s ∈ S. Then there exists x i ∈ A (s,2) , for some 1 ≤ i ≤ p − 1. Since (i, p) = 1, we have x ∈ A (s,2) . Again, this implies that x acts on the neighbor set of (s, 2) and for all t ∈ S, x (t −1 s,1) = 1. Repeating this argument, the connectivity of Γ implies that x fixes all vertices of Γ i.e x = 1, a contradiction.
By a similar argument, one can see that p does not divide |A (1, 2) |. If Γ is vertex-transitive, then all point-stabilizers of A are conjugate, which proves the result. If Γ is not vertex-transitive, then A acts on both of sets G × {1} and G × {2}, transitively. Hence for all g ∈ G, |A (g,1) | = |A (1,1) | and |A (g,2) | = |A (1,2) |. Lemma 4. Let G = g be a cyclic group of order 2p where p is an odd prime and S be a subset of G of size p, and X = BCay(G, S). If p divides the stabilizer of (1, 1) in Aut(X), then S = g 2 or g 2 g. In particular X is a BCI-graph.
Proof. The assumption p divides |A (1, 1) | implies that there is α ∈ A (1,1) such that |α| = p. Thus α is the product of cycles of length p. Suppose toward a contradiction that, g 2k , g 2k ′ +1 ∈ S and k, k ′ < p. As (1, 1) α = (1, 1), α acts on the neighbors of (1, 1). So we may assume that (g 2k , 2) α = (g 2k ′ +1 , 2). It is easy to check that v 1 = (g 2k , 2) has a neighbor that is not a neighbor of v 2 = (g 2k ′ +1 , 2). Thus α can not fixes all neighbors of v 1 . In the other hand α fixes (1, 1) and it maps the neighbors of v 1 to the neighbors of v 2 . So it has a cycle of length less than p and it is a contradiction.
Let X = BCay(G, S) ∼ = BCay(G, T ). Then by the previous argument we conclude that, T is all the odd powers of g or all the even power of g. Therefore S = T or S = gT . Thus X is a BCI-graph.
Theorem 5. The group Z 2p , where p is an odd prime, is a BCI-group.
Proof. Let G = a ∼ = Z 2p and Γ = BCay(G, S). By [14, Lemma 2.8] BCay(G, S) ∼ = |G| | SS −1 | BCay( SS −1 , S). If SS −1 = a p ∼ = Z 2 , then it is obvious that BCay(G, S) is a BCI-graph. Let SS −1 = a 2 ∼ = Z p . Now, we may assume that H = a 2 which implies that BCay(G, S) ∼ = 2BCay(H, S).
Let BCay(G, S) ∼ = BCay(G, R), for some R ⊆ G. Then BCay(G, R) ∼ = 2BCay(K, R), where K = RR −1 ∼ = Z p , which implies that H = K and BCay(H, T ) ∼ = BCay(H, R). On the other hand, by [2, Corollary 4.9] , H is a BCI-groups, which means that there exists h ∈ H and σ ∈ Aut(H) such that R = hT σ . Now the map σ : G → G a pi+2j → a pi (a 2j ) σ , i = 0, 1, j = 0, 1, . . . , p − 1, is an automorphism of G. This means that BCay(G, S) is a BCI-graph.
If SS −1 = G, then BCay(G, S) is a a connected bi-Cayley graph. Suppose, towards a contradiction, that G is not a BCI-group. Then [2, Example 4.5] implies that p 2 divides |A|, where A = Aut(Γ). Now, by [2, Lemma 4.8] , Γ is a Cayley graph, which implies that p divides the size of any pointstabilizer of A. So, by Lemma 3, |S| ≥ p. Note that, by [2, Lemma 1.1], we may assume that 1 ∈ S.
Let T = G \ S and Σ = BCay(G, T ). Then, by Lemma 2, Σ is not a BCIgraph. Again, by [2, Example 4.5 and Lemma 4.8], p divides the size of any point-stabilizer of the automorphism group of Σ. If |T | = p then by Lemma 4, Σ = BCay(G, T ) is a BCI-graph and it is a contradiction. If |T | < p, Lemma 3 implies that Σ is disconnected. Then T T −1 = a p or T T −1 = a 2 . As we discussed above Σ is a BCI-graph, a contradiction.
Dihedral BCI-groups
Let D 2n , n ≥ 2, be a dihedral group of order 2n. By [23, Corollary 4.15] groups of order 2p where p is a prime are Z 2p or D 2p . In this section we characterize dihedral groups that they are BCI-groups. In order to achieve the goal of this section, at first we need to prove some Lemmas.
Lemma 5. D 10 is a 4-BCI-group.
Proof. By [14, Lemma 2.4], D 10 is a 3-BCI group. Let G = a, b | a 5 = b 2 = (ab) 2 = 1 ∼ = D 10 , = S ⊆ G, |S| = 4 and Γ = BCay(G, S). We know that BCay(G, S) ∼ = BCay(G, gS α ) for all g ∈ G and α ∈ Aut(G). Hence we may assume that 1 ∈ S i.e S = {1, x, y, z}, for some x, y, z ∈ G. On the other hand, Aut(G) = {σ s,l | 1 ≤ s ≤ 4, 0 ≤ l ≤ 4}, where a σ s,l = a s and b σ s,l = a −l b. We deal with the following cases: = {1, a, a 3 , a 4 }. Hence, in this case, we may assume that S = S 1 = {1, a, a 2 , a 3 }.
Case 2. |S ∩ a | = 3. Then S = {1, a i , a j , a r b}, where 1 ≤ i, j ≤ 4, i = j and 0 ≤ r ≤ 4. Since there exists σ ∈ Aut(G) such that (a i ) σ = a, we may assume that S = {1, a, a m , a n b} for some 2 ≤ m ≤ 4 and 0 ≤ n ≤ 4. Let S 2 = {1, a, a 2 , b}. Then S 2 = {1, a, a 3 , a n b} σ 2,2n , where 2n is computed modulo 5. Furthermore, S 2 = a{1, a, a 4 , a n b} σ 1,n+1 , where n + 1 is computed modulo 5. Hence, in this case, we may assume that S = S 2 = {1, a, a 2 , b}.
Case 3. |S ∩ a | = 2. Then S = {1, a i , a j b, a r b} , where 1 ≤ i ≤ 4, 0 ≤ j, r ≤ 4 and j = r. Again, since there exists σ ∈ Aut(G) such that (a i ) σ = a, we may assume that S = {1, a, a m b, a n b}, for some 0 ≤ m < n ≤ 4. Let S 3 = {1, a, b, ab} and S 4 = {1, a, b, a 2 b}. Then {1, a, a m b, a m+1 b} σ 1,m = S 3 , m = 0, 1, 2, 3. Also {1, a, a m , a m+2 } σ 1,m = S 4 , m = 0, 1, 2. Furthermore, {1, a, a m b, a m+3 b} σ 1,m−2 = S 4 , where m = 0, 1 and {1, a, b, a 4 b} σ 1,4 = S 3 . Case 4. |S ∩ a | = 1. Then S = {1, a i b, a j b, a r b}, where 0 ≤ i, j, r ≤ 4 and k = i = j = k. Since (a i b) σ 1,i = b, we may assume that S = {1, b, a m b, a n b} for some 1 ≤ m < n ≤ 4. Let S 1 = {1, a, a 2 , b} as defined in Case 1. Then b{1, b, ab, a 2 b} σ 4,0 = b{1, b, a 2 b, a 3 b} σ 2,1 = b{1, b, a 3 b, a 4 b} = b{1, b, ab, a 3 b} σ 3,0 = b{1, b, ab, a 4 b} σ 1,1 = b{1, b, a 2 b, a 4 b} σ 3,2 = S 1 . This shows that we may omit this case.
From the above cases, we may assume that S is one of the sets S 1 , S 2 , S 3 or S 4 . Let Γ i = BCay(G, S i ). We claim that for i = j, Γ i ≇ Γ j . We have Γ 1 is disconnected and Γ i , i = 1, is connected. Hence Γ 1 ≇ Γ 2 , Γ 3 , Γ 4 . To complete the proof it is enough to prove that Γ 3 ≇ Γ 2 ≇ Γ 4 ≇ Γ 3 . By [4, Theorem 2.1] or [3, Theorem 6] , and using a simple calculation, we find that 0 is an eigenvalue of Γ 3 with multiplicity 10 and it is an eigenvalue of Γ 4 with multiplicity 2, while it is not an eigenvalue of Γ 2 . This proves that Γ 3 ≇ Γ 2 ≇ Γ 4 ≇ Γ 3 , which completes the proof. Lemma 6. D 10 is a 5-BCI group.
Proof. By Lemma 5, D 10 is a 4-BCI group. Let G = a, b | a 5 = b 2 = (ab) 2 = 1 ∼ = D 10 , S ⊆ G, 1 ∈ S, |S| = 5 and Γ = BCay(G, S). We deal with the following cases: Case 1. S ⊆ a . Then S = S 1 = a . Case 2. |S ∩ a | = 4. Since for each 1 ≤ i ≤ 4 there exists σ ∈ Aut(G) such that (a i ) σ = a, we may assume that a ∈ S. Hence S = {1, a, a i , a j , a k b} for some 2 ≤ i < j ≤ 4 and 0 ≤ k ≤ 4. We have S σ 1,k = {1, a, a i , a j , b}. Furthermore, {1, a, a 2 , a 3 , b} = {1, a, a 2 , a 4 , b} σ 3,0 and {1, a, a 2 , a 3 , b} = {1, a, a 3 , a 4 , b} σ 2,0 . Hence we may assume that, in this case, S = S 2 = {1, a, a 2 , a 3 , b}.
Case 3. |S ∩ a | = 3. By a similar argument to the previous case, we may assume that a ∈ S. Hence S = {1, a, a i , a j b, a k b} for some 2 ≤ i ≤ 4 and 0 ≤ j < k ≤ 4. Since S σ 0,j = {1, a, a i , b, a k−j b}, we may assume that S = {1, a, a i , b, a k b} for some 2 ≤ i ≤ 4 and 1 ≤ k ≤ 4. Let S i,k = {1, a, a i , b, a k b}. Then Hence, we may assume that S is one of the sets S 3 = {1, a, a 2 , b, ab} or S 4 = {1, a, a 2 , b, a 2 b}. Case 4. |S ∩ a | = 2. By a similar argument to the previous case, we may assume that a ∈ S. Hence S = {1, a, a i b, a j b, a k b} for some 0 ≤ i < j < k ≤ 4. Since S σ 0,i = {1, a, b, a j−i b, a k−i b}, we may assume that S = S i,j = {1, a, b, a i b, a j b} for some 1 ≤ i < j ≤ 4. On the other hand, we have S 1,3 = S σ 1,2 2,3 = S σ 1,4 2,4 , b{1, a, b, ab, a 2 b} σ 4,0 = b{1, a, b, ab, a 4 b} σ 4,1 = S 3 and b{1, a, b, ab, a 3 b} σ 3,0 = S 4 , where S 3 and S 4 are defined in Case 3. Hence we may omit this case.
Case 5. |S ∩ a | = 1. Then S = {1, a i b, a j b, a m b, a n b} for some 0 ≤ i < j < m < n ≤ 4. Since S σ 0,i = {1, b, a j−i b, a m−i b, a n−i b}, we may assume that S = {1, b, a i b, a j b, a k b} for some 1 ≤ i < j < k ≤ 4. Furthermore, {1, b, ab, a 2 b, a 3 b} σ 0,3 = {1, b, a 2 b, a 3 b, a 4 b}, {1, b, ab, a 2 b, a 3 b} σ 2,0 = {1, b, ab, a 2 b, a 4 b} and {1, b, ab, a 2 b, a 3 b} σ 3,0 = {1, b, ab, a 3 b, a 4 b}. Furthermore, {1, b, ab, a 2 b, a 3 b} = bS 2 , where S 2 is defined in Case 2. Hence we may omit this case.
Thus we may assume that S is one of the above sets S 1 , S 2 , S 3 or S 4 . Let Γ i = BCay(G, S i ), i = 1, . . . , 4. We shall prove that Γ i ≇ Γ j for all i = j. Since Γ 1 is disconnected and Γ i , i = 1 is connected, we have Γ 1 ≇ Γ 2 , Γ 3 , Γ 4 . By [4, Theorem 2.1], Spec(Γ) = {±5, ±3, (±2) [4] , 0 [8] }, integer eigenvalues of Γ 3 are ±5, ±1, 0 [8] and integer eigenvalues of Γ 4 are ±5, (±1) [5] , which imply that Γ 3 ≇ Γ 2 ≇ Γ 4 ≇ Γ 3 . This completes the proof. Theorem 6. Let n ≥ 2. Then D 2n is a BCI-group if and only if n ∈ {2, 3, 5}.
Proof. Let D 2n = a, b | a n = b 2 = (ab) 2 = 1 be a BCI-group. First let n = 4, S = {1, a 2 } and T = {1, b}. Then BCay(D 8 , S) ∼ = 4C 4 ∼ = BCay(D 8 , T ). By our assumption, there exists g ∈ D 8 and α ∈ Aut(D 8 ) such that T = gS α , which implies that (a 2 ) α = b a contradiction. Hence n ≥ 4. Suppose towards a contradiction that n ≥ 6. Since every BCI-graph is vertex-transitive, [11, Remark1] implies that n = 6, 7. Hence n > 7. On the other hand, by [11, Proposition 11] , there exists a subset S of length 7 of D 2n such that Aut(BCay(D 2n , S)) ∼ = D 2n . Again, transitivity of BCay(D 2n , S) implies that 4n divides 2n, a contradiction. Hence it is proved that n ∈ {2, 3, 5}.
Conversely suppose that n ∈ {2, 3, 5}. We will prove that D 4 , D 6 and D 10 are BCI-groups. (1) Since D 4 is isomorphic to Z 2 × Z 2 , it is a 3-BCI group by [14, Lemma 2.4] . Clearly BCay(G, G) is a BCI-graph for any group G. So D 4 is a 4-BCI group which means that it is a BCI-group.
(2) D 6 is a BCI-group by [15] .
(3) Let S ⊆ D 10 and Γ = BCay(G, S). If |S| ≤ 5 then Γ is a BCI-graph, by Lemma 6. If |S| > 5 then |D 10 − S| ≤ 4. Now Lemmas 2 and 5 imply that Γ is a BCI-graph.
Hence the proof is complete.
