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ABsrRAcr In a study of integration at the single neuron level, the relationships
between the postsynaptic membrane potential and the presynaptic spike train were
analyzed. Fluctuations in membrane potential of neurons in the visceral ganglion of
Aplysia were measured and described by histograms. The histogram estimates the
probability density function of the membrane potential. Comparisons were made
among histograms when there was no synaptic input, and when there was a single
input in which variations were made in the PSP (postsynaptic potential) sign, i.e.
excitatory or inhibitory, and arrival statistics, e.g. slow or fast, regular, Poisson-
like, or patterned. This was examined in cells where the membrane potential was
constant and in cells in which there was spontaneous pacemaker activity. The form
of the histogram depended on whether the neuron was spontaneously quiescent or
a pacemaker, or whether it received presynaptic input and, if it did, on the sign and
temporal characteristics of such input. From such histograms the mean firing rate
of output spike trains can be predicted; additional information of a temporal na-
ture is required, however, to predict features of the interval structure of the output
train. Suggestions are made concerning the way the nervous system might utilize
the information summarized in the membrane potential histogram.
INTRODUCTION
This work is part of an effort to study integration at the single neuron level by
analyzing the relationship between the dynamics of the postsynaptic membrane
potential, and the pre- and postsynaptic spike trains. Fluctuations in membrane
potential were measured and described by histograms. Comparisons were made
among membrane potential histograms when there was no synaptic input and when
there was a single input in which variations were made in the PSP sign, i.e. excita-
tory or inhibitory, and arrival statistics, e.g. slow or fast, regular, Poisson-like or
patterned. This was examined in cells where the membrane potential was constant,
and in cells where there was spontaneous pacemaker activity.
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In general, the following questions may be asked: (a) What is the relation be-
tween the membrane potential histogram of a postsynaptic neuron and the features
of an impinging presynaptic spike train? (b) Can one predict the "form" of the out-
put spike train from a neuron given the character of the postsynaptic membrane
potential histogram? And (c) what suggestions can be made concerning the way
in which the nervous system might utilize the information summarized in the mem-
brane potential histogram? Question (a) is answered experimentally in the pres-
ent communication. Questions (b) and (c) are discussed at a more hypothetical level.
MATERIALS AND METHODS
Experiments were carried out in the isolated visceral ganglion of Aplysia californica bathed
in natural sea water, at 12-15°C. Five connectives (left and right visceropleural, branchial,
genital, and anal) (see Eales, 1921) were each draped over pairs of chlorided silver stimulating
electrodes and for optimal preservation, were kept under the water. A small incision was
made in the connective tissue enveloping the ganglion, thus exposing small clusters of nerve
cells. Intraneuronal recordings were made with glass microelectrodes filled with 2.5 M potas-
sium chloride or 2 M potassium citrate. These were amplified with a Medistor Model A-35
Electrometer preamplifier (Medistor Instrument Co., Seattle, Wash.) and then stored on FM
magnetic tape (Sanborn 2000 tape recorder, Sanborn Co., Waltham, Mass.). Once a cell was
impaled, a systematic search was made to determine which, if any, of the connectives pro-
vided synaptic input upon stimulation. Trains of evenly spaced stimuli or of evenly spaced
pairs or trios of stimuli were used. On other occasions, the stimulator was triggered by a
Geiger counter exposed to a weak radioactive source, and the mean rate was set by adjusting
the position of the source. The 50 msec dead time, or minimum time permitted between
consecutive stimuli, was determined by appropriately setting the minimum pulse interval on
the waveform generator. Random stimuli from such a source are well-defined statistically
(Feller, 1966) and spike trains with these properties have been found to occur naturally in
the nervous system (Moore et al., 1966). When it was desired to study only the subthreshold
oscillations ofthe membrane potential undisturbed by action potentials, spiking was prevented
by passing a hyperpolarizing current through the recording electrode.
Two classes of neurons were studied. "Quiet" cells had a relatively stable resting potential,
received no apparent spontaneous synaptic input, and did not fire spontaneously. "Pure
pacemaker" cells fired periodically after a slow drift of the membrane potential to threshold
and also lacked obvious spontaneous synaptic input (Junge and Moore, 1966). The records
selected for subsequent analysis were taken from sections of data which were judged to be
"stationary" by the criterion that the fluctuations in membrane potential were relatively con-
stant under constant experimental conditions. Selection of stationary data segments was
performed mostly by eye with some confirmation provided by segmenting long records for
separate analysis before pooling.
Our analysis centered upon the values of the membrane potential. The signals on the
analogue tape were digitized at rates between 250 and 1000 samples/sec and computation of
membrane potential histograms and related quantities (mean, standard deviation) was per-
formed on the console system of an SDS 930 (Scientific Data Systems, Santa Monica, Calif.)
digital computer (Betyar, 1967). This kind of analysis affords only a partial description of the
phenomenon, ignoring the temporal sequential characteristics. In spite of this, it is revealing
to examine the values and limitations of the method.
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The membrane potential histogram' estimates the probability density function of the mem-
brane potential. It is a display of the relative time spent at a particular membrane potential
on the ordinate, against the membrane potential on the abscissa. Fig. 1 is illustrative. The
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FIGURE 1 Membrane potential histogram for hypothetical voltage fluctuations. (a) Hypo-
thetical fluctuations of potential with time. Sampling is at a rate of 2/sec and the extracted
voltage values are indicated by open circles. The voltage range from -80 to -20 mv was
divided into 5 mv bins. The number of samples in each bin is indicated on the right. (b)
Histogram of potential in (a). Abscissagives range of potential and is divided into 5 mv bins.
Ordinate to right gives number of entries per bin. Ordinate to left gives relative time spent in
each bin and is obtained by dividing the number per bin by the total number of samples (24
in this case). The histogram is said to be normalized when the number in each bin is expressed
as a fraction of the total number of entries, i.e., when the area under the histogram is 1.
variations in time of a hypothetical potential are drawn in Fig. I a (solid line). The function
is digitized at a rate of 2 samples/sec and the potential values indicated by the open circles
are extracted. To obtain the histogram from the digitized values, the voltage scale is parti-
tioned into bins 5 mv wide (left vertical axis) and the number of samples in each bin is counted
(numbers at right). For example, in the -40 to -45 mv bin there are three samples. To obtain
the membrane potential histogram the number of samples in each bin is plotted against the
voltage range (Fig. 1 b). Dividing the entry in each bin by the total number of entries, one
obtains the relative time spent at each potential. The area under the histogram between any
The distribution function F(x) is given by the integral of the density function,
F(x) = | f(y) dy
-Go
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two values of potential estimates the fraction of time during which the potential lies between
these values, and the area to the right of a particular potential gives the fraction of time the
potential is above, i.e. less negative than, that value. In the example in Fig. 1, the potential
spends 71% of the time between -60 and -40 mv (cross-hatched area) and 8.4% of the
time is less negative than -40 mv (stippled area). The relative area under the histogram to
the right of the threshold value estimates the probability that the cell will fire. In the example
shown, if the threshold were -40 mv there would be about an 8.4% probability that an
output would be observed at any moment in time.
All subsequent histograms have 144 bins on the abscissa with those representing more
negative potentials to the left. Histograms are normalized to unity area when the relative
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FiGuRE 2 Histograms ofcommon periodic functions. Examples of histograms derived from
periodic sine (a), triangular (b), and exponential (c) functions, generated electronically and
digitized in the same way as the intracellular records. Each display shows a sample of the
digitized potential as a function of time, running vertically, and above it the corresponding
histogram. (a) The sinusoid spends relatively more time at the extreme values than between
peaks, so the histogram shows a mode at each extreme of the range. (b) The triangular func-
tion is linear between the extremes and spends an equal amount of time at all potentials, thus
yielding a uniform histogram. (c) The step function with exponential decay has a histogram
with a mode corresponding to the level of potential which the function approaches expo-
nentially. The histograms in this and subsequent illustrations were taken from the display
scope of the digital computer which calculated the histograms. The scope display connects the
maxima of each bin with a line.
times spent over a particular potential range are to be compared. They are scaled to equal
modal heights when the emphasis is on their shapes.
The probability density functions for periodic sine, triangular, and exponential functions
are plotted as illustrative examples in Fig. 2 and derived mathematically in the Appendix.
RESULTS
The experimental results are concerned mainly with the relation between the mem-
brane potential histogram of the postsynaptic neuron and the features of the im-
pinging presynaptic spike train. We first consider the histograms produced by ex-
citatory input of regular, irregular, and patterned timing as a function of mean
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rate. Next, we consider the effects of inhibitory input under similar conditions.
Finally, the histograms of pacemaker activity with and without synaptic input are
examined.
Membrane Potential Histogram of Quiescent Nerve Cells with EPSP's
A single regular excitatory input to a neuron lacking inherent activity produced
the membrane potential fluctuations illustrated in Fig. 3. The rate of arriving ex-
citatory postsynaptic potentials (EPSP's) increases from top to bottom in the
1/5 sec (a)
1/2 sec (b)
i/sec (c)
3/sec (d)
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FIGURE 3 Effect of regular excitatory input. At left are intracellular recordings showing
EPSP's evoked by stimulation of the right visceropleural connective at different rates. At
right and indicated by arrows labeled S are the corresponding membrane potential histo-
grams. p indicates the plateau in these histograms. The histogram indicated by C (shown in
all but a), represents the membrane potential at rest when no stimuli are delivered. As the
EPSP rate increases, from top to bottom, the "stimulated" histogram is displaced more and
more to the right, i.e. to more depolarized levels, and its shape changes from positively
skewed to more uniform and narrow (compare ranges AB in b and DE in e). The mean dis-
placement of the membrane potential from the mean resting level was 1, 2.5, 2.7, 3, and 6.5
mv. The standard deviations were 1.5, 2, 1.7, 1.5, and 2 mv in a-e, respectively. The standard
deviation of the resting membrane potential was 0.2 mv. Histograms are displayed scaled
to equal amplitude. When normalized the modal values are 0.18 for quiescent histogram, C,
and 0.11, 0.07, 0.06, 0.03, and 0.02 for "stimulated" histograms a-e, respectively. In all
figures, records were taken from tape recordings and histograms were photographed from
the CRT (cathode-ray tube) display of the computer.
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illustration. After the stimulus stops the membrane potential returns to the resting
level. To the 'right are the corresponding membrane potential histograms scaled to
the same maximum height. In all but the top display, there are two superimposed
histograms. The narrow one to the left (labeled C) represents the membrane po-
tential at rest, before or after a train of PSP's. Its narrowness indicates that there is
little deviation from the mean resting level. To the right of this histogram, toward
more depolarized levels, is the membrane potential histogram during the stimulus
train (S). As the EPSP arrival rate increases, the "stimulated" histogram is dis-
placed more and more to the right. Its shape also changes from skewed to more
narrow and uniform. At low arrival rates (5, /2, and 1 per sec), the histograms are
positively skewed, with the mode more negative than the mean, because a greater
proportion of the time is spent near the resting level. At more depolarized levels,
these histograms show a plateau (p) indicating that the PSP spends a relatively
uniform amount of time at these potentials. This uniformity is due to the approxi-
mately linear rise and fall in the EPSP near its peak. At higher arrival rates, the
"stimulated" histograms become narrowed because the size of the oscillation is
reduced (compare A-B in b with D-E in e). The amplitude is reduced partly because
the membrane potential does not have sufficient time to return to the resting level
before the next PSP arrival and partly because the amplitude of the PSP initiated
from more depolarized levels is decreased. The histograms are more uniform at
these high rates because relatively more time is spent along the quasi-linear portion
of the EPSP's.
Fig. 4 a compares the potential fluctuations under regular and Geiger-driven
stimulations at a mean rate of 3/sec. The mean depolarization from the resting level
is 10.7 mv for both cases, but the standard deviations are markedly different being
2 and 4.5 mv for regular and Geiger stimulation, respectively. Each input form
produces a different membrane potential histogram. A narrow, relatively uniform
histogram was derived from the regular synaptic activation, but a broad skewed
histogram was produced by Geiger-driven excitation. The curves have been nor-
malized to unity area. The histograms show that the two inputs will not be equally
effective in evoking discharge from the cell. For a spike threshold, like A in the figure,
that is relatively high and less negative than the mean depolarization level, the
Geiger-driven stimulus would be more effective, because the corresponding histo-
gram indicates that the potential spends a greater fraction of time above threshold.
Contrastingly, with a threshold like B, more negative than the mean depolarization
level, the regular stimulation would be more effective. This difference in effectiveness
of two inputs is illustrated in Fig. 4 b, where the threshold for spike discharge is
less negative than the mean depolarization level. Regular EPSP input yields no spike
output, while Geiger-driven input of the same mean rate produced several spikes.
Comparison of the histograms produced by regular and Geiger-driven stimulation
at several rates is made in Fig. 5. As the mean rate of stimulation increases from 1
to 3/sec, both sets of "stimulated" histograms (labeled S) tend to present higher
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FIGURE 4 Comparison of effect of regular and iffegular EPSP's. (A) Membrane potential
fluctuations of cell receiving a single excitatory input at a mean rate of 3/sec, regularly (top)
and irregularly (bottom). The mean displacement of the membrane potential from its resting
level was 10.7 mv under both types of stimulation. The standard deviation about the mean
was 2 mv for regular stimulation and 4.5 mv for the irregular (Geiger-driven) stimulation.
Below are the histograms associated with these oscillations. The relatively narrow and uni-
form histogram corresponds to regular excitations, the broad and skewed histogram is the
result of Geiger-driven excitation. Normalized histograms have modal values of 0.06 and 0.02
for regular and Geiger-driven cases, respectively. Values of potential indicated by A and B in
the intracellular records correspond approximately to the levels of potential so labeled in the
histogram. (B) Comparison of the effectiveness of Geiger-driven and regular excitatory in-
put in initiating a spike output. No spikes are evoked by regular excitation at 2/sec, but
several spikes are evoked by Geiger-driven stimulation at the same mean rate. Gain of
lower record is less than that of the upper so that the full extent of the spike could be shown.
The size of a single EPSP is the same in both records.
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values to the right, i.e., at the less negative potentials. At low rates (upper row) the
histograms produced by regular and Geiger-driven stimulation are both heavily
skewed with the mode more negative than the mean. This is because at low rates,
the membrane potential spends the greatest fraction of time at or near the resting
level. The Geiger-driven histograms are distinct in that they lack the plateau present
in the "regular" histograms (p in Fig. 5) and they extend over a wider range of
potential.
Both these differences reflect the extent of temporal summation. With regular
stimulation temporal summation is consistent, with each PSP starting from ap-
proximately the same level and attaining approximately the same peak amplitude.
The linear portion of every PSP occurs over approximately the same range of
potentials, and a plateau appears in the membrane potential histogram. With
Geiger-driven stimulation the interval between PSP's is irregular, so succeeding
REGULAR GEIGER DRIVEN
* ~~~~(a) -
I /sec
(b)
* ~~~2/sec
'44 ~~~~(c)
K 1 1 3 3/sec
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FIGURE 5 Histograms produced by regular and irregular EPSP's of different rates. Com-
parison of membrane potential histograms produced by regular and Geiger-driven excitatory
input as the mean rate of stimulation is increased from 1 to 3/sec. Two histograms are super-
imposed in each display: the narrow, symmetrical histogram (labeled C) represents the con-
trol membrane potential at rest, just before or some time after the stimulus train. "Stimu-
lated" histograms are denoted by S. p indicates plateau in histogram. All histograms are
shown scaled to equal modal heights. When normalized the modal values of regularly and
Geiger-driven histograms are approximately equal, at 0.07 and 0.04 in a and b, respectivelY.
In c the modal value is 0.06 in the regularly-driven, 0.02 in the Geiger-driven, and 0.22 in
the control histograms. Under regular stimulation the mean depolarization of the mem-
brane potential from the resting level is 3, 6, and 10.7 mv and the standard deviation of the
membrane potential is 3, 2.7, and 2 mv in a, b, and c, respectively. With Geiger-driven stimu-
lation the mean depolarization is 6, 7, and 10.7 mv and the standard deviation 3.5, 4, and
4.5 mv in a, b, and c, respectively.
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PSP's start from different levels and attain different peak amplitudes. The absence
of the plateau is then due to lack of coincidence in the linear portions of consecutive
PSP's. The irregularity of arriving PSP's also accounts for the greater fluctuations in
membrane potential under Geiger-driven stimulation. The membrane potential is
deflected to more depolarized levels when driven by closely-spaced EPSP's and
drops to potentials close to the resting level when succeeding PSP's are separated
FIGURE 6 Histograms of excitatory
trios of varying timing. (a) The top row
displays, in each frame, twelve super-|Q0.5 sec imposed EPSP trios with a span of 575
msec, and with either 250 msec (1, left)
or 435 msec (2, right) between the first
and second stimuli. The dashed hori-
z1v | _zontal lines may be used to compare the
relative depolarization attained by each
pattern. The normalized membrane po-POTENTI A tential histograms associated with
each trio are superimposed below.
Histograms 1 (continuous white line)
and 2 (dotted line) were produced by
trios 1 and 2, respectively, and have
modal values of 0.05 and 0.03. (b) The
top row displays, in each frame, sevena s ^ =1^ superimposed trios with a span of 420msec, and with either 220 msec (1, left)
or 315 msec (2, right) between the first
and second stimuli. Trio 2 produces a
L < -spike each time. The normalized histo-
grams are superimposed below with
the dotted histogram 1 corresponding
Ci N to trio 1. Modal values are 0.06 and0.02. T indicates the threshold for spike
POTENTIAL T initiation.
POTENTIAL T
by longer intervals. The differences between the histograms produced by regular and
Geiger-driven stimulation thus become more marked as the mean PSP rate in-
creases. Under regular stimulation the histogram becomes narrow and more uni-
form, but that produced under Geiger-driven stimulation becomes broad and re-
tains some skewness (Fig. 5). The mean and the standard deviation of the mem-
brane potential with Poisson arrivals, and with stepwise and constant size PSP's
have been calculated (Feller 1966, pp. 175-176).
Segundo, Perkel, and Moore (1968) showed that both the mean rate and pattern
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of arriving PSP's were important in determining whether an output spike was
evoked from a postsynaptic cell. The variation in the membrane potential histogram
of a postsynaptic cell caused by changing the pattern of a stimulus trio is illustrated
in Fig. 6. The "long-short" pattern (2 (arrow), dotted histogram) caused the mem-
brane potential to attain more depolarized levels than the "short-long" pattern
(I (arrow), continuous histogram) (Fig. 6 a). If the spike threshold were at the
level indicated by arrow A, the "long-short" trio would be more effective in pro-
ducing an output since this area to the right of the arrow under histogram 2 is
greater than that under histogram 1. If, however, the threshold were at B, both
trios would be equally effective since the areas are approximately equal. When the
span of the trio is reduced (Fig. 6 b), the membrane potential of the postsynaptic
cell reaches threshold T after each "long-short" sequence and produces an impulse.
A "short-long" stimulus pattern never attains threshold.
Membrane Potential Histogram of Cells with IPSP's
The membrane potential fluctuations produced by single inhibitory postsynaptic
potential (IPSP) inputs are described in some cases by histograms which are sym-
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FIGURE 7 Effect of regular inhibitory
input. At left, intracellular recordings
from cell receiving single inhibitory in-
put at different rates. In the absence of
inhibitory stimulation the cell dis-
charged spontaneously. The level of the
undershoot that follows each pace-
maker spike is indicated by arrow
labeled U in each record as a reference
for comparison of the degree of the
hyperpolarization induced by the
IPSP's. In d, two pacemaker spikes are
shown before the initiation (at the ar-
row) of the evoked IPSP train. The
right column shows the corresponding
membrane potential histograms. As the
stimulus rate increases, from top to
bottom, the histograms are shifted to
theleft, tomore negative potentials, and
the shape changes from skewed and
bimodal to progressively more uniform
and finally quite narrow and unimodal.
These histograms are scaled to equal
modal heights. The four histograms are
normalized and superimposed below,
where the modal values for histograms
a-d are 0.06, 0.07, 0.08, and 0.25, re-
spectively.
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metric about a vertical axis with those produced by single EPSP input (Fig. 7).
For example, at low arrival rates the histograms are skewed with the mode to right
of the mean for inhibition and to the left for excitation. As the rate increases the
histograms under regular input become bimodal with the predominant mode to the
right for inhibition and to the left for excitation. Compare histograms of excitatory
input at 3/sec in Fig. 3, with inhibitory input at 2.5/sec in Fig. 7. Irregular stimula-
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FIGURE 8 Histograms of pacemaker activity. In left column, recording of the same pace-
maker cell discharging at various rates. In right column, corresponding normalized mem-
brane potential histograms. The range of the histogram is from the spike undershoot U to
the potential indicated by level A in record. All samples of the spike above this level were
entered in the bin at right. As the rate of discharge increases from top to bottom the histo-
grams become more uniform. Normalized histograms have modal values of 0.07, 0.05, 0.05,
and 0.07 in a-d, respectively. The threshold level T, spike undershoot U, and the potential A
indicated in the intracellular records correspond to the levels of potential so labeled in the
histograms. The slow pacemaker in a spends most of the time at potential B, which corre-
sponds to the mode in the associated histogram.
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tion produces skewed histograms with the mode to right and left of the mean for
inhibitory and excitatory input, respectively. Quite frequently, however, quiescent
cells have resting levels which are near to the equilibrium potential for the IPSP
and this limits the hyperpolarizing effect of IPSP's at high rates. As a consequence
-T
I-u
U - Tu-u
POTENTIAL
FiGuRE 9 Pacemakers with PSP input. (a) Left, record of pacemaker with no apparent
PSP's (top) and with EPSP's (bottom). The corresponding normalized histograms are shown
at right and have approximately equal modal values of 0.04. The addition of EPSP's causes
the larger mode to be shifted to the right indicating that the membrane potential spends rela-
tively more time at depolarized levels. The number of entries in the right most bin is greater
in the bottom histogram, reflecting the acceleration produced by the EPSP's. (b) Left,
records from another pacemaker with no apparent PSP's (top) and with regular IPSP input
(bottom). The corresponding normalized histograms at right show the shift in the membrane
potential to more negative levels when IPSP input is added. Modal values approximately
equal at 0.05. The number of entries in the right most bin is smaller in the bottom histogram
reflecting the deceleration produced by the IPSP's. Variation in the intensity of the records is
due to use of beam brightener circuit.
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of this "bottoming" effect the histogram becomes narrow and uniform close to the
equilibrium level.
Membrane Potential Histogram of Pacemakers With and Without PSP's
Fig. 8 shows the membrane potential histograms of a pacemaker cell firing at differ-
ent rates. The range of each histogram extends from the spike undershoot (U) to a
potential (A) above threshold. Potential values above level A are entered in the
right-hand overflow bin. The height of this bin is therefore proportional to the pace-
maker's discharge rate in these normalized histograms. At the slowest discharge
rate (top) the pacemaker spends most time between the undershoot U, and the
threshold T; the potential labeled B in the record corresponds to the mode in the
histogram. As the discharge rate increases (Fig. 8a-d) the drift from undershoot to
threshold becomes more linear and the corresponding histograms appear more
uniform. The more negative modes correspond to the undershoot. They are rela-
tively narrow and show a sharp cut-off on the negative side. The less negative modes
correspond to the asymptotic level approached by the pacemaker potential (Junge
and Moore, 1966). The gradual fall off of this mode towards threshold is indicative
of the exponential drift of the pacemaker potential just before it blends into the
spike and may be due to a local potential triggered by an axon spike some distance
away (Tauc, 1962).
When a single synaptic input is superimposed upon the pacemaker activity, the
histogram is altered. In Fig. 9 a a pure pacemaker record is shown together with its
membrane potential histogram (top row). When EPSP's are superimposed (second
row), the corresponding histogram shows a wider separation of the modes; the
right-hand mode shifting closer to threshold, T. This illustrates that the superposi-
tion of EPSP's caused the membrane potential to spend a greater fraction of time at
more depolarized levels. Since the cell fires more frequently there is an increase in
the number of entries in the right-hand bin. In Fig. 9 b the effect of superimposing
IPSP's is shown. The pacemaker activity is displayed at the top with its corre-
sponding histogram. Superimposing IPSP's causes the potential to spend a greater
relative time at more negative values (bottom), and this is reflected in the histogram
by a shift to the left and merging of the two modes. The decreased firing rate of the
inhibited pacemaker is reflected in a decrease in the number of entries in the right-
hand bin.
DISCUSSION
An important function of every neuron, and one related to the transfer of informa-
tion in the nervous system, is that of maintaining a relation between its presynaptic
input and its own postsynaptic discharge. The set of processes determining this
input-output relation is defined as integration by Bullock and Horridge (1965).
At the single neuron level, integration is determined by the interaction of converging
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presynaptic inputs and of the intrinsic properties of the cell, such as its resting po-
tential and threshold. Important issues in integration are therefore reflected by the
membrane potential.
Many investigators have attempted to characterize the membrane potential
fluctuations produced by natural stimuli and those occurring "spontaneously."
The work has been carried out in vertebrate and invertebrate systems ranging from
receptor cells (Adolph, 1964), peripheral nerve axons (Derksen and Verveen, 1966;
Verveen et al., 1967), and the motor end-plate (Fatt and Katz, 1952) to central
elements such as cortical and spinal cord motor neurons (Brock et al., 1952; Katz
and Miledi, 1963; Burke and Nelson, 1966; Granit et al., 1966; Hill et al., 1966;
Elul, 1967 a, b). These studies have focused essentially on: (a) the source of the
fluctuations, and (b) the influence of the fluctuation on the excitability and the
discharge patterns. Description of membrane potential fluctuations have involved
visual examination of the records (Brock et al., 1952; Granit et al., 1966), peak
amplitude histograms of PSP-like events (Fatt and Katz, 1952; Adolph, 1964;
Burke and Nelson, 1966), calculation of membrane potential, mean and standard
deviation (Verveen et al., 1967), membrane potential histograms (Adolph, 1964;
Elul, 1967 a, b), and frequency spectrum analysis (Derksen, 1965; Verveen and
Derksen, 1965; Derksen and Verveen, 1966; Hill et al., 1966; Elul, 1967 b).
The three questions posed in the introduction concerning the relation between
the membrane potential fluctuations of a neuron and its input and output reflect
the broad interests of those studying membrane potential fluctuations and our own
interest in neuronal integration. In the following paragraphs we show the extent to
which the membrane potential histograms afford an answer to these questions.
It should be recognized that such histograms render only a partial description since
events characterized by certain fluctuations in consistent sequence are ignored.
Our experimental results enable us to answer, to a certain extent, the question
of the relation between the membrane potential histogram of a postsynaptic neuron
and the features of an impinging presynaptic spike train. The form of the membrane
potential histogram depended on whether the neuron was spontaneously quiescent
or a pacemaker, on whether or not it received presynaptic input, and, if it did, on
the sign (excitatory or inhibitory) and temporal characteristics (i.e., rate and pat-
tern) of the latter.
In summary, (a) a narrow histogram indicates either a quiescent cell or one re-
ceiving very high-frequency synaptic input; the sign of the latter is indeterminate
unless the resting level is known. A broader, somewhat skewed histogram is indica-
tive of irregular high-frequency weak synaptic input, and a narrower, more sym-
metric histogram indicates more regular input. In the limit, with very weak and
extremely high-frequency input, regular arrivals may be indistinguishable from
irregular arrivals (Segundo, Perkel, Wyman, Hegstad, and Moore, 1968). (b) A
bimodal histogram indicates either pacemaker activity or regular synaptic input of
moderate rate; the modes are of unequal width in the former case. In the latter, the
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input sign is revealed by the relative position of the dominant mode; it is to the
left for excitatory input and to the right for inhibitory. (c) Acutely skewed histo-
grams are indicative of low input rates, with input statistics indeterminate. The sign
of the skew reveals the input sign. Irregular input of moderate to high rate is char-
acterized by broadness, the sign of the skew again revealing the input sign.
We now turn to the question of the way in which the nervous system might
utilize the information summarized in the membrane potential histogram, or, in
other words, the manner in which the variable "membrane potential histogram"
may play a functionally significant role in the normal operation of the nervous
system (Moore, 1965). On a purely conjectural basis, it is possible to suggest that
the nervous system can estimate the membrane potential histogram of a given cell
C by way of the superposition of a "test" excitatory input to the cell under con-
sideration. If each "test" EPSP of amplitude h is sufficiently isolated from other
such test events, the probability P that it will bring the membrane potential to thresh-
old T and elicit a spike is the probability that the membrane potential is less nega-
tive than T-h when the "test" EPSP arrives. This probability P is l-F(T-h), ap-
proximated by the area under the histogram and to the right of T-h. P can be
estimated by the proportion of times the "test" EPSP's elicits a spike in C in many
presentations or by the proportion of cells that fire in a set of cells similar to C
in one presentation. By varying the size of the test EPSP and noting the correspond-
ing variation in spike probability, l-F(T-h) can be estimated at several values of
h, and this in turn provides an approximation to the entire membrane potential
probability density. Since the membrane probability density reflects the character
of a cell's input (see above), certain knowledge about the latter can be inferred from
a determination of the probability of a spike response to test input and does not
require explicit intracellular examination.
Finally, we consider the extent to which one can predict the nature of the output
spike train from a neuron, given the character of the fluctuations of the membrane
potential and of the threshold. This problem has been considered by several in-
vestigators. Some have actually recorded the membrane potential fluctuations and
attempted a correlation with observed variabilities in spike timing (Derksen, 1965;
Verveen and Derksen, 1965; Junge and Moore, 1966; Calvin and Stevens, 1967).
Others have attempted a theoretical representation of spontaneous and evoked
potential fluctuations, and from such descriptions and a specified threshold be-
havior, predicted the character of the output spike train (Gerstein and Mandelbrot,
1964; TenHoopen and Verveen, 1963; Stein, 1965; Gluss, 1967). On the basis of
our own work, it is evident that only the mean firing rate of the output spike trains
can be estimated from membrane potential histograms alone, and that no informa-
tion can be obtained concerning higher order statistics. The area under a histogram
and to the right of the threshold is proportional to the mean discharge rate; the
constant of proportionality is given by the duration of the spike wave form at
threshold level.
An analysis which included a representation of the frequency power spectrum
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or the autocorrelation function of the membrane potential fluctuations (Derksen,
1965; Stein, 1967) would not significantly ameliorate this situation. If the membrane
potential is regarded as performing a random walk (e.g. Gerstein and Mandelbrot,
1964) then the interspike-interval histogram may be identified as the histogram of
first-passage times (Segundo, Perkel, and Moore, 1968). The problem of determining
first-passage times is complicated by the possibility that the initial value, i.e. the
undershoot value, may be variable, and the possibility of a moving barrier, i.e.,
of a time-dependent threshold. A theoretical random-walk formulation of the mem-
brane potential variations embodying sufficient variables so as to reflect realistically
the living cases presented above, and implying an explicit solution to the first-
passage time problem has not yet appeared. Such a formulation would have to
incorporate the following features: (a) a choice of arrival statistics, e.g. Poisson
arrivals, regular arrivals, etc.; (b) a nonlinear summation of PSP's resulting either
from the dependence of the PSP amplitude on the extant membrane potential value
or from interaction between successive PSP's; (c) a shaped recovery of membrane
potential after a PSP (e.g. an exponential decay to resting level); and (d) the possi-
bility of an over-all drift in membrane potential representing a pacemaker potential.
An empirical approach is possible which preserves temporal information re-
garding the sequential characteristics of the membrane potential oscillation. One
can, for example, estimate the "transition" probabilities P,(x, I) that the potential
will be in the range I at times t + r given that it has value x at time t, where t
is any time within the observation epoch, or alternately one can define and estimate
from intracellular recordings, a family of membrane potential histograms where the
parameter r corresponds to the time after a spike. From the set of such time-de-
pendent membrane potential histograms, the postsynaptic spike autocorrelation can
readily be recovered; it is proportional to the area to the right of threshold in the
membrane potential histogram at the corresponding time after a postsynaptic
spike. Experimental results of this sort will be reported elsewhere. From the esti-
mated autocorrelation it is possible in principle to estimate the interspike-interval
histogram, assuming that successive interval lengths are independent, since the two
functions are related (Perkel et al., 1967), although this may be difficult in practice.
However, even this approach will reveal nothing about the "higher-order" prop-
erties of the postsynaptic spike train, such as serial dependencies of interval lengths.
For these one needs an even more detailed analysis of the observed dynamics of
membrane potential fluctuations.
APPENDIX
Probability Density Functions of Sine, Triangular, and Exponential Functions
To find the probability density function f(y) of the function
y = g(t)
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we solve this equation for all its real roots t1, t2, *** tn within the interval of
interest T1 < t < T2 . Then
f(Y) =f(t4)/I g'(@)I + +f(tn)/ g'(tn)I
where f(t) is the probability density function of the variable t and g(t) is the first derivative
in time of the function y = g(t). (For proof see Papoulis, 1965, p. 126.)
(a) For a sine function where y = g(t) = A sin (t + 0), for A > 0 over the interval (-mr
n7r), there are several roots of the form:
tn = arc sin (y/A)-0 n =* *,-1,O, ,***
Since
g'(t.) = A cos [arc sin (y/A)] = A[I - y2/A2P] = [A2 - y21'
it follows that
f(y) = l/[A2 - y2]1/2. Ef(tn) I y I < A.
-n
[y > A, y = A sin (t +0) has no real solutions and thus
f(y) = ° IYI > A.
With t uniformly distributed over the interval (-nir, nr) the probability density function
for t is
f(t) = l/(2n7r) for t _ n7r
f(t) =o0for LtI>n7r.
Then
f(y) = I/[A2 _ y2]112. (1/(2nr) + 1/(2nr) + ** ) = 2n/(2nr[A2-y21)
f(y) = l/7r[A2 - y2
which has the shape of the histogram shown in Fig. 2 a.
(b) For a triangular wave where
y = g(t) = -2At/r + A 0 _ t < 7r
= 2At/r + A -7 < t < O
the roots are t1 =
-7r(y - A)/2A, t2 = 7rCy - A)/2A in the interval (-7, 7r).
Since t is uniformly distributed in the interval (-7r, 7r)
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with
f(t) = 1/(27r)
f(t) = 0 It > 7r
Ig'(tn)I= 2A/7r
the probability density function for y is
f(y) = [1/(2r) ]/[2A/ir] + [l/(27r) ]/[2A/7r]
= 1/(2A) I y I:!gA
f(y) = O lY > A
which is uniform over the values assumed by g(t) and zero elsewhere as in Fig. 2 b.
(c) For a step function which decays exponentially with time constant r,
y = g(t)= A exp (-t/r) O< t < T
=0 t<0
and there is one root
t4 = -rln (y/A)
in the interval (0, T).
With t uniformly distributed
f(t) = l/T
f(t) = 0
O < t < T
t < O
g'(t1) = (-A/lr) exp (-tlrT)
= (-A/T) exp {(-1/r) [-Tln (y/A) ]}
= (-A/Tr)(y/A)
=
-y/r.
Then the probability density function is
f(y) = (l/T)/(y/r) = (T/T)(l/y) 0 < y < A
and
f(y) = 0
which is a rectangular hyperbola as shown in Fig. 2 c.
y > A, y <O
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When steps of constant height A occur according to a Poisson process of mean rate a, and
the time constant is T, the mean and standard deviation of the membrane values
are, = A a r and a = A[ar/Z]i, respectively (Feller, 1966).
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