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A branching process model where offspring distributions depend on the threshold as well as on the 
population size is introduced. Behaviour of such models is related to the behaviour of the corresponding 
deterministic models, whose behaviour is known tr~n the chaos theory. Asymptotic behaviour of such 
branching processes is obtained when the population threshold is large. If the initial population size is 
comparable to the threshold then the size of the nth generation relative to the threshold has a normal 
distribution with the mean being the nth iterate of the one-step mean function. if the initial population 
size is negligible when compared to the threshold and the offspring distributions converge then the size 
of any fixed generation 
by a simulation study. 
approaches that of a size-deperldent branching process. These results are supported 
Macroscopic models in population biology are used to model populations with 
non-overlapping generations or distinct breeding seasons. They are constructed by 
describing laws by which population changes from one generation to the next. 
Deterministic models in population biology have a rich history dating back to 
Verhulst’s logistic model in the nineteenth century, see e.g. [13]. Many deterministic 
models have the form 
x(n + 1) =.fbW, 
where x(n) denotes the size of the nth generation in the po 
the population’s carrying capacity 
the population is far from its threshold it re 
reproductio rate declines as t 
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of the function f(x) =J( 1, x) evaluated at the initial population value x(8). 
x(n) =fh x(O))* 
Thus the behaviour of the population size for large n is the behaviour of the above 
iterates, which are known from the chaos theory. Typically in the models (1) function 
f has a shape parameter h, and depending on the value of this parameter the iterates 
off converge to a stable point, or they oscillate between a number of points with 
period doubling when h increases; further increase in the value of the parameter 
leads to chaotic behaviour of the iterates, see e.g. [ 12, 141. 
Microscopic models of populations consider sum total of individual reproductions 
including stochastic variability of individual reproductive behaviour. Branching 
models are an example. The basic branching model is the Galton-Watson process 
in which individuals reproduce independently of each other and of the population 
size, each having a random number of offspring. If Z(n) denotes the size of the 
nth generation and X(j, n) denotes the number of offspring of the jth individual 
in the nth generation then X(j, n) are i.i.d. distributed as X for all j and n, and 
the size of the next generation is given by 
Z(n) 
Z(n+l)= C X(j,n). 
,j= 1 
Behaviour of such models is well known and is described largely by the mean of 
the offspring distribution. In the Galton-Watson process there is no dependence of 
individual reproduction on the population size therefore one does not observe the 
variety of behaviour occurring in the macroscopic deterministic models. A generaliz- 
ation of Galton- Watson process is the population-dependent branching processes, 
where the distribution of X(j, n) is allowed to depend on Z(n), but given Z(n), 
WCi9 nkj = 1, l l l , Z(n), are independent and identically distributed random vari- 
ables. Conditions for extinction and asymptotic behaviour on the set of non- 
extinction of population-dependent branching processes were recently studied in 
[2-101. 
In this ppqer, population-dependent branching processes with a threshold are 
introduceo. I nese are population-dependent branching processes where offspring 
distributions also depend on a threshold K. They provide microscopic models of 
populations that have a similar prim&:: 0 f biological modelling as the macroscopic 
deterministic mo els given by (l), i.e. fecunc?ty declines as the population size 
approaches its threshold. It is interesting to find out whether such microscopic 
models exhibit behaviour similar to their deterministic counterparts. This paper sets 
out to take a first step in this investigation. 
The paper is organized as follows. After the necessary definitions in Section 2, 
theoretical results and their motivation art given in Section 3. Section 4 contains 
the proofs. Section 5 contains the results for the re ected process. Section 6 reports 
results from a simulation study that motivate and support our theoretical findings. 
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Population-size deprndent branching process with a threshold K is defined recur- 
sively as follows. Let Z( n, K) (n 2 0) denote the population size of the nth generation 
of the population with threshold K. Z(0, K) is the input and 
Z(n, K) 
Z(n+l, K)= C W, fl, K z(n, KU 
j=l 
(2) 
where X( j, n, K, Z( n, K)) denotes the number of offspring of individual j in gener- 
ation n, given Z( n, K j and K9 X( j, n, K, Z( n, K )) are conditionally i.i.d. for all j 
and n. Denote m( K, z) = E (X( 1, 1, K, z)). The conditional expectation of Z( n + 1, 
K) given Z(n, K) is 
E(Z(n+l, K)IZ(n, K))=Z(n, K)m(K,Z(n, K)). 
If we assume that m( K* z) = m( z/ K) is a function of z/ K only, then the population 
size relative to K satisfies 
Thus f(x) = xm(x) is the conditional mean function analogous to the one used in 
deterministic models ( 1 j. Behaviour of Z( n, K j is closely related to that of the nth 
iterate f( n, x) of the function f( x). In the following we assume that f(x) is bounded. 
Denote 
v’(K, z) =Var(X(l, 1, K, z)), B(K, z) = EIX(1, 1, K, zj-m(K, z)13. 
Examples. In the branching model corresponding to the deterministic logistic model 
m(K,z)=h(l-z/K) withf(x)=hx(l-x), O<x<l. 
Other examples are 
m(K, d = A exp(--z/K) with f(x) = AX exp(-x), x 20, 
m(K,z)=h/(l+~/K)~ with f(x)=hx/(l+xja. 
iscussion, assumptions ad results 
Population-size dependent branching processes defined by (2) become absorbed in 
an absorbing state or explode to infinity, as they are Markov chains on nonnegative 
integers. (See e.g. [4, 61.) 
If the only absorbing state is zero then the process dies out or it grows beyond 
bound. Therefore such models are not suitable for modelling stable populations, as 
population equilibrium never occurs no matter what regulatory mechanism is used. 
In models with a threshold, sure extinction ultimately occurs. Although it is true 
that the process ultimately dies out, probability of the absorption in zero for large 
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values of threshold can be very small. It in fact never occurred in all the simulations 
for the threshold value 10 000. Therefore, to approximate the behaviour of such 
processes and to be able to model populations that seem to be stable over large 
intervals of time one can allow the process to start anew once the population dies 
out. With such modification the process becomes a recurrent Markov chain on the 
nonnegative integers. As such it has a stationary distribution which is a limit in 
distribution of the size of the nth generation. One would like to find this stationary 
distribution and establish a relation with the attractor of the conditional mean 
function J: The stationary distribution seems to be analytically intractable even for 
simple offspring distributions such as Poisson or binary splitting. Our simulation 
study suggests that the stationary distribution inherits properties of the iterates of 
the conditional mean function. See Figures l(a)-(e) in Section 6. It is observed 
from simulations that when the generation number n is small in comparison with 
the threshold K, but the initial population size Z(0) is of the same order as the 
threshold, Z(0) = xly, 0~ x < 1, then the size of the rjth generation follows f(n, x) 
closely. See Figures 2a-e in Section 6. The following theoretical results demonstrate 
this connection by considering limits for a fixed n and K tending to infinity. These 
results are established first for the processes without reflection at the origin, then it 
is shown that they hold for the reflected version. 
Suppose the following conditions hold : 
(Al) lim Z(0, K )/ K = x 
K+OO 
in probability, 
(A2) lim m( K, Y(K)) = m(y) 
K+CO 
in probability, 
(A3) lim u2( M, Y( K ))/ K = 0 
K+GG 
in probability, 
for any Y( K ) satisfying lim K +m Y ( K )/ K = y in probability. 
Thenforanyn=0,1,2 ,..., 
lim Z(n, K )/ K = f(n, x) 
K+sr, 
in probability. 
reover, if hm, _,oc EZ(Q, K )/ K = x then 
lim Z(n, K)/K =f(n,x) 
K-+%3 
in L’, 
and if convergence in (A3) is in L’ theta the Gbove convergence is also in L’. 
In addition to the c~mditior~~ uf Theorem 1 assume thatf (x) is differentiable 
and the following conditions hold: 
in distribution, 
)) = v( y ) in probability, 
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(A$) AirnE B( K, Y( K ))lkR = 0 in probability, -_, I 
for any Y(K) satisfying limK+K Y( K )/ K = y in probability. 
Thenforanyn=OJ,..., 
lim (Z( n, K )/ K -f( n, x))a = N(0, D(n)‘) in distribution, 
K+CO 
where 
n-l 
D(n)‘= ll (f ‘(f(.L xW2 
j = 0 
Moreover, the limit in distribution 
lim [(Z(n + 1, K), Z(n, 
K-+a 
WJ’+Y v’(f(A x))f(j, x)/Tl’ (f ‘(f(i, x)))‘] l 
j=l i-l 
K))lK-(f(n+Lx),f(n,x))lJ3f 
is bivariate normal with the given above marginals and covariance f ‘( f (n, x)) D( n )? 
Note. Conditions (A2), (A3), (A ‘) and (A6) are formulated in terms of a sequence 
Y( K ) satisfying lim. +x8 Y( K ); I = y in probability for the sake of generality only. 
They are conditions on growth or moments of offspring distributions. It is obvious 
that continuity of the functions mentioned in these conditions together with growth 
restrictions are sufficient for them to hold. 
The next theorem shows that when the initial population and the generation 
number are small in comparison with threshold, then the process is approximated 
by the usual population-dependent branching process. 
Theorem 3. Suppose lim,,, Z(0, K) =2(O) and lim,,, X( 1,1, z, K) = X(z) in 
distribution. lhen limK _+oo Z( n, K) = Z(n) in distribution, where (Z(n)) is thepopula- 
tion size dependent branching process de$ned by 
Z(n) 
Z(n+l)= C X(j, n,Z(n)). 
j=l 
The proofs follow from two lemmas which are a Law of Large Numbers and a 
Central Limit theorem for a random number of summands whose distribution 
depends on the number of summands. 
Let Z( K) be random and X( j, 
). Let 
)), j = 1, . . . , Z(K ), be condition 
m(K, Z(K)) = E(X(L K, Z(K)P(K)) 
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and 
WQXW)= E(X*(l, KZ(K)~WW. 
Suppose the following hold: 
(B1) lim Z(K )/ K = x in probability. 
K+a, 
(B2) lim m( K, Z( K )) = m 
K+co 
in probability. 
(B3) lim b( K, Z( K ))/ K = 0 
K+C@ 
in probability. 
7%en 
Z(K) 
lim (I/K) 1 X(j, K, Z(K)) = xm in distribution. 
K+m j=l 
Moreover, if x and m are non-random then convergence is in probability. 
Note. In this lemma, x and m may be random, and m may depend on x. 
Lemma 2. Let X(j, K, Z(K)), j= 1,. . . , Z(K), be as in Lemma 1, v’(K, z) and 
B( K, z) are the second and third respectively absolute centered moments of X( 1, K, z). 
Suppose that (B1) and (B2) hold with x non-random and m = m(x). Assume also 
that m(x) is differentiable, f(x) = xm(x) and the following hold: 
(84) lim (Z( K )/ K - X)V~ = N(0, D”) 
K--+X 
in distribution, D 2 0. 
(BS) frnm v( K, Z(K)) = v in probability, v > 0. 4 
(&) Em B( K, Z( K ))/ a= 0 
K+CC 
in probabilitv. 
Then 
Z(K) 
1 X(j? K, Z(K))-.J,& m 
i=l )/ 
= N[O, v’x + (f’(x) D)*] in distribution. 
Moreover, the limit in distribution 
Z(K) 
1 
K 
is bivariate normal with the given above marginals and covariance f l(x) D*. 
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Note. The case Iim K _,,(Z( K )/K - x)a = 0 is included in the result by allowing 
D=O. 
Proof of Lemma 1. Let 
h(K9Z(K); u)=E(exp{iuX(I, K,Z(K))}IZ(K)). 
This conditional characteristic function h( K, Z(K); u) admits the following Taylor 
expansion (Feller [I, p. 5 141) 
h(K,Z(K);u/Kj=l+im(K,Z(K))u/K+R(K), (3) 
where 
It follows from (3) and (IN)-(B3) that 
lim hZfK’ 
P(+m (K,Z(Kj; u/K)= 
exp( iumx) in probability. 
By dominated convergence 
lim EhztK’ 
K+W 
(K, Z(K); u/K)= E exp(iumx). 
This establishes convergence in distribution. If m, x are non-random then conver- 
gence in distribution is equivalent to convergence in probability. Cl 
Proof of Theorem 8. The proof is done by induction on n. It follows directly from 
Lemma 1. Convergence of moments follows by dominated convergence. Cl 
Proof of Lemma 2. Let real u be fixed and u(K) = u/( v( K, Z( K))fl). Characteris- 
tic functions satisfy the following inequality (Lemma 4 in Petrov [I 1, p. 1401); for 
IuI<v~(K,Z(PO)~IB(K,Z(K)), 
IhK(K z(K); u(K)) exp{- iufim(K, Z(Kjjlv(K, Z(K))}-exp(-$‘)I 
< WK, z(KMv”UC Z(K))~), (4) 
where C is an absolute constant. 
Then (B5) and (I%) show that 
lim hK(K,Z(Kj;u/(vfi))exp{-iuam(K,Z(K))lv}=exp(-W) 
K 4\3c 
in probability. IIence from (IN) for any u, 
= exp(-ix(vu)“) 
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in probability. Denote the expression under the limit in (5) by T(K) and the knit 
by T Then dominated convergence gives 
)= T=exp(-;x(vu)‘) in L?. 
K+oo 
ZW >)I K -f(x)))* 
Characteristic function of the normed sum in Lemma 2 is given by 
) exp( -ixmuJK)} = E{ T( K)S(K)}. 
Using the Taylor expansion off at x, (Bl) and (B4) one gets 
lim fi(f(Z(K)/K)-f(x))=f’(x) lim fi(Z(K)/K--x) 
K+c@ K+w 
= f ‘(x)N(O, D2) 
in distribution. Therefore 
lim 
Kdcc, 
ES(K) = exp( -i( f ‘(x)Du)‘). (8) 
Since T is non-random, 
E{T(K)S(K)}= TES(K)+ E{(T(K)- T)S(K)}. 
)-T)S(K)I< EIT(K)-TliS(K)I< ElT(K)-TI4.l by (6). Hence from 
(6) and W, 
lim E(T(K)S(K)}= 
K+CC 
exp{-u2(xv’+$(f ‘(x)D)‘)}. 
In view of (7) the proof of convergence of one-dimensional distributions is complete. 
Convergence of joint distributions to the bivariate normal follows from the consider- 
ation of joint characteristic functions and making use of (S)-(S). Cl 
The proof is by induction on n. For n = 0 there is nothing to 
r n. The r.v.3 Z( n, K) and X( j, n, K, Z(n, K)) 
1 
K 
)) -f(n+l,x) fl=N(O, 
(9) 
km; wi 
9 XNfh 4 + (f '(fh x)))* (W 
e as3 ws. !lTSSi WS 
e above proofs an erefore omitted. El 
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The reflected process is defined inductively. Z(0, K ) E (0, 
( 
Z(n,K 1 
Z(n+l, K)= C W, n, K, Z(n, K)) UO<Z(n, K)s 
j=l 
+Z(O, K)(I(Z(n, K)=O)+ I(Z(n, W) 
Hence when the population size exceeds the carrying capacity K or dies out then 
it is returned to its original size Z(0, K). 
Tfreorem 4. Theorems 1 and 2 hold for the reflected process. Theorem 3 holds with 
the limiting prowss rejected at the origin. 
Only minor modifications to the proofs of Theorems l-3 are needed. 
(the Theorem 1 part). Since Z( n, K )/K h f (n, x) in probability, 
Z(O,K)(I(Z(n,K)=O)$-I(Z(n,K)>K))/K~Oinprobability,sothatthesecond 
term on the right-hand side of (1 I) contributes nothing in the limit. Lemma 1 together 
with induction assumption and definition of f(x) yield from (2), 
lim Z(n+l,K)/K=f(n,x)m(f(n,x))=f(n+l,x) in probability. __ 
To see convergence of moments take expectations in (1 l), 
EZ(n + 1, K)/K = Ef(Z(n, K)/K) 
+ E{(Z(O, K)/K -f(Z(n, KVK)) 
x I(Z(n_ K)=O or Z(n, K)> Kk 
The first term converges to f( n + 1, X) by dominated convergence; the second 
converges to 0 as a product of two L’ convergent sequences one of which is null. Cl 
For the proof of the Theorem 2 part, Lemma 3 is used. 
. c ev’s inequality. Cl 
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esrem 4 (the Theorem 2 part). It is seen from (11) that 
+l(Z(n, K)=O or Z(n, K)> K)vfC 
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i 
Z( t1,tc ) 
lim Z(0, K)/‘K - 
K*oc C X(j, n, KZ(n, K))IK j-= I > 
= x -f( n -t- 1, x) in probability. 
From the induction assumption it is seen that Z(n, K) satisfies conditions of Lemma 
3 with Var(Z(n, K)/K)=O(l/K). Therefore I(Z(n, K)=O or Z(n, K)> K)fi 
converges to 0 in L’, which implies that the second term in the right-hand side in 
(12) converges to 0 in probability. The assertion follows. Cl 
K=lQ,OOO n=lOO,OOO 
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6. Simulation exhibits 
Illustrations below are some of the outcomes of the simulation study for population- 
dependent branching processes with logistic conditional mean functions, j(x) = 
3.5x( 1 -xi_ For the value of the parameter 3.5 it has period four and four limiting 
points 0.82694, 9.50088, 0.87500, 0.38282. Figures below show histograms of 100 
simulated populatton sizes at various generations for two different population- 
dependent branching processes. Both processes have a Poisson offspring distribution 
with mean m(z) = 3.5( 1 - Z/ IS) when population size is Z. K = 1000 for the first 
Kxl0,000 n=l,OOO,OOO K=lO,OOO n=l,OOO,OOl 
12 b) 
IO 
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Fig. 3. 
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process and 10 L. ‘i for the second. For both processes the initial population size 
was taken to be 0.2 of the corresponding threshold. Figures l(a)-(e) give histograms 
of generations 100-104 for the process with threshold 1000. Pt is seen that this 
process settles into the stationary behaviour by that time. The process with threshold 
10 000 is far from the stationary distribution even at generation 100 000 as can be 
seen from Figures 2(a)-(e). At this time it still follows the behaviour of the determinis- 
tic model. It is seen that it settles into stationary behaviour by the millionth 
generation, Figures 3(a)-(e). These figures also demonstrate the Law of Large 
numbers and the Central Limit theorem proved above; they are also in agreement 
with the formula for the variance of the normal distribution centered at the appropri- 
ate iterates. 
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