On Koul's minimum distance estimators in the regression models with long memory moving averages  by Li, Linyuan
Stochastic Processes and their Applications 105 (2003) 257–269
www.elsevier.com/locate/spa
On Koul’s minimum distance estimators in the
regression models with long memory moving
averages
Linyuan Li1
Department of Mathematics and Statistics, University of New Hampshire, Durham, NH 03824, USA
Received 9 July 2001; received in revised form 15 November 2002; accepted 25 November 2002
Abstract
This paper discusses the asymptotic behavior of Koul’s minimum distance estimators of the
regression parameter vector in linear regression models with long memory moving average errors,
when the design variables are known constants. It is observed that all these estimators are
asymptotically equivalent to the least-squares estimator in the 4rst order.
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1. Introduction
The practice of obtaining estimators of parameters by minimizing a certain dis-
tance between some functions of observations and parameters has long been present
in statistics. These estimators have many desirable properties, including consistency,
asymptotic normality under weak assumptions and robustness against outliers in the
errors. Koul and DeWet (1983) and Koul (1985a, b, 1986) pointed out the importance
of this methodology in linear regression models, using certain weighted empirical pro-
cesses that arise naturally in these models. For more details and references on this
methodology, see the monograph by Koul (1992).
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Koul and Mukherjee (1993) extended the above results to linear regression models
with long-range-dependent errors that are either Gaussian or subordinate to Gaussian.
More speci4cally, they considered the multiple linear regression model
Yni = x′ni + i; i = G(	i); i = 1; 2; : : : ; n;
where {xni; i¿ 1} are known 4xed constants, G is a measurable function from R
to R, {	i; i¿ 1} is a stationary, mean zero, unit variance Gaussian process with
correlation (k) := E	1	1+k ∼ k−L(k); k¿ 1; 0¡¡ 1, where L is a function of
positive integers, slowly varying at in4nity, and L(k) is positive for large k. Thus∑∞
k=1 (k)=∞, implying the errors have long memory. For motivation and arguments
in support of this Gaussian and/or Gaussian subordinated long memory error process,
see Taqqu (1975), Dehling and Taqqu (1989) and a review paper by Beran (1992).
The other class of long memory process is of the moving average type. For more on
their importance in economics and other sciences, see Robinson (1994), Beran (1994),
and Baillie (1996). These processes include an important class of fractional ARIMA
processes. For various theoretical results pertaining to the empirical processes of long
memory moving averages, see Ho and Hsing (1996, 1997), Giraitis et al. (1996), Koul
and Surgailis (1997, 2001b), Giraitis and Surgailis (1999), among others.
Because of the importance of multiple linear models with long memory moving av-
erage errors, and the desirable properties of the above mentioned minimum distance
(m.d.) estimators, it is natural to investigate their properties under the long memory
moving average errors. The objective of this paper is to obtain the asymptotic distri-
bution of the m.d. estimators of regression parameter in multiple linear model with
long memory moving average symmetric errors when the design variables are known
constants. These results thus extend those of Koul (1985a, b) and Koul and Mukherjee
(1993) to these models.
The rest of the paper is organized as follows. Section 2 provides the m.d. estimators
and their asymptotic normality, while their proofs appear in Section 3 and Appendix.
2. Main results
Consider the linear regression model where one observes the response variable
{Yni}; 16 i6 n, satisfying
Yni = x′ni + i; 16 i6 n; ∈Rp: (2.1)
Let X denote the n × p design matrix of known constants whose ith row is x′ni,
16 i6 n. Here Rp denotes p-dimensional Euclidean space, R=R1. In the sequel, for
the sake of convenience, the dependence of various entities on n will not be exhibited.
We assume the errors {i; 16 i6 n} to form a stationary moving average sequence,
i =
∞∑
k=1
bki−k ; bk ∼ L1(k) k−(1+)=2; 0¡¡ 1; 16 i6 n (2.2)
with the common distribution function F , where s, s∈Z := {0;±1;±2; : : :} are
i.i.d. standard random variables, symmetric around zero and L1 is a slowly varying
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function at in4nity. This implies that
(k) = Cov(1; 1+k) = L(k)k−;
L(k) = C L21(k); C =
∫ ∞
0
(u+ u2)−(1+)=2 du (2.3)
and hence the errors have long memory. We assume that 0 in (2.2) satisfy the fol-
lowing additional conditions:
(A.1) |Eeiu0 |6C (1 + |u|)−; for some C; ¿ 0 ∀u∈R,
(A.2) E|0|3¡∞.
Giraitis et al. (1996, Lemma 1) proved that under Condition (A.1), the error distri-
bution function F is in4nitely diJerentiable. Assumption (A.2) is a condition on the
decreasing rate of its density function in the tails.
Now, let n = L1=2(n) n(1−)=2 and de4ne, following Koul and Mukherjee (1993):
M () := −2n
∫ ∥∥∥∥∥(X ′X )−1=2
∑
i
xi [I(Yi − x′i6y)
− I(−Yi + x′i¡y)]
∥∥∥∥∥
2
dH (y);
Q() := −2n
∫ ∥∥∥∥∥(X ′X )−1=2
∑
i
xi[I(i6y)− I(i ¿− y)]
+ (X ′X )1=2(− )[f(y) + f(−y)]
∥∥∥∥∥
2
dH (y); ∈Rp;
where I(A) is the indicator function of set A, ‖ · ‖ denotes Euclidean norm and H
is a nondecreasing right continuous function from R to R. The m.d. estimator of the
regression parameter  is de4ned by
ˆ := argmin{M (); ∈Rp}:
Note that ˆ is the estimator + de4ned in Koul (1985b) for the independent errors
case and is the estimator +K de4ned in Koul and Mukherjee (1993) for the Gaussian
subordinated process errors. The motivation for considering these m.d. estimators and
its 4nite sample properties are discussed in Koul (1985b, 1992). In particular, for p=1,
xi ≡ 1, H (x) = x[H (x) = I(x¿ 0)], ˆ is the Hodge–Lehmann [Median] estimator of
the one sample location parameter.
Before we state the asymptotic normality of ˆ, we need the following assumptions
on models (2.1) and (2.2):
(A.3) (X ′X )−1 exists for all n¿p.
(A.4) nmax16i6n |x′i(X ′X )−1xi|=O(1).
(A.5)
∫
(1 + y2)−1 dH (y)¡∞.
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Conditions (A.3) and (A.4) are the same as those in Koul and Mukherjee (1993),
while (A.5) replaces the conditions
∫
fr dH ¡∞, r = 1; 2 and ∫∞0 (1 − F) dH ¡∞
of the above paper.
Let A= −1n (X
′X )1=2; B= n(X ′X )1=2; ci=A−1xi; di=B−1xi. We now state the main
result:
Theorem 2.1. In addition to (2.1) and (2.2), assume that (A.1)–(A.5) hold. Then,
A(ˆ − ) =
(
2
∫
f2 dH
)−1 ∫ ∑
i
di[I(i6y)
− I(i ¿− y)]f(y) dH (y) + op(1): (2.4)
The next result gives the asymptotic equivalence of the m.d. estimator in the 4rst
order to the least-square estimator and its asymptotic normality.
Corollary 2.1. Under the assumptions of Theorem 2.1,
−1n (X
′X )1=2(ˆ − ) =−−1n (X ′X )−1=2
n∑
i=1
xi i + op(1): (2.5)
Moreover,
G−1=2n 
−1
n (X
′X )1=2(ˆ − )⇒ Np(0; Ip×p); (2.6)
where Ip×p is p× p identity matrix, and
Gn = −2n (X
′X )−1=2X ′RnX (X ′X )−1=2; Rn = ((i − j))n×n; i; j = 1; 2; : : : ; n:
Remark 2.1. Robinson and Hidalgo (1997) consider a more general multiple linear
regression model
Yt = .+ ′Xt + Ut; t = 1; 2; : : : ;
allowing Xt , Ut are independent, both of them have long-range dependence. They
propose a frequency-domain type, weighted least squares (w.l.s) estimator ˆ for the
slope coeNcient vector  and establish
√
n-asymptotic normality. It would be of interest
to consider the m.d. estimators for this general model.
3. Proofs
The method of proof is similar to that of Koul (1992, 2002) which requires that
M () is uniformly locally asymptotically approximated by quadratic form Q() and
to show that ‖A(ˆ− )‖=Op(1). This facts in turn are used to obtain the asymptotic
normality of m.d. estimators ˆ. For more details, see Koul (1992, 2002) and Koul
(1985a).
L. Li / Stochastic Processes and their Applications 105 (2003) 257–269 261
In order to provide the details, we need some notation and several lemmas. Let C
stand for a generic constant which may changes from line to line. As in Ho and Hsing
(1996, 1997) and Koul and Surgailis (1997, 2001a, b), put
il :=
l∑
k=1
bki−k ; ˜il :=
∞∑
k=l+1
bki−k ; Fl(x) := P(il6 x);
fl(x) := F
(1)
l (x); (3.1)
where f(p) indicates the pth derivative of f. The following two lemmas are analogous
to Lemmas 5.1 and 5.2 of Koul and Surgailis (2001b), thus their proofs can be deduced
from there and Lemma 5.1 of Koul and Surgailis (2001a).
Lemma 3.1. Under assumptions of (A.1) and (A.2), there exist l0¿ 1 and a constant
C such that for any l¿ l0 ∀x∈R,
|f(p)(x)|+ |f(p)l (x)|6C(1 + |x|3)−1; p= 0; 1; 2;
|fl(x)− fl−1(x)|6Cb2l (1 + |x|3)−1: (3.2)
Lemma 3.2. Let g3(x) := (1+ |x|3)−1 and h(x); x∈R be a real valued function such
that
|h(x)|6Cg3(x); 3= 2; 3; (3.3)
hold for some C¡∞. Then there exists a constant C3 depending only on C in (3.3),
such that for any x; y∈R,
|h(x + y)|6C3g3(x)(1 ∨ |y|3); (3.4)
where a ∨ b=max{a; b}.
Remark 3.1. From (3.2) in Lemma 3.1, f(x) and f′(x) satisfy conditions of h(x) in
Lemma 3.2, thus, |f(x+y)|6C(1+x2)−1(1+y2); |f′(x+y)|6C(1+x2)−1(1+y2).
Lemma 3.3 (Surgailis). Under assumptions (A.1) and (A.2), there exists a constant
C such that
|Cov(I(06 x); I(i6 x))|6C(1 + x2)−1L(i)i−;
for ∀x∈R and i = 1; 2; : : : ; n.
Proof. See the appendix.
Lemma 3.4. Under assumptions (A.1) and (A.2), there exists a constant C such that
|Cov(I(x¡ 06 x + .0); I(x¡ i6 x + .i))|
6C(1 + x2)−1L(i)i−[|.0| ∨ |.0|3]1=2[|.i| ∨ |.i|3]1=2;
for ∀x∈R; .0 ∈R; .i ∈R, and i = 1; 2; : : : ; n.
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Proof. The proof is very similar to that of Lemma 3.3, so here we only give the
outline. Let Fi be the 6-4eld generated by k ; k6 i and F(x; y) := F(y) − F(x).
Write the telescoping identity:
I(x¡ i6 x + .i)− F(x; x + .i) =
∞∑
l=1
Ui;l(x; x + .i); (3.5)
where
Ui;l(x; x + .i) = Fl−1(x − ˜i; l−1; x + .i − ˜i; l−1)− Fl(x − ˜i; l; x + .i − ˜i; l)
=U (1)i; l (x; x + .i) + U
(2)
i; l (x; x + .i);
where
U (1)i; l (x; x + .i) = Fl(x − ˜i; l−1; x + .i − ˜i; l−1)− Fl(x − ˜i; l; x + .i − ˜i; l);
U (2)i; l (x; x + .i) = Fl−1(x − ˜i; l−1; x + .i − ˜i; l−1)− Fl(x − ˜i; l−1; x + .i − ˜i; l−1):
In order to prove the lemma, as that of Lemma 3.3, we only need to prove the
following:
E[Ui;l(x; x + .i)]26C(1 + x2)−1(|.i| ∨ |.i|3); l= 1; 2; : : : ; l0; (3.6)
E[U (q)i; l (x; x + .i)]
26C(1 + x2)−1L21(l)l
−1− (|.i| ∨ |.i|3);
l¿ l0; q= 1; 2: (3.7)
Proof of (3.6). By the de4nition, we have
E[Ui;l(x; x + .i)]26 2[EF2l−1(x − |.i| − ˜i; l−1; x + |.i| − ˜i; l−1)
+EF2l (x − |.i| − ˜i; l; x + |.i| − ˜i; l)]
6 4F(x − |.i|; x + |.i|)
= 4
∫ |.i|
−|.i|
f(x + v) dv
6C(1 + x2)−1(|.i| ∨ |.i|3);
the last inequality follows from Lemma 3.2 with h(x) replaced by f(x) and 3=2.
Proof of (3.7). For q= 1,
U (1)i; l (x; x + .i) =
∫ x+.i
x
[fl(u− bli−l − ˜i; l)− fl(u− ˜i; l)] du: (3.8)
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Follows the argument of Lemma 3.3, apply Lemmas 3.1 and 3.2 with 3 = 2, we can
obtain the following analogous inequality:
|U (1)i; l (x; x + .i)|6C(|bli−l| ∨ |bli−l|2)(1 + ˜2i; l)(1 + x2)−1(|.i| ∨ |.i|3):
From (3.8) and (3.2), we have |U (1)i; l (x; x + .i)|6C(|bli−l| ∧ 1), thus we obtain
E[U (1)i; l (x; x + .i)]
26CE|bli−l|2(1 + E˜2i; l)(1 + x2)−1(|.i| ∨ |.i|3);
which proves (3.7) for q= 1.
For q= 2, apply Lemmas 3.1 and 3.2, we have
|U (2)i; l (x; x + .i)|6
∣∣∣∣
∫ x+.i
x
[fl(u− ˜i; l−1)− fl−1(u− ˜i; l−1)] du
∣∣∣∣
6C
∫ x+|.i|
x−|.i|
b2l (1 + |u− ˜i; l−1|2)−1 du
6Cb2l
∫ x+|.i|
x−|.i|
(1 + u2)−1(1 + ˜2i; l−1) du
6Cb2l (1 + ˜
2
i; l−1)(1 + x
2)−1(|.i| ∨ |.i|3):
Again, as |U (2)i; l (x; x + .i)|6 2, we obtain (3.7) for q = 2. Hence, we prove the
lemma.
We are now ready to state and prove the asymptotic uniform quadraticity of M ().
Lemma 3.5. Under the assumptions of Theorem 2.1, for all b∈ (0;∞),
E sup
s∈N (b)
|M ( + A−1s)− Q( + A−1s)|= o(1); (3.9)
where N (b) = {s∈Rp: ‖s‖6 b}.
Proof. The proof basically is similar to that of Theorem 2.1 of Koul (1985a). As there,
using the symmetry of f, it suNces to show that ∀b∈ (0;∞),
∑
s∈N (b)
∫ ∥∥∥∥∥
∑
i
di[F(y; y + c′i s)− c′i sf(y)]
∥∥∥∥∥
2
dH (y) = o(1); (3.10)
E sup
s∈N (b)
∫ ∥∥∥∥∥
∑
i
di[I(y¡i6y + c′i s)− F(y; y + c′i s)]
∥∥∥∥∥
2
dH (y) = o(1); (3.11)
E sup
s∈N (b)
∫ ∥∥∥∥∥
∑
i
di[I(i6y)− F(y) + c′i sf(y)]
∥∥∥∥∥
2
dH (y) = O(1): (3.12)
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The 4rst equality (3.10) follows from the in4nite diJerentiability of F ,
∑
i dic
′
i=Ip×p,
maxi |c′i s| → 0, (3.2) and assumption (A.5).
As to (3.11), here we only give the proof for a 4xed s∈N (b). The uniform con-
vergence can be obtained by the compactness of N (b), similar to that of Theorem 2.1
(Koul, 1985a). Let dij:= the jth entry of the vector di. Thus the integrand of the jth
summand of the left-hand side (LHS) of (3.11) does not exceed∑
i
∑
r
|dijdrj| |Cov(I(y¡i6y + c′i s); I(y¡r6y + c′rs))|:
Apply Lemma 3.4, and notice that ‖c′i s‖6 ‖ci‖‖s‖ = O(n−=2)‖s‖ → 0; so, for any
0¡h¡, the above bound does not exceed
C
∑
i
∑
r
|dijdrj| (1 + y2)−1L(|i − r|)(1 + |i − r|)−n−h=2(‖s‖ ∨ ‖s‖3)
6Cn−(2−)n2−n−h=2(1 + y2)−1;
where the last inequality follows from maxi ‖di‖=O(L−1=2(n)n−(2−)=2): Thus the jth
entry of the LHS of (3.11) does not exceed
C‖s‖n−h=2
∫
(1 + y2)−1 dH (y)→ 0; n→∞; by (A:5);
which proves the (3.11).
As to (3.12), we need to prove
∫ ∥∥∥∥∥
∑
i
dic′i sf(y)
∥∥∥∥∥
2
dH (y) = O(1); (3.13)
∫
E
∥∥∥∥∥
∑
i
di[I(i6y)− F(y)]
∥∥∥∥∥
2
dH (y) = O(1): (3.14)
But
∑
i dic
′
i=Ip×p, ‖sf(y)‖26 ‖s‖2f2(y)6Cb2(1+y2)−1. Thus (3.13) follows from
(3.2) and assumption (A.5). As to (3.14), like (3.11), apply Lemma 3.3, the jth entry
of the LHS of (3.14) does not exceed Cn−(2−)n2−
∫
(1 + y2)−1 dH (y)¡∞, hence
the lemma is proved.
Lemma 3.6. Let ˆ = argmin{Q(); ∈Rp}. Assume the conditions of Theorem 2.1
hold. Then
‖A(ˆ − )‖=Op(1): (3.15)
‖A(ˆ− )‖=Op(1): (3.16)
Proof. The proof of (3.15) follows from the following lemma, while proof of (3.16)
basically is the same as that of (3.15).
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Lemma 3.7. Assume the conditions of Theorem 2.1 hold. Then the following hold:
(a) For any ¿ 0, there exists a 0¡z ¡∞ and N1 such that
P(|M ()|6 z)¿ 1− ; for all n¿N1:
(b) For any ¿ 0; 0¡z¡∞, there exists N2 and a b¡∞ such that
P
(
inf
‖s‖¿b
M ( + A−1s)¿ z
)
¿ 1−  for all n¿N2:
Proof. Part (a) follows from the fact EM () =O(1), implied by (3.12). The proof of
part (b) is very similar to that of Lemma 3.1 of Koul (1985a) which we omit here.
Finally, we are in the position to prove the main theorem.
Proof of Theorem 2.1. The proof follows along the lines of that of Theorem 5.41 of
Koul (1992) and Theorem 3.1 of Koul (1985a). We only give the sketch here. From
Lemma 3.6, we have
|M (ˆ)− Q(ˆ)| =
∣∣∣∣ inf‖s‖6bM ( + A−1s)− inf‖s‖6b Q( + A−1s)
∣∣∣∣
6 inf
‖s‖6b
|M ( + A−1s)− Q( + A−1s)|:
From the above inequality and Lemma 3.5, we obtain
M (ˆ) = Q(ˆ) + op(1): (3.17)
The last equality (3.17) together with M (ˆ)=Q(ˆ)+op(1), yield Q(ˆ)=Q(ˆ)+op(1),
which is precisely equivalent to ‖A(ˆ − ˆ)‖= op(1). Thus
A(ˆ − ) = A(ˆ− ) + op(1): (3.18)
Now, from the de4nition of Q() and ˆ, we readily obtain (2.4) of Theorem 2.1 from
(3.18).
In order to prove the Corollary 2.1, we need the following lemma.
Lemma 3.8. Let Sn(x) =
∑n
i=1 di[I(i6 x)− F(x) + f(x)i]. Under the assumptions
of Theorem 2.1,
sup
x
|Sn(x)|= op(1):
Proof. The proof of the lemma can be deduced from Theorem 3.1 of Koul and Surgailis
(2001c), where they proved more general case, i.e. the uniform reduction principle for
weighted residuals empirical processes.
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Proof of Corollary 2.1. From the Theorem 2.1 and notation of Sn(x), we obtain
A(ˆ − ) =
(
2
∫
f2 dH
)−1 ∫ [
Sn(y) + Sn(−y)
− 2
n∑
i=1
diif(y)
]
f(y)dH (y) + op(1)
=−
n∑
i=1
dii + op(1);
the last equality, which is (2.5), follows from Lemma 3.8, while (2.6) follows from
Theorem 2 of Giraitis et al. (1996).
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Appendix
Before we give the proof of Lemma 3.3, we need the following lemma.
Lemma 4.1. Let g(x) = (1 + |x|3)−1 and h(x); x∈R be a real valued function such
that
|h(x)|6Cg(x); (A.1)
hold for any x∈R. Then, for any x6 0 and any v; w∈R∣∣∣∣
∫ x
−∞
[h(u+ v+ w)− h(u+ w)] du
∣∣∣∣6C(|v| ∨ |v|3)(1 ∨ |w|3)(1 + x2)−1: (A.2)
Proof. First consider |v|6 1, then by (A.1) and (3.4) with 3 = 3, the LHS of (A.2)
does not exceed
C|v|
∫ x
−∞
(1 + |u+ w|3)−1 du6C|v|(1 ∨ |w|3)
∫ x
−∞
(1 + |u|3)−1 du
6C|v|(1 ∨ |w|3)(1 + x2)−1:
Next, consider |v|¿ 1. Then the LHS of (A.2) does not exceed
C
∫ x
∞
(1 + |u+ v+ w|3)−1 du+ C
∫ x
−∞
(1 + |u+ w|3)−1 du: (A.3)
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By (3.4), the 4rst term of (A.3) does not exceed
C(1 ∨ |v+ w|3)
∫ x
−∞
(1 + |u|3)−1 du6C|v|3(1 ∨ |w|3)(1 + x2)−1:
The second term of (A.3) follows similarly. This proves the lemma.
Proof of Lemma 3.3. Let Fi be the 6-4eld generated by k ; k6 i. Write the tele-
scoping identity:
I(i6 x)− F(x) =
∞∑
l=1
Ui;l(x); (A.4)
where
Ui;l(x) = Fl−1(x − ˜i; l−1)− Fl(x − ˜i; l)
=U (1)i; l (x) + U
(2)
i; l (x); (A.5)
where
U (1)i; l (x) = Fl(x − ˜i; l−1)− Fl(x − ˜i; l);
U (2)i; l (x) = Fl−1(x − ˜i; l−1)− Fl(x − ˜i; l−1):
The Lemma 3.3 follows from the following (A.6) and (A.7).
E[Ui;l(x)]26C(1 + x2)−1; l= 1; 2; : : : ; l0; (A.6)
E[U (q)i; l (x)]
26C(1 + x2)−1L21(l)l
−1−; l¿ l0; q= 1; 2; (A.7)
where l0 will be chosen suNciently large in order that the bounds of Lemma 3.1 hold.
Indeed, by orthogonality of (A.4), (A.6) and (A.7).
|Cov(I(06 x); I(i6 x))| =
∣∣∣∣∣
∞∑
l=1
EUi; i+l(x)U0; l(x)
∣∣∣∣∣
6
∞∑
l=1
E1=2[Ui; i+l(x)]2 E1=2[U0; l(x)]2
6C(1+x2)−1
∞∑
l=1
L1(l)L1(i+ l)(i+ l)−(1+)=2 l−(1+)=2
6C(1 + x2)−1L(i)i−:
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Now, it suNces to show (A.6) and (A.7) for x6 0 only. As to (A.6),
E[Ui;l(x)]26 2[EF2l−1(x − ˜i; l−1) + EF2l (x − ˜i; l)]
6 2[EFl−1(x − ˜i; l−1) + EFl(x − ˜i; l)]
= 4F(x):
Notice F(x) =
∫ x
−∞ f(u) du and by Lemma 3.1 (3.2), we have F(x)6C(1 + x
2)−1,
this proves (A.6).
Consider (A.7) for q= 1. In view of (A.5), as ˜i; l−1 = bli−l + ˜i; l, we have
U (1)i; l (x) =
∫ x
−∞
[fl(u− bli−l − ˜i; l)− fl(u− ˜i; l)] du:
Here, fl satis4es Lemma A.1’s h(x) by Lemma 3.1. Thus from (A.2), we obtain
|U (1)i; l (x)|6C(|bli−l| ∨ |bli−l|3)(1 ∨ |˜i; l|3)(1 + x2)−1
6C(|bli−l| ∨ |bli−l|3)(1 + |˜i; l|3)(1 + x2)−1: (A.8)
Combining (A.8) with the estimate |U (1)i; l (x)|6C(|bli−l| ∧ 1), which is an easy con-
sequence of (3.2), we obtain
E[U (1)i; l (x)]
26C(E|bli−l|2 + E|bli−l|3)(1 + E|˜i; l|3)(1 + x2)−1
6Cb2l (1 + x
2)−1
6C(1 + x2)−1L21(l)l
−1−; (A.9)
the second inequality follows from E|˜i; l|3¡∞, which follows from the Rosenthal
inequality.
E
∣∣∣∣∣
∞∑
l=1
bll
∣∣∣∣∣
3
6C
∞∑
l=1
E|bll|3 + C
( ∞∑
l=1
E|bll|2
)3=2
;
this proves (A.7) for q= 1.
As to (A.7) for q=2. From Lemma 3.1 (3.2) and Lemma 3.2 (3.4) with 3=3, we
obtain
|U (2)i; l (x)| =
∣∣∣∣
∫ x
−∞
[fl(u− ˜i; l−1)− fl−1(u− ˜i; l−1)] du
∣∣∣∣
6Cb2l
∫ x
−∞
(1 + |u− ˜i; l−1|3)−1 du
6Cb2l (1 ∨ |˜i; l−1|3)
∫ x
−∞
(1 + |u|3)−1 du
6Cb2l (1 ∨ |˜i; l−1|3)(1 + x2)−1:
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Hence, as |U (2)i; l (x)|6 2, similarly as q= 1, we obtain
E[U (2)i; l (x)]
26Cb2l (1 + x
2)−16C(1 + x2)−1L21(l)l
−1−;
this, together with (A.9), proves (A.7). Hence the lemma is proved.
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