Experiments on Open-Set Speaker Identification with Discriminatively
  Trained Neural Networks by Imoscopi, Stefano et al.
Experiments on Open-Set Speaker Identification with Discriminatively
Trained Neural Networks
Stefano Imoscopi ∗, Volodya Grancharov†, Sigurdur Sverrisson†, Erlendur Karlsson†,
Harald Pobloth†
∗School of Electrical Engineering and Computer Science, KTH, 100 44, Stockholm, Sweden
†Ericsson Research, Ericsson AB, 164 80 Stockholm, Sweden
stefano.imoscopi@gmail.com, {volodya.grancharov, sigurdur.sverrisson, erlendur.karlsson,
harald.pobloth}@ericsson.com
Abstract
This paper presents a study on discriminative artificial neural
network classifiers in the context of open-set speaker identi-
fication. Both 2-class and multi-class architectures are tested
against the conventional Gaussian mixture model based classi-
fier on enrolled speaker sets of different sizes. The performance
evaluation shows that the multi-class neural network system has
superior performance for large population sizes.
Index Terms: open-set speaker identification, artificial neural
network, discriminative training, Gaussian mixture model.
1. Introduction
In general automatic speaker recognition refers to computer
algorithms that can recognize persons (persons identity) from
samples of their voice. Based on the exact definition, there are
three major classes of speaker recognition tasks. First, and the
most researched class is speaker verification, where an identity
is claimed by the user, and a binary decision is made whether to
accept or reject this claim. Second class is closed-set speaker
identification, which refers to the problem of labeling audio
sample as belonging to one of a set of known voices. Third
class, open-set speaker identification, is a natural extension of
the second class with the possibility that the speaker might be
outside of the set of known voices (set of enrolled speakers).
This paper deals exclusively with the third class speaker recog-
nition problem. However, we first give a short overview of the
relevant technology advances, often developed in the context of
verification or closed-set identification tasks.
For many years the dominant approach for text-independent
speech recognition was based on Gaussian Mixture Models
(GMMs) [1, 2]. In this type of systems, a generative type of
learning is employed, where probability distribution of feature
vectors, associated with a particular speaker, is modelled as a
mixture of Gaussian distributions. Discriminative type of clas-
sifiers, such as Support Vector Machine (SVM) have also been
studied in the context of speaker recognition task [3, 4]. More
recent adavances in the field are related to the introduction of
Gaussian supervectors in combination with SVM [5], as well as
Joint Factor Analysis (JFA) based methods [6]. Combination
of these two algorithms results in the i-vector concept [7], cur-
rently considered state-of-the-art in the area of speaker recogni-
tion.
Experiments with Artificial Neural Networks (NNs) in the
field of speaker recognition can be dated back to the 1990s,
however a recent spike of interest was triggered by the achieve-
ments obtained using NNs for Automatic Speech Recognition
∗Research conducted as an intern at Ericsson Research.
(ASR) [8, 9]. Majority of the studies concerned with NN in
the area of speaker recognition, were related to either using NN
in the role of robust, non-linear feature extractor, or combining
output from different classifiers. For example NN were used
as bottleneck features extraction in [10] or to extract Baum-
Welch statistics for i-vector-based sysem, e.g., [11]. Exam-
ples of NNs used to combine the scores of multiple classifiers
can be found in [12] and [13]. In a role of classifiers, dis-
criminatively trained multi-class NNs (”all-together” training
configuration) have been used in closed-set identification sce-
nario in [14, 15]. Historically, 2-class NNs (”one-against-all”
or ”one-against-one” training configuration) were attracting at-
tention mainly because of their computational tractability and
scalability advantages. Such systems were studied in [16, 17]
in the scenario of closed-set identification, then extended also
to the verification task in [18] and more recently in [19, 20].
The focus on this study is on the text-independent open-set
speaker identification problem, which is of critical importance
to multimedia annotation applications, like indexing news, film
archives, and in general, historical audio documents. Open-
set identification algorithms have also applications in audio
database search task for recorded meetings and telephone in-
teractions. The particular scenario considered throughout the
presentation is search in audio archives for a set of enrolled
speakers. This influences the design choices, like using large
enrolled and impostor sets, wideband microphone speech, etc.
Design choices and system configuration are discussed in more
details in the next sections. Despite the fact that the open-set
identification is the most challenging of speaker recognition
problems, the research effort has been quite limited, in com-
parison to the speaker verification task. Generative GMM ap-
proach was studied in [21, 22] and experiments with i-vector
reported in [23]. Attempts to use discriminative classifiers can
be found in [24], where SVM was applied to combine Univer-
sal Background Model (UBM) and cohort normalization, and in
[25], where discriminative GMM training was tested. There are
no conclusive reports on the applicability of NN classifiers in
the context of open-set identification. Use of 2-class NNs was
discussed in [26], with focus on training with limited material
(only 128 feature vectors per-speaker). In the classical paper
[27], among other classification techniques 2-class NNs were
also studied. However, due to the limited computational power
available at that time only 20 enrolled speakers and 18 impos-
tors were used in simulations. In this paper we made an attempt
to characterize the performance and other practical aspects of
the large, discriminatively trained NN classifiers in the context
of open-set speaker identification.
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2. Considered classification architectures
To study the performance of generative vs. discriminative
trained open-set speaker identification systems, we consider
three classification architectures. The first one is the conven-
tional GMM based classifier, which serves as a benchmark sys-
tem. It is a generative model that estimates the feature distri-
bution for each speaker and it is described in more details in
Section 2.1. The second one is a 2-class NN, and the third one
is a multi-class NN system. For these two systems a multilayer
feedforward neural network with fully connected architecture
[28] is considered. These are discriminative models, trained
to model boundaries between different classes, with the differ-
ences being that 2-class NN performs ”one-against-all” train-
ing, thus learning to discriminate between a particular speaker
and the class of ”general population”, while multi-class NN per-
forms ”all-together” training and learns to discriminate between
large number of speakers. More detailed descriptions are pro-
vided in Section 2.2 and Section 2.3.
From an architectural point of view the goal of open-set
identification can be achieved in a two step process: 1) Closed-
Set Identification Step: identifying the speaker model in the en-
rolled set, which best matches the test utterance and 2) Verifica-
tion Step, taking decision whether the test utterance has actually
been produced by the speaker associated with the best-matched
model, or by unknown speaker outside the enrolled speaker set.
These two steps are realized differently in the three systems un-
der investigation, but in all cases the two steps are highlighted
to ease the comparison.
We introduce some notation, to facilitate discussion on dif-
ferent classification architecture presented below. The set of
enrolled speakers is denoted as {sk}Kk=1, where K is the pop-
ulation size. At the recognition state, we denote the total set
of feature vectors from an audio utterance, sent for classifica-
tion, as X . This feature set consists of all feature vectors xn,
extracted form a short-time audio segment: X = {xn}Nn=1,
where N is the number of those segments.
2.1. Generative GMM architecture
The way a conventional GMM classifier is used in an open-
set identification task is illustrated in Figure 1. The input to the
open-set identification system is a feature vector setX extracted
from an audio recording associated with the speaker under test.
The outcome of such system is either the speaker identity (ID
from the enrolled list) or a decision that the speaker is unknown.
Figure 1: Conventional GMM architecture with UBM score nor-
malization for open-set speaker identification scenario.
Closed-Set Identification Step is solved by a maximum like-
lihood classifier, which corresponds to the ”dashed box” in Fig-
ure 1. GMM based classifier operates on a feature vector-by-
vector basis. Given a specific feature vector xn, each speaker
model ωk associates a number corresponding to the degree of
match with that speaker (likelihood that the data is generated by
this model). Let k∗ be the index of the most likely speaker, then
the output of this Closed-Set Identification module is the mean
log-likelihood of X given the GMM speaker model ωk∗ :
Lk∗ (X) =
1
N
N∑
n=1
log p (xn|ωk∗) . (1)
In the Verification Step the obtained Lk∗ could not be
thresholded directly, instead a Likelihood Ratio (LR) approach
[29] is used. An additional model, UBM [30] is used to nor-
malize the likelihood score of the most likely speaker model.
UBM models the distribution of the feature space of the ”aver-
age” speaker, and it is created by pooling features from a large
number of speakers and training a single, large GMM. Similarly
to the equation 1, normalization score LUBM is defined as the
mean log-likelihood for the same feature set X given ωUBM ,
the normalized score is calculated as:
∆L (X) = Lk∗ (X)− LUBM (X) , (2)
and the decision is based on comparing it to a speaker-
independent threshold θ:
∆L (X)
{
≥ θ, X is spoken by sk∗
< θ, X is not spoken by sk∗
(3)
2.2. 2-class NN architecture
Solution based on 2-class NN architecture is illustrated in Fig-
ure 2. It consists of K x 2-class sub-networks (denoted as
subNN in Figure 2), which are trained in ”one-against-all” con-
figuration. This means that one NN per speaker is discrimi-
natively trained to separate him/her form a set of background
speakers. Instead of using directly features pooled from back-
ground speakers, the samples for the negative class are gener-
ated by the UBM on the fly. More details and discussion on the
advantages of this approach are given in the next sections. The
training results in a set of K NN models {λk}Kk=1. Each λk is
trained to output the posterior probability p (λk|xn), given the
feature vector xn of the input audio utterance.
Figure 2: Open-set identification with 2-class NN architecture.
At the Closed-Set Identification Step, ”dashed box” in Fig-
ure 2, the unknown audio stream is tested against all K sub-
networks. Further, assuming i.i.d. samples, the average log-
posterior over the whole utterance is computed:
Pk (X) =
1
N
N∑
n=1
log p (λk|xn) , (4)
and the largest posterior for the feature set X is denoted as Pk∗
The 2-class NN system Verification Step is solved
by thresholding the largest posterior probability speaker-
independent threshold θ:
Pk∗ (X)
{
≥ θ, X is spoken by sk∗
< θ, X is not spoken by sk∗
(5)
Even though there is no normalization with score from
a UBM model, the thresholding of Pk∗ has similarities with
thresholding ∆L as they are both measures of closeness of in-
put feature vector set to particular speaker model, relative to the
background model (simply because 1 − Pk∗ is the probability
that X belongs to the set of background speakers.).
2.3. Multi-class NN architecture
A common feature of previously discussed architectures is the
training of a personalized model from a data set specific to a
single person (in a pure generative way in Section 2.1 and sep-
arating individual speaker from the background in Section 2.2).
As a consequence such approaches cannot focus specifically
on good discriminating features between individual speakers.
This problem is addressed by a multi-output NN, see Figure 3,
trained to discriminate betweenK classes in a all-together con-
figuration.
Figure 3: Multi-class NN architecture for open-set speaker
identification scenario.
At Closed-Set Identification Step, multi-class NN outputs
K posteriors, and the largest of the posterior probabilities Pk∗
is selected. Similarly to the system described in Section 2.2,
the multi-class NN system Verification Step is solved by thresh-
olding the largest posterior probability, however this posterior
probability has a different meaning. Pk∗ , in Figure 3, is the
probability that the input feature vector X belongs to speaker
sk∗ , however 1 − Pk∗ is not the probability that X belongs to
the set of background speakers, but the probability that X be-
longs to the remaining set of enrolled speakers. This means that
stability of thresholding Pk∗ depends on the size and distribu-
tion of the enrolled speaker set. For the simulations, reported
in Section 4 we use large population sizes of enrolled speakers,
and hypothesize that the multi-class NN could learn the speak-
ers space without a special ”background speakers” class.
2.4. Practical aspects and industrial applicability
In this section we discuss some practical aspects of the pre-
sented architectures, which for real world applications, could
be as important as the accuracy of these systems. A GMM
based speaker classifier system has an important practical ad-
vantage in terms of modularity and extensibility. Most of the
real-world speaker verification systems need to be extended
with new speakers over time. Adding a new speaker to the set
of enrolled speakers is rather simple when using GMMs. Once
a UBM is obtained, it only requires the training of a speaker
specific model for the new speaker. These nice properties are
inherited by the 2-class NN architecture, especially in the way
it uses UBM to model average background speaker statistics.
Both GMMs and 2-class NNs do not need access to past audio
data to enroll a new speaker. The reason is that sub-networks in
the 2-class NN system are trained to fit a single boundary be-
tween the target speaker data and average speech data statistics,
sampled from the UBM. In contrast, enrolling a new speaker
in a multi-class NN system, requires complete re-training and
access to all audio data from all the speakers. On the other
hand the multi-class NN system has an important advantage,
which is low computational complexity at the recognition stage.
Since the open-set speaker identification problem requires test-
ing against all speaker models, the complexity of systems de-
scribed in Section 2.1 and 2.2, explodes in applications with
large population sizes. As an example, in our simulations with
700 enrolled speakers, a GMM system would need to test 701
models againstX and 2-class NN system would need to test 700
models. Unless one has the possibility to completely parallelize
the process, this is a significant disadvantage in comparison to
the multi-class NN approach.
3. Implementation
For each of the systems under test, different design choices were
tried and parameter optimization performed to maximize the ac-
curacy. Here we present the optimal configuration for each of
the systems. For fair comparison the same feature extraction
module was shared between all systems.
3.1. Feature extraction
In the first steps of the feature extraction module an energy-
based Voice Activity Detector (VAD) is deployed to remove
non-speech frames, and a pre-emphasis filter (1−µ z−1), with
µ = 0.98, is applied to the input speech. Next, Mel-Frequency
Cepstral Coefficients (MFCCs) [31] are extracted from a 20 ms
anslysis window with 50% overlap. Cepstral mean subtraction
[32] is performed, and the resulting 24-dimensional feature vec-
tor xn, corresponding to the n-th frame is ready to be used by
the classification system.
3.2. Implementation details of the GMM system
For the generative architecture, described in Section 2.1, indi-
vidual speaker models ωk were trained as GMMs with 64 com-
ponents and diagonal covariance matrices. A UBM was trained
with 1024 diagonal components. The same UBM was also used
for the system described in Section 2.2 to generate stochastic
training samples with the desired distribution. The GMMs were
fitted using the Expectation Maximization (EM) algorithm [33],
initialized with k-means clustering [34].
3.3. Implementation details of the 2-class NN system
For the 2-class NN architecture, K sub-networks were trained
(one per speaker). Numerical values for the optimization pa-
rameters, used for training of the sub-networks, are listed in
Table 1. Each sub-network is configured with an input layer of
size 24, corresponding to a MFCC dimension, two hidden lay-
ers with 50 units each, and a single output. We used Rectified
Linear Unit (ReLU) [35] activations for all hidden units and a
softmax output layer to estimate the posterior probability for the
particular target speakers. The network is trained with stochas-
tic gradient descent to minimize the negative log-likelihood cost
function. The global learning rate η was set to 0.0001. To speed
up the training and optimize the convergence we used a variant
of the momentum update, called Nesterov’s Accelerated Gradi-
ent (NAG) [36], using the update equations described in [37],
with parameter µ = 0.95. RMS-prop [38] was also used, with
parameter for per-weight adaptive learning rate α = 0.99. The
number of epochs was set to 5, and number the of samples per
mini-batch to 800.
Table 1: Training parameters for the 2-class NN classifier.
Parameter Value
Network architecture [24in 50 50 1out]
Learning rate η 0.0001
NAG µ 0.95
RMS-prop α 0.99
Number of epochs 5
Batch size 800
3.4. Implementation details of the multi-class NN system
For the multi-class NN architecture, one ”all-together” network
was trained. This single large network estimates the posterior
probabilities for all K target speakers. The architecture and
training parameters of the multi-class NN are summarized in
Table 2. This network naturally has much wider hidden lay-
ers with 1200 units each, and K output units. The number of
epochs in this case was set to 20, and the number of samples per
mini-batch to 15000.
Table 2: Training parameters for the multi-class NN system.
K in the ”Network architecture” takes values {100, 300, 500,
700} based on the size of the enrollment set.
Parameter Value
Network architecture [24in 1200 1200 Kout]
Learning rate η 0.0001
NAG µ 0.95
RMS-prop α 0.99
Number of epochs 20
Batch size 15000
4. Experiments
In this section we report results from an experiment with the
three systems on enrolled sets with four different sizes {100,
300, 500, 700}, and an impostor set of 1400 speakers. The per-
formance of the closed-set identification step (”dashed box” in
Figures 1-3) is specified in terms of the Closed Set Recogni-
tion Rate (CSRR), which is the probability that k∗ is the same
as the speaker ID of the test utterance. CSRR is calculated only
over the enrolled speaker set. For the complete open-set speaker
identification the Equal Error Rate (EER) is used to specify the
performance. In open-set speaker identification the misclassifi-
cation of an utterance from an enrolled speaker is twofold. It
can be either False Rejection or Mislabeling [39]. For this sit-
uation we define the EER as the operating point where False
Acceptance Rate equals the sum of False Rejection Rate and
Mislabeling Rate.
4.1. Data
The dataset chosen for the experiments is the LibriSpeech ASR
corpus, introduced in [40], and used in the context of speaker
recognition in [41]. It consists of 982 hours of wideband speech
from 1281 male and 1202 female speakers. Every speaker has a
different amount of recorded utterances and each utterance has
a variable length between 3 and 30 seconds, with the average
length of roughly 15 seconds. In the experiments outlined be-
low, 70% of the utterances were kept for the training set and
the remaining 30% as an independent test set. For the experi-
ments, presented below, the entire data set of 2483 speakers is
split into 3 non-overlapping sets: 383 speakers for training of
the UBM, 1400 speakers to form the impostor set, and finally,
700 speakers for the enrolled set.
4.2. Results
CSRR, reported in Table 3 indicates that all systems have ex-
cellent performance in recognizing the correct speaker in the
closed-set speaker identification step. When the population
size increases, the performance of all systems deteriorate very
slowly, and there is a clear trend that the multi-class NN begins
to outperform the other solutions.
Table 3: CSRR performance for the intermediate closed-set
identification step with different sizes of the enrollment set.
Population Size
System 100 300 500 700
GMM 99.93 % 99.83 % 99.80 % 99.74 %
subNN 99.74 % 99.70 % 99.72 % 99.67 %
NN 99.93 % 99.92 % 99.90 % 99.83 %
The total performance of the tested systems is presented
in terms of EER in Table 4. The multi-class NN has an ad-
vantage for large population sizes, but the distance to the other
systems diminishes quickly, and for the experiment with 100
enrolled speakers, the GMM based system performs best. The
performance of all systems deteriorates rapidly with increase
of population size (EER more than doubles from smallest to
largest speaker set). The reason is that as the population size of
enrolled speakers grows, it occupies more of the feature space
and some impostor are incorrectly accepted, as they get close to
some of the enrolled speakers.
Table 4: EER performance for open-set speaker identification
with different sizes of the enrollment set.
Population Size
System 100 300 500 700
GMM 1.37 % 2.81 % 3.13 % 3.51 %
subNN 1.82 % 3.07 % 3.58 % 4.04 %
NN 1.43 % 2.29 % 2.65 % 3.04 %
5. Discussion
For large population sizes [300+] the multi-class NN system
shows superior performance without any normalization of pos-
terior probabilities. For small population sizes, as indicated in
Table 4, the advantage of multi-class system decreases, and per-
haps extending the training with a class that models the back-
ground speaker space is required. Despite similar performance,
there are other aspects of tested architectures that might deter-
mine their industrial use. 2-class NN and GMM based clas-
sifiers are much more modular, and could be easily extended
with additional enrolled speakers. However, in the open-set
speaker identification scenario, these algorithms have high com-
putational complexity at the recognition stage, which is not the
case for the multi-class NN system.
6. References
[1] D. Reynolds and R. Rose, “Robust text-independent speaker iden-
tification using Gaussian mixture speaker models,” IEEE Trans.
Speech Audio Processing, vol. 3, no. 1, pp. 72–83, 1995.
[2] D. Reynolds, T. Quatieri, and R. Dunn, “Speaker verification us-
ing adapted Gaussian mixture models,” Digital signal processing,
vol. 10, pp. 19–41, 2000.
[3] W. Campbell, J. Campbell, D. Reynolds, E. Singer, and P. Torres-
Carrasquillo, “Support vector machines for speaker and language
recognition,” Computer Speech & Language, vol. 20, pp. 210–
229, 2006.
[4] W. Campbell, J. Campbell, D. Reynolds, D. Jones, and T. Leek,
“Phonetic speaker recognition with support vector machines,” in
Advances in Neural Information Processing Systems, 2003.
[5] W. Campbell, D. Sturim, D. Reynolds, and A. Solomonoff, “SVM
based speaker verification using a GMM supervector kernel and
NAP variability compensation,” in Proc. IEEE Int. Conf. Acous.,
Speech, Signal Processing, vol. 1, 2006, pp. 97–100.
[6] P. Kenny, “Joint factor analysis of speaker and session variability:
Theory and algorithms,” Tech. Rep. CRIM-06/08-13, 2005.
[7] N. Dehak, P. Kenny, R. Dehak, P. Dumouchel, and P. Ouellet,
“Front-end factor analysis for speaker verification,” IEEE Trans.
Audio, Speech, Lang. Process., vol. 19, no. 4, pp. 788–798, 2011.
[8] G. Hinton et al., “Deep neural networks for acoustic modeling in
speech recognition,” IEEE Signal Process. Mag., vol. 29, no. 6,
pp. 82–97, 2012.
[9] G. Dahl, D. Yu, L. Deng, and A. Acero, “Context-dependent pre-
trained deep neural networks for large vocabulary speech recog-
nition,” IEEE Trans. Acoust. Speech Signal Processing, vol. 20,
no. 1, pp. 30–42, 2012.
[10] T. Yamada, L. Wang, and A.Kai, “Improvement of distant-talking
speaker identification using bottleneck features of DNN,” in Proc.
Interspeech, 2013, pp. 3661–3664.
[11] P. Kenny, V. Gupta, T. Stafylakis, P. Ouellet, and J. Alam, “Deep
neural networks for extracting Baum-Welch statistics for speaker
recognition,” in Proc. IEEE Odyssey - Speaker Lang. Recognition
Workshop, 2014.
[12] J. Navratil, U. Chaudhari, and G. Ramaswamy, “Speaker verifica-
tion using target and background dependent linear transforms and
multi-system fusion,” in Proc. Eurospeech, 2001, pp. 1389–1392.
[13] B. Xiang and T. Berger, “Efficient text-independent speaker veri-
fication with structural Gaussian mixture models and neural net-
work,” IEEE Trans. Speech Audio Processing, vol. 11, no. 5, pp.
447–456, 2003.
[14] Y. Bennani and P. Gallinari, “On the use of TDNN-extracted fea-
tures information in talker identification,” in Proc. IEEE Int. Conf.
Acous., Speech, Signal Processing, 1991, pp. 385–388.
[15] M. Hossain, B. Ahmed, and M. Asrafi, “A real time speaker iden-
tification using artificial neural network,” in Proc. IEEE Int. Conf.
Computer and Information Technology, 2007, pp. 1–5.
[16] J. Oglesby and J. Mason, “Optimization of neural models for
speaker identification,” in Proc. IEEE Int. Conf. Acous., Speech,
Signal Processing, vol. 1, 1990, pp. 261–264.
[17] L. Rudasi and S. Zahorian, “Text-independent talker identification
with neural networks,” in Proc. IEEE Int. Conf. Acous., Speech,
Signal Processing, 1991, pp. 389–392.
[18] C. Wang, X. Dongxin, and J. Principe, “Speaker verification and
identification using Gamma neural networks,” in Proc. IEEE Int.
Joint Conf. Neural Networks, 1997, pp. 2085–2088.
[19] O. Ghahabi and J. Hernando, “Deep belief networks for i-vector
based speaker recognition,” in Proc. IEEE Int. Conf. Acous.,
Speech, Signal Processing, 2014, pp. 1700–1704.
[20] P. Safari, O. Ghahabi, and J. Hernando, “Feature classification by
means of deep belief networks for speaker recognition,” in Proc.
European Signal Processing Conf. (EUSIPCO), 2015, pp. 2162–
2166.
[21] H. Do, I. Tashev, and A. Acero, “A new speaker identification
algorithm for gaming scenarios,” in Proc. IEEE Int. Conf. Acous.,
Speech, Signal Processing, 2011, pp. 5436–5439.
[22] Y. Zigel and M. Wasserblat, “How to deal with multiple-targets in
speaker identification systems?” in Proc. IEEE Odyssey - Speaker
Lang. Recognition Workshop, 2006.
[23] R. Karadaghi, H. Hertlein, and A. Ariyaeeinia, “Effectiveness
in open-set speaker identification,” in Proc. IEEE Int. Carnahan
Conference on Security Technology, 2014.
[24] A. Brew and P. Cunningham, “Combining cohort and UBM mod-
els in open set speaker identification,” in Proc. IEEE Int. Work-
shop on Content-Based Multimedia Indexing, 2009, pp. 62–67.
[25] C. Gao, G. Saikumar, A. Srivastava, and P. Natarajan, “Open-set
speaker identification in broadcast news,” in Proc. IEEE Int. Conf.
Acous., Speech, Signal Processing, 2011, pp. 5280–5283.
[26] T. Ganchev, A. Tsopanoglou, N. Fakotakis, and G. Kokkinakis,
“Probabilistic neural networks combined with GMMs for speaker
recognition over telephone channels,” in Proc. Int. Conf. Digital
Signal Process., vol. 2, 2002, pp. 1081–1084.
[27] K. Farrell, R. Mammone, and K. Assaleh, “Speaker recognition
using neural networks and conventional classifiers,” IEEE Trans.
Speech Audio Processing, vol. 2, no. 1, pp. 194–205, 1994.
[28] R. Duda, P. Hart, and D. Stork, Pattern Classification, 2nd ed.
Wiley-Interscience, 2001.
[29] J. Neyman and E. Pearson, “On the problem of the most efficient
tests of statistical hypotheses,” Philos. Trans. of the Royal Society
of London, vol. 231, pp. 289–337, 1933.
[30] D. Reynolds, “Comparison of background normalization methods
for text-independent speaker verification,” in Proc. of European
Conf. on Speech Communication and Technology, 1997, pp. 963–
966.
[31] S. Davis and P. Mermelstein, “Comparison of parametric repre-
sentations for monosyllabic word recognition in continuously spo-
ken sentences,” IEEE Trans. Acoust., Speech, Signal Processing,
vol. 28, no. 4, pp. 357–366, 1980.
[32] S. Furui, “Cepstral analysis technique for automatic speaker veri-
fication,” IEEE Trans. Acoust. Speech Signal Processing, vol. 29,
no. 2, pp. 254–272, 1981.
[33] J. Bilmes, “A gentle tutorial of the EM algorithm and its appli-
cation to parameter estimation for Gaussian mixture and hidden
Markov models,” Technical Report ICSI-TR-97-02, University of
Berkeley, 1997.
[34] S. Lloyd, “Least squares quantization in PCM,” IEEE Trans. In-
form. Theory, vol. 28, p. 129137, 1982.
[35] V. Nair and G. Hinton, “Rectified linear units improve restricted
boltzmann machines,” in Proc. 27th Int. Conf. on Machine Learn-
ing, 2010.
[36] Y. Nesterov, “A method for unconstrained convex minimization
problem with the rate of convergence O (1/k2),” in Soviet Mathe-
matics Doklady, vol. 27, 1983, pp. 372–376.
[37] Y. Bengio, N. Boulanger-Lewandowski, and R. Pascanu, “Ad-
vances in optimizing recurrent networks,” in Proc. IEEE Int. Conf.
Acous., Speech, Signal Processing, 2013, pp. 8624–8628.
[38] T. Tieleman and G. Hinton, “Lecture 6.5-rmsprop: Divide the gra-
dient by a running average of its recent magnitude,” COURSERA:
Neural Networks for Machine Learning, vol. 4, no. 2, 2012.
[39] E. Singer and D. Reynolds, “Analysis of multitarget detection
for speaker and language recognition,” in Proc. IEEE Odyssey -
Speaker Lang. Recognition Workshop, 2004.
[40] V. Panayotov, G. Chen, D. Povey, and S. Khudanpur, “Lib-
rispeech: an ASR corpus based on public domain audio books,”
in Proc. IEEE Int. Conf. Acous., Speech, Signal Processing, 2015,
pp. 5206–5210.
[41] H. Zeinali, H. Sameti, L. Burget, J. Cernocky, N. Maghsoodi, and
P. Matejka, “i-vector/HMM Based Text-dependent Speaker Ver-
ification System for RedDots Challenge,” in Proc. Interspeech,
2016, pp. 440–444.
