In this paper, we study the problem of computing the similarity of two protein structures by measuring their contact-map overlap. Contact-map overlap abstracts the problem of computing the similarity of two polygonal chains as a graph-theoretic problem. In R 3 , we present the first polynomial time algorithm with any guarantee on the approximation ratio for the 3-dimensional problem. More precisely, we give an algorithm for the contact-map overlap problem with an approximation ratio of σ, where σ = min{σ(P 1 ), σ(P 2 )} ≤ O(n 1/2 ) is a decomposition parameter depending on the input polygonal chains P 1 and P 2 . In R 2 , we improve the running time of the previous best known approximation algorithm from O(n 6 ) to O(n 3 log n) at the cost of decreasing the approximation ratio by half. We also give hardness results for the problem in three dimensions, suggesting that approximating it better than O(n ε ), for some ε > 0, is hard.
INTRODUCTION P
ROTEINS, the machines and building blocks of living cells, fulfill a variety of roles such as acting as enzymes, transporting small molecules, forming many cellular structures, regulating cell processes, and carrying signals. A protein is simply a polymer consisting of a long chain of amino acid residues. Although a linear sequence, inter-atomic forces between residues bend and twist the chain in a way characteristic for each protein. They cause the protein molecule to curl up into a specific 3-dimensional structure called the folded state of the protein. The structure of a protein can be captured by its amino acid residue sequence and its folded structure. A commonly used simplified model to represent the backbone of a protein is the so-called lattice model (Kolinski and Skolnick, 1994) , in which the backbone is mapped to a non-self-intersecting path on an integer grid, called a self-avoiding walk (Fig. 1) .
It is a fundamental axiom of biology that the 3-dimensional structure of a protein has a crucial influence on its function-two proteins that are similar in their 3-dimensional structure will likely have similar functions (Leach, 1996) . Comparing two protein structures for similarity is therefore a crucial task and has been extensively investigated (Halperin et al., 2002) .
Since it is not clear what quantitative measure to use for comparing protein structures, a multitude of measures have been proposed. Each measure aims at capturing the intuitive notion of similarity. The measures fall into two main categories.
Inter-distance shape matching methods compute a mapping of residues of protein A to residues of protein B such that the distance between the mapped residues is minimized (Gerstein and Levitt, 1998; Godzik, 1996; Maiorov and Crippen, 1994) .A commonly used measure is root mean square distance (RMSD), which is the root of sum of the squares of Euclidean distances between mapped residues (Maiorov and Crippen, 1994) . One problem with these types of methods is that the distance of two residues depends on their relative position in space. Therefore, the matching process typically consists of two intertwined subtasks, namely, finding the mapping of residues from A to B, and finding the best rotation and translation such that the metric distance (e.g., RMSD) is minimized under that mapping.
Intra-distance matching methods try to find a set of residues A of protein A and subset B of protein B, such that the pairwise distance matrix of A is similar to the pairwise distance matrix of B (Goldman et al., 1999; Sander,1993,1996; Orengo,1989, 1996) . These methods have the advantage that they are motion invariant since the distance between two residues of A remains the same under rigid transformations.
We study the contact-map overlap measure, first proposed in Goldman et al., (1999) . Contact-map overlap measures the similarity between two proteins (in the lattice model) based on the pairwise distances of the C α -atoms of each protein. It falls within the intra-distance similarity measure category. The contactmap of a protein is a graph, which represents the three dimensional structure of the protein by modeling the neighborhood of each residue by edges (or contacts) to the neighbors. Then two protein structures are considered similar if one can find mapping of vertices from one to the other such that the pattern of the neighborhoods is similar for a large number of mapped vertices.
This measure has been found to be very useful for measuring protein similarity-it is robust, takes partial matching into account, translation invariant and captures the intuitive notion of similarity very well for details (Goldman et al., 1999; Lancia et al., 2001) . Using various heuristics, it was shown in Lancia et al. (2001) that the contact-map overlap measure captures strongly the established notions of similarity and dissimilarity of protein structures: the heuristics to maximize contact-map overlap were run on 33 proteins (due to computational reasons, only small protein structures were tried), classified into four families, and the evaluation of similarity computed by their heuristic very strongly correlated with the current classification, achieving 98.7% accuracy (with 1.3% false negatives and 0.0% false positives). Thus the problem of designing efficient algorithms that guarantee the contact-map overlap quality is an important one that has eluded researchers so far.
Problem definition
Let Z be the integer grid in R 2 or R 3 . A self-avoiding walk P = v 1 , . . . , v n is a directed path on Z such that v i v i+1 = 1, and v i = v j , 1 ≤ i, j ≤ n. The contact map of P is an ordered graph G(P ) = (V, E) (an ordered graph is a graph with its vertices ordered by a linear sequence), where V = v 1 , . . . , v n , and (Fig. 2) .
Given two ordered graphs
where the maximum is taken over all f : V 1 → V 2 , where V 1 ⊆ V 1 and f is an order-preserving bijection, i.e., i < j, u l = f (v i ), and u k = f (v j ) implies that l < k. Note that a vertex of G 1 need not be mapped to a vertex of G 2 in the above definition. We modify the problem to include this restriction (Fig. 3) . More precisely, given G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ), define the complete contact-map overlap as
where the maximum is taken over all order-preserving bijections g :
The case that a vertex of G 1 is not mapped to any vertex of G 2 (while preserving the order) corresponds to the deletion of a C α -atom in the protein backbone during the comparison. Therefore µ(G 1 , G 2 ) enforces no deletion of vertices for one of the protein backbone, e.g., a motif structure; while ν(G 1 , G 2 ) allows unlimited deletions for both structures. We refer the reader to Francesco et al. (1996) for a more detailed discussion on the effects of deletions on protein matching. Note that both measures can be viewed as two special cases of a more general and more important problem in which at most k deletions are allowed for one of the structures. Goldman et al. (1999) show that computing the optimal value of µ(G 1 , G 2 ) is NP-hard. They propose a 3-approximation algorithm with O(n 6 ) running time if the contact-maps are derived from self-avoiding walks on a 2-dimensional lattice. They raise open questions whether the structure of 3-dimensional self-avoiding walks can be used to aid in the contact-map overlap problem, and if any algorithms exist for R 3 . Recently, Lancia et al. (2001) gave a branch-and-bound method (based on a linear programming relaxation) for the contact-map overlap problem in R 3 . They formulate the problem as a maximum independent set problem, and then employ various branch-and-bound techniques to solve the problem efficiently in practice. Even with heuristics and branch-and-bound techniques, they state proteins of size about three hundred as a computationally limiting size (Lancia et al., 2001) . A similar optimization method (based on Lagrangian relaxation) was given in Caprara and Lancia, (2002) .
Previous results
We also note that the contact-map overlap measure is in fact an ordered version of the maximum common subgraph problem (Garey and Johnson, 1979) (the vertex set of the two graphs is given as a linear ordering and the mapping must be order preserving). It is known that the maximum common subgraph problem is not approximable with an absolute error guarantee of min( Verbitsky, 1994) .
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Our results
We focus on the computation of the contact-map overlap both in R 2 and R 3 . Our main contributions are:
• We present a 6-approximation algorithm for computing the maximum contact-map overlap of two selfavoiding walks in R 2 , with running time O(n 3 log n). A c-approximation algorithm for some function
• Based on a procedure that decomposes the input graph P 1 into σ(P 1 ) ≤ O(n 1/2 ) subgraphs (satisfying certain constraints), we propose a σ-approximation algorithm for computing the contact-map overlap of two three-dimensional self-avoiding walks, where σ = min{σ(P 1 ), σ(P 2 )} is a parameter depending on the input chains P 1 and P 2 . The running time of our algorithm is O(n 3 log n). This solves the open problem of Goldman et al. (1999) , and is the first provably good approximation algorithm for the three-dimensional case. This result is of additional interest since while no approximation algorithms exist for the maximum common subgraph problem, our results give a √ m-approximation algorithm for the "ordered" maximum subgraph problem, where m is the number of edges in the graph.
• We test the graph decomposition procedure on a set of 22 protein lattice structures, showing that in practice, the input graph is decomposed into only a small number of subgraphs, instead of the O( √ n) theoretical worst case bound.
• We show that any degree-1 graph can be embedded as a 3-dimensional self-avoiding walk, which solves the other open problem of Goldman et al. (1999) . In particular, this implies that the contact-map overlap problem for two graphs derived from 3-dimensional self-avoiding walks is MAXSNP-hard.
• We present various hardness results suggesting that approximating the complete contact-map overlap better than approximation ratio O(n ε ), ε > 0, is hard.
Overview. We present our results for two dimensions in Section 2, and our algorithm, a heuristic, and the empirical feasibility of our decomposition algorithms in Section 3. Hardness results for three dimensions are presented in Section 4, and we conclude with discussion in Section 4.
TWO DIMENSIONS
Given two self-avoiding walks G 1 and G 2 , Goldman et al. (1999) proposed an approximation algorithm by decomposing G 1 into "simpler" graphs which are then matched optimally against G 2 . These simpler graphs are defined as follows.
Let e = (v i , v j ) and e = (v i , v j ) be two edges of G. We say that e and e are disjoint if
Two edges e and e overlap if [i, j] ∩ [i , j ] = ∅ and one edge does not contain the other (unless they share one endpoint).
We define various classes of graphs in terms of the relations between their edges (Fig. 4) . A graph G = (V, E) is called a stack if any two edges in E either contain one another, or are disjoint. G is called a queue if any two edges in E either overlap each other or are disjoint. Finally, G is called a staircase if E can be partitioned into a family of sets so that every pair of edges within a set mutually overlap (Fig. 4) and edges from different sets are disjoint.
A graph of a particular type with maximum degree k is referred to as a k-graph (e.g., a 1-stack is a stack with maximum degree 1). The degree of each vertex in Z is four in R 2 and six in R 3 , and therefore the maximum degree of a vertex of G is at most two in R 2 , and at most four in R 3 (except possibly for v 1 and v n , whose degrees can be at most three or five respectively). The left and right endpoints of an edge e = (v i , v j ) ∈ E, i < j, are v i and v j respectively.
In the rest of this paper, we sometimes refer to edges in E as contacts. A contact map generated from a d-dimensional self-avoiding walk is also called a d-dimensional contact map. The overall approach for computing both µ(G 1 , G 2 ) and ν(G 1 , G 2 ) is similar so we only describe the algorithm for the latter. In the following two subsections, we first describe how to match a 1-staircase or a 2-stack with any contact map. 
Staircase and self-avoiding walk
In this subsection, we describe an algorithm for computing partial and complete contact map overlaps between a staircase and the graph of a self-avoiding walk. We begin by stating an obvious structural claim whose proof is omitted. Lemma 2.2. Let T = (V, E) be a 2-staircase which is a subgraph of some 2-dimensional contact map. Then E can be partitioned in O(|E|) time into two subsets E 1 , E 2 so that (V, E 1 ) and (V, E 2 ) are 1-staircases.
Proof. Let V be the set of degree two vertices in V . It follows from Lemma 2.1. that the subgraph induced by V does not contain any cycle of odd length (a cycle in E corresponds to a cycle in the grid). For each degree-2 chain (Fig. 5) or even-length cycle, we assign edges to E 1 and E 2 alternately. The edges induced by V \ V are adjacent to degree-1 vertices, and can simply be assigned to E 1 . Since a subgraph of a staircase is also a staircase, (V, E 1 ) and (V, E 2 ) are both 1-staircases.
We refer to a set of mutually overlapping edges as a cluster. Then each 1-staircase consists of a family of disjoint clusters. Let T = u 1 , u 2 , . . . , u m be a 1-staircase, and let C 1 , . . . , C k be the ordered set of clusters of T . Set
m r , is largest in reverse-lexicographic order. Here we are assuming that if u r ∈ T i is not mapped to a vertex of G 1j , then f * (u r ) = 0. Suppose v h * is the smallest vertex of G 1j to which a vertex of C i is mapped and r * edges of C i map to
FIG . 5. A 2-staircase (V, E), and its decomposition into two 1-staircases (V, E1) (solid) and (V, E2) (dotted) .
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For 1 ≤ j ≤ n and 0 ≤ r ≤ m i , we define Φ(j, r) to be the largest integer h so that G hj contains a cluster of size r as its subgraph.
Lemma 2.3. h * = Φ(j, r * ).
Proof.
Since G h * j contains a cluster of size r
. . , v i 2r * be the sequence of vertices in G hj that form a cluster of size r. We map 2r * vertices of C i to V i and obtain another mapf : T → G such thatf (T ) > rev f * (T ), a contradiction.
Lemma 2.3 implies the following
Assuming that we have Φ(j, r) at our disposal, we can compute
thereby implying that the total time spent in computing D(·, ·) is O( i m i · n) = O(mn).
In order to compute Φ(·, ·), we define an auxiliary functionΦ(e, r), for each edge e ∈ G and for r ≤ n, which is the largest integer h so that G hj contains a cluster of size r with e as the rightmost edge of the cluster. Then
Let e = (i, j) be an edge of G. Define E ij = {(x, y) | x < i, i < y < j}. We regard each edge e = (x, y) as a pointẽ = (x, y) in R 2 . As in Knuth (1973) , by sweeping a horizontal line from top to bottom, we can compute, in time O(n log n), for each integer l ≤ j, the length λ l of the longest monotonically decreasing sequence (both in x-and y-directions) whose y-coordinates are in the interval [l, j] . ThenΦ(e, r) = k + 1 if k is the largest y-coordinate with λ k = r. Since G has O(n) edges, the total time spent in computingΦ(·, ·) is O(n 2 log n). Putting everything together, we obtain the following theorem.
Theorem 2.4. Let G be any two-dimensional contact map with n vertices, and let T be a 1-staircase with m vertices. Then ν(G, T ), as well as µ(G, T ), can be computed in O(mn + n
2 log n) time.
Stack and self-avoiding walk Theorem 2.5. Let G be any two-dimensional contact map with n vertices, and let T be a 2-stack with m vertices. Then ν(G, T ), as well as µ(G, T ), can be computed in O(mn
Proof. A stack T can be viewed as a tree (Fig. 6) , where each node of the tree corresponds to an edge of T , and an edge e containing another edge e in T translates to e being the descendent of e in the tree.
We first describe how to find the optimal match between a 1-stack T = (V, E) and a degree-1 contact-map G = (V , E ), of size m and n respectively. Let e ∈ E be the edge with the highest right endpoint. Since T is a stack, e is not contained in any other edge. Similarly, let e ∈ E be the rightmost edge of G. Then, in the optimal matching, if both e and e are present, then they must match to one another. This leads to a dynamic programming algorithm, where we compute the optimal match between subgraphs of T and G 
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time. This is essentially the approach used in Goldman et al. (1999) .
The above recursion matches the rightmost edges of current subgraphs, resulting in a "right matching" algorithm. But note that we could also have matched leftmost edges as well -say denoted as a "left matching" algorithm, with still O(n 4 ) running time. Furthermore, the two algorithms can be interleaved-at some steps we match rightmost edges, and at some steps the leftmost. Using a tree-decomposition scheme by Klein (1998) , we can compute a sequence of left and right matchings steps such that only O(m log m) pairs of V need to be visited, and thus computed (though O(n 2 ) pairs of V still need to be computed) during the dynamic programming procedure. As a result, the size of table D is reduced to O(mn 2 log m), and each entry can be computed in constant time. With some more care, vertices with degree two can also be treated within the same time bound. This proves the theorem.
Overall algorithm
The overall algorithm is similar to the one described in Goldman et al. (1999) . Given two two-dimensional contact maps G 1 and G 2 , we first decompose G 1 into two 2-stacks and two 2-staircases. Each 2-staircase is then decomposed into two 1-staircases in linear time by Lemma 2.1. We then compute the maximum overlap of G 2 with these six graphs (Theorems 2.4 and 2.5), and take the maximum of them. This gives a 6-approximation of ν(G 1 , G 2 ) and µ(G 1 , G 2 ). Theorem 2.6. Given two self-avoiding walks G 1 and G 2 , ν(G 1 , G 2 ) and µ(G 1 , G 2 ) can be approximated within a factor of 6 in time O(n 3 log n).
THREE DIMENSIONS
In this section, we inspect the partial and complete contact-map overlap problems for 3-dimensional selfavoiding walks. In what follows, we first give a √ n-approximation algorithm for solving ν(G 1 , G 2 ) and µ(G 1 , G 2 ), and then present a local improvement algorithm that achieves a worse approximation ratio, but performs better in practice. Finally, we present empirical results showing that for protein structures the approximation ratio of both the algorithm and the local improvement algorithm is much better than the worst case bounds.
Let G = (V, E) be an ordered graph. We sort the edges in E in increasing order of their left endpoints, {e 1 = (v s1 , v t1 ) , . . . , e u = (v su , v tu )}, where s 1 ≤ . . . ≤ s u , and let τ = t 1 , t 2 , . . . , t u . Note that each s i need not be unique, and if s i = s j , then the edge with smaller t comes first. Define σ(G) to be the smallest integer k such that τ can be decomposed into k monotonically non-increasing or monotonically nondecreasing sequences. Set σ = min{σ(G 1 ), σ(G 2 )}.
3.1.
√ n-approximation algorithm Theorem 3.1. Given two ordered graphs G 1 and G 2 of some constant degree and size n, one can compute
The approach is similar to the one taken in the previous section-we will decompose G 1 or G 2 into at most σ stacks and staircases, in O(σn log n) time. As shown in the last section (Theorems 2.4 and 2.5), the contactmap overlap of each stack or staircase can be computed in polynomial time. We finally return ν(G 1 , G 2 ) as the maximum contact-map overlap of the smaller graphs with G 1 or G 2 as our solution, achieving an approximation factor of at most σ (by the pigeonhole principle). Since the smaller graphs partition the input graph, summing the running time of matching each smaller graph yields the running time O(n 3 log n). 
Lemma 3.2. Given a graph G = (V, E), we can compute graphs
Proof. Let V = v 1 , . . . , v n be the ordered set of vertices of G. We perform many iterations over the sequence of integers τ which we defined earlier. Each iteration extracts the largest monotonically increasing or monotonically decreasing subsequence of τ in O(n log n) time (Knuth, 1973) . From the Erdös and Szekeres (1935) theorem, the number of iterations needed are at most O( √ n), since the maximum degree of G is constant so τ has length O(n).
Let the subsequence extracted at the k-th iteration be τ k = t i1 , . . . , t i l . Then set T k to be the subgraph induced by the edges
We now show that each T k obtained this way is either a stack or a queue. First consider the case of increasing subsequence. Take two edges, say e i = (v si , v ti ) and e j = (v sj , v tj ) such that t i ∈ τ k at index s i , and t j ∈ τ k at index s j . Assume w.l.o.g. that t i < t j . Since τ k is an increasing subsequence, it must be that s i < s j . Then the edge e i does not contain the edge e j (since t i < t j ) and e j does not contain e i (since s i < s j ). And therefore T i is a queue. Now consider the case when τ k is a decreasing subsequence. Take two edges, say e i = (v si , v ti ) and e j = (v sj , v tj ), such that t i ∈ τ k (at index s i ), and t j ∈ τ k (at index s j ). Assume w.l.o.g. that t i < t j . Since τ k is an decreasing subsequence, it must be that s i > s j . Then we know that the left endpoint index of edge e j , s j is less than the left endpoint index of e i , s i and the right endpoint index of e j , t j is larger than the right endpoint index of e i , t i . Thus e j contains the edge e j . Thus, for any two edges, one must contain the other, and T i is a stack.
Since each queue can then be decomposed into two staircases, the number of subgraphs σ(G) is at most O( √ n). The overall running time is O(σn log n).
It is natural to ask whether these bounds on decompositions are tight, since the same integer sequence can have many graph realizations. Also, the decreasing subsequence, although a stack graph, is not necessarily the largest stack subgraph, i.e., there could exist a large stack as a subgraph of G, but the decreasing sequence is unable to compute it. For example, Figure 7a shows a stack which has only a small decreasing integer subsequence. However, there are degree-1 ordered graphs such that any decomposition produces at least Ω( √ n) stacks and queues, as illustrated in Figure 7b . This shows that our decomposition algorithm is optimal in worst case. Furthermore, it implies that if one wants to have an algorithm approximating the contact map overlap better than O( √ n), one should use some other approaches than decomposing one graph into stacks and queues.
Approximation factor σ
Recall the problem with the stack decomposition of G 2 , as shown in Figure 7a , where the graph could actually be a stack, yet the decreasing sequence is unable to identify it. This is because although every decreasing sequence is a stack, every stack does not have a corresponding decreasing sequence. One can find 
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the largest stack in a graph using dynamic programming. However, one would like to find a stack that uses the maximal number of edges that are "unusable" for queues, so that in the next iteration a large queue could be found.
Local improvement heuristic. We now give a recursive heuristic for decomposition of the graph G into a set of graphs T 1 , . . . , T k , where each T i is either a queue, or a stack. The algorithm explained in the previous section and this heuristic are called Decomp and GreedyDecomp, respectively.
Given a graph G = (V, E), define an edge e ∈ E as a top edge if and only if there does not exist any edge e ∈ E that contains e. This defines an partial ordering of the edges. Define the weight of each top edge e as w(e ) = |{e ∈ E s.t. e ⊆ e }|. The algorithm first finds the set E consisting of all the top edges of E (typically, |E | ≤ 10). Then find the maximum weigh non-overlapping set of edges and for every edge e = (v i , v j ) chosen, recursively apply the same procedure on the subgraph induced by vertices v i , . . . , v j to find the largest stack contained inside e . Note that by definition, no two edges in E contain one another, and hence define a queue. There is a trade-off involved. If the number of top edges is large, then since they form a queue, we can always take them as a graph T i , and apply GreedyDecomp on the remaining graph.
Empirical value of σ. We now give results on the decomposition of graphs by algorithm Decomp and GreedyDecomp. We test our decompositions on 20 proteins of size 300-1100 residues obtained from the Protein Data Bank. In almost all cases, the number of decomposed graphs is less than ten. The testing protein backbones are projected onto the face centered cubic (FCC) lattice, where each vertex has forty two potential contact-overlap neighbors. The two algorithms are used to decompose them into a set of queues and stacks. Table 1 shows the input proteins, with their PDB file ID, the total number of residues, and the number of contacts. For each protein, we give the decompositions by both algorithms: for each algorithm, we give the number of stacks, and queues produced. Note that each queue has to be further decomposed into two staircases in order to be matched exactly, so we upper-bound the approximation ratio by the pigeon-hole principle: σ = (#stack + 2 * #queue).
HARDNESS OF CONTACT-MAP OVERLAP
In this section, we present the hardness results of both ν(G 1 , G 2 ) and µ(G 1 , G 2 ), indicating that a much better algorithm is not very likely. First, we present an embedding result that yields the hardness of ν(G 1 , G 2 ). Then we augment it to show the hardness of µ(G 1 , G 2 ).
Hardness for ν(G 1 , G 2 )
The constant-factor approximation algorithm to compute both ν(G 1 , G 2 ) and µ(G 1 , G 2 ) for twodimensional contact maps relies on the fact that G 1 arises from a self-avoiding walk on a two-dimensional 0  10  d1qgka  876  812  0  3  6  5  0  5  d2btva  845  652  3  5  13  8  0  8  d2prja  845  727  1  7  15  8  1  10  d5gpb  833  742  2  6 dimensions do not have any special constraining property that might help us get a better bound, and provided experimental results on the decompositions produced by our algorithms. The problem of hardness of the contact-map overlap still remains open, due to the gap between the theoretical hardness and the bound of the algorithm. It would be interesting to combine the branch-and-bound approach of Lancia et al. (2001) with our decomposition to compute efficiently the contact-map overlap of large proteins.
