We study the evolution of a system of M particles in contact with a large reservoir of N >> M particles. The reservoir is initially in equilibrium at temperature T = β −1 . The evolution of the system and reservoir is described via a suitable Kac-style collision process. We show that for large N, this evolution can be effectively described by replacing the reservoir with a Maxwellian thermostat at temperature T . This description provides an approximation that is uniform in time both in a suitable L 2 norm and in the Gabetta-Toscani-Wennberg (GTW) distance.
Introduction.
In [6] , the author studies a system of M particles moving in one dimension and interacting via a random collision process. The collision times are given by a Poisson process. When a collision take place, a pair of particles is selected uniformly to collide. The velocities of these colliding particles are replaced by new velocities uniformly selected in such a way that the total energy is preserved. The intensity of the collision process is chosen in such a way that the average time between two collisions of a given particle (the mean free time) is independent of the number of particles, so that the limit as M → ∞ of the model can be thought of as a realization of the classical Grad-Boltzmann limit.
Since the collision process is independent of the position of the particles, it is enough to study their velocities. If f ( v) is the probability of finding the particles in the system with velocities v = (v 1 , . . . , v M ), the infinitesimal generator of this evolution can be written as, see [3, 6] :
where I is the identity operator and R i, j describes the result of a collision between particle i and particle j, that is It is possible to extend this model to particles moving in d > 1 dimensions and with collisions that preserve also the total momentum [2] . The term λ M−1 R i, j in the generator (1) implies that, in an interval of length dt, there is a probability λ M−1 dt that particles i and j will collide. Because in (1) every i appears in exactly M − 1 terms in the sum over i and j, in every time interval dt, particle i has a probability λ dt of being involved in a collision. Thus, on average, the time between two collisions involving particle i is indeed λ −1 . Since the above evolution is completely independent of the positions of the particles, and hence of their density, the mean free time is the only quantity we can use to obtain a connection with physical quantities.
In the model studied in [1] , besides the pair collisions, each particle in the system can interact with a thermostat. This is thought of as an infinite reservoir of particles at a fixed inverse temperature β = T −1 . Again, at Poisson distributed times, a particle in the system collides with a particle in the reservoir. Since there are infinitely many particles in the reservoir we can imagine that every particle in the reservoir collides at most once with a particle in the system. Thus at collision we can think of the particle in the reservoir as randomly drawn from a Maxwellian distribution at temperature β −1 . Finally the intensity of the Poisson process is again chosen so that the average time between two successive interactions of a given particle with the thermostat is independent of the number of particles in the system. The generator of this part of the evolution is thus
where
and v j (θ , w) = (v 1 , ..., v j cos (θ ) + w sin (θ ), ..., v M ), w * j (θ ) = −v j sin (θ ) + w cos (θ ) .
Thus the time evolution of the probability distribution f for this system is given bẏ
In [1] , the authors show that the system described by the above evolution converges exponentially fast to equilibrium uniformly in M. This is true of the convergence both in L 2 and in entropy. Moreover, propagation of chaos holds for this system so that one can derive an effective Boltzmann-style equation describing the evolution of the one particle marginal when M goes to infinity. These results have been extended to a system where only a subgroup of the particles interact with the thermostat in [7] .
In the present paper we show that the evolution (7) can be thought as arising from the interaction of the system with a large but finite reservoir containing N >> M particles. In such a situation, the effect that the M particles in the system have on the N particles in the reservoir can no longer be neglected. We show that, when measured in suitable metrics, this effect is small for large but finite reservoirs and, moreover, the estimates hold uniformly in time.
The paper is organized as follows. In Section 2 we introduce the model of the reservoir we will study and state the main results of the paper. Section 3 contains the proofs of our results. Section 4 further addresses the relevance of our results together with possible extensions. Finally, in the Appendices, we report some technical computation and discuss the optimality of our bounds.
Model and Results.
As we saw above, the thermostat used in [1] is based on the idea of an infinite reservoir. This is not very satisfactory and it would be interesting to obtain such a thermostat as the effective result of a uniform limit, in some proper norm, of the interaction of the system with a large but finite reservoir. In this paper we want to study how the model studied in [1] can be seen as emerging from the interaction between a finite system with M particles and a much larger but still finite reservoir with N >> M particles. We call v = (v 1 , . . . , v M ) the velocities of the particles in the system and w = (w 1 , . . . , w N ) the velocities of the particles in the reservoir.
We assume that the system and the reservoir are brought into contact at time t = 0. At this time the system is in a generic initial state l 0 ( v) with l 0 ( v)d v = 1, while the reservoir is in canonical equilibrium at temperature T = β −1 , that is, the state of the reservoir is given by
It is natural to assume that the total momentum in the system is 0 and that the average kinetic energy per particle in the system is finite. Moreover the particles are indistinguishable so that l 0 ( v) is invariant under permutation of its variables. This implies that
Finally, by a simple rescaling of the velocities, we can assume without loss of generality that β = 2π. Thus, the initial distribution of the full system, that is the system plus reservoir, is given by
The evolutions of the system and of the reservoir, before they come into contact, are described by a standard Kac evolution of the kind of (1). As above, we assume that the average time between two collisions of a particle in the system with another particle in the system is fixed independently of M. Since we want the system and the reservoir to be qualitatively similar we assume that the average time between two collisions of a particle in the reservoir with another particle in the reservoir is also fixed independently of N. Since the system and the reservoir are only qualitatively similar, these two times do not need to be equal. Thus, this part of the evolution can be described by
where R S i, j describes a collision in the system and can be written as (see (3))
while R R i, j describes a collision in the reservoir and can be written as
with v i, j (θ ) defined in (3) and w i, j (θ ) analogously defined. Observe that the mean free times described above are λ
−1
S for the system and λ
R for the reservoir.
To model the thermostat described in Sec. 1, we want that the average time between two successive collisions of a given particle in the system with a particle in the reservoir to be fixed independently of N and M. This can be achieved by defining the interaction generator as
Putting it all together, we have that the evolution of this system is given bẏ
Since f is a probability distribution, it is natural to see this evolution as taking place in
Notwithstanding this, we will have to chose more suitable norms. With a slight abuse of notation we will consider L defined in (7) as an operator acting on functions f ( v, w) of both v and w, leaving the dependence on w unchanged.
Observe that the form of the interaction term implies that the time between two successive collisions of a given particle in the reservoir with particles in the system is µ −1 N/M and thus it diverges with N. This implies that for a finite time t and for N very large, with respect to t, we can indeed assume that each particle in the reservoir collides at most once with a particle in the system. Clearly in the long time recollisions will happen. Moreover, in the above argument we have neglected the interaction between the particles in the reservoir. Such an interaction spreads the modification of the distribution of one particle to all the particles. Thus, after a short time t, we can no more think that a randomly selected particle from the reservoir has a Maxwellian distribution. Notwithstanding this, it would not be difficult to prove a convergence result for any fixed time t, when N → ∞. This would not be very useful, since the thermostat is introduced to drive the system to a particular equilibrium state and thus its action for an infinite time is of interest.
Given an initial state of the form (8), we want to compare the evolution generated by L in (12), the system interacting with a finite reservoir, with the evolution generated by L in (7), the system evolving under the influence of a thermostat. It is not hard to see that both f t = e L t f 0 andf t = e L t f 0 reach a limit (steady state) when t → ∞, but these two limits are different. Indeed, we get
where r = | v| 2 + | w| 2 and σ r ( v, w) the normalized uniform measure on the sphere of radius r in R N+M , whilẽ
It is worth observing that (13) and (14) remain valid even when λ R = λ S = 0. This is due to the fact that the terms in µ in the evolution (L I in (12) and L T in (7)) are enough to drive the two systems to their respective steady states. In Sec. 2.1, we will study the above evolutions in the space
, that is the space of functions f such that
Since f is a probability distribution, such an L 2 norm is not very natural (see [1] ) for more comments). In Sec. 2.2, we will introduce a more natural metric, the Gabetta-Toscani-Wennberg (GTW) metric (see [5] ).
Evolution in
As discussed in [1] , it is natural to look at the evolution in the ground state representation by defining
Observe that L K (see (9)) has the same form when acting on f or on h. On the other hand, in the case of the thermostat we have to replace B i given in (5) with
This means that the evolution of the initial state h 0 under the thermostated evolution can be written has
Note that the term L R is identically zero along the evolution of the chosen initial state. We add it for future comparison with L . On the other hand it we have that
Γ M+N so that the generator for the evolution of the full system needs no modifications. It is easy to see that L and L are bounded self-adjoint operator on L 2 (R N+M , Γ M+N ) with the scalar product
Thus it is natural to assume that h 0 ∈ L 2 (R N+M , Γ N+M ( v, w)) and to study the evolution of e L t h 0 − e L t h 0 2 . As a first step we want to estimate the behavior of such a difference when t → ∞. We clearly have
whileh eq ≡ 1. Thus we need to estimate
In Appendix A.1, we show that
Thus, the distance between the steady states is controlled by the distance between the initial state and the canonical equilibrium state and it vanishes as 1/ √ N as N → ∞. Our main result in this section is to show that a weaker version of the above estimate remains true for all t.
Theorem 1. Let f 0 be the initial distribution for the full system and assume that it has the form
The proof of this statement is contained in Section 3.1. The main observation in the proof is that, on a distribution of the form (18), the action of L T (see (4)) and L I (see (10)) are very similar, since the particles in the reservoir have a Maxwellian distribution. Clearly, as already observed, the form (18) is not preserved by the evolution. We will thus introduce a suitable expansion of the difference of the evolutions that will allow us to exploit the above observation at all times.
We close this section with some remarks on the meaning of Theorem 1. In view of the estimate on the steady states, we see that the dependence on N in (19) is optimal. Observe that the particles in the finite heat reservoir are at thermal equilibrium at time 0 and then evolve to a radially symmetric state for large time. It is thus not so surprising that the final state is close to a canonical distribution. On the other hand, the fact the their state remains close to a canonical distribution uniformly in time is the main point of the above theorem.
On the other hand, the dependence of the estimate on M during the evolution is not the same as in the steady state. It is not clear to us whether this is an artifact of our proof. The main ingredient in the proof is the estimate (31). In Appendix B, we show that this estimate is optimal in its M behavior. This implies that the time derivative at t = 0 of e L t h 0 − e L t h 0 can actually be M/ √ N. But this may be true for only a very small time. A disturbing aspect of the theorem is that it behaves very poorly when applyed to some very reasonable initial distributions. Assume indeed that the system is originally in equilibrium at a temperature T S = β −1
Thus, for such an initial state, to approximate the thermostated evolution, with respect to the L 2 norm, we need a reservoir that is exponentially large in M. In a sense, this make the behavior in M discussed above rather less important. Also, if the initial temperature is sufficiently large, that is if
. Such an initial distribution is thus completely ruled out.
These are, perhaps, the main reasons why the Gabetta-Toscani-Wennberg metric is better suited for our purposes, although it is quite a bit more difficult to handle.
The Gabetta-Toscani-Wennberg metric.
As mentionned in the introduction and discussed above, L 2 (R N+M , Γ N+M ) is not very natural for this problem. A more natural metric to use in this problem is the Gabetta-Toscani-Wennberg (GTW) metric. Let f , g ∈ L 1 (R M+N ) be two possible distributions for the full system. From the hypotheses, we have
and analogously for g. We can define then
Here, and in the following, we use the convention that f , the Fourier transform of f , is given by
Here ξ = (ξ 1 , . . . , ξ M ) are the Fourier variables associated with the particles in the system, while η = (η 1 , . . . , η N ) are the Fourier variables associated with the particles in the reservoir. The metric d 2 (21) is the more interesting member of a family of metrics {d α } introduced in [5] . Again we imagine that our system starts at time 0 in a state of the form
and we want to estimate the d 2 distance between e L t f and e L t f . To see what kind of behavior to expect, we start from the distance between the steady states. Because the Fourier transform commutes with rotations we find
where we have used that γ is invariant under the Fourier transform. In Appendix A.2, we show that
Again we want to obtain an estimate that remains true uniformly in time. In Section 3.2, we prove the following.
Theorem 2. Let f ( v, w) be the initial distribution for the system plus reservoir of the form
with l 0 symmetric and satisfying (20) . Assume moreover that
then for every t > 0 we have
with
The proof of this theorem follows, in the general lines, the proof of Theorem 1. Notwithstanding this, estimating the difference between L T and L I in the d 2 metric turns out to be rather more difficult that in the L 2 norm. Such an estimate takes most of the proof of Theorem 2 in Section 3.2 and is summarized in Proposition 5. It is really in the proof of Proposition 5 that the extra condition (23) on the fourth order momenta of the initial distribution is needed. In Appendix B we show that such a condition is indeed necessary for our proof.
We observe that d 2 (l 0 , Γ M ) is well defined for any l 0 satisfying (20). Moreover, if l 0 is a product state, that is if
These observations solve both problems found in the L 2 estimate.
Proof of Theorem 1 and Theorem 2.
Both proofs are based on an expansion of the difference between two exponentials that we discuss here in the form needed for the L 2 estimates. A very similar expansion can be obtained for the d 2 case.
Observe that we can write
Finally,
We can thus write
We further expand each term in the above sum as
The above expansion has three major advantages:
1. Isolating the factor e −Λt avoids expanding a negative exponential as a power series.
2. As discussed in the previous section, we expect the difference between Q I and Q T to be small when they act on a function that depends only on v. It is easy to see that
on v so that we expect to gain from the term
3. Finally Λ is the largest eigenvalue of Q S + Q R + Q T corresponding to the eigenvector 1. But (Q I − Q T )1 = 0 so that, writing h k = 1 + u k , we expect that u k 2 < Λ k . A uniform version of this estimate, see (27) below, allows us perform the sum over k in (26) without paying a factor of n. This is crucial in obtaining a bound uniform in t.
Both following proofs consist, to a large extent, in a quantitative implementation of the above three observations.
Proof of Theorem 1.
Observe that (e L t − e L t )1 ≡ 0 because 1( v) is a steady state for both evolutions. For this reason, we will write
From now on we will identify Γ M+N ( v, w) ). We thus need to estimate the norm of
To this end, observe that R
Observe indeed that Q T is a sum of operators acting independently on each variable v i . Thus, its eigenvectors are tensor products of the eigenvectors of each of the T i , while its eigenvalues are sum of their eigenvalues. The last inequality then follows from the fact that 1 is the largest eigenvalue of T I with eigenvector 1(v), while T l 2 ≤ (1/2) l when l, 1 = 0. With this, we get that
while
We thus have to estimate (Q I − Q T )u 2 where u depends only on v.
Lemma 3. Let u( v) be any function in L
Proof. Consider for simplicity i = 1. We get
Moreover,
Finally, we observe that R I i, j is a projector, so that
where the last equality follows as in (29). Collecting all terms we get the thesis.
It thus follows that
(30) Observe that if u, 1 = 0, we can write u =ū +ũ whereū does not depend on v 1 while
where ρ k are the eigenvalues of T i different from 1. Since ρ k ≤ 1/2 (see [1] ) and x 2 − x is increasing on [0, 1/2], we get
Combining (31),(27) and (28), we get
Adding up, we obtain
Thus, finally,
This concludes the proof of Theorem 1.
Proof of Theorem 2.
We can proceed as in eq.(26) to obtain
where we set as before
Using this expansion in the definition (21) we get
because Q R acts as a multiple of the identity on Γ N . We have introduced the factor Λ −k to maintain the normaliza-
We thus need estimates for d 2 that can play the role that eq. (27), (28) and (31) played in the proof of Theorem 1 in section 3.1.
As a first thing, we need representations of the Fourier transform of the collision and thermostat operators. Let f ( v, w) be a function of ( v, w). Since the Fourier transform commutes with rotations, we get
where ξ i, j (θ ) is defined as in (3). An analogous formula holds for R I i, j and R R i, j . Moreover, we get
The behavior of these two operators under the d 2 metric is contained in the following Lemma.
Lemma 4. Let f ( v, w) and g( v, w) be two distributions, with 0 first moment and finite second moment. We have
Proof. It is easy to see that d 2 ( f , g) is jointly convex in f and g, that is for every α, β > 0 with α + β = 1, we have
We have
Clearly, an identical argument holds for R I i, j and R R i, j . Equation (36) follows from the convexity property (38).
Again (37) follows from (38).
Combining (37) and (34) we get
Thus we want to estimate
where l k is defined in (35). We start with some general observation on the expression on the left hand side of (42). First we notice that
Thus calling
we get
Moreover we have that
where we have used that γ is an even function. Thus
The following Proposition contains an estimate for the above quatity. H(a, η) be a C 4 function of η continuously depending on a parameter a. Assume that
Proposition 5. Let
we have
(46)
This Proposition, together with Lemma 10 and (57) below, will give us an estimate for
The fact that D N (a) is of order 1 uniformly in N is not surprising since we have
and this argument gives us the estimate
Without the | ξ | 2 in the denominator, (37) and (57) can't be applied. On the other hand, one may hope that something like D N (a) ≤ CD 1 (a) be true. We will show in Appendix C that no such C exists.
Proof. We start with some basic estimates on H(a, η) and D 1 (a). Consider the function
which is well defined since the set over which the infimum is taken is not empty. Clearly, we have D 1 (a) ≤ B(a) and
Writing (48) in detail it yields
and we set η 0 (a) 2 = ∞ if B(a) = D 1 (a).
Lemma 6. If H(η, a) satisfies the hypotheses of Proposition 5 then
where B(a) is defined in (47).
Proof. Because H(a, η) is an even function it is convenient to switch to the variable s = η 2 . Likewise, we set s 0 = η 0 (a) 2 and h(a, s) = H(a, η). Assume that the claim is wrong, i.e., D 1 (a 2 + s 1 ) ). This yields for C 2
This means that the graph of h(a, s) lies below the line
Moreover, by construction we have that
for all 0 ≤ s. In other words, we have that
for all η and since C 2 < B(a) this contradicts the minimality of B(a).
From the above Lemma we easily get the following:
Corollary 7. Under the hypotheses of Proposition 5 we have that either
From the hypotheses of Proposition 5, it follows that
Combining (51) with the above Corollary we get the following Lemma which yields a connection between D 1 (a) and B(a) This connection will be important later.
Lemma 8. Under the hypotheses of Proposition 5 we have
Proof. We may assume that B(a) ≥ 2D 1 (a), for otherwise, the statement holds. It follows that
and, choosing η 2 to be
Hence, if we assume that |H ηη (a, 0)| ≥
B(a)
2 we have that
Thus we assume that |H ηη (a, 0)| ≤
2 . Because of (51), we find that for all η
Finally this implies that
.
Observe finally that from Lemma 6 we have 2B(a) ≤ sup η |H ηη (a, η)| ≤ C 4 (a) so that we can write
We now need a connection between D N (a) and B(a). Following (49), we start defining
where η 0 (a) is defined in (50). Clearly we get
We have the following
Lemma 9. Under the hypothese of Proposition 5 we have
that is the supremum in (53) is attained for η of the form η = (η 0 (a), . . . , η 0 (a), η, 0, . . . , 0) with |η| ≤ η 0 (a).
Proof. By differentiating we get
where for η ≥ η 0 (a) we have
Because
with equality holding only if η i = 0, we have
and observe that L(r cos θ , r sin θ ) is maximal for θ = n 
there can be no maximum for H N (a, η) for which both 0 < η 1 < η 0 (a) and 0 < η 2 < η 0 (a). Repeating this argument for each pair η i , η j with 1 ≤ i, j ≤ N we get that for all but possibly one i, we must have η i = 0 or η i = η 0 (a).
To complete the proof of Proposition 5 we observe that
Clearly, we have η 2 0 (a) 
Putting together (52) and (55) we get the claim.
To use Proposition 5, we need to estimate
is the Fourier transform of a distribution, it is enough to estimate ∂ 4 η G k ( ξ , η). This can be done observing that
Using (43) we thus get
To estimate E 4,k we need to study the action of Q S and Q * B on v 4 i , where Q * B is the adjoint of Q B . This is done in the following Lemma.
Lemma 10. Given a symmetric distribution l
Proof. First we observe that, due to symmetry,
Calling
we have that
where we have used (39) and (40). Putting it all together, we get
We can now conclude our proof. Indeed, going back to eq(41), we can write
where we have used (37) together with 1 −
Conclusions and Outlooks.
We have shown that a small system out of equilibrium interacting with a large system initially in equilibrium (the reservoir) can be well approximated in certain norms by a the same small system interacting with a thermostat. This approximation moreover is uniform in time. Our proof is not based on a projection or conditioning method. Indeed, it is hard to see how one can apply such an argument to the d 2 metric. In particular we obtain that also the reservoir remains uniformly close to the equilibrium state. We can also think of our system as describing a local perturbation in a large system initially in equilibrium at a given temperature. In this spirit we see our results as an initial attempt to understand the return to equilibrium from an initial state that is locally close to equilibrium. We hope to come back on this problem on forthcoming research.
In the case of the L 2 norm introduced in section 2.1, the derivation of the above approximation is rather direct. We believe that this is at least in part due to the fact that the generators L (see (12)) and L (see (7)) both have a spectral gap uniform in N. This implies that both systems approach exponentially fast to their respective steady state f eq andf eq , (13) and (14). Notwithstanding this, such a norm behaves poorly with the size of the system and it excludes altogether perfectly reasonable initial states.
In part for this reason we have studied the d 2 metric defined in (21). Such a metric is well defined for all reasonable initial states and behaves much better as a function of the size of the system. The control of this norm is harder. The main ingredient is contained in Proposition 5 in section 3.2. It requires an extra fourth moment assumption on the initial state and a deep analysis of an associated functional inequality.
It is not hard to show that e L t f 0 approchesf eq exponentially fast in the d 2 metric (see [4] ). On the other hand, it is an open question whether e L t f 0 approches f eq exponentially fast in the d 2 metric at a rate uniform in N. Our result is not enough to give an answer but it makes such a question rather natural.
Finally in [4] , the authors consider a system interacting with more then one thermostat. They start at the level of the Boltzmann equation but it would be interesting to see in which sense one can approximate such a system with a system interacting with several large but finite reservoirs at different temperatures. Observe that in such a case, if the reservoirs are kept finite, they will reach a steady state in which they all have the same temperature (or better, average kinetic energy). This will create a more complex and interesting interplay between the large N and large t limit, with more than one interesting time scales involved.
By expanding the square, we can write the above integral as a sum of three integrals that can be computed explicitly as 
where H p (v) is the normalized Hermite polynomial of degree p with weight γ(v) = e −πv 2 . We get We can thus consider an initial state given by
Observe that u M,M is an even polynomial in all its variable with positive coefficients for the terms of maximal degree. Thus inf R n u M,M ( v) > −∞ and choosing a small enough we get h 0 ≥ 0. Going back to (32) we can write Observe that for this H(a, x) we have C 4 (a) diverges as r 2 for r large. It is thus easy to check directly that Proposition 5 holds.
