Abstract-Noise models are crucial for designing image restoration algorithms, generating synthetic training data, and predicting algorithm performance. There are two related but distinct estimation scenarios. The first is model calibration, where it is assumed that the input ideal bitmap and the output of the degradation process are both known. The second is the general estimation problem, where only the image from the output of the degradation process is given. While researchers have addressed the problem of calibration of models, issues with the general estimation problems have not been addressed in the literature. In this paper, we describe a parameter estimation algorithm for a morphological, binary, page-level image degradation model. The inputs to the estimation algorithm are 1) the degraded image and 2) information regarding the font type (italic, bold, serif, sans serif). We simulate degraded images using our model and search for the optimal parameter by looking for a parameter value for which the local neighborhood pattern distributions in the simulated image and the given degraded image are most similar. The parameter space is searched using a direct search optimization algorithm. We use the p-value of the Kolmogorov-Smirnov test as the measure of similarity between the two neighborhood pattern distributions. We show results of our algorithm on degraded document images.
INTRODUCTION
NUMEROUS document image degradation models have been proposed in the literature [1] , [10] , [11] . However, prior to using these models, it is important to 1) validate the models-that is, verify that the simulations generated by these models are similar to realworld examples, and 2) provide algorithms for estimating the model parameters from real samples. The issue of validation was addressed by Kanungo et al. [8] , [9] by converting the validation problem into a statistical hypothesis testing problem and then using a statistical permutation test to test the null hypothesis that a synthetic sample of degraded characters and another sample of real degraded characters come from the same underlying distribution. Lopresti et al. [14] instead proposed to study the differences in the error characteristics of the OCR output for the real and synthetic samples. This method, however, considers the degradation coupled with the OCR system and not just the degradation process.
The issue of model parameter estimation has been studied to a lesser extent in the literature. There are two related but distinct estimation problems: 1) model calibration and 2) general parameter estimation. In a model calibration scenario, you have a particular device (for example, photocopier/scanner system) with you that you have control over. You can provide it with any input and observe the corresponding output. The problem is to estimate the model parameters given the input and the output. If these parameters are known, one can use them to make, for example, the output of the scanner less noisy.
In the general parameter estimation problem, one picks up a document lying on the desk that was perhaps typeset on some unknown device, printed on some unknown printer, photocopied on unknown photocopiers (unknown number of times), and asks if there is a set of parameters of a model that can create simulated noisy documents that have degradation characteristics of the entire process. The ideal bitmap is not provided and the process sequence is not known.
Of the two estimation problems, the calibration problem has been studied more since it is more tractable. Kanungo and Haralick [7] reported results of some preliminary experiments that they conducted to calibrate the degradation model parameters using an objective function based on the power function. Baird [2] used the same power function approach proposed in [7] to calibrate the parameters of another physics-based degradation model, and Sural and Das [18] calibrated the parameters of a two-state Markov chain document degradation model using the same power function approach. Finally, Kanungo and Zheng [12] used the overall methodology described in [7] , but replaced the brute-force optimization by the direct-search optimization to calibrate a degradation model.
All the above papers assumed that an ideal document image and the corresponding degraded image were given, as is the case in all calibration scenarios. Furthermore, since most of the methods use aligned ideal and degraded bitmaps, they cannot be used for the general model parameter estimation problem.
In this paper, we propose an estimation algorithm for the general model parameter estimation problem that does not require the ideal images and does not require character-level geometric groundtruth either. The algorithm is based on computing similarity between the distributions of neighborhood patterns in the observed degraded images and synthetically degraded images of document with similar text content. The calibration version of this paper appeared in [12] , and an application of our estimation algorithm for restoration of document images appeared in [20] .
In Section 2, we describe our document degradation model. The notion of neighborhood pattern distribution is introduced in Section 3 and, in Section 4, we study the impact of changing document font and text properties on these distributions.We outline the estimation algorithm in Section 5 and provide simulation results in Section 6.
THE MORPHOLOGICAL DOCUMENT DEGRADATION MODEL
In this section, we briefly describe a document degradation model for the local degradation that is introduced when documents are printed, scanned, and digitized [8] , [10] , [11] . The model accounts for 1) the pixel inversion (from foreground to background and vice versa) that occurs independently at each pixel due to light intensity fluctuations, pixel sensitivity, and thresholding level, and 2) the blurring that occurs due to the point-spread function of the optical system of the scanner. We model the probability of a background pixel flipping as an exponential function of its distance from the nearest boundary pixel. The parameter 0 is the initial value for the exponential, and the decay speed of the exponential is controlled by the parameter : The foreground and background 4-neighbor distance are computed using a standard distance transform algorithm [6] . The flipping probabilities of the foreground pixels are similarly controlled by 0 and : The parameter is the constant probability of flipping for all pixels. Finally, the last parameter k; which is the size of the disk used in the morphological closing operation [6] , accounts for the correlation introduced by the point-spread function of the optical system. The degradation model thus has six parameters:
Â ¼ ð; 0 ; ; 0 ; ; kÞ:
These parameters are used to degrade an ideal binary image as follows: 4. Finally, perform morphological closing with a disk element of diameter k. The application of the various steps of the model is illustrated in Fig. 1 . The procedure described above works on bit-mapped images. Since there is no restriction on the size of the image that can be degraded, or the language of the written text, an entire document page image can be degraded using this model. Application of the model on the entire typeset document automatically accounts for the intercharacter interactions in the degradation process.
NEIGHBORHOOD PATTERN DISTRIBUTIONS
Our estimation algorithm is based on the assumption that, if the degradation parameters are estimated correctly, the local degradations in a simulated image generated using the estimated parameters will look similar to those of a real image. The way we capture this fact is by looking at the distribution of neighborhood patterns.
Let P be a set of neighborhood bit patterns and p be an arbitrary element in the set P : For example, p could be a 3 Â 3 neighborhood with all 1s, or it could be a 5 Â 5 neighborhood with a 1 in the middle and 0s everywhere else. Now, we define the neighborhood pattern distribution of an image R: Let H R denote a neighborhood pattern distribution, so that H R ðpÞ, where p 2 P , is the number of times the pattern p occurs in the binary image R. Using mathematical morphology [6] , we can define H R ðpÞ more precisely: H R ðpÞ ¼ #fR É pg: A sample of document subimages is shown in 
SENSITIVITY TO FONT CLASSES AND TEXT PROPERTIES
We conducted three experiments to study whether the pattern distributions could discriminate various font and language characteristics. In particular, we studied whether the change in 1) fonts, 2) font size, or 3) text or statistical language properties could be detected using the neighborhood pattern distributions in ideal images. In Fig. 2 and Table 1a , we show subimages of same text typeset in serif, sans serif, bold, and italic fonts. We find that the Kolmogorov-Smirnov test can easily detect the differences in the neighborhood pattern distributions. In Fig. 3 and Table 1b , we show that, even if we change the font size of serif text, the neighborhood pattern distributions are quite indistinguishable. Finally, in Fig. 4 and Table 1c , we show that if we replace the original text with another from the same source, and keep the font characteristics identical, the Kolmogorov-Smirnov test cannot detect the difference. However, if we change the underlying language properties (e.g., bigram probabilities) drastically, the method can discriminate easily. This is quite an interesting result because it says that, in order to compare the noise pattern distributions of two images, the two images need not have the same underlying ideal image-bitmaps can be generated from texts that have similar statistical language and font properties. We will use this fact in the estimation algorithm described in the next section.
THE ESTIMATION ALGORITHM
Let R be the given degraded image. Let I be the corresponding (unknown) ideal image. The problem is to estimate the degradation model parameter such that, if we were to degrade the ideal image I with the degradation model with parameter fixed at ; we will get a degraded image S that looks similar to R: For our purposes, we say that two images R and S are similar if the corresponding neighborhood pattern distributions H R and H S are similar. In the previous section, we saw that the neighborhood patterns of document images with different text, but similar statistical language and font class properties have similar neighborhood pattern distributions. Thus, in our estimation problem, we will generate an ideal imageĨ I by typesetting some text that has statistical language properties and font that are similar to the original text in R and useĨ I as a surrogate for I. Such text can be searched from various collection of electronic texts in various genres using information retrieval systems and keywords selected from R.
Next, we convert the estimation problem to an optimization problem. The search space is the degradation model parameter space. The objective function is computed as follows: We use the Kolmogorov-Smirnov test [15] (see the appendix for an overview of the KS test) to compute the similarity of the two neighborhood pattern distributions. Let KSðH R ; H S Þ denote the KS test p-value for the null hypothesis that the two distributions are same. We use this p-value as the objective function that the optimization process maximizes: ¼ max KSðH R ; H S Þ.
Notice that the degraded image S is computed by the algorithm described in Section 2. Thus, the derivatives of the objective function cannot be computed in closed form. Hence, standard derivative approaches to maximizing KS are not applicable. The optimization problem falls under the category of maximization of multivariate nonsmooth function [5] . Direct search methods are typically used to solve such optimization problems [13] , [19] , [17] . These optimization algorithms have been used in practice for very high-dimensional space, and also in the case where the space has both discrete and continuous dependent variables [4] , [3] . We used the Nelder-Mead derivative-free optimization algorithm [16] to maximize KS. There Fig. 2, (b) Fig. 3, and (c) Fig. 4 is no reason to believe that KS is unimodal over the model parameter space. To circumvent this problem, we perform multiple random starts and then pick the solution corresponding to the highest maximum value.
It is important to note that the three main components of the estimation algorithm: feature set (neighborhood patterns), the objective function (KS test), the optimization algorithm (NelderMead), can be substituted by other algorithms in the literature. How to choose amongst the algorithms is an interesting issue. Furthermore, given the multimodal nature of the objective function, computation of the variance of the estimate is another issue not addressed here.
EXPERIMENTAL PROTOCOL AND RESULTS
We start with a 400 Â 400 ideal binary image I such as that shown in Fig. 5a . The given degraded image R shown in Fig. 5b was created using the model parameters The neighborhood pattern set P was chosen to be all the possible binary patterns in a 3 Â 3 window. Thus, P has 512 patterns. The neighborhood pattern distribution corresponding to Figs. 5a, 5b, and 5c are shown in Figs. 6a, 6b , and 6c. Notice that some patterns occur more frequently than others, and that the distributions of the ideal and degraded images are different. The search was done for ; 0 ; ; 0 ; , and k: The Nelder-Mead algorithm was started 10 times with random start locations. The objective function value (1 À pvalue) is plotted as a function of iterations in Fig. 7a . The best optimal solution is found to bê ¼ ð0:029; 0:556; 1:473; 0:647; 1:866; 3Þ:
In Fig. 5c , we show the image R generated using the optimal solution : Notice that the neighborhood pattern distribution corresponding to the estimated image, which is shown in Fig. 6c , is quite similar to the histogram of the original degraded image shown in Fig. 6b . Note that the ideal image need not correspond to the degraded image. In fact, one can use any other ideal image that has 1) the same font type as that of the degraded image (the font size can be different, however) and 2) statistical language (e.g., bigram probabilities) properties similar to those of the degraded text. A more careful experimental study that characterizes the behavior of the objective function as a function of the statistical language property difference between the two text samples might be interesting.
Finally, we used the estimation algorithm to estimate the degradation model parameters for 100 different images that were generated with parameters chosen randomly over the parameter space. The p-value associated with each run is shown in Fig. 7b . Note that the estimation algorithm resulted in very high p-values, suggesting very similar neighborhood pattern distributions.
CONCLUSION
We have described an algorithm for estimating the parameters of a degradation model. The algorithm assumes that we know the font type (serif, sans serif, bold, italic) of the degraded image and then typeset an arbitrary ideal text image in the same font and similar statistical language properties. The ideal image is then degraded with various parameters of the degradation model. For each parameter value, the neighborhood pattern distributions of the ideal and the degraded images are compared using the Kolmogorov-Smirnov test. The parameter value that maximizes the p-value is used as an estimate of the model parameters. The search for the optimal parameters is done using the Nelder-Mead algorithm.
APPENDIX A KOLMOGOROV-SMIRNOV TEST FOR SIMILARITY
The Kolmogorov-Smirnov test [15] is widely used as the measure of similarity of two distributions. It is a statistical procedure that uses the maximum distance between two distribution functions as a measure of how well the functions resemble each other. Let x i ; i ¼ 1; :::; N, be N values and let S N ðxÞ represent the fraction of data points to the left of x. Kolmogorov-Smirnov statistic T is defined as the maximum value of the absolute difference between two cumulative distribution functions. For comparing two different cumulative distribution functions S N1 ðxÞ and S N2 ðxÞ, the KS statistic is given by T ¼ max À1<x<þ1 jS N1 ðxÞ À S N2 ðxÞj.
Under the null hypothesis, the distribution of the KS statistic can be theoretically derived and, hence, one can compute the significance level (as a disproof of a true null hypothesis) of any observed value of T . While the accuracy of the significance level increases as the sample size N increases, in practice, N ¼ 20 is large enough. See [15] for more details.
