In this paper, the numerical stability of a partial differential equation with piecewise constant arguments is considered. Firstly, the θ -methods are applied to approximate the original equation. Secondly, the numerical asymptotic stability conditions are given when the mesh ratio and the corresponding parameter satisfy certain conditions. Thirdly, the conditions under which the numerical stability region contains the analytic stability region are also established. Finally, some numerical examples are given to demonstrate the theoretical results.
, in the present paper we study a more complicated model and analyze the numerical stability.
In this paper, we consider the following initial boundary value problem (IBVP): For the sake of the coming discussion, we derive the following stability conditions of (1) by using the similar method in [27, 28] . 
The stability of the numerical solution
In this section, we consider the numerical asymptotic stability of θ -methods for (1).
The difference equation
Let t > 0 and x > 0 be time and spatial stepsizes, respectively. We also assume that t satisfies t = 1/m, where m ≥ 1 is an integer, and x satisfies x = 1/p for p ∈ N. Define the mesh points t n = n t, n = 0, 1, 2, . . . , and
Applying the θ -methods to (1), we have 
when k is even and
when k is odd. Basically, in each interval [n, n + 1), the equation in (1) can be seen as an original PDE, so the θ -methods for (1) 
A more detailed analysis on the convergence of the θ -methods can be found in [30, 31] . Let r = t/ x 2 , so (4) and (5) become -a 2 θ ru km+l+1 i+1
and -a 2 θ ru km+l+1 i+1
respectively. Moreover, let i = 1, 2, . . . , p -1, (6) and (7) yield
respectively, where ω = 1 -2a 2 (1 -θ )r.
when k is even, and
when k is odd.
Stability analysis
From (8), we obtain
where
By (9), we also obtain
Iteration of (10) gives
in the same way, from (11) we have
Thus we get
So
Let l = m -1 in (15) gives
Hence we have u (2j+1)m = Mu (2j-1)m , where
Lemma 2 If the coefficients a, b and c satisfy
and
then the zero solution of the equation in (3) is asymptotically stable, where
Proof From (16) and [25] , we know that the largest eigenvalue (in modulus) of the matrix M is
where β is defined in (19) . The zero solution of the equation in (3) is asymptotically stable if and only if |λ M | < 1. So (17) and (18) are got.
Theorem 1 Under the conditions of Lemma 2, if the conditions
and 
After some derivations we can get (20) and (21). The proof is completed.
Definition 1
The set of all points (a, b, c) which satisfies (2) is called an asymptotic stability region denoted by H.
Definition 2
The set of all points (a, b, c) at which the θ -methods for (1) which satisfies (20) is asymptotically stable is called an asymptotic stability region denoted by S.
For convenience, we divide the region H into three parts:
In the similar way, we denote
It is easy to see that
Theorem 2 Under the constraints
if the following conditions are satisfied:
for m is even, and
Proof By the definition of H 1 we know that (2) is satisfied when (22) and (23) hold. In the same way, according to the definition of S 1 we know that (20) is satisfied when (22) and (23) hold and 0 < β m < 1, where β is defined in (19), then we can get H 1 ⊆ S 1 . Therefore, (24) and (25) can be obtained from 0 < β m < 1. The proof is completed.
Theorem 3 Under the constraints
for m even, and
Proof Similar to the proof of Theorem 2, we can omit it.
Theorem 4 Under the constraints
if the following conditions are satisfied: r = 1/(a 2 λ F (1 -θ )) and
Proof Follows directly from the proof of Theorem 2.
Remark 1 If θ = 1, then the corresponding fully implicit finite difference scheme is asymptotically stable unconditionally.
Numerical experiments
To demonstrate our theoretical result, some numerical examples are adopted in this section. Consider the following two problems:
In Tables 1-4 we list the absolute errors AE(1/m, 1/p), AE(1/4m, 1/2p) and AE(1/2m, 1/2p) at x = 1/2, t = 1 of the θ -methods for (31) and (32), the ratio of AE(1/m, 1/p) over AE(1/4m, 1/2p) in Tables 1, 3 and the ratio of AE(1/m, 1/p) over AE(1/2m, 1/2p) in Tables 2, 4. We can see from these tables that the numerical methods conserve their orders of convergence. In Figures 1-4 , we draw the numerical solutions of the θ -methods. It is easy to see that the numerical solutions are asymptotically stable. In Figures 5 and 6 , we draw the error figures for the numerical solutions with θ = 1. It can be seen that the numerical method is of high accuracy. 
