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Cap´ıtulo 1
Introduccio´n
El campo de investigacio´n en aprendizaje ma´quina tomo fuerza durante el siglo
pasado por su capacidad de resolver problemas complejos por medio de algoritmos
que en la e´poca eran simples y sencillos que permit´ıan identificar patrones presen-
tes en un conjunto de informacio´n. El aprendizaje ma´quina ha tenido un profundo
impacto en diferentes a´mbitos pero destaca su implementacio´n en el a´rea de visio´n
computacional donde el objetivo es obtener informacio´n a partir de ima´genes de
distintos formatos, ya sean fotograf´ıas, impresiones, escaneos, video, etc [26]. El pro-
blema del reconocimiento o´ptico de caracteres (ROC) [7], [25] es el subdominio
del procesamiento de ima´genes ma´s popular desde principios de 1930 que consiste
ba´sicamente en el reconocimiento de letras y nu´meros, es un to´pico activamente
estudiando en la industria y la academia por el inmenso potencial de aplicaciones
como lo son el reconocimiento de pasaportes, facturas, extractos bancarios, recibos
computarizados, tarjetas de cre´dito, correo, impresiones, etc. El objetivo principal
del ROC es la digitalizacio´n de textos impresos para que puedan editarse, buscarse,
almacenarse de manera ma´s compacta, mostrarlos en l´ınea y utilizarlos en alguna
tarea en particular, por ello el ROC fue de los problemas que impulsaron el intere´s
y desarrollo de la visio´n computacional debido a la complejidad del problema y sus
aplicaciones.
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El aprendizaje ma´quina consiste en formular un modelo el cual puede ser pro-
babil´ıstico, parame´trico o no-parame´trico donde las probabilidades, para´metros o
estructura se obtienen al ajustar el modelo a un conjunto de datos llamado datos
de entrenamiento en un proceso llamado entrenamiento. Cuando los datos de
entrenamiento esta´n compuestos por un grupo de caracter´ısticas/atributos, co-
nocido como vector/dato de entrada y por un grupo de etiquetas, conocido
como vector/dato de salida se trata de un problema de aprendizaje supervisado
y en el caso que las etiquetas formen un grupo finito con elementos enteros donde el
objetivo sea responder dado un vector de entrada que vector de salida le corresponde
se le conoce como problema de clasificacio´n, de modo que diferentes vectores
de entrada pueden tener el mismo vector de salida y a cada vector de entrada le
corresponde solo un vector de salida, como es el caso del reconocimiento o´ptico de
caracteres donde se desea identificar una letra o nu´mero.
El proceso de entrenamiento consiste en estimar las probabilidades, para´metros
o estructura que permita empatar de forma correcta a cada uno de los vectores de
entrada con su vector de salida del conjunto de entrenamiento con el objetivo de que
el nu´mero de clasificaciones estimadas por el modelo que son erro´neas sobre el nu´me-
ro total de clasificaciones conocido como error de entrenamiento sea lo menor
posible. La idea de los modelos de aprendizaje ma´quina es que sean entrenados con
un conjunto de entrenamiento y despue´s se ponga a prueba sobre un conjunto de
datos diferente al de entrenamiento llamado conjunto de prueba para medir la
generalizacio´n, la cual se entiende como la capacidad de un modelo para clasificar
un vector de entrada que no fue utilizado para el entrenamiento, esto porque en la
practica el modelo nunca clasificara un vector de entrada que fue utilizado para e´l
entrenamiento. Como como consecuencia el nu´mero de clasificaciones estimadas por
la ma´quina de aprendizaje que son erro´neas en comparacio´n con el nu´mero de total
de clasificaciones en un conjunto de datos de prueba se le conoce como error de
generalizacio´n o error de prueba.
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Antes de 1998 no se ten´ıa una base de datos de referencia para el ROC que pre-
sentara las caracter´ısticas deseadas que deben tener los conjuntos de entrenamiento
y prueba, de modo que [14] tomaron las bases de datos especiales 1 y 3 del Insti-
tuto Nacional de Esta´ndares y Tecnolog´ıa (NIST) para formar una base de datos
enfocada al reconocimiento de d´ıgitos (0-9) manuscritos, bautizada como MNIST.
Cuando la MNIST fue publicada tenia el objetivo de convertirse en la base de datos
de referencia para medir y probar el rendimiento de cualquier sistema de reconoci-
miento de d´ıgitos, tal es la importancia que hoy en d´ıa es la base de datos sobre la
cual se debe probar cualquier algoritmo que se presente en la actualidad para ser
reconocido por la comunidad cient´ıfica.
En el estado del arte actual para el ROC se observa que la comunidad cient´ıfica
se ha enfocado en desarrollar modelos y algoritmos especializados como es agregar
te´rminos de regularizacio´n, te´rminos de penalizacio´n, combinar modelos para formar
uno hibrido que tenga las mejores caracter´ısticas de cada modelo por separado de
forma que se complementen, desarrollar nuevas arquitecturas en las redes neuronales
[22], extraccio´n de caracter´ısticas y seleccio´n de caracter´ısticas. Otras caracter´ısticas
encontradas en el estado del arte es que los investigadores expanden el conjunto de
entrenamiento del MNIST al aplicar transformaciones a los datos de entrenamiento
[24], [21], [8], [29] y el uso de plataformas especializadas en utilizar las unidades de
procesamiento grafico (GPU) como son Pytorch, Keras, TensorFlow con el u´nico
propo´sito se reducir el error de generalizacio´n y los tiempos de entrenamiento.
Las cr´ıticas encontradas es que todo avance logrado por la academia y los
centros de investigacio´n no se transfiere a un nivel practico, porque tener la infra-
estructura para guardar y procesar grandes cantidades de datos que permitan el
entrenamiento de algoritmos complejos solo esta´ al alcance de pocos. Surge de ma-
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nera natural preguntarse si los modelos y algoritmos encontrados en el estado del
arte pueden ser implementados en una plataforma como SK-Learn [18] que no re-
quiere de GPUs y es fa´cil de implementar por personal no especializado estando al
alcance de todos.
Otra cuestio´n a analizar es la pra´ctica comu´n de incrementar el conjunto de
datos de entrenamiento, porque no se explica si los algoritmos que se presentan
necesitan una cantidad mayor de datos de entrenamiento para que el error de ge-
neralizacio´n se compare con los mejores errores de generalizacio´n encontrados en la
literatura o simplemente su error de generalizacio´n para el conjunto de MNIST es
malo y requiere de una mayor cantidad de informacio´n para que el error de genera-
lizacio´n sea comparable con algu´n otro algoritmo. En base a lo anterior es necesario
obtener las curva de aprendizaje [9], las cuales consisten en graficar el error de
generalizacio´n contra el taman˜o del conjunto de entrenamiento con el cual fue entre-
nado el algoritmo, de esta manera es posible modelar la generalizacio´n del error de
prueba como una funcio´n del taman˜o del conjunto de entrenamiento [19] y obtener
el comportamiento del algoritmo bajo situaciones diferentes.
1.1 Motivacio´n
La motivacio´n del presente trabajo es responder si es posible transferir los
avances en el estado del arte del reconocimiento de d´ıgitos utilizando la base de
datos MNIST a un nivel practico y analizar si el error de generalizacio´n tiene el
mismo comportamiento al ser entrenado con un conjunto de entrenamiento cuyo
taman˜o es menor al presentado en el estado del arte.
Cap´ıtulo 1. Introduccio´n 5
1.2 Objetivo
Identificar cuales modelos del estado del arte para el MNIST son posible de
implementar en la librer´ıa SK-Learn y desarrollar un disen˜o de experimentos facto-
rial para cada uno de los modelos. Entre los factores de los disen˜os de experimentos
agregar como factor el taman˜o del conjunto de entrenamiento con el fin de obtener
el error de generalizacio´n al entrenar con conjuntos de entrenamiento de diferentes
taman˜os para obtener las curvas de aprendizaje y observar el efecto de cada factor
sobre el error de generalizacio´n. En base a los resultados de cada uno de los disen˜os
de experimentos realizar un ana´lisis estad´ıstico para determinar diferencias signi-
ficativas entre los niveles de cada factor. Todo lo anterior con el objetivo de que
las curvas de aprendizajes obtenidas para el error de generalizacio´n en funcio´n del
taman˜o del conjunto de entrenamiento queden como referencias para promover el
ana´lisis del error de generalizacio´n a nivel practico de los futuros modelos y algo-
ritmos con el fin de que los avances en el estado del arte tengan impacto directo a
todos los niveles de la sociedad.
1.3 Hipo´tesis
La misma combinacio´n de niveles de factores tiene un efecto diferente en el
error de generalizacio´n de un modelo de clasificacio´n para el reconocimiento de d´ıgi-
tos manuscritos cuando es entrenado sobre conjuntos de diferentes taman˜os de la
MNIST.
Cap´ıtulo 2
Antecedentes y ana´lisis
literario
Ha continuacio´n se presentan los art´ıculos sobre la base de datos MNIST encon-
trados en la literatura los cuales presentan curvas de aprendizaje entre sus resultados.
En 1998 se presento´ el primer art´ıculo [13] que realizo la revisio´n de varios
modelos de aprendizaje ma´quina y los comparo por su rendimiento directamente
sobre el MNIST, sin realizar algu´n tipo de extraccio´n de caracter´ısticas. El modelo
de LeNet5 fue el u´nico en el que se realizo´ una curva de aprendizaje con taman˜os
de conjunto de entrenamiento 15 000, 30 000 y 60 000, donde la estrategia de en-
trenamiento fue reducir la tasa de aprendizaje a medida que se avanzaba en las
iteraciones, obteniendo un porcentaje de error de 0.95% sobre el conjunto de prueba
al utilizar los 60 000 datos para entrenar. Con el objetivo de mejorar el porcentaje
de error se generaron 540 000 datos a partir de distorsiones teniendo un conjunto
de 600 000 en total y consiguiendo un porcentaje de error de 0.8% sobre el con-
junto de prueba. Entre los modelos de aprendizaje ma´quina que se compararon se
encuentran K-vecinos ma´s cercanos, SVM y perceptro´n multicapa (una capa oculta).
Por otra parte la comparacio´n de los modelos tambie´n se hizo usando una versio´n
modificada del MNIST cuya representacio´n matricial es de 20 × 20. Los problemas
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encontrados es que la comparativa de los modelos se hicieron al ser entrenados con
el conjunto completo de MNIST y que no se mencionan la forma en que se generaron
los conjuntos de entrenamiento de 15 000 y 30 000 datos para la curva de aprendizaje.
Durante 2002 [3] presentaron una aproximacio´n para medir la similitud entre
las siluetas de dos d´ıgitos, lo que hicieron fue definir un costo para emparejar los
puntos que forman parte del contorno de un digito con los puntos de contorno de
otro d´ıgito. Una vez que se tienen emparejados todos los puntos de contorno de dos
d´ıgitos se estima una transformacio´n de alineacio´n para mapear los puntos de un
objeto hacia el otro. Lo anterior les permitio´ definir la distancia entre d´ıgitos como
una funcio´n del costo de emparejamiento y a la transformacio´n de alineacio´n como
una medida de similitud entre los dos d´ıgitos. Para finalizar hicieron uso de un algo-
ritmo k-medoides para obtener los k d´ıgitos que representan mejor cada una de las
clases, de modo que al tener n clases se tiene un conjunto n · k prototipos, teniendo
este conjunto de prototipos se aplico´ un algoritmo de k-vecinos ma´s cercanos para
clasificar un digito de prueba tomando como criterio la distancia entre d´ıgitos. Entre
sus resultados presentan varias curvas de aprendizaje con diferentes k para el algo-
ritmo de vecinos ma´s cercanos y una comparativa entre las curvas de aprendizaje al
utilizar la distancia entre d´ıgitos y la suma de diferencias cuadradas para observar
la ganancia en generalizacio´n de la medida propuesta.
Para 2007 [12] se publico´ un art´ıculo enfocado en las tareas de extraccio´n de
caracter´ısticas y clasificacio´n, apelando que algunos modelos no procesan eficiente-
mente los datos en su formato original, como bien se menciona en [13]. El algoritmo
presentado fue bautizado como TFE-SVM el cual consiste en una red neuronal con-
volucional LeNet5 para obtener como salida un vector de caracter´ısticas extra´ıdas
de taman˜o 120, el cual se pasa como entrada a un algoritmo de SVM. Con el obje-
tivo de demostrar la ganancia en la generalizacio´n del TFE-SVM se compararon las
curvaturas de aprendizaje contra una LeNet5 donde los hiperpara´metros del SVM
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se ajustaron haciendo uso de una muestra de 15 000 elementos y los taman˜os del
conjunto de entrenamiento para obtener las curvas de aprendizaje fueron las mismas
que en [13], es decir 15 000, 30 000 y 60 000. Los resultados obtenidos concluyeron
que el algoritmo TFE-SVM generaliza mejor que una LeNet5 obteniendo un porcen-
taje de error del 0.83% al utilizar los 60 000 elementos y usando el kernel rbf en la
parte del SVM.
Con la premisa que una base de datos grande no solo dirige a modelos con
mayor precisio´n, sino que adema´s permite aprender un modelo ma´s complejo el cual
puede dirigir a una mejora sustancial en el rendimiento, en 2009 [15] Proponen un
nuevo cuadro de trabajo el cual permite a un algoritmo de aprendizaje ajustar la
complejidad del modelo aprendido a la cantidad de datos de entrenamiento dispo-
nibles en ese momento, desarrollando un sistema escalable y adaptativo el cual es
capaz de continuar aprendiendo. Se implemento un algoritmo de SVM con Kernels
polinomial y funcio´n de base radial, donde los datos de entrenamiento fueron reci-
bidos por el algoritmo de forma aleatoria uno por uno en cada paso del tiempo y
el estimador para medir el rendimiento fue el porcentaje de error sobre el conjunto
de prueba. En el caso de usar funcio´n de base radial como kernel obtuvieron que al
tener 1 293, 1 948 y 22 000 datos de entrenamiento los valores o´ptimos de γ fueron
0.008, 0.016 y 0.32 respectivamente, y en caso de usar un kernel polinomial al tener
136 y 1 845 datos de entrenamiento los valores o´ptimos para el grado del polinomio
fueron 2 y 3 respectivamente. Al pasar todo el conjunto de entrenamiento, es decir
los 60 000 datos obtuvieron un porcentaje de error sobre el conjunto de entrena-
miento alrededor de 0.5% para ambos kernels.
En los an˜os recientes el aporte cient´ıfico que se encuentra en la literatura es
agregar te´rminos de penalizacio´n a los modelos originales para mejorar su rendi-
miento, combinar dos modelos para formar uno hibrido que tenga las mejores ca-
racter´ısticas de ambos modelos por separados de forma que se complementen, desa-
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rrollar nuevas arquitecturas en las redes neuronales, utilizar extraccio´n y seleccio´n
de caracter´ısticas. Como ejemplo a lo anterior se tienen los casos [28], [23]. Existen
dos problemas con los trabajos de la actualidad, el primero de ellos es que la ma-
yor´ıa de los art´ıculos donde se propone un nuevo modelo, no dedican una parte del
trabajo a analizar las curvas de aprendizaje y se enfocan solo en obtener el mejor
rendimiento posible. El segundo problema es que las practicas mencionadas al inicio
a los modelos base hacen que el modelo resultante solo funcione para la tarea que
esta´n tratando de mejorar, perdiendo generalizacio´n de poderse aplicar a problemas
con otras caracter´ısticas. El gran aporte de las curvas de aprendizaje es conocer el
proceso de aprendizaje y las limitaciones que tiene el modelo.
Otro aspecto encontrado en la literatura es que aquellos art´ıculos cuyo objeti-
vo es comparar el rendimiento de diferentes modelos solo hacen las comparaciones
tomando el conjunto de datos completo para entrenar, sin importar como es el com-
portamiento de la curva de aprendizaje [17], [30], [16] y [1]. Lo anterior tiene suposi-
ciones graves, como el omitir que las variables de los modelos no tienen interaccio´n
con el taman˜o del conjunto de entrenamiento o querer extrapolar los resultados.
Retomando los art´ıculos que hacen comparaciones entre modelos, tambie´n existe la
problema´tica que las plataformas donde se desarrollaron los algoritmos para cada
modelo son particulares, es decir que los experimentos no se pueden reproducir por
cualquier persona.
Cap´ıtulo 3
Marco teo´rico
Antes de iniciar con la descripcio´n de los modelos primero se define el problema
y la terminolog´ıa. La MNIST es un problema de clasificacio´n multiclase (10 clases),
es decir que la salida de un algoritmo de clasificacio´n es solo una variable escalar
la cual puede tener uno de los diez valores posibles (etiquetas de clase). En el
caso de la MNIST se tiene un conjunto de datos de entrenamiento compuesto por
el conjunto X, el cual esta´ formado por 60 000 vector de entrada ~x y el conjunto
Y, el cual esta´ formado por las 60 000 etiquetas de salida y. Cada d´ıgito de la
MNIST se representa por un vector de 785 donde la primera componente indica el
digito (etiqueta) y las 784 componentes restantes son valores entre 0 y 255, el cual
al ser representado en una matriz de 28x28 en escala de grises es como se consigue
la imagen del digito escaneado.
X, Y conjunto de vectores de entrada de entrenamiento y conjunto de etique-
tas de salida de entrenamiento respectivamente
~xi, i = 1, . . . , 60 000 vectores de entrada de entrenamiento
yi, i = 1, . . . , 60 000 etiquetas de salida de entrenamiento
10
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xij, j = 1, . . . , 784 componente j del vector de entrada i
Existen dos formas de modelar el problema de clasificacio´n mu´ltiple y depende
del algoritmo puede utilizar una o ambas formas. La primer enfoque de modelar
consiste en considerar que se esta´ trabajando con mu´ltiples modelos de clasificacio´n
binarios, a este enfoque se le llama uno vs resto, es decir que se toma una clase y el
resto de clases agruparla como una sola clase, para despue´s ajustar el modelo, y esto
se realiza para cada una de las clases, por lo que al resolver el problema de MNIST
utilizando este enfoque se ajustan diez modelos binarios. El segundo enfoque consiste
en tomar en cuenta las diez clases al mismo tiempo, llamando a este enfoque uno vs
uno.
C = {c0, c1} conjunto de etiquetas posibles para el enfoque uno vs resto
C = {c1, ... , c10} conjunto de etiquetas posibles para el enfoque uno vs uno
Con esto se tiene que cada una de las etiquetas de salida de entrenamiento
tiene un valor que pertenece al conjunto de etiquetas posibles, es decir yi ∈ C.
3.1 Modelos probabil´ısticos
En este trabajo todos los modelos probabil´ısticos se desarrollan a partir del
teorema de Bayes, el cual indica que la probabilidad de pertenecer a una clase c
dado un vector de entrada de prueba ~x se escribe de la siguiente manera:
p(c|~x)︸ ︷︷ ︸
posterior
∝ p(~x|c)︸ ︷︷ ︸
verosimilitud
· p(c)︸︷︷︸
priori
(3.1)
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El objetivo de estos modelos es modelar o sumir una distribucio´n para la pro-
babilidad posterior o la probabilidad de verosimilitud. Debido a que la probabilidad
a priori es la proporcio´n de cada clase respecto a todo el conjunto de entrenamiento
y que los conjuntos de entrenamiento se formaron de forma balanceada, la probabili-
dad a priori es una constante con valor 1/10 que puede ser ignorada. A continuacio´n,
se presentan los modelos probabil´ısticos.
3.1.1 Ana´lisis de discriminante lineal (LDA) [10]
El modelo de ana´lisis de discriminante lineal asume que la probabilidad de
verosimilitud p (~x|c) es una distribucio´n gaussiana multivariante :
p (~x|c) =
1
(2π)d/2|Σ|1/2
exp
(
−
1
2
(~x− µc)
⊤Σ−1 (~x− µc)
)
(3.2)
En el caso de este modelo la distribucio´n Gaussiana multivariante para cada
clase comparte la misma matriz de covarianza por ello solo aparece Σ en 3.2, esta´
suposicio´n es lo que provoca que la superficie de decisio´n para separar las clases sea
lineal y que a un dato de prueba ~x se le asigne la clase que maximice la siguiente
funcio´n:
yˆ(~x) = argmaxc{~x
⊤Σ−1µc −
1
2
µ⊤c Σ
−1µc + log (p(c))} (3.3)
3.1.2 Ana´lisis de discriminante cuadra´tico (QDA)[10]
En el caso del ana´lisis discriminante cuadra´tico la probabilidad de verosimilitud
p(~x|c) se modela como una distribucio´n gaussiana multivariante , sin embargo
a diferencia del ana´lisis discriminante lineal aqu´ı no se asume que la matriz de
covarianza sea la misma para todas las clases, por lo tanto se debe estimar la matriz
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de covarianza para cada clase. De forma que la probabilidad de verosimilitud para
una clase esta´ dada por:
p (~x|c) =
1
(2π)d/2|Σc|1/2
exp
(
−
1
2
(~x− µc)
⊤Σ−1c (~x− µc)
)
(3.4)
Aplicando el logaritmo a la funcio´n 3.4 y algebra se tiene que la superficie de
decisio´n para separas las clases es cuadra´tica de ah´ı el nombre del modelo, por lo
tanto a un dato de prueba ~x se le asigna la clase que maximiza la siguiente funcio´n:
yˆ(~x) = argmaxc{−
1
2
~x⊤Σ−1c ~x+~x
⊤Σ−1c µc−
1
2
µ⊤c Σ
−1
c µc−
1
2
log|Σc|+ log(p(c))} (3.5)
3.1.3 Bayes ingenuo Gaussiano (GNB) [11]
Antes de describir el modelo Bayes ingenuo gaussiano hay que reescribir la
probabilidad de verosimilitud, en la ecuacio´n 3.1 la probabilidad de verosimilitud
indica cual es la probabilidad de obtener un vector, de modo que es posible escribirla
dejando las componentes del vector de forma expl´ıcita:
p(~x|c) = p(x1, ..., x784|c) (3.6)
De modo que cada una de las componentes xj es una variable aleatoria. La idea
de los modelos Bayes ingenuo es asumir independencia entre las variables aleatorias,
de modo que la probabilidad de verosimilitud se puede expresar como la multiplica-
cio´n de las probabilidades condicionales de que las variables aleatorias (componente)
xj aparezca en la clase c y se interpreta como una medida de evidencia de que tanto
contribuye xj para que la clase c sea la correcta.
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p(x1, ..., x784|c) =
784∏
j=1
p(xj|c) (3.7)
Retomando el modelo Bayes ingenuo gaussiano, supone que la distribucio´n
p(xj|c) es una distribucio´n gaussiana:
p(xj|c) =
1√
2πσ2jc
exp
(
−
(xj − µjc)
2
2σ2jc
)
(3.8)
Donde:
µjc =
1
|Xc|
∑
i∈Xc
xij, σ
2
jc =
1
|Xc|
∑
i∈Xc
(xij − µjc)
2 (3.9)
Xc es el subconjunto de ı´ndices del conjunto de datos que pertenecen a la clase
c ∈ C, µjc es el promedio en la componente j de los datos que pertenecen a la clase
c ∈ C y σ2jc es la varianza en la componente j de los datos que pertenecen a la clase
c ∈ C. Para evitar probabilidades con valor cero a cada una de las varianzas σ2jc se les
agrega un para´metro de suavizado α ≤ 1 de la varianza ma´s grande correspondiente
a su componente y clase.
3.1.4 Bayes ingenuo multinomial (MNB)
Este modelo supone que las variables aleatorias xj presentan una distribucio´n
multinomial, por lo tanto, las probabilidades p(xj|c) son conteos de frecuencia rela-
tiva de la componente xj en la clase perteneciente c:
p(xj|c) =
Njc + α
Nc + nα
(3.10)
Donde Njc es el nu´mero de ocurrencias de xj dentro del conjunto de datos que
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pertenecen a la clase c, Nc es el total de ocurrencias de todas las componentes para
los datos que perteneces a la clase c y α ≥ 0 es un para´metro de suavizado que
cuenta para las componentes que no presentan una muestra de conteo y previene
que existan probabilidades de valor cero:
Njc =
∑
i∈Xc
xij, Nc =
784∑
j=1
Njc (3.11)
De nuevo Xc es el subconjunto de ı´ndices del conjunto de datos que pertenecen
a la clase c ∈ C.
3.1.5 Bayes ingenuo binomial (BNB)
Este modelo se declara que las variables aleatorias siguen una distribucio´n bino-
mial, eso quiere decir que cada una de las componentes xj es asumida como binaria,
lo que genera un indicador en cada componente, donde 1 indica la presencia de esa
componente en la clase o 0 la ausencia. Para poder hacer uso de esta interpretacio´n
es necesario binarizar los vectores de entrada haciendo uso de un para´metro llamada
limite o frontera. Esto lleva a que la probabilidad p(xj|c) se escriba de la siguiente
manera:
p(xj|c) = p(j|c)xj + (1− p(j|c))(1− xj) (3.12)
p(j|c) =
∑
i∈Xc
I(xij = 1) (3.13)
De nuevo Xc es el subconjunto de ı´ndices del conjunto de datos que pertenecen
a la clase c ∈ C.
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3.1.6 Regresio´n log´ıstica (LR) [4]
El modelo de regresio´n log´ıstica utiliza el enfoque de uno vs resto, es decir que
c ∈ {c0, c1}, lo que permite reescribir la probabilidad posterior del teorema de Bayes
de la siguiente manera:
p(C0|~x) =
p(~x|C0)p(C0)
p(~x|C0)p(C0) + p(~x|C1)p(C1)
=
1
1 + exp(−a)
= σ(a) (3.14)
Donde σ(a) se define como la funcio´n sigmoide log´ıstica y el argumento a
es:
a = Ln
p(~x|C0)p(C0)
p(~x|C1)p(C1)
(3.15)
El hecho de escribir la probabilidad de obtener una clase en te´rminos de σ(a)
y cambiar la forma de a por una funcio´n lineal W⊤~x, es lo que se le conoce como
modelo de regresio´n log´ıstica . El hecho de utilizar el enfoque uno vs resto es que
este modelo construye diez funciones de probabilidad, una para cada clase de la
forma:
p(c|~x) =
1
1 + exp (−W⊤~x)
(3.16)
De modo que teniendo el conjunto de datos de entrenamiento X, Y y el con-
junto de etiquetas C = {0, 1}, la funcio´n de verosimilitud se escribe como:
p(X,Y|W ) =
60 000∏
i=1
σ
(
W⊤~xi
)yi (1− σ (W⊤~xi))1−yi (3.17)
Tomando el logaritmo negativo de la funcio´n 3.17 se define la funcio´n de
error entrop´ıa-cruzada
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E(W ) = −Ln p (X,Y|W ) = −
60 000∑
i=1
{yiLn σ
(
W⊤~xi
)
+ (1− yi)Ln
(
1− σ
(
W⊤~xi
))
}
(3.18)
Es claro que este modelo es diferente del resto, por la aparicio´n de los para´me-
trosW⊤ los cuales se optimizan para minimizar la funcio´n de error entrop´ıa-cruzada.
Dado un vector de prueba ~x se le asigna la clase c que maximice la funcio´n de pro-
babilidad:
ˆy(x) = argmaxc (p(c|~x)) (3.19)
3.2 Vecinos ma´s cercanos
Los modelos de vecinos ma´s cercanos se basan en el principio de encontrar un
subconjunto de los datos de entrenamiento cercanos en base a una me´trica a un dato
de prueba ~x, al cual se le desea asignar una clase. En base a lo anterior los modelos
de vecinos ma´s cercanos guardan el conjunto de datos X en una estructura de datos,
que permite encontrar el subconjunto de datos de X que esta´n a lo mucho a una
distancia l´ımite de un dato de prueba ~x en base a una me´trica de distancia. Estos
modelos de vecinos ma´s cercanos son conocidos como modelos de aprendizaje
maquina no generalistas, debido a que estos modelos simplemente memorizan
todos los datos de entrenamiento y lo importante es definir la distancia l´ımite.
Debido al alcance de este trabajo se presentan dos formas diferentes de definir la
distancia l´ımite: centroide ma´s cercano y k-vecinos ma´s cercanos.
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3.2.1 k-vecinos ma´s cercanos (KNN)
Dado un entero positivo k y un dato de prueba ~x, el modelo k-vecinos ma´s
cercanos (KNN) identifica los k vectores de X ma´s cercanos a ~x y los representa por
Nk,~x, asignandole a ~x la clase c que tenga el mayor nu´mero de elementos en Nk,~x:
yˆ(~x) = argmaxc∈C

1
k
∑
i∈Nk,~x
I(yi = c)

 (3.20)
3.2.2 Centroide contra´ıdo ma´s cercano (NC) [27]
Teniendo el conjunto de datos X se definen los centroides de cada clase de la
siguiente forma:
~µc =
1
|Xc|
∑
i∈Xc
~xi (3.21)
Donde Xc es el subconjunto de ı´ndices del conjunto de datos X que pertenecen
a la clase c ∈ C. El entrenamiento del modelo de centroide ma´s cercano consiste en
obtener el centroide de cada clase y la regla de clasificacio´n para un dato de prueba
~x es asignarle la clase c cuyo centroide ~µc es el ma´s cercano:
yˆ(~x) = argminc∈C||~µc − ~x|| (3.22)
Una extensio´n al modelo de centroide ma´s cercano es utilizar un para´metro
llamado contraccio´n denotado por α, el cual permite remover componentes de
los centroides que no brindan informacio´n relevante tales como ruido. Denotando la
componente j del centroide de todo el conjunto de datos X como µj y la componente
j del centroide de la clase c como µjc se tienen las siguientes ecuaciones:
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µj =
1
N
60 000∑
i=1
xij (3.23)
µjc =
1
|Xc|
∑
i∈Xc
xij (3.24)
La idea de α es llevar los centroides de clase hacia el centroide del conjunto de
datos. Para ello se hace uso de un estad´ıstico-t denotado por djc:
µjc = µ
j +mc · sj · djc (3.25)
s2j =
1
N − L
10∑
c=1
∑
i∈Xc
(
xij − µ
j
)2
(3.26)
mc =
√
1/|Xc| − 1/N (3.27)
Donde sj es la desviacio´n esta´ndar agrupada dentro de la clase para la compo-
nente j. De modo que al restar una cantidad α a djc se puede llevar el centroide de
la clase c hacia el centroide del conjunto de datos, a tal grado que si djc − α < 0 se
establece µjc = µ
j:
µjc = µ
j +mc · sj (djc − α) (3.28)
3.3 Modelos de funcio´n discriminante
Los modelos de funcio´n discriminante son aquellos donde se asume que la regla
de asignacio´n de clase esta´ dada por una funcio´n parame´trica, la cual mapea cada
~x a una regio´n del espacio que tiene asociada una etiqueta de clase.
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3.3.1 Ridge [10]
El clasificador Ridge es un modelo lineal regularizado cuya funcio´n a mi-
nimizar consta de dos te´rminos. El primer te´rmino de la funcio´n a minimizar es la
suma de la funcio´n error cuadrada (RSS siglas en ingles), la cual proviene de
la formulacio´n de un modelo lineal. Por otro lado el segundo te´rmino es la suma de
los cuadrados de los para´metros desconocidos w del modelo, llamado regulariza-
cio´n , con el objetivo de reducir los valores de w, de modo que la funcio´n error a
minimizar en el modelo Ridge es:
E(w) =
60 000∑
i=1
(
yi − w0 +
784∑
j=1
wjxij
)2
+ λ
784∑
j=1
w2j (3.29)
Donde λ ≥ 0 es un para´metro de penalizacio´n a determinar por separado
y sirve para controlar el impacto relativo de los dos te´rminos que aparecen en la
ecuacio´n 3.29 al momento de estimar los valores de los para´metros desconocidos w.
Para terminar, se observa que la penalizacio´n por reduccio´n es aplicado a todos los
para´metros desconocidos excepto a w0, porque solo se quiere reducir la estimacio´n
asociada a cada una de las componentes de los datos.
3.3.2 Ma´quinas de soporte vectorial (SVM) [4]
Las ma´quinas de soporte vectorial (SVM siglas en ingle´s) proponen utili-
zar un hiperplano llamado hiperplano de clasificacio´n dado por 3.30 para dividir
el espacio donde vive el conjunto de datos X en dos regiones, donde X1 es el sub-
conjunto de ı´ndices del conjunto de datos que esta´n en la regio´n de la clase 1 y X2
es el subconjunto de ı´ndices del conjunto de datos que esta´n en la regio´n de la clase
2.
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h(~x) = w0 +
784∑
j=1
wj · xj (3.30)
Donde los para´metros desconocidos w del modelo representan el vector normal
al hiperplano de clasificacio´n. Suponiendo que se tienen dos clases y se asignan los
valores de etiqueta C1 = 1 y C2 = −1 para la clase 1 y 2 respectivamente. El me´todo
de SVM hace uso de dos hiperplanos paralelos al hiperplano de clasificacio´n llamadas
hiperplanos de soporte para definir un margen de separacio´n acotado por
estos, de modo que los hiperplanos de soporte definen la regio´n del espacio donde se
encuentran los elementos de una clase:
h1 = w0 +
784∑
j=1
wj · xij ≥ 1, i ∈ X1 (3.31)
h2 = w0 +
784∑
j=1
wj · xij ≤ −1, i ∈ X2 (3.32)
yi(w0 +
784∑
j=1
wj · xij) ≥ 1, i ∈ X (3.33)
Se observa que la ecuacio´n 3.33 es una restriccio´n que se debe cumplir para todo
dato. Sin embargo, este modelo obliga a que todos los datos de la clase 1 este´n en
la regio´n h1 y que todos los datos de la clase 2 este´n en la regio´n h2. Para modelar
un conjunto de datos donde se permite que datos que pertenecen a la clase C1 este´n
fuera de la regio´n h1 y viceversa para la clase 2, se introduce la distancia entre el
vector de entrada y su hiperplano de soporte definida de la siguiente manera:
ξi = |yi − w0 +
784∑
j=1
wj · xij|, i ∈ {Xc1 −X1} ∪ {Xc2 −X2} (3.34)
ξi = 0, i ∈ {Xc1 ∩X1} ∪ {Xc2 ∩X2} (3.35)
Donde Xc1 es el subconjunto de ı´ndices del conjunto de entrenamiento X que
pertenecen a la clase 1 y Xc2 es el subconjunto de ı´ndices del conjunto de entrena-
miento X que pertenecen a la clase 2. Esto lleva a que es necesario agregar la nueva
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variable ξj a la ecuacio´n 3.33 para que esta ecuacio´n de restriccio´n se cumpla para
todos los datos:
yi(w0 +
784∑
j=1
wj · xij) ≥ 1− ξi, i ∈ X (3.36)
El modelo de SVM elige el hiperplano de clasificacio´n que maximiza el margen
de separacio´n entre los hiperplanos de soporte y minimiza la distancia de los datos
que esta´n fuera de su regio´n de clase, de modo que la funcio´n ha optimizar por SVM
es:
MIN
(
C
60 000∑
i=1
ξi +
1
2
‖(w1, ..., w784)‖
2
)
(3.37)
Donde C es un para´metro de penalizacio´n. Haciendo uso de los multiplicadores
de Lagrange se obtiene el problema dual, el cual se debe maximizar respecto a αi:
MAX L(α) =MAX
(
−
1
2
60 000∑
i
60 000∑
j
αiαjyiyj~xi · ~xj +
60 000∑
i
αi
)
(3.38)
Sujeto a:
0 ≤ αi ≤ C (3.39)
60 000∑
i=1
αiyi = 0 (3.40)
Se observa que en la ecuacio´n 3.38 aparece el producto punto entre los vectores
de entrada, por lo que es posible aplicar una transformada a los vectores de entrada
x, siempre y cuando el producto punto de la transformada este definido. De esta
forma es posible separar los datos que no son separables con un simple hiperplano.
Las transformaciones usadas comu´nmente son las funciones Kernel , por ello a
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esta te´cnica se le conoce como truco Kernel, de modo que la ecuacio´n 3.38 se puede
escribir de la siguiente manera:
MAX L(α) =MAX
(
−
1
2
60 000∑
i
60 000∑
j
αiαjyiyjK(~xi, ~xj) +
60 000∑
i=1
αi
)
(3.41)
3.3.3 Perceptro´n multicapa (MLP) [4]
La representacio´n del modelo de red neuronal se hace utilizando un objeto
llamado neurona , y un conjunto de estas forman las llamadas capas, las cuales
dan la estructura de la red neuronal. La manera en que la red neuronal conecta una
capa con la siguiente para transmitir la informacio´n es aplicando una transformacio´n
a la combinacio´n l´ıneas de la neuronas de la capa de entrada (vector de entrada)
llamada funcio´n de activacio´n, y esta transformacio´n se aplica para cada una
de las neuronas de la capa siguiente (capa oculta), la cual esta´ dada de la siguiente
manera:
Zn(~x,W ) = f(an) = f
(
784∑
j=1
w
(0)
nj xj + w
(0)
n0
)
(3.42)
Donde n = 1, ..., N (nu´mero de neuronas de la capa oculta) y el super´ındice
0 indica que los para´metros correspondientes esta´n en la capa de entrada de la red.
Nos referiremos a los para´metros w
(0)
nj como pesos y los para´metros w
(0)
n0 como sesgos.
Se tiene entonces que cada una de estas trasformadas Zn que son las salidas de la
capa oculta, se convierten en la entrada de cada una de las neuronas de la capa de
salida (siguiente capa despue´s de la capa oculta). En esta etapa se vuelve aplicar
el proceso anterior que consiste en aplicar una transformacio´n a una combinacio´n
lineal, pero en esta ocasio´n de las variables Zn, de la misma manera se aplica para
cada una de las neuronas de la capa siguiente:
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Ym(~x,W ) = g(bm) = g
(
N∑
n=1
w(1)mnzn + w
(1)
m0
)
(3.43)
Ym(~x,W ) = g
(
N∑
n=1
w(1)mnf
(
784∑
j=1
w
(0)
nj xj + w
(0)
n0
)
+ w
(1)
m0
)
(3.44)
Donde m = 1, ...,M (nu´mero de neuronas de la capa de salida), el super´ındice
1 indica que para´metros corresponden a la primera capa oculta y nuevamente los
para´metros w
(1)
mn son los pesos y w
(1)
m0 los sesgos. Se tiene entonces que cada una
de estas trasformadas Ym son las salidas de la capa de salida, por lo tanto, las Ym
a utilizar deben ser las adecuadas al problema que se resuelve. En este caso un
problema de clasificacio´n multiclase esta´ndar, en el que a cada entrada ~x se le asigna
solo una de las 10 clase mutuamente excluyentes, por lo tanto se tienen 10 neuronas
de salida y la funcio´n de activacio´n a utilizar es la siguiente:
Ym(x, w) =
exp(bm(x, w))∑10
l=1 exp(bl(x, w))
(3.45)
A esta ecuacio´n se le conoce como softmax, la cual satisface con 0 ≤ Ym ≤ 1
y
∑10
m=1 Ym = 1. Por lo tanto, la ecuacio´n 3.45 se interpreta como la probabilidad
de que una entrada ~x pertenezca a la clase c, lo que lleva a siguiendo la funcio´n de
error:
E(W ) = −
60 000∑
i=1
10∑
c=1
ycLn Yc(~xi,W ) (3.46)
3.4 Modelos no parame´tricos
Los modelos no parame´tricos son aquellos que utilizan un conjunto de condi-
cionales para construir una estructura que permita separar las clases.
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3.4.1 A´rbol de decisio´n (DT) [6][20]
El clasificador con estructura de a´rbol es construido al particionar subconjun-
tos de X en dos subconjuntos descendientes. El objetivo de las particiones es obligar
a que los datos que pertenecen a una clase sean dirigidos a uno de los subconjun-
tos descendientes y los datos que pertenecen a la otra clase sean dirigidos al otro
subconjunto descendiente, este proceso de particio´n comienza con el mismo X. Se
identifica cada uno de los nodos con la variable tm, donde el sub´ındice m es para
diferenciarlo del resto. Se define la proporcio´n del nodo tm como p(c|tm), la cual
indica la proporcio´n de casos ~x ∈ tm que pertenecen a la clase c, donde c ∈ C y
p(1|tm) + . . . + p(L|tm) = 1.
Para particionar un nodo tm se genera un conjunto de separadores S de la
forma s = (xi, lm) que consiste en la componente i del vector de entrada y un l´ımite
lm, de tal modo que los dos subconjuntos descendientes de la particio´n del nodo tm
se definen como:
tI(s(xi, lm)) = {x ∈ tm : xi ≤ lm} (3.47)
tD(s(xi, lm)) = {x ∈ tm : xi > lm} (3.48)
Para decir que particio´n s ∈ S se utilizara para seguir expandiendo el a´rbol,
primero es necesario definir una funcio´n de impureza, la cual se puede interpretar
como una medida de calidad para separar las clases presentes en tm en cada uno de
los subconjuntos descendientes y que dependen de las proporciones definidas ante-
riormente. A continuacio´n, se presentan las dos funciones de impureza ma´s utilizadas
en la literatura, la primera de ellas llamada Gini :
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H(tm) =
L∑
c=1
p(c|tm)(1− p(c|tm)) (3.49)
Y la segunda llamada Entrop´ıa :
H(tm) = −
L∑
c=1
p(c|tm)log(p(c|tm)) (3.50)
Se define la impureza de la particio´n de la siguiente manera:
G(tm, s(xi|lm)) =
nI
Nm
H(tI(s(xi, lm))) +
nD
Nm
H(tD(s(xi, lm))) (3.51)
Donde Nm es nu´mero datos presentes en tm, nI es el nu´mero de datos que se
presentes en tI y nD es el nu´mero de datos presentes en tD. El objetivo de tener
un conjunto de separadores S es para seleccionar aquel que minimiza la funcio´n de
impureza de particio´n:
s∗(xi, lm) = argmins G(tm, s(xi, lm)) (3.52)
De modo que esta nueva particio´n sera´ parte del a´rbol si y solo si se cumple la
siguiente condicio´n:
G∗(tm, s
∗(xi, lm)) ≤ H(tm) (3.53)
En caso de cumplirse la condicio´n el proceso de particio´n se vuelve aplicar
a cada uno de los nodos tI y tD. En caso de no cumplirse la condicio´n anterior
para cualquier s(xi, lm) el nodo tm se define como nodo terminal y se le asigna la
etiqueta de clase que tenga la mayor proporcio´n, es decir se le asigna la clase cˆ que
cumple con:
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yˆ = argmaxcp(c|tm) (3.54)
De esta forma todo aquel vector de prueba un clasificador de a´rbol le asigna
la clase que tiene asignado el nodo terminal en el cual cae.
3.4.2 Bosque aleatorio (RF) [5]
Consiste en la generacio´n de un nu´mero D de a´rboles de decisio´n A(Xi), cu-
yo conjunto de entrenamiento X1, . . . ,XD para cada a´rbol son formados al tomar
elementos del conjunto de entrenamiento original de forma aleatoria hasta tener el
mismo taman˜o que el conjunto de entrenamiento original. La te´cnica para formar
los conjuntos de entrenamiento descrita se le conoce como boostrap, la cual permite
que en el conjunto de datos generado se tengan elementos repetidos y que haya ele-
mentos del conjunto de entrenamiento original que no fueron seleccionados. Por otra
parte, el conjunto de separadores S se restringe al poder utilizar solo una cantidad
de componentes del vector de entrada y en cada nodo cambias las componentes que
son posibles de usar. De este modo la clase que se le asigna a un vector de prueba es
aquella que tenga el mayor nu´mero de votos al pasar el vector de prueba por todos
los arboles generados.
yˆ(~x) = argmaxc
D∑
i=1
I(A(x|Xi) = c) (3.55)
3.4.3 AdaBoost [32]
El algoritmo de AdaBoost es un procedimiento iterativo que en cada itera-
cio´n entrena un clasificador de´bil sobre una versio´n de los datos modificada. El caso
de clasificador de´bil mas utilizado es un clasificador de a´rbol con una profundidad
Cap´ıtulo 3. Marco teo´rico 28
ma´xima de uno, en teor´ıa cualquier algoritmo de clasificacio´n cuyo rendimiento sea
ligeramente superior que una eleccio´n aleatoria es considerado clasificador de´bil. A
continuacio´n, se presenta un pseudoco´digo del algoritmo AdaBoost y despue´s se des-
cribe cada una de sus etapas.
Cap´ıtulo 4
Experimentacio´n
Para obtener las curvas de aprendizaje fue necesario establecer los taman˜os
de los conjuntos de entrenamiento y para simplificar la tarea se decidio´ tener los
taman˜os porcentuales 10, 20, 30, 40, 50, 60, 70, 80 y 90 del conjunto de datos de
entrenamiento de la MNIST. Para realizar un ana´lisis estad´ıstico para cada uno de
los taman˜os establecidos anteriormente se tomaron diez muestras de forma aleatoria
y balanceada para cada digito, obteniendo un total de 90 muestras las cuales fueron
guardadas.
Con la finalidad de conseguir el comportamiento de los modelos se desarrollo´
un disen˜o de experimentos factorial para cada modelo, de modo que cada una de
las 90 muestras se pasaron por estos disen˜os de experimentos y los errores de en-
trenamiento, errores de prueba y tiempos de entrenamiento fueron guardados en un
archivo .csv para su posterior procesamiento.
Recursos de software:
Ubuntu 14.04.5 LTS
Conda 4.6.14
29
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Python 3.6.3
Numpy 1.15.4
Pandas 0.20.3
Matplotlib 2.1.0
Recursos de hardware:
Intel(R) Xeon(R) E3-1240 v3 3.40GHz
16 GB RAM
4 Nu´cleos, 2 hilos por nu´cleo
A continuacio´n, se muestran los disen˜os de experimentos para cada modelo,
donde los niveles de cada factor se establecieron en base a los encontrados en el
estado del arte.
4.1 Centroide contra´ıdo ma´s cercano (NC)
En este modelo el u´nico para´metro variable es el de contraccio´n α. Debido a
que es un para´metro que resta a un estad´ıstico-t los valores posibles que puede tomar
α deben estar entre 0 y 1. Para este trabajo se eligio´ tomar los valores entre 0 y 0.5
con intervalos de 0.02, es decir:
Factor Niveles
Contraccio´n (α) 0.0, 0.02, 0.04, ..., 0.46, 0.48, 0.50
Tabla 4.1: Factores y niveles para el disen˜o de experimentos del modelo Centroide
encogido ma´s cercano.
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4.2 Ridge
El modelo Ridge tiene como para´metros de ajuste el para´metro de penalizacio´n
λ y la estrategia de solucio´n. El para´metro λ puede tomar u´nicamente valores igual o
mayor a 0, a continuacio´n, se muestran los valores utilizados para ambos para´metros:
Factor Niveles
Penalizacio´n (λ) 10−4, 10−2 100, 102, 104
Estrategia svd, cholesky, lsqr, sparse cg, sag, saga
Tabla 4.2: Factores y niveles para el disen˜o de experimentos del modelo Ridge.
4.3 Ma´quinas de soporte vectorial (SVM)
Para el modelo de SVM se tiene el para´metro de penalizacio´n C, la funcio´n
Kernel K(xi, xj), adema´s de los para´metros de cada Kernel. Para este trabajo se
utilizaron los Kernes lineal, polinomial, sigmoidal y radial, por ello son necesarios
los para´metros gamma y grado, a continuacio´n, se resumen los niveles de cada factor:
Factor Niveles
Penalizacio´n (C) 1, 5, 10, 15, 20, 25
Kernel linear, poly, rbf, sigmoid
Grado 1, 2, 3, 4, 5
Gamma 10−5, 10−4, 10−3, 10−2, 10−1, 100
Tabla 4.3: Factores y niveles para el disen˜o de experimentos del modelo SVM.
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4.4 Perceptro´n multicapa (MLP)
El modelo de perceptro´n multicapa (MLP) tiene los factores de nu´mero de
capas, nu´mero de neuronas, funcio´n de activacio´n, penalizacio´n α, estrategia de
solucio´n y aquellos factores que conlleva utilizar cada estrategia de solucio´n, a con-
tinuacio´n, se presentan los niveles de cada factor:
Factor Niveles sgd adam lbfgs
Capas 1, 4, 7, 10 • • •
Neuronas 30, 90, 150, 210 • • •
Activacio´n tanh, sigmoid • • •
Penalizacio´n α 10−4, 100, 104 • • •
Tabla 4.4: Factores y niveles para el disen˜o de experimentos del modelo MLP.
4.5 Bayes ingenuo gaussiano (GNB)
En este modelo el u´nico para´metro que se puede ajustar es el para´metro de
suavizado α de la varianza ma´s grande correspondiente a una componente y clase a
cada una de las σ2ic, en la tabla 4.5 se encuentran los niveles correspondientes a este
factor.
Factor Niveles
Suavizado (α) 10−5, 10−4, 10−3, 10−2, 10−1, 100
Tabla 4.5: Factores y niveles para el disen˜o de experimentos del modelo Bayes ingenuo
gaussiano.
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4.6 Bayes ingenuo multinomial (MNB)
Este modelo al igual que el Bayesiano ingenuo gaussiano tiene un para´metro
de suavizado α que ayuda a evitar probabilidades con valor cero, en la tabla 4.6 se
presentan los niveles correspondientes.
Factor Niveles
Suavizado (α) 10−4, 10−3, 10−2, 10−1, 100
Tabla 4.6: Factores y niveles para el disen˜o de experimentos del modelo Bayes ingenuo
multinomial.
4.7 Bayes ingenuo binomial (BNB)
En este modelo se presentan el par,ametro de suavizado pero adema´s tiene el
para´metro de binarizacio´n, debido a que el valor ma´ximo que puede tener cualquier
componente es 256, esto marca un l´ımite superior para binarizar los vectores, en la
tabla 4.7 se muestran los nieves propuestos para ambos para´metros.
Factor Niveles
Suavizado (α) 10−4, 10−3, 10−2, 10−1, 100, 101, 102, 103, 104
Binarizacio´n 25.6, 51.2, 76.8, 102.4, 128.0, 153.6, 179.2, 204.8, 230.4
Tabla 4.7: Factores y niveles para el disen˜o de experimentos del modelo Bayes ingenuo
binomial.
4.8 AdaBoost
Debido a que el modelo de AdaBoost se basa en el entrenamiento de un nu´mero
finito de clasificadores de´biles (a´rbol de decisio´n con profundidad de uno), donde
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todos los factores para construir estos clasificadores de´biles ya esta´n establecidos,
de modo que el u´nico factor libre es el nu´mero de clasificadores de´biles a construir,
llamado nu´mero de estimadores. En la tabla se 4.8 se especifican los niveles del factor
nu´mero de estimadores.
Factor Niveles
Nu´mero de estimadores 10, 20, 30, 40, 50, 60, 70, 80, 90, 100
Tabla 4.8: Factores y niveles para el disen˜o de experimentos del modelo AdaBoost.
4.9 A´rbol de decisio´n (DT)
La construccio´n de un a´rbol de decisio´n requiere de los factores funcio´n de im-
pureza, seleccio´n del separador s, profundidad ma´xima, el nu´mero mı´nimo de datos
para que un nodo se pueda separar, el nu´mero mı´nimo de datos para que un nodo sea
nombrado terminal, el nu´mero de caracter´ısticas a considerar cuando se construyen
los separadores, el nu´mero ma´ximo de nodos terminales y la reduccio´n de impureza
mı´nima en un nodo para que sea particionado.
Con el fin de obtener los mejores resultados se realizaron algunas pruebas
preliminares para obtener los tiempos cuando se deja que el a´rbol de decisio´n crezca
hasta no poder disminuir la funcio´n de impureza utilizando todo el conjunto de
entrenamiento, esto quiere decir que se seleccione el separador que ma´s reduce la
impureza, que no se establezca l´ımite para el factor de profundidad ma´xima, que un
nodo se pueda particional a partir de tener dos datos, que un nodo que contenga
un solo dato pueda ser considerado como nodo terminal, que el nu´mero ma´ximo de
nodos terminales sea ilimitado, que la reduccio´n de impureza para poder particionar
un nodo sea cero y que se consideren todas las caracter´ısticas para construir los
separadores. Teniendo en cuenta las consideraciones anteriores el u´nico factor que se
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pod´ıa variar era la funcio´n para calcular la impureza y el tiempo promedio obtenido
fue de 12.08 segundos para la funcio´n gini y 16.51 segundos para la funcio´n entrop´ıa,
tomando en cuenta que se utilizo´ todo el conjunto de entrenamiento. Debido a que el
tiempo necesario para llevar acabo un disen˜o de experimentos con la configuracio´n
anterior no es tardado, se decidio´ que el u´nico factor a tomar en cuenta fuera la
funcio´n de impureza, ver tabla 4.9.
Factor Niveles
Funcio´n de impureza Gini y Entrop´ıa
Tabla 4.9: Factores y niveles para el disen˜o de experimentos del modelo a´rbol de
decisio´n.
4.10 k-vecinos ma´s cercanos (KNN)
En un modelo de k-vecinos ma´s cercanos los factores son el nu´mero de vecinos k
que se tomaran en cuenta para clasificar un dato de prueba, la me´trica a utilizar para
medir distancia y el tipo de influencia de los vecinos. En la tabla 4.10 se especifican
los niveles de cada factor.
Factor Niveles
k 1, 3, 5, 7
Me´trica Manhattan y Euclidiana
Peso uniforme y distancia
Tabla 4.10: Factores y niveles para el disen˜o de experimentos del modelo k-vecinos
ma´s cercanos.
El factor peso indica si la aportacio´n de cada vecino para clasificar un dato de
prueba sera´ solo por conteo (uniforme) o sera´ proporcional a la distancia.
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4.11 Ana´lisis de discriminante lineal (LDA)
En este caso se tienen dos factores, el primero de ellos es la estrategia a utilizar
para estimar los para´metros de medias y matriz de covarianza y el segundo de ellos
el cual es opcional porque no es una variable propia del modelo, sin embargo es una
herramienta utilizada para mejorar la estimacio´n de la matriz de covarianza llamado
contraccio´n (shrinkage) de modo que los u´nicos niveles para el factor contraccio´n es
si se usa o no, ver tabla 4.11
Factor Niveles
Estrategia svd, lsqr y eigen
Contraccio´n None y auto
Tabla 4.11: Factores y niveles para el disen˜o de experimentos del modelo ana´lisis de
discriminante lineal.
4.12 Ana´lisis de discriminante cuadra´tico
(QDA)
En este caso no se tiene ningu´n factor debido a que las estimaciones de las
medias y las matrices de covarianza para cada clase se obtienen de forma directa
haciendo los ca´lculos sobre los datos de entrenamiento.
4.13 Regresio´n log´ıstica (LR)
En este modelo si se tiene expl´ıcitamente una funcio´n de error que depende de
los para´metros de la funcio´n lineal con la que se aproxima el argumento de funcio´n
sigmoide log´ıstica, de modo que el objetivo es encontrar la combinacio´n de estos
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para´metros que minimizan la funcio´n de error. Al igual que otros modelos donde se
especifica una funcio´n de error la estrategia que ma´s comu´n es utilizar una aproxi-
macio´n del gradiente para encontrar el punto que minimiza la funcio´n error, por ello
el uno de los factores de este modelo es la estrategia para aproximar el gradiente.
Existe un segundo factor impuesto por la librer´ıa SK-Learn, el cual es una constante
que multiplica a la funcio´n de error que se puede interpretar como un te´rmino de
penalizacio´n al igual como aparece en el modelo de ma´quina de soporte vectorial.
La tabla 4.12 muestra los niveles de cada factor.
Factor Niveles
Estrategia lbfgs, sgd y adam
Penalizacio´n 10−5, 10−3, 10−1, 101, 103, 105
Tabla 4.12: Factores y niveles para el disen˜o de experimentos del modelo regresio´n
log´ıstica.
4.14 Bosque aleatorio (RF)
Como su nombre lo indica este modelo construye un nu´mero fijo de a´rboles
de decisio´n. En base a los resultados preliminares obtenidos con el modelo de a´rbol
de decisio´n se declaro que los arboles crecieran de forma indefinida hasta no poder
reducir la funcio´n de impureza. Esto deja que los factores del modelo sean la funcio´n
de entrop´ıa, el numero de arboles a construir y el nu´mero de caracter´ısticas que
es posible utilizar para construir los separadores, en la tabla 4.13 se muestran los
niveles de cada factor.
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Factor Niveles
Funcio´n de impureza Gini y Entrop´ıa
Nu´mero de a´rboles 10, 20, 30, 40 y 50
Nu´mero de caracter´ısticas sqrt, log2 y None
Tabla 4.13: Factores y niveles para el disen˜o de experimentos del modelo bosque
aleatorio.
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Resultados
5.1 Ana´lisis de discriminante lineal
Las curvas de aprendizaje sobre el conjunto de prueba para el modelo de ana´lisis
discriminante lineal esta´n en la figura 5.1 inciso (a). En este caso se tienen tres
combinaciones que surgen de la combinacio´n de los niveles de los factores estrategia
y contraccio´n (shrinkage), la estrategia svd aparece ella sola porque no es posible
implementar la contraccio´n con esta estrategia. En todas las combinaciones el error
de prueba presenta un comportamiento en forma de exponencial negativa en funcio´n
del taman˜o del conjunto de entrenamiento. En todos los niveles del factor taman˜o
del conjunto de entrenamiento la combinacio´n de la estrategia lsqr con contraccio´n
(shrinkage) tiene los errores de prueba ma´s bajos, teniendo diferencia significativa
con el resto de combinaciones, aunque esta diferencia disminuye con el aumento
del conjunto de entrenamiento y el utilizar ambas estrategias sin contraccio´n no
presentan diferencias significativas. En la figura 5.1 inciso (b) se muestran los tiempos
de entrenamiento en funcio´n del taman˜o del conjunto de entrenamiento, los cuales
presenta un comportamiento lineal y es claro que hay diferencias significativas las
cuales aumentan a medida que se entrena con ma´s datos. Tambie´n es posible observar
el efecto de utilizar la contraccio´n con la estrategia lsqr al incrementar el tiempo de
entrenamiento si no se usara, aunque no es ma´s tardado que utilizar svd.
39
Cap´ıtulo 5. Resultados 40
(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.1: Resultados del modelo ana´lisis discriminante lineal
5.2 Ana´lisis de discriminante cuadra´tico
La curva de aprendizaje sobre el conjunto de prueba para el modelo de ana´lisis
discriminante cuadra´tico se encuentra en el inciso (a) de la figura 6.1, en ella se
puede observar que la curva tiene un comportamiento logar´ıtmico en funcio´n del
taman˜o del conjunto de entrenamiento, presentando diferencias significativas solo
para los taman˜os menores a 50% donde alcanza su as´ıntota superior. En cuanto a los
tiempos de entrenamiento, figura 6.1 inciso (b), en funcio´n del taman˜o del conjunto
de entrenamiento presenta un comportamiento lineal con diferencias significativas a
medida que se aumenta el conjunto de entrenamiento.
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.2: Resultados del modelo ana´lisis discriminante cuadra´tico
5.3 Bayes ingenuo – Gaussiano
Las curvas de aprendizaje sobre el conjunte de prueba para el modelo de Bayes
ingenuo gaussiano esta´n en la figura 5.3 inciso (a). Cada una de las curvas corres-
ponde con cada uno de los niveles del factor suavizado, en el caso de los niveles
0.00001, 0.0001, 0.001 y 0.01 no hay diferencias significativas en el error de prueba
con el incremento del conjunto de datos para entrenar y cada uno de ellos genera
un error de prueba diferente (entre ellos existen diferencias significativas. Para los
niveles 0.1 y 1.0 del factor suavizado se tiene una mejora significativa en el error
de prueba al pasar del nivel 10 al 20 del factor taman˜o del conjunto de entrena-
miento, sin embargo, no se presentan diferencias significativas para los siguientes
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.3: Resultados del modelo bayes ingenuo gaussiano
niveles del factor taman˜o del conjunto de entrenamiento. En caso de mantener fijo
el factor taman˜o del conjunto de entrenamiento en cualquiera de sus niveles, el error
de prueba disminuye a medida que se aumenta el nivel del factor suavizado hasta
tener un mı´nimo con 0.1 y despue´s empieza a crecer. Los tiempos de entrenamiento
se muestran en el inciso (b) de la figura 5.3, los cuales crecen de forma lineal con
el conjunto de entrenamiento y presentan diferencias significativas. Por u´ltimo, los
niveles del factor suavizado no generan diferencias significativas a los tiempos de
entrenamiento.
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5.4 Bayes ingenuo – Multinomial
En el inciso (a) de la figura 5.4 se muestran las curvas de aprendizaje sobre
el conjunto de prueba para el modelo Bayes ingenuo multinomial. A pesar de que
a simple vista parece que el factor suavizado afecta al error de prueba con un com-
portamiento en forma de para´bola cuando se tiene fijo el taman˜o del conjunto de
entrenamiento, las pruebas estad´ısticas sen˜alan que no hay diferencias significativas
entre los niveles del factor suavizado. Al realizar pruebas para observar si existen
diferencias significativas en el error de prueba entre los niveles del factor taman˜o
del conjunto de entrenamiento se tiene que los niveles 10 y 30 son diferentes de los
dema´s, de modo que el comportamiento de las curvas es disminuir-crecer-disminuir
para despue´s mantenerse constante. En el inciso (b) de la figura 5.4 se presentan los
tiempos de entrenamiento, los cuales presentan un patro´n de crecimiento lineal en
funcio´n del taman˜o del conjunto de entrenamiento, los cuales son significativamente
diferentes y el factor suavizado no genera diferencias significativas a los tiempos de
entrenamiento.
5.5 Bayes ingenuo – Bernoulli
En la figura 5.5 inciso (a) se muestran las curvas de aprendizaje y los tiempos
de entrenamiento en el inciso (b). Lo que respecta al factor binarizacio´n el u´nico
nivel que marca una diferencia significativa es el 102.4 y entre el resto de niveles no
se presentan diferencias significativas, adema´s que el efecto del nivel 102.4 mejora
el error de prueba por lo que la figura 5.5 son con este nivel de binarizacio´n. Vol-
viendo al inciso (a) de la figura 5.5 se observa que el error de prueba presenta una
diferencia significativa solo cuando se entrena con el 10% de los datos, del 20% en
adelante no se presentan diferencias significativas. En el caso del factor suavizado
se eliminaron los niveles del 1 al 10 000 porque no aportan informacio´n relevante
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al comportamiento de las curvas de aprendizaje y entre los niveles restantes solo el
nivel 0.1 genera diferencias significativas al error de prueba pero solo para algunos
niveles del factor taman˜o del conjunto de entrenamiento por lo que no es generaliza-
ble. En los tiempos de entrenamiento figura 5.5 inciso (b) se observa que estos crecen
de forma lineal en funcio´n del taman˜o del conjunto de entrenamiento y presentan
diferencias significativas, mientras que los niveles del factor suavizado no producen
una diferencia significativa a los tiempos de entrenamiento.
5.6 Regresio´n log´ıstica
En este modelo se tienen los factores estrategia y penalizacio´n, en el caso del
factor penalizacio´n se realizo´ un ana´lisis preliminar para determinar si todos los nive-
les establecidos provocaban una diferencia significativa y se encontro´ que los niveles
10, 1 000 y 100 000 no presentan diferencias significativas entre ellos, es decir que no
provocan un cambio al error de prueba y no tienen una interacciones con los dema´s
factores, por lo que se quedo´ solo con el nivel 10 de estos tres niveles. En la figura
5.6 se encuentras las curvas de aprendizaje para cada uno de los niveles del factor
estrategia dejando el factor de penalizacio´n fijo a 0.00001 y 10 en los incisos (a) y
(b) respectivamente, de estas dos graficas se puede observar que hay una interaccio´n
entre los factores penalizacio´n y estrategia la cual provoca diferencias significativas
en el error de prueba para las diferentes combinaciones de estos dos factores pero
desaparecen con al aumento del conjunto de entrenamiento, adema´s es posible ver
que el error de prueba decrece en forma de exponencial negativa en funcio´n del ta-
man˜o del conjunto de entrenamiento.
La figura 5.7 muestra los tiempos de entrenamiento dejando el factor de penali-
zacio´n fijo a 0.00001 y 10 en los incisos (a) y (b) respectivamente, donde se puede ver
claramente la interaccio´n entre los factores penalizacio´n y estrategia y que el taman˜o
del conjunto de entrenamiento afecta de forma lineal a los tiempos de entrenamiento.
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En el caso de tener fijo el factor estrategia a uno de sus niveles, el comportamiento
es diferente porque el factor penalizacio´n provocara diferencias significativas depen-
diendo del nivel en que este el factor penalizacio´n, por ejemplo para las estrategias
lbfgs y saga el factor penalizacio´n no provoca diferencias significativas en los tiempos
de entrenamiento, en caso de tener la estrategia sag solo el nivel 0.00001 del factor
penalizacio´n produce una diferencias significativa del resto de niveles y en caso den
tener la estrategia liblinear cada uno de los niveles del factor penalizacio´n tienen
diferencias significativas.
5.7 A´rbol de decisio´n
Las curvas de aprendizaje sobre el conjunto de prueba para el modelo de a´rbol
de decisio´n esta´n en la figura 5.8 inciso (a). Para ambos niveles de la funcio´n de
impureza, es decir gini y entrop´ıa tienen el mismo patro´n de disminuir el error de
prueba en forma de exponencial negativa en funcio´n del taman˜o del conjunto de en-
trenamiento y en todo momento existe una diferencia significativa, siendo la funcio´n
de impureza entrop´ıa la que da los errores de prueba ma´s bajos. En la figura 5.8
inciso (b) se presentan los tiempos de entrenamiento, los cuales tienen un patro´n li-
neal en funcio´n del taman˜o de entrenamiento, presentando diferencias significativas
y se observa que con la funcio´n de impureza gini es proceso de entrenamiento es ma´s
ra´pido.
5.8 Bosque aleatorio
Al igual que los resultados del modelo ana´lisis discriminante lineal se hace una
combinacio´n de los niveles de los factores estrategia y nu´mero de caracter´ısticas con
el objetivo de mostrar ma´s informacio´n en una sola figura. En la figura 5.9 se ilustran
las curvas de aprendizaje sobre el conjunto de prueba, en el inciso (a) se muestran
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las curvas de aprendizaje cuando se tienen 10 estimadores y el inciso (b) cuando
se tienen 50 estimadores. En todos los casos las curvas de aprendizaje presentan un
comportamiento de exponencial negativa en funcio´n del taman˜o del conjunto de en-
trenamiento presentando diferencias significativas para el error de prueba. Tanto en
la grafica del inciso (a) como (b) se puede ver que cuando se tiene fijo el numero de
caracter´ısticas, la funcio´n de impureza no genera diferencia significativa en el error
de prueba, salvo en algunas ocasiones, pero sin ser algo generalizable. Siguiendo con
la comparacio´n de las curvas de aprendizaje, se observa que el nu´mero de estima-
dores provoca diferencias significativas al error de prueba, de modo que a mayor
cantidad de estimadores menor es el error de prueba y aumenta las diferencias entre
los niveles del nu´mero de caracter´ısticas.
En la figura 5.10 se presentan los tiempos de entrenamiento con 10 estimado-
res inciso (a) y 50 estimadores inciso (b), para que se pudieran apreciar mejor fue
necesario establecer el eje del tiempo en escala logar´ıtmica y quitar el nivel None,
con esto es posible ver que los tiempos de entrenamiento crecen de forma lineal con
el taman˜o del conjunto de entrenamiento. La figura 5.10 muestra claramente que
los factores estimadores y nu´mero de caracter´ısticas tienen efecto significativo en los
tiempos de entrenamiento de forma creciente, es decir mientras ma´s grande sea el
nu´mero de estimadores o el nu´mero de caracter´ısticas ma´s se tardara el algoritmo
en entrenar. Para finalizar tambie´n es claro que hay diferencias significativas en los
tiempos de entrenamiento para las diferentes funciones de impureza, siendo entrop´ıa
ma´s tardado que gini.
5.9 Adaboost
La figura 5.11 muestra las curvas de aprendizaje en el inciso (a) y los tiempos
de entrenamiento en el inciso (b). Para las curvas de aprendizaje se tiene que el
taman˜o del conjunto de entrenamiento solo tiene una diferencia para el nivel 10 y
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solo para los estimadores 70, 100, 130 y 160. En cambio, el factor estimadores si tiene
un efecto significativo para todos sus niveles sin importar el taman˜o del conjunto de
entrenamiento. En cuanto a los tiempos de entrenamiento se ve claramente que tanto
el factor estimadores y taman˜o del conjunto de entrenamiento provocan diferencias
significativas para cada uno de sus niveles, en cuanto al patro´n de los tiempos se tiene
que es creciente de forma lineal con el factor taman˜o del conjunto de entrenamiento.
5.10 k-vecinos ma´s cercanos
En la figura 5.12 se muestras las curvas de aprendizaje para las combinaciones
de los factores me´trica y nu´mero de vecinos utilizando la estrategia uniforme en
el inciso (a) y la estrategia distancia en el inciso (b). La primera observacio´n es
que sin importar el resto de factores el factor taman˜o del conjunto de entrenamiento
afecta significativamente al error de prueba para todos sus niveles, adema´s las curvas
presentan forma de exponencial negativa, de modo que se llegara algu´n taman˜o del
conjunto de entrenamiento donde ya estas diferencias significativas desaparecera´n.
La segunda observacio´n es que el factor metrica tambie´n afecta significativamente
el error de prueba para sus dos niveles manhattan y euclidiana sin importar el resto
de los factores. En cuanto al factor nu´mero de vecinos por lo general los niveles 1,
3 y 5 no muestran diferencias significativas cuando se tiene la estrategia uniforme
mientras que los niveles 7 y 9 si muestran diferencias significativas, en caso de tener
la estrategia distancia los niveles 3 y 5 del factor nu´mero de vecinos no presentan
diferencias significativas y el resto de los niveles si presentan diferencias significativas.
Por u´ltimo, el factor estrategia solamente no genera diferencias significativas cuando
se tiene el nu´mero de vecinos en 1.
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5.11 Centroide contra´ıdo ma´s cercano
En la figura 5.13 inciso (a) se presentan las curvas de aprendizaje sobre el
conjunto de prueba para el modelo centroide ma´s cercano, antes de presentar los
resultados es importante sen˜alar que solo se presenta la curva de aprendizaje para el
nivel 0 del factor contraccio´n porque es el u´nico nivel que tiene diferencia significativa
del resto adema´s que el resto de niveles no tienen diferencias significativas entre
ellos y empeoran el error en prueba. Retomando la curva de aprendizaje en 5.13
inciso (a) existe una diferencia significativa entre el nivel 10 y el resto de niveles del
factor taman˜o de conjunto de entrenamiento y a partir del nivel 20 hacia adelante
visualmente parece tener tendencia negativa pero al menos en el rango que se tiene
no presenta diferencias significativas. En el inciso (b) de la figura 5.13 se muestran los
tiempos de entrenamiento, los cuales presentan un patro´n lineal y tienen diferencias
significativas como funcio´n del taman˜o del conjunto de entrenamiento.
5.12 Ridge
En el inciso (a) de la figura 5.14 se muestran las curvas de aprendizaje sobre
el conjunto de prueba, es importante sen˜alar que no se hace referencia al factor pe-
nalizacio´n porque solo para las estrategias svd y cholesky en el nivel 10 del factor
taman˜o del conjunto de entrenamiento es que los niveles de factor alpha provocan
una diferencia significativa en el error de prueba, por lo que se considera un caso
especial que no puede ser generalizable para el resto de situaciones. En el caso del
factor estrategias el nivel lsqr provoca una diferencia significativa en el error de prue-
ba solo cuando el factor taman˜o del conjunto de entrenamiento tiene los niveles 10,
40, 70 y 80, mientras que el resto de niveles del factor estrategias no provocan una
diferencia significativa en el error de prueba. Para finalizar todas las curvas de apren-
dizaje tienen un patro´n decreciente con una cota inferior, incluso entre los niveles
80 y 90 del factor taman˜o del conjunto de entrenamiento no existe una diferencia
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significativa en el error de prueba para ningu´n nivel del factor estrategia.
En el inciso (b) de la figura 5.14 se presentan los tiempos de entrenamiento en
los cuales se observa claramente que el factor taman˜o del conjunto de entrenamiento
provoca diferencias significativas en cada uno de los niveles del factor estrategia.
Por otra parte, los patrones de los tiempos de entrenamiento dependen mucho del
nivel que toma el factor estrategia, en caso de tener el nivel svd y cholesky el factor
penalizacio´n no provoca diferencias significativas en los tiempos de entrenamiento, en
el nivel lsqr solo cuando el factor taman˜o del conjunto de entrenamiento tiene el nivel
10 es que el factor penalizacio´n provoca diferencias significativas, en el nivel sparce-
cg cuando el factor taman˜o del conjunto de entrenamiento esta entre los niveles 10
y 50 es que el factor alpha provoca diferencias significativas, y en los niveles sag y
saga sin importar el nivel del factor taman˜o del conjunto de entrenamiento todos
los niveles del factor penalizacio´n provocan diferencias significativas en el tiempo de
entrenamiento.
5.13 Perceptro´n multicapa
5.13.1 LBFGS
En la figura 5.15 se presenta las curvas de aprendizaje para la combinacio´n de
los niveles de los factores funcio´n de activacio´n y alpha dejando el factor neuronas fijo
en 30 para el inciso (a) y 210 para el inciso (b). En la figura 5.15 se puede observar
que el taman˜o del conjunto de entrenamiento genera diferencias significativas en
el error de prueba, aunque estas disminuyen o desaparecen para los niveles ma´s
altos del factor taman˜o del conjunto de entrenamiento. En cuanto a las diferencias
significativas provocadas por la combinacio´n de los factores funcio´n de activacio´n y
alpha esta´n presentes entre todas las combinaciones cuando se esta´ en los niveles 10 y
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20 del factor taman˜o del conjunto de entrenamiento, para los niveles arriba del 20 solo
las combinaciones logistic-10000 y tanh-1000 presentan diferencias significativas en
el error de pruebas del resto de combinaciones. Por u´ltimo el factor neuronas genera
diferencias significativas para cada una de las combinaciones del resto de factores,
es decir no importa en que niveles este´n el resto de los factores al cambiar entre
dos niveles del factor neuronas el error de prueba tendra´ una diferencia significativa,
adema´s existe una relacio´n directa, mientras se aumente el nu´mero de neuronas el
error de prueba disminuye.
5.14 Ma´quinas de soporte vectorial (SVM)
5.14.1 Kernel lineal
En la seccio´n experimentacio´n se menciono´ que para el modelo de SVM con
kernel lineal solo tiene un factor, la penalizacio´n, sin embargo, en la figura 5.16 inciso
(a) e inciso (b) se puede apreciar que el factor penalizacio´n no genera diferencias
significativas en los errores de prueba para las curvas de aprendizaje ni en los tiempos
de entrenamiento. En las curvas de aprendizaje figura 5.16 inciso (a) se tiene un
mı´nimo para el nivel 20 del factor taman˜o del conjunto de entrenamiento, solo que
en la parte creciente de la curva parece no tener un pato´n defino por el brindo entre
los niveles 50 y 60, aunque entre los niveles 20-50 y 60-80 parece seguir un patro´n
lineal. En los tiempos de entrenamiento inciso (b) figura 5.16 sucede algo parecido
a las curvas de aprendizaje, donde sigue un patro´n lineal entre los niveles 10-50 y
60-80, teniendo un brinco entre los niveles 50 y 60 del factor taman˜o del conjunto de
entrenamiento.
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5.14.2 Kernel polinomial
Este modelo tiene tres factores penalizacio´n, gamma y grado, sin embargo, nin-
guno de los niveles de los factores penalizacio´n y gamma producen una diferencia
significativa en el error de prueba ni en los tiempos de entrenamiento, por lo que se
establecieron fijos penalizacio´n y gamma en 1 y 1 respectivamente. En el inciso (a)
de la figura 5.17 se encuentran las curvas de aprendizaje sobre el conjunto de prueba
para los niveles del factor grado, en ella se puede observar que presentan un patro´n
muy caracter´ıstico al decrecer significativamente el error de prueba hasta el nivel 70
del factor taman˜o del conjunto de entrenamiento, por lo que es posible ajustar una
funcio´n exponencial negativa. Tambie´n en las curvas de aprendizaje se muestra el
efecto que tienen los niveles del factor grado, donde cada uno de ellos provoca una
diferencia significativa al error de prueba para todos los niveles del factor taman˜o
del conjunto de entramiento, aunque las diferencias se van haciendo ma´s pequen˜as
a medida que se incrementa el taman˜o del conjunto de entrenamiento.
En el inciso (b) de la figura 5.17 se muestras los tiempos de entrenamiento,
en los cuales se puede observar diferencias significativas para ambos factores grado
y taman˜o del conjunto de entrenamiento, adema´s que los tiempos de entrenamiento
aumentan directamente con el aumento del grado del polinomio o el taman˜o del
conjunto de entrenamiento. En cuanto al patro´n de los tiempos de entrenamiento
parecen ajustarse a una l´ınea recta, aunque se vuelve a presentar una especie de
salto entre los niveles 50 y 60 del factor taman˜o del conjunto de entrenamiento.
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.4: Resultados del modelo bayes ingenuo multinomial
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.5: Resultados del modelo bayes ingenuo bernoulli
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(a) Penalizacio´n=0.00001
(b) Penalizacio´n=10.0
Figura 5.6: Curvas de aprendizaje sobre el conjunto de prueba del modelo regresio´n
log´ıstica
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(a) Penalizacio´n=0.00001
(b) Penalizacio´n=10.0
Figura 5.7: Tiempos de entrenamiento del modelo regresio´n log´ıstica
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.8: Resultados del modelo a´rbol de decisio´n
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(a) 10 estimadores
(b) 50 estimadores
Figura 5.9: Curvas de aprendizaje sobre el conjunto de prueba para el modelo bosque
aleatorio
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(a) 10 estimadores
(b) 50 estimadores
Figura 5.10: Tiempos para entrenar el modelo bosque aleatorio en funcio´n del taman˜o
del conjunto de entrenamiento
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.11: Resultados del modelo AdaBoost
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(a) Curvas de aprendizaje sobre el conjunto de prueba con estrategia uniforme
(b) Curvas de aprendizaje sobre el conjunto de prueba con estrategia distancia
Figura 5.12: Curvas de aprendizaje para el modelo k-vecinos ma´s cercanos
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.13: Resultados del modelo centroide ma´s cercano
Cap´ıtulo 5. Resultados 62
(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.14: Resultados del modelo ridge
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(a) 30 neuronas
(b) 210 neuronas
Figura 5.15: Curvas de aprendizaje del modelo perceptro´n multicada con estrategia
LBFGS
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.16: Resultados del modelo SVM-Lineal
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 5.17: Resultados del modelo SVM-Polinomial
Cap´ıtulo 6
Discusio´n
AdaBoost
En este modelo se tiene solo el factor estimador el cual impacta en forma de
exponencial negativa al error de prueba, para los niveles 130 y 160 existen diferencias
significativas que en promedio son de una unidad para el error de prueba. Tambie´n es
claro que no tiene caso usar ma´s alla´ del 20% de los datos ya que no hay diferencias
significativas si se aumenta el taman˜o del conjunto de entrenamiento. En cuanto a
los tiempos de entrenamiento en promedio son de 33.05 segundos y 26.84 segundos
para 160 y 130 estimadores respectivamente cuando se tiene el 20% de los datos.
Tomando todo en cuenta lo mejor es usar 160 estimadores porque no se justifica el
aumento de estimadores por la mejora que se obtendr´ıa en el error de prueba menor
del orden de de´cimas, adema´s de requerir ma´s tiempo de entrenamiento. Bajo los
supuestos anteriores en promedio el mejor error de prueba fue de 24.19.
k-vecinos ma´s cercanos
Para el modelo de k-vecinos ma´s cercanos se tienen tres factores estrategia,
me´trica y vecinos, de inicio el efecto del factor me´trica en el error de prueba se
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observa claramente, alcanzando en promedio una diferencia promedio de 0.8 a favor
de la me´trica euclidiana. De igual forma se observa claramente el efecto del taman˜o
del conjunto de entrenamiento al error de prueba en forma de exponencial negativa,
aunque la diferencia entre el 50% y 60% no es significativa. Respecto al nu´mero de
vecinos como se menciono´ en resultados los niveles 3 y 5 no presentan diferencias
entre ellos, pero si difieren del resto de niveles, pero en promedio la diferencia entre
el mejor y peor nivel de nu´mero de vecinos se tiene una diferencia promedio de 0.3
en el error de prueba cuando se usa la estrategia distancia y 0.1 con la estrategia
uniforme. En cuanto al factor estrategia se tiene una diferencia significativa de 0.2
en el error de prueba. En el caso de los tiempos de entrenamiento solo el taman˜o
del conjunto de entrenamiento tiene efecto porque solo guardan los datos con una
estructura. Para fines pra´cticos vemos que el factor estrategia no tiene sentido, se
recomienda usar la me´trica euclidiana, que el factor nu´mero de vecinos tampoco
tiene mucha relevancia y que solo es necesario utilizar el 50% de los datos. El mejor
error de prueba promedio fue de 3.3, el cual es comparaba con el 2.7 de [2].
Para el modelo de ana´lisis de discriminante lineal conviene utilizar la con-
traccio´n con la estrategia lsqr porque el error de prueba para esta combinacio´n de
para´metros tiene una diferencia significativa clara respecto a las dema´s combina-
ciones, manteniendo los tiempos de entrenamiento en el mismo orden de magnitud.
Por otra parte, es claro que no es necesario utilizar todo el conjunto de datos de
entrenamiento, ya que la diferencia en el error de prueba al entrenar con el 20% y
el 90% de los datos de entrenamiento es menor a 0.5.
En el caso del modelo NBG el factor suavizado solo afecta al error de prueba
mientras que el factor taman˜o del conjunto de entrenamiento afecta tanto al error de
prueba como a los tiempos de entrenamiento, de modo que uno se puede solo enfo-
car en que nivel del factor suavizado minimiza el error de prueba, el cual basado en
las curvas de aprendizaje, figura 5.3, es el nivel 0.1. A pesar que hay una diferencia
Cap´ıtulo 6. Discusio´n 68
significativa de mejora en el error de prueba de 0.42 al usar 20% en lugar del 10% de
los datos de entrenamiento en la practica esta diferencia significativa es despreciable.
El modelo de NBM al igual que el modelo NBG solo tiene el factor suavizado
solo que en este caso no genera diferencias significativas en el error de prueba ni
en los tiempos de entrenamiento, por lo que este factor se puede dejar en 0 para
nuestro problema. En cuanto al taman˜o del conjunto de entrenamiento se tiene una
diferencia significativa en el error de prueba de 0.32 al pasar de 10% al 20%, la cual
no es significativa en la pra´ctica por lo que solo es necesario usar el 10% de los datos
para entrenar para obtener un error de prueba promedio de 16.6.
Para el modelo de NBB el u´nico de los factores a discutir es el de suavizado
el cual tiene el mismo comportamiento que en el modelo NBM el factor suavizado
de no afectar el error de prueba por lo que se pueda dejar en cero. En cuanto al
taman˜o del conjunto de entrenamiento pasa lo mismo que en las otras versiones de
Bayes ingenuo donde a pesar de que hay una diferencia entre los usar 10% y 20% en
la pra´ctica no hay diferencia. En base a lo anterior el modelo de NBB presenta sus
mejores resultados utilizando solo el 10% de los datos con un valor de binarizacio´n
de 102.4 para obtener un error de prueba promedio de 15.59.
Para el modelo de regresio´n log´ıstica se tiene los factores, penalizacio´n y estra-
tegia. Para el caso del factor penalizacio´n se tiene que, al usar el nivel ma´s bajo, es
decir 0.00001, se tienen los menores errores de prueba cuando se entrena con pocos
datos. En cuanto a las estrategias si hay diferencias significativas en el error de prue-
ba, pero sin importar el nivel de la penalizacio´n al utilizar ma´s del 50% de los datos,
la diferencia entre las estrategias son del orden de 0.18 en el error de prueba. Por su
parte el taman˜o del conjunto de entrenamiento afecta de manera exponencial nega-
tiva el error de prueba de modo que la disminucio´n en el error de prueba al entrenar
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con taman˜os mayor de 60% tiene mejoras menores de 0.1. Esta´ claro que al entrenar
con el 50% de los datos no importa que niveles tomen los factores penalizacio´n y
estrategia porque las diferencias entre todas las combinaciones posibles para el error
de prueba no son significativas en la pra´ctica de modo que eleccio´n de los factores se
hace tomando en cuenta los tiempos de entrenamiento, que ser´ıa utilizar 0.00001 de
penalizacio´n y la estrategia liblinear para obtener un error de prueba promedio de 8.6.
En el modelo a´rbol de decisio´n solo se tiene el factor funcio´n de impureza cuyos
niveles tienen diferencias significativas en el error de prueba para todos los taman˜os
del conjunto de entrenamiento, pero tales diferencias son del orden de de´cimas. Del
mismo modo la diferencia entre entrenar con el 80% y 90% es una mejora menor
a 0.5 en el error de prueba. Por otra parte, las diferencias entre los tiempos de en-
trenamiento para Gini y entrop´ıa se hacen ma´s grandes al aumentar el conjunto de
datos de entrenamiento. En base a lo anterior se puede decir que en este modelo se
puede utilizar todo el conjunto de entrenamiento completo porque los tiempos de
entrenamiento tienen un promedio de 14 segundos sin importar que funcio´n de impu-
reza utilizar, pero no se recomiendo agregas ma´s datos al conjunto de entrenamiento
porque las mejoras en el error de prueba son insignificantes. El mejor error de prue-
ba fue en promedio fue de 11.97 el cual es comparable con el reportado en [2] de 12.16
Para el modelo de bosque aleatorio se tienen los factores, estrategia, nu´mero
de caracter´ısticas y estimadores. Una de las cosas fa´ciles de deducir es que las di-
ferencias entre las funciones de impureza gini y entrop´ıa, estas apenas son el orden
de 0.1 en promedio, por lo que no tiene significancia en la pra´ctica. Tambie´n esta´
claro que el aumento de los estimadores tiene una diferencia significativa en el error
de prueba, pero esa mejora tiene un patro´n de exponencial negativa, por ejemplo,
pasar de 30 a 40 estimadores solo tiene una mejora de 0.25 en promedio. Por otra
parte el factor estimadores interacciona con el factor nu´mero de caracter´ısticas, de
modo que ayuda a marcar una diferencia significativa entre usar el nivel log2 y None.
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En el caso del taman˜o del conjunto de entrenamiento este tambie´n afecta al error
de prueba en forma de exponencial negativa, de modo que las diferencias provoca-
das por el tamano del conjunto de entrenamiento desaparecen con al aumento de
los datos de entrenamiento. Lo importante de este modelo es elegir el nu´mero de
caracter´ısticas sqrt y la estrategia Gini porque a pesar de no tener diferencia con
entrop´ıa, los tiempos de entrenamiento son mejores y buenos al grado de permitir
incrementar los estimadores hasta 50, en cuanto al taman˜o de entrenamiento utilizar
ma´s del 50% no genera cambios significativos en el error de prueba ya en la pra´ctica.
En promedio el mejor resultado fue de 3.35 en error de prueba, el cual esta´ cercano
al reportado en la literatura de 3.0 [31].
Ridge
En el modelo de Ridge se tienen dos factores, penalizacio´n y estrategia. De en-
trada, el factor penalizacio´n no afecta en ninguno de sus niveles al error de prueba,
sin importar cual sea la estrategia que se este´ utilizando, por lo que fa´cilmente se
puede dejar en cero para nuestro problema. En cuanto al factor estrategia el nivel
lsqr tiene diferencia significativa respecto al resto cuando se tienen solo el 10% de los
datos, al utilizar ma´s datos las diferencias significativas en la pra´ctica desaparecen
y da igual que nivel de estrategia se utilice. Por su parte el taman˜o del conjunto
de entrenamiento se observa que influye significativamente en el error de prueba en
forma de exponencial negativa, de modo que entre utilizar 50% y 60% ya no existe
diferencia significativa. En base en los tiempos de entrenamiento la mejor estrategia
a utilizar es la de cholesky porque es la que tiene los menores tiempos de entrena-
miento de 0.37 segundo al entrenar con el 50% de los datos y no presenta diferencias
significativas en el error de prueba del resto de estrategias, obteniendo un error pro-
medio de 13.9.
Cap´ıtulo 6. Discusio´n 71
Ma´quinas de soporte vectorial
En el modelo de SVM con kernel polinomial tiene los factores gamma, penali-
zacio´n y grado, de los cuales gamma y penalizacio´n no influyen en el error de prueba
por lo que se recomienda establecerlos en 1 para ambos factores. A partir de las cur-
vas de aprendizaje se observa que el taman˜o del conjunto de entrenamiento afecta al
error de prueba en forma de exponencial negativa, de hecho para niveles ma´s altos del
50% la mejora en el error de prueba es menor a 0.1, mientras que el grado tambie´n
afecta al error de prueba se ve que los mejores niveles son el 2 y 3, e incluso la diferen-
cia entre estos dos niveles para taman˜os del conjunto de entrenamiento mayores al
50% es apenas de 0.2 en el error de prueba. En este caso se recomiendo usar el grado
2 porque los tiempos de entrenamiento son mejores que el grado 3 y para un taman˜o
del conjunto de entrenamiento del 50% se tiene un error de prueba promedio de 2.38.
Para el kernel RBF se tienen los factores penalizacio´n y gamma pero como
se menciono´ en la seccio´n de resultados se analizan los niveles 1 y 5 del factor pe-
nalizacio´n y los niveles 0.00001 y 0.0001 del factor gamma al ser los que valen la
pena discutir. En la figura ?? se muestran las curvas de aprendizaje donde resalta
el efecto que tiene taman˜o del conjunto de entrenamiento, donde se observa que a
partir de los taman˜os 30% y 60% para los niveles de gamma 0.00001 y 0.0001 res-
pectivamente con penalizacio´n 1 es donde se obtienen los mejores resultados para el
error de prueba. Entrenar con gamma 0.00001 con taman˜os mayores a 30% no ge-
nera diferencias significativas y entrenar con gamma 0.0001 con taman˜os mayores a
60% tampoco genera diferencias significativas. Para los tiempos de entrenamiento se
observan diferencias significativas solo por el taman˜o del conjunto de entrenamiento,
por lo tanto, solo es necesario entrenar con el 30% de los datos y con un gamma de
0.0001 para obtener los mejores errores de prueba del modelo con un promedio de 8.6.
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(a) Curvas de aprendizaje sobre el conjunto de prueba
(b) Tiempos para entrenar el modelo en funcio´n del taman˜o del conjunto de entrenamiento
Figura 6.1: Resultados del modelo ana´lisis discriminante cuadra´tico
Es interesante observar las caracter´ısticas cuando se agrupan los modelos. En
el caso de los modelos probabil´ısticos como los Bayes ingenuos y ana´lisis de discri-
minantes comparten muchas caracter´ısticas como son los tiempos ra´pidos de entre-
namiento, solo necesitar del 10% al 20% de los datos para llegar a sus l´ımites en
error de prueba, exceptuando el ana´lisis de discriminante lineal. En el caso de los
modelos parame´tricos como Ridge, perceptro´n multicapa, SVM y regresio´n log´ıstica,
sus curvas de aprendizaje tiene forma de exponencial negativa.
Cap´ıtulo 7
Conclusiones
En base a los resultados y discusiones es claro que no es necesario utilizar todo el
conjunto de datos completo para llegar a los limites en cuanto a rendimiento de cada
uno de los modelos al resolver una tarea. Tambie´n es importante mencionar que no
todas las variables de cada modelo provocan cambios significativos en el rendimiento.
La mayor´ıa de los modelos no presentan interacciones entre sus variables por lo que no
es necesario realizar un disen˜o de experimentos factorial para obtener la combinacio´n
de factores que da mejores resultados, en lugar de eso se pueden tomar los factores
como independiente y solo buscar el nivel que da mejores de resultados para despue´s
juntar los factores y obtener la mejor combinacio´n de niveles.
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