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Summary
We derive a correction of the Black-Scholes price for a European option
by introducing a stochastic process (namely Ornstein-Uhlenbeck process)
for volatility instead of assuming that it is constant as in the Black-Scholes
model. Our approach is quite general since it does not require a specific de-
scription of the volatility process but only assumes its fast mean reversion.
After deriving the correspondent partial differential equation that drives the
new price of the option, we carry through an asymptotic expansion on the
mean reversion parameter. This allows us through several stages to derive
an approximation of the option price that happens to be a correction of the
Black-Scholes price: a first order precision price is first obtained, followed
by a second order result using notably a boundary layer analysis.
We also derive explicitly the volatility surface, describe calibration issues
and outline various hedging strategies related to our model of volatility.
Our work follows the models and ideas first pioneered by Fouque, Pa-
panicolaou and Sircar [8], indeed we carry out asymptotic expansions on the
mean reversion parameter but we go further in the order of derivation of the
results as done in Conlon and Sullivan [4] and Howison [14].
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Introduction
In this paper, after a short presentation of the motivation of our work in
1.1 and a literature review in 1.2, we describe the methodology used in
the industry for pricing options in 1.3. Furthermore, we present our model
describing stocks behavior. More precisely we introduce in section 1.4 a
model where the stock volatility follows a Ornstein-Uhlenbeck process.
After deriving the correspondent partial differential equation that drives
the new price of the option in 2.1, we carry through in 2.2 an asymptotic
expansion on the mean reversion parameter. This allows us to derive an ap-
proximation of the option price through several stages: a first order precision
price is obtained in 2.3 and a second order one at the end of 2.4.
Further, we describe the correspondent volatility smile and calibration




In this chapter, we first present the motivation of our work in 1.1 and a
literature review in 1.2. Further, we briefly describe in 1.3 methods used in
the industry to price options. Finally we acquaint our model for the stock
price in 1.4 and expose our approach for the rest of the thesis in 1.5.
1.1 Motivation
In the field of financial mathematics, the Black-Scholes model is a reference
because thanks to several assumptions, it is quite simple to handle. Partic-
ularly, the distribution of asset prices is assumed to be lognormal. However,
by observing the markets on different time-scales, one can easily see that
the distribution of returns is fat tailed (kurtosis) and asymmetric (skew).
In a Black-Scholes world, the implied volatility would be constant across
all strikes and maturities. If we define I, the implied volatility, such as
CBS(t, x,K, T, I) = Cobs where CBS is the price of a call given by the Black-
Scholes formula which depends on the present time t, the stock price x, the
strike K and the expiry time T , and Cobs is the observed market price of
the same call, then K → I(t, x,K, T,Cobs) would be constant.
Fact 1 In reality, out-of-the-money calls and puts exhibit higher implied
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Figure 1.1: The Smile: Implied Volatilities of S&P 500 Options. Taken from
[5]
volatility than at-the-money options. In other words, as indicated for ex-
ample by Derman et al. in [5], the plot of (I,K) exhibits a smile. See the
figure 1.1 from [5] which presents a typical shape. Later, we will also see
our own example on a single stock in the part called Calibration. Starting
from option price data we will inverse the Black-Scholes formula to get the
associated implied volatility and observe a smile: see figure 3.1.
Fact 2 In reality, daily implied volatility with fixed time-to-maturity looks
quite stochastic. To prove this one needs to choose any option, to track
its price everyday, to inverse the Black-Scholes formula in order to get the
associated implied volatility and to observe that it is non deterministic. See
for example the time series of VIX data in figure 1.2. One way to understand
this fact is to think of implied volatility as the market’s guess of the future
average volatility. It is then clearly impacted by the continuous evolution of
the realized stock volatility and other factors such as psychological factors
and supply and demand. All of these are clearly changing over the life of
the option.
To simplify, one can say there are three ways of handling these facts:
Local Volatility models or Dupire’s model : let the volatility be a func-
1.1 Motivation 4
Figure 1.2: Time series of VIX implied volatilities. VIX is an index consist-
ing of a weighted average of implied volatilities on S&P options (weighted
average over different strikes). Data source: http://finance.yahoo.com
tion of prices, ie no extra-randomness is introduced.
The model can now be fitted to the smile. Moreover, the market
is still complete so Delta-Hedging is theoretically sufficient. Further,
the model can deal with Monte-Carlo and Finite Difference Methods
without problems. As for the drawbacks, over parametrization for
hedging makes the approach difficult to handle for practical purposes.
And an empirical analysis can prove easily the non-perfect correlation
between prices and volatility.
Introduce a stochastic process for the volatility, the rest of the model
remaining like in Black-Scholes model.
The main advantage of this approach is its good description of reality
but now the market becomes incomplete. Taking into account an extra
stochastic factor asks for heavier calculations.
Replace the Black-Scholes model by a completely different model like
a Levy process model or jumps-diffusion model.
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The advantage of this method is its very good compatibility to the
smile. On the drawbacks side, it is difficult to handle in practice as
being so far from Black-Scholes world. Monte-Carlo and Finite Differ-
ences methods are not easy to implement.
We will stick to the second approach and introduce in section 1.4 a model
for volatility which is quite general, except for the assumption of a mean-
reverting process for volatility (that can be justified with empirical analysis).
Indeed we will not need to introduce Hull & White [15] or Heston [13]
approach, which ask for more assumptions and then are less general.
1.2 Literature Review
Prior to the work of Fouque, Papanicolaou and Sircar [8] which will be
our main reference, stochastic volatility models had been much studied. In
1987, Hull and White [15] suggested a stochastic volatility model in which
volatility is a geometric Brownian motion, whose source of randomness is
correlated with the randomness of the underlier’s price process.
An incomplete stochastic volatility model implies the existence of a whole
family of risk-neutral pricing measures, unlike in the case of constant volatil-
ity in which only measure exists. In addition from Girsanov’s theorem, it
can be shown that each possible measure in this Itoˆ framework corresponds
to a choice of the volatility risk premium, also known as the market price
of volatility risk. Hull and White chose to assume that the volatility risk is
perfectly diversifiable, i.e. the volatility risk premium is null. Further, using
Taylor’s series development, they derive a price of a call option as a function
of small perturbations in volatility and the greek sensitivity parameters.
In 1993, Heston [13] introduced a model which later became very pop-
ular. In his model, the variance process is mean-reverting, its randomness
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varies as the square root of the variance and is correlated with the random-
ness of the underlier’s price process. The related partial differential equation
is solved by Heston using the method of characteristic functions.
In 2000, Fouque, Papanicolaou and Sircar [8] introduced an Ornstein-
Uhlenbeck process for describing the volatility while the stock price is still
assumed to follow the lognormal process as in Black-Scholes model. They
derived a Partial Differential Equation (“PDE”) followed by the price of a
European option and pioneered the approach of approximating the solutions
of the PDE by conducting an asymptotic expansion. This approach was
proved to be relevant by the analysis they carried on S&P 500 historical
prices in [10] : empirical analysis shows that the volatility process is fast
mean-reverting ; that is the timescale for mean reversion is much shorter
than the one for the evolution of the stock price.
In comparison with previous work, the advantage of their approach is
that the model is quite general and does not ask for many assumptions.
Moreover, the results from the asymptotic expansion are quite easy to un-
derstand as being an extension of the Black-Scholes model.
More precisely, they explicitly provided a formula for a first-order cor-
rection P1(t, x) of the Black-Scholes price P0(t, x) : P ε(t, x) = P0(t, x) +
√
εP1(t, x) +O(ε) where ε is the parameter describing the level of mean re-
version (it gets smaller as the volatility process is faster in mean-reverting).
The new price has still the convenient property of being independent of the
volatility (which is not observable) except through its ergodic average, as it
was the case for P0(t, x). More precisely it is simply a combination of the
Vega and the Delta-Vega of the Black-Scholes price P0(t, x).
The first order correction P1(t, x) can be calibrated from the implied
volatility I(t, x) surface by fitting the surface to the family of functions
a · κ+ b, where κ(t, x;K,T ) = ln(K/x)(T−t) by adjusting the two free parameters
a and b.
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However the demonstration shortcoming is twofold. First it asks the
payoff to be a smooth function, which is not the case for a call-option for
example. Second, the authors construct a first-order analysis which is valid
everywhere except near expiry. Yet the solution to this order contains a
function which is dictated by payoff conditions, that is precisely the behavior
of the price near expiry. The authors arbitrarily set this function.
The first point is crucial since the calibration of the model will be in
practise based on the observation of these contract prices. It is tackled by
Fouque, Papanicolaou, Sircar and Kolna [11] in later work. To show that
their previous result is rigorously correct they use singular perturbation
analysis by addressing the price as a perturbation of the Black-Scholes price
(which is explicitly known) and then taking benefit from payoff smoothing
methods. Formally, they derive the following result: for any p > 0 and
t < T ,
lim
ε→0
|P ε(t, x)− (P0(t, x) +√εP1(t, x))|εp−1 = 0
Conlon and Sullivan in [4] go further in this convergence analysis and








The terms P0(t, x) and P1(t, x) do not depend on y except through its ergodic
average as already said, but the higher order correction terms Pn(t, x, y) for
n ≥ 2 do depend on y. This result is quite general and is based on Fourier
transforms and perturbations techniques. In the present paper, we will only
focus on the case n = 2.
Concerning the second point, instead of arbitrarily setting this function,
Howison in [14] determines the arbitrary function by a boundary layer anal-
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ysis. We will follow his approach, which not only proves the rightness of the
first-order correction already derived but also allows to derive the second-
order term.
Conlon and Sullivan in [4] present also a derivation of the volatility
surface at second order. We will follow their approach on this particular
point and derive the following result:
I(t, x) =
c(y)
T − t + a0 + a1κ+ a2κ





which is a more accurate description of the previous expansion: a·κ+b+O(ε).
1.3 Methodology for industry practitioners
Practitioners in the finance industry usually use the stochastic volatility
model in the following way:
First, they choose a stochastic volatility model, preferably one such as
Heston’s model [13] or Hull-White’s model [15] for which there is an explicit
or semi-explicit formula for European option prices.
Second, they estimate the parameters of the chosen model by fitting the
formula to observed European option prices, or, by approximation, to the
implied volatility surface.
Last but not least, they hedge these derivatives and price other derivative
securities such as American, Asian derivatives... in this stochastic volatility
framework using these estimated parameters.
One practical illustration of this method can be seen in [3]. One must
note that the asymptotic expansion method we are going to delve into fits
in this methodology. We will tackle the first two steps. The article [9] is a
good illustration of the last step.
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1.4 The model
In our attempt to represent the movements of a stock X, we introduce the
following model due to [8] where σt represents the volatility of the stock X :

dXt = µXtdt+ σtXtdWt
σt = f(Yt)
dYt = α(m− Yt)dt+ βdZˆt
Yt is a Ornstein-Uhlenbeck process (β constant) whose characteristics
are: m, the long-run mean and ν2 = β
2
2α the long-run variance. Indeed,




Zˆt = ρWt +
√
1− ρ2Zt (1.1)
with Wt and Zt two uncorrelated brownian motions. Hence we can define
a correlation ρ, a degree of dependency between spot and variance (the
dependency is not total like in the model of Dupire described in [6] and [7]
where variance is a function of the spot price and time).
Remark 3 It is ρ that will allow our model to capture the skew (asymmetry
in returns distribution). Intuitively, if ρ < 0 an increase in volatility implies
a decrease in spot level so the left tail of the distribution becomes heavier.
For a deep out-the-money put, the likelihood of exercise at expiry is then
higher. Consequently the price and implied volatility is higher. Likewise for
a deep out-the-money put, chances of exercise are smaller so the price and
implied volatility are smaller. Hence a skew in the smile.
Remark 4 The results that will follow are not dependent on the specifica-
tion of the Ornstein-Uhlenbeck process, nor to the specification of f. That
is why the model is said to be general. The function f just needs to be
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strictly positive and as we will see later square integrable w.r.t. the in-
variant distribution of the stochastic volatility process. Usually, one takes
f : y −→ a · exp (y)
1.5 Approach
Along the thesis, we will remain in the framework of the stock price model
we have just exposed above.
In chapter 2, after deriving the correspondent partial differential equa-
tion that drives the new price of the option via option price replication, we
will carry through an asymptotic expansion on the mean reversion param-
eter of the volatility process equation. This will allow us to derive through
several stages an approximation of the option price that happens to be a
correction of the Black-Scholes price. A first order correction is obtained
and we will notice that it is independent of the volatility except through
its ergodic average. A second order one is eventually derived thanks to a
boundary layer analysis. This latter correction will prove to be dependent
on the volatility level.
Further, in chapter 3 we will tackle the corresponding new volatility smile
and describe how to derive the parameters in our new option price formu-
las through calibration. Last we will rough out possible hedging strategies
that are more efficient and accurate than the classical delta hedging in the
framework of our stochastic volatility model.
Chapter 2
Derivative Pricing
In this chapter, we derive in 2.1 the partial differential equation that drives
the new price of the option in our model. Later in 2.2 we carry through an
asymptotic expansion on the mean reversion parameter. This will allow us
to derive through several steps an approximation of the option price that
happens to be a correction of the Black-Scholes price: a first order correction
is obtained in 2.3 and a second order one at the end of 2.4. But to get the
complete close-form solution at first and second order we will also need in 2.5
to conduct a boundary layer analysis, that is to inquire into the behaviour
of the derivative approaching maturity.
2.1 Replication of the Price of a European Option
in SV models
In this part, we consider a European derivative with expiration T1 and payoff
h(XT1) and try to build a replicating portfolio in order to derive a Partial
Differential Equation (PDE) that the derivative price verifies. We denote
its price P (T1)(t,Xt, Yt) which we assume C1 w.r.t. the variable t ≥ 0 and
C2 w.r.t. Xt > 0 and Yt. Unlike in Black-Scholes work, we can not hedge
only with the underlying and a riskless bond, we do need to introduce an
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other derivative with the same payoff but a different expiration T2 > T1:
P (T1)(T1, XT1 , YT1) = aT1XT1 + bT1e
rT1 + cT1P
(T2)(T1, XT1 , YT1) (2.1)
where r is the interest rate and aT1 , bT1 and cT1 the hedging weights.
In the following developments, we will derive through a very usual ap-
proach a replicating portfolio for a European derivative and will derive the
PDE followed by the price. Asymptotic expansions of this equation will be
the base for most of the results that will follow in the next parts of this
paper.
The self-financing assumption on P (T1)(t,Xt, Yt) grants us with:
dP (T1)(t,Xt, Yt) = atdXt + btd(ert) + ctdP (T2)(t,Xt, Yt) (2.2)
The no-arbitrage opportunity gives us, for t < T1:
P (T1)(t,Xt, Yt) = atXt + btert + ctP (T2)(t,Xt, Yt) (2.3)
We use the two-dimensional Itoˆ’s formula on P (T1) :



















(t,Xt, Yt)d X,Y t +12
∂2P (T1)
∂2y
(t,Xt, Yt)d Y, Y t








where we have introduced two notations:
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Definition 5
d(XtYt) = XtdYt + YtdXt + d X,Y t
where d X,Y t= σt(t,Xt)σt(t, Yt)dt is the covariation; and










We can now develop equation (2.2):
dP (T1)(t,Xt, Yt) = atdXt + btd(ert) + ctdP (T2)(t,Xt, Yt)
= atdXt + btd(ert)
+ ct
(
























Then we can just identify the terms in front of dZt( that is dYt since dYt







Once ct known, by implicitly replacing dXt and dYt from equation (1.4) and








Hence, we can also derive bt:
bt = e−rt(P (T1)(t,Xt, Yt)− atXt − ctP (T2)(t,Xt, Yt)) (2.7)
Now the identification of terms in front of dt when replacing dXt and dYt
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from equation (1.4) provides:
A1P (T1)(t,Xt, Yt) + µXt∂P
(T1)
∂x






















A2 = A1 + r(x ∂∂x − ·)
and
U = ( ∂·∂x)−1A2·
we can rewrite the equation as :
UP (T1)(t,Xt, Yt) = UP (T2)(t,Xt, Yt) (2.8)
With a usual argument, we can say that both members UP (T1)(t,Xt, Yt) and
UP (T2)(t,Xt, Yt) are independent of the expiry dates T1 and T2. So we can
define ψ s.t. for all T,
UP (T )(t,Xt, Yt) = ψ(t,Xt, Yt) (2.9)
Now we have to solve the following equation for any option P (t,Xt, Yt) with
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T for expiry and h for payoff :
A2P (t,Xt, Yt)− ψ(t,Xt, Yt)∂P
∂y
(t,Xt, Yt) = 0 (2.10)




become clearer a bit further. Put in another way, these new notations allow
us to write:  ψ(t,Xt, Yt) = βΛ(t,Xt, Yt)− α(m− y)Λ(t,Xt, Yt) = ρ µ−rf(Yt) +√1− ρ2γ(t,Xt, Yt) (2.11)




























In short we have to solve the following problem, with the definitions under-
neath:  (LBS(f(y)) + LOU + L1)P (t,XT , YT ) = 0P (T, x, y) = h(x)




















+ α(m− Yt) ∂
∂y
A third operator with parameters ρ and Λ
L1 = ρβxf(y) ∂
2
∂x∂y
− βΛ(t,XT , YT ) ∂
∂y
Interpretation
Λ is the global risk premium from volatility: volatility of the stock and
volatility of the volatility. Indeed γ is the risk premium due to the source of
randomness Z just in the same way as µ−rf is the risk premium due to the
source of randomness W. More precisely, if we use equation (2.12) and Itoˆ’s
lemma like in equation (2.4), one can write the following equation:




































In this equation, one can see clearly that if the volatility risk β increases
then the rate of return of the derivative increases by this increase in β times
the risk-premium µ−rf as well as times γ (one notice by the way the part of
ρ). Hence the introduction of Λ which summaries both terms.
Remark 9 If ρ = 1 then logically γ has no influence.
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2.2 A specific SV model analysis: asymptotic ap-
proximation
In this section, we are going to introduce the framework in which we will
study the previously presented model.
Indeed in the following of our work we will reduce the very general
stochastic volatility model we have previously mentioned to the particular
case when the volatility is fast mean-reverting. This idea has been intro-
duced by [8] and its potency comes from the fact that the authors have
proved that observed market data do exhibit fast mean reversion. They
provide a complete example of an analysis applied to the S&P500 in [10].
For the details and proofs of the results about stochastic processes and
probability theory in this section, we refer the reader to Breiman [2].
2.2.1 The volatility stochastic process: an ergodic Markov
process
The Ornstein-Uhlenbeck process that we have mentioned earlier in part 1.4,
namely:
dYt = α(m− Yt)dt+ βdZˆt (2.13)
is an ergodic Markov process. Processes of this type have the property of
the uniqueness of their invariant distribution.
Definition 10 The invariant distribution of the process Yt is the distribu-
tion pi that has the following property: if Yt0 has distribution pi at t0 then
for any t ≥ t0 Yt has distribution pi.
Furthermore, if the parameter α is large (i.e. in the case of rapid oscil-
lations of (Yt)), then the process must be close to its invariant distribution.
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Remark 11 α, the rate of mean reversion can also be seen as the speed




More intuitively, α−1 can be seen as an auto-correlation time. If α is
small two events of the process taken at two different time will be highly
correlated. On the contrary, if α is big, two values even at close times will
be independent (their covariance will be very low and the process is then
gaussian). Roughly speaking, in this case, because Yt is running on a fast
time scale we can time average to derive the expectation of the process (i.e.
a sufficiently large sample over time is representative of the whole popula-
tion). This is an application of the law of large numbers.
We can express things in a more formal way (a demonstration of the
theorem can be found in [18]):
Theorem 12 Ergodic theorem
For any function g of an ergodic process, g being integrable w.r.t. the distri-
bution of this ergodic process, the long-run time average of the function g is
close to the statistical average (that we denote < g >) or expectation w.r.t.







g(Ys)ds =< g > (2.14)
In the following of our work, we will only consider the particular case
of expectations of functions w.r.t. N(m, β
2
2α) (this distribution being the
invariant distribution associated with the infinitesimal generator LOU of the
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and ν2 = β
2
2α the long-run variance in the process dYt = α(m−Yt)dt+βdZˆt.
We apply this in the particular case of f previously defined ( σt = f(Yt)),








noticing the difference between time average 1T−t
∫ T
t f
2(Ys)ds which is a
random variable and the expected square volatility σ2 under the invariant
distribution:




We will now make the following necessary assumption about f :
Remark 14 For the remaining of the paper, we assume that f is square-




One shall expect thereof that when α is very large, the price of a contract
with a stochastic volatility model should be close to the price derived in
a Black-Scholes model with the constant volatility σ (we will prove it in
section 2.3.3).
Remark 15 Logically enough, it can be proved that when α tends to infinity,
we are in Black-Scholes framework. Indeed the stock price follows then a log-
normal distribution.
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The main idea of the description that follows is to assume that α is big,
or more precisely that α 1T−t , but finite. That means that we are not too
far from Black-Scholes model and we can correct it with additional terms in
order to take into account the new concept tackled comparatively to Black-
Scholes framework, namely stochastic volatility.
Indeed, by an empirical analysis as done in [10], one can prove that
volatility is fluctuating around its mean quite fast in comparison to the
timescale of the option contract (a few months generally). Then we say that
the volatility follows a fast mean-reverting process which implies that α is
big. More precisely, in [10], it is observed that 1/α = 0.004
The stochastic volatility model is treated like a small perturbation from
Black-Scholes model and we can achieve a comfortable asymptotic expansion
of the widely used model.
Remark 16 Since we need α  1T−t , the price we will derive in our de-
scription is not relevant when we are close to the expiry date. That explain
the Boundary Layer Analysis that we will need to carry in part 2.5.
We refer to Blankenship and Papanicolaou [1] or Papanicolaou [20] for
the mathematical theory and methodology of asymptotic analysis.
2.3 A first correction of Black-Scholes Model
This section is going to introduce the first part of the asymptotic expansion
outlined in the previous part 2.2.
Definition 17 We introduce ε = 1α
Under the assumption introduced in the previous part 2.2, we consider
the asymptotic framework where ε → 0. In this part, as shown in [8] we
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will derive a solution of the PDE correct to the order O(√ε) . This solution
will appear to be just a correction of the solution of Black-Scholes PDE
with identical boundary conditions and a constant volatility parameter be-
ing the ergodic average of the stochastic volatility of our model. Further,
the correction term will be only a combination of partial derivatives of this
Black-Schole price and will be independent of the current level of volatility.






σt = f(Y εt )





and the price of the European option derived earlier, with expiry T and





























− P ε) + 1
ε















εL0 + 1√εL1 + L2
)
P ε(t,XT , YT ) = 0
P ε(T, x, y) = h(x)
(2.19)
where we have defined:
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Definition 18 The Black-Scholes operator with the parameter of volatility f(y):













L0 = εLOU = ν2 ∂
2
∂2y
+ (m− y) ∂
∂y











Remark 19 For the rest of our work, we consider that the risk premium Λ
is only dependent on y, continuous and bounded.
By assuming that the PDE (2.19) has a unique solution, we show now that
P ε converges when ε vanishes to 0 and we derive the limit. We will just
derive a second-order correction but will need to tackle further order terms.
We define a development of P ε :
P ε = P0 +
√
εP1 + εP2 + ε
√
εP3 + ε2P4 + . . . (2.20)
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+ (L0P2 + L1P1 + L2P0)
+
√
ε(L0P3 + L1P2 + L2P1)
+ ε(L0P4 + L1P3 + L2P2)
+ . . .
By identification, we have then a system of PDE to solve.

L0P0 = 0 with P0(T, x, y) ?= h(x)
L0P1 + L1P0 = 0 with P1(T, x, y) ?= 0
L0Pn + L1Pn−1 + L2Pn−2 = 0 with Pn(T, x, y) ?= 0,∀n ≥ 2
(2.21)
The issue is we do not know the boundary conditions to apply to the
expansion terms Pi since this expansion is only true far from the boundary,
hence the question marks to represent this unknown aspect. To know what
is the behavior close to t = T , we will have to conduct an other asymptotic
expansion, called an inner expansion (see part 2.5). One should keep in
mind that the equations we have just derived are only true in the domain
where α  1T−t , any solutions for the price we will derive will not be true
around the expiry date. A new set of equations will have to be derived when
studying the price close to expiry in section 2.5.
In the remaining of this particular part, we are going to derive P1 like
in [8], i.e. the following first order correction of the Black-Scholes price :
Theorem 20
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The Black-Scholes price at first order in ε can be written as:
P (t, x) = (P0 +
√
εP1)(t, x) = (P0 + P˜1)(t, x)












with P0 the solution of LBS(σ)P0 = 0 and P0(T, x) = h(x), and V2 =
ν√
2
(2ρ < fφ′ > − < Λφ′ >)
V3 = ρν√2(< fφ
′ >
where φ is formulated later in equation (2.30).
A further expansion has only come more recently in literature. We will
derive the term P2 (i.e. the second order correction) in the succeeding sec-
tion 2.4 like in [4] and [14].
But for now to establish the first order result we will only need to work on
the first four equations of the system (2.21). More precisely : L0P0 = 0 and
L0P1 + L1P0 = 0 will allow us to derive properties on the non dependency
of P0 and P1 w.r.t. y. L0P2 + L1P1 + L2P0 = 0 will provide completely P0
and a rough-shape of P2. L0P3 + L1P2 + L2P1 = 0 will only be studied by
averaging both sides of the equation to derive necessary conditions that will
allow to derive P1.
Concerning averaging, we are going to use the averaging w.r.t. the invari-
ant distribution N(m, β
2
2α) of the Ornstein-Uhlenbeck process as introduced
in equation (2.14).
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2.3.1 Step L0P0 = 0
L0 only impacts the variable y. So if we denote P t,x0 (y), this function is
solution of the homogenous equation of the diffusion chosen for Y:
ϕ′′(y) + (m− y)ϕ′(y) = 0 (2.23)
whose solutions are in the 2-dimensions space generated by constant func-
tions and : y 7→ ∫ y0 e(s−m)2/2ν2ds. The latter exhibits unreasonable growth
at infinity (formally speaking, its square is not integrable w.r.t. the sta-
tionary distribution N(m, β
2
2α) ). Therefore we seek constant solutions for ϕ
(w.r.t. y) and P0 = P0(t, x) does not depend on y.
2.3.2 Step L0P1 + L1P0 = 0
L1 contains two terms differentiating w.r.t. y, so P0 being independent of y
we have L1P0 = 0. Consequently, the equation L0P1 +L1P0 = 0 reduces to
L0P1 = 0.
By the exact same arguments as when studying L0P1 = 0, we can put
forward that P1 = P1(t, x) does not depend on y.
Remark 21 The price corrected at the first order does not depend on y.
This is quite remarkable: at first order, we do not need to know the current
level of volatility to determine the price. This is good news since volatility
is not observable.
2.3.3 Step < L0P2 + L1P1 + L2P0 >= 0
P1 being independent of y, we have L1P1 = 0. Consequently, the equation
L0P2 + L1P1 + L2P0 = 0 reduces to L0P2 + L2P0 = 0. By taking expecta-
tions of both side of the equation with get the following necessary condition:
< L0P2 >= − < L2P0 >.
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We consider the R.H.S., and derive the following result < L2P0 >
(t, x) =< L2 > P0(t, x) with < L2 >= LBS(σ) where we define σ, as in
equation (2.16). One must pay attention to the fact that P0 does not con-
tain y and L2 only contains derivatives w.r.t. x and t but the latter contains
a dependency to y through the term f(y):
< L2ψ > (t, x) =
∫ ∞
−∞



































































=< L2 > ψ(t, x)
= LBSψ(t, x)
We consider now the L.H.S. and derive the following result < L0P2 >= 0













This is an application of integration by parts and we have used the adjoint
operator L∗0 = ν2 ∂
2·
∂2y
− ∂∂y ((m− y)·) which verifies: L∗0Φ = 0.
Consequently, the equation we introduced reduces to< L2 > P0 = LBS(σ)P0 =
0. This is good news for Black-Scholes model, the zero-order term that we
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found is indeed the price given by Black-Scholes model with the constant
volatility parameter σ being the ergodic average of the stochastic volatility
and the terminal condition P0(T, x) = h(x).
Remark 22 For now, we still do not know that P0 must match this partic-
ular terminal condition. See section 2.5 and precisely 2.5.1
2.3.4 Step L0P2 + L1P1 + L2P0 = 0
Now that we have derived P0 from < L0P2 + L1P1 + L2P0 >= 0, we use it
to derive P2 from L0P2 + L1P1 + L2P0 = 0 . In other words, the RHS in
L0P2 = −L2P0 is known.
First, we carry out a transformation: we substract < L2P0 >= 0 from






(obvious when looking at equation (2.24)).








f(y)2 − σ2) (2.27)
We will derive p2(x, t) in a further step and only focus now on the first term
in P2. The equation (2.27) boils down to solving the more general Poisson
equation for χ(y) w.r.t. the operator L0 in the variable y, which will be used
several times later in the paper for various g(y) :
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Solving this equation can be done very easily (the homogenous equation
associated has already been tackled in equation (2.23)). Indeed we first
consider the equivalent equation:
ν2ϕ′(y) + (m− y)ϕ(y) = −g(y)
Solutions of the homogenous equation ϕ′(y) + (m− y)ϕ(y) = 0 is generated
by constant functions and functions like ϕ0 : y 7→ e(y−m)2/2ν2 . Applying the
‘variation of the constant’ method, we can find a particular solution of the
equation (2.3.4) by plugging y 7→ λ(y)e(y−m)2/2ν2 = λ(y)ϕ0(y) into it:
ν2λ(y)ϕ′0(y) + ν
2λ′(y)ϕ0(y) + (m− y)λ(y)ϕ0(y) = −g(y)
























Finally, by taking expectation in the poisson equation (2.28), one shall





since we had < L0χ >= 0 (see equation (2.25)). So we get constant = 0
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and we have the final result (we will not need to derive χ):









We rewrite this result in a general form since we will need it again later:
Proposition 23 The solution of

















In our present particular case, we need to solve equation (2.26). So if we




f(y)2 − σ2) (2.29)
then we obtain the result of equation (2.26) namely:












f(s)2 − σ2) e−(s−m)2/2ν2ds) e(y−m)2/2ν2
(2.30)
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2.3.5 Step < L0P3 + L1P2 + L2P1 >= 0
< L0P3 >= 0 as seen in 2.25, so the equation considered reduces to <
L1P2 + L2P1 >= 0 and using (2.24): LBSP1 = − < L1P2 >. It is just a
Black-Scholes equation with a RHS containing the new parameters we have
introduced : the correlation ρ and the volatility risk premium Λ. We develop
the RHS:

































Going further, and denoting D(k) = xk ∂k∂xk :





































Now taking expectations :













ν < Λφ′1 > D(2)P0(t, x) (2.33)
=− LBS(σ)P1
We introduce the following notations:
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Definition 24

V2 = ν√2(2ρ < fφ
′
1 > − < Λφ′1 >)








where φ1 is defined in equation (2.30).





P0(t, x) = H(t, x) (2.34)
Now since
LBS(σ)(D(k)P0) = D(k)LBS(σ)P0 (2.35)
= 0
we have :
LBS(σ)H = 0 (2.36)
And we notice:
LBS(σ) (−(T − t)H) = H − (T − t)LBS(σ)H
so that we finally derive the first-order correction:


















where p1(t, x) is one solution of LBSp1(t, x) = 0.
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To determine p1(t, x) we would need to know the boundary condition
that applies to P1(t, x). The boundary layer analysis that we carry in part
2.5 secures the fact that we need P1(T, x) = 0 (see precisely 2.5.2) so that
p1(t, x) = 0. Consequently we will retain the following equation:












This completes the proof of Theorem 20. The price at this order depends
on three parameters σ, V2 and V3 which summarize α,m, β, ρ, f, γ, µ. We
will try later to show how to find these three parameters by calibration based
on prices from the market.
2.4 A further correction of Black-Scholes Model
All the previous calculus were necessary in our aim to derive P1. Particulary
we even needed to derive the rough-shape of P2. This part is now devoted
to complete the description of P2. This was not tackled in the early work
of Fouque, Papanicolaou and Sircar [8] and the explicit derivation of P2 was
only achieved by Howison [14].
In what follows, we are going to derive P2, i.e. the following second order
correction of the Black-Scholes price :
Theorem 25
The second order correction in ε of the Black-Scholes price can be written
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as:












From the system (2.21), we will work on the equations L0P3 + L1P2 +
L2P1 = 0 that will provide a rough-shape of P3, and < L0P4 + L1P3 +
L2P2 >= 0 that will provide P2. But the form of P2 will still contain an
unknown term that will only be determined later by boundary analysis. But
in this latter analysis, we will still use many results that we have derived in
the previous sections.
2.4.1 Step L0P3 + L1P2 + L2P1 = 0
In the previous paragraph, we have just used the stationary behavior of the
equation L0P3 + L1P2 + L2P1 = 0 to derive P1 (that is we have just used a
solvability condition), now that we know P1 we can use its general form as
well to derive P2 :
L0P3 = −L1P2 − L2P1
< L0P3 > = 0 = − < L1P2 > − < L2P1 >
That provides by substraction:
L0P3 =< L1P2 > −L1P2+ < L2P1 > −L2P1
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Pulling from equations (2.31) and (2.33) :

















< L1P2 > (t, x) = −
√
2










2 ν < Λφ
′
1 > D(2)P0(t, x)
and since































f(y)2 − σ2)D(2)P1(t, x) (2.41)
In the same way we introduced φ the solution of the poisson equation
L0χ(y) + g(y) = 0 for g(t, x, y) =
(
f(y)2 − σ2), we introduce know φ2
and φ3, the solutions of the same equation with respectively g(t, x, y) =
(f(y)φ′1(y)− < fφ′1 >) and g(t, x, y) = (Λ(y)φ′1(y)− < Λφ′1 >). To sum up,
we need φ1, φ2 and φ3 which verifies:




f(s)2 − σ2) e−(s−m)2/2ν2ds) e(y−m)2/2ν2
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ν (φ3 + c3(t, x))D(2)P0(t, x) + u2(t, x)
− 1
2
(φ1 + c1(t, x))D(2)P1(t, x) + u3(t, x) (2.42)
We just introduce the functions ui(t, x) by similarity to equation (2.26), but
one shall not pay too much attention to them since we will only need ∂∂yP3.
2.4.2 Step < L0P4 + L1P3 + L2P2 >= 0
The purpose of this step is just to derive equation p2 introduced in (2.26).


























ν (φ3 + c3(t, x))D(2)P0(t, x)
− 1
2
(φ1 + c1(t, x))D(2)P1(t, x)
)
>
Hence the fact that we do not need to derive the constants ui(t, x):
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< L1P3 >=
(
ρ2ν2 < fφ′2 >
(
2D(1)D(2) +D(1)D(3)
)− Λρν2 < φ′2 > (2D(2) +D(3))









ρ < fφ′1 > D(1)D(2) − Λ < φ′1 > D(2)
)
P1(t, x)
We manipulate the first term in the LHS:
(
ρ2ν2 < fφ′2 >
(
2D(1)D(2) +D(1)D(3)
)− Λρν2 < φ′2 > (2D(2) +D(3))












ρ2ν2 < fφ′2 >
)
using the following trivial formulas :

D2(1) = D(1) +D(2)
D(1)D(2) = 2D(2) +D(3)
D(1)D(3) = 3D(3) +D(4)
(2.43)





P0(t, x) can be rewritten as P1(t, x) = −(T−t)
(
(V2 − 2V3) + V3D(1)
)






ρ < fφ′1 > D(1)D(2) − Λ < φ′1 > D(2)
)
P1(t, x)






ρ < fφ′1 > D(1)D(2) − Λ < φ′1 > D(2)
)
(
(V2 − 2V3) + V3D(1)
)D(2)P0(t, x)






− Λ < φ′1 > (V2 − 2V3)
+D(1)(ρ < fφ′1 > (V2 − 2V3)− Λ < φ′1 > V3)
+D2(1)ρ < fφ′1 > V3
)
D2(2)P0(t, x)
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We rewrite the complete equation :













ρ2ν2 < fφ′2 >
)






− Λ < φ′1 > (V2 − 2V3)
+D(1)(ρ < fφ′1 > (V2 − 2V3)− Λ < φ′1 > V3)












5ρ2ν2 < fφ′2 > −Λρν2 < φ′2 > −ρν2 < fφ′3 >
)




















ρ < fφ′1 > V3
)
so that we can write:
< L2P2 >= − < L1P3 >= −(D(2)α2 +D(3)α3 +D(4)α4
+(T − t)(α5 +D(1)α6 +D2(1)α7)D2(2))P0(t, x)
(2.44)
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Now we develop:











the last equality coming from the fact described in equation (2.35).
The solution are of the following form:
P2 = +
(




(T − t)2(α5 +D(1)α6 +D2(1)α7)D2(2)
)
P0(t, x) + p2(t, x) (2.45)












(T − t)2(α5 +D(1)α6 +D2(1)α7)D2(2)
)
P0(t, x) + p2(t, x) (2.46)
The term p2(t, x) is dictated by payoff conditions. We are going to derive
these conditions by boundary layer analysis in the next section.
2.5 Boundary Layer Analysis
In our quest to derive the price corrected to second order, there are two
remaining tasks: to derive p1(t, x) which appeared in equation (2.37) and
p2(t, x) in equation (2.46).
The work we have conducted in the previous section is based on the
setting of the equation (2.19) and the development in (2.20), which both
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come from the main assumption that ε → 0. This assumption as already
said is not true when close to the expiry of the derivative.
To derive the boundary conditions on the correction terms of the price,
we do need however to look into the behaviour of the derivative when close
to expiry. So now we are going to set a new problem and solve it by approx-
imation developments. These developments will be only true in this precise
layer close to expiry and we will talk of an “inner expansion” in contrast
with the “outer expansion” we carried in the previous section.
We consider then a layer near t = T of size O(ε) and define the new
inner time variable τ by:
Definition 27
t = T + ετ with τ < 0
and we carry now our analysis w.r.t. x, y and τ (instead of x, y and t) and
introduce for this cause a new set of notations denoted by the ˜ symbol.









































which is to be compared with equation (2.18) and is just slightly different
from it.
Remark 28 To better understand the results, we will need to keep in mind
that t → 0 corresponds to τ → −∞, or more precisely, P ε(t = 0, x, y)
corresponds to P˜ ε(τ = −∞, x, y).
We write it in the same formal way as in the outer expansion but with
slightly different operators (the modification simply consists of switching the
position of the derivative w.r.t. t).




εL0 + 1√εL1 + L2
)
P˜ ε(t,XT , YT ) = 0
P˜ ε(T, x, y) = h(x)
where :






+ (m− y) ∂
∂y











The Black-Scholes operator loses its derivative w.r.t. t:








And we expand P˜ ε(τ, x, y) in the same way:
P˜ ε = P0 +
√
εP˜1 + εP˜2 + ε
√
εP˜3 + ε2P˜4 + . . . (2.48)
And the PDE (2.5) can be rewritten in order to obtain a system of PDE.
However, comparatively to the outer expansion we will not need to go as far










+ (L˜0P˜2 + L˜1P˜1 + L˜2P˜0)
+ . . .
The difference in this framework is that the boundary conditions for the
P˜1 are known. The system of PDE to solve is precisely:
L˜0P˜0 = 0 P˜0(T, x, y) = h(x)
L˜0P˜1 + L˜1P˜0 = 0 P˜1(T, x, y) = 0
L˜0P˜n + L˜1P˜n−1n+ L˜2P˜n−2n = 0 P˜n(T, x, y) = 0,∀n ≥ 2
These equations are now valid around the expiry date contrarily to the
ones we derived earlier in equation (2.21).
When reading the following of this part, one should keep in mind that
the target is to derive p1(t, x) which appears in equation (2.37) and p2(t, x)
from equation (2.46).
Similarly to what has been done before, we will only focus on the first
equations of the system. L˜0P˜0 = 0 and L˜0P˜1 + L˜1P˜0 = 0 will allow us to
derive p1(t, x). Further,< L˜0P˜2 + L˜1P˜1 + L˜2P˜0 >= 0 and L˜0P˜2 + L˜1P˜1 +
L˜2P˜0 = 0 will allow us to derive p2(t, x) and conclude on the form of P2.
2.5.1 Step L˜0P˜0 = 0
P˜0 = h(x) verifies the equation L˜0P˜0 = 0 and the boundary conditions as
well:
when τ = 0 , P˜0(τ = 0, x, y) = h(x) (2.49)
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so we can conclude that
P˜0(τ, x, y) = h(x) (2.50)
Matching zeroth-order inner and outer expansions
The outer price at zero-order P ε(t, x, y) = P0(t, x) as t → T matches auto-
matically P˜0 if we take P0 the solution of LBS(σ)P0 = 0 and P0(T, x) = h(x).
2.5.2 Step L˜0P˜1 + L˜1P˜0 = 0
P˜1 = 0 verifies the equation L˜0P˜1 + L˜1P˜0 = 0 and the boundary conditions
as well:
when τ = 0 , P˜0(τ = 0, x, y) = h(x) (2.51)
so we can conclude that
P˜1(τ, x, y) = 0 (2.52)
Matching first-order inner and outer expansions
We are now able to establish entirely p1(t, x) which appeared in equation
(2.37) by matching the two expansions we have derived.
The outer price at first order P ε(t, x, y) = P0(x, y) +
√
εP1(t, x) when
using the complete form

















is, as t→ T :
P ε(t, x, y) = P0(x, y) +
√
εp1(t, x) +O(ε) (2.53)
since the main term in P1(t, x) contains (T − t) which means it only con-
tributes O(ε3/2) to the inner expansion of the outer solution.
2.5 Boundary Layer Analysis 43
So in order to match with the inner expansion, i.e. the fact that P˜1 = 0
we verify that we have p1 = 0 as we announced earlier in (2.38).
2.5.3 Step < L˜0P˜2 + L˜1P˜1 + L˜2P˜0 >= 0
P˜2 = 0 must verify the equation L˜0P˜2 + L˜1P˜1 + L˜2P˜0 = 0 which reduces to
L˜0P˜2 = −L˜2P˜0 = −L˜2h(x) = −L2h(x) (2.54)
where we have used the fact that h(x) does not depend on τ . Moreover
P˜2 = 0 must also verify the boundary condition:
when τ = 0 , P˜2(τ = 0, x, y) = 0 (2.55)
We transform the equation, using the notations of the outer expansion and






f(y)2 − σ2)D(2)h(x)− LBSh(x) (2.56)
Taking expectations:






< f(y)2 > −σ2)D(2)h(x)− LBSh(x) (2.57)
which, using results previously derived, namely that < L0P˜2 >= 0 as seen
in equation (2.25) and < f2 >= σ2 the equation reduces to
∂ < P˜2 >
∂τ
= LBSh(x) (2.58)
Now we integrate and use the boundary condition P˜2(τ = 0, x, y) = 0:
< P˜2 >= −τLBSh(x) (2.59)
this result will become useful soon when trying to formulate the constant
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terms after integrating P˜2.
2.5.4 Step L˜0P˜2 + L˜1P˜1 + L˜2P˜0 = 0
We start again from equation (2.56)






f(y)2 − σ2)D(2)h(x)− LBSh(x) (2.60)
Here we need to remember that the purpose of our boundary layer analysis
is just to know the limiting behavior of P˜2 as τ → −∞ in order to explicit
the last term in the second-order outer expansion (2.45). We introduce P˜∞2 ,




(φ1(y) + c1(t, x))D(2)h(x)− τLBSh(x) + p˜2(x) (2.61)
Now we want to explicit p˜2, we calculate expectations in both sides of the
last equation:
< P˜∞2 >= −
1
2
(< φ1 > +c1(t, x))D(2)h(x)− τLBSh(x) + p˜2(x) (2.62)




(< φ1 > +c1(t, x))D(2)h(x) (2.63)
The general solution P˜2 of (2.56) is the sum of the particular solution just
derived and the solution of the homogenous equation associated : L˜0P˜2 =
L0P˜2 + ∂P˜2∂τ = 0 which vanishes for large and small σ and consequently
vanishes when τ → −∞.
So when looking at the matching of the outer and inner second-order
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expansion, that is when τ → −∞ we can just check that
P2 → P˜∞2 = −
1
2
(φ1− < φ1 >)D(2)h(x)− τLBSh(x) (2.64)
Matching second-order inner and outer expansions
So we now check precisely the matching of the outer and inner second-order
expansion, so that we will now be able to derive rigourously p2(t, x) from
equation (2.46).
When rewriting the outer expansion in inner variables, we get:
P ε(T + ετ, x, y) =P0(T + ετ, x, y) +
√
εP1(T + ετ, x, y) + εP2(T + ετ, x, y) + o(τ)

















since P1 and P2 factors containing (T − t) would only appear at further
orders.














Using the property of the solutions of Black-Scholes equation namely
∂
∂tP0(τ, x) = LBSh(x) we obtain the equation






(T, x) + p2(T, x)
)
+ o(τ)
which is to be matched with the inner expansion τ → −∞ form when just
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derived:










< φ1 > D(2)h(x)





< φ1 > D(2)P0
To sum up, we have now P2 and we can write :
P ε(t, x) =P0(t, x) +
√












(φ1(y)− < φ >)D(2)
−
(









α1 = −12 (φ1(y)− < φ >)
Then we can write
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This complete the proof of Theorem 25.
Remark 31 α1(y) is the only source of dependency on y.
Chapter 3
Use of the model
In this chapter, we describe in 3.1 the new volatility smile correspondent
to our model and tackle calibration issues. Later in 3.2, we rough out sev-
eral possible hedging strategies and show how to hedge a derivative position
more accurately than the simple Black-Scholes Delta hedging method.
3.1 Calibration
In the Black-Scholes world where the implied volatility surface is flat across
time and strike, prices are wrong. Our new model allows to encompass more
subtle behaviors of the implied volatility surface and therefore to derive more
accurate prices. Indeed as we said earlier, the common methodology in the
industry is to first choose the parameters of the model allowing fitting the
model smile with the observed smile as closely as possible. Secondly prices
are computed using our model formulas with the new parameters.
We are going to show how to retrieve the parameters V2 and V3 from the
volatility surface by studying the particular case of a put : h(x) = (K−x)+.
σ can be obtained through empirical analysis.
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In this case, the price of the option is


























And we have used the traditional notations for the cumulative probability


















T − t (3.2)
∂
∂x







T − tg(d+) (3.4)
∂3
∂x3












that we put in equation (2.38) to get:




T − t− V3d+) (3.6)
so that:





T − t− V3d+) (3.7)
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3.1.1 First-order correction of the implied volatility surface
As we proceeded for the price P, we develop I(t, x,K, T, σ):
I(t, x,K, T, σ) = I0 +
√
εI1 + εI2 + ε
√
εI3 + ε2I4 + . . . (3.8)
where we have simplified Ii(t, x,K, T, σ) in Ii for the ease of notation when
expressions get lengthy. With the precision that we have chosen, we only
need I0 and I1. By definition:
PBS(t, x,K, T, I) = Pobs (3.9)
If our model is true:
PBS(t, x,K, T, I) = P0 +
√
εP1 + εP2 + ε
√
εP3 + ε2P4 + . . .
and by developing PBS(t, x,K, T, I):






(t, x,K, T, I0) + . . .
Now by identification:
I0(t, x,K, T, σ) = σ
I1(t, x,K, T, σ) =
P1(t, x)
∂PBS




















((V2 − V3)− V3 d+
σ
√
T − t) +O(ε)
Then we can derive the corrected implied volatility at first order, which does
depend on the strike K and the time to maturity (T − t) :
I(t, x,K, T, σ) = σ −√ε 1
σ
((V2 − V3)− V3 d+
σ
√
T − t) +O(ε)
And by developing d+ :













In practice, when studying the implied volatility surface at a particular point
in time (i.e. t and x are fixed), one will look at the function:
(K,T − t) 7→ aln(K/x)
(T − t) + b+O(ε) = a · κ+ b+O(ε) (3.11)
where:
Definition 32 We introduce the variable κ(t, x;K,T ) = ln(K/x)(T−t) , the so-
called log-moneyness-to-maturity ratio
Practitioners will try to choose the coefficients in (3.11) so that the function
matches at best the empirical volatility surface. Using an Excel spreadsheet
one can easily regress the empirical implied volatilities for different K and
x on the previous function. Once a and b found, we can solve the system:
 a = −
V3
σ3
b = σ − 1σ (V2 − V3( rσ2 + 32)
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Figure 3.1: The Smile: Implied Volatilities of Yahoo Options on Nov 24,
2006 for different K and a fixed maturity: Jan 28, 2009.
and find:  V3 = −aσ
3
V2 = σ(σ − b− a(r + 32σ2)
Here σ appears as a parameter because in practice an empirical analysis
easily provides this average volatility. Since I ' b when K = x, b can be
viewed as the at-the-money implied volatility.
At first order, the implied volatility is just a monotonic function of K,
proportional to ln(K). It does not exhibit a smile.
When looking at an empirical smile (figure 3.1) across strikes (and fixed
maturity), it is usually observed that the assumption of linearity in ln(K) is
not valid. We feel that we need to conduct the development to the second-
order.
Remark 33 In the case of equity options the graph of the volatility smile
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is downward sloping like in our examples. Also the term volatility skew is
often used instead of volatility smile.
On top of that, if we plot the smile for different maturities as in figures
3.2 and 3.3, we start to understand that the parameter κ does not allow
to encompass entirely the dependence in T − t. In other words, since the
slope of the skew increases highly with expiration, the previous parameters
a and b we would derive from the smile would not remain robust at all across
maturities.
The development to the second-order of the smile in our model will allow
for a more subtle dependence on T − t.
3.1.2 Second-order correction of the implied volatility sur-
face
In order to get a better understanding of the volatility surface in our model
of pricing, we try now to establish the following result about the form of
I(t, x, y,K, T ) = I(t, κ, y, T ) as done in [4]:
I(t, κ, y, T ) =
c(y)
T − t + a0 + a1κ+ a2κ





One should note that the implied volatility at this order of precision is
now dependent on y instead of σ only. We develop at a further order
PBS(t, x,K, T, I):



















(t, x,K, T, I0)
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Figure 3.2: The Smile: Implied Volatilities of Yahoo Options on Nov 24,
2006 for different strikes and different maturities (expressed in years).
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Figure 3.3: [Continued] The Smile: Implied Volatilities of Yahoo Options
on Nov 24, 2006 for different strikes and different maturities (expressed in
years).
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(t, x,K, T, σ) =x · √T − t · g(d+)
∂2PBS
∂σ2
(t, x,K, T, σ) =x · √T − t · g(d+) · (−d+) ∂
∂σ
(d+) = x ·
√
T − t · g(d+) · d+ · d−/σ



















Now from equation (3.13) we would like to formulate I2 w.r.t. the co-
efficients αi which is quite an intricate task when looking at the RHS. We










(t, x,K, T, σ) =− g(d+)






(t, x,K, T, σ) =
g(d+)








(t, x,K, T, σ) =
g(d+)








(t, x,K, T, σ) =
g(d+)





d+ has the form a · κ+ b so it is clear from the equations above that I2
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is a polynomial of degree 4 in κ. Indeed:
I2(t, x,K, T, σ) =− 12σI
2










T − t g(d+)
=
α1(y)















































T − t +
3− 6d2+ + d4+
σ2(T − t)
)




T − t g(d+)












1(T − t) + p02(T − t)2
)
Q1(T − t) =p10 + p11(T − t)
Q2(T − t) =p20 + p21(T − t)
Q3(T − t) =p31(T − t)
Q4(T − t) =p41(T − t)
where the pji notations are coefficients.
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Remark 35 p00(y) is the only coefficient depending on y as α1(y) was the
only source of dependence in P2.
We now compile the results:
I2(t, κ, y, T ) =− 12σI
2





Recalling equation (3.10) i.e. that the implied volatility surface at first order
has the form a · κ+ b and developing d+d−, we can put forward
− 1
2σ
I21 (t, κ, y, T )d+d− = −
1
2σ









which provides terms of the form (T − t)bkκi for i[0, 4] with bk constant.
And using the form we derived for Q0(y)(T − t) and
∑4
i=1Qi(T − t)κi, it is
easy to conclude what we were looking for:
I(t, κ, y, T ) =
c(y)
T − t + a0 + a1κ+ a2κ





where the ai notations are constants and c(y) = p00(y) =
α1(y)
σ is the only
source of dependency on y.
At first order, the implied volatility was just a monotonic function of K,
proportional to ln(K). We can see on Figure 3.4 that it was leading to a poor
fitting to the data. Introducing more parameters provides us with a much
better fitting of the curve as it is observed on figure 3.5. In other words, we
can extract much more information from the market. But of course, it raises
the question of the robustness of the parameters since robustness decreases
as more degrees of freedom are introduced. Also, one could question this
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Figure 3.4: The Smile: Implied Volatilities of Yahoo Options on Nov 24,
2006 and regression on a · κ+ b. Our estimation provides a slope a = −0.43
and an intercept b = 0.32
idea because of the new presence of the dependence of y. Moreover we feel
that our model will be more powerful when T − t is large, so that the first
term in I vanishes.
In practical applications, one would regress the empirical smile on 1/(T−
t),κ, κ2, (T − t),(T − t)κ, (T − t)κ2, (T − t)κ3 and (T − t)κ4 in order to
determine the nine parameters in (3.17). Then one would use numerical
methods to retrieve the parameters of our model, namely V2, V3 and the αi
(a total of nine parameters). One more time, σ is obtained through empirical
analysis.
3.1 Calibration 60
Figure 3.5: The Smile: Implied Volatilities of Yahoo Options on Nov 24, 2006
for different K and a fixed maturity: Jan 28, 2009 and 4th-order polyno-
mial regression. Here considering maturity T fixed, the estimation provides:
0.32 + 0.06 · x− 0.13 · x2 − 9.24 · x3 − 13.22 · x4
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3.2 Hedging Strategies
In this part, we use the results that we have established in the previous
parts to try to hedge a derivative position more accurately than the simple
Black-Scholes Delta hedging method. More precisely, we show in details how
in the stochastic volatility model we have introduced we can hold positions
on the underlying asset in order to reduce the exposure to the risk of writing
a derivative. But contrarily to the case in the Black-Scholes framework, the
market here being incomplete, one shall only expect to reduce the risk to a
certain level and not to eliminate it completely. The dilemma of the agent
stands between the cost of hedging to a certain level and the risk of not
hedging enough.
There are several ways an agent can hedge its financial positions, de-
pending notably on his willingness to take risk. We will only consider two
different approaches an agent may choose:
These hedging methods when tackling 1/
√
α level of precision on the
cumulative cost or 1/α on the distance to the derivative price have been
presented in [8]. We show to what degree they can be extended to a further
level of precision in two cases.
First we study when the agent tries to hedge on average its position,
that is to null at a certain order the cost on average of its hedging strategy.
Second we look at when he tries to keep its hedging portfolio as close as
possible to the derivative price (that is to a certain level of precision). In
this case, we will actually use the more accurate derivative price that we
have established in parts 2.3, 2.4 and 2.5, to stay closer to the price than
the Black-Scholes Delta Hedging allows. This is a criterion an agent would
chose particularly in the case of an American option in which the contract
may be exercised at any time before expiry.
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3.2.1 Black-Scholes Delta Hedging in Black-Scholes frame-
work
In this section and only in this one, we will consider the Black-Scholes frame-
work, where the volatility is said to be constant. This is only tackled for the
sake of comparison with the next methods of hedging we will delve into.
dXt = µXtdt+ σtXtdWt
It is well known that in this model a short position in a European deriva-
tive paying h(Xt) can be perfectly hedged (the market is indeed complete).




bt(t,Xt) = e−rt(P0(t,Xt)−Xt ∂P0∂x (t,Xt))
at being the Delta units invested in the risky assets at time t and bt being
the units invested in riskless bonds or in a cash account that offer a deter-
ministic return r.
We recall why this portfolio is a) perfectly replicating the derivative and b)
self-financing:
First, for any t,the value of the portfolio atXt+ btert is exactly P0(t,Xt)
and in particular at expiry, its value is P0(T,XT ) = h(XT ).
Second, we look at the self-financing property. A portfolio is said self-
financing when its variations follow at any time the variations of the security
being replicated without adding or taking out money from the portfolio.
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Hence the result :
dP0(t,Xt) = at(t,Xt)dXt + bt(t,Xt)d(ert)
Put into words, at any time the variations of the portfolio exactly match
the variations of the derivative price in the market.
We then have seen that in the Black-Scholes world, it is possible to hedge
perfectly a derivative position by a self-financing portfolio containing only
units of bonds and units of the underlying risky asset.
For the remaining of this section on hedging we come back to our stochas-
tic volatility model :

dXt = µXtdt+ σtXtdWt
σt = f(Yt)
dYt = α(m− Yt)dt+ βdZˆt
In this incomplete market, no portfolio containing only non-risky assets
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and the underlying risky assets will be able to perfectly match the price of
the derivative. Moreover, holding an efficient hedging portfolio will have a
cost in this case.
3.2.2 Black-Scholes Delta Hedging in the SV framework
In this section, we consider an agent holding the same Delta hedging strategy




bt(t,Xt) = e−rt(P0(t,Xt)−Xt ∂P0∂x (t,Xt))
with P0 being the solution of the Black-Scholes equation with σ¯ =
√
< f2 >
as already seen before : LBS(σ)P0(t,Xt) = 0. We are going to prove that




(Bt +Mt) +O( 1
α
)
where Mt is a martingale of mean 0 but E(Bt) 6= 0 at this order.
At any time, the value of the portfolio verifies at(t,Xt)Xt+bt(t,Xt)ert =
P0(t,Xt), and in particular, its value at the expiry of the derivative is h(x),
in other words the portfolio replicates the derivative at maturity. How-
ever contrarily to the case in Black-Scholes framework, we do not have :
at(t,Xt)dXt + bt(t,Xt)d(ert) = dP0(t,Xt). Holding the portfolio has now a
cost. We highlight it by introducing the following definition:
Definition 36 The infinitesimal cost dCt of a hedging strategy is the dif-
ference between the variation of the derivative value and the variation of the
value of the portfolio caused by the market variations. The cumulative cost
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With this definition, if dCt > 0, the agent needs to add some money to
the portfolio; if dCt < 0, the agent needs to take out some money from the
portfolio;

























































in which we have just used the fact that P0 follows the Black-Scholes PDE.
The writer of the derivative receives say P ε = P0 +
√
εP1 + εP2 at time
t = 0, where P1 and P2 can be positive or negative. He invests P0 in the
portfolio at time t = 0, more precisely a0 in the underlying risky asset and
b0 in the bonds. And he borrows or lends to the bank
√
εP1+ εP2. Then to
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if it is positive or receive it otherwise.
Remark 37 The cost of maintaining the portfolio will be smaller as the
actual volatility f(Yt) stay closer to the average volatility σ. This was ex-
pected: if the actual volatility do not depart much from the constant volatil-
ity used in Black-Scholes model, then Black-Scholes Delta Hedging, which is
self-financing in a Black-Scholes world should be close to be a self-financing
strategy.
The cost of maintaining the portfolio will be also smaller as the convexity
of the x 7→ P0(t, x) is closer to 0. That is logical since the volatility terms


































so that the adjusting costs of the portfolio decrease.
This is a generalization of the ergodic theorem 2.14 and is precisely the
averaging effect. We are going to derive a second order development of the
cost Ct as α gets close to ∞ in order to get a better understanding of the
cost implied by our hedging strategies. We shall demonstrate the following




(Bt +Mt) +O( 1
α
)
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where Bt and Mt will be explicitly given later.
The demonstration needs the function φ1 introduced earlier. We recall





where L0 is the Ornstein-Uhlenbeck operator as in Definition 18.





















































































where we have introduced:
Definition 38
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(Mt) is obviously a martingale w.r.t. the invariant distribution of (Y ). It is
of mean 0 ((M0) = 0).
The term Mt being of mean 0 does not introduce any bias in C1t and do
not need other developments. But in our attempt to establish an asymptotic
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We analyze each of the terms. The first term is clearly of order 1/α since Y
does not appear in the differentials, and X2t
∂2P0
∂x2
(t,Xt) being bounded is of
order 1 w.r.t. α.







is of order 1
w.r.t. α.









are bounded i.e. of order 1 w.r.t. α. However, if the averaging effect takes
place on φ′1f we do not know if it is centered w.r.t. the invariant distribution
of Y (contrarily to the term f2− σ we mentioned before). So we assume by
default that the third term is of order 1/
√
α (except if < φ′1f >= 0).
The fourth term Mt has a mean 0 at order 1 w.r.t. α as we previously
said (but φ′ is also not centered w.r.t. the invariant distribution of Y ).
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The termMt introduces no bias. On the opposite side, we have : E(Bt) 6=
0 which can be of either sign. This way of hedging is not self-financing to
the order 1/
√
α. A good way to improve this first strategy would be by
simply trying to eliminate this term, so that Mt only remains.
Remark 40 The term Bt is a term related to the cost of the correlation
effect only. This cost vanishes when there is no correlation between stock
and volatility.
3.2.3 A Mean Self-Financing strategy in the SV framework
(to the order 1/
√
α)
We try now to eliminate the term Bt in the cumulative cost of the strategy




Mt +O( 1α). In fact, we just push the bias to the next order
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which when taking expectation of the cumulative cost will generate a term
of order 1/α thanks to the averaging effect.













Q˜1(T,XT ) = 0 for any XT
Q˜1(t,Xt) can easily be derived (this partial differential equation is closely
similar to equation (2.34) and we use the property in equation (2.35)):




























bt(t,Xt) = e−rt((P0 + Q˜1)(t,Xt)−Xt ∂(P0+fQ1)∂x (t,Xt))
(3.20)
At any time, the value of the portfolio verifies at(t,Xt)Xt+bt(t,Xt)ert =
(P0 + Q˜1)(t,Xt), and in particular, its value at the expiry of the derivative
is h(x), i.e. the portfolio replicates the derivative at maturity.
We derive its infinitesimal variation thanks to Itoˆ’s formula:
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While the variation of the value of the portfolio caused by the market vari-
ations is:










The infinitesimal cost is then:




















































































In the last integral, the average effect applies to ∂
2fQ1
∂x2
which is of order
1/
√
α, so the whole integral is of order 1/α.
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The second integral is precisely C1t that we studied and expanded in the
previous section 3.2.2. As we designed, the first integral combines with the
term of order 1/
√
α in the expansion of C1t that we wanted to eliminate, so























































Using the average effect that we have seen before, one can prove similarly
that the first integral is of order 1/
√
α and then the first term of order 1/α.







One might be tempted to follow further this approach and try to add an




bt(t,Xt) = e−rt((P0 + Q˜1)(t,Xt)−Xt ∂(P0+fQ1)∂x (t,Xt))
to push the bias to the next order in the same way as Q˜1 did. The problem
is there are now a few terms of order 1/α to eliminate in the cumulative cost
of the strategy derived in equation (3.21):



















ds as in 3.19


















depending on the order of R˜1













And in fact, the idea of choosing Q˜1 solution of an equation like in
Definition 41 was worth because we could choose a function independent
of Yt. This approach was taking advantage of the averaging effect and was
only possible thanks to its application. But to choose in the same way a R˜1
eliminating the terms in the cumulative cost that we just listed would require
that R˜1 depends on Yt. This prevents us from trying to do so since in reality
Yt is unobservable and one prefer to hedge simply with linear combination
of the greeks that is: D(3)P0...
Getting back to the portfolio (3.20), we can say to conclude that this
particular portfolio replicates the derivative at expiry and is self-financing
on average. However, it does not stay close to the value of the derivative
between 0 and T since the difference is (P ε − (P0 + Q˜1))(t,Xt) which is
of order 1/
√
α. One may prefer to keep its portfolio value close to the
derivative at any time, for example in the case of an American contract
where the contract may be exercised at any time. We are going to take
advantage of the more accurate price we derived earlier in the thesis.
3.2.4 A strategy replicating to order 1/
√
α at any time in the
SV framework
We choose now a portfolio so that at any time, its value verifies at(t,Xt)Xt+
bt(t,Xt)ert = (P0 +
√
εP1)(t,Xt), and of course, its value at expiry of the
derivative is h(x). We try:


















































Whereas the variation of the value of the portfolio caused by the market
variations is:




























































Since we have LBS(σ)P0(t,Xt) = 0 and from equation (2.33) (denoting
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ν < Λφ′1 > D(2)P0(t, x)















(f(Yt)2 − σ2)D(2)(P0 +
√
εP1)(t,Xt)dt


































For the same reason as in the case of Q˜1, the last term is of order 1/α.
The first and the third term are combined in 1√
α
Mt+O( 1α) as we have just















Contrarily to the previous chosen portfolio, the hedging portfolio has a
cost on average different from 0 at order 1/
√
α. This term also increases the
variance of the cumulated cost. It is the price one has to pay in order to repli-
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cate the derivative closely at any time. It is due to the fact that the volatil-
ity is stochastic. More precisely the additional bias only features volatility














3.2.5 A strategy replicating to order 1/α at any time in the
SV framework
We consider now how feasible it is to try to stay even closer to the price of
the derivative using the price corrected to order 1/α that we derived earlier.
We choose a portfolio so that at any time, its value verifies at(t,Xt)Xt +
bt(t,Xt)ert = (P0 +
√
εP1 + εP2)(t,Xt), and of course, its value at expiry of






bt(t,Xt) = e−rt((P0 +
√
















































Now we use LBS(σ)P0(t,Xt) = 0, equation (2.33) and equation (2.44),namely:
LBS(σ)P2 = −
(D(2)α2 +D(3)α3 +D(4)α4
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(f(Yt)2 − σ2)D(2)(P0 +
√
εP1 + εP2)(t,Xt)dt
We write now the cumulative cost (we write P0 instead P0(s,Xs) for the
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with the first line being of order 1√
α
and the rest being of order 1α . The
formula is quite intricate and hard to analyze. One feels that to be used
in practical applications some numerical estimations of the different terms
should be realized in order to eliminate the non significant ones, and in the
first place the value of the terms in the first lines.
Conclusion
T his thesis has allowed us to present a further extension of the Black-Scholes
model. Following the pioneering approach of Fouque, Papanicolaou and
Sircar [8], we have introduced a stochastic volatility model and considered
an asymptotic expansion of it by taking advantage of the fast mean- reversion
property of empirical volatilities. We went further as initiated by Conlon
and Sullivan in [4] or Howison in [14] to derive the corrected price of vanilla
options and the volatility surface at second order. We also tackled hedging
issues as in[8] and extended their approach to a next order of precision.
The main advantage of the first-order correction of Fouque, Papanico-
laou and Sircar [8] was its easy computation, thanks to its closeness to
Black-Scholes framework. Roughly speaking for the first-order correction,
the only new effort we needed was just to compute a linear regression of
the empirical implied volatilities to fit to our new volatility surface and to
retrieve the two additional parameters introduced V2 and V3.
The situation is a bit more tricky for a correction at second-order. If the
correction is still a linear combination of derivatives of the Black-Scholes
price, there are now many parameters to retrieve from the observation of
markets - this point raises question about robustness. But above all, the
main problem of the use of our results in reality is that one of the parameters
depends on the volatility (and not its ergodic average as the Black-Scholes
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price and the first-order correction), the volatility being not observable.
However, one good point is that comparatively to the first order correc-
tion, we have now a ’real’ smile (ie a decreasing then increasing function)
in our model. The implied volatility used to be just a monotonous function
of K, proportional to ln(K). This was not a good approximation particu-
larly for foreign currency options. Now, our model allows us to fit the curve
to real data much more accurately and hence give us theoretically a more
relevant price.
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