The floral organ identity factor AGAMOUS (AG) is a key regulator of Arabidopsis thaliana flower development, where it is involved in the formation of the reproductive floral organs as well as in the control of meristem determinacy. To obtain insights into how AG specifies organ fate, we determined the genes and processes acting downstream of this C function regulator during early flower development and distinguished between direct and indirect effects. To this end, we combined genome-wide localization studies, gene perturbation experiments, and computational analyses. Our results demonstrate that AG controls flower development to a large extent by controlling the expression of other genes with regulatory functions, which are involved in mediating a plethora of different developmental processes. One aspect of this function is the suppression of the leaf development program in emerging floral primordia. Using trichome initiation as an example, we demonstrate that AG inhibits an important aspect of leaf development through the direct control of key regulatory genes. A comparison of the gene expression programs controlled by AG and the B function regulators APETALA3 and PISTILLATA, respectively, showed that while they control many developmental processes in conjunction, they also have marked antagonistic, as well as independent activities.
INTRODUCTION
How different types of organs are formed from undifferentiated stem cells is a central question in biology. It is known that in both plants and animals, organogenesis is controlled to a large extent by master regulatory genes, which typically encode transcription factors. While it is currently not well understood how these regulators act at the molecular level, the recent development of experimental approaches that allow the characterization of protein-DNA interactions and transcriptional profiles on a genome-wide scale has led to detailed insights into the function of some of these transcription factors (Wellmer and Riechmann, 2005; Hueber and Lohmann, 2008) .
In flowering plants, the different types of floral organs (i.e., sepals, petals, stamens, and carpels) are specified by the activities of a small set of master regulators, termed floral organ identity genes Coen and Meyerowitz, 1991) . The pivotal role of these genes in flower development was uncovered through the identification of mutants that exhibit homeotic transformations (i.e., the replacement of one organ type by another) . Based on the phenotypes of these mutants, it was proposed that the floral organ identity genes control organ fate in a combinatorial manner (Coen and Meyerowitz, 1991) . According to this socalled ABC model, sepals are specified by A function genes, petals by a combination of A and B function activities, stamens by B and C function genes, and carpels by C function gene activity alone. The molecular characterization of the genes affected in floral homeotic mutants in different species showed that they encode transcription factors and belong, with few exceptions, to the family of MADS domain transcription factors (Theissen et al., 2002) . These proteins form higher-order complexes together with members of the SEPALLATA (SEP) family of transcriptional cofactors (Honma and Goto, 2001; Smaczniak et al., 2012) and preferentially bind to so-called CArG-box sequences [consensus: 59-CC(A/T) 6 GG-39] (Riechmann et al., 1996a) . Despite the recent genome-wide identification of the target genes of some of these transcription factors (Kaufmann et al., 2009 Wuest et al., 2012) , it remains unclear how these master regulators with similar DNA binding specificities control the different developmental programs that lead to the formation of diverse organ types.
The C function gene AGAMOUS (AG) encodes a key regulator of reproductive organ development in Arabidopsis thaliana (Yanofsky et al., 1990) . Expression of AG commences in incipient stamen and carpel primordia and is maintained throughout most of their development (Yanofsky et al., 1990; Drews et al., 1991) . In agreement with this prolonged expression, AG is known to control several processes in addition to the specification of stamen and carpel identity. These include the control of floral meristem determinacy and patterning, microsporogenesis, and organ maturation Ito et al., 2004 Ito et al., , 2007 . Despite the identification of several AG response and target genes in recent years (Ito et al., 2004 (Ito et al., , 2007 Gómez-Mena et al., 2005; Sun et al., 2009; Liu et al., 2011) , the molecular basis underlying its activities remains largely unknown. What's more, the nature of the interplay between AG and the B function regulators and MADS domain proteins APETALA3 (AP3) and PISTILLATA (PI), which act as obligate heterodimers (Riechmann et al., 1996a; Honma and Goto, 2001; Wuest et al., 2012) , is not well understood.
In this study, we identified genes and processes acting downstream of AG during the specification of reproductive floral organ identity on a global scale through a combination of gene perturbation experiments and genome-wide localization studies. Furthermore, we conducted a comparative analysis of B and C function to better understand the interplay of AG and AP3/PI during floral organ development. Our analysis also provides insights into the molecular mechanism underlying Goethe's late 18th century posit that floral organs are modified leaves (von Goethe, 1790) . Using trichome formation as an example, we show that AG suppresses an important aspect of the leaf development program in part through the direct control of key regulatory genes.
RESULTS

Genome-Wide Binding Patterns of AG during Early Flower Development
To obtain insights into how C function activity leads to the specification of the reproductive floral organs, we first determined the genome-wide binding patterns of AG during early flower development. To this end, we expressed a translational fusion of AG with green fluorescent protein (AG-GFP) under the control of the regulatory regions of AG in the null mutant allele ag-1 and found that the fusion protein rescued the mutant phenotype and was expressed in the center of young floral buds in a pattern that mimics that of endogenous AG at similar developmental stages (Yanofsky et al., 1990; Drews et al., 1991 ) (see Supplemental Figure 1 online). We then crossed this line into a floral induction system, which allows the collection of large numbers of synchronized floral buds of early developmental stages. This system is based on the expression of a fusion protein between the floral meristem identity regulator AP1 and the hormone binding domain of the rat glucocorticoid receptor (GR) in an ap1-1 cauliflower-1 (cal-1) double mutant background (Wellmer et al., 2006) . For this study, we generated an improved version of the floral induction system in which the expression of the AP1-GR fusion protein is not under control of the constitutive 35S promoter (as in the initially described line) but is driven by the regulatory regions of AP1 (including upstream and intronic sequences). Using the resulting AP1 PRO :AP1-GR AG PRO :AG-GFP ap1-1 cal-1 ag-1 line, we induced flower development by treating plants with the steroid hormone dexamethasone and subsequently collected ;stage 5 (stages according to Smyth et al., 1990) floral buds for further analysis. We chose these flowers for our experiments because it had been reported previously that reproductive floral organ specification takes place around this stage (Ito et al., 2007) , an observation we confirmed through independent experiments (see below). Using GFP-specific antibodies, we next conducted chromatin immunoprecipitation assays coupled to next-generation sequencing (ChIP-Seq) ( Figure 1 ) and identified 1421 high-confidence binding sites for AG-GFP in the Arabidopsis genome (see Supplemental Data Set 1 online). This number of binding sites is similar to what has been described previously for other floral organ identity factors Wuest et al., 2012) . Binding sites were most commonly found in close proximity of transcriptional start sites, but also further upstream as well as in close proximity of the 39 end of genes ( Figure 1A) . To validate the binding data, we employed several independent tests. First, an analysis of sequence motifs in the regions bound by AG revealed CArG-box-like sequences, the canonical binding sites of MADS domain proteins (Riechmann et al., 1996a) , to be highly enriched ( Figure 1B) . Furthermore, we searched in the data set for known AG binding sites (Ito et al., 2004; Gómez-Mena et al., 2005; Sun et al., 2009; Liu et al., 2011) and found most of them to be present ( Figure 1C ). We also tested and confirmed selected AG binding sites in independent ChIP experiments followed by quantitative PCR analysis ( Figure 1D ). Lastly, we compared the genome-wide data sets obtained for AG with those previously generated for the B function regulators AP3 and PI (Wuest et al., 2012) and for the MADS domain cofactor SEP3 (Kaufmann et al., 2009) . In agreement with the idea that AG can form regulatory complexes with AP3/PI and SEP3 (Riechmann et al., 1996a; Honma and Goto, 2001; Smaczniak et al., 2012) , we found a high degree of correlation between the data sets for the different transcription factors (Figure 2 ). Taken together, the results of these analyses confirmed the validity of the ChIP-Seq data for AG.
We next compared the AG binding data to those previously described for AP1 (which is also a MADS domain protein; Mandel et al., 1992) during the initiation of flower development and for the floral organ identity factor AP2 (Yant et al., 2010) , which belongs to the AP2/ERF family of transcription factors (Jofuku et al., 1994) . While no clear correlation was found between the AG and AP2 data sets (a result that is in agreement with the idea that these transcription factors do not physically interact), the binding patterns of AG and AP1 showed a considerable overlap (Figures 2A and 2B ). The latter result was surprising because AP1 and AG, in all probability, do not interact in vivo due to mutually antagonistic activities and nonoverlapping domains of expression (Yanofsky et al., 1990; Mandel et al., 1992; Gustafson-Brown et al., 1994) . Furthermore, the developmental stages of the floral tissue used for the ChIPSeq experiments for these two transcription factors were markedly different (approximately stage 5 in the case of AG; approximately stages 0 to 1 in the case of AP1). Taken together, these results suggest that the MADS domain-containing floral organ identity factors have the ability to bind to many of the same sites in the Arabidopsis genome in spite of partially nonoverlapping activities and expression patterns.
Genes Controlled Directly by AG during Early Flower Development
To identify direct AG targets, we first mapped the 1421 highconfidence binding sites we identified through ChIP-Seq to the regulatory sequences (defined as the genomic regions spanning , AP3/PI (Wuest et al., 2012) , and AP2 (Yant et al., 2010) are shown for comparison. Genes found in the genomic regions analyzed, their exon-intron structures, and the direction of transcription (arrows) are indicated at the bottom of each panel. AG, CRABS CLAW (CRC), SHATTERPROOF2 (SHP2), and SPOROCYTELESS (SPL) had been previously identified as direct AG targets (Savidge et al., 1995; Ito et al., 2004; Gómez-Mena et al., 2005) . (D) Validation of ChIP-Seq results for selected binding sites using quantitative real-time PCR. ChIP was performed using genomic DNA from inflorescence tissue of AP1 PRO :AP1-GR ap1-1 cal-1 (blue bars) and AP1 PRO :AP1-GR AG PRO :AG-GFP ap1-1 cal-1 ag-1 plants (red bars), respectively, from 3 kb upstream to 1 kb downstream of the transcribed region of a gene) of 1958 genes (see Supplemental Data Set 1 online). The number of putative AG targets is larger than that of AG binding sites because some binding sites are located within the overlapping regulatory sequences of two neighboring genes. In such cases, both genes were added to the list of putative targets.
The results of the genome-wide analyses of AP1 during floral initiation and of AP3/PI during early flower development (Wuest et al., 2012) implied that only a subset of the genes bound by these transcription factors are regulated by them. To identify bona fide AG targets (i.e., genes that are not only bound by the transcription factor but that also exhibit a transcriptional response to a perturbation of its activity), we compared the list of 1958 putative targets to the data of two previous studies (Ito et al., 2004; Gómez-Mena et al., 2005) , in which the effects on gene expression of a specific activation of an AG-GR fusion protein in inflorescence tissue had been determined by cDNA and whole-genome microarray analysis, respectively. We found that 99 (or ;5%) of the 1958 genes that contain high-confidence AG binding sites in their putative regulatory regions were identified as differentially expressed in either of these studies (see Supplemental Figure 2 online), suggesting that AG directly controls their expression. Because this fraction was lower than what had been previously described for AP1 (;44% of genes bound by AP1 showed at least some transcriptional response; ;11% of genes exhibited robust expression changes) during floral initiation and for AP3/PI (;22%) during early flower development (Wuest et al., 2012) , we conducted a complementary transcriptomics experiment using a loss-of-function rather than a gain-of-function approach to identify genes controlled by AG that might have been missed in the previous studies. To this end, we introduced the null mutant allele ag-1 into a floral induction system (Figures 3A and 3B) and then compared, by whole-genome microarray analysis, the gene expression profiles of mutant flowers at early developmental stages to those of corresponding flowers in which AG function was not impaired. These experiments led to the identification of 1047 genes whose expression depends, directly or indirectly, on AG activity (see Supplemental Data Set 2 online). As expected, the number of differentially expressed genes increased with progressing flower development due to the accumulative effects of AG perturbation ( Figure 3F ; see Supplemental Figure 2 online). To validate the microarray results, we searched for overrepresented Gene Ontology (GO) terms in the data set and found many that are associated with floral organ and floral meristem development, in agreement with AG's known functions ( Figure 4A ). We also identified most of the known or suspected direct AG targets among the differentially expressed genes (see Supplemental Data Set 2 online). Furthermore, we compared the microarray data set to those we had previously generated for the B function genes AP3 and PI (Wuest et al., 2012 ) using a largely identical experimental approach. In agreement with the partially shared activities of these regulators and AG, we found a highly significant (P value <10 24 ; x 2 test; based on 283 shared genes) overlap between the differentially expressed genes identified in the two sets of experiments (see Supplemental Data Set 2 online). We also compared the microarray results to data from experiments in which gene expression in different domains of early-stage flowers had been analyzed by RNA-Seq (Jiao and Meyerowitz, 2010) . We found a highly significant (P value <10 24 ; x 2 test; based on 324 shared genes) overlap with genes that are expressed differentially between the domains marked by AG expression (i.e., in whorls 3 and 4) and AP1 expression (i.e., in whorls 1 and 2), respectively. When we analyzed the directionality of gene expression changes in these experiments, we found that transcripts that were upregulated in ag-1 mutant flowers were overall underrepresented in the AG-expressing domain of wild-type flowers, while downregulated genes were more strongly expressed in the center of wild-type flowers when compared with the outer floral whorls (see Methods and Supplemental Data Set 2 online). Lastly, we generated a transgenic line that allows an inducible knockdown of AG activity at distinct floral stages. To this end, we first identified a functional artificial microRNA (amiRNA) (Schwab et al., 2006) , which was predicted to specifically target AG (Figures 3C to 3E ; see Supplemental Table 1 online), and placed it under the control of an ethanol-responsive promoter system (Roslan et al., 2001; Deveaux et al., 2003) . Induction of AG-amiRNA expression resulted in a strong but reversible decrease of AG mRNA levels ( Figures 3G and 3H ), as well as in the transcriptional response of known or suspected AG targets ( Figures 3I to 3K ). We used this line to confirm the AG-dependent regulation of selected genes identified as differentially expressed in the microarray experiments (see below).
Based on the design of our microarray experiment, the differentially expressed genes we identified were predicted to be either direct AG targets or to act further downstream of the primary events (i.e., they are indirectly controlled by AG activity). To identify candidate genes that are directly regulated by AG, we compared the ChIP-Seq and microarray data and found 158 response genes that contain high-confidence binding sites in their regulatory regions. Together with the putative targets described above, we identified in total 225 unique genes that are likely under direct AG control (see Supplemental Data Set 2 online). Because the percentage of direct AG targets among the genes bound by the transcription factor was relatively small (;12%) and a comparison of large genomic data sets, such as the ones analyzed here, results inevitably in some overlap by chance, we assessed the 225 target genes with respect to their possible involvement in mediating C function. In support of the which was collected 4 d after induction of flower development. GFP-specific antibodies different from those used for ChIP-Seq were employed to ensure independence of the experiments. Data were normalized using the mean signals of four reference genomic regions: REF1 , ACTIN, TUBULIN, and Mu transposon (Sundström et al., 2006) . Bars indicate SE from the analysis of three independent biological sets of samples. validity of our data, we found among these genes most of the known or suspected direct AG targets, including KNUCKLES, CRABS CLAW, JAGGED, NOZZLE/SPOROCYTELESS, SHATTERPROOF2, SEP3, ARABIDOPSIS THALIANA HOMEO-BOX GENE1, AP1, AP3, and AG (Gustafson-Brown et al., 1994; Savidge et al., 1995; Ito et al., 2004; Gómez-Mena et al., 2005; Sun et al., 2009) . Furthermore, the list of putative AG targets contained other floral regulators known to be involved in the development of organs in whorls 3 and/or 4, such as PI, SHP1, SUPERMAN (SUP), UNUSUAL FLORAL ORGANS, HECATE1 (HEC1), HEC2, and VERDANDI (Liljegren et al., 2000; Sakai et al., 2000; Gómez-Mena et al., 2005; Gremski et al., 2007; Matias-Hernandez et al., 2010) . In fact, approximately half of the 225 direct AG target genes we identified encode proteins with regulatory functions, including many transcription factors (31% of all targets), but also (receptor) kinases, putative ligands, and proteins involved in the metabolism of and the response to different phytohormones (see Supplemental Figure 3 and Supplemental Data Set 2 online). This distribution of functional categories among the putative AG targets represents a highly significant (P value <10 2 4 ; x 2 test) enrichment over their genome-wide distribution (;12%), indicating that these genes were not merely selected by chance. Lastly, we used the inducible AG-amiRNA line described above and confirmed for selected targets their transcriptional dependency on AG activity ( Figure 7B ).
It has been suggested that some genes, which are bound by AP1 during floral initiation but that do not respond to a perturbation of its activity, might be targets at later stages of flower development when AP1 is involved in the specification of sepals and petals . To test whether a similar scenario could explain the unresponsiveness of many genes, at early developmental stages, to binding by AG, we induced the expression of the AG-amiRNA in wild-type inflorescences, representing predominantly the transcriptomes of flowers of intermediate and late developmental stages . We then conducted a microarray experiment to identify genes that respond to an AG knockdown at advanced stages of flower formation. The 922 differentially expressed genes stemming from this experiment showed a relatively small overlap (75 genes) with the 1047 early-response genes described above, suggesting that AG controls a largely unique set of genes during later stages of flower development. We next compared the list of 922 differentially expressed genes to the 1958 genes we identified as bound by AG during early floral stages and found a significant (P value <10 24 ; x 2 test) overlap of 120 genes (see Supplemental Data Set 2 online). Seventy-five (;73%) of them were not detected as differentially expressed at early floral stages, suggesting that these genes might be exclusively late AG targets.
Gene Expression Program Controlled by AG during Early Flower Development
The results described above showed that AG binds to many genes in the Arabidopsis genome, but only a relatively small fraction of them respond to a change of its activity at early stages of flower development. At the same time, we found among the high-confidence AG targets many that encode transcriptional regulators, suggesting that the widespread response on gene expression we observed after disrupting AG activity was to a large extent caused by a perturbation of these regulatory genes (i.e., as an indirect effect of AG activity). To characterize the gene expression program acting downstream of AG, we searched for overrepresented GO terms in the microarray and ChIP-Seq data separately and then calculated the reciprocal percentage of overlaps between differentially expressed genes and genes bound by AG for each term, so that the processes that are predominantly under either direct or indirect control by AG could be identified ( Figure 4A ). The analysis of the transcriptomics experiments done at early stages of flower development revealed that AG controls the expression of genes with known roles in a multitude of developmental processes ( Figure 4A ; see Supplemental Figure 3 and Supplemental Data Set 3 online). Among those, genes involved in carpel development, organ morphogenesis, regionalization, as well as in the control of meristem development and floral meristem determinacy were also strongly overrepresented in the ChIP-Seq data set, indicating that they are largely under direct regulation of AG. By contrast, genes assigned to the terms "cell cycle," "DNA repair," and "histone modification" were enriched only in the microarray data set ( Figure 4A ), implying that their control by AG is indirect. A closer examination of these genes showed that they are generally activated downstream of C function activity ( Figure 5B ). Among the genes assigned to the term "histone modification" and among genes identified through a gene family enrichment analysis (see Supplemental Figure 3 online), we identified several that encode proteins, which are predominantly involved in transposon silencing through DNA cytosine methylation, such as the chromomethylases CMT2 and CMT3, the histone methyltransferase KRYPTONITE, the chromatin remodeler DEFICIENT IN DNA METHYLATION1, and three closely related members of the ARGONAUTE (AGO) protein family (AGO4, AGO6, and AGO9) (Feng et al., 2010; Law and Jacobsen, 2010;  (A) and (B) Floral induction system based on the expression of a fusion between AP1 and the hormone binding domain of the glucocorticoid receptor in ap1-1 cal-1 double mutant plants (Wellmer et al., 2006) . Flowers produced by plants of the floral induction system with either the wild-type AG allele (A) or the strong ag-1 mutant allele (B) in the background are shown. Plants were treated three times (3-d intervals in between treatments) with a dexamethasone-containing solution. (H) Recovery of AG mRNA levels after an amiRNA-mediated knockdown. Plants were treated with ethanol vapor or were mock treated for 6 h (green bar); subsequently, tissue was harvested after an 18-h recovery period as well as at 24 h intervals for several days thereafter. AG mRNA levels in ethanol-treated plants were determined relative to those in mock-treated plants.
(I) to (K) Knockdown of mRNA levels of CRC (I), KNUCKLES (J), and SUP (K), which are known or suspected AG targets (Sakai et al., 2000; Gómez-Mena et al., 2005; Sun et al., 2009 ). Plants were treated as in (G). In (G) and (I) to (K), mRNA levels were normalized against the mean expression of two reference genes (see Methods and Supplemental Table 3 (A) Selected GO terms identified as enriched in the AG ChIP-Seq data set (ChIPSeq) and among genes differentially expressed in ag-1 mutant flowers (Microarray). Negative decadal logarithms of Benjamini and Hochberg-adjusted P values are shown. Colored boxes at the bottom of the graph indicate, for each term, the percentage of genes bound by AG that were also differentially expressed upon AG perturbation, as well as the percentage of differentially expressed genes that were bound by AG. A comprehensive view of GO terms is presented in Supplemental Figure 3 online. (B) Transcriptional response of genes known or suspected to be involved in DNA cytosine methylation (see text for details) to an amiRNA-mediated perturbation of AG function. AP1 PRO :AP1-GR ap1-1 cal-1 35S PRO :AlcR/AlcA PRO :AG-amiRNA plants were treated with a 6-h pulse of ethanol vapor or were mock treated 1, 3, 5, and 7 d after induction of flower formation. After an 18-h recovery period, floral buds of different developmental stages (S) were collected, and mRNA levels were determined in ethanol-treated relative to mock-treated samples. Error bars indicate SE from quantitative RT-PCR experiments for three independent biological sets of samples. Stroud et al., 2013) . The results of amiRNA-mediated perturbation of AG function at different floral stages confirmed that AG promotes the expression of these genes throughout early flower development ( Figure 4B ).
Interplay of the Gene Expression Programs Controlled by C and B Function Regulators
As described above, AG and AP3/PI have overlapping functions in the specification of stamen primordia and can be part of the same transcription factor complex (Riechmann et al., 1996a; Honma and Goto, 2001; Ito et al., 2004; Wuest et al., 2012) . These transcription factors are therefore expected to share a considerable number of target genes. In agreement with this idea, we found a highly significant (P value < 10 24 ; x 2 test) overlap (91 genes) between the 225 direct AG targets (see Supplemental Data Set 2 online) and the 469 previously described direct target genes for AP3/PI (Wuest et al., 2012) . To gain further insights into the interplay of C and B function regulators, we analyzed the gene expression programs acting both directly or indirectly downstream of AG and AP3/PI with regard to their differences and commonalities. To this end, we compared the microarray data obtained for ag-1 mutant flowers to those we had previously generated for ap3-3 and pi-1 (Wuest et al., 2012) . We first searched for GO terms enriched in the different transcriptomics data sets and then tested genes assigned to individual GO terms for coordinated directionality of expression changes ( Figure 5 ; see Supplemental Figure 4 online). These analyses revealed a large overlap between the processes controlled by the B and C function regulators. However, we detected both synergistic and antagonistic effects of AP3/PI and AG activities. For example, the expression of genes involved in stamen development is typically promoted by both AP3/PI and AG, as expected based on their shared function in the specification of this organ type. By contrast, genes that mediate carpel development are often activated by AG, but repressed by AP3/PI ( Figure 5B ). The duality of synergistic and antagonistic activities was also observed among genes assigned to specific GO terms. One example includes genes involved in the formation of boundaries between floral organs (Sakai et al., 2000; Breuil-Broyer et al., 2004; Krizek et al., 2006) . SUP and CUP-SHAPED COTYLEDON1 are positively regulated by both AP3/PI and AG, but expression of RABBIT EARS is promoted by B function and suppressed by C function activity (see Supplemental Figure 4 online).
Our comparative analysis showed that although B and C function regulators control many developmental processes in conjunction, they have independent activities as well. Examples are the genes discussed above involved in histone modification, DNA repair, and the control of the cell cycle, which appear to be indirectly regulated by AG without an involvement of AP3/PI ( Figure 5A ). To verify this conjecture, we again focused on genes involved in DNA methylation. We used an inducible AP3-amiRNA line (Wuest et al., 2012) and tested whether these genes responded to a perturbation of B function in a similar manner as to an AG knockdown ( Figure 4B ). We found that the expression of most of these genes did not change significantly after induction of AP3-amiRNA expression (see Supplemental Figure 4 online), indicating that they are indeed predominantly under C function control.
Suppression of the Leaf Development Program by AG
The concomitant removal of A, B, and C function activities leads to the formation of flowers with leaf-like structures in place of floral organs . Conversely, ectopic expression of specific combinations of floral organ identity genes causes the transformation of leaves into floral structures (Honma and Goto, 2001; Pelaz et al., 2001 ). These observations strongly support the notion that floral organs are in essence modified (A) Heat map of selected GO terms overrepresented among differentially expressed genes identified in the ap3-3, pi-1, or ag-1 microarray experiments. Negative decadal logarithms of Benjamini and Hochberg-adjusted P values are shown. Terms specific to the ap3-3/pi-1 and ag-1 data sets are marked with blue and orange boxes, respectively. A comprehensive list of significant GO terms is presented in Supplemental Data Set 3 online. (B) Directionality of gene expression changes within selected GO terms identified in the ap3-3, pi-1, or ag-1 microarray experiments. Negative decadal logarithms of P values are shown for a test for coordinated up-or downregulation (as indicated). A comprehensive list of significant GO terms is presented in Supplemental Figure 4 online and Supplemental Data Set 3 online. leaves and that the floral organ identity factors are necessary and sufficient for converting leaves into floral organs. However, the molecular mechanisms underlying this transformation process are largely unknown. One possibility is that the floral organ identity factors activate a new developmental pathway (that of the flower), which then simply overrides the underlying leaf program. Alternatively, they could, directly or indirectly, modulate or suppress the activities of key regulators of leaf development, in addition to the activation of genes needed specifically for the formation of floral organs (Sablowski, 2010) . To gain insights into the mechanism underlying the reprogramming of leaves during floral organ formation, we first queried an Arabidopsis gene expression atlas consisting of 65 different tissues and cell types (see Methods and Supplemental Data Set 4 online for details) with the genes we had identified as differentially expressed in young ag mutant flowers (Figure 6 ). In agreement with the role of C function activity in the specification of the reproductive floral organs, we found that genes with high expression in gametophytic tissues were overrepresented among genes activated by AG ( Figure 6B ). By contrast, genes repressed by AG were strongly enriched for transcripts with highest expression in leaves ( Figure  6B ). A closer examination of the leaf-associated transcripts revealed that many of them encode proteins with known roles in photosynthesis and that the corresponding genes are often indirectly controlled by AG (see Supplemental Data Set 4 online). Thus, genes with predominant expression in leaves were derepressed in young ag mutant flowers, suggesting that the suppression of the leaf developmental program occurs at early floral stages. In agreement with this idea, we observed a similar enrichment of leaf-associated transcripts among genes repressed by AP3/PI during early flower development ( Figure 6C ).
Because we found regulators of leaf growth, polarity, and differentiation among the genes targeted by AG during floral organ identity specification ( Figure 4A ; see Supplemental Data Set 2 online), we hypothesized that AG may mediate the suppression of leaf development at least in part through direct interactions with the regulatory regions of these genes. To test this, we focused on several regulators of trichome initiation, which included the activators GLABRA1 (GL1) and ZINC-FINGER PROTEIN8 (ZFP8) (Larkin et al., 1994; Gan et al., 2007) , as well as the repressors TRICHOMELESS1 (TCL1), CAPRICE (CPC), and CYTOKININ OXIDASE/DEHYDROGENASE6 (CKX6) (Schellmann et al., 2002; Wang et al., 2007; Steiner et al., 2012) . GL1, CPC, and CKX6 contain AG binding sites in their putative regulatory (B) and (C) Numbers of genes identified as up-(top) or down-regulated (bottom) in the ag-1 (B) and pi-1 (C) microarray experiments that showed peak expression in either leaves, gametophytic tissues (gam.), or roots are indicated through colored bars. To test for significant enrichment of these genes in the data sets, 100,000 equally sized sets of randomly selected Arabidopsis genes were likewise analyzed, and results are shown through box-andwhisker plots. regions ( Figure 7A ) and thus are likely direct AG targets, while ZFP8 and TCL1 are, in all probability, under indirect control. We used the inducible amiRNA line for AG to determine the effects of a knockdown of AG activity on the expression of these genes. We found that upon AG perturbation, the transcript levels of GL1 and ZFP8 were increased and those of TCL1, CPC, and CKX6 were reduced ( Figure 7B ). Thus, AG normally downregulates the expression of activators of trichome initiation and promotes that of the repressors. We therefore tested whether the AGdependent transcriptional control of these genes might lead to an inhibition of trichome initiation on reproductive floral organs, which are typically trichomeless. To this end, we used the inducible amiRNA line for AG described above and assessed floral phenotypes at time of anthesis (stage 13) after a pulsed knockdown of C function activity in whole inflorescences. Largely in agreement with the results of a previous study (Ito et al., 2007) , we found that AG has distinct functions during the course of flower formation, as indicated by the appearance of different floral phenotypes depending on the developmental stage at which AG activity was perturbed (Figure 8 ). Flowers in which the induction of amiRNA expression had occurred during late stages (10 to 13) formed aberrantly shaped carpels, as well as stamens and (surprisingly) petals, which were both underdeveloped. By contrast, homeotic transformations of stamens and carpels and the formation of extra floral whorls (i.e., the characteristic features of strong ag mutant alleles) were observed in flowers treated at early developmental stages (3 to 6) with several ethanol pulses ( Figure  8N ). Notably, in flowers in which AG had been knocked down at intermediate stages, we observed the formation of trichomes on carpel valves (Figures 9A to 9F ), in agreement with the observed misexpression of regulators of trichome initiation. Most of these trichomes were branched (see Supplemental Figure 5 online), which is a hallmark of trichomes on leaves compared with those on sepals, which are typically unbranched Ditta et al., 2004) . In agreement with the idea that the observed transformations led to leaf-like rather than sepal-like tissue, we found that the morphology and cell patterns of the carpel valves that bore trichomes were similar to those of leaf surfaces ( Figures 9G and 9H ) but did not resemble those of sepals ( Figure  9I ) or the bract-like first-whorl organs of ap1-1 mutant flowers ( Figure 9J ).
To further investigate the link between C function and trichome initiation, we tested, using a previously published 35S PRO :AG-GR line (Ito et al., 2004) , whether AG could suppress trichome formation in leaves. We found that an ectopic activation of the AG-GR fusion protein did not lead to any discernable changes in trichome patterns when compared with control plants (see Supplemental Figure 5 online), suggesting that additional (A) Schematic representations of the AG cDNA, including exon boundaries. The target sites of seven different amiRNAs tested (see Supplemental Table  1 online) are shown. The sequence of the amiRNA (noted AG4-amiRNA) whose overexpression led to an ag mutant phenotype and its target sequence are indicated. UTR, untranslated region. (B) A wild-type flower (one first whorl sepal was removed). (C) to (F) Flowers of 35S PRO :AlcR/AlcA PRO :AG-amiRNA plants treated with one 6-h pulse of ethanol vapor (one first whorl sepal removed) (C), two 6-h pulses of ethanol vapor (with a 42-h recovery period in between treatments; one first whorl sepal removed) (D), five 6-h pulses of ethanol vapor (with flower-specific regulators are required to mediate the AGdependent suppression of trichome initiation.
We next tested whether the appearance of trichomes on carpels after an amiRNA-mediated perturbation of AG activity depended on the identity of the affected organ or on its position in the center of the flower. To this end, we induced the expression of the AG-amiRNA in inflorescences of ap2-2 mutant plants, whose flowers are characterized by the transformation of sepals into carpels ( Figure 10A ) as a result of the expansion of the AG expression domain into the outer floral whorls (Drews et al., 1991) . We observed the formation of trichomes on the first-whorl carpelloid organs of ap2-2 flowers ( Figure 10B ), in which AG activity had been perturbed at intermediate stages, suggesting that the effect of AG on trichome initiation is not whorl specific. These flowers had also extra floral whorls but did not exhibit the homeotic organ transformations typically observed after a loss of C function, suggesting that the activities of AG in the control of floral meristem determinancy and floral organ specification can be temporally separated ( Figure 8N ).
Interplay of B and C Function Regulators in the Suppression of Trichome Formation
The amiRNA-dependent knockdown of AG activity in wild-type inflorescences led to the formation of trichomes on carpels, but not on stamens, despite the fact that AG is also expressed in this organ type (Yanofsky et al., 1990; Drews et al., 1991) . Because our ChIP-Seq data for AP3 and PI (Wuest et al., 2012) showed that these transcription factors can also bind to the regulators of trichome formation targeted by AG ( Figure 7A ), we hypothesized that the lack of trichome formation on stamens in the absence of C function may be due to B function activity. However, amiRNA-mediated knockdowns of AP3 and PI at different stages of flower development did not result in abnormal trichome patterns (Wuest et al., 2012) . Furthermore, when we used an ethanol-inducible amiRNA line for AP3 (Wuest et al., 2012) and measured, at different stages of flower development, the expression levels of the regulators of trichome initiation controlled by AG after a perturbation of AP3 activity, we found that their expression levels were (with the exception of GL1) not as consistently affected as in the case of an AG knockdown (see Supplemental Figure 5 online). We therefore considered the possibility that B and C function regulators might act redundantly in the control of trichome initiation. To test this, we combined inducible amiRNA lines against AG and PI and then induced the expression of both amiRNAs in inflorescences to simultaneously knock down B and C function activities. In agreement with the idea that the B and C function regulators control trichome initiation in a redundant manner, anthers of flowers, which formed after the induction of amiRNA expression, occasionally carried one or two branched trichomes ( Figure  10D ). This phenotype (and its relatively low penetrance) is reminiscent of plants overexpressing GL1 in a mutant background, in which TRIPTYCHON (TRY), a key repressor of trichome initiation, is nonfunctional (Schnittger et al., 1998) . In contrast with the observed effect on stamens, trichome formation on carpels was unaltered in these plants compared with an induction of the AG-amiRNA alone ( Figure 10C ), a result that can be readily explained by the absence of B function in the center of the flower (Jack et al., 1992; Goto and Meyerowitz, 1994) . a 42-h recovery period in between treatments; one first whorl sepal removed) (E), and five 6-h pulses of ethanol vapor (with a 66-h recovery period in between treatments; one first whorl sepal was removed) (F). These timed inactivation experiments showed that the requirement for AG activity differs for different processes regulated by AG. While termination of the floral meristem was already delayed after a single pulse of ethanol vapor (C), a prolonged perturbation of AG function was required to completely abolish stamen identity in the third whorl ([E] and [F]). Arrows in (C) and (F) point to stigmatic tissue on 4th whorl sepal-like organs (C) and to a third whorl stamen, which is only partially transformed into a petal (F). (G) to (J) Abaxial epidermal surface images of different floral organs. Cell morphology of a first whorl sepal (G), a second whorl petal (H), a third whorl stamen filament (I), and a fourth whorl carpel valve of a wild-type flower (J). (K) Cell morphology of a third whorl organ of a 35S PRO :AlcR/AlcA PRO :AG-amiRNA flower treated with five pulses of 6 h of ethanol vapor (with a 42-h recovery between treatments). Note the similarity in cell morphology with a wild-type petal. (L) Cell morphology of a fourth whorl organ of a 35S PRO :AlcR/AlcA PRO :AG-amiRNA flower treated with one pulse of 6 h of ethanol vapor. The cell morphology is similar to that found in sepals. Bars = 200 mm. (M) The gradual transformation of third whorl stamens into petals upon amiRNA-mediated perturbation of AG activity at different stages of flower development. 35S PRO :AlcR/AlcA PRO :AG-amiRNA plants were treated with five 3-h pulses of ethanol vapor with a 42-h recovery period in between treatments. Third whorl organs were photographed at time of anthesis (stage 13). The approximate stage (S) of flower development at which the AG knockdown commenced is indicated at the bottom. WT, the wild type. Bar = 1 mm. (N) Phenotypic effects of AG perturbation at different stages of flower development. 35S PRO :AlcR/AlcA PRO :AG-amiRNA plants were treated with five 3-h pulses of ethanol vapor with a 42-h recovery period in between treatments. Flowers were photographed at time of anthesis (stage 13). Approximate floral stages at the time of AG perturbation are indicated (labels mark the beginning of each stage). When AG activity was disrupted at late stages of flower development (10-13), flowers with misshapen gynoecia and reduced stamen and petals were observed, suggesting that AG is required for organ growth. Flowers in which AG activity had been disrupted during intermediate stages (;8 to 9) of flower development exhibited small green stamens and trichomes on carpel valves (see also Figure 9 ). Perturbation of AG function in approximately stage 5-6 flowers resulted in the transformation of stamens and carpels into petals and sepals, respectively, while a loss of floral meristem determinacy was observed in flowers in which AG activity was disrupted at early stages (3-4).
[See online article for color version of this figure. ] Notably, trichome formation on stamens and on carpels was never observed in the same flower ( Figures 10C and 10D ). While trichomes on stamens were found in flowers that were at an early stage of development when amiRNA expression was induced, flowers that showed trichomes on carpels had reached more intermediate stages. Thus, the competency of male and female reproductive organs for trichome initiation might be restricted to different stages of flower development.
In the experiments outlined above, we never observed the formation of trichomes on petals in response to B function perturbation despite the fact that AP3/PI are expressed in this organ type (Jack et al., 1992; Goto and Meyerowitz, 1994) . Therefore, another pathway may exist in petals to suppress trichome initiation in the absence of B function activity.
TRY Suppresses Trichome Initiation in Parallel with AG
As described above, a specific knockdown of AG activity during intermediate stages of flower development led to the formation of several trichomes per gynoecium. This effect was relatively weak when compared, for example, to the aforementioned 35S PRO : GL1 try plants, which are characterized by the formation of large numbers of trichomes on carpel valves (Schnittger et al., 1998) . We therefore asked whether another pathway is involved in the suppression of trichome initiation on reproductive floral organs. Because it has been shown that the expression of AP1 expands from whorls 1 and 2 into the center of the flower when AG function is disrupted (Gustafson-Brown et al., 1994) , we tested whether AP1 could possibly suppress trichome initiation in the absence of C function. To this end, we activated AG-amiRNA expression in inflorescences of ap1-1 null mutant plants. In this experiment, no increase in trichome numbers on carpels was observed when compared with a perturbation of AG in wild-type inflorescences (see Supplemental Figure 5 online), suggesting that AP1 is not involved in the suppression of trichome formation upon a loss of C function.
As mentioned above, TRY has been shown to play a role in controlling trichome initiation in flowers (Schnittger et al., 1998 ). We therefore analyzed the possible interplay between this repressor of trichome formation and AG. Because it had been reported previously (Wellmer et al., 2006) that TRY is upregulated at stages of early flower development during which the expression of AG commences (see Supplemental Figure 5 online), we first tested whether AG is involved in the control of TRY expression. An amiRNA-mediated knockdown of AG activity during early flower development showed that TRY expression is largely independent of AG ( Figure 7B ), suggesting that other factors promote its transcription. We next tested the effect of an amiRNA-mediated perturbation of AG activity in try mutant flowers, whose reproductive organs are typically trichomeless (Figure 10E) . We found that, compared with wild-type flowers, the knockdown of AG activity in try mutants led to a strong increase in the number of trichomes formed on carpel valves ( Figure 10F ). These results together suggest that TRY suppresses trichome formation in parallel with AG.
DISCUSSION
In this study, we analyzed the mechanisms underlying the specification of reproductive floral organs by AG. We found that AG regulates the expression of a large number of genes, which are involved in a multitude of different developmental processes. Through the comparison of the ChIP-Seq results for AG with microarray data sets from AG perturbation experiments, we were able to identify high-confidence target genes and to distinguish between processes that are predominantly under direct or indirect control by AG. Among the direct targets, we found several known floral regulators that had not been previously associated with a direct regulation by AG, as well as many other genes with predicted regulatory functions. Thus, similar to what has been proposed for AP1 during floral initiation ), AG appears to serve as a hub in the flowering gene network that orchestrates reproductive floral organ specification to a large extent by controlling the expression of other regulatory genes.
The ChIP-Seq data for AG revealed that the transcription factor binds to the putative regulatory regions of almost 2000 genes during early flower development. At the same time, the results of the transcriptomics experiments we analyzed suggest that most (;88%) of these genes do not respond transcriptionally when the activity of AG is altered. Although similar observations have been made for other floral organ identity factors, the percentage of unresponsive genes is in the case of AG considerably larger than what has been reported for AP3/PI and AP1 Wuest et al., 2012) . Through AG perturbation experiments in whole inflorescences we were able to show that some of these genes may be under the control of AG at more advanced floral stages. However, the number of these putative late targets is small and they cannot account for the hundreds of genes bound by AG that did not respond to an alteration of its activity during early flower development. While differences in the experimental and technical setups used for the different assays we considered for our analysis, as well as limitations in the detection of binding sites and of rare transcripts may be, at least in part, responsible for the limited overlap between the transcriptomics and ChIP-Seq data sets, it may also be indicative of complex responses of the flowering gene network to a perturbation of C function. For example, the apparent unresponsiveness of genes bound by AG in the ag-1 loss-offunction experiments could be explained by the fact that many of them are also bound by AP1, as indicated by the considerable overlap of the ChIP-Seq data sets for these two MADS domain transcription factors (Figure 2 ). Thus, it appears possible that AP1 can interfere with the expression of AG target genes when it is present in the center of the flower and, in some cases, perhaps functionally replace AG, resulting in the absence of transcriptional differences when wild-type and ag mutant flowers are compared. However, in the previously published AG-GR gainof-function experiments, which we also considered for our analysis and whose results again showed a limited overlap with those of the ChIP-Seq assays for AG, AP1 was either mutated (Gómez-Mena et al., 2005) or repressed (Ito et al., 2004) , suggesting that any effects of AP1 on AG target genes are not widespread. When we compared the ChIP-Seq data for different MADS domain proteins involved in floral organ identity specification (Figure 2) , we found that their binding patterns largely overlap. Therefore, it appears that these transcription factors can bind to many of the same sites in the Arabidopsis genome, in agreement with the idea that they have similar DNA binding specificities. Together with the observation that different floral organ identity factors have distinct sets of target genes (Kaufmann et al., 2009 Wuest et al., 2012) , this finding suggests that sequencespecific DNA binding is only one input required for their functionality. In agreement with this idea are the results of a previous report, which showed that the expression of chimeric transcription factors, composed of the N-terminal DNA binding domains of heterologous MADS domain proteins and the C-terminal domains of floral organ identity factors, can rescue the corresponding floral homeotic mutants (Riechmann et al., 1996b) . Because the C-terminal domains of MADS domain proteins are thought to be involved in mediating the formation of higher-order protein complexes (Riechmann et al., 1996a; Immink et al., 2010) , this result suggests that another important input for floral organ identity factor function results from their interactions with as yet unidentified cofactors (Dornelas et al., 2011) . In support of this conjecture, it has been reported that genomic regions bound by MADS domain proteins are not only enriched for CArG-boxes but also for several additional sequence motifs, of which some constitute known transcription factor binding sites (Kaufmann et al., 2009; Wuest et al., 2012) . A recent proteomic analysis of floral MADS domain proteincontaining complexes has identified several transcription factors of different families (Smaczniak et al., 2012) , providing excellent cofactor candidates.
Through computational analysis, we detected a widespread derepression of genes that are most strongly expressed in leaf tissue in early-stage ag and pi mutant flowers (Figure 6 ). Furthermore, we found several known regulators of leaf development among genes controlled by AG. We therefore investigated whether the floral organ identity factors might suppress the leaf development program in floral primordia through the direct control of these regulatory genes. To this end, we focused on a group of activators and repressors of trichome initiation. We found that the observed changes in the expression of these genes after a perturbation of AG activity was consistent with a role of AG in the suppression of trichome formation. In agreement with this idea, a specific knockdown of AG activity in developing flowers led to the formation of branched trichomes on gynoecia and to the appearance of other leaf-like features on carpel valves ( Figure  9 ). The former effect was considerably enhanced when the repressor of trichome initiation TRY was mutated, implying that at least two pathways are involved in the suppression of trichomes on reproductive floral organs. That a formation of trichomes was not observed on stamens after a perturbation of either C or B function despite the fact that both AP3/PI and AG can bind to the same set of regulators of trichome initiation ( Figure 7A ) suggested that these floral organ identity factors might act in a redundant manner in the suppression of trichome formation. In agreement with this idea, we found that a simultaneous knockdown of B and C function activities led to the formation of trichomes on anthers (Figure 10 ). Taken together, our data demonstrate that AG and AP3/PI suppress the appearance of one characteristic leaf feature through the direct control of key regulatory genes. It remains to be elucidated whether the floral organ identity factors control other aspects of leaf development through similar mechanisms.
Our comparative analysis of the gene expression programs controlled by B and C function regulators showed that they control many processes in conjunction and often synergistically. However, we also found examples for antagonistic activities, most notably the direct control of many key regulators of carpel development, but also the differential regulation of individual genes involved in different developmental pathways. AG also appears to regulate distinct processes independently of B function. Examples are genes with known or suspected roles in DNA methylation, which are thought to act mainly in the silencing of transposons (Zheng et al., 2007; Feng et al., 2010; Borges et al., 2011; Stroud et al., 2013) and in DNA repair. While the exact function of these genes in the context of flower development is unknown, the fact that AG promotes their expression suggests that they may aid in the maintenance of genome integrity, which would be of particular importance during reproduction. Further experiments are currently in progress to understand the molecular mechanisms underlying the complex interactions we uncovered for the B and C function regulators and to understand their different modes of action.
METHODS
Plant Growth and Strains Used
Plants were grown on a soil:vermiculite:perlite (3:1:1) mixture at 20°C under constant illumination with cool white fluorescent light. Previously published Arabidopsis thaliana strains used in this study included the following: ag-1 , ap2-2 , ap1-1 (Irish and Sussex, 1990 ), 35S PRO :AP1-GR ap1-1 cal-1 (Wellmer et al., 2006) , 35S PRO :AlcR/AlcA PRO :AP3-amiRNA 35S PRO :AP1-GR ap1-1 cal-1, 35S PRO :AlcR/AlcA PRO :PI-amiRNA (Wuest et al., 2012) , 35S PRO :AG-GR (Ito et al., 2004) , and try-29760 (Esch et al., 2003) . 35S PRO :AP1-GR ap1-1 cal-1 ag-1, AG PRO :AG-GFP AP1 PRO :AP1-GR ap1-1 cal-1, 35S PRO :AlcR/AlcA PRO :AG-amiRNA, 35S PRO :AlcR/AlcA PRO :AG-amiRNA AP1 PRO :AP1-GR ap1-1 cal-1, 35S PRO :GR-LhG4/6xOp PRO :AG-amiRNA, 35S PRO :AlcR/AlcA PRO :AG-amiRNA try-29760; 35S PRO :AlcR/AlcA PRO :AGamiRNA ap2-2, 35S PRO :AlcR/AlcA PRO :AG-amiRNA ap1-1, and 35S PRO : GR-LhG4/6xOp PRO :AG-amiRNA 35S PRO :AlcR/AlcA PRO :PI-amiRNA plants were generated as described below.
Construction of AP1 PRO :AP1-GR Floral Induction System
To generate the AP1 PRO :AP1-GR construct, a genomic fragment containing the AP1 locus was PCR amplified from Columbia-0 genomic DNA using primers DM-177/DM-180 (see Supplemental Table 2 online) and digested using XhoI-XbaI. The digested PCR fragment was then subcloned into pBJ36-GR treated with the same restriction enzymes. The AP1 PRO :AP1-GR translational fusion was then inserted into the plant transformation vector pML-BART (Eshed et al., 2001 ) using NotI restriction sites. Plant populations doubly homozygous for the ap1-1 and cal-1 mutant alleles were transformed using this pML-BART derivative. A transgenic line that responded to dexamethasone treatment by producing synchronous flower buds, sepals, and petals in the ap1-1 cal-1 background was chosen for further experimentation. Plants homozygous for the AP1 PRO :AP1-GR transgene were subsequently identified.
Introduction of Inducible AG-amiRNA Transgenes into Mutant and Transgenic Backgrounds
35S PRO :AlcR/AlcA PRO :AG-amiRNA try-29760, 35S PRO :AlcR/AlcA PRO :AGamiRNA ap2-2, 35S PRO :AlcR/AlcA PRO :AG-amiRNA 35S PRO :AlcR/AlcA PRO : PI-amiRNA, and 35S PRO :AlcR/AlcA PRO :AG-amiRNA ap1-1 were generated by cross-pollination using parent strains that were homozygous for individual transgenes or mutations. The resulting F1 plants were allowed to self-pollinate, and the appropriate mutation/transgene combinations were isolated from the F2 populations through a combination of phenotyping, genotyping, and herbicide selection. Homozygous lines were identified through a combination of phenotyping, genotyping, and herbicide resistance. Primers used for genotyping are listed in Supplemental Table 2 online.
Plant Transformation
Agrobacterium tumefaciens-mediated plant transformation (using strain C58 pGV2260; McBride and Summerfelt, 1990) was performed using the floral dip method (Clough and Bent, 1998) . Seedlings carrying pML-BART vector derivatives were identified by spraying with 200 mg/mL ammoniumglufosinate. For plants of accession Landsberg erecta, transformation was performed by applying a vacuum of 500 mbar for 5 min while inflorescences were submerged in the transformation solution.
Induction of Flower Development
For all experiments with the floral induction system, we used ;4-week-old AP1-GR ap1-1 cal-1 plants. Flower development was induced as described (Wellmer et al., 2006 ) using a solution containing 10 mM dexamethasone (Sigma-Aldrich), 0.01% (v/v) ethanol, and 0.015% (v/v) Silwet L-77 (De Sangosse).
Induction of amiRNA Expression Using Ethanol Vapor
35S PRO :AlcR/AlcA PRO :amiRNA plants were transferred into trays that can be covered by plastic lids (18 cm 3 32 cm 3 50 cm). Two 50-mL tubes containing 10 mL of 100% ethanol each were placed near the plants before the lid was closed. For the mock treatments, ethanol was replaced with water.
Induction of amiRNA Expression Using Dexamethasone
The inflorescences of 35S PRO :GR-LhG4/6xOp PRO :AG-amiRNA plants were treated with a solution containing 10 mM dexamethasone (Sigma-Aldrich), 0.01% (v/v) ethanol, and 0.015% (v/v) Silwet L-77 (De Sangosse). For mock treatments, dexamethasone was omitted.
Phenotypic Series of AG Perturbation
35S PRO :AlcR/AlcA PRO :AG-amiRNA plants were treated with five 3-h pulses of ethanol vapor; subsequently, flowers were observed every day and photographed at time of anthesis. Floral phenotypes were assessed with an Olympus SZX7 zoom stereomicroscope.
PCR Genotyping of the ag-1 Allele
Genomic DNA was extracted from selected plants as described (Edwards et al., 1991) and used for PCR genotyping. Genotyping of ag-1 in the absence of the AG PRO :AG-GFP transgene was performed as described (Neff et al., 1998) with primers DM-178b and DM-179 (see Supplemental  Table 2 online). Genotyping of ag-1 in the presence of the AG PRO :AG-GFP transgene was performed with primers DM-178b and DM-98 (see Supplemental Table 2 online). PCR products were digested with NlaIII and AflII. A band of ;500 bp was present in all digested samples, whereas a band of ;220 bp indicated the presence of the ag-1 mutation and a band of ;250 bp indicated the absence of the ag-1 mutation.
RNA Preparation
Total RNA was isolated from tissue samples using the Plant Total RNA kit (Sigma-Aldrich). Quality of selected RNA samples was evaluated using a Bioanalyzer and a RNA Nano 6000 kit (Agilent).
Epidermal Surface Imaging
Epidermal surface imprints were generated as described (Horiguchi et al., 2006) . Imaging was performed using an Olympus BX61 fluorescence microscope with differential interference contrast optics.
Epifluorescence Microscopy
GFP fluorescence was visualized with an Olympus BX61 fluorescence microscope with excitation wavelengths of 460/480 nm and emission wavelengths of 495 to 540 nm.
Confocal Imaging
Plants were grown on soil until bolting. The primary inflorescence was then removed and placed on growth medium, and all flowers older than stage 4-5 were dissected away from the meristem. Immediately prior to imaging, the specimen was stained with the vital dye FM4-64 (330 µg per mL) and imaged on a Zeiss LSM 510 confocal laser scanning microscope with a 363 water immersion objective. Projections were generated with the Zeiss LSM browser software.
Scanning Electron Microscopy
Scanning electron micrographs were generated with the assistance of the Centre for Microscopy and Analysis (Trinity College Dublin, Ireland). Plant material was fixed for 2 h at room temperature with 3% glutaraldehyde (Sigma-Aldrich) in 0.05 M potassium phosphate buffer, pH 6.8. Samples were then washed six times with 0.05 M potassium phosphate buffer, pH 6.8, before being dehydrated gradually in an acetone series to 100% acetone at room temperature. Samples were then stored at 4°C in 100% acetone before being dried in liquid carbon dioxide at critical point. Samples were subsequently covered with 20 to 30 nm of gold using a sputter coater (Polaron SC500) and observed with a Tescan Mira XMU scanning electron microscope.
Detection of AG-GFP by Immunoblotting
Inflorescence tissue of AP1 PRO :AP1-GR AG PRO :AG-GFP ap1-1 cal-1 transgenic plants was collected 4 d after treatment with a dexamethasonecontaining solution. Nuclear extracts from plants were prepared from this tissue as described previously . Proteins were separated on a 10% SDS-PAGE gel, followed by transfer to a polyvinylidene difluoride membrane. The AG-GFP fusion protein was detected using a rabbit antibody (Ab290; Abcam) diluted 4000-fold in PBS-T (1 3 PBS with 0.05% [v/v] Tween 20) supplemented with 5% (w/v) milk.
Quantitative RT-PCR Experiments
Total RNA extracts were treated with the DNA-free kit (Ambion) to remove genomic DNA contamination. cDNA synthesis was performed using these RNA preparations, oligo(dT) primers, and the RevertAid H Minus M-MuLV reverse transcriptase (Fermentas). Relative transcript abundance of selected genes (see Supplemental Table 3 online for a list of genes and the primers used) was determined using the Roche LightCycler 480 system and the LC480 SYBR Green I Master kit (Roche Applied Sciences). Measurements were taken for three biologically independent sets of samples. In addition, all PCR reactions were performed twice for each cDNA (technical duplicates). LightCycler melting curves were obtained for the reactions, revealing single peak melting curves for all amplification products. The amplification data were analyzed using the second derivative maximum method, and resulting Cp values were converted into relative expression values using the comparative cycle threshold method (Livak and Schmittgen, 2001) . Two reference genes (REF1 and REF3; see Supplemental Table 3 online) (Czechowski et al., 2005) were used to normalize the data. Their Cp values were averaged for each sample.
Chromatin Immunoprecipitation and Next-Generation Sequencing
For the identification of AG binding sites, we collected inflorescence tissue from ;4-week-old AG PRO :AG-GFP AP1 PRO :AP1-GR ap1-1 cal-1 ag-1 plants, as well as from 35S PRO :AP1-GR ap1-1 cal-1 plants (as background control), 4 d after induction of flower development through treatment with a solution containing 10 mM dexamethasone (Sigma-Aldrich), 0.01% (v/v) ethanol, and 0.015% (v/v) Silwet L-77 (De Sangosse). ChIP experiments with GFP-specific antibodies (Ab290; Abcam) and next-generation sequencing of the precipitated genomic DNA were done as previously described (Wuest et al., 2012) . For each of genotype used, two libraries were generated from independently obtained immunoprecipitated genomic DNA and sequenced. For the AG-GFP ChIP-Seq replicates, we calculated a Pearson correlation coefficient of mean signals in nonoverlapping 1-kb windows as previously described and obtained a value of 0.88, indicating high reproducibility of the binding data.
ChIP-Quantitative PCR Experiments
Tissue was collected from ;4-week-old AP1 PRO :AP1-GR AG PRO :AG-GFP ap1-1 cal-1 ag-1 and AP1 PRO :AP1-GR ap1-1 cal-1 plants 4 d after dexamethasone treatment. ChIP was performed as described (Wuest et al., 2012) , using 2 mL of a GFP antibody (A6455; Invitrogen) that was different from that used in the ChIP-Seq experiments. Relative DNA abundance of selected genomic regions (see Supplemental Table 4 online for a list of genes and the primers used) was then determined using the Roche LightCycler 480 system and the LC480 SYBR Green I Master kit (Roche Applied Sciences). Measurements were taken for four biologically independent sets of samples. LightCycler melting curves were obtained for the reactions, revealing single peak melting curves for all amplification products. The amplification data were analyzed using the second derivative maximum method, and resulting Cp values were converted into relative enrichment values using the comparative cycle threshold method where input DNA was used to normalize the data (Livak and Schmittgen, 2001 ). The input DNA was a sample of the chromatin available for precipitation that was extracted prior to the addition of antibody to account for differences in the solubility of different genomic regions, the shearing of DNA, and amplification. Four genomic reference regions (ACT7, REF1 , Mu [Chae et al., 2008] , and TUB3) were used to normalize the data. Their Cp values were averaged for each sample.
Publicly Available ChIP-Seq Data Sets
Short sequence read data sets from ChIP-Seq experiments for AP1 , SEP3 (Kaufmann et al., 2009) , and AP2 (Yant et al., 2010) were downloaded from the National Center for Biotechnology Information SRA database (www.ncbi.nlm.nih.gov/sra) and sequence information from the SRA files dumped into fastq files using the Sratoolkit software (version 2.0.1) as described in the manual at www.ncbi.nlm.nih. gov/books/NBK47540. In some cases, the read numbers or qualities of replicates in these reference data sets were found to vary slightly: From the SEP3 data set, only replicate 1 was used. Quality control of the sequenced libraries was performed using the FastQC software (www. bioinformatics.bbsrc.ac.uk/projects/fastqc/).
Peak Calling and Publicly Available Binding Data
Peak calling for the ChIP-Seq experiments was performed using the CSAR package (Muiño et al., 2011) , and enriched regions were identified at a false discovery rate (FDR) < 0.001 (with five rounds of permutations for each data set, resulting in >600,000 permutations). Default parameters were used. Only peak regions with stretches of >50 bp were retained.
Peaks were associated with genes using CSAR functionality, whereby a peak had to reside in a genomic region ranging from 3 kb upstream of a gene's transcriptional start position to 1 kb downstream of its transcriptional end position. Gene range definitions were downloaded from The Arabidopsis Information Resource (TAIR; file: TAIR10_GFF3_genes. gff). GO term enrichments were performed as described for the microarray analyses by using GO mappings provided in the org.At.tair.db data package (version 2.6.4) downloaded from the Bioconductor homepage. Visualization of genomic regions was performed using the GenomeGraphs package version 1.14.0 (Durinck et al., 2009) .
SEP3 binding site definitions were kindly provided by Dr. Jose Muino via the Pri-Cat homepage (www.ab.wur.nl/pricat/). Hexagonal binning routines from the R package hexbin (version 1.26.0) were used in plots that show correlated binding around common target genes.
Merging Data from Biological ChIP-Seq Replicates
In order to merge biological replicates from the AG-GFP ChIP-Seq experiments, peak definitions determined for AG-GFP replicate 2 were retained only if they showed any overlap with the AG-GFP replicate 1. Because the AG-GFP replicate 1 showed lower enrichment values than AG-GFP replicate 2, the significantly enriched regions were extended by 25 bp in either direction before the overlaps with replicate 2 were determined.
Calculation of Relative Enrichment Scores of ChIP-Seq Data
Determination of per-base enrichment scores for the heat maps showing relative enrichment around AG and PI binding sites was performed using custom R scripts. For this, the per-base enrichment scores based on a Poisson distribution were calculated by the CSAR package. Subsequently, the enrichment score cutoff for peak detection, at a FDR of 0.001, was determined using five rounds of permutations. This score was used as a normalization factor, and per-base enrichment scores were divided by this normalization factor (so that a normalized enrichment score of 1 denotes the enrichment score at an FDR of 0.001 and a normalized score of 2 denotes twice this score, etc.). Normalized scores higher than 5 were truncated to the value of 5 for better visualization.
Detection of Motifs Present at Putative AG Binding Sites
For the detection of motifs at putative AG binding sites, 400-bp core sequences centered around peak locations were submitted to the browserbased MEME-ChIP analysis suite (http://meme.sdsc.edu/meme/) (Bailey et al., 2009) . Position weight matrices from the MEME software output (Bailey and Elkan, 1994) were matched using the matchPWM function (as implemented in the Bioconductor package Biostrings) and a minimum score of 80%.
Microarray Experiments and Data Analysis
For the ag-1 microarray experiments, we collected inflorescence-like meristems from 35S PRO :AP1-GR ap1-1 cal-1 plants segregating the ag-1 allele immediately before applying a dexamethasone-containing solution (as described above) to induce flower development, as well as 2.5 (equivalent to approximately stage 3-4) and 5 d (corresponding to approximately stage 6) after dexamethasone treatment. Tissue from ;80 plants per time point was collected into individual tubes and temporarily stored at 280°C. Subsequently, floral phenotypes of each plant used for the tissue collection were determined to infer the genotype. When the results of this approach were inconclusive, PCR-based genotyping of the ag-1 allele was performed as described above. The tissue from ;20 individual plants identified as being homozygous for ag-1 was pooled for each time point taken. In addition, tissue from plants that formed wildtype-like flowers was also combined, resulting in control samples. In total, four biologically independent sets of samples were generated for each time point. RNA was isolated from the ag-1 mutant and from wild-type-like flowers as described above and was cohybridized to custom-designed microarrays (Agilent) as previously described .
For the 35S PRO :GR-LhG4/6xOp PRO :AG-amRNA microarray experiments, we collected floral buds from stages 1 to 10 (approximately) from ;25 plants 24 h after treatment with a dexamethasone-containing or mock solution as described above. Four biological replicates were generated for each treatment. RNA was isolated from the dexamethasonetreated and mock-treated flowers as described above, and was cohybridized to custom-designed microarrays (Agilent) as previously described .
Microarray Data Analysis and Probe Reannotation
Probes on the Agilent array (their design was based on the Arabidopsis genome release version 8) were reannotated to match version 10 as described previously (Wuest et al., 2012) . Low-level data processing was performed using functionality provided by Limma version 2.14.0 (Silver et al., 2009) . Agilent median signals and background were read into R and background correction was performed using the backgroundCorrect function (Ritchie et al., 2007) with maximum likelihood estimation of the background (Silver et al., 2009 ) and an offset of 50. Between-channel normalization was performed using loess normalization and betweenarray normalization using quantile normalization (Smyth and Speed, 2003) . Signals of probes targeting transcripts from the same locus were averaged using the avereps function provided in the Limma package. Nonspecific filtering was performed using the Genefilter package version 1.36.0, based on a signal cutoff determined by the median signal from negative probe signals (i.e., probes that do not match genomic or transcript sequences according to the Arabidopsis TAIR10 genome release), so that only those probes with higher signals in at least three arrays were retained.
Base-level annotations were retrieved from the Bioconductor homepage (package Arabidopsis.db0 version 2.6.4) and an annotation package for the custom-made 44K Agilent array was generated using AnnotationDbi package (version 1.16.10). GO terms contained within the "biological process" class were used for further analyses, and terms with less than nine associated genes were removed. In order to reduce the number of statistical tests performed for GO analyses, redundancy between closely related terms was eliminated as follows: Parent terms were removed if they had more than 90% gene association overlaps with the combination of their daughter terms.
Pfam and Gene family information was retrieved from the TAIR homepage (files gene_families_sep_29_09_update.txt and TAIR10_all. domains). Arabidopsis gene identifiers for the gene family record of the "B3 transcription factor family" were missing and therefore manually updated according to the previously proposed naming scheme (Romanel et al., 2009 ). Only families with nine or more associated genes were included in the analysis. Redundancies among protein families were removed by searching for protein families that had more than 90% overlaps in gene associations with another family and removing the smaller family from further analyses. The same procedure was used to remove redundant gene families.
Testing for differential gene expression was performed using linear models (Smyth, 2004) as described in the Limma user guide. Our data analysis mainly focused on functional groups of genes (e.g., GO terms, gene/protein families) overrepresented within lists of potentially misexpressed genes. Therefore, the multiple testing adjustments were performed at the level of enrichment tests rather than at the level of selection of differentially expressed genes. Our gene selection strategy was based on declaring a gene as differentially expressed at a P value < 0.01. GO term enrichment analyses and protein/gene family enrichment analyses were performed using a two-sided Fisher's exact test implemented in R. Adjustments for multiple testing were performed using the p.adjust function in R, using Benjamini and Hochberg adjustments (Benjamini and Hochberg, 1995) .
To test for coordinated changes of gene expression within selected functional groups, gene set enrichment analysis was performed using the mroast function as implemented in the Limma package (Wu et al., 2010) with 10,000 rotations and "msq" summary set statistic that is sensitive to smaller proportions of differentially expressed genes within gene sets. Heat maps were generated using the gplots package version 2.10.1.
For the comparison of the ag-1 microarray data with the domainspecific expression data from Jiao and Meyerowitz (2010) , we first calculated, for each of the 1047 differentially expressed genes, the ratio between mean signal intensities in the ag-1 and wild-type channels across all time points to identify genes that show a general trend toward up-or downregulation in response to AG perturbation. We then compared this gene list to a list of genes that are differentially expressed (defined by a P value <0.01 and a fold change >2) between the AP1 expression domain and the AG expression domain at floral stage 4 or 6-7. For the upand downregulated genes separately, we then calculated the mean of the log 2 -transformed fold-change ratios (as provided in the Jiao and Meyerowitz [2010] data set). At floral stage 4, the mean log 2 -transformed fold change ratio for the downregulated genes was 20.74 and 0.93 for the upregulated genes. At stage 6-7, the ratios were 20.41 and 1.24, respectively.
Calculation of Gene Expression Signals across an Arabidopsis Tissue Atlas
A set of selected microarray data sets from the analysis of gene expression in different Arabidopsis tissue and cell types was downloaded from public repositories (see Supplemental Data Set 4 online for details). This set contains data from a study of a variety of Arabidopsis tissues (Schmid et al., 2005) , root cell types (Birnbaum et al., 2003; Brady et al., 2007) , pollen of different developmental stages (Honys and Twell, 2004) , as well as data from discrete seed compartments (as used in Le et al., 2010) ; ArrayExpress data set GSE12404, www.ebi.ac.uk/arrayexpress), cell types of the shoot apical meristem (Yadav et al., 2009 ), sperm cells (Borges et al., 2008) , female gametophytic cell types , and ovules (Yu et al., 2005) . In total, the tissue atlas includes expression data for 65 tissue types of gametophytic, sporophytic, and embryonic origin. Gene expression signals were calculated using dChIP (version 2010) using invariant-set normalization and a PM-only model. Probe set definitions according to a newer Arabidopsis genome release (TAIR9) were used as described previously (Schmidt et al., 2011) . Mean signals were calculated for biological replicates, and tissue/cell types were classified into tissue classes (e.g., root/leaf/gametophye, etc.; see Supplemental Data Set 4 online). We examined expression peaks across the tissue atlas and used these as a proxy for preferential expression in a tissue class. To compare observed with expected expression peak numbers, we likewise analyzed 100,000 equally sized gene sets randomly selected from the genes represented on the microarrays.
Accession Numbers
Sequence data from this article can be found in the GenBank/EMBL data libraries under accession numbers listed in Supplemental Table 5 online.
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