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Die Beschreibung von dynamischen Systemen ist eines der Hauptziele der Physik. Dazu-
geho¨rige Modelle bestehen ha¨ufig aus einem Satz von Differentialgleichungen, welche in
geeigneter Form zuku¨nftige Verhaltensweisen des Systems beschreiben ko¨nnen. Der erste
Schritt zur Findung einer solchen Systembeschreibung ist durch die Klassifikation der Sy-
stemzusta¨nde gegeben. Der aktuelle Zustand eines Systems beschreibt die vorherrschende
Dynamik und erlaubt gegebenenfalls Vorhersagen u¨ber die Weiterentwicklung. Ein solches
Wissen ist bei einer Vielzahl von Systemen erstrebenswert. So ko¨nnten neben Wettervor-
hersagen z.B. wirtschaftliche Prognosen erstellt werden, aber auch ein steuerndes Eingreifen
zur Regulation wa¨re, je nach System, mo¨glich. Das Ziel der vorliegenden Arbeit ist es, neue
Methoden zur zeitlichen und ra¨umlichen Zustandsklassifikation am System des epilepti-
schen Gehirns zu untersuchen und Aussagen zur Dynamik zu treffen. Zur Beschreibung der
Dynamik werden eine Untersuchung des globalen Skalenverhaltens der Zeitreihen und ein
Test auf Persistenz in der Dynamik des Systems durchgefu¨hrt.
In den letzten Jahrzehnten beschra¨nkten sich Physiker bei einer Systembeschreibung
nicht mehr auf rein physikalische Systeme, sondern bescha¨ftigten sich auch mit anderen
komplexen Zusammenha¨ngen aus den Bereichen der Biologie, Sozialwissenschaften und der
Medizin. Große Herausforderungen sind die exakte Beschreibung von ha¨ufig zu beobach-
teten nichtlinearen Systemen, wie z.B. Systeme gekoppelteter Oszilatoren mit nichtlinea-
rer Ru¨ckstellkraft. Nichtlineare Systeme besitzen oft eine hohe deterministische Komple-
xita¨t, deren notwendige Voraussetzung gerade die Nichtlinearita¨ten der Dynamik darstellen
[Pro88]. Auf Grund der sensitiven Abha¨ngigkeiten von den Anfangsbedingungen zeigen sol-
che Systeme auf langen Zeitskalen praktisch ein nicht vorhersehbares Verhalten. Das wohl
bekannteste und eines der interessantesten Systeme dieser Art ist das Gehirn. Seit 1874 von
Richard Caton erstmals hirnelektrische Akivita¨t bei Sa¨ugetieren registriert wurde und Hans
Berger 1929 Potentialschwankungen des menschlichen Gehirns beschrieb, konnten aus elek-
trophysiologischen Untersuchungen viele Erkenntnisse gezogen werden. Zur Analyse solcher
komplexer Systeme und zur Bildung geeigneter Modelle fu¨r die zugrunde liegenden Dy-
namiken sind meist jedoch nur wenige Observablen verfu¨gbar. Die Untersuchung solcher
zeitlich voranschreitender Systeme erfolgt durch eine Zeitreihenanalyse dieser gemessenen
Gro¨ßen, welche in vielen Gebieten Ru¨ckschlu¨sse auf die in dem System enthaltene, inha¨rente
Dynamik erlaubt.
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Die in dieser Arbeit zu klassifizierenden Zusta¨nde sind die des epileptischen Gehirns, und
die daraus erhaltenen Elektroenzephalogramme (EEG) sind die zu untersuchenden Zeitrei-
hen. Aufgrund der vorliegenden Pathologie werden im Rahmen einer pra¨chirurgischen Epi-
lepsiediagnostik die EEG-Zeitreihen zum Teil direkt innerhalb des Gehirns registriert und
erlauben dadurch einen einzigartigen Einblick in dessen Dynamik. Das Ziel der angestreb-
ten Klassifikation von EEG-Zeitreihenabschnitten ist zum einen die zeitliche Trennung des
Zwischenanfallszustandes von einem vermuteten und mit Hinweisen belegten Voranfallszu-
stand [Leh03] sowie die ra¨umliche Trennung des fokalen Areals von non-fokalen Arealen
[Ger70]. Dies wu¨rde zu neuen Erkenntnissen in der Beschreibung der Dynamik des epilep-
togenen Prozesses fu¨hren und eine Mo¨glichkeit zur Anfallsvorhersage bieten, welche in der
Behandlung dieser Pathologie von Nutzen sein ko¨nnte.
Eine spezielle Art der Zeitreihenanalyse, welche in dieser Arbeit untersucht wird, bie-
tet ein so genanntes Neuronales Netzwerk. Die Bezeichnung folgt aus dem theoretischen
Aufbau derartiger Netzwerke, welcher einer Vernetzung der Neuronen (Nervenzellen) im
Gehirn nachempfunden ist. Neuronale Netzwerke zeichnen sich durch ein hohes Generali-
sierungsverhalten und einer relativ hohen Unempfindlichkeit gegenu¨ber Sto¨rungen in den
zu bearbeitenden Daten aus. Somit erlauben Neuronale Netzwerke auf vielen Gebieten
z.B. eine Approximation wichtiger Gro¨ßen, und sie werden meist verwendet, um Vorga¨nge
zu beschreiben, die analytisch nicht fassbar sind. Die Verwendung eines Neuronalen Netz-
werkes zur Systembeschreibung bzw. Klassifikation bietet sich durch die A¨hnlichkeit zum
Gehirn an, denn auch das physiologische Vorbild verarbeitet alle durch bestimmte Re-
zeptoren der Sinnesorgane empfangenen Sinnesreize bzw. Informationen, indem zuna¨chst
eine Zustandsapproximation durchgefu¨hrt wird. Ein einfaches Beispiel ist die Klassifizie-
rung der Dynamik eines Fahrzeuges auf einer Straße, welche u¨berquert werden soll. Die
ra¨umlichen und zeitlichen Korrelationen der
”
Observablen“ (Sinnesreize) werden ausgewer-
tet und Einscha¨tzungen bzw. sogar Vorhersagen ko¨nnen getroffen werden.
Ein Nachteil hochgradig vernetzter (und damit theoretisch sehr leistungsfa¨higer) Netz-
werke liegt allerdings in deren Topologie. Die Vernetzung aller Neuronen untereinander ist
elektronisch trotz des hohen Standes heutiger Schaltungstechnik (VSLI) nicht realisierbar
und mo¨gliche Simulationen sind zum Teil mit einem erheblichen Zeitaufwand verbunden.
Seit Chua und Yang [Chu88] Ende der achtziger Jahre des letzten Jahrhunderts die Theorie
eines Zellularen Neuronalen Netzwerkes (Cellular Neural Network = CNN) vero¨ffentlichten,
ru¨ckte durch die Topologie des CNNs auch eine elektronische Realisierung (CNN-Chip) in
greifbare Na¨he und die Simulation solcher CNN s bewegte sich ebenfalls in einem sinnvollen
zeitlichen Rahmen.
Aufgrund dieser Eigenschaften und wegen des hohen Generalisierungsverhaltens wird
in der vorliegenden Arbeit ein simuliertes CNN (SCNN) als Klassifikator einer Zeitreihe
getestet. Das Ziel ist es, den SCNN als Detektor fu¨r bestimmte, (eventuell) noch unbekannte
Eigenschaften der Zeitreihe, welche einen Zustand klassifizieren, zu verwenden.
Ha¨ufig ist die relevante, zustandsbeschreibende (intrinsische) Dynamik jedoch von Rau-
schen und anderen Systemdynamiken u¨berlagert und kann nur schwer identifiziert werden.
Eine Lo¨sung ist durch die Berechnung einer systemsbeschreibenden Kenngro¨ße, also durch
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eine Datenreduktion gegeben, welche die relevante Information hervorheben kann und damit
eine Klassifikation vereinfacht. Als weiteres Ziel der Arbeit ergibt sich daraus die Verwen-
dung und Untersuchung einer geeigneten Kenngro¨ße.
Um solche relevanten Signaleigenschaften nichtlinearer Systeme zu extrahieren und zu
beschreiben, reichen die klassischen Analyseverfahren, wie z.B. die Frequenzanalyse alleine
nicht aus. Viele in der Natur vorkommende, biologische bzw. physiologische Systeme lie-
fern Zeitreihen, wie z.B. auch die Atmungs- oder Herzrate, welche ein hochkompliziertes
irregula¨res Verhalten aufweisen und zeigen keineswegs einen periodischen Verlauf. Die Ur-
sache fu¨r das hochkomplexe Verhalten solcher Zeitreihen ko¨nnte in den deterministischen
Grundeigenschaften der Prozesse liegen, die in nichtlinearen Komponenten der intrinsi-
chen Dynamik des Systems verankert sind. Zur Beschreibung der spezifischen Eigenschaften
nichtlinearer Systeme wurde die nichtlineare Zeitreihenanalyse entwickelt [Kan97].
Wie in vorangegangenen Arbeiten (z.B.:[LeV01]) dargestellt, besitzt das offene dynami-
sche System Gehirn deterministische, nichtlineare Eigenschaften. Insgesamt fu¨hrte das In-
strumentarium der nichtlinearen Zeitreihenanalyse bei der Anwendung auf EEG-Zeitreihen
zu beschreibenden Kenngro¨ßen der Dynamik des Systems Gehirn mit großen Erfolgen in
der Diagnostik, Profilaxe und Hirnforschung ([Leh03]). Es bleibt jedoch zu beachten, dass
ein Gehirn aus einer Vielzahl (etwa 1011) von Neuronen (Nevenzellen) besteht, welche un-
tereinander vernetzt sind, und die Anzahl der Systemfreiheitsgrade u¨bersteigt die Anzahl
der pro Zeiteinheit erhaltenen Werte eines EEGs. Aus dieser Kompliziertheit der System-
dynamik wurden die Grenzen der Verfahren nichtlinearer Zeitreihenanalyse aufgezeigt, was
zur Motivation der Entwicklung weiterer Methoden fu¨hrte.
In der vorliegenden Arbeit wird als datenreduzierende Kenngro¨ße der sogenannte Ska-
lierungskoeffizient α verwendet, mit dessen Hilfe die Selbsta¨hnlichkeit1 eines Objektes, z.B.
der Graph eines EEGs, beschrieben wird. Ein Vorteil, Selbstaffinita¨t in einer Zeitreihe zu
identifizieren, liegt in der sich dadurch ergebenden Mo¨glichkeit, komplexe physikalische
Systeme auf einfache Grundmuster zuru¨ck zu fu¨hren, sodass die Dynamik besser zu verste-
hen ist. Ferner ist der Skalierungskoeffizient α mit Hilfe einer Leistungs-Spektrum-Analyse
leicht zu bestimmen. Hinweise auf die Hypothese von einer Skaleninvarianz im dynamischen
System Gehirn liegen mit Einschra¨nkungen bereits vor und sind in Untersuchungen u¨ber
das Skalierungsverhalten in [Wat00], [Lee01] und [Hwa02] zu finden. Diese Untersuchun-
gen des Skalenverhaltens beschra¨nkten sich auf die Amplitudenvariation einer Zeitreihe.
Diese wurde ebenfalls in [Ceb03] untersucht, wobei jedoch keine globale Skaleninvarianz
der Amplitudenvariation im EEG festgestellt werden konnte. Aus diesem Grunde wird in
der vorliegenden Arbeit der Skalierungskoefizient mit Hilfe einer Phaseninformation be-
stimmt, wodurch es ermo¨glicht wird, Langzeitkorrelationen, welche durch Skaleninvarianz
suggeriert werden, in einem Frequenzverhalten zu beobachten. Somit werden eventuell neue
Erkenntnisse u¨ber die deterministische Dynamik des zugrunde liegenden Systems erhalten.
Des weiteren gibt der Skalierungskoeffizient Auskunft u¨ber die Dynamik eines Systems,
indem er Persistenz oder Anti-Persistenz im Verlauf von Zeitreihen aufzeigt. Eine ange-
1Es wird von Selbsta¨hnlichkeit (Selbstaffinita¨t) eines Objektes gesprochen, wenn z.B. seine Ober-
fla¨chenstruktur auf vera¨nderten Maßsta¨ben wiederkehrend zu beobachten ist (vgl.: Mandelbrotmenge). In
der Natur sind Pha¨nomene der Selbsta¨hnlichkeit ha¨ufig zu beobachten, wie z.B. in dem geometrischen
Aufbau des Farnblattes.
3
nommene Anti-Persistenz des untersuchten Systems ko¨nnte damit besta¨tigt werden. Ferner
erlaubt die Annahme, das Persistenz in einem EEG nur kurz vor einem Anfall herrscht,
eine Mo¨glichkeit der Anfallsvorhersage durch Identifikation dieser Persistenz.
Das Ziel der Untersuchungen der EEGs mit Hilfe des Skalierungskoeffizienten ist daher
eine eventuelle Identifikation eines globalen Skalenverhaltens in der Phaseninformation des
EEGs und die daraus folgende Zuordnung zur Persistenz oder Anti-Persistenz. Ferner soll
durch den zeitlichen Verlauf dieser Kenngro¨ße eine eventuelle Persistenz im Vorfeld eines
Anfalls u¨berpru¨ft werden.
Die vorliegende Dissertation gliedert sich in folgende Abschnitte. In Kapitel 2 werden
allgemeine Eigenschaften Neuronaler Netzwerke beschrieben. Zellula¨re Neuronale Netzwer-
ke (CNN) und deren Simulation bzw. deren beschreibende Differentialgleichungen werden
erla¨utert. Anschließend wird die Verwendung eines CNN zur Zeitreihenanalyse beschrie-
ben. Kapitel 3 gibt die theoretischen Grundlagen zur Langzeitkorrelation, der Persistenz
sowie des Skalierungskoeffizienten, welcher die angestrebte Datenreduktion beschreibt. Fer-
ner wird die in dieser Arbeit verwendete Phaseninformation einer Zeitreihe und der Algo-
rithmus zur Berechnung des Skalierungskoeffizienten aus dem Phasenverhalten beschrieben.
Die Kapitel 2 und 3 beinhalten dabei eine Beschreibung der verwendeten Termini dieser
Dissertation. Nach einer kurzen Einfu¨hrung in das System Gehirn und die Epilepsie (Kapi-
tel 4) sowie in die bekannte Dynamik der Observablen (EEG) werden die durchgefu¨hrten
Untersuchungen an EEG-Zeitreihen eines epileptischen Gehirns mit Hilfe eines CNN in
Kapitel 5 und Untersuchungen des Skalierungsverhaltens in Kapitel 6 beschrieben und in
Kapitel 7 diskutiert. Das Kapitel 8 beschließt die Dissertation mit einer Zusammenfassung
der durchgefu¨hrten Methoden und der erhaltenen Ergebnisse sowie einem Ausblick.
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Kapitel 2
Theorie der Zellularen Neuronalen
Netzwerke
Die Klassifikation von Zusta¨nden eines nichtlinearen Systems anhand von Observablen-
Zeitreihen stellt eine sehr komplexe Aufgabe dar. Zum Einen muss die Annahme gemacht
werden, dass die dazu beno¨tigte Information in der Zeitreihe vorhanden ist, zum Anderen
wird diese eventuell enthaltene Information von einer unbekannten Anzahl von anderen
(fu¨r die Zustandsbestimmung unwichtigen) Dynamiken und von Rauschen u¨berlagert. Der
dazu verwendete Klassifikator muss also ein sehr hohes Generalisierungsverhalten zeigen
und mo¨glichst gering auf vorhandenes Rauschen reagieren. Ausserdem muss fu¨r Echtzeit-
berechnungen je nach Klassifikator eine bestimmte Grundschnelligkeit (der Klassifikation
bzw. Aufgabenverarbeitung) vorliegen.
Ein so genanntes Neuronales Netzwerk (NN) beinhaltet alle verlangten Eigenschaften ei-
nes solchen Klassifikators. Im Folgenden wird die dazugeho¨rige Definition und die Motivati-
on zur Verwendung eines bestimmten Neuronalen Netzwerktyps, dem Zellularen Neuronalen
Netzwerk (engl.: Cellular Neural Network = CNN), gegeben. Es werden die theoretischen
Grundlagen eines CNN und die Arbeitsweise sowie der von einem CNN aufgespannte Pa-
rameterraum beschrieben, welcher zur jeweiligen Problemstellung angepasst werden muss.
2.1 Neuronale Netzwerke
Ein Neuronales Netzwerk ist gema¨ß der Definition an die (prinzipielle) funktionelle Anato-
mie des menschlichen Gehirns angelehnt. Dieses besteht aus einer Vielzahl von Nervenzellen
(Neuronen), die untereinander u¨ber die so genannten Dendriten und Axone verbunden sind.
Jedes Neuron erha¨lt u¨ber die Dendriten Eingangssignale von den Nachbarzellen, wa¨hrend
die Ausgabesignale u¨ber die Axone an weitere Nachbarzellen geleitet werden (siehe Abbil-
dung 2.1). Die Ein- und Ausgabesignale werden in den Verbindungen der Zellen, den so
genannten Synapsen, gewichtet.
Ein ku¨nstliches Neuronales Netzwerk besteht aus einem Gitter stilisierter Zellen und
Synapsen. Die zwei Hauptmerkmale des Aufbaus sind ebenfalls die Zelle und deren Verbin-
dungen zu benachbarten Zellen. Die Verbindungen besitzen, wie deren Vorbilder, eine fu¨r
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die Informationsverarbeitung essentielle Mo¨glichkeit zur Gewichtung der Signale, welche an
die verbundenen Zellen weitergeleitet werden.
Abbildung 2.1: Isoliertes menschliches Neuron.
Wie auch beim menschlichen Gehirn handelt es sich im Falle eines ku¨nstlichen Netzwerks
keinenfalls um ein autonomes Gebilde. Es beno¨tigt Kommunikationsmittel, wie Informati-
onseinga¨nge (z.B. von ausserhalb des Netzwerks erhaltene elektrische Eingangssignale) und
Ausgabemo¨glichkeiten (z.B. elektrische Ausgabesignale). Deren Aufbau ist jedoch fu¨r die
prinzipielle Arbeitsweise bedeutungslos, also vom funktionellen Aufbau zu trennen und wird
deshalb hier nicht beschrieben.
Arbeitsweise einer (ku¨nstlichen) Nervenzelle
Die Arbeitsweise eines (ku¨nstlichen) Neurons ist der eines Diskriminators a¨hnlich. Die
Eingangssignale ej(t) der Zelle Ci sind mit einem Faktor γij gewichtet und werden in der
Zelle Ci zu jedem Zeitpunkt t zu einem neuen Signal si(t) aufsummiert. Als Eingangssignal




γijej(t), γij ∈ R (2.1)
U¨berschreitet das Signal si(t) eine (von aussen) gesetzte Schwelle (auch Bias zi genannt),
so wird die Zelle aktiviert. Die Gro¨ße der Aktivita¨t ai wird dabei durch die so genannte
(meist nichtlineare) Aktivierungsfunktion fAkt bestimmt.
ai(t) = fAkt(si(t), zi) (2.2)
Die Aktivita¨t ai wird abschließend nochmals durch eine meist nichtlineare Ausgabe-
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funktion1 fAus beinflußt und als Ausgabesignal ei der Zelle Ci zu einer mit ihr verbundenen
Zelle Ck geleitet.
ei(t) = fAus(ai(t)) (2.3)
Die Zelle Ci dient also als Informationtra¨ger, welcher im einfachsten Fall nur zwei
Zusta¨nde besitzt (erregt oder nicht erregt). Die Ausgabefunktion ist fu¨r die Weiterleitung
verantwortlich und γki fu¨r die Gewichtung des Ausgangsignals und somit fu¨r die Auswirkung
der vermittelten Erregung auf die verbundene Zelle Ck.
Die Leistungsfa¨higkeit eines Netzwerks wird dabei nicht durch die Komplexita¨t der
Zellzusta¨nde sondern durch die Anzahl der Verbindungen zwischen den Zellen (also der
parallelen Bauweise) bestimmt. Diese Verbindungen bestimmen auch die Anzahl der Frei-
heitsgrade in einer zellbeschreibenden Differentialgleichung (DGL), die den Zustand einer
Zelle und deren Variationen, welche durch die benachbarten Zellen hervorgerufen werden,
beschreibt. (Die DGL fu¨r ein spezielles Neuronales Netzwerk ist in Kapitel 2.2 beschrie-
ben.) Nach einer Eingabe der Information in die Zelle und anschließender
”
O¨ffnung“ der
Verbindungen beeinflussen sich also die benachbarten Zellen gema¨ß den einzelnen Gewich-
tungen untereinander. Dieser dynamische Zustand bleibt so lange erhalten, bis die in den
Verbindungen gewichteten Signale keine weitere Vera¨nderung der Information zur Folge ha-
ben und ein stabiler Gleichgewichtszustand erreicht wird (siehe auch Kapitel 2.2.4). Dieser
stabile Zellzustand (xij) entspricht dann dem Ergebnis, welches ausgelesen werden kann.
Allgemeine Netzwerkeigenschaften
Es wird deutlich, dass in einem Neuronalen Netzwerk (NN) keine Rechenoperationen,
wie in einem Rechenprozessor stattfinden. Die Ermittlung einer Gro¨ße erfolgt in einem NN
mit Hilfe einer Approximation, welche durch die Gewichtungen bestimmt wird. Der Vorteil
eines NNs liegt somit nicht in der Exaktheit des Ergebnisses, sondern in den, im weiteren
aufgefu¨hrten besonderen Eigenschaften eines Netzwerks.
1. Zum einen ist die Anpassungsfa¨higkeit des Systems an verschiedene Problemstellungen
zu nennen, die in der Fachliteratur (z.B. [Chu88]) in Anlehnung an die Eigenschaften
des menschlichen Gehirns ha¨ufig als so genannte Lernfa¨higkeit bezeichnet wird. Zur
Lo¨sung einer Aufgabe folgt das NN keinem festen Algorithmus, sondern den Rahmen-
bedingungen, welche vorher durch die Minimierung einer Kostenfunktion bestimmt
werden (siehe Kapitel 2.3). (Diese Verfahrensweise wird auch oft als Lernen oder
Training eines Neuronalen Netzwerkes beschrieben.)
2. Zum anderen ist ein hohes Generalisierungsverhalten, welches durch die Arbeitsweise
eines NN erhalten wird, und eine große Toleranz gegenu¨ber verrauschten Eingangs-
daten von grundsa¨tzlichem Vorteil. Additives Rauschen auf den Eingangsdaten hat
durch den dynamischen Prozess im NN kaum Einfluss auf das Endergebnis.
1Die Aktivierungs- sowie Ausgabefunktion ko¨nnen z.B. die Identita¨t, eine Sprungfunktion, eine
stu¨ckweise lineare oder eine sigmoidale Funktion sein.
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3. Des Weiteren erzeugt der Aufbau eine parallele Informationsverarbeitung.
Ein Nachteil ist jedoch durch den oft hohen zeiltichen Aufwand einer Parameterbestim-
mung (wie z.B. die Gewichtungen der Zellverbindungen) einer NN-Zelle gegeben, welche zu
jeder neuen Problemstellung durchgefu¨hrt werden muss.
Bevor genaue Beschreibungen eines Neuronalen Netzwerks und dessen Zellen gegeben
werden, wird kurz auf die Topologie eines Netzwerkes und dessen Folgen eingegangen. Es ist
leicht ersichtlich, dass die Definition eines NN die unterschiedlichsten Topologien zula¨sst. Ei-
ne sehr bekannte und ha¨ufig verwendete Netzwerktopologie liegt im so genannten Hopfield-
Netzwerk ([Hop82], [Fen97] und [McE87]) vor. Es besitzt eine gewu¨nschte Anzahl von Zel-
len, die alle miteinander verbunden sind. Diese globalen Verbindungen VHop wachsen etwa
quadratisch mit der Anzahl der Zellen (N) an. Fu¨r unidirektionale Verbindungen gilt:
VHop = N(N − 1) ∼ N2, (2.4)
Damit steigert sich zwar die Leistungsfa¨higkeit des Netzwerks enorm mit der Anzahl
der Zellen, aber eine elektronische Realisierung auf einem Chip kann fu¨r gro¨ßere Netzwer-
ke (z.B. N=1000) aufgrund der hohen Verbindungsanzahl ausgeschlossen werden. Es wird
deutlich, dass nicht jede simulierbare und leistungsfa¨hige Netzwerktopologie auch technisch
realisierbar ist. Lediglich Simulationen von Netzwerken, welche (je nach Topologie) sehr
zeitaufwendig werden ko¨nnen, sind mo¨glich, aber verhindern die fu¨r eine zeiltiche Beurtei-
lung eines Systems oft bedeutende Echtzeitklassifikation. Um die Mo¨glichkeit einer solchen
Klassifikation zu erhalten, muss also auf Kosten der Leistungsfa¨higkeit die technische Rea-
lisierbarkeit gewahrt werden.
2.2 Das Zellulare Neuronale Netzwerk
Eine sinnvolle Netzwerktopologie zur Lo¨sung dieser Problematik wird durch die Verwendung
eines Zellularen Neuronalen Netzwerks (CNN) gegeben. Hierbei sind nur die Zellen aus
einem bestimmten Nachbarschaftsradius r ∈ N miteinander verbunden. Fu¨r die Anzahl der
unidirektionalen Verbindungen2 VCNN gilt mit r ¿ N :
VCNN = 2N(2r + 1)
2 ∼ N. (2.5)
Mit r kann die Leistungsfa¨higkeit angepasst werden und die Verbindungsanzahl steigt
nur mit der einfachen Anzahl (N) der Zellen, sodass eine technische Realisierung ermo¨glicht
wird und eine Simulation im Gegensatz zu anderen Topologien erleichtert bzw. beschleu-
nigt wird. Fu¨r den ha¨ufig verwendeten Fall eines zweidimensionalen Netzwerks sind mit
einem Nachbarschaftsradius von r = 1 jeweils nur direkte Nachbarzellen verbunden, und
der technische Aufbau vereinfacht sich zu einem Gitter mit einer zeilen- und spaltenweisen
Anordnung der Zellen auf den Kreuzungspunkten (siehe Abb. 2.2). Die folgenden Beschrei-
bungen gelten alle fu¨r ein in der Arbeit verwendetes zweidimensionales Netzwerk, sind aber
leicht auf einen dreidimensionalen Aufbau erweiterbar.
2Die Selbstkopplungen sind dabei mitgeza¨hlt.
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Abbildung 2.2: Links: Aufbau eines zweidimensionalen Zellularen Neuronalen Netzwerks.
Zelle 3,4 zeigt die Verha¨ltnisse eines Nachbarschaftsradius von r = 1 und der Ru¨ckkopplung
(gru¨ner Pfeil). Rechts: Ebenen des Zellularen Neuronalen Netzwerks.
Zellulare Neuronale Netzwerke wurden erstmals gegen Ende des letzten Jahrhunderts
(1988) von Chua und Yang beschrieben [Chu98]. Eine dazugeho¨rige, allgemeine Definition
fu¨r ein CNN wurde 1997 von Chua und Roska gegeben.
Definition 2.1 ([Chu98]: CNN) Ein CNN ist eine ra¨umliche Anordnung von lokal ge-
koppelten Zellen, wobei jede Zelle ein dynamisches System darstellt, welches einen
Eingang (Input), einen Ausgang (Output) und einem Zustand (State) besitzt, der
sich nach einem vorgeschriebenen dynamischen Gesetz entwickelt.
Eine einzelne Zelle kann in drei verschiedene Ebenen aufgeteilt werden. Dies sind eine
Eingabe-Ebene (Input U ) aus den Eingangsdaten bestehend, eine Zustands-Ebene (State
X ) sowie einer Ausgabe-Ebene (Output Y ), die auf den Zustand ru¨ckgekoppelt ist (siehe
Abb. 2.2 rechts). Jede Zelle Cij besitzt neben den Variabeln des Inputs (uij ∈ Ru), des
Outputs (yij ∈ Ry) und des States (xij ∈ Rx) auch den oben erwa¨hnten Schwellwert
(auch Bias genannt, zij ∈ Rz). U¨blicherweise kann aus Gru¨nden der Einfachheit der Bias
zij als konstante, skalare Gro¨ße betrachtet werden, wohingegen die anderen Variabeln als
Funktionen der Zeit t zu sehen sind. Eine schematische Darstellung einer isolierten Zelle
(ohne Verbindungen zu anderen Zellen, r = 0) ist in Abbildung 2.3 gegeben.
Die von Chua aufgestellte Differentialgleichung zur zeitlichen Beschreibung der Dynamik
einer isolierten Zelle verknu¨pft die oben beschriebenen Gro¨ßen wie folgt:
dxij
dt
= −xij + aijyij + bijuij + zij (2.6)
Die Parameter aij und bij sind hierbei die Gewichtungsfaktoren. Die Ru¨ckkopplung
(Feedback) wird dabei von aij und die Vorwa¨rtskopplung (Feedforward) durch bij beschrie-
ben. Die Werte des Zellausgangs sind dabei durch eine Ausgabefunktion yij = f(xij) gege-
ben.
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Abbildung 2.3: Informations-Schnittstellen einer isolierten (r = 0) Zelle.
Zur Beschreibung einer Zelle im CNN-Zellverband mit r > 0, mu¨ssen im Gegensatz zur
isolierten Zelle die Verbindungen zur Nachbarschaft, in Abbha¨ngigkeit der Nachbarschafts-
gro¨ße Sij(r) (engl.: sphere of influence) beru¨cksichtigt werden.
Sij(r) = {Ckl : max(‖k − i‖, ‖l − j‖) ≤ r, 1 ≤ k ≤M, 1 ≤ l ≤ N} (2.7)
Mit der Nachbarschaftsgro¨ße, mit welcher die Zelle Cij in einem M × N großem CNN
verbunden wird, vergro¨ßert sich also die Anzahl der lokalen Kopplungsparameter a und b
in Gleichung 2.6. Der einzelnen Zelle werden lediglich die Ausga¨nge der Zellnachbarn f(xkl)
hinzugefu¨gt. In Abbildung 2.4 entspricht dies (neben dem von aussen angelegten Eingang
uij) mehrerer zusa¨tzlicher Einga¨nge fu¨r die benachbarten Zellausgabesignale ykl = f(xkl).
Abbildung 2.4: Informations-Schnittstellen einer Zelle im CNN.
Der Gesamtbeitrag der benachbarten Zellausga¨nge zur lokalen Kopplung beschreibt sich





Bei einem zweidimensionalen CNN mit einem Nachbarschaftsradius von r = 1 ergibt
sich A(yij) aus den acht benachbarten Zellen und der Ru¨ckkopplung zu einer 3× 3-Matrix.






Die Gro¨ßen A (Feedback) und B (Feedforward) werden wegen der Mo¨glichkeit der Ma-
trizenschreibweise auch als Feedback-Template A und Feedforward-Template B bezeichnet.
2.2.1 Differentialgleichung einer CNN-Zelle im 2D-Netzwerk
Aus den Gleichungen 2.7, 2.8 und 2.9 folgt die allgemeine Differentialgleichung eines zwei-
dimensionalen CNN , mit M ·N Zellen in M Zeilen und N Spalten (M ×N -CNN).







Hierbei ist i = 1, 2, ...,M und j = 1, 2, ..., N und fu¨r die Ausgabefunktion gilt:
yij = f(xij) (2.11)
Im Falle einer elektronischen Realisierung werden die Kapazita¨t K und der Widerstand










Fu¨r den sich nach Einschwingen eines CNN einstellenden Endzustand der Zellen sind die
Werte von R und K allerdings bedeutungslos. Zur mathematischen Beschreibung ko¨nnen
diese Faktoren also auf eins gesetzt werden. Eine ausfu¨hrlichere Behandlung der Differen-
tialgleichungen ist in [Chu98] zu finden.
Randzellen
Es bleibt zu bemerken, dass so genannte Randzellen (z.B. Zelle 1,1 in Abbildung 2.2),
deren Nachbarschaft zum Teil außerhalb des M × N -CNN liegt, keine vollsta¨ndig defi-
nierte DGL besitzen. Zur Bestimmung solcher Nachbarschaftswerte xkl (also der virtuellen
Zellzusta¨nde xkl) einer Randzelle Cij gibt es verschiedene, definierte Randbedingungen. Im
Allgemeinen werden den virtuellen Randzellen bestimmte Werte zugeordnet. Drei der be-
kanntesten Randbedingungen sind hier aufgelistet [Chu98]:
1. Dirichlet-Randbedingung: Die virtuellen Randzellen besitzen einen konstanten
Zustand. (Ha¨ufig werden die virtuellen Randzellen auf den Wert 0 gesetzt.)
2. Neumann-Randbedingung: Die virtuellen Randzellen besitzen stets den gleichen




3. Torusfo¨rmige Randbedingung: Die Reihen werden derart verknu¨pft, dass sich ein
Torus ergibt. Somit existieren keine virtuellen Randzellen.
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Die Wahl einer sinnvollen Randbedingungen ha¨ngt dabei stark von der Aufgabenstellung
des CNN ab.
2.2.2 Differentialgleichung eines allgemeinen CNN
Zur Beschreibung eines allgemeinen, zweidimensionalenM×N -CNN werden neben der Zu-
standsgleichung der isolierten Zelle auch die Kopplungsgesetze, die Randbedingungen und
die Anfangsbedingungen (Zellwerte fu¨r den State-Zustand) beno¨tigt. Das komplette Sy-
stem an gekoppelten nichtlinearen Differentialgleichungen eines M × N -CNN wird durch
die Kombination der Zelldynamiken und der Kopplungsgesetze in folgender Form erhalten
[Chu98]:
x˙ij = F (xij, zij; ~ukl, ~ykl), kl ∈ Sij(r) (2.13)
Dabei sind ~ukl und ~ykl als Vektoren zu verstehen, deren Komponenten ukl und ykl alle
benachbarten Zellen Ckl ∈ Sij(r) beinhalten. Die Ausgabefunktion ist durch
yij = f(xij) (2.14)
gegeben, wobei i = 1, 2, ...,M und j = 1, 2, ..., N gilt.
2.2.3 Gene eines Standard-CNN
Zur Beschreibung eines Zustandes einer Zelle und dessen zeitlicher Verlauf in einem zwei-
dinemsionalen CNN sind eine Vielzahl von Parametern notwendig. Neben dem Startwert
xij(t = 0) und den Eingangsdaten uij werden, bei der Annahme eines Nachbarschaftsradius
3
von r = 1, insgesamt 19 weitere Gro¨ßen beno¨tigt. Sie setzen sich aus den acht benachbar-
ten Ausga¨ngen, dem eigenen, ru¨ckgekoppelten Ausgang (Feedback : neun Parameter) sowie
der acht benachbarten Einga¨nge, dem eigenen Eingang (Feedforward : neun Parameter) und
dem Schwellwert zij (Threshold : ein Parameter) zusammen.
Die Aneinanderreihung µ der 19 Parameter zij, bkl und akl mit k, l ∈ Sij(1) wird in
[Chu98] als CNN-Gen (genetischer-CNN-Kode) bezeichnet.
µ = [z, b1,1, b1,2, b1,3, b2,1, ..., b3,3, a1,1, a1,2, a1,3, a2,1, ..., a3,3], µ ∈ R19 (2.15)
Dieser genetische Kode bestimmt die Wirkungsweise einer Zelle. Handelt es sich gar um
einen CNN mit translationsinvarianter Schwelle z, translationsinvarianten Templates (A,B)
und festgelegten Randbedingungen, so ist durch Angabe dieser 19 Parameter die komplette
Wirkungsweise eines CNN auf die Eingangsdaten gegeben. Die Gleichung 2.10 kann dann
in eine kompakte Matrizenschreibweise umgeformt werden [Chu98]:
X˙ = F (X;µ), X ∈ RM × RN , µ ∈ R19. (2.16)
Die Gro¨ße µ kann dann in der Betrachtungsweise der nichtlinearen Dynamik als Bifurkati-
onsparameter gesehen werden.
3Falls nicht anders erwa¨hnt, wird im folgenden immer von einem Nachbarschaftsradius von r = 1
ausgegangen.
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Mittlerweile gibt es eine Vielzahl von bekannten Genen µ, die zur Lo¨sung bestimmter
Aufgaben mit Hilfe eines CNNs verwendet werden. Viele Anwendungen kommen dabei aus
dem Bereich der Bildverarbeitung. Der Grauwert eines Bildpunktes wird dabei in einer Zelle
gespeichert. Die Vera¨nderung der Bildpunkte wird durch die gewichteten Verbindungen
bewerkstelligt.
Einfache Beispiele4 sind Anwendungen wie z.B. ein Diskriminator. Das Gen ist durch µ=
[-0,5; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 2; 0; 0; 0; 0] beschrieben. Dabei werden alle Grauwerte
unterhalb einer Schwelle (z = −0, 5) auf weiß und alle oberhalb dieser Schwelle auf schwarz
gesetzt. Ein anderes Beispiel ist durch µ= [-0,5; -1; -1; -1; -1; 8; -1; -1; -1; -1; 0; 0; 0; 0; 2; 0; 0;
0; 0] gegeben und entspricht einer
”
Kanten-Extraktion“. Fu¨r eine Auflistung, einer Vielzahl
von Anwendungen und den dazugeho¨rigen Genen wird auf [Chu98] verwiesen. Neben der
Bildverarbeitung sind aber auch Anwendungen aus vo¨llig anderen Bereichen mo¨glich, indem
die zu bearbeitende Problematik auf spezielle Bilder, also auf die Datenanordnungen in dem
CNN Zellgitter zuru¨ckgefu¨hrt wird. Bereits 1994 wurde eine Anwendung in einem Roboter
pra¨sentiert, wobei die Aufgabe des CNN in der Bestimmung des Weges bestand, dem der
Roboter folgen sollte [Kan94].
Universelle Maschine







VIERUNG“(NOT) sind ebenfalls durch einfache Gene gegeben.
µAND = [−1, 0, 0, 0, 0,+1, 0, 0, 0, 0, 0, 0, 0, 0,+2, 0, 0, 0, 0] (2.17)
µOR = [+1, 0, 0, 0, 0,+1, 0, 0, 0, 0, 0, 0, 0, 0,+2, 0, 0, 0, 0] (2.18)
µNOT = [ 0, 0, 0, 0, 0,−2, 0, 0, 0, 0, 0, 0, 0, 0,+1, 0, 0, 0, 0] (2.19)
Mit deren Hilfe und einer Erweiterung des CNN um einen Speicher fu¨r Programme,
welche aus einer Abfolge von Templatesa¨tzen bestehen, wird aus einem solchen zellularen
Automaten eine Universelle Maschine, welche z.B. mit nur drei Genen eine Game-of-Life-
Simulation durchfu¨hren kann [Chu98]. Ein CNN ist also durch eine Abfolge von Genen
als Universelle (Turing) Maschine zu verstehen. (Ein so modifiziertes CNN wird auch als
CNNUM bezeichnet.) Ein CNN ist also allgemein einsetzbar und auch fu¨r eine Zustands-
klassifikation zu verwenden.
Durch den parallelen Aufbau und der daraus resultierenden Geschwindigkeit ist ein CNN
somit in allen Bereichen mit erwu¨nschter Echtzeitberechnung von Interesse und großem
Vorteil. (Es bleibt jedoch zu bedenken, dass ein CNN jede Berechnung approximiert und
nicht auf die Exaktheit des Ergebnisses ausgelegt ist.)
2.2.4 Stabilita¨tskriterium
Zum Erhalt und zur Auslese eines eindeutigen Ergebnisses mu¨ssen die Zusta¨nde aller Zel-
len eines CNN ein Gleichgewicht erreicht haben. Aus den Gleichungen 2.13 und 2.14 ist
4Hierbei gilt jeweils die Dirichlet-Randbedingung. Die virtuellen Randzellen sind dabei auf den konstan-
ten Wert von Null gesetzt.
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ersichtlich, dass das dynamische System CNN nicht zwingend auf einen solchen stabilen
Zustand hinstrebt. Um Aussagen u¨ber das Verhalten eines Zellzustandes xij zu treffen,
wird zuna¨chst ein so genanntes Standard-CNN definiert.
Definition 2.2 ([Chu98]: Standard-CNN) Die Gleichungen 2.10 und 2.11 beschreiben
ein Standard-CNN.
In [Chu98] findet sich ein Kriterium zum Vorhandensein eines beschra¨nkten Zellzustandes
xij in folgender Form:
Theorem 2.1 (Zustands-Beschra¨nkungs-Kriterium) Falls die Ausgabefunktion yij
bzw. f(xij) stetig und beschra¨nkt ist, dann ist jeder Zustand xij jeder Zelle eines Standard-
CNN fu¨r alle beschra¨nkten Schwellen zij und beschra¨nkten Eingangswerten uij bestimmt.
Des Weiteren liefert [Chu98] ein komplettes Stabilita¨tkriterium fu¨r ein stabiles Ergebnis
bzw. einen stabilen Zustand des CNN :
Theorem 2.2 (Zustands-Stabilita¨ts-Kriterium) Alle Trajektorien eines Standard-CNN
(durch Gleichung 2.13 und 2.14 definiert) mit konstanter Schwelle zij, konstanten Ein-
gangswerten uij und einer beliebigen Nachbarschaftsgro¨ße konvergieren zu einem Gleichge-
wichtszustand, welcher im Allgemeinen von den Anfangbedingungen abha¨ngig ist, falls die
folgenden drei Hypothesen gelten:
1. Das Ru¨ckkopplungs-Template A ist sternsymmetrisch (um das Zentrumselement).
2. Die skalare Ausgabefunktion f(◦) ist mit positiver Steigung differenzierbar und ist
vorherbestimmt.
3. Die Gleichgewichtspunkte sind isoliert.
Fu¨r einen Beweis der hier aufgefu¨hrten Theoreme sei auf [Chu98] verwiesen.
Es ist zu bemerken, dass das Zustands-Stabilita¨ts-Kriterium fu¨r einen stabilen Zustand
keine notwendige Bedingung darstellt. Es existieren z.B. Gene mit einem unsymmetrischen
Ru¨ckkopplungs-Template A, welche trotzdem einen stabilen Zustand im CNN erlauben
[Chu98].
Bistabilita¨tskriterium
Zur weiteren Anlehnung des CNN an die Funktionsweise des Gehirns geho¨rt ferner ein





Aktivita¨tszustand “. Diese Eigenschaft wird durch die richtige Wahl der
Ausgabefunktion f(◦) erreicht, welche zum einen Theorem 2.1 genu¨gt und zum anderen
zwei stabile Regionen besitzt, wie z.B. die stu¨ckweise lineare Funktion 2.20. Diese wird im




(|xij + 1| − |xij − 1|) (2.20)
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Abbildung 2.5: Stu¨ckweise lineare Ausgabefunktion f(xij).
Die Bistabilita¨t ist also erreicht, wenn jede Trajektorie einer Zelle gegen einen Gleich-
gewichtszustand konvergiert, dass heißt, dass mindestens |xij| ≥ 1 gilt.
Nach Gleichung 2.10 gilt5 fu¨r eine Zelle [Chu98]:
x˙ij = g(xij) + ωij (2.21)
mit dem Term g(xij), welcher die Ru¨ckkopplung aij beinhaltet:
g(xij) = −xij + aijf(xij) =

−xij + aij, xij ≥ 1
(aij − 1)xij, |xij| < 1
−xij − aij, xij ≤ −1
(2.22)
sowie dem Term mit den restlichen Kopplungen:








Im Gleichgewichtszustand von xij einer Zelle Cij entspricht der Term ωij lediglich einer
Konstanten. Zum besseren Versta¨ndnis des bistabilen Zustandes werden im Folgenden zwei
Variationen von ωij beschrieben.
Wird zuna¨chst der Fall ωij = 0 mit beliebigen Anfangsbedingungen betrachtet, so ist dies
gleichzusetzen mit einer isolierten Zelle (r = 0) ohne Eingangssignal (uij = 0). Lediglich der
Anfangszustand (State) xij(t = 0) und die Ru¨ckkopplung bestimmen den weiteren Zustand
5Im Allgemeinen besteht die Gleichung 2.21 aus einem System von M × N gekoppelten, nichtlinearen
Differentialgleichungen.
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der Zelle. Die Gleichung 2.22 beschreibt somit einen Verlauf mit ungerader Symmetrie,
bestehend aus drei Segmenten (Abbildung 2.6). Es ist eine stu¨ckweise lineare Kurve, deren
inneres Segment (|xij| < 1) durch den Ursprung verla¨uft und eine Steigung von aij − 1
besitzt. Die a¨ußeren Segmente (|xij| ≥ 1) besitzen dagegen eine Steigung von -1. In einem
negativen Bereich von g(xij) ist die Ableitung x˙ij des Zustands xij ebenfalls negativ und
die Werte des Zustandes xij streben zu kleineren Bereichen hin (in der Abbildung also nach
links). Ist umgekehrt g(xij) im positiven Bereich, so ist auch die Ableitung des Zustands
x˙ij positiv und der Zustandswert xij strebt zu gro¨ßeren Werten (in der Abbildung also nach
rechts).
Abbildung 2.6: Dynamischer Verlauf einer isolierten (ωij = 0) Zelle Cij.
Es ergeben sich also ein instabiler Gleichgewichtspunkt im Ursprung und zwei stabile
Gleichgewichtspunkte, welche dabei den Wert |xij| = aij der Ru¨ckkopplung der Zelle Cij
besitzen.
In dem Fall von ωij 6= 0 mit beliebigen Anfangsbedingungen wird eine Zelle mit Kopp-
lung an die Nachbarzellen (r > 0) betrachtet. Der Term ωij wird dabei auch als ”
off-
set level“ bezeichnet, da er lediglich eine vertikale Verschiebung6 der (in der Abbildung
2.6) dargestellten Funktion x˙ij = g(xij) zur Folge hat. In dem Bereich −aij < ωij < 0
und 0 < ωij < aij bleiben zwei stabile Zusta¨nde vorhanden. Gilt jedoch ωij > aij oder
ωij < −aij, so existiert nur noch ein stabiler Zustand xij der Zelle. Es ist leicht ersicht-
lich, dass ein Gleichgewichtspunkt immer kleiner als xij = −1 oder gro¨ßer als xij = +1
6Dies gilt im Allgemeinen nur, wenn das Gleichgewicht erreicht ist. Ansonsten ist die Verschiebung
zeitlich nicht konstant. Der Term ωij ist bei konstanter Schwelle z und konstantem Eingang uij zeitlich
variierend, falls akl 6= 0 und kl 6= ij gilt.
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ist. Fu¨r den Zellausgang yij folgt mit der stu¨ckweisen linearen Funktion
7 immer yij = 1
oder yij = −1 (siehe auch Abbildung 2.5). Es gilt das folgende Theorem fu¨r ein bistabiles
Gleichgewicht8:
Theorem 2.3 (bistabiles Gleichgewicht [Chu98]) Die Ausgabe yij jeder Zelle, defi-
niert durch die Gleichungen 2.10 und 2.11, an jedem stabilen Gleichgewichtspunkt eines
komplett stabilen Standard-CNN ist entweder gleich 1 oder -1, falls das Zentralelement des
A-Templates (aij) gro¨ßer eins ist (aij > 1).
Aus diesen U¨berlegungen wird auch versta¨ndlich, weshalb eine Ru¨ckkopplung aij der
Zelle auf sich selber beno¨tigt wird. Es bleibt zu bemerken, dass xij(t) im Allgemeinen bis
t→∞ variiert. Der Sa¨ttigungsbereich der Ausgabefunktion ist jedoch viel fru¨her erreicht.
Die Zellzusta¨nde xij befinden sich dann nahe den Gleichgewichtspunkten und unterliegen
nur noch geringen, vernachla¨ssigbaren Schwankungen, so dass die Zusta¨nde als Ergebnisse
ausgelesen werden ko¨nnen.
2.3 Parameteranpassung eines CNN
Die Hauptaufgabe bei der Nutzung eines CNN fu¨r das jeweilig vorhandene Problem ist durch
das Finden des dazugeho¨rigen genetischen Kodes µ (also des Skalars z und der Templates B
und A) gegeben und stellt zudem das gro¨ßte Problem dar. Eine analytische Bestimmung des
Gens µ ist durch die Komplexita¨t des Systems von gekoppelten Differentialgleichungen nicht
mo¨glich. Aus diesem Grunde muss µ durch Minimierung einer Kostenfunktion fK(◦) ap-
proximiert werden. Die Kostenfunktion beschreibt dabei die Abweichung (z.B. prozentual)
zwischen dem vom CNN approximierten Ergebnis und dem Erwartungswert der gestellten
Aufgabe. Neben der Abha¨ngigkeit der Kostenfunktion fK(◦) von dem Gen µ sind auch die
Randbedingungen Rb und Startwerte der Zellen xij(t = 0) zu beachten. Es gilt:
fK(◦) = fK(µ,Rb, x00(t = 0), ..., xMN(t = 0)) (2.24)
Die Kostenfunktion wird durch die jeweilige Aufgabenstellung und durch die verwendete
CNN-Struktur, also M und N bestimmt. Da fK jedoch unbekannt bleibt, kann lediglich
eine geschickte Abtastung der Werte vorgenommen werden. Diese Minima-Suche wird mit
Hilfe eines Optimierungsverfahrens unter Parametervariation von fK(◦) durchgefu¨hrt (siehe
Anhang A.2) und wird im folgenden auch als
”
Training“ eines CNN oder Trainingsverfahren
bezeichnet.
Minimierung der Kostenfunktion
Zur Durchfu¨hrung einer Optimierung ist eine so genannte Trainingsmenge erforderlich,
welche aus Beispielen der zu trainierenden Aufgabe besteht. Die jeweils zusammengeho¨rigen
7Dies gilt auch fu¨r leicht vera¨nderte Funktionen, denn z.B. eine sigmoidale Funktion mit f(xij > 1) = 1
und f(xij < 1) = −1 erfu¨llt ebenfalls die Bedingung.
8Eine mathematische Beweisfu¨hrung ist in [Chu98] zu finden.
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Eingangsdaten (uij), Startwerte (xij(t = 0)) und Sollergebnisse (xSoll,ij) eines Beispiels wer-
den zu einem so genannten Datenset zusammengefasst. Diese Eingangsdaten und Startwerte
bestehen aus M ·N Werten, welche in die Eingabe- (Input U) und Zustands-Ebene (State
X) auf die einzelnen Zellen des M × N -CNN in bestimmter Reihenfolge verteilt werden.
(Die Anordnung der Datenpunkte auf der CNN-Zellmatrix kann unterschiedliche Formen
annehmen. Je nach Aufgabe ergeben sich sinnvolle Anordnungen (siehe auch Kapitel 2.3.2).)
Im einfachsten Fall besteht die Trainingsmenge aus einem einzigen Beispiel, also einem
Datenset von Eingangsdaten, Startwerten und einem Sollergebnis. Zu Beginn des Trainings-
verfahrens (Optimierungsverfahren) wird das - im ersten Schritt meist zufa¨llig gewichtete
- Gen µ aktiv und beeinflusst die Zellzusta¨nde. Die Werte der Zustands-Ebene xij wer-
den dann durch das Trainingsverfahren mit den Sollergebnisswerten xSoll,ij verglichen. Die
Abweichung wird dabei durch den so genannten Vergleichsfehler (VF; z.B. prozentuale
Abweichung oder mittlerer quadratischer Fehler) beschrieben. Liegt eine Abweichung der
CNN-Approximation xij zum Sollergebniss xSoll,ij vor, was zu Beginn des Trainings sehr
wahrscheinlich ist, so werden die Gewichtungen durch das Trainingsverfahren vera¨ndert
und der Vorgang wiederholt. Die Iteration in Bezug auf ein Training wird auch als Trai-
ningsschritt bezeichnet. Die Optimierung der Parameter wird bei Erreichen eines genu¨gend
kleinen Vergleichsfehlers9 beendet. Die in der letzen Iteration verwendeten Gewichtungen
(der Skalar z sowie die Templates B und A) erfu¨llen dann - approximiert - die
”
trainier-
te“ Aufgabe und bilden somit das gesuchte Gen µ. In Abbildung 2.7 ist dieser Vorgang
schematisch dargestellt.
Abbildung 2.7: Schematische Darstellung eines Trainings zur Bestimmung eines CNN-Gens.
Eine zu beachtende Problematik liegt in der Beurteilung eines approximierten Gens, da
es sich bei der Optimierung um ein inverses Problem handelt und eine analytische Bestim-
mung der Funktionsweise eines Gens nicht mo¨glich ist. Es muss also auf einen empirischen
9Der erwu¨nschte Vergleichsfehlerwert ist frei wa¨hlbar und kann auch Null betragen.
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Test zuru¨ckgegriffen werden, indem die Allgemeinheit des Gens µ - fu¨r die jeweilig trainierte
Aufgabe - u¨berpru¨ft wird.
Hierzu wird eine so genannte Testmenge verwendet, welche aus Datensets besteht, die
nicht im Training verwendet wurden, jedoch den gleichen Aufgabentyp beschreiben. Zum
Test wird das gewonnene Gen µ, die Eingangsdaten uij und Startwerte xij(t = 0) eines
Datensets auf der Testmenge, in das CNN geladen und die Approximation gestartet. Nach
Erreichen eines Gleichgewichtszustandes einer jeden Zelle wird das Ergebnis ausgelesen und
bewertet, indem es mit den Sollwerten des Datensets verglichen wird. Dies wird mit allen
Datensets der Testmenge durchgefu¨hrt und erlaubt somit statistische Aussagen.
In der obigen Trainingsbeschreibung bestand die Trainingsmenge aus einem einzigen
Datenset, was einem einzigen Beispiel der zu trainierenden Aufgabe entspricht. Es ist je-
doch mit hoher Wahrscheinlichkeit ausgeschlossen, ein allgemein gu¨ltiges Gen µ durch ein
Training anhand eines einzigen Datensets zu erhalten. Das somit erhaltene Gen wu¨rde im
Test mit nicht bekannten Eingangsdaten (ho¨chstwahrscheinlich) versagen, da es eine so
genannten U¨beranpassung fu¨r das verwendete Beispiel erfahren hat.
Deshalb wird zum Erhalt von allgemein gu¨ltigen Genen eine Trainingsmenge verwendet,
welche aus mehreren Datensets besteht. Eine Optimierung der CNN-Parameter unter Ver-
wendung solcher Trainingsmengen wird als Epochenweise Minimierung der Kostenfunktion
oder epochenweises Training bezeichnet.
Epochenweise Minimierung der Kostenfunktion (Epochenweises Training)
Der Unterschied zum obigen Trainingsverfahren besteht darin, dass erst nach Verwen-
dung aller Datensets aus der Trainingsmenge eine Vera¨nderung des Skalars z und der Ge-
wichtungen B und A vorgenommen wird und eine weitere Iteration beginnt.
Jedes einzelne Datenset erzeugt einen Vergleichsfehler zwischen CNN-Ergebnis und Soll-
ergebnis. Die Einzel-Vergleichsfehler ko¨nnen z.B. gemittelt und als Gesamt-Vergleichsfehler
(GVF) bezeichnet werden. GVF beeinflusst daraufhin durch das Trainingsverfahren den
Skalar z und die Templates B und A und ein neuer Trainingsschritt beginnt (siehe Abbil-
dung 2.8).
Es bleibt zu beachten, dass durch dieses Verfahren die Gewinnung von allgemeinen
CNN-Genen zwar wahrscheinlicher, jedoch nicht gewa¨hrleistet ist. Nach einer erfolgreichen
Optimierung des Gens µ stellt sich weiterhin die Frage, ob eine U¨beranpassung stattge-
funden hat. In diesem Fall sind die erhaltenen Templates B, A und der Skalar z nur fu¨r
die Trainingsmenge gu¨ltig. Dies kann eventuell an der Auswahl der Datensets in der Trai-
ningsmenge liegen, welche einen bedeutenden Einfluss auf den Erfolg eines Trainings haben.
Erfu¨llt das Ergebnis also nicht die allgemeinen Anforderungen, muss das Training mit einer
eventuell neuen Trainingsmenge wiederholt werden. Dabei ist darauf zu achten, dass in einer
Trainingsmenge alle Eventualita¨ten (passend zur gestellten Aufgabe) in der Trainingsmenge
mindestens einmal vorhanden sein sollten, um die Allgemeinheit der Aufgabenstellung zu
wahren. Ohne weitere Erwa¨hnung wird aufgrund der Vorteile in den durchgefu¨hrten Op-
timierungen jeweils das epochenweise Training verwendet, wobei nur die Trainingsmengen
bzw. die enthaltenen Datensets variiert und ausgetauscht werden.
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Abbildung 2.8: Schematische Darstellung des epochenweisen Trainings zur Bestimmung
eines allgemeinen CNN-Gens.
Neben einer richtig gewa¨hlten Trainingsmenge gibt es weitere Faktoren, die den Erfolg
eines Trainings entscheidend beeinflussen ko¨nnen, wie z.B. der Vergleichsfehler.
Wahl des Vergleichsfehlers
Die Wahl des Vergleichsfehlers von CNN-Ergebnis und Sollergebnis ist im Training
von großer Bedeutung. Die meisten Fehler vergleichen die Ergebnisse zellunabha¨ngig, wie
z.B. der prozentuale Fehler, welcher die kompletten Zellmengen vergleicht. Fu¨r bestimmte
Aufgaben ist es jedoch von Wichtigkeit zu wissen, welche Zellen in einer CNN-Matrix
Abweichungen zum Sollergebniss besitzen.
Ausserdem kann die Wahl der Verknu¨pfung der einzelnen Fehler eines Datensets zum
Gesamt-Vergleichsfehler der Testmenge indirekten Einfluss auf den Trainingsverlauf haben.
(Wird z.B. ein arithmetisches Mittel als Verknu¨pfung verwendet, ko¨nnen sich Abweichun-
gen der (Datenset-) Vergleichsfehler unterschiedlicher Richtung aufheben und der Gesamt-
Vergleichsfehler erscheint ohne erfolgreiche Gen-Anpassung minimiert.)
2.3.1 Optimierungsverfahren
Das Ziel eines Trainingsverfahren ist es, nach minimaler Anzahl von Iterationen ein allge-
meingu¨ltiges Gen bzw. den Skalar z und die Templates B und A fu¨r eine durchzufu¨hrende
Aufgabe zu bestimmen. Nach Festlegung der Rahmenbedingungen, wie virtuelle Randzel-
lenbelegung, bleibt ein von den Templates (A und B) und dem Bias (z) aufgespannter
Parameterraum, welcher ein (Vergleichs-) Fehlergebirge beschreibt, indem das globale Mi-
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nimum gefunden werden muss.
Als Trainingsmethoden wurden bekannte Optimierungsverfahren wie z.B. die Simplex-,
Powell- und Simulated Annealing-Methode verwendetet ([Puf95], [Nel65], [Fle63], [Pow64],
[Kir83] und [Pre92]). Eine genaue Beschreibung dieser Trainingsmethoden ist in Anhang
A.2 zu finden.
Es bleibt jedoch zu beachten, dass wegen der nicht mo¨glichen Berechnung der Gewich-
tungen (inverses Problem) nie gesagt werden kann, ob ein einzelnes Gen existiert, welches
die gestellte Aufgabe lo¨st. Die Wahrscheinlichkeit eines erfolgreichen Trainings, also des
Erreichens eines globalen Minimums im Vergleichsfehlergebirge mit GV F ≈ 0, wa¨chst al-
lerdings mit der Anzahl der Iterationen. Da jedoch die beno¨tigte Anzahl nicht bestimmt
werden kann, wird das Optimierungsverfahren nach einer festen, frei gewa¨hlten Anzahl von
Iterationen abgebrochen und ausgewertet. (Falls vorher GV F ≈ 0 erhalten wird, gilt dies
ebenfalls als Abbruchbedingung fu¨r das Trainingsverfahren.)
2.3.2 Datenanordnung
Die Daten, die mit Hilfe eines CNNs bearbeitet werden sollen, ko¨nnen innerhalb einer
CNN-Zellmatrix beliebig angeordnet werden. Je nach Aufgabenbereich ergeben sich un-
terschiedlich sinnvolle Anordnung. Wegen der Vielzahl der Mo¨glichkeiten wird an dieser
Stelle lediglich die Beschreibung einer Datenanordnung, welche zur Zeitreihenanalyse ge-
nutzt wird, gegeben. Weiter wird von 4096 CNN-Zellen in einer 64×64-Matrix ausgegangen.
Bei dieser hier verwendeten Matrixgro¨ße gibt es verschiedene Mo¨glichkeiten, von denen drei
als Beispiel in einem 4× 4-CNN dargestellt sind (siehe Abb. 2.9).
Abbildung 2.9: Spiralfo¨rmige, schlangenartige und zeilenweise Einlese in einen 4× 4-CNN.
Bei der Verwendung einer 3× 3 Templategro¨ße - welche hier ebenfalls verwendet wurde
- besitzen die Zellen (je nach Datenanordnung) nicht die gleiche zeitliche Nachbarschaft
in Bezug auf den zelleigenen Zeitpunkt. Wird z.B. die Zelle 2,2 in Abbildung 2.9 und die
durch eine 3 × 3-Template verbundene Nachbarschaft (Nachbar-Zellen: 1,1; 1,2; 1,3; 2,1;
2,3; 3,1; 3,2; 3,3) betrachtet, so sind obige Nachbarn (Zellen: 1,1; 1,2; 1,3) in allen Daten-
anordnungen zeitlich aufeinanderfolgend. In der spiralfo¨rmigen Datenanordnung sind die
unteren Nachbarn (Zellen: 3,1; 3,2; 3,3) diskontinuierlich, wobei t(3, 1) < t(3, 3) < t(3, 2)
gilt. Wird nun zur Nachbarschaft von Zelle 2,3 (Nachbar-Zellen: 1,2; 1,3; 1,4; 2,2; 2,4; 3,2;
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3,3; 3,4) gewechselt, so bleibt zwar die zeitliche Reihenfolge der oberen Nachbarn, aber die
der unteren hat gewechselt t(3, 4) < t(3, 3) < t(3, 2). Eine Verwendung von translationsin-
varianten Templates ist hierbei also nicht sinnvoll. Die gleiche Problematik ergibt sich in der
schlangenartigen Datenanordnung. Die Verwendung von translationsinvarianten Templates
bedeutet jedoch eine erhebliche zeitliche Ersparniss im Trainingsverlauf im Gegensatz zu
translationsvarianten Templates, da die Anzahl der zu optimierenden Parameter im invari-
anten Fall 19 und im varianten Fall 73.729 (bei 4096 Zellen und translationsinvarianten Bias
z) betra¨gt. Es ist leicht zu sehen, dass nur bei zeilenweiser Datenanordnung die Mo¨glichkeit
besteht, translationsinvariante 3 × 3 Templates zu nutzen, denn hier bleibt der zeitliche
Verlauf in der Nachbarschaft von Zelle zu Zelle gleich, weshalb in der vorliegenden Arbeit





Nach der Beschreibung einer Methode der Zustandsklassifikation eines nichtlinearen, kom-
plexen Systems anhand einer gemessenen Zeitreihe {κi} mit Hilfe eines CNNs, wird in
diesem Kapitel der u¨blichere Weg einer Zustandsklassifikation durch eine vorangehende In-
formationsreduktion aufgezeigt. Ha¨ufig verwendete Methoden der Analyse von Zeitreihen
nichtlinearer Systeme sind in [Kan97] beschrieben, wozu z.B. die Berechnung der Korrelati-
onsdimension ([Gra83] und [Gra84]) oder des Lyapunov-Exponenten (z.B. [Wri84]) geho¨ren.
Solche Gro¨ßen sind Kenngro¨ßen des Systems und beschreiben einzelne Systemeigenschaf-
ten. Da diese Eigenschaften zeitlichen und - in einem ra¨umlich ausgedehnten System -
ra¨umlichen Variationen unterliegen ko¨nnen, werden die Kenngro¨ßen fu¨r aufeinander folgen-
de Zeitreihenabschnitte1 und fu¨r Zeitreihenabschnitte von unterschiedlichen Messpunkten
bestimmt. Die Variationen im zeitlichen Verlauf und der ra¨umlichen Verteilung der Kenn-
gro¨ße ko¨nnen zur zeitlichen und ra¨umlichen Zustandsklassifikationen behilflich sein.
In diesem Kapitel wird eine weitere Kenngro¨ße - der Skalierungskoeffizient - (Abschnitt
3.3.1) aus den Methoden der Analyse nichtlinearer und deterministischer Systeme vorge-
stellt. Dazu wird zuna¨chst eine Einfu¨hrung in nichtlineare Objekte, so genannte Frakatale
gegeben, deren Eigenschaften und deren Verbindung zu Zeitreihen nichtlinearer Systeme
aufgezeigt. Ein zur Berechnung der eingefu¨hrten Kenngro¨ße beno¨tigtes Fluktuationsprofil
wird dabei aus einer in Kapitel 3.4.3 definierten Phaseninformation gewonnen, wodurch
neue Aussagen u¨ber die Eigenschaften der Phase eines Systems ermo¨glicht werden.
3.1 Fraktale
Der Begriff Fraktal (lat. fractus, -a, -um = gebrochen) wurde 1975 von dem Mathemati-
ker Benoit Mandelbrot gepra¨gt. Ihm fiel auf, dass bestimmte Objekte bzw. Formen aus
der Natur sich anders als euklidische Objekte verhalten. Wird z.B. ein Kreis unendlich
1Die Dauer der Zeitreihenabschnitte ist je nach System unterschiedlich zu wa¨hlen und stellt meist einen
Kompromiss zwischen der angenommenen Dauer eines stationa¨ren Zustands sowie der zur Berechnung der
Kenngro¨ße minimal ausreichenden Datenpunktanzahl dar.
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vergro¨ßert, so endet ein Abschnitt dieses Kreises in einer Geraden. Wird dagegen eine
Ku¨stenlinie betrachtet, welche Mandelbrot auch in seinem Buch
”
Die fraktale Geometrie
der Natur“ beschrieb, so endet diese nach unendlicher Vergro¨ßerung nicht in einer euklidi-
schen Form. Besagte Objekte, wie z.B. Wolken und Berge besitzen keine glatte Oberfla¨che
sondern erscheinen zuna¨chst unregelma¨ßig, zerklu¨ftet und nichtlinear.
Die Entstehung solcher nichtlinearer Objekte ist durch eine Ru¨ckkopplung zu erkla¨ren,
wodurch sich die Struktur der Objekte auf verschiedenen Skalen gleichen und Skaleninvari-
anz entsteht. Die Eigenschaft der Skaleninvarianz wird auch Selbsaffinita¨t oder Selbsta¨hn-
lichkeit der Objekte genannt. Mathematisch geschieht dies durch Iteration einer beschrei-
benden Gleichung. Einfach zu verstehende Beispiele solcher so genannten Generationsabfol-
gen (Bildung von fraktalen Strukturen) sind in der Abbildung 3.1 gezeigt. Hierbei werden









Wie beschrieben wurden fraktale Eigenschaften zuna¨chst an Objekten, welche in der
Natur vorkommen, beobachtet. Eine Vielzahl von im ta¨glichen Leben zu sehenden Struktu-
ren geho¨ren zu diesen fraktalen Objekten mit so genanntem selbstaffinem Aufbau, werden
jedoch als solche nicht direkt wahrgenommen. Ein bekanntes Beispiel fu¨r natu¨rlich vorkom-










Nach einfachen U¨berlegungen wird ersichtlich, dass solche Objekte einen dreidimensio-
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nalen Raum, welcher aus unendlich kleinen Wu¨rfeln aufgebaut ist, nicht komplett ausfu¨llen
wu¨rden, da sich deren zerklu¨ftete Oberfla¨che auf keiner Skala der glatten Oberfla¨che der
Wu¨rfel angleichen wu¨rde. Aus diesen Beobachtungen heraus ordnete Mandelbrot diesen Ob-
jekten eine gebrochene, also eine fraktale Dimension zu, deren Definition durch Hausdorffs2
grundlegende Arbeit [Hau19] angeregt wurde [Pei98]. Mittlerweile gibt es eine Vielzahl
solcher Dimensionsbegriffe (siehe auch Anhang B.2), welche alle spezielle Formen von Man-
delbrots fraktaler Dimension darstellen. Zum Versta¨ndnis selbsta¨hnlicher, fraktaler Objekte
wird die sogenannte Selbsta¨hnlichkeits-Dimension [Pei98] (als eine Mo¨glichkeit einer frak-
talen Dimension) beschrieben.
Definition 3.1 (Selbsta¨hnlichkeits-Dimension Ds) Ein selbsta¨hnliches Objekt besitzt
eine (fraktale) Dimension Ds, wenn es in K identische Kopien zerlegt werden kann, welche
jeweils mit dem Faktor
ξ = K1/Ds (3.1)





Alle selbsta¨hnlichen Strukturen besitzen also die Gemeinsamkeit, dass zwischen einem
- fu¨r das jeweilige Fraktal charakterisierenden - Verkleinerungsfaktor ξ und der Anzahl der
verkleinerten Teile K (in welche die Struktur zerlegt wird) der Zusammenhang K = (ξ)Ds
besteht. Wird z.B. ein nicht fraktales Blatt Papier (DIN A4) in 4 gleiche Teile (K =
4) zerlegt (DIN A6), so sind die das Blatt beschreibenden Gro¨ßen, wie die La¨nge und
Breite halbiert worden (ξ = 2). Daraus folgt Ds(Papierblatt) =
log(4)
log(2)
= 2. Wird jedoch
die in Abbildung 3.1 zu sehende fraktale Koch-Kurve betrachtet, bei deren Erzeugung in
jeder Iteration vier neue Teilstu¨cke (K=4) hinzukommen, welche jeweils um ein Drittel
verkleinert wurden (ξ = 3) so zeigt sich folgende, nicht-ganzzahlige Selbsta¨hnlichkeits-
Dimension Ds(Koch−Kurve) = log(4)log(3) ≈ 1, 262.
Mit Hilfe dieses Dimensionsbegriffs ist es mo¨glich, die Definition eines Fraktals zu geben.
Mittlerweile existieren eine Vielzahl von - unterschiedlich exakten - Definitionen von Frak-
talen in der Fachliteratur ([Man82], [Pei98]), weshalb an dieser Stelle von einer Aufza¨hlung
abgesehen wird. Allgemein kann jedoch von Fraktalen gesprochen werden, falls es sich um
ein ra¨umlich ausgedehntes Objekt mit einer gebrochenen Dimension handelt.
3.1.1 Fraktale Signale
Einem Signal (Observable eines Systems) ko¨nnen ebenfalls fraktale Eigenschaften zugeord-
net werden, in dem Sinne, dass dessen Graph z.B. als Funktion der Zeit eine gebrochene, also
fraktale Dimension besitzt. Solche Signale werden als fraktale Signale bezeichnet und von
Systemen erzeugt, welche eine nichtlineare Dynamik besitzen. Somit ko¨nnen Kenngro¨ßen,
2Die Idee einer gebrochenen Dimensionalita¨t stammt aus dem Jahre 1919 von dem Mathematiker F.
Hausdorff.
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die fraktale Eigenschaften charakterisieren, auch zur Untersuchung von nichtlinearen Sy-
stemen dienen.
Neben geometrischen Fraktalen ([Ser95], [Jes96]) wurden bereits auch fraktale Signale in
den unterschiedlichsten physikalischen [Kan97] und biologischen Bereichen beobachtet. Ein
bekanntes Beispiel eines fraktalen Signals aus dem Bereich der Physiologie zeigt die Herz-
ratenvariabilita¨t, welche in einem Elektrokardiogramm (EKG) deutlich wird [Ber01]. Die
Herzrate besitzt augenscheinlich keinen statischen Wert. Im Ruhezustand liegt die Frequenz
bei 60-80/min. und kann im Schlaf weniger als 60/min., sowie bei großer Anstrengung bis
zu 170/min. betragen [Schm00]. Die Schwankungsbreite ist wegen der nie gleich bleibenden
Bedingungen relativ groß. Dies ist dadurch zu erkla¨ren, dass der Herzrythmus von einer
Vielzahl von Faktoren gesteuert wird und eine sensitive Abha¨ngigkeit davon zeigt, welches
ebenfalls charakteristisch fu¨r nichtlineare Systems ist.
Die Beschreibung und im Besonderen eine genaue Vorhersage u¨ber die Weiterentwick-
lung nichtlinearen Systeme gestaltet sich im Allgemeinen schwierig. Mit der Theorie der
nichtlinearen Dynamik sind Methoden (zur Kenngro¨ßenberechnung aus den Signalen) vor-
handen, welche weitere Kenntnisse u¨ber solche Systeme liefern und eventuell Vorhersagen
einzelner Abla¨ufe in diesen Systemen erlauben. Aussagekra¨ftige Gro¨ßen, welche die typische
Eigenschaft der Skaleninvarianz eines fraktalen Signals beschreiben, sind die Skalierungs-
koeffizienten3 H (auch Hurstkoeffizient genannt) und α.
Bleibt in einem System ein bestimmter Zustand der Dynamik mit positiver Korrelation
u¨ber einen la¨ngeren Zeitraum bestehen, so wird in diesem Zeitraum von Persistenz ge-
sprochen. Die Skalierungskoeffizienten ko¨nnen unter anderem Aussagen u¨ber die eventuell
vorhandene Persistenz eines fraktalen Signals geben und sind damit in der Lage, Hinweise
u¨ber die zuku¨nftigen Tendenzen des Signals zu geben. Fu¨r Zeitreihenanalysen ist die Aus-
sage u¨ber einen zuku¨nftigen Zustand von besonderem Interesse, weshalb im folgenden auf
die Skaleninvarianz und den Skalierungskoeffizienten genauer eingegangen wird.
3.2 Skaleninvarianz
Fraktale haben, wie oben erwa¨hnt, die Eigenschaft skaleninvariant zu sein. Dies zeigt sich
in immer wiederkehrenden raum-zeitlichen Strukturen bei A¨nderung der Skala bzw. des
betrachteten Ausschnitts eines Fraktals4. Mathematisch werden skaleninvariante Objekte
durch folgende Definition festgelegt.
3In der Fachliteratur wird ha¨ufig nicht zwischen dem Skalierungskoeffizienten α und dem ebenfalls
skalierenden Hurstkoeffizienten H unterschieden und die Bezeichnungen der Gro¨ßen sind nicht einheitlich.
(H und α besitzen zwar einen einfachen Zusammenhang (Kapitel 3.3.2), aber die noch folgenden Definitionen
zeigen einen deutlichen Unterschied.)
4Eines der bekanntesten Beispiele eines Fraktals ist die Mandelbrotmenge (siehe Anhang B.1, Seite 102).
Untersuchungen zeigen deutlich, dass diese Menge auf unterschiedlichen Skalen jeweils topologisch a¨hnliches
Verhalten aufweist. Diese Mandelbrotmenge ist somit, wie alle Fraktale, selbstaffin.
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Definition 3.2 (Skaleninvarianz) Ein Objekt mit einer beschreibenden Funktion f : R→
R heißt selbstaffin oder skaleninvariant, wenn gilt:
f(t) = k−Hf(kt), k, t,H ∈ R (3.3)
Hierbei ist die Funktion f stetig und nicht differenzierbar5 undH der so genannte Hurst-
koeffizient (Skalierungskoeffizient H). Zu bemerken ist, dass Gleichung 3.3 im Allgemeinen
nicht durch das gesamte physikalische System bzw. alle Beobachtungsgro¨ßen, sondern le-
diglich durch eine beliebige Observable erfu¨llt sein muss. Dies ist versta¨ndlich, da eine
Observable κ partielle Eigenschaften des durch die Messfunktion g : Rd → R beobachteten
d-dimensionalen Systems T ∈ Rd widerspiegelt:
κi = g(i∆t;T ), i ∈ N (3.4)
Wie in der Gleichung 3.4 deutlich wird, ist die gemessene Zeitreihe κi keine stetige
Funktion im mathematischen Sinne, sondern eine diskrete Abfolge von Realisierungen des
mit einem Abtastintervall ∆t beobachteten Systems T . Um dennoch einen Skalierungskoef-
fizienten6 fu¨r gemessene Zeitreihen physikalischer Systeme bestimmen zu ko¨nnen, wird der
Verlauf der Observable κi in den Abtastintervallen als stetig angenommen
7.
3.3 Skalierungskoeffizient
Der in Definition 3.2 eingefu¨hrte Skalierungskoeffizient H und der unten beschriebene Ska-
lierungskoeffizient α haben, wie schon erwa¨hnt, eine hohe Aussagekraft in Bezug auf die
eventuell vorhandene deterministische Dynamik eines physikalischen Systems, dessen Ob-
servable in einer Zeitreihe {κi}, mit i = 1, ..., N gegeben ist.
Eine positiv hervorzuhebende Eigenschaft des Skalierungskoeffizienten α gegenu¨ber dem
Hurst-Koeffizient H ist die einfache Bestimmung dieser Gro¨ße. Es handelt sich bei α um
ein leicht abzuscha¨tzendes und gleichfalls wichtiges Charakteristikum des zu analysierenden
Systems, weshalb diese Gro¨ße na¨her beschrieben wird.
3.3.1 Leistungs-Spektrum-Analyse
Eine seit Mitte des letzten Jahrhunderts bekannte Methode zur Bestimmung bzw. Scha¨tzung8
des Skalierungskoeffizienten α ist die Leistungs-Spektrum-Analyse (engl.: Power Spectral
Density; PSD), in welcher der Koeffizient aus dem Verlauf des Spektrums gewonnen wird.
Aus [Ber94] ist zu ersehen, dass Prozesse mit langreichweitigen Korrelationen (long me-
mory processes) folgende Autokorrelationsfunktion C(τ) (siehe auch Anhang C.2) besitzen:
5Wa¨re sie differenzierbar, besa¨ße sie eine (fraktale) Hausdorff-Dimension von eins und somit fehlt die
Eigenschaft eines Fraktals.
6Hierbei ist es gleich, ob H oder der spa¨ter beschriebene Koeffizient α bestimmt werden soll.
7Wegen dem vorhandenen Abtastintervall kann k in Gleichung 3.3 fu¨r solche Zeitreihen nicht beliebige
Werte aus R annehmen.
8Wegen der endlichen La¨nge einer Zeitreihe, welche zur Untersuchung zur Verfu¨gung steht, ko¨nnen nicht
alle Fourierkomponenten erfasst werden, und es kommt zu Einschra¨nkungen in der Berechnung.
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C(τ) ∼ τ−β, 0 < β < 1 (3.5)
Das Wiener-Khinchin-Theorem (siehe auch Anhang C.3) beschreibt den Zusammenhang
zwischen der Autokorrelationsfunktion C(τ) und dem Leistungsspektrum S(f)) wie folgt.









Nach [Ran00] wird die Summe mit Hilfe der Taylorreihenentwicklung sowie einiger Na¨herungen







Mit den definierten Eigenschaften Qδτ = 1 und fu¨r τ ≥ 1 gilt:
Qδτy
τ =









τ δyτ ≈ Γ(δ + 1) [(1− y)−δ−1 − 1] . (3.10)
Wird δ durch −β ersetzt und y = ρeiω = ρ(cos(ω) + i sin(ω)) als komplexwertige Gro¨ße in
Exponentialform einfu¨gt, so folgt:
∞∑
τ=1
τ−βρτei2piτf ≈ Γ(1− β) [(1− ρei2pif )β−1 − 1] . (3.11)
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Die Limesbildung von ρ→ 1 und f → 0 fu¨hrt zu:
∞∑
τ=1
τ−βcos(2piτf) ≈ Γ(1− β)(2pif)β−1cos [pi(1− β)/2] . (3.12)
Die linke Seite dieser Gleichung ist, bis auf einen konstanten Faktor, identisch mit der
rechten Seite der Gleichung 3.7, woraus durch einsetzen
S(f) ≈ 2Γ(1− β)(2pif)β−1cos [pi(1− β)/2] ∼ fβ−1 (3.13)
folgt. Bei einer doppelt logarithmischen Auftragung des Spektrums S(f) gegen die Fre-
quenz zeigt sich in einer angepassten Regressionsgeraden der Skalierungskoeffizient (siehe










Um eine Verwechslung zwischen den Skalierungskoeffizienten H und α zu vermeiden,
wird der Ausdruck Skalierungskoeffizient nur noch fu¨r α verwendet (im Falle von H wird
nur noch vom Hurstkoeffizienten gesprochen.).
Definition 3.3 (Skalierungskoeffizient) Der Skalierungskoeffizienten α ist durch das
Exponentialverhalten der Frequenz f des Leistunsspektrum S eines Prozesses mit langreich-
weitigen Korrelationen gegeben:
SL ∼ f−α mit α = 1− β (3.14)
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Als Maß der Gu¨te von α kann z.B. der Kehrwert der Standardabweichung der Daten-
punkte von der erhaltenen Regressionsgeraden (log(S) = α · log(f) + q) angesehen werden:
σReg =
√∑P
i=1(log(Si)− (α + q · log(fi)))2
P − 2 (3.15)
Dabei sind (log(fi), log(Si)) die Datenpunkte der Regressionsgeraden und P deren Anzahl.
Die Standardabweichung beschreibt dabei die Sta¨rke der Korrelation zwischen S und f . Da
diese zur Bestimmung des Skalierungkoeffizienten von großer Bedeutung ist, kann σReg als
”
Fehlermaß“ von α gesehen werden, wobei die maximale Gu¨te fu¨r σReg → 0 erreicht wird.
Zur Bestimmung des beno¨tigten Leistungsspektrums wird u¨blicherweise das Fluktuati-
onsprofil einer Amplitude verwendet. Das verwendete Fluktuationsprofil kann jedoch eben-
falls aus dem zeitlichen Verlauf einer anderen Gro¨ße der Zeitreihe bestehen. Alle mit der
Zeit variierenden Fluktuationen ko¨nnen verwendet werden. Zu beachten ist hierbei ledig-
lich, dass die variierende Gro¨ße Informationen beinhalten soll, welche zur Beschreibung des
zu untersuchenden Systems von Bedeutung sind. In der vorliegenden Arbeit wird das Fluk-
tuationsprofil aus dem zeitlichen Verhalten einer Phaseninformation der Zeitreihe gewon-
nen, um Aussagen u¨ber das Skalenverhalten einer Phase zu treffen. Die hierfu¨r verwendete
Phase wird in Kapitel 3.4.3 beschrieben. Zuna¨chst folgt jedoch eine Beschreibung der Zu-
sammenha¨nge von Fraktale charakterisierenden Kenngro¨ßen sowie einige Erwartungswerte
der in dieser Arbeit verwendeten Gro¨ße.
3.3.2 Zusammenhang von Fraktale beschreibende Kenngro¨ßen
Der Skalierungskoeffizient α wird aus dem Leistungsspektrum S(f) ∼ f−α und der Hurst-
Koeffizient H mit Hilfe der DFA-Analyse (engl.:detrended fluctuation analysis, [Pen94])
aus der exponentiellen Abha¨ngigkeit der so genannten rms-Fluktuation9 F (L) ∼ LH von
der Segmentla¨nge L (des zu untersuchenden Zeitreihensegments) bestimmt. Beide Gro¨ßen
geben Auskunft u¨ber das Skalenverhalten und den weiteren Verlauf bzw. die Tendenz einer
Zeitreihe. Es ist daher nahe liegend, dass beide Gro¨ßen auch mathematisch eng miteinander
verknu¨pft sind. Zu beachten ist hierbei die Abha¨ngigkeit des Zusammenhangs zwischen H
und α von der Art des Modells, welches zur Beschreibung der fraktalen Zeitreihe verwendet
wird.
Ein ha¨ufig verwendetes Modell ist die fraktionierte Brownsche Bewegung (engl.: frac-
tional Brownian motion = FBM ; siehe auch Kapitel B.3 und B.4). Eine weiteres Modell
ist durch die Inkremente einer FBM gegeben, welche ein fraktioniertes Gausssches Rau-
schen (engl.: fractional Gaussian noise = FGN ) bildet. Aus [Hen00] folgen die einfachen
Zusammenha¨nge, welche in Tabelle 3.1 zusammengefasst sind. In vorangegangenen Studi-
en (siehe z.B. auch [And01a]) zeigte sich in EEG-Zeitreihen, welche auch hier untersucht




FBM α = 2H + 1
FGN α = 2H − 1
Tabelle 3.1: Modellabha¨ngiger Zusammenhang zwischen dem HurstkoeffizientenH und dem
Skalierungskoeffizienten α. (FBM: fraktionierte Brownsche Bewegung; FGN: fraktioniertes
Gausssches Rauschen.)
werden, eine deterministische Dynamik. EEG-Zeitreihen sind also nicht mit einem frak-
tioniertem Gaussschen Rauschen (FGN) ohne korrelative Eigenschaften der aufeinander
folgenden Werte gleichzusetzen. Hieraus erwa¨chst die Motivation zur Verwerfung des Mo-
dells eines FGNs zur Beschreibung des untersuchten Systems (Gehirn). Aus diesem Grunde
wird im Folgenden der Zusammenhang α = 2H + 1 verwendet.
Wie α und H, verdeutlicht die fraktale Dimension Df eine Eigenschaft von Fraktalen,
also skaleninvarianten Objekten (siehe auch Anhang B). Die Gro¨ßen α, H und Df sind von-
einander abha¨ngige Parameter. Der Zusammenhang zwischen der fraktalen Dimension und
dem Hurst-Koeffizienten ist in Gleichung 3.16 (siehe auch [Gne01]) fu¨r eine selbsta¨hnliche
(skaleninvariante) Oberfla¨che in einem d-dimensionalen Raum beschrieben:
Df = d+ 1−H (3.16)
wobei 0 ≤ H ≤ 1 gilt. Fu¨r eine eindimensionale Brownsche Bewegung gilt also: Df =
2 − H (mit 0 ≤ H ≤ 1) [Pei98]. Dies ist leicht zuga¨nglich, denn der Graph dieser eindi-
mensionalen Brownschen Bewegung stellt eine Kurve in einer Ebene dar und besitzt somit
mindestens die Dimension 1 und kann 2 nicht u¨berschreiten.
Die Aussagekraft solcher zum Teil einfach zu berechnender Gro¨ßen wie H, α und auch
Df ist bedeutend fu¨r die Beschreibung von fraktalen Objekten. Zu beachten ist allerdings,
dass die Ergebnisse, streng mathematisch betrachtet, fu¨r in der Natur vorkommende Ob-
jekte nur bedingt gelten, da diese weder glatte Berandungen besitzen, noch sind sie u¨ber
alle Dimensionen skaleninvariant (zwischen dem Atomkern und dem Durchmesser des be-
kannten Universums liegen ’nur’ 42 Gro¨ßenordnungen). Euklidische Ko¨rper sowie Fraktale
sind somit nur Na¨herungen fu¨r die in der Natur vorkommenden Gebilde, welche meist nur
mit zusa¨tzlichem Rauschen in einer Observablen beobachtet werden ko¨nnen. Die Werte
von H, α und Df fu¨r die in der Natur beobachteten Objekte bzw. Systeme ko¨nnen somit
Hinweise auf die Dynamik liefern, zeigen aber keinen zwingenden Sachverhalt im streng
mathematischen Sinne auf.
3.4 Bekanntes Skalenverhalten
Zur Bestimmung der Dynamiken eines nichtlinearen Systems, welche in einer Observablen
(z.B. einer EEG-Zeitreihe) manifestiert sind, kann auf bekannte Orientierungswerte des
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Skalierungskoeffizienten α zuru¨ckgegriffen werden. Auf eine Herleitung wird an dieser Stelle
verzichtet und auf die Fachliteratur verwiesen (siehe z.B. [Hen00]). In Tabelle 3.2 sind die
drei meist zitierten Werte dargestellt:
System-Dynamik
langreichweitige persistente Korrelationen α > 2
rotes Rauschen, Brownsche Bewegung (BM); α = 2
kurzreichweitige Korrelation
langreichweitige anti-persistente Korrelationen α < 2
rosa Rauschen, 1/f -Rauschen α ∼ 1
weißes Rauschen α = 0
Tabelle 3.2: Werte des Skalierungskoeffizienten fu¨r verschiedene Systemdynamiken und ver-
schiedene Rauschprozesse.
Mit Hilfe des Skalierungskoeffizienten kann also ebenfalls entschieden werden, ob ein
Determinismus oder ein Zufallsprozess in der Dynamik vorherrscht. Die fett hervorgeho-
benen Systemdynamiken und dazugeho¨rige Wertebereiche des Skalierungskoefizienten in
Tabelle 3.2 stehen fu¨r in weiteren Kapiteln ha¨ufig verwendete Orientierungswerte (siehe
auch Kapitel 6), welche eine besondere Bedeutung in der Systemanalyse besitzen.
Fu¨r α > 2 besteht positive Korrelation zwischen den Elementen der untersuchten Zeitrei-
he und der Zustand des Systems ist persistent. Der dazugeho¨rige Graph beha¨lt dann den
zum Zeitpunkt t0 bestimmten Trend, wie z.B. den Anstieg einer Amplitude, in einem di-
rekt darauf folgenden Zeitabschnitt t = t0 + δt bei. U¨ber einen weiteren Zeitraum t > δt,
in dem diese positive Korrelation gilt, kann jedoch keine Aussage getroffen werden. Die
Abschnittsgro¨ße von δt ist dabei unter anderem von der Abtastrate der Zeitreihe, also der
betrachteten, minimalen Zeitskala bestimmt. Dagegen gilt fu¨r ein System mit α < 2 nega-
tive Korrelation; das System befindet sich somit in einem anti-persistenten Zustand. Falls
der Graph zum Zeitpunkt t = t0 eine Auslenkung besitzt, strebt dieser in der Zukunft
(t = t0 + δt) wieder zum Ursprungsbereich zuru¨ck.
Mit der Hilfe von α lassen sich also wichtige Hinweise auf ein zuku¨nftiges Verhalten
eines Systems geben. Fu¨r Systemanalysen, deren Ziel eine Voraussage von bestimmten Er-
eignissen beinhaltet, kann die Aussage, ob α gro¨ßer oder kleiner als zwei ist, von essentieller
Bedeutung sein, weshalb in Kapitel 6 besonderes Augenmerk darauf gelegt wird.
3.4.1 Phase einer Zeitreihe
Zur Berechnung des Leistungs-Spektrums S und des Skalierungskoeffizienten α wird, wie
oben beschrieben, ein Fluktuationsprofil beno¨tigt. Es la¨ge auf der Hand den direkten Verlauf
der Zeitreihe, also deren Amplitude, als Profil zu verwenden. Allerdings ist der eigentliche
Informationsgehalt der Amplitude eines zu beschreibenden Systems zuna¨chst unbekannt
und oft von Rauschen u¨berlagert, sodass der eigentliche eventuell deterministische Verlauf
unerkannt bleibt.
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Eine neben der Amplitude weitere sehr aussagekra¨ftige Gro¨ße einer Zeitreihe ist die
Phase. Der Begriff Phase stammt aus der Schwingungslehre und wird meist nur als Pha-
sendifferenz oder Phasenverschiebung (um einen Phasenwinkel ϕ = ωt+ϕ0) zwischen zwei
Schwingungen eingefu¨hrt. Die Phase bestimmt den Zustand einer einzelnen Schwingung zu
einem bestimmten Zeitpunkt t und ist wie folgt definiert:
Definition 3.4 (Phase) Die Phase einer Schwingung ist kennzeichnend fu¨r den augen-
blicklichen Zustand des Zyklus und wird durch die Elongation und dem dazu geho¨rigen
Zeitpunkt t bestimmt.
In Bezug auf eine Zeitreihe finden sich z.B. fu¨r Synchronisationsuntersuchungen eine
Menge von unterschiedlichen Phasendefinitionen (siehe z.B. [Pik03], und Anhang C.4), wie
z.B. die Natu¨rliche Phase, Linear Interpolierte Phase sowie die Hilbert Phase.
• Natu¨rliche Phase ΦN : Wird z.B. eine zyklische Bewegung eines Oszillators im Zu-
standsraum beobachtet, so wird auf
”
natu¨rlichem“ Wege eine Phase aus der Position
der Trajektorie im Zustandsraum erhalten, indem der Attraktor in Polarkoordinaten
(κ = pN · cos(ΦN), q = pN · sin(ΦN)) mit der Phase ΦN(t) und der Amplitude pN(t)
beschrieben wird. Eine Methodik, eine Natu¨rliche Phase ΦN(t) = arctan(q/κ) aus
Zeitreihen zu bestimmen, wurde von Bogoliubov und Mitropolski [Bog61] entwickelt.
In [Fre03] konnte des weiteren anhand der natu¨rlichen Phase gezeigt werden, dass mit
Hilfe der Nulldurchga¨nge mit positiver Steigung eines Signals die Vollendung eines Zyklus
erkannt werden kann. Diese wichtige Information zeigt einen einfachen Weg auf, eine Phase
zu definieren (a¨hnlich der folgenden Phase ΦL) und wird spa¨ter nochmals aufgegriffen, um
eine Phaseninformation aus einer allgemeinen Zeitreihe zu gewinnen.
• Linear Interpolierte Phase ΦL: Im Verlauf einer Zeitreihe wiederkehrende charak-
teristische Ereignisse, wie z.B. Nulldurchga¨nge mit positiver Steigung, Impulse (auch
Spikes10 genannt) oder Herzschla¨ge ko¨nnen als so genannte Punktprozesse bezeichnet
werden. Diese Punktprozesse ko¨nnen verwendet werden, um die Vollendung eines Zy-





2pi + k2pi. (3.17)
Die Zeiten tk sind dabei durch die Zeitpunkte der Punktprozesse gegeben.
• Hilbert Phase ΦH: Ist eine Systemobservable κ mit einer Vielzahl von Irregularita¨ten
(ohne Punktprozesse) zu beschreiben, wird ha¨ufig die Hilbert Phase verwendet (siehe
auch Anhang C.4):
10Zu beachten ist, das die hier erwa¨hnten Spikes frei als Informationstra¨ger definiert sind und nicht mit








Dabei ist κH die Hilbert-Transformierte von κ.
Vergleichende Untersuchungen der Phasen von Zeitreihen, welche aus ra¨umlich unter-
schiedlichen Messpunkten des Systems stammen, erlauben Beobachtungen der Synchroni-
sation untereinander, welche zu neuen Einsichten und Anwendungen auf vielen Gebieten
der Zeitreihenanalyse fu¨hren [Pik03].
Eine Phaseninformation kann neben der Amplitude einer Zeitreihe eine informative
Gro¨ße darstellen und eventuell weitere, in der Amplitude nicht erkennbare Systemdynami-
ken enthalten, welche zur Klassifikation eines Systemzustandes von großer Bedeutung sein
ko¨nnen. Das Skalierungsverhalten der Amplitude einer EEG-Zeitreihe wurde z.B. in [Ceb03]
untersucht, jedoch konnte keine erwartete globale Skaleninvarianz gefunden werden.
Aus diesem Grunde wird die Skaleninvarianzuntersuchung der Zeitreihe nicht an deren
Amplitude, sondern an der Phase durchgefu¨hrt. Zur Erzeugung eines Fluktuationsprofils
wird daher der Verlauf einer Phaseninformation einer Zeitreihe verwendet. Dazu wird die
weiter unten beschriebene Phase aus den Nulldurchga¨ngen mit positiver Steigung der nor-
mierten Zeitreihe gewonnen, welche den Beginn und die Vollendung eines Zyklus in einer
Zeitreihe aufzeigen kann.
3.4.2 Phaseninformation und die Dynamik eines Systems
In diesem Abschnitt wird auf den Informationsgehalt von Phaseninformationen eingegan-
gen, welche aus Zyklus-beschreibenden Ereignissen, wie Nulldurchga¨nge mit positiver Stei-
gung ([Fre03]) erhalten werden. Dieser Informationsgehalt ist fu¨r viele zeitvariierende Sy-
steme von besonderem Interesse, welche keine genaue Amplitudenmessung einer geeigneten
Observablen erlauben. Es kann jedoch oft eine Serie von Ereignissen, wie Impulsen (Spikes)
beobachtet werden, welche in regula¨ren oder irregula¨ren Zeitintervallen auftreten. Diese
Zeitintervalle werden als Interspike-Intervalle (ISI) bezeichnet und sind mit einer Phasen-
information gleichzusetzen.




κ(t)dt = Θ, (3.19)
wobei κ(t) die Observable eines endlich dimensionalen, dynamischen Systems beschreibt,
Θ einer positiven Zahl entspricht und somit den zu erreichenden Schwellwert darstellt. Die
Interspike-Intervalle sind definiert als ti = Ti−Ti−1. Mit der richtigen Wahl der Parameter,
wie Θ, ist es mo¨glich, aus den ISIs einen Zustandsvektor (ti, ti−1, ...., ti−m+1) ∈ Rm zu
rekonstruieren, dessen Attraktor die Dynamik des Systems beschreibt [Sau94]. Wichtige
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Informationen u¨ber die Dynamik eines Systems ko¨nnen somit aus den Spikes oder allgemein
aus u¨berschwelligen Potentialen bzw. den dazwischenliegenden Intervallen (ISIs) gewonnen
werden.
3.4.3 Rice-Rate 〈f〉, Phasen-Zeitreihe P (t) und Zero-Zeitreihe s(t)
Wie im obigen Abschnitt erwa¨hnt, kann mit einer Phaseninformation (Interspike-Intervalle)
die Dynamik eines Systems beschrieben werden, wobei die Definition eines u¨berschwelligen
Signals willku¨rlich bleiben kann. In dieser Arbeit wird ein u¨berschwelliges Signal durch das
U¨berschreiten (positive Steigung) eines Schwellwertes definiert. Damit wird gleichzeitig, wie
in [Fre03] beschrieben, ein vollendeter Zyklus im Systemsignal definiert. Mit Hilfe dieser
Nulldurchga¨nge (mit positiver Steigung) lassen sich also Kenngro¨ßen definieren, welche
einer Phaseninformation gleich sind und im folgenden beschrieben werden.
Eine Gro¨ße, welche die Information von positiven Nulldurchga¨ngen verwendet, ist die
bereits Mitte des letzten Jahrhunderts (1944) von Rice [Ric44] entwickelte Rice-Rate (auch
Rice-Frequenz genannt). Zur mathematischen Beschreibung dieser Frequenz verwendete
Rice eine Wahrscheinlichkeitsdichte ω(κ, v = κ˙; t) des Systemsignals κ und dessen Ableitung




v · ω(κ = 0, v; t)dv (3.20)
Die Rice-Rate wurde fu¨r glatte Signale entwickelt und ist als Ensemble-Mittelwert der
Nulldurchgangsrate (mit positiver Steigung) zu verstehen, welche Hinweise auf eine mittlere
(dominante) Frequenz gibt (daher der Name Rice-Frequenz). Wenn es sich im zu untersu-
chenden System um ein ergodisches handelt, kann die Gleichung 3.20 zu einer asympto-
tischen stationa¨ren Rate 〈fs〉 mit Hilfe der Anzahl von Nulldurchga¨ngen (mit positiver





v · ω(κ = 0, v)dv = limt→∞N([0, t])
t
(3.21)
Die zeitliche Information des untersuchten Signals geht jedoch verloren. Die Aussage,
welche mit Hilfe dieser Gro¨ße getroffen werden kann, ist a¨hnlich der Aussage, welche mit
Untersuchungen eines Frequenzspektrums mo¨glich ist. Jedoch zeigt sich in der Rice-Rate
lediglich die dominanteste Frequenz. Ein Vorteil ist dagegen durch die einfache Berechnung
dieser Gro¨ße gegeben. Um den Nachteil der verlorenen zeitlichen Information der Rice-Rate
zu umgehen und dennoch den Vorteil einer einfach zu berechnenden Gro¨ße zur Analyse von
allgemeinen Signalen zu erhalten, werden in den letzten Abschnitten dieses Kapitels zwei
Gro¨ßen in Anlehnung an die Rice-Rate definiert, welche in dieser Arbeit ihre Anwendungen
finden.
35
Die in der Rice-Rate verwendeten Nulldurchga¨nge mit positiver Steigung werden im
folgenden auch als positive Nulldurchga¨nge bezeichnet. Mit diesen ko¨nnen
”
Inter-positive-
Nulldurchgangs-Intervalle“ bestimmt werden, welche aneinander gereiht die im weiteren
genannte Phasenzeitreihe P (t) ergeben.
Definition 3.5 (Phasenzeitreihe) Die Phasenzeitreihe P (t) wird aus einer Zeitreihe κi =
[κ1, κ2, ..., κNκ ] extrahiert, indem die aufeinander folgenden Zeitpunkte ti der Nulldurchga¨nge
mit positiver Steigung dκi
dt
> 0 ∀ i genutzt werden, um Intervalle zu bilden, welche die Ele-
mente der Phasenzeitreihe ergeben:
P (t) = [t2 − t1, t3 − t2, ..., tN − tN−1] = [p1, p2, ..., pNp ], (3.22)






he P(t), welche nach
Definition 3.5 aus κ(t)
extrahiert wurde.
Abbildung 3.4 zeigt deutlich den Unterschied zwischen der urspru¨nglichen Zeitreihe
κ(t) und der neuen Phasen-Zeitreihe P (t). Der Informationsgehalt von P (t) ist (wiederum)
a¨hnlich dem eines Frequenzspektrums, mit dem Unterschied, den zeitlichen Ablauf zu skiz-
zieren. Hierbei werden jedoch lediglich die dominanten, in einem Abschnitt ([κ1, ..., κNκ ])
vorkommenden Frequenzen beobachtet. Dieses Verhalten wird in Abbildung 3.5 verdeutlicht
und die geringe Einflussnahme von additivem Rauschen wird erkennbar.
Es ist ersichtlich, dass im Wertebereich der Phasenzeitreihe P (t) und eventuell in der
Anzahl der Elemente auch Schwankungen durch additives Rauschen entstehen. Ebenso
deutlich zeigt sich in der Abbildung 3.5 jedoch die unterschiedliche, durch Rauschen er-
zeugte Schwankungsbreite des Amplitudenverlaufs und des Phasenverlaufs, welche in der
verrrauschten Phasenzeitreihe wesentlich geringer ist und dadurch Vorteile gegenu¨ber der
Amplitudeninformation besitzt.
Aufgrund der Definition beschreiben die Elemente pi unterschiedlich lange zeitliche Ab-
schnitte der urspru¨nglichen Zeitreihe κi. Daher kann nicht direkt gesagt werden, welches
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Abbildung 3.5: Oben: Original-Zeitreihe κ(t); unten: Phasenzeitreihe P (tp), wobei tp die zu
den Intervallen geho¨rige Zeit ist. Links ohne, rechts mit additivem weißem Rauschen und
einem Signal-zu-Rausch-Verha¨ltnis von 5 zu 1 (SRV=5).
Element pi der Phasenzeitreihe, zu welchem Zeitabschnitt ti−ti−1 der urspru¨nglichen Reihe
geho¨rt. Um z.B. den Zeitpunkt ti zu bestimmen, mu¨ssten das Element pi und alle vorherigen
aufsummiert werden.
Um eine Gro¨ße mit einer Phaseninformation zu erhalten, welche gleich große Zeitrei-
henabschnitte beschreibt und somit einfacher einem Zeitabschnitt zugeordnet werden kann
wird eine weitere Definition vorgenommen.
In Gleichung 3.21 der Rice-Rate wurde ein stationa¨r angenommenes Intervall limt→∞ [0, t]
zur Berechnung verwendet. Eine große Anzahl von Signalen verschiedenster Systeme sind
jedoch nur abschnittsweise als stationa¨r anzunehmen. Die Rice-Rate eines solchen Abschnit-
tes ∆τ ist also durch N([t, t+∆τ ]) gegeben und kann als Rice-Abschnitts-Rate bezeichnet
werden. Um den zeitlichen Verlauf dieser Rate zu betrachten, werden die positiven Null-
durchga¨nge der aufeinander folgenden Abschnitte [t, t+∆τ ] einer abschnittsweisen stati-
ona¨ren Zeitreihe zu einer neuen Reihe zusammengefasst und im folgenden als Zerozeitreihe
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bezeichnet.
Definition 3.6 (Zerozeitreihe) Die zeitliche Abfolge der Rice-Abschnitts-Rate (Nulldurch-
ga¨nge mit positiver Steigung) N([t, t+∆τ ]) ist die Zerozeitreihe s(t), welche sich u¨ber den
gesamten zeitlichen Bereich der urspru¨nglichen Zeitreihe κ(t) erstreckt.
s(t) = [N([t1, t1 +∆τ = t2]), N([t2, t2 +∆τ = t3]), ..., N([tNs−1, tNs ])] (3.23)
Hierbei ist Ns = (Zeitbereich von κ(t))/(∆τ).
Die Zerozeitreihe wird in Kapitel 6 in der Bestimmung des Skalierungskoeffizienten α
als Fluktuationsprofil einer Phaseninformation dienen und somit zu Aussagen u¨ber das
Skalenverhalten der Phase einer Zeitreihe fu¨hren.
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Kapitel 4
Das System Gehirn und die Epilepsie
In diesem Kapitel wird das in der gesamten Arbeit untersuchte und als Anwendungsbei-
spiel verwendete System und dessen Observable vorgestellt. Hierbei handelt es sich um
das Organ Gehirn, dessen grundsa¨tzlicher Aufbau deutlich die Komplexita¨t des Systems
aufzeigt. Durch einen Einblick in die prinzipielle Funktionsweise eines Neurons (lat. Neu-
ron: Nervenzelle) werden bereits nichtlineare Eigenschaften einzelner Bausteine des Systems
deutlich. Eine Definition und kurze Beschreibung der Epilepsie wird gegeben und die in ei-
ner pra¨chirurgischen Diagnostik verwendete Aufnahmemethode der Zeitreihen beschrieben.
Ferner wird kurz auf die Tagesperiodik des Systems eingegangen, welche im EEG ersichtlich
wird und zu Fehlinterpretationen fu¨hren kann. Abschließend werden die Eigenschaften und
bekannten Dynamiken der Observablen (EEG) weitere Motivation geben, die an diesem Or-
gan gemessenen Zeitreihen als nichtlinear zu betrachten und unter anderem mit Methoden
der nichtlinearen Zeitreihenanalyse zu untersuchen.
4.1 Das System Gehirn und dessen Observablen
Das Gehirn ist das komplexeste Organ im menschlichen Ko¨rper. Im erwachsenen Alter
wiegt es durschnittlich 1,5 kg und ist aus ca. 1011 Neuronen aufgebaut. Die Neuronen
besitzen wiederum jeweils 103−104 Synapsen (Verbindungen). Einzelne Regionen von Neu-
ronen lassen sich als funktionelle Einheiten zusammenfassen, welche starke Verbindungen
untereinander ausbilden. Informationen werden dort verarbeitet und weitergeleitet. Eine
genaue Beschreibung der Informationsabla¨ufe sowie deren Verarbeitung im System Gehirn
scheint bislang jedoch wegen fehlender Beobachtungstiefe und der Komplexita¨t des Systems
unmo¨glich, wobei die Einschra¨nkung der Beobachtungstiefe durch die Aufnahmetechnik ge-
geben ist. Fu¨r weitergehende Informationen der allgemeinen Physiologie des Gehirns wird
auf die Fachliteratur wie [Schm00] verwiesen.
Die Arbeitsweise der kleinsten funktionellen Einheiten (Neuronen) im Gehirn, ist zum
Versta¨ndnis des EEGs bzw. dessen Zustandekommen aus verschiedenen Systemsignalan-
teilen sowie zum Versta¨ndnis der Informationsverarbeitung des Gesamtsystems von großer




Neuronen bilden eine Zellklasse, welche eine Informationsverarbeitung und -vermittlung
durch elektrische Erregung und Weiterleitung ermo¨glicht. Die Erregung, welche als Akti-
onspotential bezeichnet wird, unterliegt dabei bestimmten Regeln und besitzt verschiedene
Auswirkungen auf den Verlauf eines EEGs.
Signalerzeugung (Aktionspotential)
Die Funktionsweise eines Neurons ist der eines Diskriminators gleichzusetzen. Nach
genu¨gend großer Aufsummierung der Eingangssignale wird nach U¨berschreiten des Schwell-
wertes die Zelle erregt und ein Aktionspotential (AP) erzeugt, welches als Signal weiterge-
leitet wird. Das AP selber ist eine kurze, stereotype, nichtlineare A¨nderung des Membran-
potentials in positiver Richtung. Die Amplitude ist dabei unabha¨ngig von der Sta¨rke der
Erregung und betra¨gt um die 100mV . Dies entspricht dem so genannten
”
Alles-oder-Nichts-
Gesetz“ der Erregung [Schm00], weshalb einzelne Neuronen als nichtlineare Elemente
angesehen werden ko¨nnen. Die Dauer eines APs betra¨gt 1 − 2ms. Die APs besitzen also
eine Frequenz von 500 − 1000 Hz und sind somit in den hier untersuchten EEGs1 nicht
(einzeln) sichtbar.
Signalweiterleitung (Postsynaptische Potentiale)
Nach U¨bertragung des Signals von der erregten Zelle u¨ber Synapsen auf die verbun-
dene Zelle entsteht dort ein so genanntes Postsynaptisches Signal (PSP), welches erregen-
der Natur (EPSP) oder hemmender Natur (inhibitorisch; IPSP) sein kann, je nachdem,
welche Synapse die Verbindung herstellt. Trotz additiver Rauschkomponenten der elektri-
schen Aktivitita¨t von Membranen, kann angenommen werden, dass die Reizweiterleitung in
Neuronenverba¨nden quasi-deterministischer Natur ist [Lop97]. Die PSPs werden in der ver-
bundenen Zelle als Eingangssignale am so genannten Axonhu¨gel einer Zelle summiert und
entscheiden dort, ob ein u¨berschwelliges Signal (Erregung) vorliegt und somit eine Entste-
hung eines APs erfolgt. Die PSPs haben eine Dauer von 10-150ms (∆t(EPSP ) : 10−30ms;
∆t(IPSP ) : 70 − 150ms), besitzen also eine Frequenz von etwa 6-100Hz und tragen nur
indirekt zu den hier untersuchten EEG-Verla¨ufen bei. Erst durch eine zeitliche Versetzung,
also U¨berschneidung solcher Potentiale von benachbarten Zellen werden eine Vielzahl von
PSPs in einem EEG registriert. Die zum EEG beitragende Zellanzahl ist dabei von der
Oberfla¨che der Elektrode abha¨ngig. Die gemessenen Spannungsschwankungen setzen sich
somit aus vielen Signalen von interagierenden Neuronen zusammen, welche in ein kompli-
ziertes Netzwerk eingebettet sind, wobei eine Vielzahl von Freiheitsgraden vorliegt.
Ein EEG-Zeitreihenverlauf zeigt also keine einzelne Erregungen (APs) oder einzelne In-
formationsweiterleitungen (PSPs) von Neuronen. Das nichtlineare Verhalten der Neuronen
ist somit nur indirekt fu¨r die Erzeugung der beobachtbaren Gro¨ße (EEG) verantwortlich.
Untersuchungsmethoden der Analyse nichtlinearer Systeme ko¨nnten fu¨r ein EEG wegen
1Die hier untersuchten EEGs lagen im Frequenzbereich von 0,05 bis 80 Hz vor.
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des Vorhandenseins nichtlinearer Schaltelemente im System zwar sinnvolle Ergebnisse lie-
fern, jedoch ist die Existenz von Nichtlinearita¨ten in der der Dynamik eines EEGs, wegen
der U¨berlagerung einer Vielzahl von Freiheitsgraden nicht bewiesen. Eine kurze Beschrei-
bung der enthaltenen Dynamiken eines EEGs sowie der Stand der Forschung wird daher in
Kapitel 4.4 gegeben.
4.2 Definition der Epilepsie
Die Epilepsie (gr.: Fallsucht) ist eine wiederkehrende, anfallsartige Funktionssto¨rung des Ge-
hirns mit anscheinend zufa¨lligen Intervallen [Eng89]. Wa¨hrend dieser Funktionssto¨rungen,
welche auch als epileptische Anfa¨lle bezeichnet werden, kommt es zu exzessiven Entladungen
der Neuronen und einem Ausfall der betroffenen Hirnregionen. Das jeweilige Erscheinungs-
bild ist - je nach Hirnregion - sehr unterschiedlich. Es a¨ußert sich klinisch in paroxysmalen
(gr.-lat.: anfallsweise auftretend) Pha¨nomenen aus dem psychischen, sensorischen, sensiblen,
vegetativen oder motorischen Bereich. Auslo¨sende Faktoren fu¨r eine Epilepsie sind neben
Fehlbildungen, Tumoren und Entzu¨ndungen im Gehirn auch Erkrankungen des Gesamt-
organismus bzw. eine metabolische Sto¨rung, welche Einwirkungen auf die Gehirnfunktion
besitzen, wie z.B. ein Absinken des Blutzuckers unter Normalwerte (Hypoglyka¨mie2).
Die Epilepsie geho¨rt zu den ha¨ufigsten chronischen Erkrankungen des Zentralnerven-
systems (ZNS) und besitzt die gleiche Ha¨ufigkeit, wie die weit mehr bekannte Diabetes.
Etwa 1% der Weltbevo¨lkerung leidet darunter [Ann96]; das entspricht ungefa¨hr 800.000
Personen in Deutschland. Epilepsien ko¨nnen zwar in jedem Lebensjahr auftreten, eine Ma-
nifestation der Krankheit zeigt sich jedoch in etwa der Ha¨lfte der Betroffenen bereits vor
dem 10. und in zwei Dritteln bis zum 20. Lebensjahr. In ungefa¨hr zwei Dritteln der Fa¨lle
kann Anfallsaktivita¨t durch eine Medikation kontrolliert bzw. verhindert werden. Anderen
8% kann bei Vorhandesein eines fokalen epileptogenen Areals durch eine neurochirurgische
Resektion desselbigen geholfen werden [Eng93]. Es verbleiben jedoch 25% der Patienten
denen keine derzeitig verfu¨gbare Therapie behilflich sein kann. Abhilfe ko¨nnte allerdings
durch die Mo¨glichkeit einer Klassifikation eines Voranfallszustands und einer daraus resul-
tierenden Anfallsvorhersage geschaffen werden. Damit ko¨nnte z.B. eine Pra¨vention, a¨hnlich
eines Schrittmachers3 eingeleitet werden.
4.3 Aufnahme eines Elektroencephalogramms (EEG)
Es gibt eine Vielzahl von unterschiedlichen Mo¨glichkeiten zur Registrierung der elektrischen
Potentialschwankungen des Gehirns (EEG-Aufnahme). Neben der klassischen EEG-Haube,
welche eine EEG-Registrierung an der Oberfla¨che der Scha¨deldecke erlaubt, ko¨nnen Elek-
troden im Rahmen einer pra¨chirurgischen Epilepsiediagnostik in das Scha¨delinnere (lat.
intrakraniell: innerhalb des Scha¨dels) eingebracht werden und dort eine direkte Ableitung
der Hirnaktivita¨t erlauben. Eine EEG-Aufnahme mit Hilfe einer Elektrodenhaube ist im
2Diabetes entspricht einer chron. Hyperglyka¨mie.
3In der Parkinsontherapie wird bereits ein Implantat verwendet, welches elektrische Stimuli in gewisse
Hirnareale leitet und somit die Symptome lindert.
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Gegensatz zu intrakraniellen Messmethoden zwar einfach durchzufu¨hren, jedoch infolge der
Leitung der Signale durch die Gehirnflu¨ssigkeit, die Scha¨deldecke und die verschiedenen
Gewebsarten tiefpass gefiltert.
Zu den intrakraniellen Methoden geho¨rt die Aufnahme des so genannten Stereo-EEGs
(SEEG). Fu¨r eine SEEG-Messung werden z.B. Stabelektroden stereotaktisch4, intrazere-
bral (lat. Cerebrum : (Groß-)Hirn) z.B. in die so genannte Hippokampusstruktur5 beider
Hemispha¨ren (Hirnha¨lften) eingefu¨hrt (siehe Abb. 4.1).
Abbildung 4.1: Links: Implantationsschema der Tiefenelektroden. Die zehn Kontakte auf
dem linken Stab werden von vorne nach hinten (in der Abbildung von oben nach unten)
als die Kontakte TL1 bis TL10 bezeichnet. Dementsprechend sind die Kontakte TR1 bis
TR10 auf dem rechten Stab zu finden. Rechts: MRT-Aufnahme von implantierten Tiefen-
elektroden.
Die Stabelektroden bestehen aus einem elastischen Stab mit jeweils 10 Kontakten aus
einer Nickel-Chrom-Legierung mit einem Interelektrodenabstand von 4mm, sowie einem
Durchmesser von 1mm und einer Kontaktla¨nge von 2,5mm. Das Volumen des Gehirnge-
webes, welches zum Summenpotential beitra¨gt, kann daher eine Gro¨ße von einigen Ku-
bikmillimetern erreichen. Daraus ergibt sich ein Zell-Ensemble von mehreren Zehntausend
Neuronen, denn in 1mm3 sind ca. 2 ∗ 104 bis 4 ∗ 104 Neuronen enthalten [Fri92]. Trotz
erho¨hter Risiken6 fu¨r den Patienten liegen die Vorteile zur Untersuchung des Systems Ge-
hirn eindeutig auf der Seite der intrakraniellen Messung (SEEG). Die Aufnahme der elektri-
schen Aktivita¨t geschieht dabei direkt an der Quelle. Die Impedanzen zwischen Quelle und
Elektrode bleiben gering und lineare Frequenzga¨nge bleiben erhalten. Die Untersuchungen
dieser Arbeit wurden ausschließlich an SEEG-Aufnahmen durchgefu¨hrt.
4Stereotaktisch ist ein Ausdruck, welcher die Sterotaxie betrifft. Er umschreibt das punktfo¨rmig genaue
Beru¨hren eines bestimmten Gebietes im Gehirn durch ein kleines Bohrloch in der Scha¨deldecke.
5Der Hippokampus bildet zusammen mit der Amygdala, sowie dem so genannten Gyrus parahippokam-
palis den medialen Temporallappen, dessen (pathologische) Dynamik in dieser Arbeit untersucht wird.




Die hirnelektrische Aktivita¨t wurde kontinuierlich mit einem 128-Kanal-Aquisitions-
system in der Klinik fu¨r Epileptologie der Universita¨t Bonn registriert. Die Abtastrate lag
fu¨r die in Kapitel 5 untersuchten SEEG-Zeitreihen bei 173,61Hz bzw. fu¨r die in Kapitel 6
untersuchten Reihen bei 200 Hz. Die Aufzeichnungen wurden mit einem Bandpassfilter (0.05
- 80 Hz) durchgefu¨hrt und zur Konvertierung der Daten wurde ein 12- bzw. 16-bit Analog-
Digital-Wandler verwendet. Ein typischer Verlauf eines SEEGs ist in folgender Abbildung
(4.2) zu sehen.
Abbildung 4.2: SEEG der linken (oben) und rechten (unten) Hippokampusformation eines
zwischenanfallsabschnittes mit einer Dauer von 20 Sekunden.
4.4 Eigenschaften des EEGs
Ein EEG zeichnet sich im allgemeinen durch charakteristische Amplituden- und Frequenz-
schwankungen aus (siehe auch das SEEG in Abb.4.2). Die Amplitude besitzt keinen glatten
Verlauf. Es sind plo¨tzliche, zum Teil sprunghafte A¨nderungen zu beobachten, was als Indiz
fu¨r nichtlineares Verhalten gewertet werden kann. Die regelma¨ßigen Potentialschwankungen
eines EEGs werden zur Beschreibung einzelner normaler und abnormaler Charakteristika
in Abha¨ngigkeit der Frequenz in Delta- (0-4Hz), Theta- (4-8Hz), Alpha- (8-12Hz), Beta-
(13-30Hz) und Gammaband (30-40Hz) unterschieden. (Die Grenzwerte dieser Abschnitte
variieren in der Fachliteratur zum Teil.)
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Wa¨hrend bei einem Normalbefund eines EEGs der mittlere Alpha- und ho¨here Betafre-
quenzbereich dominieren, ko¨nnen Abweichungen, wie das Auftreten von niedrigen Frequen-
zen (im Wachzustand), dementsprechend als pathologischer Befund dienen. An dieser Stelle
sei darauf hingewiesen, dass auch das Lebensalter [Psc98] sowie der Zustand des Patienten,
wie Wach- und Schlafzustand das EEG beeinflussen. (Fu¨r eine ausfu¨hrlichere Einteilung ei-
nes Patientenzustandes zu den Frequenzba¨ndern ist auf [Schm00] verwiesen.) Des Weiteren
bleibt zu beachten, dass die Grenzen zwischen einem normalem und pathologischen Befund
fließend verlaufen und zu einer vollsta¨ndigen Diagnose weitere Untersuchungen und Tests
erfolgen mu¨ssen.
Epileptischer Anfall im EEG
Epileptische Anfa¨lle, welche auch als iktale Zusta¨nde (lat. ictus: betroffen, beunruhigt)
bezeichnet werden, besitzen im betroffenen Neuronenverband ebenfalls charakteristische





abnormale Synchronie“ [Psc98] zu verzeichnen. Eine bestimmte
Anfallsform verzeichnet zu Beginn des epileptischen Anfalls einen Anstieg an hohen Fre-
quenzen aus dem Gammaband (siehe auch Abb. 4.3).
Abbildung 4.3: SEEG der linken (oben) und rechten (unten) Hippokampusformation eines
Anfalls-Abschnittes mit einer Dauer von 20 Sekunden. Der epileptische Herd (fokales Areal)
des Patienten befindet sich im linken Temporallappen.
Im Verlaufe eines solchen Anfalls ko¨nnen die hohen, anfa¨nglich dominanten Frequenzen
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an Bedeutung verlieren und ein Abschnitt von niedrigeren Frequenzen folgt, bevor nach
einigen Sekunden bis Minuten eine Wiederkehr des Normalzustands beginnt.
Ha¨ufig wird wa¨hrend eines Anfalls im Gegensatz zum Normalzustand auch in ra¨umlich
weit entfernten Arealen ein ho¨heres Maß an Synchronie beobachtet. Eine anfangs nur
in einer Elektrode registrierte Anfalls-Aktivita¨t kann sich zuna¨chst auf die benachbar-
ten Regionen und spa¨ter (u¨ber Hemispha¨ren-Verbindungen) auch auf die Areale der ge-
genu¨berliegenden Hemispha¨re ausbreiten. Eine Vielzahl von pathologischen und auch phy-
siologischen Pha¨nomenen zeigen eine Synchronisation gro¨ßerer Verba¨nde von Neuronen
und besitzen verschiedene dominante Rhythmen [Lop91], jedoch ist die deutlichste Erschei-
nungsform der Synchronisation wa¨hrend eines epileptischen Anfalls zu beobachten. Ein sol-
ches Synchronisationspha¨nomen kann als
”
dynamische Zwangsbedingung“ gesehen werden,
welche durch Einschra¨nkung der Systemfreiheitsgrade die Komplexita¨t der Dynamik
reduziert. Die nichtlinearen Verhaltensweisen der einzelnen Neuronen ko¨nnten dadurch an
Einfluss gewinnen. Es kann daher hypothetisiert werden [And01], dass auf neuraler Ebene
sowohl phatologische als auch physiologische Synchronisationspha¨nomene zu einem nicht-
linearen deterministischen Erscheinungsbild des EEG fu¨hren, im Gegensatz zu dem
sonst linear stochastischen Erscheinungsbild. Eine Untersuchung dieser Hypothese mit un-
terstu¨tzenden Ergebnissen ist in [And01] und [And01a] zu finden.
Anfallsbezogene Zusta¨nde im EEG
Das Gehirnareal, von dem verantwortlich und herdfo¨rmig der epileptische Prozess aus-
geht, wird epileptogenes Areal genannt und wird im allgemeinen als ein hoch-synchronisiertes
Neuronennetzwerk mit einer inhibitorischen Umgebung verstanden. Es wird angenommen,
dass es vor einem Anfall zum Aufbau einer so genannten
”
kritischen Masse“ kommt. Aus
diesem Grunde erscheint es sinnvoll, auch von einem eventuell vorhandenen Voranfallszu-
stand zu sprechen, dessen Klassifikation zu einer medizinisch erwu¨nschten Anfallsvorher-
sage notwendig wa¨re und zu eventuellen Warn- oder Pra¨ventions-Systemen fu¨hren ko¨nnte.
Neben dem Anfalls- und eventuellen Voranfallszustand ko¨nnen weitere, zur Beschreibung
des epileptogenen Prozesses nu¨tzliche Zusta¨nde beschrieben werden, deren Auflistung (inkl.
Anfallszustand) folgt:
• Peri-iktaler-Zustand : Zustand um einen Anfall (inklusive Anfall)
• Pra¨-iktaler-Zustand : Eventuell vorhandener Voranfallszustand
• Iktaler-Zustand : Anfallszustand
• Post-iktaler-Zustand : Zustand nach einem Anfall
• Inter-iktaler-Zustand : Zustand zwischen den Anfa¨llen
Wie folgend beschrieben besitzt die (zum Vergleich der Systemzusta¨nde notwendige)
Untersuchung des inter-iktalen-Zustands neben dem pra¨-iktalen-Zustand einen besonderen
Stellenwert in der Epilepsieforschung. Zur Bestimmung des epileptischen Herdes und zur




Goldstandard“ ein EEG wa¨hrend mehrerer Anfa¨lle (Anfallsaktivita¨ten) beno¨tigt,
um das fokale Areal z.B. durch beginnende pathologische Aktivita¨t zu identifizieren. Durch
die gea¨nderten Umsta¨nde des Patienten wa¨hrend einer SEEG-Messung kann es jedoch einige
Zeit (Tage bis zuWochen) dauern bis ein Anfall eintritt. Aus diesem Grunde ist es von großer
Bedeutung, auch wa¨hrend des inter-iktalen Zustands mit Hilfe des EEGs die ra¨umlich-
zeitliche Dynamik zu beobachten, um eventuell das fokale Areal auch ohne Anfall eindeutig
zu identifizieren und somit die Messdauer erheblich zu verku¨rzen.
Schlafstadien im EEG
Die Schlafstadien wurden unter anderem durch ihr Frequenzverhalten im EEG (extra-
kraniell mit einer Elektrodenhaube aufgenommen) klassifiziert [Rec68] und besitzen, wie
auch einige Pathologien viele Anteile der niedrigen Frequenzba¨nder, sind jedoch nicht mit
diesen krankhaften Vera¨nderung zu verwechseln. Es ist daher ratsam, eventuelle Auswir-
kungen der Schlafstadien auf EEG-beschreibende Kenngro¨ssen zu untersuchen, um Fehl-
interpretationen zu vermeiden. Einer groben Beschreibung folgend sind die Schlafstadien
umso tiefer, je niedriger die Frequenzen sind, welche im EEG vorliegen. Es sind jedoch einige
Ausnahmen und Besonderheiten in verschiedenen Schlafstadien, wie z.B. der REM-Phase
(REM: Rapid Eye Movement) zu beachten. Eine Zusammenfassung der Schlafstadien und
deren Frequenzverhalten ist in Tabelle 4.1 gegeben.
Schlafstadium EEG-Frequenzen
Wach (entspannt) Vorherrschender Alpharythmus
REM-Schlaf Kein Alpharythmus; Gemisch schneller Frequenzen
Stadium 1 Kein Alpha, schnelle Beta- und niedrige Theta-aktivita¨t
Stadium 2 Theta-aktivita¨t
Stadium 3 Delta-aktivita¨t (10-50%)
Stadium 4 Vorherschender Deltarythmus (>50%)
Tabelle 4.1: Einteilung der Schlafstadien [Schm01].
Die Stadien sind nach dem Frequenzverhalten geordnet. Im zeitlichen Ablauf wa¨re die
REM-Phase an letzter Stelle zu finden. Ein Vergleich zwischen dem Frequenzverhalten am
Tage (Wachzustand) mit dem in der Nacht (Schlafzustand) zeigt also deutliche Unterschie-
de, welche auch als zirkadiane Schwankungen bzw. zirkadianer Rythmus7 im EEG bekannt
sind.
Bekannte Dynamik des EEG und Stand der Forschung
Wie in vorangegangenen Kapiteln erwa¨hnt, ist ein Aufgabengebiet der Zeitreihenana-
lyse die Klassifikation und Charakterisierung dynamischer Systeme. In den vergangenen
7Aus der ungefa¨hren Periode von etwa (lat.: circa) einem Tag (lat.: dies) leitet sich der Begriff des so
genannten zirkadianen Rythmus ab.
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Jahrzehnten wurde diese Zielsetzung versta¨rkt auf Zeitreihen der hirnelektrischen Aktivita¨t
bezogen. Eine Vielzahl von EEG-Zeitreihen-Untersuchungen folgten und bescha¨ftigten sich
mit deren Dynamik (z.B.[Ias90],[Pij91], [Leh95]). Die ersten Studien befassten sich mit
linearen Methoden zur Fokuslokalisation des epileptogenen Areals z.B. mit Hilfe des Lei-
stungsspektrums von extra- und intrakraniellen EEG-Registrierungen ([Ger70], [Bin78],
[Lop86], [Pan90], [Mar92], [Ala95], [Nuw98] und [Dra98]).
Es folgten Arbeiten mit Methoden der nichtlinearen Zeitreihenanalyse, welche die Hy-
pothese, dass ein EEG ein nichtlineares Erscheinungsbild besitzt, untersuchten und un-
terstu¨tzten. Es wurden EEGs von Patienten im enspannten Wachzustand [Rom95] sowie
im Schlafzustand [Fel96] verwendet. Weitere Studien bescha¨ftigten sich mit verschiedenen
Krankheitsbildern, wie Alzheimer [Jel99] und Parkinson [Pez01].
Nach Vero¨ffentlichungen von Arbeiten, in denen z.B. positive Werte von maximalen
Lyapunovexponenten [Fra90] fu¨r Oberfla¨chen-EEGs wa¨hrend eines epileptischen Anfalls
beobachtet wurden, wurde zuna¨chst das Zugrundeliegen einer chaotischen Dynamik als
bewiesen angesehen, obwohl vorherige Untersuchungen zeigten, dass Zeitreihen mit sto-
chastischen Dynamiken vergleichbare Resultate von maximalen Lyapunovexponenten sowie
Korrelationsdimensionen liefern ([The86] und [Osb89]) und die Aussage absoluter Werte
der nichtlinearen, charakterisierenden Maße an Bedeutung verlor. Eine Lo¨sung der Proble-
matik wurde 1991 durch das Konzept der stochastischen Kontrollsignale (Surrogate) von
[Pij91] und [The92] geliefert. Diese werden aus den zu untersuchenden Zeitreihen gewon-
nen, indem sie z.B. in den Frequenzraum transformiert werden, die Phasen randomisiert
und ru¨cktransformiert werden. Dadurch bleiben urspru¨ngliche statistische Verha¨ltnisse (z.B.
Leistungsspektrum) erhalten, wobei jedoch die eventuelle nichtlineare Struktur zersto¨rt
wird. In der Arbeit [Pij97] wurden Korrelationsummen von EEG- mit Surrogatzeitreihen
verglichen, was die Autoren veranlasste, von einer chaotischen Dynamik abzusehen und
stattdessen auf eine niederdimensionale deterministische Dynamik zu schließen.
Untersuchungen der zeitlichen und ra¨umlichen Variationen nichtlinearer, charakterisie-
render Maße von intrakraniellen EEG-Zeitreihen erlaubten eine korrekte Lokalisation des
epileptogenen Areals. Es wurden z.B. die zeitlichen Variationen eines Komplexita¨tsverlustes
L∗ aus Zeitreihen verschiedener Messpunkte des Systems beobachtet ([Leh95] und [Wid00]).
Ein U¨berblick von weiteren Studien zur Lokalisation des epileptogenen Areals, welche eben-
falls eine Verwendung von nichtlinearen, charakterisierenden Maßen motivieren, ist z.B. aus
[Leh01] zu entnehmen.
Neben den zeitlichen Mittelwerten der ra¨umlichen Verteilung ist die zeitliche Variation
der Dynamik von besonderer Bedeutung. Die Theorien zur Anfallsentstehung, wie der Auf-
bau einer
”
kritischen Masse“ , erlauben (wie oben bereits erwa¨hnt) die Annahme auf eine
eventuell mo¨gliche Klassifikation eines pra¨-iktalen Zustands, womit eine (z.B. fu¨r therapeu-
tische Zwecke wichtige) Anfallsvorhersage ermo¨glicht werden ko¨nnte. Bereits 1991 wurden
bestimmte Wertebereichsabfa¨lle von maximalen Lypunov-Exponenten als charakteristisch
fu¨r Zusta¨nde vor einem Anfall interpretiert [Ias91]. Unter anderem folgte eine Studie u¨ber
einen Scha¨tzer der effektiven Korrelationsdimension D∗2 im Vorfeld eines Anfalls, wobei in
15 von 16 Anfa¨llen eine vorangehende Erniedrigung vonD∗2 zu verzeichnen war [Leh98]. Ver-
gleichbare Ergebnisse lieferte die Berechnung der Korrelationsdichte fu¨r das EEG [Mart98].
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In den letzten Jahren wurde das Augenmerk der Analyse von EEG-Zeitreihen des Weite-
ren auf so genannte bivariate Maße gerichtet. Diese beno¨tigen zur Berechnung zwei Zeitrei-
hen und treffen z.B. Aussagen u¨ber Phasensynchronisation [Mor00] oder A¨hnlichkeiten
([LeV00] und [LeV01b]). Ferner berichten Iasemidis und Mitarbeiter u¨ber eine Zunahme der
Korrelation von - an verschiedenen Mess-Sonden berechneten - Lyapunov-Exponenten im
Vorfeld eines Anfalls [Ias01]. Insbesondere die Arbeit u¨ber Phasensynchronisation ([Mor00],
[Mor03a] und [Mor03b]) zeigte Erfolge in der Anfallsvorhersage. Insgesamt konnte in bis zu
80% der Fa¨lle ein eventueller pra¨-iktaler Zustand, durch eine charakteristische Erniedrigung
der Phasensynchronisation im Vorfeld des Anfalls identifiziert werden. Die Phase scheint
also besonders deutliche Charakteristiken zu besitzen, welche in Synchronisationsuntersu-
chungen zur Identifikation von Dynamika¨nderungen verwendet werden kann.
Des Weiteren wurde der in Kapitel 3 erwa¨hnte Hurstkoeffizient aus dem Amplituden-
verlauf eines EEGs gewonnen [Ceb03] und das Skalierungsverhalten von EEG-Amplituden
untersucht. Hierbei zeigte sich jedoch keine angenommene globale Skaleninvarianz.
Weiteres Vorgehen
Neben einer bisher nicht erreichten hundertprozentigen Sensivita¨t und Spezifita¨t der
Maße fu¨r einen pra¨-iktalen Zustand ist als weiterer Nachteil zu erwa¨hnen, dass die Be-
rechnungen der erwa¨hnten Maße auf herko¨mlichen Rechnern zeitintensiv sind und nur in
wenigen Fa¨llen eine Echtzeitberechnung erlauben. Aus diesem Grunde ist es ratsam, alter-
native Berechnungs- und Approximationsmo¨glichkeiten der Maße zu suchen. Eine leistungs-
starke Rechenmaschine stellt das in Kapitel 2 beschriebene Zellulare Neuronale Netzwerk
dar [Chu88]. Im Gegensatz zu u¨blichen Prozessoren, welche zur Berechnug einer beliebi-
gen mathematischen Gro¨ße mehrere Takte beno¨tigt, um ein Programm abzuarbeiten, ist
zur Approximation einer Gro¨ße im CNN nur ein einziger Takt von No¨ten. Bereits 2000
wurde aus diesem Grunde ein CNN zur erfolgreichen Approximation der Korrelationsdi-
mension von EEG-Zeitreihen verwendet [Tet99]. Des Weiteren besitzt ein CNN hohe An-
passungsfa¨higkeit an Problemstellungen (siehe auch Kapitel 2), weshalb es nahe liegt, einen
CNN zur Klassifikation von Systemzusta¨nden durch Zeitreihenanalyse, ohne eine vorherige
Kenngro¨ßenbestimmung oder -Approximation zu trainieren. Ein solches Training wird in
dieser Arbeit in Kapitel 5 fu¨r die Klassifikation von Zusta¨nden des epileptischen Gehirns
beschrieben.
Auf Grund des nichtlinearen Erscheinungsbilds des EEGs sowie dessen nicht glatten
Verlaufs wird in der vorliegenden Arbeit die Fraktalita¨t des Graphen, welche sich auch
in der Korrelationsdimension widerspiegelt, durch Bestimmung des Skalierungskoeffizie-
ten nochmals untersucht. Der gro¨ßte Unterschied zur Skalierungs-Untersuchung in [Ceb03]
liegt auf Grund der positiven Ergebnisse von Untersuchungen der Phasensynchronisation in
der Verwendung einer Phaseninformation zur Berechnung des Skalierungskoeffizienten der
Phase. Im Gegensatz zu Untersuchungen der Phasensynchronisation soll in dieser Arbeit
der Informationsgehalt einer Phase (einzelner Zeitreihen) untersucht werden, indem deren
Skalierungsverhalten bestimmt wird. Mit Hilfe eines Skalierungskoeffizienten einer Phasen-
information werden Aussagen zur zeitlichen und ra¨umlichen Dynamik des Systems getroffen





Das in Kapitel 2 beschriebene Zellulare Neuronale Netzwerk wird hier zur Analyse von
SEEG-Zeitreihen als Klassifikator von Zusta¨nden des in Kapitel 4 skizzierten nichtlinearen
Systems aus den dort genannten Gru¨nden verwendet. Besonderes Augenmerk in den Unter-
suchungen galt dabei der Unterscheidung eines Zwischenanfalls- und eines vermuteten Vor-
anfallszustands. Das Ziel der Untersuchungen war die Suche eines diese Aufgabe erfu¨llenden
Gens µ. Dazu wurden Rahmenbedingungen bestimmt und verschiedene Trainingsmetho-
den sowie verschiedene Trainingsmengen, welche aus SEEG Zeitreihen zusammengestellt
wurden, angewendet. Der Verlauf des Trainings, also die iterative Parameteranpassung ei-
nes CNN, kann dabei als Detektion nach Zustands-Merkmalen, wie z.B. charakteristische
Abla¨ufe im SEEG, gesehen werden.
Zuna¨chst wird das Prinzip einer solchen Zeitreihenanalyse mit Hilfe eines CNNs erla¨utert
und auf die Normierung der Zeitreihen eingegangen. Die Randbedingungen der CNN-Zell-
Matrix werden gesetzt und die Sollergebnisse der Datensets definiert, welche zur Parame-
teroptimierung des CNNs verwendet wurden. Anschließend folgt eine Beschreibung einiger
genereller Verhaltensweisen eines CNNs im Training, welche aus hier nicht dargestellten
Voruntersuchungen stammen. Die damit gewonnenen Erkenntnisse wurden folgend genutzt,
um eine Klassifikation von SEEGs des komplexen Systems Gehirn und somit eine Klassifi-
kation der Systemzusta¨nde zu trainieren. An Stelle eines realen CNNs wurde im folgenden
ein Simulator (SCNN ) verwendet, welcher in Anhang A.1 beschrieben wird.
5.1 Zeitreihenanalyse mit einem SCNN
Zuna¨chst werden generelle Voru¨berlegungen beschrieben. Diese erleichtern das Training
durch eine sinnvolle Minimierung des im Training zu untersuchenden Parameterraums, des-
sen Parameter sich aus den Randbedingungen (virtuelle Randzellen), den Gewichtungspara-
metern, den Mo¨glichkeiten der Datenanordnung (in der Gitterstruktur des M ×N -SCNN)
sowie den mo¨glichen Normierungen, dem Nachbarschaftsradius, verschiedenen Trainings-
methoden, den Vergleichsfehlern und deren Verknu¨pfung zum Gesamt-Vergleichsfehler zu-
sammensetzen.
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Sollten empirische Aussagen u¨ber alle Variationsmo¨glichkeiten des SCNNs in Bezug auf
eine zu trainierende Aufgabe getroffen werden, und bestu¨nde die Testmenge z.B. aus 15
Datensets mit Zeitreihen der La¨nge 4096 Datenpunkten (DP), so wu¨rde bei 5000 Trai-
ningsschritten die Dauer der Studie auf einem 1 GHz-Rechner mehrere Jahre betragen.
Auf Grund einer zeitlich sinnvollen Effizienz konnte daher keine vollsta¨ndige Parameterva-
riationen durchgefu¨hrt werden. Daher ist eine Vorauswahl der Variationen aus bekanntem
Verhalten und Erfahrungswerten aus den Voruntersuchungen (Kapitel 5.2) zu treffen. Einige
Parameter-Variationen bzw. -Einstellungen wurden somit nur stichprobenartig untersucht.
Bei der Verwendung eines SCNNs als Klassifikator stellt sich zuna¨chst die Frage nach
einer sinnvollen Normierung der Daten, denn der SCNN-Wertebereich ist durch [−1, 1]
gegeben.
5.1.1 Normierung der Daten
Die aufgenommene SEEG Zeitreihe wurde in Datenfenster der La¨nge 4096 DP unterteilt,
welche Zeilenweise in eine 64× 64-SCNN-Matrix geladen werden konnten, sodass jede Zelle
als Eingangssignal uij (Vgl. Gleichung 2.10) je ein Element der Zeitreihe besaß. Bei ei-
ner Abtastrate von 200Hz entspricht ein 4096-DP-Fenster einem Abschnitt von 20,48s; die
La¨nge des Fensters erlaubt dabei einen Kompromiss zwischen quasi stationa¨rem Zustand
des Systems und einer ausreichenden Anzahl von Datenpunkten zur Charakterisierung der
Dynamik. Vor dem Einlesen der Werte in das SCNN wurde eine fensterweise Normierung
verwendet. Jedes Fenster ergab spa¨ter mit einem dazugeho¨rigen Sollergebnis (fu¨r jede Zelle
einen Wert) und den Startwerten xij(t = 0), bestehend aus Zufallszahlen
1 (univariate Un-
tersuchung2) ein Datenset. Fu¨r eine bivariate Untersuchung (in der 64× 64-SCNN-Matrix)
werden die Startwerte aus einem Abschnitt einer zweiten normierten Zeitreihe entnomme-
nen.
Die untersuchten SEEG-Daten (in µV gemessen) lagen zu u¨ber 90% in einem Bereich
von [-300,300]. Alle darunter und daru¨ber liegende Amplitudenwerte wurden auf das Mini-
mum von -300 bzw. das Maximum von 300 gesetzt. Damit wurden alle Abschnitte gleich
behandelt, im Gegensatz zu einer Normierung, welche sich auf die Maximal- und Mini-
malwerte des Abschnittes bezieht und somit z.B. Amplitudenvergleiche unter normierten
Abschnitten verhindert. Die auf [-300,300] beschra¨nkten Fenster wurden abschliessend auf
den Bereich [-1,1] linear abgebildet, um die Kompatibilita¨t zum SCNN-Wertebereich zu
ermo¨glichen.
5.1.2 Randbedingungen
Zu einem erfolgreichen Training geho¨rt ebenfalls die Festlegung der Zustandswerte xij der
virtuellen Randzellen. Im Falle von einer so genannten geschlossenen-Torus-Randbedingung
werden die virtuellen Randzellen auf den Wert der gegenu¨berliegenden Randzellen gesetzt,
1Die Zufallszahlen waren dabei um Null gleichverteilt.
2In Anlehnung an uni- und bivariate Maße, welche zur Berechnung eine einzige oder zwei Zeitreihen
verwenden, werden Untersuchungsmethoden, die eine oder zwei Zeitreihen verarbeiten, hier als uni- und
bivariate Untersuchungen bezeichnet.
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wobei die Werte der virtuellen Randzellen einer Zeile im Gegensatz zu den virtuellen Rand-
zellen einer Spalte aus der darauf folgenden Zeile stammen (siehe Abbildung 5.1). Die letzte
Zelle einer Zeile wird also mit der ersten Zelle der darauf folgenden Zeile verknu¨pft. Die Zei-
len sind somit aneinander gesetzt und ergeben eine Reihe von zeitlich aufeinanderfolgenden
Werten. Der urspru¨ngliche zeitliche Zusammenhang der eingelesenen Zeitreihe wird wieder
hergestellt. Aus diesem Grund ist die geschlossene-Torus-Randbedingung bei zu analysie-
renden Zeitreihen und zeilenweiser Datenanordnung sinnvoll und wird in allen Studien (1





5.1.3 Sollergebnisse und Vergleichsfehlerdefinition
Das Sollergebnis, die Eingabedaten und die Startwerte bestehen aus jeweils M ·N -Werten,
also erha¨lt jede Zelle ein uij und xij, womit alle Parameter der zellbeschreibenden DGL - au-
ßer den Templates - beschrieben sind. Die Eingabedaten uij waren durch die 4096 Elemente
eines Zeitreihenabschnitts gegeben und somit ein CNN mit 4096 Zellen zu verwenden (z.B.
ein 64× 64 CNN). Die 4096 Zellzusta¨nde xij sollten im Falle eines bestimmten Systemzu-
stands alle auf ein und den selben Wert gesetzt werden, um diesen Zustand zu deuten. Die
M ·N Werte des Sollergebnis xSoll,ij wurden daher alle auf den gleichen Wert gesetzt. Die
Aufgabe des SCNN-Trainings bestand darin, die Template-Elemente zu bestimmen, welche
diese Aufgabe erfu¨llen. Der SCNN wurde somit zum hier genannten direkten Klassifikator
trainiert, wobei anhand der SEEG-Zeitreihe bzw. deren Verlauf der System-Zustand (z.B.
inter-iktal) ohne vorheriger Kenngro¨ßenberechnung
”
direkt“ klassifiziert werden sollte.
Wird den Betra¨gen ein bestimmter Grauwert zugeordnet, so entspricht der SCNN-
Matrix ein Bild mit M ·N Bildpunkten und es ergeben sich Sollergebnis-, Eingangsdaten-
und Startwert-Bilder. Wegen der Einfachheit dieser bildlichen Darstellung wird im folgen-
den o¨fter Gebrauch davon gemacht.
Zur Unterscheidung von zwei Zusta¨nden wurden die im SCNN gro¨ßtmo¨glich entfernten
Werte, die Extrema -1 und +1 als Sollwerte der einzelnen Zellen gewa¨hlt. Im Falle von
drei zu klassifizierenden Zusta¨nden wurde der Wert 0 als Sollwert hinzugenommen. In der
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bildlichen Grauwerte-Darstellung ergab sich entweder eine schwarze (xSoll,ij = −1), eine
graue (xSoll,ij = 0) oder weiße (xSoll,ij = +1) Fla¨che. Die Wahl solcher Sollergebnisse
wurde bereits bei anderen Aufgabenstellungen erfolgreich verwendet. Als Beispiel ist die
Approximation der Kenngro¨ße D∗2 (effektive Korrelationsdimension) [Ame98] zu nennen.
Als Vergleichsfehler wurde die prozentuelle Abweichung der einzelnen Zellwerte xij zu
den Sollzellwerten xSoll,ij verwendet. Da in jeder Studie ein epochenweises Training ange-
wendet wurde und somit mehrere Datensets aus Eingabedaten, Startwerten und Sollergeb-
nissen in einer Trainingsmenge enthalten waren, wurde der prozentuelle Vergleichsfehler
jedes Datensets zu einem Gesamt-Vergleichsfehler (GVF) gemittelt. Hierbei ist jedoch dar-
auf zu achten, dass durch die Mittelung gegensa¨tzliche Aussagen wegfallen ko¨nnen und der
GVF auf das Zustandekommen gepru¨ft werden muss. Ein GVF von 20% kann daher even-
tuell ein besseres Ergebniss darstellen als ein GVF von 10%, weshalb diese U¨berpru¨fung
nach jedem Training durchgefu¨hrt wurde.
5.1.4 Problem der Zuordnung eines Sollergebnisses
Es ergaben sich Problematiken bei der Zuordnung eines Sollergebnisses zu einem SEEG-
Abschnitt sowie bei der Auswahl der zu klassifizierenden Zusta¨nde eines Systems, welche
im folgenden beschrieben sind. Diese Auswahl ist fu¨r ein erfolgreiches Training von großer
Bedeutung. Im Falle des Systems
”
epileptisches Gehirn“ besitzen z.B. die Zusta¨nde inter-
iktal und pra¨-iktal im Gegensatz zum Zustand des Anfalls (iktaler Zustand) eine a¨hnliche
Dynamik. Der Anfall kann als Extremereignis bezeichnet werden und ist in seiner Dynamik
weit von den anderen Zusta¨nden entfernt. Es wird angenommen, dass eine Unterscheidung
des pra¨- und inter-iktalen Zustandes durch die Anwesenheit des Extremereignisses in der
Tainingsmenge erschwert wird, was in Studie 1 (Kapitel 5.3) untersucht wird.
Die Einteilung des SEEGs in pra¨-iktale und inter-iktale Abschnitte3 zeigt allerdings
die gro¨ßere Problematik, denn um eine korrekte Einteilung vorzunehmen, mu¨sste bereits
eine exakte Klassifikation der Eingangsdaten vorliegen. Im hier analysierten System ist
jedoch unklar, wie weit im Voraus ein Zustand vor einem Anfall als Voranfallszustand
gelten soll und die dazugeho¨rigen Dynamiken sind weitgehend unbekannt. Lediglich einige
nichtlineare Kenngro¨ßen, wie z.B. die effektive KorrelationsdimensionD∗2 (univariate Gro¨ße;
siehe auch Anhang B.2.1.3) oder die mittlere Phasenkoha¨renz R (bivariate Gro¨ße; siehe
auch Anhang C.4), zeigen zum Teil eine charakteristische A¨nderung des Wertebereichs im
Vorfeld eines Anfalls und sind somit als Hinweise auf einen solchen Voranfallszustand zu
verstehen (z.B. [Leh03]). Es bleibt jedoch zu beachten, dass die eventuellen Dynamiken eines
pra¨-iktalen Zustands in den einzelnen SEEG-Zeitreihen in unterschiedlicher Deutlichkeit
vorliegen ko¨nnen.
Auf Grund dieser Gegebenheiten und da sowohl univariate als auch bivariate Untersu-
chungen durchgefu¨hrt wurden, konnten sowohl D∗2 (univariate Gro¨ße) als auch R (bivariate
Gro¨ße) zu einer
”
Vorklassifikation“ der inter-iktalen und pra¨-iktalen Segmente verwendet
werden, um die SEEG-Abschnitte einem Sollergebnis zuzuordnen und eine Trainingsmenge
3Der Begriff Segment wird fu¨r SEEGs verwendet mit einer Anzahl von Datenpunkten À 4096 und der
Begriff Abschnitt fu¨r SEEG Ausschnitte mit genau 4096 Datenpunkten.
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fu¨r einen SCNN zu erstellen. Es bleibt zu erwa¨hnen, das sich ein Charakteristikum eines
eventuellen Voranfallszustand in R bereits bis zu Stunden vor einem Anfall und in D∗2
”
erst“ Minuten vor einem Anfall zeigt. Aus diesem Grunde wurden nur SEEG-Segmente
verwendet, in welchen beide Gro¨ßen gleiche Schlussfolgerungen zuließen. Die jeweilig
”
vor-
klassifizierten“ Zeitreihen wurden dann mit einem Sollergebnis und den Startwerten verse-
hen und ergaben Datensets, aus denen die Trainingsmenge und auch eine Testmenge erstellt
wurden.
5.2 Erkenntnisse von Voruntersuchungen
In Voruntersuchungen wurden allgemeine Verhaltensweisen eines SCNN im Training ermit-
telt. Als zu trainierende Aufgabe wurde eine Unterscheidung zweier Wertebereiche gewa¨hlt,
deren Werte zufa¨llig auf die SCNN-Zellen verteilt wurden. Die Wertebereiche u¨berschnitten
sich, sodass die Lo¨sung der Aufgabe keine einfache Diskriminatorfunktion darstellte, son-
dern ein Zellwert nur dann einem Bereich zugeordnet wurde, falls eine bestimmte Anzahl der
Nachbarzellen mit Werten aus demselben Bereich belegt waren. Da zur Lo¨sung der Aufgabe
die Information der Werte der Nachbarzellen beno¨tigt wurde, konnte somit sichergestellt
werden, dass alle Template-Elemente akl und bkl ungleich Null waren.
Ferner sollten in den Voruntersuchungen die Unterschiede aller Trainings-Methoden (sie-
he auch Anhang A.2), welche in der Softwareumgebung des SCNN zur Verfu¨gung standen,
bestimmt werden und die Effizienz des Trainings in Abha¨ngigkeit der Trainingsschritte
(Iterationen) untersucht werden.
Verwendete feste Parametereinstellungen in den Voruntersuchungen
Das Training wurde mit 5000 Trainingsschritten durchgefu¨hrt. Der Nachbarschaftsra-
dius r einer Zelle Cij wurde auf eins gesetzt. Damit ergab sich fu¨r die Feedback A− und
Feedforward B−Matrizen eine 3x3 Struktur. Wegen der gewa¨hlten Datenanordnung konn-
ten invariante Templates verwendet werden4, was zu einer erheblichen Minderung der Dauer
eines Trainings fu¨hrte. Die zu untersuchenden Elemente der Wertebereiche wurden als Ein-
gangdaten uij in die Zellen geladen. Als Startwerte xij(t = 0) der Zellzusta¨nde wurden
sowohl Zufallszahlen (ungleich Null) als auch (in einem zweiten Durchgang) Werte gleich
Null verwendet.
Zuna¨chst stellte sich heraus, dass mit Startwerten der Zellzusta¨nde xij(t = 0) von
Zufallszahlen (ungleich Null) im Gegensatz zu Werten von Null nach weniger Iteratio-
nen des Trainings eine Minimierung des Gesamt-Vergleichsfehlers erreicht wurde. Im Trai-
ning zeigte sich neben dem zuverla¨ssigen Powell-Verfahren das Simulated-Annealing-
Verfahren als effektivste Mo¨glichkeit, eine erfolgreiche Approximation zu erzielen. Das
Simplex-Verfahren zeigte dagegen (nach 5000 Trainingsschritten) zwar a¨hnliche Ergebnisse,
erreichte aber in keinem Trainingverlauf das beste Ergebnis und wurde aus diesem Grunde
nicht weiter verwendet.
4Durch Verschieben dieser 3x3 Templates auf den Zellen wurden wegen der zeilenweisen Datenanordnung
die gleichen nachbarschaftlichen Zeitverha¨ltnisse beibehalten (siehe auch Kapitel 2.3.2).
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Die in den Voruntersuchungen fu¨r die Aufgabe gefundenen Gene µ wurden ferner auf
einer Testmenge von im Training nicht verwendeten Datensets getestet. Wenn der im Trai-
ning erreichte Gesamt-Vergleichsfehler unter einem Prozent lag (GV F < 1%), dann zeig-
te sich, dass die trainierte Aufgabe von dem gefundenen Gen µ mit ada¨quaten Abwei-
chungen (≈ 1%) auf der Testmenge erfu¨llt wurde. Dieser Test von µ aus der ersten Vor-
untersuchung sowie die Gesamt-Vergleichsfehlerverla¨ufe aller drei Voruntersuchungen un-
terstu¨tzten die naheliegende Vermutung, dass ein erfolgreiches Training (vernachla¨ssigbar
kleiner Gesamt-Vergleichsfehler) umso la¨nger dauert, je komplexer die Aufgabe ist, denn
eine Trainingsmenge sollte mo¨glichst alle oder zumindest alle wichtigen und ha¨ufig auf-
tretenden Eventualita¨ten beinhalten, um ein optimal angepasstes Gen zu erhalten.
Jedoch verla¨ngert sich die Dauer des Trainings mit gro¨ßer werdender Trainingsmenge,
sodass meist ein Kompromiss zwischen der Vollsta¨ndigkeit der Menge und der
Trainings-Dauer eingegangen werden muss.
5.3 Studie 1: Klassifikationstraining mit SEEG - Seg-
menten eines Patienten
In diesem Abschnitt wird mit Hilfe der gewonnenen Erkenntnisse ein Training des SCNN
fu¨r eine Klassifikation von zeitlichen Zusta¨nden von SEEG-Zeitreihen des nichtlinearen
Systems Gehirn beschrieben. Verwendet wurde ein 64 × 64-SCNN, um die 4096 Elemente
eines Zeitreihenabschnitts als Eingangsdaten uij in die Zellen einzulesen. Als Startwerte xij
der SCNN-Zellen wurden um Null verteilte Zufallszahlen verwendet.
Zuna¨chst wurde die Annahme u¨berpru¨ft, dass ein Extremereignis in der Trainingsmenge
das Training negativ beeinflusst (siehe Kapitel 5.1.4), obwohl generell alle Eventualita¨ten
in einer Trainingsmenge vorhanden sein sollten. Dazu wurden in Studie 1 zwei unterschied-
liche Trainingsmengen (TM1 und TM2) verwendet. Die erste Trainingsmenge (TM1) ent-
hielt dabei jeweils fu¨nf SEEG-Segmente von drei unterschiedlichen Zusta¨nden (pra¨-iktal,
inter-iktal und iktal) des zu untersuchenden Systems, wobei der iktale Zustand als Extre-
mereignis gesehen werden konnte. Die zweite Trainingsmenge (TM2) besaß dagegen je fu¨nf
SEEG-Segmente zweier Zusta¨nde (pra¨- und inter-iktal). Beide Untersuchungen sollten ei-
ne eventuelle Anfallsvorhersage ermo¨glichen, indem pra¨-iktal von den restlichen Zusta¨nden
unterschieden werden sollte.
Alle Zeitreihen wurden zeilenweise in den SCNN geladen (siehe auch Kapitel 2.3.2). Die
nachbarschaftlichen Zeitverha¨ltnisse der Zellen untereinander blieben durch diese Daten-
anordnung fu¨r jede Zelle gleich und es konnten invariante Templates A und B verwendet
werden. Der Schwellwert (Bias z) einer Zelle wurde ebenfalls invariant gewa¨hlt. Als Rand-
bedingung wurde in Studie 1 eine torusfo¨rmige Verknu¨pfung (siehe auch Kapitel 5.1.2)
gewa¨hlt, damit der zeitliche Zusammenhang der Zeitreihe gewa¨hrleistet blieb.
Zuordnung des Sollergebnisses
Fu¨r einen bestimmten Zustand des Systems wurden wie oben beschrieben in einem
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Sollergebnis alle Zellen des SCNN auf ein und denselben Wert gesetzt. Im Falle von drei zu
klassifizierenden Zusta¨nden (TM1) wurde die in Tabelle 5.1 gezeigte Sollergebnis-Definition
der verschiedenen Zusta¨nde fu¨r die 4096 Zellwerte xij,Soll verwendet.




Tabelle 5.1: Sollergebnisse der System-Zusta¨nde in Studie 1 (TM1).
Fu¨r zwei zu klassifizierenden Zusta¨nde (TM2) wird die Sollergebnis-Definition aus Ta-
belle 5.2 verwendet.
Zustand Sollergebnis der Zellen
Inter-iktal (Zwischenanfallszustand) -1
Pra¨-iktal (Voranfallszustand) +1
Tabelle 5.2: Sollergebnisse der System-Zusta¨nde Studie 1 (TM2).










Tabelle 5.3: Parameter und deren Einstellungen im SCNN der Studie 1.
5.3.1 Trainingsmengen in Studie 1
Insgesamt wurden zwei SEEGs von einem Patienten mit jeweils etwa 40 Minuten Dauer
verwendet. Hierbei konnte ein SEEG, welches vor und wa¨hrend einem Anfall aufgezeichnet
war, durch die effektive Korrelationsdimension D∗2 ”
vorklassifiziert“ werden und ein einige
Minuten langes Segment einem Voranfallszustand zugeordnet werden.
Die SEEGs wurden in Fenster der La¨nge 4096 DP (Abschnitte) aufgeteilt, wobei die
als Eingangsdaten uij verwendeten SEEG-Daten von der Tiefenelektrode TL1 stammten.
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Nach den Normierungen wurden jeweils fu¨nf zufa¨llig gewa¨hlte SEEG-Ausschnitte aus den
verschiedenen Zusta¨nden mit jeweiligen Sollergebnissen und Startwerten versehen; diese
bildeten somit (bei zwei zu klassifizierenden Zusta¨nden) zehn oder (bei drei Zusta¨nden) 15
Datensets in der Trainingsmenge.
5.3.2 Ergebnisse
In Abbildung 5.2 und 5.3 sind die Gesamt-Vergleichsfehler-Verla¨ufe der Trainings mit TM1
und TM2 dargestellt. Das Training mit TM1 zeigte nur in den ersten 500 Trainingsschrit-
ten einen Erfolg in der Gesamt-Vergleichsfehler-Minimierung, wobei die ersten 122 Itera-
tionen einen Großteil der Erniedrigung des GVFs erzielen. Im weiteren Verlauf wurde eine
Sa¨ttigung bei etwa 33% erreicht (Abb. 5.2), was als negatives Trainingsergebnis zu bewerten
ist.
Abbildung 5.2: GVF-Verla¨ufe der Studie 1 unter Verwendung von TM1.(Eingangsdaten
uij:SEEG-Abschnitt aus TL1, Startwerte xij(t = 0): um Null verteilte Zufallszahlen)
Im Gegensatz dazu zeigte der Trainingsverlauf unter Verwendung von TM2 (Abb. 5.3)
erst eine Sa¨ttigung nach etwa 1200 Iterationen bei 10%; dies ist jedoch ebenfalls als negativ
zu bewerten.
Die schlechte Optimierung des Gesamt-Vergleichsfehlers ko¨nnte unterschiedliche Gru¨nde
besitzen. Obwohl die Voruntersuchungen (und folgende Ergebnisse auf Seite 61) zeigten,
dass die Anzahl von 5000 Trainingsschritten ein guter Kompromiss zwischen der zeitlichen
Dauer und dem Erfolg des Trainings einer Aufgabe (wie eine Zustandsklassifikation) dar-
stellt, ko¨nnte die Anzahl der Trainingschritte zu klein sein, da auf Grund des unbekannten
Fehlergebirges des GVFs, welches mit der Trainingsmethode durchfahren wird, auch nach
5000 Trainingsschritten eine Minimierung des GVFs nicht ausgeschlossen werden kann.
Des Weiteren ko¨nnte eine falsche Wahl an Datensets in der Trainingsmenge vorliegen,
da es denkbar ist, dass die klassifizierende Information in unterschiedlicher Deutlichkeit in
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Abbildung 5.3: GVF-Verla¨ufe der Studie 1 unter Verwendung von TM2. (Eingangsdaten
uij:SEEG-Abschnitt aus TL1, Startwerte xij(t = 0): um Null verteilte Zufallszahlen)
den verschiedenen Abschnitten (4096 DP) vorliegt. Aus diesem Grunde wurde das Trai-
ning zwei weitere Male mit anderen Abschnitten aus dem inter-iktalen und pra¨-iktalen
SEEG-Segmenten durchgefu¨hrt. Es zeigten sich allerdings keine nennenswerten Unterschie-
de, weshalb von einer Abbildung dieser GVF-Verla¨ufe abgesehen wurde. Die Verla¨ufe in
Abb. 5.2 und 5.3 sind daher auch exemplarisch zu verstehen.
Test des besten Gens
Im Falle des besten erreichten Gesamt-Vergleichsfehlerwerts von 10% in Studie 1 kann
auf Grund der Gro¨ße des Gesamt-Vergleichsfehlerwertes nicht von einem erfolgreichen Trai-
ning gesprochen werden. Zur genaueren Beurteilung des im Training erhaltenen Gens µ und
wegen der Mittelung der VFs zum GVF wurde die Entstehung des Gesamt-Vergleichsfehlers
genauer betrachtet. Hier zeigte sich, dass jedes Training kontrolliert werden muss und ein
GVF nicht unbedingt den korrekten Sachverhalt widerspiegelt.
Die jeweiligen SCNN-Approximationen wurden mit den Sollergebnissen einzeln betrach-
tet. Als Ergebnis wurden insgesamt sechs inter-iktale und vier pra¨-iktale Zusta¨nde zuge-
ordnet, was ein GVF von 10% bedeutet. Es zeigte sich jedoch, dass fa¨lschlicherweise ein
inter-iktaler Zustand als pra¨-iktal klassifiziert und zwei pra¨-iktale Zusta¨nde als inter-iktal
erkannt wurden. Es waren somit nicht nur ein, sondern drei Abschnitte falsch zugeord-
net worden. Da die Trainingsmenge aus zehn Datensets (fu¨nf pra¨- und fu¨nf inter-iktale
Zusta¨nde) bestand, ergab eine nachfolgende Mittelung der einzelnen VFs ein GVF von
10%, was fa¨lschlicherweise auf nur einer Falschzuordnung hinweist. Auch das Gen, welches
zu einem GVF von 33% fu¨hrte, zeigte drei Fehlzuordnungen sowie einige einzelne falsche
Zellwerte. Somit wird auch empirisch deutlich, dass jedes erfolgreiche Training, ungeachtet
des GVFs, vor einer Weiterverwendung des gefundenen Gens µ untersucht, und eventuell
mit einer Testmenge u¨berpru¨ft werden sollte.
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In den oben beschriebenen Voruntersuchungen (Kapitel 5.2) zeigte sich, dass ein Gen
nach Optimierung im Training erst auf einer Testmenge ada¨quate Ergebnisse liefert, wenn
bei dem vorherigen Training ein GV F < 1% erziehlt wurde. Eine weitere, sinnvolle Ver-
wendung des erhaltenen Gens µ war somit ausgeschlossen, weshalb ein weiterer Test auf
die Allgemeingu¨ltigkeit des Gens µ mit Hilfe einer Testmenge nicht durchgefu¨hrt wurde.
Zusammengefasst besta¨tigte sich in Studie 1 die Erwartung, dass die Wahl der Trai-
ningsmenge von großer Bedeutung fu¨r den Verlauf des Trainings ist und eine Hinzunahme
von Extremereignissen in einer Trainingsmenge die Aufgabe einer Zustandsklassifikation er-
schwert, denn das beste Ergebnis der Studie 1 wurde mit TM2 (ohne einen zu trainierenden
Extremzustand) erhalten.
5.3.3 Bivariate Methode und Ergebnisse (Studie 1A)
Da es sich im System Gehirn um ein ra¨umlich ausgedehntes System handelt, kann die
Hinzunahme einer Information, welche aus unterschiedlichen Punkten des Systems gewon-
nen wird, Vorteile zeigen. Dies wird z.B. durch eine vergleichende Untersuchung von zwei
Zeitreihen erreicht, welche zeitgleich an unterschiedlichen Messpunkten der insgesamt 20
Kontakte (siehe Kapitel 4.3) des Systems aufgenommen wurden. Auf Grund des großen
Erfolgs bivariater Gro¨ßen (z.B. [Mor00]) wurde die Studie 1 in abgewandelter Form wie-
derholt. Studie 1A verwendete als Startwerte xij(t = 0) keine Zufallszahlen, sondern eine
zweite Zeitreihe eines weiteren Messpunktes des Systems und ermo¨glichte damit eine (hier
genannte) bivariate Untersuchungsmethode.
Als Vorklassifikator der SEEG-Zeitreihen wurde hier die bivariate Gro¨ße R verwendet.
Die Verwendung der Kanalkombination TL1 mit TL2 zeigte in R den deutlichsten cha-
rakteristischen Verlauf im Bezug auf einen Voranfallszustand, weshalb die Zeitreihen aus
TL1 als Eingangsdaten uij und die aus TL2 als Startwerte xij(t = 0) verwendet wurden.
Die zeitlichen Abschnitte, welche zur Erzeugung der Datensets genutzt wurden, blieben die
gleichen wie in Studie 1.
In dem Trainingsverlauf in Studie 1A zeigten sich jedoch kaum Unterschiede zu Studie
1. Es wurden ebenfalls drei Zusta¨nde falsch zugeordnet und ein GVF von etwa 10% erreicht,
weshalb von einer Darstellung des Verlauf abgesehen wurde. Es zeigte sich, dass in diesen
Untersuchungen kein genereller Vor- oder Nachteil einer bi- oder univariaten Methode zu
beobachten war. Beide Methoden zeigten im Mittel nahezu gleiche Gesamt-Vergleichsfehler-
Verla¨ufe und Ergebnisse. Aus diesem Grunde wurden die weiteren Studien wieder
”
univari-
at“ durchgefu¨hrt. Die erhaltenen Gewichtungen aus Studie 1 und 1A waren weder spezifisch
(u¨berangepasst) noch allgemein gu¨ltig. Wie bereits erwa¨hnt, kann ein Misserfolg des Trai-
nings viele Gru¨nde haben. Wie in Studie 1 (Vergleich TM1 und TM2) gezeigt, besitzt
die Wahl der Datensets in einer Trainingsmenge einen besonders starken Einfluss auf den
Trainingsverlauf. Aus diesem Grunde wurde die Trainingsmenge in Studie 2 erweitert mit
SEEG-Abschnitten mehrerer Patienten.
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5.4 Studie 2: Klassifikationstraining mit SEEG - Seg-
menten mehrerer Patienten und Auswirkungen ver-
schiedener Template-Strukturen.
In den Studien 1 und 1A wurden die aus einem Standard-CNN bekannten 3× 3 Templates
verwendet. Die Elemente der mittleren Zeile in dieser Template-Struktur5 (a2,1, a2,2, a2,3)
verbinden die Zelle bzw. den Zellwert (xij) mit dem unmittelbar vorher gelegenen Wert
(xi,j−1) und dem direkt folgendenWert (xi,j+1). Die obere Zeile der Templates (a1,1, a1,2, a1,3)
verbindet jedoch - bei zeilenweiser Datenanordnung - den aktuellen Wert (xij) mit zeitlich
weit entfernten Werten (xi−1,j−1, xi−1,j und xi−1,j+1). Die zeitliche Verknu¨pfung der Werte
ist neben der Anordnung der Daten in der Matrix also von der Template-Struktur abha¨ngig
(siehe Abb. 5.4). Wird z.B. ein 1×J(J ∈ N) Template verwendet, so sind nur zeitlich hinter-
einander liegende Werte miteinander verbunden. Templates mit einer 1×J Struktur werden
im folgenden als zeitachsenorientierte Templates bezeichnet. Sie verknu¨pfen lediglich zeit-
lich zusammenha¨ngende bzw. aufeinanderfolgende Zellwerte, wodurch sich die Verwendung
zur Zeitreihenanalyse anbietet, um eventuell charakteristische Verla¨ufe deutlicher zu erken-
nen. Es ist versta¨ndlich, dass verschiedene Verknu¨pfungen (a¨hnlich wie Datenanordnungen)
bestimmte zu trainierende Aufgaben des SCNNs erschweren oder erleichtern, je nach dem
welche Information beno¨tigt wird. Um weitere Aussagen daru¨ber zu treffen, wurden ver-








Insgesamt wurden in der folgenden Studie 2 fu¨nf verschiedene Templatestrukturen un-
tersucht und miteinander verglichen. Zum einen das bekannte 3 × 3-Template sowie vier
zeitachsenorientierte Templates (1× 3, 1× 10, 1× 25 und 1× 50).
5Als Beispiel wird hier das A-Template verwendet.
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5.4.1 Trainingsmenge Studie 2
Bei der Verwendung von SEEG-Segmenten eines einzigen Patienten kann es passieren, dass
eine Charakteristik in der Dynamik des Systems erkannt wird, welche lediglich dieser Patient
besitzt und nichts mit der Dynamik eines (eventuellen) Voranfallszustands, welche (eventu-
ell) alle Epilepsiepatienten besitzen, zu tun hat. Ferner ko¨nnten patientencharakteristische
Dynamiken die (eventuell allgemein gleiche) epileptische Dynamik derart u¨berlagern, dass
ein SCNN-Training anhand der SEEG-Daten eines einzigen Patienten die Aufgabe einer
Klassifikation des pra¨-iktalen Zustands erschwert. Aus diesem Grunde wurde in Studie 2
die Trainingsmenge aus SEEG-Abschnitten fu¨nf verschiedener Patienten zusammengestellt.
Jeweils ein inter-iktaler und ein pra¨-iktaler SEEG-Abschnitt eines Patienten wurde fu¨r die
Eingangsdaten (uij) des SCNNs zur Trainingsmengenerstellung genutzt. Ein weiterer Vorteil
einer solchen Trainingsmenge gegenu¨ber der in Studie 1 und 1A liegt in der Mo¨glichkeit,
damit ein patientenu¨bergreifendes, allgemein gu¨ltiges Kriterium zur Klassifikation eines
Voranfallszustandes in einem SEEG zu finden.
Somit ergaben sich zehn Datensets innerhalb einer Trainingsmenge. Da es sich um ver-
schiedene Patienten-SEEGs handelt, kann von einem Vergleich von verschiedenen, jedoch
a¨hnlichen Systemen ausgegangen werden. Daher ko¨nnte es sein, dass die bisher verwende-
te Anzahl an Trainingsschritten zu klein war, weshalb diese in Studie 2 erho¨ht wurde. In
Tabelle 5.5 sind nochmals die wichtigsten SCNN-Einstellungen zusammengefasst.
Einstellungen Studie 2





Tabelle 5.4: Einstellungen des SCNN der Studie 2.
5.4.2 Ergebnisse
In Trainingsverla¨ufen von Studie 2 wird ein minimaler GVF von etwa 33% erreicht und
es zeigt sich ein zuna¨chst u¨berraschendes Resultat. In Abb. 5.5 sind die Trainigsverla¨ufe
der 1 × 3- und 1 × 10 Templates exemplarisch fu¨r alle untersuchten zeitachsenorientierten
Templates dargestellt. Die 3× 3-Templates, welche nicht zeitachsenorientiert sind, besitzen
nach 14000 Iterationen den geringsten Gesamt-Vergleichsfehler. Die untersuchten Templates
(1× 3, 1× 10, 1× 25, 1× 50) zeigten deutlich, dass je gro¨ßer J , also je gro¨ßer ein zeitlich
kontinuierliches durch das Template verknu¨pftes Segment war, desto schlechter war die
Optimierung und umso gro¨ßer der Gesamt-Vergleichsfehler nach 5000 Trainingsschritten.
Dieses Verhalten ist zum Teil auf die Anzahl der Elemente eines Templates zuru¨ckzu-
fu¨hren, denn diese sind in der DGL eines Zellzustands zu finden und bestimmen unter an-






dass Templates mit vielen Elementen (z.B. 25 im 1x25 Template) mehr Iterationen zur
Optimierung beno¨tigen als Templates mit wenigen Elementen (z.B. 9 im 3x3 Template).
Damit sind jedoch lediglich die unterschiedlichen Trainings-Verla¨ufe der zeitachsenorien-
tierten Templates der Gro¨ße 1 × 3, 1 × 10 (und die hier nicht abgebildeten, aber ebenfalls
untersuchten 1× 25 und 1× 50) erkla¨rbar.
Der Unterschied von etwa 15% im Gesamt-Vergleichsfehler nach 14000 Iterationen zwi-
schen dem verwendeten 3× 3 Template mit neun Elementen und dem 1× 10 Template mit
zehn Elementen scheint nicht von der Elementanzahl abha¨ngig zu sein, sondern mit den
Absta¨nden der verknu¨pften Elemente in der Zeitreihe in Zusammenhang zu stehen. Eine
erkla¨rende Annahme dazu wird im folgenden Abschnitt gegeben.
Ergebnisdeutung Studie 2
Mit Hilfe eines 1 × 10 Templates werden zehn aufeinanderfolgende Zeitreihenelemente
miteinander verbunden. Dies entspricht einer zeitlichen Verknu¨pfung von 10 · ∆t ≈ 50ms
(∆t = 1/Abtastrate ≈ 5ms). Ein 3× 3 Template verknu¨pft dagegen die Zusta¨nde xi−1,|j−1|
und xi+1,|j+1| miteinander. Damit werden Zeitreihenelemente, welche bis zu 130 ·∆t ≈ 0, 75s
auseinander liegen, miteinander verknu¨pft. Im Gegensatz dazu verknu¨pft selbst ein 1x50-
Template nur die Zellen aus einem Zeitsegment von 50 · ∆t ≈ 0, 29s miteinander. (Dieses
1x50 Template besitzt jedoch 50 Elemente und beno¨tigt zusa¨tzlich eine ho¨here Anzahl von
Iterationen zur Optimierung.) Mit einem 3×3 Template ist dem Algorithmus also ein Trend
im Verlauf der Zeitreihe u¨ber einen gro¨ßeren Zeitraum als unter Verwendung von z.B. 1×10
bekannt. Dies ko¨nnte bei Aufgaben, in denen eine gro¨ßere Zeitskala als im Millisekunden
Bereich von Bedeutung ist, von Vorteil sein, sodass dazugeho¨rige Trainingsverla¨ufe bei
Verwendung solcher quadratischer Templates erfolgreicher sind.
Die Verwendung von SEEGs mehrerer Patienten in einer Trainingsmenge zeigte aller-
dings eine geringe Verschlechterung des Ergebnisses im Gegensatz zur Studie 1 mit SEEGs
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eines einzelnen Patienten. Eine genaue Betrachtung und U¨berpru¨fung des Trainingsergeb-
nisses zeigte, dass wie in Studie 1 drei Falschzuordnungen getroffen wurden und zusa¨tzlich
nicht alle 4096 Zellen des SCNNs im Ergebnis - im Gegensatz zum Sollergebniss - den sel-
ben Wert besaßen, wodurch der GVF von 33% zu erkla¨ren ist. An dieser Stelle sei erwa¨hnt,
dass die SEEGs der insgesamt fu¨nf Patienten zwar aus dem gleichen System (Gehirn)
stammen, jedoch individuelle Eigenarten vorhanden sein ko¨nnen. Alle Patienten hatten die
gleiche Epilepsieform, dennoch ko¨nnen weiterhin unterschiedliche Dynamika¨nderungen vor-
herrschen, da die fokalen Areale unter den Patienten nie deckungsgleich sind und somit auch
unterschiedliche Auswirkungen auf die Systemdynamiken und somit auf das SEEG besitzen
ko¨nnen. Eine vorhandene Gemeinsamkeit konnte anhand dieser Untersuchung nicht festge-
stellt werden. Eine Vergro¨ßerung der Anzahl der SEEG-Abschnitte der einzelnen Patienten,
wobei gleichfalls die Dauer des Trainings erho¨ht wird, ko¨nnte eine Verbesserung erzielen.
Auf Grund der erho¨hten Dauer wurde an dieser Stelle davon abgesehen und in folgenden
Studien wieder nur SEEG-Segmente einzelner Patienten zur Trainingsmengenerstellung ge-
nutzt.
Wegen der Gro¨ße der verbleibenden Gesamt-Vergleichsfehler nach 14.000 Trainingschrit-
ten wurde fu¨r die in Studie 2 gefundenen Gene µ kein Test auf Allgemeinheit durchgefu¨hrt.
In allen weiteren Untersuchungen dieses Kapitels (Studie 3 und 4) wurden 3x3 Templates
verwendet, denn diese sind ein effizienter Kompromiss aus einer Verknu¨pfung von zeitlich
”
weit“ (0,75 Sekunden) auseinanderliegenden Zeitreihenelementen und der Anzahl der Ite-
rationen, welche zu einem erfolgreichen Training fu¨hren ko¨nnen. Zum Vergleich wa¨ren bei
einem 5x5 Template zwar die Zellen aus einem Zeitsegment von (260/173,62Hz) ≈ 1,5 Se-
kunden miteinander verknu¨pft, aber es wa¨ren wiederum 25 Elemente in dem Template zu
optimieren.
Des Weiteren zeigte sich im obigen Trainingverlauf (Abb. 5.5), dass eine sichtbare Mini-
mierung des Gesamt-Vergleichsfehlers lediglich in den ersten 5000 Trainingsschritten statt-
fand, was im Einklang mit den Voruntersuchungen steht. Zwar kann auf Grund des un-
bekannten Fehlergebirges eine weitere Verbesserung nach z.B. 150.000 Trainignsschritten
nicht ausgeschlossen werden, aber wegen der zeitlichen Dauer eines Trainings bleibt die
Anzahl der Trainingschritte in den weiteren Studien wieder deutlich unter 14.000 Schritten
beschra¨nkt.
5.5 Studie 3: Klassifikation anhand des Vergleichsfeh-
lers
Die richtige Wahl einer Trainingsmenge ist essentiell fu¨r die Parameteroptimierung zur
Lo¨sung der Aufgabe. Außer in Studie 1A wurde bisher einem Abschnitt einer Zeitreihe
von 4096 Datenpunkten ein
”
pra¨-iktales Sollergebnis“ zugeordnet, falls dieser Abschnitt
kurz vor einem Anfall lag und die effektive Korrelationsdimension D∗2 sowie die mittlere
Phasenkoha¨renz R in diesem Zeitraum einen Abfall im Wertebereich verzeichneten. Es
ko¨nnte jedoch sein, dass bestimmte dieser Abschnitte besonders ausgepra¨gte Merkmale
besitzen, welche sehr nu¨tzlich in einer Trainingsmenge sind, und andere Abschnitte weniger
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ausgepra¨gte Merkmale besitzen, welche zur Parameteroptimierung nicht ideal erscheinen.
Diese einfache Tatsache wirft die Frage nach einer Methode auf, wie die
”
richtige“ Aus-
wahl einer Trainingsmenge und der darin enthaltenen SEEG-Abschnitte fu¨r ein erfolgreiches
Zustandsklassifikationstraining gefunden werden kann. So ko¨nnten z.B. Datensets mit we-
niger Merkmalen eines pra¨-iktalen Zustands entfernt werden und durch Merkmalsreiche
ersetzt werden. Ein weiteres Training wa¨re somit effizienter auf die jeweilige Problema-
tik angepasst. Zuna¨chst werden folgende Annahmen u¨ber eine sinnvolle Trainingsmenge
gemacht:
1. Zeitreihenabschnitte einer Trainingsmenge mu¨ssen eine klassifizierende Information
enthalten.
2. Zeitreihenabschnitte unterschiedlicher Zusta¨nde mu¨ssen mit Hilfe eines Klassifikators
durch diese Information voneinander trennbar sein.
Die Erfu¨llung der Forderung, wie sie in Punkt 1 beschrieben ist, kann bei einer Suche
lediglich angenommen werden und ist somit keine Hilfe zur Wahl von Datensets einer Trai-
ningsmenge. Der zweite Punkt erscheint zuna¨chst trivial, kann aber bei einer Auswahl der
Zeitreihenabschnitte von großer Bedeutung sein.
Wenn z.B. von einem Voranfallszustand ausgegangen wird, der eine sich klassifizierende
Information nicht kontinuirlich in einer Observablen pra¨sentiert (z.B. periodische Schwan-
kungen), dann kann z.B. in einem Segment kurz vor Anfallsbeginn (z.B. 1 min. davor) keine
Information u¨ber einen Voranfallszustand enthalten sein. Es bleibt aber denkbar, dass diese
Information fu¨nf Minuten vorher oder auch wieder 30 Sekunden vor dem Anfall enthalten
ist. Es ist also nicht immer sinnvoll ein komplettes SEEG-Segment, woraus die Abschnitte
der La¨nge 4096 DP gewonnen werden als zustandsklassifizierend anzusehen, sondern even-




Aus diesem Grunde wird im Folgenden gezeigt, wie anhand eines GVF-Verlaufs eines
durchgefu¨hrten Trainings Aussagen u¨ber die Verha¨ltnisse bestimmter Zeitreihen Abschnit-
te zueinander getroffen werden ko¨nnen. Die Methode ist darauf ausgelegt, bestimmte Ab-
schnitte aus Segmenten (z.B. ein pra¨-iktales Segment) zu identifizieren, welche sich durch
bestimmte Eigenschaften von anderen Abschnitten (z.B. aus einem inter-iktalen Segment)
unterscheiden, sodass sie als Eingangsdaten in einem Datenset fu¨r eine Trainingsmenge
in Frage kommen. Die Eigenschaften, in denen sich die Abschnitte unterscheiden, bleiben
jedoch dem Benutzer dieser Methode unbekannt.
Die Methode, welche A¨hnlichkeiten zu einer Kreuzvalidierung aufweist, wird im folgen-
den Trainings-Klassifikation genannt.
5.5.1 Prinzip der Trainings-Klassifikation
Zur Suche nach pra¨gnanten Merkmalen in bestimmten SEEG-Abschnitten mit 4096 Daten-
punkten, welche in einer Trainingsmenge verwendet werden ko¨nnen, wurde die Trainings-
Klassifikation angewendet. Dazu wurden Zeitreihenabschnitte miteinander verglichen und
63
festgestellt, wie groß die A¨hnlichkeit zueinander ist (Vgl. [LeV01]). Es wurde angenom-
men, dass zwei SEEG-Abschnitte, welche dem gleichen Zustand zugeho¨rig sind, eine ho¨here
A¨hnlichkeit besitzen, als SEEG-Abschnitte aus verschiedenen Zusta¨nden auf Grund der
eventuell anderen Dynamik. Zum Vergleich zweier Abschnitte wurde der SCNN genutzt,
indem er auf die Unterscheidung von den jeweils zwei zu vergleichenden Abschnitten trai-
niert wurde. Waren die SEEG-Abschnitte aus verschiedenen Zusta¨nden, konnte mit einem
erfolgreichen Training gerechnet werden. Ein einzelner Vergleich war somit mit einem ein-
zelnen Training gleichzusetzen, und die Gro¨ße der A¨hnlichkeit wurde durch die Gro¨ße des
verbleibenden GVFs nach einem Training dargestellt.
Zur Durchfu¨hrung wurden zuna¨chst zwei SEEG-Abschnitts-Mengen erstellt, wobei Men-
ge 1 aus vorklassifizierten Abschnitten des inter-iktalen Zustands bestand und Menge 2 aus
Abschnitten des pra¨-iktalen Zustands. Aus Menge 1 wurde ein hier genannter Exempel-
Abschnitt mit Abschnitten des gleichen Zustands (Menge 1) und mit Abschnitten des zwei-
ten Zustands (Menge 2) verglichen. Der Exempel-Abschnitt sollte von den Abschnitten aus
Menge 1 (mit gleichem Zustand) kaum, jedoch von den Abschnitten aus Menge 2 (des ande-
ren Zustandes) gut zu unterscheiden sein. Im Unterschied zu einer Kreuzvalidierung, wird
der Exempel-Abschnitt aus Menge 1 zufa¨llig6 aus Menge 1 entnommen, da eine eventuelle
exemplarische Charakteristik nicht bekannt ist. Dieser Abschnitt wird erst nach der Trai-
ningsklassifikation als Exempel-Abschnitt akzeptiert bzw. besta¨tigt, wenn die Annahmen
u¨ber Unterschiede zu den verschiedenen Mengen zutreffen (Vgl. [LeV01]).
Nachdem ein Exempel-Abschnitt erfolgreich gefunden wurde, ko¨nnen Abschnitte aus
Menge 1, welche besonders wenig Unterschied aufweisen, und Abschnitte aus Menge 2 mit
besonders großen Unterschieden als neue Trainingsmenge verwendet werden. Innerhalb die-
ser Trainingsmenge kann davon ausgegangen werden, dass die zu findenden Unterschiede
in den Mengen maximal sind. Unter der Annahme, dass diese Unterschiede zustandsklas-
sifizierend sind, ko¨nnen diese Abschnitte zur weiteren Parameteroptimierung eines SCNNs
verwendet werden (siehe Studie 4).
Zur hier durchgefu¨hrten Trainingsklassifikation wurden zwei SEEG-Segmente des Meß-
punktes TL2 (eines Patienten), deren Zeitreihen jeweils einen beginnenden Anfall als erstes
vermuten ließen, mit einer Dauer von u¨ber 10 Minuten verwendet. Eins der Segmente wur-
de einem inter-iktalen Zustand entnommen und das zweite ging u¨ber in einen Anfall am
Ende des Segmentes. Beide Segmente wurden in aufeinander folgende Abschnitte mit je
4096 Datenpunkten unterteilt, wobei das inter-iktale Segment einen Abschnitt mehr liefern
sollte, da ein Abschnitt in der weiteren Durchfu¨hrung als
”
Exempel“ verwendet wird. Im
vorliegenden Fall waren dies 26 inter-iktale und 25 eventuelle pra¨-iktale Abschnitte (siehe
auch Abb. 5.6 oben).
Als na¨chstes wurde aus den 26 inter-iktalen Abschnitten ein Exempel entnommen. Dieser
SEEG-Abschnitt, dessen Werte im (hier u¨blich beobachteten) Bereich von [−300µV, 300µV ]
liegen sollte, wurde als exemplarischer inter-iktaler Vergleichsabschnitt verwendet.
Aus den insgesamt 51 Abschnitten wurden 25 Trainingsmengen aus jeweils dem exemplar-
ischen-inter-iktalen Vergleichsabschnitt und einem weiteren inter-iktalen Abschnitt sowie 25
6Mit der Einschra¨nkung, dass es sich nicht um ein eventuell enthaltenes Extremereignis aus Menge 1
handelt.
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Abbildung 5.6: Oben: Abschnittseinteilung der SEEG-Segmente zur Trainings-
Klassifikation. Der rote Abschnitt (X) markiert den ausgewa¨hlten, exemplarischen inter-
iktalen Vergleichsabschnitt. Unten: Zusammenstellung der insgesamt 50 Trainingsmengen.
Trainingsmengen aus dem Exempel und einem pra¨-iktalen Abschnitt zusammengestellt (sie-
he Abb. 5.6 unten). Im Sollergebnis des inter-iktalen Vergleichsabschnitts waren alle 4096
Zellwerte xSoll,ij dem Wert -1 und dem jeweils anderen Abschnitt waren alle 4096 Zellwer-
te dem Wert +1 zugeordnet. Somit wurde der SCNN auf eine Unterscheidung der beiden
Abschnitte in der Trainingsmenge trainiert und der verbleibende GVF nach dem Training
beschrieb die Gro¨ße der A¨hnlichkeit der beiden im Training verwendeten SEEG-Abschnitte.
Im Falle einer Trainingsmenge mit einem pra¨-iktalen Abschnitt und dem inter-iktalen
Vergleichsabschnitt wurde im Gegensatz zu einem Training mit einem inter-iktalen Ab-
schnitt sowie dem inter-iktalen Vergleichs-Abschnitt eine Optimierung nach weniger Itera-
tionen im Training angenommen bzw. ein geringerer GVF nach einem Training mit fest
vorgebener Iterationsanzahl erwartet, weil ein eventueller Unterschied der Dynamiken eine
Unterscheidung erleichtern sollte. Falls die Trainingsmenge aus dem inter-iktalen Vergleichs-
abschnitt und einem weiteren inter-iktalen Abschnitt bestand, war eine gro¨ßere A¨hnlichkeit
zwischen den Abschnitten vorhanden und die Unterscheidung im Training konnte nicht
durch einen Dynamik-Unterschied erleichtert werden. Der maximal erreichbare Gesamt-
Vergleichsfehler (GVF) liegt fu¨r einer Trainingsmenge mit zwei Datensets und entgegen-
gesetzten Sollergebnissen bei 50 %. Somit ist maximale A¨hnlichkeit bei GVF=50% und
minimale A¨hnlichkeit bzw. maximaler Unterschied bei GVF=0% erreicht7.
7Wegen der unbekannten Dynamik, welche einen Voranfallszustand definiert, und des eventuell nicht
kontinuierlichen Auftretens dieser Dynamik kann es durchaus sein, dass auch im Vergleich bzw. in der
Unterscheidung eines inter- und pra¨-iktalen Abschnittes ein negatives Ergebnis (GVF ≈ 50 %) zustande
kommt. Des Weiteren ist zu beachten, dass die Wahl eines exemplarischen inter-iktalen Vergleichsabschnitts
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Die Annahme einer geringen A¨hnlichkeit des pra¨-iktalen zum inter-iktalen Abschnitt
wurde jeweils nach 3500 Trainingsschritten kontrolliert.
5.5.2 Ergebnisse
Jedes der insgesamt 50 Trainings wurde nach 3500 Iterationen gestoppt und der verblei-
bende Gesamt-Vergleichsfehler ermittelt. Die 25 Gesamt-Vergleichsfehlerwerte aus dem
Vergleich von inter- mit pra¨-iktal wurden getrennt von den 25 anderen, des
”
Zustands-
internen“ Vergleichs von inter- mit inter-iktal, in Abb. 5.7 dargestellt. Da ein SEEG-
Abschnitt, welcher mit dem exemplarischen inter-iktalen Abschnitt verglichen wurde, ei-
nem bestimmten Zeitabschnitt des urspru¨nglichen SEEG-Segments zugeho¨rig ist, konnte
jedem Gesamt-Vergleichsfehler ein Zeitabschnitt zugeordnet werden. Die jeweils 25 Gesamt-
Vergleichsfehler (der aufeinander folgenden SEEG-Abschnitte) wurden somit auf einer Zeits-
kala aufgetragen (siehe Abbildung 5.7). (Ein GVF eines Trainings ist jeweils einem bestimm-
ten SEEG-Abschnitt der La¨nge (4096/Abtastrate) = (4096/173,62 Hz) ≈ 24 Sekunden, wel-
cher von dem Vergleichsabschnitt unterschieden werden sollte, zugeho¨rig.) Der beginnende












Es zeigten sich deutliche Unterschiede zwischen dem pra¨- und inter-iktalen Segment
(siehe Abb. 5.7). Wie erwartet, konnte die Parameteroptimierung zur Unterscheidung eines
pra¨-iktalen Abschnitts von dem exemplarischen inter-iktalen Abschnitt gro¨ßere Erfolge zei-
gen als fu¨r die Aufgabe der Unterscheidung eines inter-iktalen Abschnitts von dem exempla-
rischen inter-iktalen Abschnitt. Im Mittel sind die Gesamt-Vergleichsfehler der pra¨-iktalen
Abschnitte mit GV F (pra¨) ≈ 22% wesentlich niedriger als die Fehler in den inter-iktalen
essentiell den Erfolg oder Misserfolg einer solchen Trainings-Klassifiaktion beeinflusst.
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Abschnitten mit GV F (inter) ≈ 40%. Somit ist die hier untersuchte A¨hnlichkeit des inter-
iktalen Exempel-Abschnitts zu anderen inter-iktalen Abschnitten gro¨ßer als zu pra¨-iktalen
Abschnitten. Dieser Unterschied zwischen den Vergleichsfehlern im pra¨- und inter-iktalen
Segment kann als Unterschied in den Dynamiken aufgefasst werden und ko¨nnte somit einen
weiteren Hinweis auf einen Voranfallszustand aufzeigen.
Mit Hilfe der beschriebenen Trainingsklassifikation konnten die Abschnitte zum einen
retrospektiv klassifiziert werden und zum anderen ko¨nnen einige dieser Abschnitte in der
folgenden Untersuchung (Studie 4) als
”
verbesserte“ Trainingsmenge verwendet werden.
Dazu wurden alle Abschnitte benutzt, welche deutliche Unterschiede aufwiesen und somit
eine ho¨here Wahrscheinlichkeit besaßen, einen pra¨-iktalen Zustand zu charakterisieren.
Die Trainings-Klassifikation ermo¨glichte es also, Zeitreihenabschnitte (hier 4096 DP)
aus Zeitreihensegmenten (À 4096DP ) zu bestimmen, welche sich besonders wenig, oder
besonders stark von einem Exempel unterscheiden.
Die Art der Unterscheidung blieb jedoch bei dieser Methode verborgen. Die erzielten
Gewichtungen (A, B und z) in den insgesamt 50 Trainingsverla¨ufen zeigten nach 3500
Trainingsschritten weder einen allgemeinen symmetrischen Aufbau noch andere Gemein-
samkeiten. Ein Hinweis auf die Struktur allgemein gu¨ltiger Templates konnte daher nicht
gewonnen werden, weshalb die Trainings-Klassifikation hier nicht zur Findung allgemein
gu¨ltiger Gewichtungen zur Zustandsklassifikation genutzt werden konnte.
Es bleibt jedoch zu beachten, dass die Trainings-Klassifikation, wie gewu¨nscht einen
(nicht ersichtlichen und auch unbekannten) Unterschied zwischen Segmentabschnitten fest-
stellen kann. Diese Information ko¨nnte dazu beitragen, eine sinnvolle Trainingsmenge zu-
sammenzustellen, um dann eine allgemein gu¨ltige Gewichtung (fu¨r eine Zustandsklassifika-
tion) zu finden.
5.6 Studie 4: Klassifikationstraining mit angepasster
Trainingsmenge
Die in einer Trainings-Klassifikation untersuchten SEEG-Abschnitte besaßen eine unter-
schiedliche A¨hnlichkeit zu einem Exempel-Abschnitt. Die jeweiligen Unterschiede der Ab-
schnitte waren unbekannt und ko¨nnten daher von Abschnitt zu Abschnitt variieren. Diese
U¨berlegung wurde dadurch gestu¨tzt, dass in der oben beschriebenen Trainings-Klassifikation
keine Gemeinsamkeiten in den gefundenen Genen µ identifiziert werden konnten. Zur Ver-
einigung der obigen Templateeigenschaften wurde die im Folgenden pra¨sentierte Studie 4
durchgefu¨hrt. Ein allgemeines Gen µ sollte dabei mit Hilfe eines weiteren Trainings mit
zehn in Studie 3 gefundenen Abschnitten mit den gro¨ßten Merkmalen, also fu¨r die fu¨nf
inter-iktalen Abschnitte mit den gro¨ßten GVFs und fu¨r die fu¨nf pra¨-iktalen Abschnitte mit
den geringsten GVFs durchgefu¨hrt werden. Eine patientenbezogene Klassifikation des pra¨-
iktalen Zustandes wa¨re damit im untersuchten System (Gehirn eines einzigen Patienten)
ermo¨glicht.
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5.6.1 Trainingsmenge der Studie 4
Die Trainingsmenge setzte sich in dieser Studie aus zehn Abschnitten der in Studie 3 un-
tersuchten Abschnitte zusammen. Sie enthielt die fu¨nf pra¨-iktalen Abschnitte mit den in
Studie 3 gefundenen geringsten Gesamt-Vergleichsfehlerwerten (GVF<25%) und die fu¨nf
inter-iktalen Abschnitte mit den gro¨ßten GVF-Werten (GVF>25%). (Eine gro¨ßere Anzahl
von Datensets in der Trainingsmenge wurde aus Gru¨nden der zeitlichen Effizienz vermie-
den.) Tabelle 5.9 zeigt zusammenfassend die Zusammenstellung der Trainingsmenge.
Eigenschaften der Trainingsmengen Studie 4
Startwerte (xij(t = 0)) Zufallszahlen
Inter-iktale Datensets [Anzahl] 5
Pra¨-iktale Datensets [Anzahl] 5
Datensets einer Trainingsmenge [Anzahl] 10
Tabelle 5.5: Eigenschaften der Trainingsmenge der Studie 4.
5.6.2 Ergebnisse
Der GVF-Verlauf des Trainings ist in Abbildung 5.8 dargestellt. (Aus technischen Gege-
benheiten wurde das Training bereits nach 4800 Trainingsschritten abgebrochen. Von einer







Der GVF zeigt sich trotz der vorherigen Auswahl von vermeintlich sinnvollen SEEG-
Trainingsabschnitten (mit Hilfe der Trainings-Klassifikation) als insgesamt zu groß. Jedoch
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zeigte eine Betrachtung der einzelnen VFs eine deutliche Verbesserung gegenu¨ber Studie 1,
denn im Gegensatz dazu wurde in Studie 4 lediglich ein SEEG-Abschnitt falsch zugeordnet
und einige wenige Zellwerte besaßen nicht den Wert des Sollergebnisses, wodurch ein GVF
von 13 % entstand. Zwar konnte kein allgemein gu¨ltiges Gen µ gefunden werden, jedoch
konnte die Trainingsmenge erfolgreich mit der Trainingsklassifikation verbessert werden und
das Training der Aufgabe erleichtern.
Das fu¨r die Allgemeingu¨ltigkeit negativ zu bewertende Trainingsergebnis ko¨nnte dadurch
erkla¨rt werden, dass verschiedene Eigenschaften der in Studie 3 gefundenen Templates mehr
Trainingsschritte beno¨tigen, um diese in einem einzigen Gen µ zu vereinigen.
Es bleibt zu erwa¨hnen, dass ein verbleibender Gesamt-Vergleichsfehler von u¨ber 13 %
die Komplexita¨t der Aufgabe wiederspiegelt, denn obwohl alle SEEG-Abschnitte fu¨r sich
die gewu¨nschte Eigenschaft einer Unterscheidbarkeit besaßen, konnte nach 4800 Training-
schritten keine Gemeinsamkeit gefunden werden.
In Studie 3 konnte zwar ein weiterer Hinweis auf die Existenz eines pra¨-iktalen Zu-
stand gegeben werden, wodurch die generelle Eignung eines SCNNs zu Zeitreihenanalyse
unterstrichen wurde, allerdings konnte die im gesamten Kapitel beschriebene Aufgabe ei-
ner Zustandsklassifikation anhand des SEEG-Zeitreihenverlaufs mit Hilfe eines SCNN und
eines dazu bestimmten Gens µ nicht gelo¨st werden. Die Verwendung eines SCNN als
”
di-
rekten“ Klassifikator von SEEGs ist durch die Problematiken einer beno¨tigten Vorklassifi-
kation der in der Trainingsmenge verwendeten SEEG-Abschnitte nicht ermo¨glicht worden.
Die einzelnen Dynamikunterschiede benachbarter SEEG-Abschnitte konnten jedoch nur
sehr grob beru¨cksichtigt werden, indem entweder ein pra¨-iktaler oder inter-iktaler Zustand
angenommen wurde. Eventuelle zustandsinterne Dynamikschwankungen wurden hingegen
vernachla¨ssigt, wodurch ein erfolgreiches Training einer Zustandsklassifikation eventuell ver-
hindert wurde.
Weiteres Training des SCNN an vera¨nderten bzw. vergro¨ßerten Trainingsmengen mit
einer gro¨ßeren Anzahl von Trainingsschritten wu¨rde jedoch mit einem erheblichen Anstieg
der Dauer eines Trainings einhergehen. Des Weiteren sollte bisher wa¨hrend eines Trainings
aus dem gesamten dynamischen Verhalten eines SEEGs mit einer Fu¨lle von Informationen,
wie Amplitudengro¨ße und Frequenz ein allgemein gu¨ltiges Gen µ gefunden werden, welches
hier nicht gelang. Deshalb wurde eine weitere Mo¨glichkeit der Zustandsklassifikation
durch Informationsreduktion untersucht. Durch die Reduktion der Informationen, wel-
che fu¨r eine Klassifikation nicht wichtig sind, ko¨nnte die Aufgabe der Zustandsklassifikation
vereinfacht werden. In Kapitel 6 wird dafu¨r eine fu¨r Observablen nichtlinearer Systeme und
fu¨r diese Aufgabe sinnvolle Informationsreduktion durch Bestimmung des in Kapitel 3 be-
schriebenen Skalierungskoeffizienten einer Phaseninformation des SEEGs untersucht
und die Ergebnisse pra¨sentiert.
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Kapitel 6
Skalenverhalten und Dynamik in
Zeitreihen
Die in Kapitel 3 beschriebene Informationsreduktion zur vereinfachten Klassifikation eines
Systemzustandes findet hier ihre Anwendung auf die in Kapitel 4 beschriebenen Zeitreihen
des nichtlinearen Systems Gehirn. Die Zielsetzung war die Beschreibung und Durchfu¨hrung
sowohl einer zeitlichen, als auch eine ra¨umlichen Klassifikation des Systemszustands mit
Hilfe des Skalenverhaltens der in Kapitel 3 definierten Phaseninformationen (Zerozeitreihe
s(t)). Ferner bietet die zeitliche Zustandsklassifikation die fu¨r Mediziner wichtige Mo¨glichkeit
zur Unterscheidung von inter-iktalen und pra¨-iktalen Abschnitten, zur eventuellen Anfalls-
vorhersage. Aus der urspru¨nglichen Zeitreihe κ(t) wurde zuna¨chst die Zerozeitreihe s(t)
(siehe Seite 38) gewonnen. Diese diente dann als Fluktuationsprofil einer Phaseninformati-
on zur Bestimmung des Skalierungkoeffizienten α, mit dessen Hilfe das Skalenverhalten von
SEEG-Zeitreihen in zeitlicher und ra¨umlicher Auflo¨sung untersucht wurde.
Im folgenden Abschnitt wird auf den Informationsgehalt einer Zerozeitreihe s(t), also die
Rice-Abschnitts-Rate (Nulldurchga¨nge mit positiver Steigung) N([t, t+∆τ ]) im zeitlichen
Verlauf, eingegangen. In weiteren Abschnitten finden sich Anwendungen und Aussagen der
Zerozeitreihe s(t). Abschließend wird auf den, aus s(t) gewonnenen, Skalierungskoeffizienten
α sowie die daraus erhaltenen Erkenntnisse eingegangen.
6.1 Zerozeitreihe einer Modelldynamik
Mit Hilfe eines einfachen Gedankenexperiments wird der Informationsgehalt einer Zero-
zeitreihe s(t) leicht ersichtlich. Hierzu wird ein abgetasteter Sinus als Zeitreihe (Sinus-Reihe
κ(t); die Abtastrate ist hierbei wesentlich ho¨her als die Frequenz des Sinus) verwendet und
deren zugeho¨rige Zerozeitreihe s(t) betrachtet. Es ist versta¨ndlich, dass der Wertebereich
von s(t) = [N([t1, t1+∆τ = t2]), N([t2, t2+∆τ = t3]), ..., N([tNs−1, tNs ])] durch die Gro¨ße
∆τ beeinflusst wird, welche die Abschnittsla¨nge der Zeitreihe κ(t) festlegt, in welcher die
Nulldurchga¨nge (mit positiver Steigung) bestimmt werden. Im Falle der Sinus-Reihe be-
sitzen alle Werte der Zerozeitreihe sogar die gleiche Gro¨ße, da nur eine einzige Frequenz
innerhalb der Sinus-Zeitreihe vorhanden ist.
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Es ist versta¨ndlich, dass die Aussage einer Zerozeitreihe A¨hnlichkeiten zur Frequenz-
analyse beinhaltet. Im Falle einer allgemeinen Zeitreihe mit mehreren, unterschiedlichen
Frequenzen, beschra¨nkt sich die Aussage der Zerozeitreihe (im Gegensatz zur Frequenzana-
lyse) jedoch auf die dominierende Frequenz (DF) in der zu untersuchenden Reihe1. Durch
eine Filterung der SEEG-Zeitreihe in unterschiedliche Frequenzba¨nder vor der Informati-
onsreduktion zur Zerozeitreihe wird es ermo¨glicht, bestimmte Frequenzba¨nder und deren
dominante Frequenz (DF) getrennt voneinander zu untersuchen. Zur Untersuchung von
SEEG Zeitreihen wird deshalb eine Bandpassfilterung in physiologisch interessante Berei-
che, welche aus [Schm00] und [Schm01] u¨bernommen wurden, durchgefu¨hrt.
Die Vorteile und gro¨ßten Unterschiede der Zerozeitreihe zur klassischen Frequenzana-
lyse sind zum einen durch die Schnelligkeit des Algorithmus und zum anderen durch die
Beibehaltung einer zeitlichen Information gegeben.
6.2 Zerozeitreihe des SEEG
Um den Informationsgehalt von s(t) eines in die verschiedenen Frequenzba¨nder gefilterten
SEEGs zu verdeutlichen, wird zuna¨chst ein Segment von∼31 min. Dauer beschrieben, bevor
















Dauer ∆τ = 20, 48s
im urspru¨nglichen
SEEG.
Die betrachte SEEG-Zeitreihe wurde dazu auf Varianz 1 und Mittelwert 0 normiert und
aus den im obigen Abschnitt genannten Gru¨nden in fu¨nf Frequenzba¨nder (Delta: 0-4 Hz,
1Dies folgt aus der Definition der Zerozeitreihe, siehe auch Kapitel 3.
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Theta: 4-8 Hz, Alpha: 8-12 Hz, Beta: 13-30 Hz und Gamma: 30-40 Hz) bandpass gefiltert.
Verwendet wurde ein Butterworthfilter (mit Tiefpassordnung: 4 und Hochpassordnung: 1).
Abha¨ngig vom untersuchten Frequenzband, wurden verschiedene Eigenschaften von s(t),
welche den in Kapitel 4.4 erwa¨hnten Schlafstadien zugeordnet werden ko¨nnen, sichtbar.
Die Beobachtung von sBand(t) in Abbildung 6.1 verla¨uft u¨ber einen Zeitraum von etwa
31 min. und entspricht 90 Rice-Abschnitts-Raten (Datenpunkte von s(t)) bei einer Ab-
schnittsla¨nge von ∆τ = 20, 48s, in denen jeweils die Anzahl der Nulldurchga¨nge mit positi-
ver Steigung bestimmt werden. (Die Abschnittsla¨nge ∆τ entspricht der in diesem Teil der
Arbeit verwendeten SEEG-Fensterung (Einteilung in Abschnitte) von 4096 Datenpunkten
bei einer Abtastfrequenz von 200 Hz). Das Verhalten von sBand(t) wa¨hrend des epilepti-
schen Anfalls ist jeweils durch das Frequenzverhalten des EEGs zu erkla¨ren. Wird z.B. die
Zerozeitreihe des Gammabandes sGamma(t) betrachtet, so ist ein Anstieg am Anfallsbeginn
zu erkennen. Aus den Frequenzanalysen ist bekannt, dass zu Beginn eines Anfalls ha¨ufig
große Frequenzanteile des SEEGs aus einem Bereich des Gammabandes vorliegen. Damit
la¨sst sich der in Abb. 6.1 sichtbare Anstieg der Zerozeitreihe sGamma(t) wie folgt erkla¨ren.
Wird eine Zeitreihe Z3 aus den Komponenten Z1, mit einer einzigen enthaltenen Fre-
quenz f1 und einer zweiten Komponente Z2, mit einer gleichgroßen oder gro¨ßeren Ampli-
tude und kleineren enthaltenen (einzigen) Frequenz f2 u¨berlagert, so ist es versta¨ndlich,
dass die urspru¨nglichen Nulldurchga¨nge von Z1 in Z3 eventuell nicht mehr vorhanden sind.







f1 > f2 sowie eine
zusammengesetzte
Zeitreihe Z3(f1, f2) =
Z1(f1) + Z2(f2) mit
den Frequenzen (f1
und f2 = f1/2).
Die Anzahl der urspru¨nglichen Nulldurchga¨nge in Z1 wa¨re somit in Z3 vermindert. Je
a¨hnlicher also die enthaltenen Frequenzen (und Amplituden) der jeweiligen Frequenzen
im SEEG sind, desto weniger U¨berlagerungen von weit auseinander liegenden Frequenzen
mit großem Amplitudenunterschied treten auf und folglich kommen mehr Nulldurchga¨nge
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zustande. Genau diese Voraussetzungen sind bei dem hier untersuchten Anfallsbeginn gege-
ben, sodass der Wert der Zerozeitreihe sGamma(t) ansteigt. Im weiteren Verlauf des Anfalls
kommen wieder niedrige Frequenzen hinzu, die Anzahl der U¨berlagerungen verschiedener
Frequenzen im Gammaband steigt an und der Wertebereich der Zerozeitreihe des Gam-
mabands sinkt wieder. Gleichzeitig kommt es zu mehr nah beieinander liegenden Frequen-
zenkomponenten (ho¨here Frequenzdichte) im Deltaband, wodurch in sDelta(t) ein Anstieg
zu verzeichnen ist. Ein Hinweis auf einen eventuellen Voranfallszustand konnte jedoch in
dieser Darstellung nicht erkannt werden. Bei keinem der fu¨nf untersuchten Anfallsverla¨ufe
von zwei Patienten konnten Hinweise auf den pra¨-iktalen Zustand gefunden werden.
Nach diesem Einblick in das Verhalten der Zerozeitreihe eines SEEGs von etwa 31
min. Dauer wird die Untersuchung an einem la¨nger andauernden (4 Tage) SEEG Segment
beschrieben. Anhand einer SEEG-Registrierung u¨ber mehrere Tage ist es mo¨glich, einen
globalen Verlauf einer Kenngro¨ße zu beobachten sowie die in Kapitel 4.4 beschriebenen
zirkadianen Rythmiken und deren Einfluss auf die Kenngro¨ße zu untersuchen. Um in solch
langen Segmenten die in Kapitel 4 erwa¨hnten Schlafstadien zu erkennen, wird zuna¨chst der
Mittelwert der Zerozeitreihe des bandpass gefilterten SEEGs imWachzustand des Patienten






N([ti, ti+1 = ti +∆τ ]) (6.1)
Der zu erwartende Unterschied zwischen den Mittelwerten von sBand(t) einer SEEG-
Zeitreihe in den verschiedenen Ba¨ndern sdelta(t) < stheta(t) < salpha(t) < sbeta(t) < sgamma(t)
ist in Abb. 6.1 deutlich zu erkennen.
Wertebereiche und dominante Frequenzen
Die Mittelwerte von sBand(t) folgen aus einfachen Zusammenha¨ngen. Ist z.B. ein Zeitrei-
hensegment der La¨nge ∆t = 20, 48s ins Deltaband (0-4 Hz) gefiltert worden, so ko¨nnen (bei
ideal steilen Filtern) also minimal 0 und maximal 4Hz∗20, 48s = 81, 92 Nulldurchga¨nge mit
positiver Steigung in diesem Segment vorhanden sein. Daraus ergeben sich fu¨r alle Ba¨nder
folgende einfache Beziehungen:
Frequenzband Anz. der Nulldurchga¨nge mit pos. Steigung
delta(0− 4Hz) 0 . N([ti, ti+1 = ti +∆τ ]) . 81, 92
theta(4− 8Hz) 81, 92 . N([ti, ti+1 = ti +∆τ ]) . 163, 84
alpha(8− 12Hz) 163, 84 . N([ti, ti+1 = ti +∆τ ]) . 245, 76
beta(13− 30Hz) 266, 24 . N([ti, ti+1 = ti +∆τ ])) . 614, 4
gamma(30− 40Hz) 614, 4 . N([ti, ti+1 = ti +∆τ ])) . 819, 2
Tabelle 6.1: Wertebereiche fu¨r N([ti, ti+1 = ti +∆τ ]) (mit ∆t = 20, 48s).
Es bleibt zu beachten, dass die oberen und unteren Werte wegen der verwendeten Ord-
nungen der Hoch- und Tiefpassfilter keine scharfen Grenzen darstellen. Des Weiteren kann
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(außer im delta-Band) die untere Grenze jederzeit aus anderen Gru¨nden unterschritten
werden, denn aus den (nach einer Bandpassfilterung) verbleibenden Frequenzen kann z.B.
durch die U¨berlagerung von verschiedenen Frequenzen die Anzahl der Nulldurchga¨nge, wie
oben beschrieben, herabgesetzt werden. Ebenso ko¨nnen zwei benachbarte Frequenzen (f1
und f2) eine kleinere Schwebungsfrequenz fS = |f1 − f2| erzeugen, so dass ebenfalls weniger
Nulldurchga¨nge und somit geringere Werte fu¨r N([t1, t2]) resultieren.
Eine Betrachtung der Abbildung 6.1 zeigt, dass die dortigen sBand(t)−Werte alle in den
erwarteten Wertebereichen (Tabelle 6.1) liegen. Umgekehrt la¨sst sich zur Bestimmung eines
Wertebereichs jedem untersuchten Band zu den in Abbildung 6.1 gefundenen Mittelwerten
sBand(t) eine zugeho¨rige dominante Frequenz (DF) zuordnen. Hierbei gilt der Zusammen-
hang DF = sBand(t)/∆τ und fu¨r das Deltaband folgt bei dem untersuchten Patienten somit
DF = 50/20, 48s ≈ 2, 44Hz.
Frequenzband sBand(t)-Wert dominate Frequenz(DF)
delta(0− 4Hz) ∼ 50 DF : 2,4 Hz
theta(4− 8Hz) ∼ 110 DF : 5,4 Hz
alpha(8− 12Hz) ∼ 190 DF : 9,3 Hz
beta(13− 30Hz) ∼ 360 DF : 17,6 Hz
gamma(30− 40Hz) ∼ 620 DF : 30,3 Hz
Tabelle 6.2: Dominante Frequenzen und sBand(t)-Werte fu¨r verschiedene Frequenzba¨nder
der SEEG-Daten des hier untersuchten Patienten (Wachzustand).
Die Auflistung der Mittelwerte und dominanten Frequenzen in Tabelle 6.1 ist jedoch nur
fu¨r die jeweilig untersuchte Person gu¨ltig2. Das grobe Frequenzverhalten einer Zeitreihe wird
also durch die Zerozeitreihe ohne die wesentlich rechenintensivere Fouriertransformation
erhalten. Ferner ko¨nnen, wie in folgendem Abschnitt gezeigt, in sBand(t), welche aus einem
SEEG von mindestens 24 Stunden Dauer gewonnen wurde, sogar die zirkadianen Rythmiken
erkannt werden.
Zirkadianer Rythmus
Untersuchungen an SEEG-Zeitreihen, aller 20 Messpunkte des Systems, mit einer Dauer
von einigen Tagen, wiesen in den fu¨nf betrachteten Frequenzba¨ndern einen zirkadianen
Rythmus auf. Die deutlichsten zirkadianen Schwankungen zeigten sich in den Verla¨ufen der
Alpha-Zerozeitreihe (salpha(t)) und der Delta-Zerozeitreihe (sdelta(t)). Abbildung 6.3 zeigt
die Verla¨ufe u¨ber vier Tage und Na¨chte. Die na¨chtlichen Abschnitte (0:00-7:00 Uhr) werden
folgend als
”
Schlafphasen“ bezeichnet. Ihnen und den, nach gleichen Kriterien genannten
”
Wachphasen“ des Systems konnten damit dominante Frequenzen zugeordnet werden.
In sdelta(t) ist wa¨hrend der Schlafphasen ein deutlicher Anstieg von (im Mittel) 14 auf
31 zu erkennen. Dies entspricht einem Anstieg der DF von ∼ 0,7 Hz auf ∼ 1,5 Hz. Es
2Zwischen verschiedenen Patienten kommt es zu kleineren Abweichungen der Mittelwerte, wodurch auch
die DF verschoben werden. Die oben beschriebene Ordnung der Mittelwerte und somit der dominanten
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ko¨nnte einem Anstieg der Delta-Aktivita¨t des EEGs zugeschrieben werden, welcher aus
bestimmten Schlafstadien bekannt ist [Schm00]. Der Verlauf von salpha(t) zeigt ebenfalls
starke Tag-Nacht-Vera¨nderungen auf. Die mittlere Anzahl fa¨llt von ∼ 175 (8,75 Hz) auf die
untere Grenze des Erwartungsbereichs 163 (8,15 Hz) ab. Die Alpha-Aktivita¨t erscheint in den
Schlafphasen herabgesetzt. Auch in den hier nicht dargestellten Theta-, Beta- und Gamma-
Zerozeitreihen wurden ebenfalls Rythmiken beobachtet, welche deutliche Abgrenzungen
der Wach-Schlaf-Phasen erlaubten. In der Gamma-Zerozeitreihe war z.B. ein deutlicher
Abfall im Schlaf zu identifizieren, sowie ein kontinuierlicher Anstieg zur wiederkehrenden
Wachphase. Es bleibt hervorzuheben, dass die Ergebnisse aus SEEG-Zeitreihen gewonnen
wurden, welche an Tiefenelektroden gemessen waren, und im Einklang mit den in der
Fachliteratur beschriebenen Ergebnissen von Schlafstadienuntersuchungen an EEGs stehen,
welche an Oberfla¨chenelektroden aufgenommen wurden (siehe z.B. [Schm00]).
Neben den zeitlichen Schwankungen ist es in einem ra¨umlich ausgedehnten System von
großem Interesse, die eventuellen ra¨umlichen Fluktuationen einer Kenngro¨ße ebenfalls zu
untersuchen, um ra¨umliche Dynamikunterschiede in verschiedenen Systemregionen zu er-
kennen und zu deuten. Des Weiteren kann in einem pathologischem System, wie dem epi-
leptischen Gehirn, davon ausgegangen werden, dass an verschiedenen Messpunkten des
Systems unterschiedliche Einschra¨nkungen vorliegen (z.B. [Leh95]). Aus diesem Grunde
wurden im Folgenden die Zerozeitreihen s(t) der fokalen (epileptogenen) und nonfokalen
(nichtepileptogenen) Hemispha¨re3 miteinander verglichen.
3Hierbei wurden SEEGs von Patienten verwendet, welche lediglich ein einziges fokales epileptisches Areal
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Hemispha¨renvergleich
Bei dem Vergleich der Zerozeitreihe s(t) von der nonfokalen und der fokalen Hemispha¨re
zeigten sich unterschiedliche Schwankungsbreiten des Tag-Nacht-Verlaufs (siehe Abb. 6.4).
Die Zerozeitreihen der gefilterten SEEGs aus den jeweilig, im Bezug auf die Hemispha¨ren,
gegenu¨berliegenden Tiefenelektroden, z.B. TL7 und TR7, wurden miteinander verglichen.
Insgesamt wurden SEEGs von drei Patienten untersucht. Bei sAlpha(t)-Daten, aus den
SEEGs (Hemispha¨ren-) gegenu¨berliegender Messpunkte, zeigte sich jeweils eine gro¨ßere
Tag-Nacht-Schwankungsbreite σ(sAlpha(t)) auf der nonfokalen Hemispha¨re. (Der hier be-
obachtete Effekt war allerdings nicht bei allen Vergleichen von Zerozeitreihen, aus ge-
genu¨berliegender Messpunkten gleich ausgepra¨gt. Es kam jedoch nicht vor, dass ein ge-
gensa¨tzliches Verhalten zu beobachten war.) In Abbildung 6.4 ist der beschriebene Unter-
schied im salpha(t)-Verlauf gut erkennbar.
Abbildung 6.4: Verlauf der Zerozeitreihe im Alphaband (sAlpha(t)). Oben: Patient 1 (4
Tage, TL08 und TR08); unten: Patient 2 (5 Tage, TL07 und TR07).Die vertikalen Linien
markieren jeweils 24 Uhr. Links: fokale Hemispha¨re; rechts: nonfokale Hemispha¨re.
Das Alpha-Band wurde verwendet, da in Oberfla¨chen EEGs eine so genannte Alpha-
Blockade (keine Frequenzen aus dem Alpha Band) eines der sichersten und ausgepra¨gtesten
Anzeichen fu¨r einsetzenden Schlaf ist [Schm00]. Somit waren im salpha(t)-Verlauf erwar-
besaßen.
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tungsgema¨ß die deutlichsten zirkadianen Rythmiken erkennbar. (Die niedrigen Werteberei-
che in sAlpha(t) sind, wie in der vorangegangenen Abbildung 6.4, mit den Schlafphasen zu
identifizieren.)
Wa¨hrend der SEEG-Aufnahme vorkommende Anfa¨lle sollten keinen falschen Verlauf
von s(t) suggerieren und von den zirkadianen Schwankungen ablenken, weshalb an den
entsprechenden Zeitpunkten s(t) auf den Maximalwert 180 gesetzt wurde. Ferner waren
die hier verwendeten SEEGs mit zeitlichen Aufnahmelu¨cken behaftet, welche bis zu einigen
Stunden betrugen. Die (diskontinuierlichen) Segmente wurden zeitlich aufeinander folgend
direkt aneinander gesetzt, wodurch die unterschiedlichen Tag- und Nachtla¨ngen in Abb. 6.4
zu erkla¨ren sind.
Es ist auszuschließen, dass die unterschiedlichen Tag-Nacht-Schwankungsbreiten durch
eventuelle rechts-links-Unterschiede der Hemispha¨ren zustande kommen, da die untersuch-
ten SEEG-Aufnahmen von Rechts- sowie Linksha¨ndern stammen und die Schwankungs-
breite σ(sAlpha(t)) nur die Abha¨ngigkeit vom fokalen Areal zeigt. Von einer Ergebnisinter-
pretation wird an dieser Stelle abgesehen, da fu¨r allgemein gu¨ltige Aussagen die Anzahl
der zu untersuchenden SEEGs, welche hier sehr gering war (3 SEEGs), erweitert werden
muss. Es bleibt jedoch zu erwa¨hnen, dass die Ergebnisse als Hinweis auf eine unterschied-
liche Dynamik in den fokalen und nonfokalen Arealen gesehen werden kann. Die Dynamik
der fokalen Hemispha¨re scheint im Gegensatz zur nonfokalen Hemispha¨re Einschra¨nkungen
zu unterliegen, was im Einklang mit Ergebnissen u¨ber die Erniedrigung der Anzahl der
Freiheitsgrade des Systems im fokalen Areal (Vgl. [Leh95]) steht.
6.3 Erwartungswerte des Skalierungskoeffizienten ei-
ner SEEG-Zeitreihe
Die Aufnahmetechnik zur Messung von Zeitreiihen beinhaltet ein Problem durch die endli-
che Messgenauigkeit, welche sowohl in dem Zeit- (Sampling-Rate) als auch im Amplituden-
Bereich (Versta¨rker-Genauigkeit) zu finden ist. Um Kenngro¨ßen und deren Aussagen besser
zu deuten und von eventuellen Rauschprozessen zu unterscheiden, ist es daher ratsam,
zuna¨chst einen Erwartungsbereich zu definieren.
Zur Bestimmung eines Erwartungsbereiches des Skalierungskoeffizienten α von SEEG-
Zeitreihen wird auf die Tabelle 3.2 der Erwartungswerte aus Kapitel 3 zuru¨ckgegriffen. Wird
von der Annahme ausgegangen, dass ein SEEG weder einem roten Rauschem, noch einem
weißen Rauschen entspricht, ko¨nnen die ersten Werte ausgeschlossen werden.
Fu¨r rotes Rauschen gilt SL ∼ f−2 (vgl. Tabelle 3.2). Dies entspricht einem Hurst-
Koeffizienten H = (α − 1)/2 = 0.5 und besta¨tigt einen Prozess mit kurzreichweitiger Kor-
relation. Im Gegensatz dazu sind die Werte eines unkorrelierten Zufallsprozesses (weißes
Rauschen) um Null verteilt, und es gilt SL ≈ const. Um weitere Angaben zu dem Erwar-
tungsbereich von α fu¨r ein SEEG-Segment zu geben, werden zuna¨chst einige U¨berlegungen
beschrieben.
Die Parameter und Observablen des Systems Gehirn sind, wie die aller Organe, in
einem bestimmten Arbeitsbereich beschra¨nkt. Jeder Auslenkung eines Parameters (z.B.
EEG-Amplitude oder Ionenkonzentration in Nervenzellen) folgt ein Zuru¨cktreiben zum
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Ursprungs-Wertebereich (antipersistentes Verhalten). Wa¨hrend eines epileptischen Anfalls
zeigt das EEG u¨ber einen abnormal langen Zeitraum (bis zu Minuten) Wertebereiche in
der Amplitude und Frequenz, welche in inter-iktalen Abschnitten nur selten vorkommen
[Psc98], und es ko¨nnte eine (zuna¨chst) weiter voranschreitende Auslenkung der Dynamik
(persistentes Verhalten) zu erwarten sein. Mit dieser Annahme ergeben sich aus der Tabelle
3.3 weitere Erwartungen fu¨r α(∆(sBand)). Werte von α > 2 ko¨nnten somit fu¨r anfallsfreie
Segmente ausgeschlossen werden, denn diese wu¨rden, wie in Kapitel 3.4 beschrieben, Per-
sistenz bedeuten. Unter der weiteren Annahme, das die Dynamik eines SEEG sich stark
von weißem, rosa und rotem Rauschen unterscheidet, bleiben α-Werte aus dem Bereich
von 0 . α(∆(sBand)) . 2 und α(∆(sBand)) 6= 1 (Tabelle 3.3) zu erwarten. Zusammnefas-
send kann der Erwartungsbreich von α verschiedener Hirndynamiken wie folgt beschrieben
werden.
Dynamik α-Wert
Iktal und eventuell pra¨-iktal (persistent) α > 2
Inter-iktal ]0; 1[ und ]1; 2[
Tabelle 6.3: Angenommener Erwartungsbereich von α fu¨r unterschiedliche Hirndynamiken.
Es bleibt natu¨rlich zu beachten, dass allgemein die Werte mit einer gewissen Schwan-
kungsbreite behaftet sein ko¨nnen, welche durch Anteile von Rauschprozessen in der Dy-
namik der Zeitreihe oder durch die α-abscha¨tzende PSD-Methode hervorgerufen werden.
Ab einer zu untersuchenden Segmentla¨nge von mindestens 3 Stunden bis zu 140 Stunden
(la¨ngstes hier untersuchtes Segment) ist mit einer Schwankungsbreite von ∆α ≈ 0, 2 zu
rechnen (siehe auch Abb. 6.5). Ku¨rzere Segmentla¨ngen (z.B. 10 min.; ku¨rzestes hier unter-
suchtes Segment) ko¨nnen Schwankungsbreiten bis zu ∆α ≈ 1 besitzen. Die dazugeho¨rigen
α-Werte ko¨nnen dementsprechend lediglich Trends des Verlaufs anzeigen und erlauben keine
genauen Aussagen.
6.4 Skalenverhalten von SEEG-Zeitreihen
Die zu analysierenden SEEG-Zeitreihen von 12 verschiedenen Patienten besaßen eine Dauer
von mindestens 60h und enthielten bis zu jeweils fu¨nf Anfallsverla¨ufe. Diese Anfallsverla¨ufe
sowie dreißigminu¨tige Segmente davor und danach wurden entfernt, um anfallsunabha¨ngige
Aussagen treffen zu ko¨nnen. Wie bereits erwa¨hnt, wurden die Zeitreihen danach bandpass
gefiltert und in die Zerozeitreihe sBand(t) konvertiert. Ein Segment ∆s(t)Band der La¨nge ∆τ
diente spa¨ter als Fluktuationsprofil, aus dem der Skalierungskoeffizient α bestimmt wurde.
Zuna¨chst wurde die Abha¨ngigkeit von der Segmentdauer untersucht. Die Segmentdauer ∆τ
begann bei den vorliegenden Untersuchungen mit fu¨nf Stunden und wurde sukzessiv bis 55
h um jeweils eine weitere erho¨ht.
Nach einer Segmentla¨nge von etwa 15h zeigte der daraus gewonnene α-Verlauf in allen
Elektroden (TL01-TL10; TR01-TR10) eine Art Sa¨ttigungsbereich, welcher in Abbildung 6.5
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des Sa¨ttigungsbereichs markierten, variierten sowohl bei SEEGs verschiedener Patienten als
auch bei verschiedenen Meßpunkten, waren jedoch stets zwischen ∆τ = 10h − 20h zu fin-
den. Dabei wurde kein Zusammenhang zwischen der Segmentla¨nge des Sa¨ttigungsbeginns
und den verschiedenen Meßpunkten (Tiefenelektroden) gefunden. Wie in Abb. 6.5 zu se-
hen, blieben zwar auch im Sa¨ttigungsbereich Trends der Steigungen erhalten, jedoch waren
diese zum Teil gro¨ßer und zum Teil kleiner Null und u¨berschritten selten eine Steigung von
±0, 01/h. Aus diesen Gru¨nden konnte innerhalb des Zeitbereichs von 15 bis 55 Stunden ein
Mittelwert der α-Werte als
”
globaler“ Skalierungskoeffizient bestimmt werden. (Im folgen-
den wird dieser Mittelwert mit αM40h bezeichnet und ist nicht mit dem einzelnen Wert von
α eines 40h Segments zu verwechseln.) Ein dazugeho¨rige Fehler wurde wiederum aus der
Standardabweichung der Verteilung dieser Werte gewonnen. Es erscheint plausibel, dass der
aus der Zerozeitreihe gewonnene Skalierungskoeffizient α erst nach Eintreten der gesamten
Tages- und Nacht-Systemzusta¨nde (also etwa 24h)
”
alle“ (in diesem Skalenbereich) enthal-
tenen Skalierungseigenschaften
”
erkannt“ hat und nicht weiter durch neu hinzukommende
vera¨ndert wird, wodurch sich eine Art Plateau ergibt.
Aufgrund des Sa¨ttigungsbereichs ergibt sich die Annahme, dass eventuell vorhandene
weitere Schwankungen der Systemzusta¨nde auf einer wesentlich kleineren Skala (z.B. Minu-
tenbereich) oder gro¨ßeren Skala (z.B. im Wochen-, Monats- und Jahresbereich) zu suchen
sind4. Untersuchungen von kleineren Skalen sind jedoch nur mit Einschra¨nkungen mo¨glich,
da die ersten, zu kleinen Segmentla¨ngen geho¨rigen α-Werte mit Vorsicht zu betrachten sind.
Auf Grund der begrenzten Abtastrate des SEEGs und der Ku¨rze des Zeitreihen-Abschnitts
(20,48 s SEEG), aus dem ein Element der Zerozeitreihe gewonnen wird, liegen zur Bestim-
mung von α auf kleineren Skalen (< 3h) nur wenige Zerozeitreihen-Elemente vor. Eventuel-
4Die gro¨ßeren Zeitbereiche sind hier nicht von Belang, da es in dieser Arbeit um allgemeine Klassifikatio-
nen und im hier genutzten Anwendungsbeispiel um kurzzeitige A¨nderungen des Zustandes zur eventuellen
Vorhersage von epileptischen Anfa¨llen geht.
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le Abweichungen in Zerozeitreihen s(t), welche kurze (< 3h) SEEG-Segmente beschreiben,
haben jedoch gro¨ßere Auswirkungen auf das Leistungsspektrum (und somit auf α) als Ab-
weichungen in la¨ngeren Zerozeitreihen, welche lange SEEG-Segmente beschreiben. Wegen
dieser geringen Statistik (
”
kleine Segmentla¨nge ∆τ = niedrige Statistik“) besitzen α-Werte
fu¨r eine Segmentdauer unter drei Stunden also nur wenig Aussagekraft, wobei der Fehler
von α bis zu einem Betrag von 1 anwachsen kann. Es bleiben nur Trend-Aussagen zur Per-
sistenz (α > 2) und Anti-Persistenz (α < 2) bestehen, welche in Kapitel 6.4.1 untersucht
werden.
Die fu¨nf untersuchten Ba¨nder (0-4 Hz; 4-8 Hz; 8-12 Hz; 13-30 Hz; 30-40 Hz) zeigen dabei
große Unterschiede in den αBand-Mittelwerten des Sa¨ttigungsbereiches (siehe Abbildung
6.6).
Abbildung 6.6:
αM40h − Werte mit
Standardabweichung










Zuna¨chst fa¨llt auf, dass die Dynamiken der verschiedenen Frequenzanteile nicht kon-
tinuierlich ineinander u¨bergehen. Besonders deutlich erscheint der große Unterschied von
∆α ≈ 0, 5 der direkt benachbarten Ba¨nder Theta (4-8Hz) und Alpha (8-12Hz). Der zuna¨chst
steigende Trend von α - mit steigender Frequenz - kehrt sich nach dem sprunghaften An-
stieg auf den α-Mittelwerte des Alpha-Bandes in einen fallenden Trend um. Diese deutlichen
Unterschiede, welche in den Verla¨ufen der α-Werten bei allen Patienten zu sehen waren,
scheinen ferner ein Indiz dafu¨r zu sein, dass sich unterschiedliche Dynamiken des EEGs in
verschiedenen Frequenzen widerspiegeln (Vergleich auch Schlafstadien [Schm00]).
Es ist zu erkennnen, dass alle ermittelten αM40h-Werte in einem Wertebereich < 2 la-
gen. Im Gegensatz zu Skalierungsuntersuchungen der Amplitude [Ceb03] konnte anhand
der Untersuchung einer Phaseninformation dem nichtlinearen System
”
epileptisches Ge-
hirn“ also ein anti-persistentes Verhalten und ein globaler (u¨ber 55h) Skalierungskoeffizient
zugeordnet werden. Somit wird die in Kapitel 6.3 getroffenen Annahme besta¨tigt, dass das
System
”
epileptisches Gehirn ohne Anfallaktivita¨t“ anti-persistentes Verhalten zeigt. Das
hier auf Zeitskalen ∆τ = 40h beobachtete anti-persistente Verhalten und die erhaltenen
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Mittelwerte der einzelnen Skalierungskoeffizienten der verschiedenen Frequenzba¨nder schei-
nen darauf hinzudeuten, dass die Dynamik des Systems Gehirn nach einer Auslenkung
wieder dem Ursprungsbereich zustrebt.
Dies ist im Einklang zu anderen physiologischen Verhaltensweisen, denn u¨blicherweise
sind Organparameter (physiologische Observablen), wie die Temperatur oder Ionenkon-
zentrationen im Blut nur innerhalb eines schmalen Wertebereichs zu finden, damit die
Lebenfa¨higkeit des Organismus gewa¨hrleistet bleibt. Auslenkungen werden u¨ber Rezepto-
ren registriert und zuru¨ckgefu¨hrt [Schm00]. Als weiteres Beispiel fu¨r Anti-Persistenz sei
hier auch auf den Potentialverlauf in einer Nervenzelle (Aktionspotential und die Ru¨ckkehr
zum Ruhepotenial; siehe auch Kapitel 4.1.1 und [Schm01]) verwiesen. Da fru¨here Skalen-
Untersuchungen der Amplitude einer EEG-Zeitreihe kein globales (bis mindestens 55h)
Skalenverhalten oder anti-persistentes Verhalten zeigten, erscheint des Weiteren diese Dy-
namikeigenschaft in einem EEG zu der Phase geho¨rig.
6.4.1 Zeitliche Zustandsklassifikation
In diesem Abschnitt sollen Mo¨glichkeiten zur zeitlichen Klassifikation des System-Zustandes
mit Hilfe des Skalierungskoeffizienten einer Phaseninformation beschrieben werden. Wie
bereits erwa¨hnt, ist es fu¨r das untersuchte System von medizinischer Bedeutung, einen Vor-
anfallszustand zu erkennen und zu klassifizieren. Damit wa¨re dann die wichtige Mo¨glichkeit
einer Anfallsvorhersage gegeben. Im Folgenden wird zur eventuellen Detektion eines Vor-
anfallzustandes das zeitliche Skalenverhalten αBand(t) beobachtet.
Zeitliches Verhalten des Skalierungskoeffizienten
In Kapitel 6.4 (Abb. 6.6) wurde gezeigt, dass der Skalierungskoeffizient in Abha¨ngigkeit
von der untersuchten SEEG-Segmentla¨nge von Stunden bis zu Tagen einem stabilen, gesa¨t-
tigten Wertebereich zustrebt. Im folgenden Versuch wurde eine zwanzigstu¨ndige SEEG-
Zeitreihe in 40 Teilstu¨cke der Segmentla¨nge ∆τ = 30min. eingeteilt und fu¨r jedes Segment
ein αBand(∆τ) bestimmt. In Abb. 6.7 sind die α-Werte des Gamma-Bandes der einzelnen
40 Teilstu¨cke in ihrer zeitlichen Reihenfolge aufgefu¨hrt. Es wurden die α-Werte aller fu¨nf
Frequenzba¨nder an 3 Patienten bestimmt. In den SEEG-Segmenten wurden die Anfalls-
verla¨ufe belassen, um ebenfalls den α-Werte fu¨r ein Anfalls-Segment zu bestimmen. In
allen Frequenzba¨ndern zeigten sich bei allen Patienten a¨hnliche Ergebnisse (bis auf den
hohen α-Wert nach einem Anfall), weshalb die α-Werte des Gamma-Bandes exemplarisch
fu¨r die u¨brigen Ba¨nder aufgefu¨hrt sind.
Wegen der Problematik, dass α in einem solchen zeitlichen Skalenbereich (30 min.)
ungesa¨ttigt ist, unterliegt der Skalierungskoeffizient wieder den oben gezeigten zirkadia-
nen Schwankungen. Die Ergebnisse sind somit nicht als allgemein gu¨ltige Absolutwerte zu
betrachten, denn sie gelten lediglich fu¨r den betrachteten Zeitabschnitt sowie fu¨r den je-
weiligen Patienten. Ausserdem wird die Statistik zur Bestimmung von α(30 min.) unsicher
(α − Fehler ≈ 1) und es ko¨nnen nur grobe Trends der Dynamik erkannt werden. Wie
erwartet sind die
”
Fehlerbalken“ , welche nicht den Fehler von α, sondern den Kehrwert
der Gu¨te beschreiben (siehe Kapitel 3.3.1), recht groß. Die Mehrzahl der α-Werte liegt im
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anti-persistenten Bereich α < 2 vor. Unter den ersten α-Werten liegen wider erwarten fu¨nf
Werte am oder im persistenten Bereich, wobei die
”
Fehlerbalken“ , welche den Kehrwert der
Gu¨te darstellen (siehe auch Kapitel 3.3.1) zu beachten sind. Der wa¨hrend des Anfalls ge-
messene α-Wert, wie auch der (im Gamma-Band) eine halbe Stunde danach, liegt dagegen
deutlicher im persistenten Bereich. Die Erkennung eines Voranfallszustandes wahr jedoch
nicht mo¨glich. Im Vorfeld des Anfalls waren keinerlei typische, charakteristische Verhaltens-
weisen oder das erwartete persistente Verhalten (α > 2) zu beobachten. In einigen Verla¨ufen
wurde nur ein persistentes Verhalten identifiziert, wa¨hrend im Gamma-Band - bei dem er-
sten von mehreren Anfa¨llen - sogar bis zu 30 Minuten nach Anfallsbeginn dieses Verhalten
verdeutlicht wurde (Abb. 6.7). Gro¨ßere Segmentla¨ngen sind aufgrund der Mo¨glichkeit von
eventuellen kurzen (<< 1h) Voranfallzustands zur Detektion des selbigen ungeeignet.
Abbildung 6.7: Verlauf von αGamma(∆τ). (Segmentla¨nge: ∆τ = 30 min.) Verwendetes
Frequenzband : Gamma (30-40 Hz). SEEG-Kontakt: TL02. Der α-Wert aus dem Abschnitt
mit enthaltenem Anfall ist durch eine vertikale Linie markiert.
Das persistente Verhalten nach einem Anfall ko¨nnte durch zwei verschiedene U¨berlegungen
erkla¨rt werden. Zum einen ko¨nnte diese Persistenz durch ein (u¨ber 30 Minuten) kontinuier-
liches Wegstreben des System-Zustandes vom Anfallszustand zuru¨ck zum urspru¨nglichen
Zustand verstanden werden (siehe dazu Abb. 6.8).








re Anfa¨lle (in einem Zeitraum von 30 Stunden) enthielt, nur bei dem ersten Anfall von
insgesamt vier zu beobachten. Dieses persistente Verhalten ko¨nnte daher auch auf eine
Dynamik-Vera¨nderung hinweisen, welche fu¨r la¨ngere Zeit (À 30 Min.) erhalten bleibt.
Diese
”
vera¨nderte“ Dynamik ko¨nnte wiederum anti-persistent sein und die Eigenschaft be-
sitzen, weitere Anfa¨lle zu begu¨nstigen (siehe dazu Abb. 6.9). Hierbei ist zu erwa¨hnen, dass
die Patienten wa¨hrend der SEEG-Aufnahme eine Reduktion ihrer Medikamente erfahren,
um Anfa¨lle zu begu¨nstigen. Es bleibt daher nicht auszuschließen, das die Skalierungsko-
effizienten, welche eine Persistenz andeuten, durch die Medikationsa¨nderung und der dar-
aus resultierenden Dynamika¨nderung des Systems hervorgerufen wurden. (Siehe dazu auch
vergleichend die Medikamenteneinflu¨sse auf die Dynamiken und somit auf Kenngro¨ßen z.B.
[Leh97b].)
Zusammengefasst konnte in dieser Untersuchung kein persistentes Verhalten im eventu-
ellen Voranfallszustand gefunden werden. Kurzfristige A¨nderungen (z.B. 2 oder 5 min.) vor
dem Anfall (Vergleich auch effektive Korrelationsdimension [Leh03]) ko¨nnten dennoch vor-
handen sein, denn diese ko¨nnten mit dieser Methode nicht detektiert werden, da fu¨r solch
kleine Skalen die Anzahl der Elemente zur Berechnung des Leistungsspektrums und somit
die Statistik sehr gering wa¨re (Anstieg der Schwankungsbereite). Zur Erkennung eines even-
tuellen Voranfallszustands im epileptischen Gehirn zeigte sich die Bestimmung eines lokalen
Skalierungskoeffizienten (< 15h) als ungeeignet. Weitere konkrete Aussagen zu einem Vor-
anfallszustand konnten aus diesen Untersuchungen mit Hilfe des Skalierungskoeffizienten
somit nicht gezogen werden.
6.4.2 Ra¨umliche Zustandsklassifikation: Bestimmung der epilep-
togenen Hemispha¨re
Neben der zeitlichen Klassifikation von Zusta¨nden ist es fu¨r ra¨umlich ausgedehnte Systeme








um Bereiche mit eventuellen besonderen Dynamik-Eigenschaften zu erkennen. Im Falle des
hier analysierten Beispielsystems (epileptisches Gehirn) wird ebenfalls von einer ra¨umlichen
Differenzierung ausgegangen (siehe auch Kapitel 4), welche Aussagen u¨ber das System er-
lauben. In der Epilepsie-Forschung und -Behandlung ist die exakte Bestimmung der Lage
eines Fokus (Anfallsherdes) von besonderer Wichtigkeit. Diese Information kann den Medi-
zinern bei einer Entscheidung, ob z.B. eine Entfernung des Fokus sinnvoll und mo¨glich ist,
behilflich sein. Zur Lokalisation dienen dem Mediziner unter anderem die Beobachtungen
des Patienten und dessen Ausfallserscheinungen im Verlauf eines epileptischen Anfalls. Da-
mit ist eine exakte Lokalisation jedoch nicht abgeschlossen, denn es bleibt unklar, ob sich
in dem (durch die Ausfa¨lle) zugeordneten Bereich der Fokus befindet, oder ob lediglich eine
Ausbreitung des Anfalls in diese Region erfolgt ist, oder ob sogar mehrere Foki vorhanden
sind.
Viele in dieser Arbeit bereits erwa¨hnten Kenngro¨ßen, die zum Teil aus der nichtlinearen
Zeitreihenanalyse stammen, wie z.B. die Korrelationsdimension, ko¨nnen Aufschluss u¨ber fo-
kale Areale geben. In dem folgenden Abschnitt wird eine retrospektive Studie beschrieben,
in der anhand des Skalierungskoeffizienten aus dem Gamma-Band (30-40 Hz) αGamma(∆τ),
bzw. dessen Verteilung im Hemispha¨renbereich, bestimmte Charakteristika dem Fokusa-
real zugeordnet werden ko¨nnen. Ein Vorteil der in dieser Arbeit verwendeten Methode
gegenu¨ber anderen Methoden zur Bestimmung anderer Kenngro¨ßen liegt in der Einfachheit
des Algorithmus zur Berechnung.
Neben der Vermutung eines persistenten Zustandes (α > 2) im Vorfeld und im Verlauf
eines Anfalls, welcher in Kapitel 6.4.1 untersucht und teilweise besta¨tigt werden konnte
(Abbildung 6.7), gibt es in Bezug auf den Zustand des fokalen Areals eine zu erwarten-
de Reduktion der Systemfreiheitsgrade. In vorangegangenen Untersuchungen des Systems
epileptisches Gehirn wurde diese Reduktion im fokalen Gebiet mit Hilfe der Korrelations-
dimension verifiziert (siehe z.B. [Leh95]).
Eine Abnahme der Freiheitsgrade ko¨nnte bedeuten, dass die Variationen von α an den
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verschiedenen Messpunkten geringer werden. Es kann daher angenommen werden, dass die
fokale Hemispha¨re geringere Unterschiede in den dort bestimmten α-Werten als in den-
jenigen der nonfokalen Hemispha¨re besitzten. Aus diesem Grunde wurde als weitere Be-
obachtungsgro¨ße die Schwankungsbreite σ(αBand(40h)) der jeweils 10 rechten und linken
Tiefenelektroden betrachtet. Es ist zwar zu beachten, dass durch die Mittelung u¨ber die
zehn α-Werte der zehn Messpunkte die Genauigkeit der Beobachtung herabgesetzt wird,
da sich z.B. gegenla¨ufige Effekte auslo¨schen ko¨nnten, jedoch wurden keine z.B. gegenla¨ufige
Trends bei Betrachtung der einzelnen α-Werte untereinander festgestellt.
Zur U¨berpru¨fung dieser Annahme wurden im Folgenden nur Daten von Patienten mit
vergleichbaren Erkrankungen (Temporallappenepilepsie) verwendet. Die verwendeten Da-
ten bestanden aus SEEG-Zeitreihen, welche im Verlauf der pra¨chirurgischen Abkla¨rungs-
phase mit Hilfe von intra-kraniell implantierten Tiefenelektroden mit je 10 Kontakten in der
rechten (TR1-TR10) sowie linken (TL1-TL10) Hemispha¨re von 12 Patienten aufgenommen
wurden. Die SEEG-Zeitreihen wurden jeweils u¨ber einen la¨ngeren Zeitraum (≥ 60h) auf-
genommen. Eine genaue Angabe zu den Charakteristika der 12 Patienten ist der folgenden
Tabelle 6.4 zu entnehmen:
Charakteristika links rechts
Fokale (epileptogene) Hemispha¨re [Anzahl] 7 5
Geschlecht (w/m) [Anzahl] 4/3 2/3
Alter (Mittelwert±St. Abweichung) [Jahre] 41± 17 44± 10
Minimale Aufnahmezeit [h] 60 60
Tabelle 6.4: Charakteristika der 12 Patienten, deren SEEG-Aufnahmen in der Studie un-
tersucht wurden.
Um eine ra¨umliche Zustandsklassifikation zu erzielen, welche nicht durch einen ein-
tretenden Anfall zustande kommt, sondern lediglich auf ra¨umliche inter-iktuale Dynamik-
Unterschiede beruht, wurden die in den Zeitreihen aufgezeichneten Anfa¨lle wieder entfernt5.
Anschließend wurden die Zeitreihen wieder in die physiologisch relevanten Frequenzab-
schnitte bandpass gefiltert (Delta(0 - 4 Hz), Theta(4 - 8 Hz), Alpha(8 - 12 Hz), Beta(13 -
30 Hz), Gamma(30 - 40 Hz)) und in eine Zerozeitreihe konvertiert, sowie je ein (Mittelwert)
αBand,M40h bestimmt
6.
Es ergaben sich also fu¨r jedes der fu¨nf Ba¨nder 20 Zerozeitreihen und αBand,M40h-Werte
pro Patient. Um die oben erwa¨hnte, erwartete Verringerung der Anzahl der Freiheitsgrade
des Systems auf der fokalen Hemispha¨re zu u¨berpru¨fen, wurden zuna¨chst die jeweils 20
αBand,M40h-Werte eines Frequenzbandes einzeln betrachtet. Die Betra¨ge des Skalierungsko-
effizienten wurden verglichen, um einen eventuellen fu¨r alle Patienten gu¨ltigen Schwellwert
von αBand,M40h fu¨r das fokales Areal und davon ausgenommene Bereiche zu finden. Hierbei
5Aus dem SEEG-Segment wurde der Anfall entfernt, indem der einstu¨ndige Abschnitt, welcher den
Anfall beinhaltete entnommen wurde.
6Hierbei wurde bei SEEG-Daten aller Patienten, wie oben beschrieben, nur der Sa¨ttigungsbereich von
α in Abha¨ngigkeit der Segmentla¨nge (Aufnahmezeit von 15 bis 55 h) zur Mittelwertbildung verwendet.
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konnten jedoch in keinem der fu¨nf Ba¨nder derartige Aussagen getroffen werden. Dieses uner-
wartete Ergebnis ko¨nnte jedoch durch die betrachtete SEEG-Segmentla¨nge zu erkla¨ren sein,
denn diese betrug zur Berechnung der effektiven Korrelationsdimension 20, 48s und zur Be-
stimmung des Skalierungskoeffizienten 55h, wobei dieser Unterschied sowie die zusa¨tzliche
Mittelung von α u¨ber einen Bereich von 40 Stunden die Korrelationen der Kenngro¨ßen
zueinander zersto¨rt haben ko¨nnte.
Die andere oben beschriebene Mo¨glichkeit, eine Abnahme der Anzahl der Systemfrei-
heitsgrade zu beobachten, wurde ebenfalls untersucht. Dazu wurden die jeweils zehn Werte
der rechten und linken Hemispha¨re gemittelt (αBand,M40h,Hemisph.) und deren Standard-
abweichung (σ(αBand,M40h,Hemisph.)) bestimmt, denn diese ko¨nnte bei einer Reduktion der











In fast allen untersuchten Frequenzba¨ndern zeigte ein Vergleich der Standardabweichun-
gen σ(αBand,M40h,fokal) und σ(αBand,M40h,nonfokal) u¨ber alle 12 untersuchten Patienten kei-
nen allgemein gu¨ltigen Schwellwert σ(αBand,M40h,fokal), der zu einer patientenu¨bergreifenden
Klassifikation eines fokalen Areals vorhanden sein mu¨sste.
Einzig im Gammaband (30-40 Hz) zeigten sich deutliche Unterschiede in den Werte-
Verteilungen der fokalen (epileptogenen) und der nichtfokalen (nichtepileptogenen) He-
mispha¨re. In Abbildung 6.10 ist die Ha¨ufigkeitsverteilung der Standardabweichungen von
αGamma,M40h der SEEGs aller 12 untersuchten Patienten dargestellt. Auf eine Angabe ei-
nes ungefa¨hren Schwellenwertes mit Signifikanzniveau wird aufgrund der geringen Statistik
verzichtet.
Wurden die Standardabweichungen σ(αBand,M40h,Hemisph.) aus dem Gamma-Band fu¨r
jeden Patienten einzeln betrachtet, so konnte bei allen 12 Patienten der jeweils geringere
Wert der fokalen Hemispha¨re zugeordnet werden (siehe Abbildung 6.11).
Bei fu¨nf der insgesamt zwo¨lf Patienten konnten aufgrund der langen Dauer der aufge-
nommenen SEEGs (> 2∗55h) in zwei aufeinander folgenden SEEG-Segmenten eine Bestim-
mung von αBand,M40h,Hemisph. durchgefu¨hrt werden. Die Aussagen beider Segmente blieben
gleich: Bei jedem Patienten zeigt sich im Gammaband auf der fokalen Hemispha¨re im Gegen-
satz zur nonfokalen Hemispha¨re eine geringere Standardabweichung σ(αGamma,M40h,fokal).
Im Verhalten von αTheta,M40h,Hemisph. des Theta-Bandes wurde zwar eine a¨hnliche Beob-
achtung festgestellt, jedoch konnten hier nur in 58% der Fa¨lle eine exakte U¨bereinstimmung
mit der in der pra¨chirurgischen Abkla¨rung bestimmten Fokusarealbestimmung festgestellt
werden.
Zusammengefasst kann angenommen werden, dass eine Verringerung der Freiheitsgrade












abweichungen der ra¨umlich gemittelten α-Werte zeigt. Dieser Verlust an Freiheitsgraden
ist konform mit den Ergebnissen, welche z.B. bereits in [Leh95] beschrieben wurden. Nach
den obigen Untersuchungen gilt die hier beobachtete Erniedrigung der Standardabweichung
und die damit angenommene Verringerung der Freiheitsgrade jedoch nur fu¨r einen Bereich
der Dynamik, welche sich im Gamma-Frequenz-Band widerspiegelt. Die anderen Fre-
quenzba¨nder scheinen davon nicht betroffen zu sein und keiner solcher Einschra¨nkung zu
unterliegen. Dies scheint jedoch nur fu¨r die Skalierungseigenschaft zu gelten, da in der
Zerozeitreihe verschiedener Frequenzba¨nder (Abb. 6.4) sich ebenfalls in anderen Ba¨ndern
Unterschiede in der fokalen zur nicht-fokalen Hemispha¨re andeuteten. Diese, hier durch
die Standardabweichung des Skalierungskoeffizienten ermo¨glichte, Unterscheidung der Dy-
namikeigenschaften verschiedener Frequenzba¨nder steht wiederum im Einklang mit den
Ergebnissen aus Kapitel 6.4 (Abb. 6.6), welche unterschiedliche αM40h-Werte fu¨r die ver-
schiedenen Frequenzba¨nder aufzeigen und somit die Annahme stu¨tzen, dass unterschiedliche
Dynamikeigenschaften (einer Skalierungseigenschaft einer Phaseninformation) in bestimm-
ten Frequenzabschnitten vorhanden sind.
Ferner wurde die obige Untersuchung der Standardabweichungen des Skalierungskoeffizi-
enten ebenfalls auf eine weitere Patienten-Gruppe (vier Patienten) angewandt, welche fokale
Areale in beiden Hemispha¨ren besitzen. Fu¨r solche Patienten zeigten sich widerspru¨chliche
Ergebnisse. Erwartungsgema¨ß konnte mit diesem Verfahren keine Seite zugeordnet werden.
Zeitlich aufeinander folgende SEEG-Segmente eines Patienten (mit beidseitigen fokalen
Arealen) ergaben unterschiedliche Aussagen. Im ersten untersuchten SEEG-Segment von
Patient A (dieser Patienten-Gruppe) wurde z.B. in der rechten Hemispha¨re die niedrigere
Standardabweichung von αM40h festgestellt und in einem weiteren zeitlich dahinter liegen-
den SEEG-Segment von Patient A wurde in der linken Hemispha¨re eine relative Ernied-
rigung der Standardabweichung σ(αGamma,M40h,fokal) (gegenu¨ber der anderen Hemispha¨re)
beobachtet. Hierbei scheinen zeitliche Diskontinuita¨ten der verschiedenen fokalen Areale











gegenu¨berliegende Hemispha¨re bezogen) zeitlichen Variationen unterliegen kann. Diese Er-
gebnisse unterscheiden sich damit deutlich von Patienten, welche lediglich eine einseitige
Pathologie besitzen.
Ein deutlicher Vorteil der hier gezeigten Untersuchungsmethode ist die Bestimmung der
fokalen (epileptogenen) Hemispha¨re ohne einen beno¨tigten Anfall im untersuchten SEEG-
Segment und die Einfachheit des Algorithmus. Die Einschra¨nkungen des betroffenen (epi-
leptogenen) Areals scheinen also zeitlich auch außerhalb eines Anfalls vorhanden zu sein,
denn die erniedrigte Standardabweichung wurde innerhalb inter-iktaler Abschnitte beob-
achtet und stu¨tzt damit Untersuchungen mit der effektiven Korrelationsdimension [Leh95].





Die im Rahmen dieser Dissertation verwendeten und entwickelten Methoden der nichtlinea-
ren Zeitreihenanalyse zeigten sich als geeignet, zur Untersuchung von Phaseneigenschaften
und zur Bestimmung des Skalenverhaltens einer Systemobservablen, zur Feststellung von
persistentem Dynamikverhalten sowie zur Unterscheidung verschiedener Systemzusta¨nde
von nichtlinearen Systemen. Diese Untersuchungen wurden beispielhaft an intrakraniell




Die Parametereinstellung zur Verwendung eines CNNs ist jedoch nicht analytisch bere-
chenbar [Chu88], weshalb eine Kostenfunktion, abha¨ngig von 19 Parametern, durch ein ite-
ratives Optimierungsverfahren (z.B. [Pow64]) minimiert werden muss. Zur Zusammenstel-
lung einer beno¨tigten Trainingsmenge fu¨r eine Systemzustandsklassifikation wurden Zeitrei-
henabschnitte mit dazugeho¨rigen klassifizierenden Sollergebnissen verwendet. Hieraus ergab
sich die Einschra¨nkung der Anwendbarkeit des CNNs bei Systemen, deren Dynamiken weit-
gehend unbekannt sind, denn durch eine fehlende untermauerte Annahme eines bestimmten
Systemzustands kann ein Sollergebnis nicht exakt definiert werden. Nur wenn bereits z.B.
zustandsbeschreibende Kenngro¨ßen des Systems vorliegen, kann eine Trainingsmenge opti-
mal erstellt und die Parameteroptimierung durchgefu¨hrt werden. Bisher wurden CNNs fast
ausschließlich zur Bildverarbeitung verwendet (siehe z.B. Anwendungen in [Chu88] und
[Tet02]). Erste erfolgreiche Anwendungen zur Zeitreihenanalyse von nichtlinearen Syste-
men waren durch Approximationen von einer systembeschreibenden nichtlinearen Kenn-
gro¨ße [Tet99] gegeben. In einer hier zuna¨chst untersuchten Mo¨glichkeit zur Klassifikation
eines Systemzustands mit Hilfe des CNNs, wurde die Trainingsmenge aus gleicher An-
zahl, jeweils fu¨nf, Zeitreihenabschnitten des Voranfallszustand (Sollergebnis=+1) und des
Zwischenanfallszustands (Sollergebnis=-1) zusammengestellt und 5000 Iterationen des Op-
timierungsverfahrens verwendet. Eine die Aufgabe der Zustandsklassifikation lo¨sende Para-
metereinstellung des CNNs konnte jedoch nicht gefunden werden. Offensichtlich erscheint
eine solche Zusammenstellung der Trainingsmenge aus Zeitreihen und vordefinierten Soller-
gebnissen nicht ausreichend oder die Anzahl der Iterationen ist mo¨glicherweise zu gering. Die
in dieser Arbeit beschriebenen Voruntersuchungen (Kapitel 5.2) sowie die durchgefu¨hrten
Studien (Kapitel 5) zeigten jedoch, dass nach den ersten 1000 Iterationen die bis dahin
erreichte Optimierung in den weiteren 4000 Iterationen (meist) kaum verbessert werden
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konnte. Zwar ko¨nnen weitere Optimierungen nach einer gro¨ßeren Anzahl von Iterationen
auf Grund des unbekannten Verlaufs der Kostenfunktion nicht ausgeschlossen werden, je-
doch ist nicht zu vergessen, dass die Verwendung von mehr Iterationen proportional zum
zeitlichen Bedarf einer Optimierung der 19 Parameter steht. Auf Grund der vielseitigen
Anwendbarkeit des CNNs [Chu88] wurde von mehr Iterationen abgesehen und eine zwei-
te zeitlich effizienter erscheinende Methode untersucht. Dieses zweite eingefu¨hrte Verfah-
ren zur Zustandsklassifikation unter Verwendung des CNNs, welches Trainingsklassifikation
genannt wurde, zeigt die Mo¨glichkeit auf, jeweils zwei Zeitreihenabschnitte verschiedener
Systemzusta¨nde voneinander zu trennen. Die Methodik ist angelehnt an ein phasenraum-
basiertes Verfahren, welches Korrelationen von Zeitreihenabschnitten vergleicht [LeV01]. In
der hier durchgefu¨hrten Methode wurde die Korrelation von Zeitreihenabschnitten unter-
einander durch die Mo¨glichkeit einer Unterscheidung mit Hilfe eines CNNs festgestellt. Eine
Trainingsmenge bestand hierzu, im Gegensatz zur zuvor verwendeten Methode aus nur je-
weils zwei Zeitreihenabschnitten. Die Werte der Sollergebnisse fu¨r diese beiden Abschnitte
waren ungleich, wodurch die Aufgabe nur durch Unterscheidung dieser Zeitreihenabschnitte
gelo¨st wurde. Obwohl der Voranfallszustand eine große Vielfalt im Erscheinungsbild auf-
weist, welche sich zum Teil mit denen des Zwischenanfallszustands u¨berschneiden, konn-
ten beide Zusta¨nde voneinander getrennt werden. Es zeigte sich retrospektiv, dass zwei
Zeitreihenabschnitte der als verschieden angenommenen Zusta¨nde (Zwischen- und Voran-
fallszustand) in einer Trainingsmenge eine Unterscheidung mit Hilfe des CNNs zuließen. Im
Gegensatz dazu konnten jeweils zwei Zeitreihenabschnitte des gleichen Zustands (Zwischen-
anfallszustand), welche ebenfalls Variationen im Erscheinungsbild aufweisen nicht vonein-
ander getrennt werden. Daraus folgte die Annahme, dass die eventuell unterschiedlichen
Dynamiken des Zwischenanfalls- und Voranfallszustands die Unterscheidung der Zusta¨nde
ermo¨glicht und die eventuell gleichen Dynamiken (gleicher Zusta¨nde) dieses verhindern.
Auf Grund dieser Annahme konnte eine Unterscheidung dieser Systemzusta¨nde getroffen
werden und der CNN als Diskriminator eingesetzt werden. Dieses erzielte Ergebnis (Kapitel
5) steht im Einklang mit vorangegangenen Untersuchungen [LeV01] und stu¨tzt als weite-
rer Hinweis auf einen Voranfallszustand die Hypothese dessen Existenz. Zur angestrebten
Unterscheidung des Voranfallszustand vom Zwischenanfallszustands des epileptischen Ge-
hirns [Leh03] erwies sich somit die Zeitreihenanalyse mit Hilfe eines Zellularen Neuronalen
Netzwerks (CNN) [Chu88] als geeignet.
Zur Vereinfachung einer Klassifikation durch Informationsreduktion (vgl. [Schr00]) sowie
zur Bestimmung von eventueller Persistenz der Dynamik, wurde des Weiteren der Skalie-
rungskoeffizient α untersucht. Die verwendete Methode [Ran00] zeichnet sich aus durch
die Einfachheit der Bestimmung des Skalierungskoeffizienten aus dem Verhalten des Lei-
stungsspektrums eines Fluktuationsprofils. Der Skalierungskoeffizient erlaubt Aussagen zu
Autokorrelationen in dem zu analysierenden Fluktuationsprofils bzw. zu eventuell enthal-
tenem persistenten Verhalten und erlaubt somit Voraussagen u¨ber den weiteren Verlauf des
Fluktuationsprofils, jedoch wird eine Aussage u¨ber den Pra¨diktionshorizont nicht erlaubt.
Als Fluktuationsprofil wurde eine in Kapitel 3 fu¨r diese Zwecke vera¨nderte Phaseninfor-
mation (vgl. [Ric44]) verwendet, welches hier aus der intrakraniell aufgenommenen und in
Frequenzba¨nder gefilterten EEG-Zeitreihen gewonnen wurde und die jeweilige Anzahl der
Nulldurchga¨nge mit positiver Steigung in einem Zeitreihenabschnitt darstellte. Diese Pha-
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seninformation zeigt zirkadiane Periodiken, was im Einklang zu Ergebnissen von Vigilanzun-
tersuchungen [Rec68] steht. Ferner zeigte die Abha¨ngigkeit des Skalierungskoeffizienten von
der La¨nge des zu analysierenden Zeitreihenabschnitts einen deutlichen Sa¨ttigungsbereich
(Abb. 6.5). Aus dem Skalierungskoeffizienten der Phaseninformation der hier untersuch-
ten EEGs scheint erstmals ein zeitlich globales (> 55h) Skalierungsverhalten gefunden. Im
Gegensatz dazu konnte eine vorangehende Untersuchung, welche Skalierungsverhalten der
Amplitudeninformation analysierte [Ceb03], in den gleichen EEG-Zeitreihen kein globales
Verhalten feststellen. Auf Grund dessen und der hier beschriebenen Ergebnisse kann diese
Eigenschaft der untersuchten EEGs auf das Phasenverhalten zuru¨ckgefu¨hrt werden. Durch
eine Filterung der zu analysierenden Zeitreihe in verschiedene Frequenzba¨nder kann ein
jeweiliger Skalierungskoeffizient α den verschiedenen Frequenzba¨ndern zugeordnet werden.
Es zeigte sich, dass die Dynamiken der verschiedenen Frequenzanteile Unterschiede, durch
unterschiedliche α-Werte aufwiesen und nicht kontinuierlich ineinander u¨bergingen. Der
zuna¨chst steigende Trend von α - mit steigender Frequenz - kehrte sich nach dem α-Wert
des Alpha-Bandes (8 − 12Hz) in einen fallenden Trend um (Abb. 6.6), jedoch waren alle
α-Werte kleiner zwei und zeugen somit fu¨r anti-persistentes Verhalten [Ran00]. Dies ist
im Einklang zu anderen physiologischen Verhaltensweisen, denn um die Lebenfa¨higkeit des
Organismus zu gewa¨hrleisten, sind Organparameter (physiologische Observablen) nur inner-
halb eines schmalen Wertebereichs mo¨glich, und Auslenkungen werden direkt zuru¨ckgefu¨hrt
[Schm00], was Anti-Persistenz entspricht. Wegen einer beno¨tigten Mindestanzahl der Da-
tenpunkte zur Bestimmung des Skalierungskoeffizienten aus der Phaseninformation ko¨nnen
nur Aussagen zu EEG-Zeitreihenabschnitten gegeben werden, welche eine La¨nge u¨ber drei
Stunden besitzen. Aus diesem Grunde unterliegt die Bestimmung von zeitlich lokalen (< 3h)
Skalierungskoeffizienten Einschra¨nkungen und es sind lediglich Trendaussagen mo¨glich.
Zur ra¨umlichen Klassifikation des Systems
”
epileptisches Gehirn“ wurde die Annah-
me verwendet, dass eine Reduktion der Anzahl an Freiheitsgraden des Systems im fokalen
Areal vorliegt [Leh95]. Eine Freiheitsgrade beschreibende Gro¨ße stellt die Korrelationsdi-
mensionD2 dar [Leh95], welche im direkten Zusammenhang zu dem Hurstkoeffizienten (z.B.
[Gne01]) und somit zu α [Hen00] steht. Vergleiche von α-Werten des fokalen mit non-fokalen
Arealen zeigten jedoch keinen Schwellwert auf, welcher eine Unterscheidung dieser Areale
erlaubte. Auf Grund dessen wurde davon ausgegangen, dass die unterschiedlichen La¨ngen
der EEG-Zeitreihenabschnitte, welche zur Bestimmung der Korrelationsdimension (20,48s)
und zur Bestimmung des Skalierungskoeffizienten (mindestens 3h) beno¨tigt werden, den
Zusammenhang von D2 und α zersto¨ren. Ferner konnte wegen der reduzierten Freiheits-
grade im fokalen Areal mit Einschra¨nkungen des Wertebereichs bestimmter Kenngro¨ßen
gerechnet werden, da nicht mehr alle Zusta¨nde eingenommen werden ko¨nnen. Somit kann
z.B. eine geringere Standardabweichung der Verteilung der Skalierungskoeffizienten aus der
fokalen Hemispha¨re, verglichen mit der Standardabweichung der Skalierungskoeffizienten
der nichtfokalen Hemispha¨re hervorgerufen werden. Eine Untersuchung dieser Annahme,
zeigte, dass Skalierungskoeffizienten von bandpass gefilterten EEG-Zeitreihen (Gammafre-
quenzband 30-40Hz) bei den 12 untersuchten Patienten jeweils die geringere Standardabwei-
chung auf der fokalen Hemispha¨re besaßen. Interessanterweise waren die Einschra¨nkungen
nur im Gammaband zu beobachten, was im Einklang zu Beobachtungen in [Med01] und
[Wil03] steht, worin Einschra¨nkungen in Gammabandanteilen des EEGs in Zusammenhang
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mit dem epileptogenen Prozess gebracht werden. Die unterschiedlichen Eigenschaften des
EEGs verschiedener Frequenzanteile stehen wiederum im Einklang mit der Beobachtung der
unterschiedlichen Skalierungskoeffizienten verschiedener Frequenzba¨nder (Abb. 6.6) sowie





In der vorliegenden Dissertation wurden neue, zeitliche und ra¨umliche Klassifikationsmo¨g-
lichkeiten der verschiedenen Zusta¨nde des nichtlinearen Systems
”
epileptisches Gehirn“ mit
Hilfe der nichtlinearen Zeitreihenanalyse an EEG-Zeitreihen untersucht und Aussagen u¨ber
die Dynamik des analysierten Systems getroffen. Die Methoden zur Klassifikation bestan-
den in der Verwendung eines simulierten Zellularen Neuronalen Netzwerks (SCNN) als De-
tektor und Diskriminator von Charakteristiken in den Zeitreihenabschnitten verschiedener
Systemzusta¨nde sowie in der Bestimmung der Skaleneigenschaften einer Phaseninformati-
on der Zeitreihenabschnitte mit Hilfe des Skalierungskoeffizienten α und daraus folgender
Zuordnung zu eventuellem persistenten Verhalten des Systems.
Die erste Methode zur zeitlichen Zustandsklassifikation beinhaltete die Verwendung ei-
nes SCNNs, dessen Parameter zur Erfu¨llung einer Aufgabe nicht analystisch zu berechnen
sind, sondern durch ein iteratives Optimierungsverfahren mit Hilfe einer Trainingsmenge
bestimmt werden mussten. Die Trainingsmenge bestand zuna¨chst aus mehreren (bis zu
15) Zeitreihenabschnitten und dazugeho¨rigen Sollergebnissen. Die Verbindungen der Zellen
eines SCNN wurden variiert und die Auswirkungen beobachtet und ausgewertet. Ferner
wurden verschiedene Optimierungsverfahren untersucht, welche jeweils das erreichte Er-
gebnis des SCNNs mit Hilfe eines Vergleichsfehlers zum Sollergebnis bewerten. In Varia-
tionen der Trainingsmenge wurde sowohl die Anzahl der enthaltenen Zeitreihenabschnitte
unterschiedlich gewa¨hlt, als auch Zeitreihenabschnitte einzelner Patienten und mehrerer
Patienten verwendet. An keiner dieser Trainingmengen konnte jedoch eine ausreichende
Optimierung erreicht werden, um eine die Aufgabe der Klassifikation erfu¨llende Parameter-
einstellung des SCNNs zu finden und diesen als Detektor zu nutzen. Bei Verwendung von
Trainingsmengen mit jeweils nur zwei Zeitreihenabschnitten konnte jedoch eine prinzipiel-
le Mo¨glichkeit zur Bestimmung von Korrelationen der zwei Zeitreihenabschnitte gefunden
werden. Dieses eingefu¨hrte Verfahren wurde Trainingsklassifikation genannt. Hierbei wirk-
te der SCNN als Diskriminator und konnte Zeitreihenabschnitte des Voranfallszustand von
denen des Zwischenanfallszustand im Gegensatz zu Zeitreihenabschnitten gleicher Zusta¨nde
trennen.
Aus den gewonnenen Erfahrungen, ko¨nnte auch die Benutzung eines SCNNs als Detek-
tor verschiedener Systemzusta¨nde durch gro¨ßere Trainingsmengen, also an einem gro¨ßeren
Kollektiv von Zeitreihenabschnitten ermo¨glicht werden. Des Weiteren ko¨nnten die Para-
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meteroptimierungen mit mehr Iterationen als den hier verwendeten eine Verbesserung der
Optimierung erzielen. Es bleibt zu beachten, dass sowohl gro¨ßere Trainingsmengen, als
auch mehr Iterationen den Nachteil eines gro¨ßeren Zeitbedarfs zur Optimierung besit-
zen. Dennoch ko¨nnten dadurch eventuelle bisher unterschwellige, gleiche Eigenschaften in
den Zeitreihenabschnitten besser hervorgehoben und eventuell identifiziert werden. Ferner
ko¨nnte aus den gewonnenen Erkenntnissen ein geeigneterer Vergleichsfehler zur Paramete-
roptimierung entwickelt werden. Die Anwendung des SCNNs als Zustandsdiskriminator ist
auch in anderen nichtlinearen Systemen denkbar, wie z.B. Systeme gekoppelteter Oszila-
toren mit nichtlinearer Da¨mpfung oder Ru¨ckstellkraft denkbar. Vermutungen vorhandener
Systemzusta¨nde ko¨nnten mit der Trainingsklassifikation untermauert werden und eventuelle
weitere Zustandsfluktuationen aufdecken sowie zur Systembeschreibung beitragen.
Als weitere Methode zur Zustandsklassifikation und Bestimmung einer eventuellen per-
sistenten Dynamikeigenschaft wurde der Skalierungskoeffizient α einer dazu eingefu¨hrten
Phaseninformation s(t) der Zeitreihe untersucht. Zur Analyse des EEGs in unterschiedli-
chen Frequenzbereichen wurden die Zeitreihen im Vorfeld in verschiedene Frequenzba¨nder
gefiltert. Fu¨r die hier eingefu¨hrte Phaseninformation sBand(t) konnte ein globales (55h) Ska-
lierungsverhalten und eine globale Anti-Persistenz in allen untersuchten EEGs beobachtet
werden. Des Weiteren zeigten sich die Skalierungskoeffizienten der Zeitreihen der verschiede-
nen Frequenzba¨nder in jeweils charakteristischen unterschiedlichen Wertebereichen. Ferner
wurde der Verlauf von zeitlich lokalen (30 min.) Skalierungskoeffizienten untersucht und
Annahmen zu persistentem Verhalten des Systems in verschiedenen Zusta¨nden getroffen.
Anschließend wurde eine Untersuchung der ra¨umlichen Variation des Skalierungkoeffizien-
ten durchgefu¨hrt und die Anwendbarkeit des Skalierungskoeffizienten fu¨r eine ra¨umliche
Klassifikation aufgezeigt. Aus der Verteilung des Wertebereichs der Skalierungskoeffizien-
ten an beiden Gehirnha¨lften konnte in allen 12 untersuchten Fa¨llen die fokale Hemispha¨re
zugeordnet werden.
Auf Grund der hier erzielten Erfolge mit Hilfe des Skalierungskoeffizienten einer Pha-
seninformation ko¨nnten in Bezug auf das System epileptisches Gehirn die Untersuchun-
gen auf Zeitreihen von weiteren Patienten ausgedehnt werden, welche im Rahmen der
pra¨chirurgischen Diagnostik weitere Messpunkte an anderen Hirnarealen, als der hier un-
tersuchten, besitzen. Weitere Aussagen u¨ber die ra¨umliche Verteilung der Systemdynamik
wa¨ren ermo¨glicht und ko¨nnten eventuelle Korrelationen in der Dynamik verschiedener Area-
le aufzeigen.
Untersuchungen weiterer nichtlinearer Systeme, wie z.B. Vielteilchensysteme oder Sy-
steme der Hydrodynamik (turbulente Stro¨mungen) ko¨nnten mit Hilfe des Skalierungskoef-
fizienten der Phaseninformation der Systemobservablen neue Einblicke in das jeweilige Fre-
quenzverhalten der Dynamik geben und auf einfachem Wege eventuelle Voraussagen u¨ber




SCNN und verwendete Methoden
A.1 Simulations-Software eines CNN (SCNN)
Das in dieser Arbeit verwendete CNN zur Analyse von Zeitreihen ist ein in der Program-
miersprache C geschriebener CNN-Simulator, SCNN genannt. Dieser wurde am Institut fu¨r
Angewandte Physik der Johann Wolfgang Goethe-Universita¨t in Frankfurt am Main ent-
wickelt und freundlicherweise zur Nutzung und Weiterentwicklung zur Verfu¨gung gestellt.
Die Verwendung eines Simulators wird durch eine Vielzahl von Vorteilen motiviert. Die
Parameteroptimierung (auch Training genannt) wird, im Gegensatz zu einer elektronischen
Realisierung, nicht durch Bauteiltoleranzen erschwert, welche z.B. ein additives Rauschen
auf den Zellzustandswerten verursachen. Die Verwendung eines Simulators verhilft eben-
falls zum Test von bestimmten Netzwerkapplikationen bzw. Parametereinstellungen, welche
technisch noch nicht realisierbar sind1.
Jede Zelle hat eine Auflo¨sung von 56 Bit und einen Wertebereich von [−1, 1]. Der SCNN
ist generell u¨ber eine Skriptsprache zu steuern, welche die Einstellungen der Parameter
(insgesamt: 46) und Variablen (insgesamt: 57)2 ermo¨glicht. Auf eine genaue Beschreibung
der Programmstruktur wird an dieser Stelle unter Hinweis auf [Kun96] verzichtet. Lediglich
die verwendeten und variierten Einstellungen werden hier vorgestellt. Zuna¨chst folgt eine
Liste der verwendeten Parameter mit den dazugeho¨rigen Bedeutungen.
1. train feedback: Das Feedback-Template A wird (translationsinvariant auf denM×
N -CNN bezogen) von der verwendeten Trainingsmethode variiert.
2. train feedforward: Das Feedforward-Template B wird (translationsinvariant auf
den M ×N -CNN bezogen) von der verwendeten Trainingsmethode variiert.
3. train bias: Der Bias-Skalar z wird (translationsinvariant auf den M × N -CNN be-
zogen) von der verwendeten Trainingsmethode variiert.
1Neben den Untersuchungen, die auf eine eventuelle Anwendung bedacht waren, wurden generelle
Mo¨glichkeiten zur Analyse von Zeitreihen mit einem CNN getestet, wobei eine technische Realisierung
zuna¨chst unwichtig ist.
2Die Anzahl der Parameter und Variablen kann jederzeit durch Weiterentwicklung erho¨ht werden.
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4. epoch train error:Der Vergleichsfehler eines jeden Datensets wird neben dem Gesamt-
Vergleichsfehler einzeln in eine Datei ausgegeben.
5. writeerror: Die Vergleichsfehlerdateien werden gespeichert.
6. writevector: Der Verlauf durch das Fehlergebirge wird gespeichert.
Eine weitere Auflistung beschreibt die verwendeten Variablen, deren Einstellungswert (z.B.:
0,1,2 ...) und deren Bedeutungen.
1. calcmethod: Dies bestimmt die Verwendung des Algorithmus, welcher eine numeri-
sche Lo¨sung gewo¨hnlicher Differentialgleichungen erster Ordnung erlaubt (siehe auch
Anhang A.3). Verwendet wurden:
calcmethod = 0 →Euler-Methode.
calcmethod = 1 →Runge-Kutta-Methode (4. Ordnung).
2. edgehandling: Bestimmt die Randbedingungen. Verwendet wurden:
edgehandling = 0 → neutral=0.
edgehandling = 3 → wrap around (hierbei wurden alle Randzellen mit den ge-
genu¨berliegenden verbunden.).
edgehandling = 4→ closed spiral (hier waren alle Randzellen mit den gegenu¨ber-
liegenden verbunden, jedoch mit einer Verschiebung von eins fu¨r die Zeilen.).
3. errortype: Dies bestimmt den Vergleichsfehler. Verwendet wurden:
errortype = 1 → Mittlerer quadratischer Fehler.
errortype = 5 → Prozentueller Fehler.
4. epoch mean type: Bestimmt die Verknu¨pfung der einzelnen Vergleichsfehlerwerte
in einem epochenweisem Training zum Gesamtvergleichsfehlerwert. Verwendet wurde:
epoch mean type = 0 → Mittelwert.
5. simsteps: Dies ist die Anzahl der Iterationen in der Approximation zur Lo¨sung der
DGL einer Zelle. Verwendet wurde: 500.
6. trainsteps: Bestimmt die Anzahl der Trainingsschritte. Verwendete wurde: 1000-
15000; hauptsa¨chlich 5000.
7. trainmethod: Dies bestimmt die Trainingsmethode. Verwendet wurde:
trainmethod = 3 → Simplex-Methode.
trainmethod = 4 → Powell-Methode.
trainmethod = 9 → Annealing-Methode.
96
Zur weiteren und tiefer gehenden Information u¨ber den Simulator sei auf [Nie04] verwiesen.
Ein zu beachtender Nachteil einer CNN-Simulation auf einem handelsu¨blichen Prozessor
ist jedoch durch die Approximation der DGL jeder Zelle des simulierten CNNs gegeben,
welche einen sehr hohen Zeitaufwand erfordert. Zum Beispiel stellte sich die beno¨tigte Dauer
zur Simulation einer Iteration in einem Parameteroptimierungsverfahren als der gro¨ßte
limitierende Faktor in den Untersuchungen dar, wodurch einige Tests nur in verkleinertem
Rahmen durchgefu¨hrt werden konnten.
A.2 Optimierungsverfahren
Die grundlegende Verfahrensweise einer Optimierung ist die iterative Extremwertsuche bei
schrittweiser Variation der vorhandenen Parameter. In der hier beno¨tigten Anwendung
wird das globale Minimum eines Vergleichs-Fehlers gesucht, welcher aus der Abweichung
des approximierten Ergebnisses zum Sollergebnis erhalten wird.
Durch eine Variation der vorhandenen Parameter wird also ein so genanntes, unbekann-
tes
”
Vergleichs-Fehlergebirge“ durchfahren und dessen globales Minimum gesucht. Die drei
in der Arbeit verwendeten Verfahren werden nun vorgestellt.
A.2.1 Simplex-Methode
Ein Simplex ist eine geometrische Figur, welche in d Dimensionen aus d+1 Punkten besteht.
Diese vergleicht bei jeder Iteration des Verfahrens zwei Werte des Vergleichs-Fehlergebirges
miteinander und wa¨hlt (bei einer Minimierungsaufgabe) den niedrigeren Wert als weiteren
Ausgangspunkt aus. Somit kann das gesamte
”
Gebirge“ abgetastet werden und eventuell
ein globales Minimum gefunden werden.
Abbildung A.1: Simplexvariationen in einem 1 und 2 dimensionalen Fehlergebirge bzw.
Parameterraum.
Von diesem Simplex bleiben in jeder Iteration d Punkte fest und einer (mit dem gro¨ßten
Wert) wird variiert. Die Variationen bestehen aus drei Mo¨glichkeiten, welche fu¨r einen zwei-
dimensionalen Simplex in Abbildung A.2 zu sehen sind. Falls die Variationen eines Punktes
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keine weitere Verbesserung der Optimierung hervorrufen, ko¨nnen auch mehr Punkte gleich-









Die Punkte des Simplex mit den niedrigsten Werten werden also fu¨r die na¨chste Itera-
tion festgehalten und der ho¨chste bzw. die ho¨chsten (bei multipler Kontraktion) wiederum
variiert. Wenn keine weitere Optimierung mehr erreicht werden kann, wird der Simplex
erneuert. Der bis dahin erreichte, kleinste Vergleichsfehler wird gespeichert und eventuell
als Ergebnis pra¨sentiert. Ein Vorteil gegenu¨ber anderen Methoden ist die Tatsache, dass
lediglich Funktionswerte und keine Gradientenberechnungen beno¨tigt werden.
A.2.2 Powell-Methode
Die Iterationen der Powell-Methode sind durch die aufeinander folgenden Variationen aller
d zur Verfu¨gung stehenden Parameter (d Richtungen in einem d-dimensionalen Parameter-






Die Methode verwendet den Gradienten des aktuellen Punktes im Vergleichsfehlerge-
birge zur Entscheidung, in welche Richtung im na¨chsten Schritt variiert wird. Nach einem
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eventuellen lokalen Minimum (alle Variationen ergeben ho¨here Werte), kann auch in eine
Richtung ho¨herer Werte variiert werden, damit ein neuer Ausgangspunkt geschaffen wird
um ein eventuelles globales Minimum zu finden.
A.2.3 Annealing-Methode
Dieses Verfahren ist eine statistische Methode der Optimierung. Es imitiert den physikali-
schen Effekt des Ausglu¨hens (engl.: annealing) bzw. Abku¨hlens (Erreichen des Energiemi-
nimums). Dabei werden von einem Startpunkt weitere, zufa¨llig gewa¨hlte Punkte des Ver-
gleichfehlergebirges abgetastet (Abb. A.4). Die maximale Entfernung zwischen den Punkten
wird durch die La¨nge L(T ) ∝ T bestimmt, wobei T im u¨bertragenen Sinne die abku¨hlende








Zufallsschritte“ werden bei der verwendeten Annealing-Methode durch die Boltz-
mann-Verteilung generiert. Eine schnellere, hier nicht verwendete Methode (Fast Annealing)
benutzt dagegen die Cauchy-Verteilung.
A.3 Numerische Lo¨sung einer DGL erster Ordnung
Die Aufgabe des SCNN lag in der Lo¨sung der DGL erster Ordnung jeder CNN-Zelle, wozu
sowohl die Euler- als auch die Runge-Kutta-Methode verwendet werden konnte. Im fol-
genden werden die verwendeteten Methoden und die (dazugeho¨rige) Taylor-Methode zur
numerischen Lo¨sung einer Differentialgleichung erster Ornunung vorgestellt. Die Differen-
tialgleichung ist von der Form [For93]:
y˙ = F (x, y) mit den Anfangsbedingungen y(x0) = y0 (A.1)
wobei F : G → R, (x, y) 7→ F (x, y) und G eine Teilmenge von R2 darstellt. Die Lo¨sung
wird dabei in einem Intervall [x0, xn], welches in n Teilintervalle der La¨nge ∆x =
xn−x0
n
zerlegt wird, numerisch approximiert. Die Grenzpunkte der Teilintervalle werden dabei mit
xi−1 und xi bezeichnet.
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A.3.1 Euler-Methode
Der hier verwendet Algorithmus zur Berechnung der Lo¨sung y(x) entspricht der folgenden
Iterationsformel:
yi+1 = yi +∆xy˙i = yi +∆xF (xi, yi) mit 0 ≤ i ≤ n− 1 (A.2)
Die erste numerische Na¨herung y1 berechnet sich aus der bekannten Anfangsbedingung y0:
y1 = y0 +∆xF (x0, y0) (A.3)
A.3.2 Taylor-Methode
In der Iterationsformel von Taylor zur Approximation der Lo¨sung y(x) wird auch die zweite
Ableitung verwendet:
yi+1 = yi +∆xF (xi, yi) +
1
2!































jeweils die partiellen Ableitung darstellen. Daraus folgt die endgu¨ltige Schreib-
weise:















Die Iterationsformel von Taylor la¨sst sich umschreiben zu:
yi+1 = yi +
∆x
2















Der Klammerterm kann als linearer Ansatz von Taylor fu¨r F (xi+1, yi+1) interpretiert werden










= F (xi +∆x , yi +∆xF (xi, yi)) (A.8)
Die Runge-Kutta-Methode zweiter Ordnung ergibt folgende Iterationsformel:
yi+1 = yi + 0, 5∆x(M1 +M2) (A.9)
und
M1 = F (xi, yi),
M2 = F (xi +∆x, yi +∆xM1).
(A.10)
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Zur Berechnung von yi+1 wird also nicht mehr die Steigung an der Stelle xi verwendet,
sondern eine Mittelung zwischen den Steigungswerten x˙i und x˙i+1.
Analog lassen sich weitere, ho¨here Ordnungen formulieren. Die Runge-Kutta-Methode
vierter Ordnung ergibt folgende Iterationsformel:
yi+1 = yi +
1
6
∆x(T1 + 2T2 + 2T3 + T4) mit i = 0, 1, 2, 3...., N − 1 (A.11)
und
T1 = F (xi, yi); T2 = F (xi + 0, 5∆x, yi + 0, 5∆xT1);
T3 = F (xi + 0, 5∆x, yi +∆xT2)
T4 = F (xi +∆x, yi +∆xT4).
(A.12)
Ein Vergleich zeigt, dass die Genauigkeit der Approximation, wie auch der zeitliche Auf-
wand, von Methode zu Methode sowie von Ordnung zu Ordnung steigt. Die Entscheidung
fu¨r eine bestimmte Methode ist dabei durch einen Kompromiss zwischen der Genauigkeit




B.1 Fraktale und zufa¨llige Fraktale
Eines der bekanntesten Beispiele fu¨r die in Kapitel 3 beschriebenen Fraktale stammt von
Benoit Mandelbrot und wird als Mandelbrotmenge bezeichnet, in welcher die typische Ei-
genschaft eines Fraktals, die Selbsta¨hnlickeit, in den Randzonen deutlich erkennbar ist (siehe
Abbildung B.1).
Abbildung B.1: Mandelbrotmenge aus [Alb00].
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Erzeugt werden solche Fraktale durch eine Iterationsformel. Aus den Eigenschaften von
Fraktalen, wie z.B. die Selbsta¨hnlichkeit, wird der Zusammenhang mit der so genannten
Chaostheorie ersichtlich. Diese stellt ein Teilgebiet der Theorie nichtlinearer Systeme dar
und bescha¨ftigt sich mit der Beschreibung von Systemen, welche ebenfalls sensitiv auf ihre
Anfangsbedingungen reagieren und in der graphischen Darstellung einer Observablen ein
Fraktal ergeben. Eigenschaften chaotischer Systeme lassen sich also in Fraktalen beobach-
ten und ko¨nnen mit den gleichen Kenngro¨ßen beschrieben werden, welche Aussagen u¨ber
Fraktale und deren Eigenschaften erlauben.
Neben den oben beschriebenen Fraktalen gibt es die so genannten zufa¨lligen Fraktale.
Diese sind wie folgt definiert:
Definition B.1 (Zufa¨lliges Fraktal) Zufa¨llige Fraktale sind Objekte, die zwar Fraktalen
a¨hneln, jedoch durch einen stochastischen Prozess erzeugt werden.
Im strengen Sinn besitzen diese Objekte keine Selbstaffinita¨t. Daher wird die Definition
auf die statistischen Eigenschaften erweitert:
Definition B.2 (Selbstaffinita¨t) Eine Funktion (bzw. Zeitreihe) heisst statistisch selbst-
affin, falls alle ihre statistischen Eigenschaften selbstaffin sind.
U¨blicherweise wird jedoch lediglich die Varianz der Wahrscheinlichkeitsverteilung be-
trachtet, da die Anzahl der Momente1 nicht endlich ist und somit die statistische Selbst-
affinita¨t nicht u¨berpru¨ft werden ko¨nnte. Die im Abschnitt (B.3) beschriebene Brownsche
Bewegung stellt das bekannteste Beispiel statistischer Selbstaffinita¨t dar. Zuna¨chst wird
jedoch der Begriff der fraktalen Dimension na¨her erla¨utert.
B.2 Fraktale Dimension
Die fraktale Dimension spielt in der Beschreibung von Fraktalen, sowie deren Definition
(siehe Definition 3.1) eine zentrale Rolle, weshalb im folgenden eine Definition einer allge-
meinen fraktalen Dimension, der Re´nyi-Dimension (siehe auch [Re´n56]) gegeben wird.
B.2.1 Box-Dimensionen
Die Box-Dimensionen, stellen im Allgemeinen die jeweils obere Grenze der Hausdorff-
Dimension dar, welche sich nur in einigen, wenigen Objekten unterscheiden [Kan97]. Sie
besitzen den Vorteil gegenu¨ber der Selbsa¨hnlichkeits-Dimension, fraktale Dimensionen fu¨r
Strukturen zu bestimmen, welche augenscheinlich zuna¨chst keine Selbsta¨hnlichkeit aber
bestimmte Skalierungseigenschaften besitzen. Die Box-Dimensionen ko¨nnen also auf jede
Struktur in einer Ebene oder einem Raum (z.B. Phasenraum) angewendet werden. Sie be-
ziehen sich jeweils auf ein imagina¨res Gitter, welches auf das Objekt gelegt wird und damit
die
”
Boxen“ bzw. Hyperkuben erzeugt, in welchen Anteile des Objektes zu finden sind.
Zuna¨chst wird die Definition der verallgemeinerten Dimension gegeben.
1Die Momente einer statistischen Verteilung repra¨sentieren die statistischen Eigenschaften.
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mit −∞ ≤ q ≤ ∞ (B.1)
Dabei bezeichnet pqk die Wahrscheinlichkeit, einen Punkt des Objektes in einen Hyperkubus
mit den Kantenla¨ngen ε zu finden, wobei die Ordnung q die Wichtung der Wahrscheinlich-
keit darstellt.
Aus diesem generalisierten Dimensionsbegriff lassen sich weitere Dimensionen als Spe-
zialfa¨lle ableiten. Drei dieser (in der Fachliteratur ha¨ufig verwendeten) Spezialfa¨lle werden
im folgenden beschrieben, bevor deren Zusammenhang in Kapitel B.2.2 gezeigt wird.
B.2.1.1 Kapazita¨ts-Dimension DC
Eine 1959 von Kolmogorov eingefu¨hrte Box-Dimension ist die so genannte Kapazita¨ts-
Dimension DC [Kol59], die von der Zerlegung eines Fraktals (in z.B. Rm) in gleich große
Wu¨rfel der Kantenla¨nge ε ausgeht. Die Anzahl der Wu¨rfel, welche mindestens einen Punkt
des zu beschreibenden Objektes beinhalten, ist hierbei als W (ε) bezeichnet. Es gilt:
W (ε) ∝ ε−DC (B.2)
mit ε→ 0, woraus sich folgende Definition ergibt:






wobei W (ε) die minimale Anzahl der zur U¨berdeckung beno¨tigten Wu¨rfel mit einer Kan-
tenla¨nge von ε darstellt.
Die Kapazita¨ts-Dimension ergibt sich, wie bereits angedeutet, ebenfalls aus der obigen







es wird deutlich, dass in diesem Fall lediglich die Kugeln bzw. Boxen geza¨hlt werden, welche
ein Teil des Objektes beinhalten.
Dq=0 = DC (B.4)
In der Praxis wird DC nach Variation von ε und jeweilig folgenderW (ε)-Ausza¨hlung als
Steigung einer Regressionsgeraden gewonnen, welche an dieW (ε)-Werte in einem log(W (ε))−
log(1/ε)-Diagramm angepasst wurde.
B.2.1.2 Informations-Dimension DI
Eine weitere Box-Dimension ist die Informations-Dimension DI , welche u¨ber die Wahr-
scheinlichkeit, einen Punkt in einem bestimmten Wu¨rfel zu finden, definiert ist.
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wobei Pi(ε) die Wahrscheinlichkeit darstellt, einen Punkt des Fraktals im i-ten Wu¨rfel mit
den Kantenla¨ngen ε zu finden.
Die Informations-Dimension entspricht dabei der Re´nyi-Dimension erster-Ordnung (q −→
1 und Regel von l’Hopital) [Kan97]. Es gilt:
Dq=1 = DI (B.6)
B.2.1.3 Korrelations-Dimension DK
Eine weitere sehr verbreitete Box-Dimension stellt die 1983 von Grassberger und Proccacia
eingefu¨hrte Korrelations-Dimension ( [Gra83] und [Gra84]) dar.






wobei C(ε) die Korrelationssumme ist, welche alle in einem Hyperkubus liegenden Punkte







Θ(ε− ‖ ~xm(i)− ~xm(j)‖) (B.8)
wobei N die Anzahl der Punkte darstellt, Θ die Heavisidefunktion (Θ(a) = 0 fu¨r a ≤
0; Θ(a) = 1 sonst) ist und ~xm(i) und ~xm(j) die Punkte beschreibenden Vektoren beschreiben.
Um die Ableitung der Korrelations-Dimension aus der Re´nyi-Dimension durchzufu¨hren,










Hierbei ist µ eine gemessene fraktale Gro¨ße im Phasenraum und p(~x)ε die Wahrschein-
lichkeit, einen Punkt in der Kugel um ~x mit Radius ε zu finden2.
Die Korrelations-Dimension ergibt sich aus der Re´nyi-Dimension in zweiter Ordnung
(q=2) [Kan97]. Es gilt also:
Dq=2 = DK (B.10)
2Aus der obigen Gleichung ergibt sich folgendes Verha¨ltnis zur Berechnung bzw. Definition einer Di-
mension: Cq(ε) ∝ ε(q−1)Dq , ε→ 0 [Kan97].
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B.2.2 Zusammenhang der Dimensionen
Bei der Verwendung all dieser Dimensionsbegriffe ist zu beachten, dass sie zum Teil, fu¨r
gleiche Objekte unterschiedliche Werte (fraktalen Dimensionen) ergeben. Dies ist bereits
bei relativ einfachen Mengen, wie z.B. der rationalen Zahlen [0, 1] zu beobachten. Dort
ergibt die Hausdorff-Dimension den Wert 0 und die Kapazita¨ts-Dimension den Wert 1.
Im Falle der einfachen Fraktale, so genannter Monofraktale (statistisch homogen und
isotrop; Monofraktale haben im Gegensatz zu Multifraktalen3 u¨berall die gleiche fraktale
Dimension, und sind u¨berall gleich
”
rau“) genu¨gt die Angabe einer einzigen Dimension, denn
dort (und im Generellen fu¨r kompakte Attraktoren) gilt die Gleichheit der verschiedenen
Dimensionsbegriffe: DS = DC = DI = DK .
Abschließend wird eine allgemein gu¨ltige Beziehung aufgezeigt, welche auch aus den
Definitionen ersichtlich ist (siehe auch [Bro95]):
d ≥ DC ≥ DHaus ≥ DI ≥ DK ≥ dT (B.11)
Wobei d die euklidische und dT die topologische Dimension
4 bezeichnet und DHaus die
Hausdorff-Dimension darstellt.
Physikalische Interpretation
Eine physikalische Interpretation dieser Dimensionen (daher hier DPhys. genannt) kann
durch den Zusammenhang der physikalischen Masse m eines Objekts und der Einheitsla¨nge
L gegeben werden:






Eine gebrochene Dimension eines physikalischen Objektes wu¨rde bedeuten, dass dessen
mittlere Dichte m(L)/L2 nicht konstant ist.
B.3 Brownsche Bewegung (1-Dimensional)
Die Brownsche Bewegung (BM ;engl. : brownian motion) beschreibt unregelma¨ssige Be-
wegungen kleiner Teilchen von in Flu¨ssigkeit schwebender fester Materie. Der Botaniker
Robert Brown erkannte um 1828, dass es sich um einen physikalischen und nicht um einen
biologischen Effekt handelt. Er beruht auf der Einwirkung schwacher Zusammensto¨ße be-
nachbarter Moleku¨le. Die mathematische Definition einer Brownschen Bewegung ist im
folgenden aufgelistet:
3Multifraktale sind z.B. in der naturvorkommende Gebilde, wie z.B. eine Bergoberfla¨che. Sie besitzen
je nach Abschnitt unterschiedliche fraktale Dimensionen. (Der Kamm eines Berges ist sehr zerklu¨ftet,
wohingegen er am Fuss sanft ausla¨uft.)
4Beide sind ganzzahlig.
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• (i) Es existiert eine Zufallsfunktion X : [0,∞)→ R
• (ii) Es gilt (mit der Wahrscheinlichkeit 1) X(0) = 0 und X(t) ist stetig.
• (iii)Das Inkrement X(t + v) −X(t) ist fu¨r jedes t ≥ 0 und v > 0 normalverteilt mit
dem Mittelwert 0 und der Varianz v.
Fu¨r das Wahrscheinlichkeitsmaß folgt:
P (X(t+ v)−X(t) ≤ x) = (2piv)− 12 ∫ x−∞ e(−u22v )du
Folgerungen aus (ii) und (iii) sind, dass die Inkremente X(t + v) − X(t) stochastisch
unabha¨ngig sind und fu¨r den Graphen einer eindimensionalen Brownschen Bewegung die
Anforderung der stochastischen Affinita¨t erfu¨llt ist (auf einen Beweis wird an dieser Stelle
verzichtet und auf [Fal93] verwiesen). Zu erwa¨hnen bleibt, dass jede Realisation der Brown-
schen Bewegung einen Skalierungskoeffizienten von α = 2 (Hurstkoeffizient H = 0, 5)
besitzt und die Hausdorff-DimensionDHaus = 1, 5 betra¨gt (denn es gilt:DHaus = d+1−H,
wobei d die euklidische Dimension darstellt).
B.4 Fraktionierte Brownsche Bewegung
Eine Verallgemeinerung der Brownschen Bewegung, in welcher die Inkremente nicht mehr
statistisch unabha¨ngig sind, wird gebrochene oder fraktionierte Brownsche Bewegung (FBM)
genannt. Eine bestimmte Anzahl von Inkrementen aus obiger Beschreibung der BM (X(t+
v) − X(t)) werden zu einem neuen Inkrement addiert, wodurch sich lediglich die Varianz
der Inkremente von v auf v2H in Punkt (iii) in der Beschreibung einer FBM im Gegensatz
zur BM a¨ndert. Somit vera¨ndert sich auch das Wahrscheinlichkeitsmaß (nur geringfu¨gig):
P (X(t+ v)−X(t) ≤ x) = (2pi)− 12v−H ∫ x−∞ exp( −u22v2H )du
mit 0 < H < 1. Der Parameterraum des Hurstkoeffizienten H wurde also von H(BM) =
0, 5 auf 0 < H < 1 erweitert.
Abbildung B.2: Eindimensionale fraktionierte Brownsche Bewegung (aus [Kap03] entnom-
men), mit einem Hurst-Koeffizienten von H=0,3.
Weitere Eigenschaften der fraktionierten Brownschen Bewegung sind:
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• Fu¨r die Hausdorff-Dimension gilt: DHaus = d+ 1−H
• Fu¨r das Leistungsspektrum des dazugeho¨rigen Graphen gilt : S(f) ∼ f (1+2H) = f (α).
B.5 Hurst-Koeffizient
Bei einer willku¨rlichen Reskalierung (der Amplitude mit dem Faktor rAmplitude und der
Zeitachse mit dem Faktor rZeit) einer gebrochenen Brownschen Bewegung X(t) (siehe Abb.
B.2) wird nur in Ausnahmefa¨llen Selbsta¨hnlichkeit beobachtet. Wird eine Skalierung in
horizontaler und vertikaler Richtung der FBM wie folgt durchgefu¨hrt:




und es gilt rZeit = 2, dann wu¨rde bei einer Variation von rAmplitude zwischen 1 und 2 am
Graphen schnell deutlich werden, dass ein rAmplitude existiert, mit welchem bei einem Ska-
lierungsvorgang keine grundsa¨tzlichen Unterschiede zwischen den Graphen zu beobachten
sind. Es kann gezeigt werden, dass dazu rAmplitude wie folgt gewa¨hlt werden mu¨sste [Pei98]:
rAmplitude =
√
2 = 20.5. (B.14)
Fu¨r diese Bedingungen ergeben die Graphen X(t) und Y (t) die gleichen Mittelwerte,
Streuungen, Momente usw. und besitzen die gleichen statistischen Eigenschaften [Pei98].




wobei k=1/rZeit entspricht. Gleichung B.15 entspricht genau der Definition 3.2 in Kapitel











Graphen mit Skaleninvarianz und H 6= 0.5 (und 0 < H < 1) ko¨nnen der gebrochenen
Brownsche Bewegung zugeordnet werden. Sie zeigen bei H ∼ 0 ein stark zerklu¨ftetes und





Zeitreihen, wie auch die in dieser Arbeit untersuchten SEEG-Zeitreihen, bestehen aus Wer-
ten einer zeitabha¨ngigen Funktion, welche lediglich zu diskreten Zeitpunkten tn = n∆t
gemessen werden, wobei 1
∆t
die Abtastrate1 (Samplingrate) darstellt. Solche Zeitreihen sind
Frequenz- bzw. band-limitiert, denn zur Fourier-Darstellung einer selbigen genu¨gt ein end-












DieGrenzfrequenz νg wird durch die jeweilige Abtastrate bestimmt und als Nyquist-Frequenz
bezeichnet:
2piνg = ωg =
pi
∆t
→ νg = 1
2∆t
(C.3)
Im Falle der hier verwendeten Zeitreihen (EEG-Zeitreihe mit ∆t = 5ms bzw. ∆t ∼ 5, 76ms)
entspricht die Nyquist-Frequenz also dem Wert νg = 1/2∗∆t = 100Hz bzw. νg ∼ 87Hz und
Frequenzanteile einer Observablen u¨ber 100Hz bzw. 87Hz ko¨nnen somit in der gemessenen
Zeitreihe nicht identifiziert werden.
1Die untersuchten Zeitreihen waren in Kapitel 5 mit einer Abtastrate von 173,61Hz und die in Kapitel
6 mit 200 Hz aufgenommen.
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C.2 Autokorrelationsfunktion
Die Autokorrelationsfunktion ist ein Sonderfall der Kreuzkorrelationsfunktion. Dabei wer-
den nicht zwei verschiedene Zeitreihen miteinander verglichen, sondern es erfolgt eine Fal-
tung der Zeitreihe mit sich selbst. Die Autokorrelation cδ eines Signals κ bzw. einer Zeitreihe





















(κl − 〈κ〉)2 (C.6)
Die Autokorrelation beschreibt somit die Verteilung der Werte in einem Verzo¨gerungs-
Koordinaten-Diagramm. Darin sind die Werte κl gegen die jeweils korrespondierenden, um
δ verschobenen Werte κl−δ aufgetragen. Falls der Wertebereich u¨ber die gesamte Fla¨che
verteilt ist, so ergibt sich cδ = 0. Wenn der Wertebereich sich auf die positive Winkelhal-
bierende (κl = κl−δ) beschra¨nkt, so ergibt sich hingegen cδ > 0 und bei einem Wertebereich
nahe der Linie κl = −κl−δ folgt cδ < 0. Es bleibt zu erwa¨hnen, dass δ = 0 immer c0 = 1
ergibt und cδ = c−δ gilt.
Bei zeitlich kontinuierlichen Signalen geht obige Gleichung (C.4) in die Autokorrelati-
onsfunktion c(τ = δ∆t) u¨ber.
C.3 Wiener-Khinchin Theorem
Dieses Theorem verbindet die Autokorrelationsfunktion cδ und das Leistungsspektrum S(ω)
mit Hilfe der Fouriertransformation (siehe z.B. auch [Cha89] und [Kan97]):
Theorem C.1 (Wiener-Khinchin-Theorem) Die Fouriertransformierte des Leistungs-














C.4 Mittlere Phasenkoha¨renz R
Die mittlere Phasenkoha¨renz R (siehe z.B. [Hok89]) beschreibt eine zwischen Zeitreihen
auftretende Phasensynchronisation2 (nΦx(t) − mΦy(t) = const, n,m ∈ N) zweier Si-
gnale bzw. oszilierender Systeme (X und Y ), wobei die instantanen Phasen der Signale
(Φx(t) und Φy(t)) mit Hilfe der Hilbert-Transformation definiert sind. Die Kenngro¨ße R
zeichnet sich in Bezug auf SEEG-Zeitreihenanalyse durch einen relativ stabilen, ha¨ufig
auftretenden (in bis zu 80% der untersuchten SEEGs) und zeitlich langen (bis zu einigen
Stunden) charakteristischen Wertebereichs-Abfall im Vorfeld eines epileptischen Anfalls aus






∣∣∣∣∣ = 1− CV. (C.9)
Die Gro¨ße CV entspricht dabei der Zirkula¨ren Varianz einer Winkelverteilung [Mar72],
welche durch eine Transformation der Phasendifferenz auf den Einheitskreis der komplexen
Ebene erhalten wird. Die Gro¨ße R ist auf das Intervall [0,1] beschra¨nkt und der Wert
1 beschreibt eine vollsta¨ndige (Phasen-) Synchronisation. Ungekoppelte Systeme besitzen
dagegen Werte von etwa Null.














wobei χ der Cauchysche-Hauptwert ist.
2Das Konzept der Phasensynchronisation geht auf Huygens (1673) zuru¨ck.
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Abku¨rzung / Symbol Bedeutung
α Skalierungskoeffizient
aij Gewichtungsfaktor der Ru¨ckkopplung einer CNN-Zelle
A(yij) Ru¨ckkopplungstemplate




Cij Zelle eines zweidimensionalen CNN
µ Gen; genetischer Kode eines CNN




















uij Zelleingang einer Zelle eines zweidimensionalen CNN
xij Zellzustand einer Zelle eines zweidimensionalen CNN
yij Zellausgang einer Zelle eines zweidimensionalen CNN
zij Bias einer Zelle eines zweidimensionalen CNN
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