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In this paper, we introduce a new iterative algorithm by hybrid method for finding a
common element of the set of solutions of finite general mixed equilibrium problems and
the set of solutions of a general variational inequality problem for finite inverse strongly
monotone mappings and the set of common fixed points of infinite family of strictly
pseudocontractive mappings in a real Hilbert space. Then we prove strong convergence
of the scheme to a common element of the three above described sets. Our result improves
and extends the corresponding results announced by many others.
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1. Introduction
In this paper, we always assume that H is a real Hilbert space with inner product ⟨., .⟩ and induced norm ∥.∥ and C is a
nonempty closed convex subset of H . PC denotes the metric projection of H onto C and F(T ) denotes the fixed points set of
a mapping T .
A mapping T : C → C is said to be nonexpansive if
∥Tx− Ty∥ ≤ ∥x− y∥ , ∀ x, y ∈ C .
A mapping T : C → H is said to be L-Lipschitzian if there exists L > 0 such that
∥Tx− Ty∥ ≤ L ∥x− y∥ , ∀ x, y ∈ C .
A mapping T : C → C is said to be k-strictly pseudocontractive if there exists a constant k ∈ [0, 1) such that
∥Tx− Ty∥2 ≤ ∥x− y∥2 + k ∥(I − T )x− (I − T )y∥2 , ∀ x, y ∈ C .
If k = 0, then the mapping T is nonexpansive. Iterative approximation of fixed point of k-strictly pseudocontractive
mappings has been studied extensively by many authors (see, e.g., [1–4] and the references contained therein).
A mapping A : C → H is said to be monotone if
⟨Ax− Ay, x− y⟩ ≥ 0, ∀ x, y ∈ C .
A mapping A : C → H is said to be α-inverse-strongly monotone if there exists a positive real number α such that
⟨Ax− Ay, x− y⟩ ≥ α ∥Ax− Ay∥2 , ∀ x, y ∈ C .
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Let A : C → H be a nonlinear mapping. The variational inequality problem is to find a x∗ ∈ C such that
Ax∗, y− x∗ ≥ 0, ∀ y ∈ C . (1.1)
(see, e.g., [5,6]). The set of solution of the variational inequality problem (1.1) is denoted by VI(C, A).
Let ϕ : C → R is a real-valued function and A : C → H a nonlinear mapping. Suppose F : C × C → R be a bifunction.
The generalized mixed equilibrium problem is to find x ∈ C (see, e.g., [7,8]) such that
F(x, y)+ ϕ(y)− ϕ(x)+ ⟨Ax, y− x⟩ ≥ 0, ∀ y ∈ C . (1.2)
We denote the set of (1.2) by GMEP(F , ϕ, A).
If ϕ = 0, then problem (1.2) reduces to generalized equilibrium problem studied by many authors (see, e.g., [9–11]),
which is to find x ∈ C such that
F(x, y)+ ⟨Ax, y− x⟩ ≥ 0, ∀ y ∈ C . (1.3)
The set of solutions of (1.3) is denoted by EP(F , A).
If A = 0, then problem (1.2) reduces to mixed equilibrium problem considered by many authors (see, e.g., [12–14]),
which is to find x ∈ C such that
F(x, y)+ ϕ(y)− ϕ(x) ≥ 0, ∀ y ∈ C . (1.4)
The set of solutions of (1.4) is denoted byMEP(F , ϕ).
If ϕ = 0, A = 0, then problem (1.2) reduces to equilibrium problem studied by many authors (see, e.g., [15–17]), which
is to find x ∈ C such that
F(x, y) ≥ 0, ∀ y ∈ C . (1.5)
The set of solutions of (1.5) is denoted by EP(F).
The generalizedmixed equilibriumproblems include fixed point problems, optimization problems, variational inequality
problems, Nash equilibrium problems, and equilibrium problems as special cases. Numerous problems in Physics,
optimization, and economics reduce to find a solution of problem (1.2). Several methods have been proposed to solve the
fixed point problems, variational inequality problems and equilibrium problems in the literature (see, e.g., [18–30]).
Let A, B : C → H be two mappings. Ceng et al. [27] considered the following problem of finding (x∗, y∗) ∈ C × C such
that 
λAy∗ + x∗ − y∗, x− x∗ ≥ 0, ∀ x ∈ C,
µBx∗ + y∗ − x∗, x− y∗ ≥ 0, ∀ x ∈ C, (1.6)
which is called a general system of variational inequalities where λ > 0 andµ > 0 are two constants. In particular, if A = B,
then problem (1.6) reduces to finding (x∗, y∗) ∈ C × C such that
λAy∗ + x∗ − y∗, x− x∗ ≥ 0, ∀ x ∈ C,
µAx∗ + y∗ − x∗, x− y∗ ≥ 0, ∀ x ∈ C . (1.7)
Further, if we add up the requirement that x∗ = y∗, the problem (1.6) reduces to the classical variational inequality problem
(1.1).
In order to find the common element of the solutions of problem (1.6) and the set of fixed points of one nonexpansive
mapping T , Ceng et al. [27] studied the following algorithm: x1 = u ∈ C and
yn = PC (xn − µBxn),
xn+1 = αnu+ βnxn + γnSPC (yn − λAyn). (1.8)
Under appropriate conditions they obtained one strong convergence theorem.
Very recently, Cho et al. [2] introduced a hybrid projection method for finding a common element of the set of solutions
of a generalized equilibrium problem, the set of solutions of a variational inequality and the set of fixed points of a strict
pseudocontraction in a real Hilbert space.
In this paper, motivated and inspired by the above facts, we introduce the following system of variational inequalities in
a Hilbert space H: Let C be a nonempty closed convex subset of a real Hilbert space H . Let {Ai}Ni=1 : C → H be a family of
mappings. First we consider the following problem of finding (x∗1, x
∗
2, . . . , x
∗
N) ∈ C × C · · · × C such that

λNANx∗N + x∗1 − x∗N , x− x∗1
 ≥ 0, ∀ x ∈ C,
λN−1AN−1x∗N−1 + x∗N − x∗N−1, x− x∗N
 ≥ 0, ∀ x ∈ C,
...
λ2A2x∗2 + x∗3 − x∗2, x− x∗3
 ≥ 0, ∀ x ∈ C,
λ1A1x∗1 + x∗2 − x∗1, x− x∗2
 ≥ 0, ∀ x ∈ C,
(1.9)
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which is called a more general system of variational inequalities in Hilbert spaces, where λi > 0 for all i ∈ {1, 2, . . . ,N}.
The set of solutions to (1.9) is denoted byΩ . In particular, if N = 2, A1 = B, A2 = A, λ1 = µ, λ2 = λ, x∗1 = x∗, x∗2 = y∗, then
problem (1.9) reduces to problem (1.6). Then we study a new iterative algorithm by hybrid method for finding a common
element of the set of solutions of finite general mixed equilibrium problems and the set of solutions of a general variational
inequality problem for finite inverse strongly monotone mappings and the set of common fixed points of infinite family
of strictly pseudocontractive mappings in a real Hilbert space. Furthermore we prove a strong convergence of the scheme
to a common element of the three above described sets. Our result extends the corresponding results announced by many
others.
2. Preliminaries
Let H be a real Hilbert space. It is well known that
∥x− y∥2 = ∥x∥2 − ∥y∥2 − 2 ⟨x− y, y⟩ (2.1)
and
∥λx+ (1− λ)y∥2 = λ ∥x∥2 + (1− λ) ∥y∥2 − λ(1− λ) ∥x− y∥2 (2.2)
for all x, y ∈ H and λ ∈ [0, 1].
Let C be a nonempty closed convex subset of H . For every point x ∈ H , there exists a unique nearest point in C , denoted
by PCx, such that
∥x− PCx∥ ≤ ∥x− y∥ for all y ∈ C . (2.3)
P is called a metric projection of H onto C . It is well known that PC is a nonexpansive mapping of H onto C and satisfies
⟨x− y, PCx− PCy⟩ ≥ ∥PCx− PCy∥2 (2.4)
for every x, y ∈ H . Moreover, PCx is characterized by the following properties: PCx ∈ C and
⟨x− PCx, y− PCx⟩ ≤ 0 (2.5)
∥x− y∥2 ≥ ∥x− PCx∥2 + ∥y− PCx∥2 (2.6)
for all x ∈ H, y ∈ C .
In the context of the variational inequality problem, this implies that
u ∈ VI(A, C)⇔ u = PC (u− λAu), for all λ > 0. (2.7)
If A is α-inverse-strongly monotone mapping of C into H , then it is obvious that A is 1
α
-Lipschitz continuous. We also have
that, for all u, v ∈ C and λ > 0,
∥(I − λA)u− (I − λA)v∥2 = ∥(u− v)− λ(Au− Av)∥2
= ∥u− v∥2 − 2λ ⟨Ax− Ay, x− y⟩ + λ2 ∥Au− Av∥2
≤ ∥u− v∥2 + λ(λ− 2α) ∥Au− Av∥2 . (2.8)
So, if λ ≤ 2α, then I − λA is a nonexpansive mapping from C to H .
For solving the equilibrium problem, let us assume that the bifunction F satisfies the following conditions:
(A1) F(x, x) = 0 for all x ∈ C;
(A2) F is monotone, i.e., F(x, y)+ F(y, x) ≤ 0 for any x, y ∈ C;
(A3) F is upper-semicontinuous, i.e., for each x, y, z ∈ C ,
lim sup
t→0+
F(tz + (1− t)x, y) ≤ F(x, y);
(A4) F(x, .) is convex and weakly lower semicontinuous for each x ∈ C;
(B1) for each x ∈ H and r > 0, there exists a bounded subset Dx ⊆ C and yx ∈ C such that for any z ∈ C \ Dx,
F(z, yx)+ ϕ(yx)− ϕ(z)+ 1r ⟨yx − z, z − x⟩ < 0;
(B2) C is a bounded set.
We recall some lemmas which will be needed in the rest of this paper.
Lemma 2.1 ([21]). Assume that F : C × C → R satisfies (A1)–(A4) and let ϕ : C → R be a proper lower semicontinuous and
convex function. Assume that either (B1) or (B2) holds. For r > 0 and x ∈ H, define a mapping T (F ,ϕ)r : H → C as follows:
T (F ,ϕ)r (x) =

z ∈ C : F(z, y)+ ϕ(y)− ϕ(z)+ 1
r
⟨y− z, z − x⟩ ≥ 0, ∀ y ∈ C

for all z ∈ H. Then the following hold:
(1) for each x ∈ H, T (F ,ϕ)r (x) ≠ ∅;
(2) T (F ,ϕ)r is single-valued;
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(3) T (F ,ϕ)r is firmly nonexpansive, that is, for any x, y ∈ H,T (F ,ϕ)r x− T (F ,ϕ)r y2 ≤ T (F ,ϕ)r x− T (F ,ϕ)r y, x− y ;
(4) F(T (F ,ϕ)r ) = MEP(F , ϕ);
(5) MEP(F , ϕ) is closed and convex.
Lemma 2.2 ([31]). Let C be a nonempty closed convex subset of a real Hilbert space H. Let T : C → C be a k-strict pseudo-
contractive mapping such that F(T ) ≠ ∅.
(1) (Demi-closed principle) T is demi-closed on C, that is, if xn ⇀ x ∈ C and xn − Txn → 0, then x = Tx.
(2) T satisfies the Lipschitz condition
∥Tx− Ty∥ ≤ L ∥x− y∥ = 1+ k
1− k ∥x− y∥ , ∀x, y ∈ C .
(3) The fixed point set F(T ) of T is closed and convex so that the projection PF(T ) is well defined.
Lemma 2.3 ([32]). Let C be a nonempty closed convex subset of a Banach space and let {Tn} be a sequence of mappings of C into
itself. Suppose
∞
n=1 supx∈C ∥Tn+1x− Tnx∥ < ∞. Then for each y ∈ C, {Tny} converges strongly to some point of C. Moreover,
let T be a mapping of C into itself defined by Ty = limn→∞ Tny,∀ y ∈ C. Then limn→∞ supx∈C ∥Tnx− Tx∥ = 0.
Lemma 2.4 ([33]). Let H be a real Hilbert space, let C be a closed convex subset of H, and let T : C → C be a nonexpansive
mappingwith F(T ) ≠ ∅. If {xn} is a sequence in C weakly converging to x and if (I−T )xn converges strongly to y, then (I−T )x = y.
Lemma 2.5. Let C be a nonempty closed convex subset of a real Hilbert space H. Let Ai : C → H be an αi-inverse-strongly
accretive mapping, where i ∈ {1, 2, . . . ,N}. Let G : C → C be a mapping defined by
G(x) = PC (I − λNAN)PC (I − λN−1AN−1) · · · PC (I − λ2A2)PC (I − λ1A1)x, ∀ x ∈ C .
If 0 < λi ≤ 2αi, i = 1, 2, . . . ,N, then G : C → C is nonexpansive.
Proof. PutΩ i = PC (I − λiAi)PC (I − λi−1Ai−1) · · · PC (I − λ2A2)PC (I − λ1A1), i = 1, 2, . . . ,N andΩ0 = I , where I is identity
mapping. Then G = ΩN . For all x, y ∈ C , it follows from (2.8) that
∥Gx− Gy∥ = ΩNx−ΩNy
= PC (I − λNAN)ΩN−1x− PC (I − λNAN)ΩN−1y
≤ (I − λNAN)ΩN−1x− (I − λNAN)ΩN−1y
≤ ΩN−1x−ΩN−1y
...
≤ Ω0x−Ω0y ,
= ∥x− y∥
which implies G is nonexpansive. This completes the proof. 
Lemma 2.6. Let C be a nonempty closed convex subset of a real Hilbert space H. Let Ai : C → H be nonlinear mapping, where
i = 1, 2, . . . ,N. For given x∗i ∈ C, i = 1, 2, . . . ,N, (x∗1, x∗2, . . . , x∗N) is a solution of problem (1.9) if and only if
x∗i = PC (I − λi−1Ai−1)x∗i−1, x∗1 = QC (I − λNAN)x∗N , i = 2, . . . ,N.
That is
x∗1 = PC (I − λNAN)QC (I − λN−1AN−1) · · · PC (I − λ2A2)PC (I − λ1A1)x∗1.
Proof. We can rewrite (1.9) as

x∗1 − (x∗N − λNANx∗N), x− x∗1
 ≥ 0, ∀ x ∈ C,
x∗N − (x∗N−1 − λN−1AN−1x∗N−1), x− x∗N
 ≥ 0, ∀ x ∈ C,
...
x∗3 − (x∗2 − λ2A2x∗2), x− x∗3
 ≥ 0, ∀ x ∈ C .
x∗2 − (x∗1 − λ1A1x∗1), x− x∗2
 ≥ 0, ∀ x ∈ C .
(2.9)
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From (2.5), we deduce that (2.9) is equivalent to
x∗i = PC (I − λi−1Ai−1)x∗i−1, x∗1 = PC (I − λNAN)x∗N , i = 2, . . . ,N.
Therefore we have
x∗1 = PC (I − λNAN)PC (I − λN−1AN−1) · · · PC (I − λ2A2)PC (I − λ1A1)x∗1.
This completes the proof. 
3. Main results
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let {Fk}Mk=1 be a family of bifunctions from
C × C → R satisfying (A1)–(A4), {ϕk}Mk=1 be a family of proper lower semicontinuous functions from C into R ∪ {+∞} and
{Bk}Mk=1 be a family of µk-inverse-strongly monotone mappings of C into H. Let Ai be ηi-inverse-strongly monotone, respectively,
where i ∈ {1, 2, . . . ,N}. Let {Sn}∞i=1 be a family of δi-strict pseudocontractive mappings of C into itself such that F = (∩Mi=1
GMEP(Fi, ϕi, Bi)) ∩ F(G) ∩ (∩∞i=1 F(Si)) ≠ ∅, where G is defined by Lemma 2.5. Assume that either (B1) or (B2) holds. Pick any
x0 ∈ H and set C1 = C. Let {xn} be a sequence generated by x1 = PC1x0 and
un = T (FM ,ϕM )rM,n (I − rM,nBM)T
(FM−1,ϕM−1)
rM−1,n (I − rM−1,nBM−1) · · · T (F1,ϕ1)r1,n (I − r1,nB1)xn,
yn = PC (I − λNAN)PC (I − λN−1AN−1) · · · PC (I − λ2A2)PC (I − λ1A1)un,
zn = αnyn + (1− αn)Snyn,
Cn+1 = {z ∈ Cn : ∥zn − z∥ ≤ ∥xn − z∥} ,
xn+1 = PCn+1x0, ∀ n ≥ 1.
(3.1)
Assume that {λi} ⊂ (0, 2ηi), i ∈ {1, 2, . . . ,N} ,

rk,n
 ⊂ [ek, fk] ⊂ (0, 2µk), where k ∈ {1, 2, . . . ,M}. Let δ = supi≥1 δi and
assume δ ≤ αn ≤ g < 1. Suppose∞n=1 supx∈B ∥Sn+1x− Snx∥ < ∞ for any bounded subset B of C and let S be a mapping of
C into itself defined by Sx = limn→∞ Snx for all x ∈ C. Suppose that F(S) = ∩∞n=1 F(Sn). Then {xn} converges strongly to PFx0.
Proof. It is obvious that Cn is closed for each n ∈ N. Since ∥zn − z∥ ≤ ∥xn − z∥ is equivalent to
∥zn − xn∥2 + 2 ⟨zn − xn, xn − z⟩ ≤ 0,
we have that Cn is convex for each n ∈ N. Thus {xn} is well defined. Putting
Θkn = T (Fk,ϕk)rk,n (I − rk,nBM)T
(Fk−1,ϕk−1)
rk−1,n (I − rk−1,nBk−1) · · · T (F1,ϕ1)r1,n (I − r1,nB1), ∀ k ∈ {1, 2, . . . ,M} , n ∈ N,
and
Ω i = PC (I − λiAi)PC (I − λi−1Ai−1) · · · PC (I − λ2A2)PC (I − λ1A1), ∀ i ∈ {1, 2, . . . ,N} ,
Θ0n = Ω0 = I , where I is the identity mapping on H . Then we have that un = ΘMn xn and yn = ΩNun. From Lemma 2.1
and (2.8), it can be seen easily thatΘkn andΩ
i are nonexpansive, where k ∈ {1, 2, . . . ,M} , i ∈ {1, 2, . . . ,N}. We divide the
proof into four steps.
Step 1 We show by induction that F ⊂ Cn for each n ∈ N. It is obvious that F ⊂ C1 = C . Suppose that F ⊂ Cn for some
n ∈ N. Let p ∈ F , by Lemma 2.1, we have
∥un − p∥ =
ΘMn xn −ΘMn p ≤ ∥xn − p∥ . (3.2)
It follows from (3.2) that
∥yn − p∥ =
ΩNun −ΩNp
≤ ∥un − p∥
≤ ∥xn − p∥ . (3.3)
From (2.2) and (3.3), we have
∥zn − p∥2 = ∥αn(yn − p)+ (1− αn)(Snyn − p)∥2
= αn ∥yn − p∥2 + (1− αn) ∥Snyn − p∥2 − αn(1− αn) ∥yn − Snyn∥2
≤ αn ∥yn − p∥2 + (1− αn)(∥yn − p∥2 + δ ∥yn − Snyn∥2)− αn(1− αn) ∥yn − Snyn∥2
= ∥yn − p∥2 + (1− αn)(δ − αn) ∥yn − Snyn∥2
≤ ∥yn − p∥2
≤ ∥xn − p∥2 . (3.4)
And hence p ∈ Cn+1. This implies that p ∈ Cn for all n ∈ N.
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Step 2 We prove that limn→∞ ∥xn − zn∥ = 0.
Let v = PFx0. From xn = PCnx0 and v ∈ F ⊂ Cn, we obtain
∥xn − x0∥ ≤ ∥v − x0∥ . (3.5)
This implies that {xn} is bounded. Since xn+1 ∈ Cn+1 ⊂ Cn and xn = PCnx0, we have
∥xn − x0∥ ≤ ∥xn+1 − x0∥ , ∀ n ∈ N.
Therefore limn→∞ ∥xn − x0∥ exists. From xn = PCnx0, xn+1 ∈ Cn+1 ⊂ Cn and (2.6), we obtain
∥xn+1 − xn∥2 ≤ ∥x0 − xn+1∥2 − ∥x0 − xn∥2 ,
which implies
lim
n→∞ ∥xn+1 − xn∥ = 0. (3.6)
It follows from xn+1 ∈ Cn+1 that ∥zn − xn+1∥ ≤ ∥xn − xn+1∥, and hence
∥xn − zn∥ ≤ ∥xn − xn+1∥ + ∥xn+1 − zn∥ ≤ 2 ∥xn − xn+1∥ .
From (3.6), we have
lim
n→∞ ∥xn − zn∥ = 0. (3.7)
Step 3 We show that limn→∞ ∥xn − un∥ = 0, limn→∞ ∥un − yn∥ = 0.
First we prove that
lim
n→∞
Θknxn −Θk−1n xn = 0, k = 1, 2, . . . ,M. (3.8)
For p ∈ F , it follows from (2.8) thatΘknxn − p2 = T (Fk,ϕk)rk,n (I − rk,nBk)Θk−1n xn − T (Fk,ϕk)rk,n (I − rk,nBk)p2
≤ (I − rk,nBk)Θk−1n xn − (I − rk,nBk)p2
≤ Θk−1n xn − p2 + rk,n(rk,n − 2µk) BkΘk−1n xn − Bkp2
≤ ∥xn − p∥2 + rk,n(rk,n − 2µk)
BkΘk−1n xn − Bkp2 . (3.9)
By (3.3) and (3.4), we have
∥zn − p∥2 ≤ ∥un − p∥2 =
ΘMn xn − p2
≤ Θknxn − p2 . (3.10)
Substituting (3.9) into (3.10), we have
∥zn − p∥2 ≤ ∥xn − p∥2 + rk,n(rk,n − 2µk)
BkΘk−1n xn − Bkp2 ,
which implies that
rk,n(2µk − rk,n)
BkΘk−1n xn − Bkp2
≤ ∥xn − p∥2 − ∥zn − p∥2
≤ ∥xn − zn∥ (∥xn − p∥ + ∥zn − p∥).
Since

rk,n
 ⊂ [ek, fk] ⊂ (0, 2µk), where k ∈ {1, 2, . . . ,M}, and (3.7), we obtain
lim
n→∞
BkΘk−1n xn − Bkp = 0, k = 1, 2, . . . ,M. (3.11)
By Lemma 2.1 and (2.1), we haveΘknxn − p2 = T (Fk,ϕk)rk,n (I − rk,nBk)Θk−1n xn − T (Fk,ϕk)rk,n (I − rk,nBk)p2
≤ (I − rk,nBk)Θk−1n xn − (I − rk,nBk)p,Θknxn − p
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= 1
2
(I − rk,nBk)Θk−1n xn − (I − rk,nBk)p2 + Θknxn − p2
− (I − rk,nBk)Θk−1n xn − (I − rk,nBk)p− (Θknxn − p)2

≤ 1
2
Θk−1n xn − p2 + Θknxn − p2 − Θk−1n xn −Θknxn − rk,n(BkΘk−1n xn − Bkp)2 ,
which impliesΘknxn − p2 ≤ Θk−1n xn − p2 − Θk−1n xn −Θknxn − rk,n(BkΘk−1n xn − Bkp)2
= Θk−1n xn − p2 − Θk−1n xn −Θknxn2 − r2k,n BkΘk−1n xn − Bkp2
+ 2rk,n

Θk−1n xn −Θknxn, BkΘk−1n xn − Bkp

≤ Θk−1n xn − p2 − Θk−1n xn −Θknxn2 + 2rk,n Θk−1n xn −Θknxn BkΘk−1n xn − Bkp
≤ ∥xn − p∥2 −
Θk−1n xn −Θknxn2 + 2rk,n Θk−1n xn −Θknxn BkΘk−1n xn − Bkp . (3.12)
Substituting (3.12) into (3.10), we obtain
∥zn − p∥2 ≤ ∥xn − p∥2 −
Θk−1n xn −Θknxn2 + 2rk,n Θk−1n xn −Θknxn BkΘk−1n xn − Bkp ,
which impliesΘk−1n xn −Θknxn2 ≤ ∥xn − p∥2 − ∥zn − p∥2 + 2rk,n Θk−1n xn −Θknxn BkΘk−1n xn − Bkp
≤ ∥xn − zn∥ (∥xn − p∥ + ∥zn − p∥)+ 2rk,n
Θk−1n xn −Θknxn BkΘk−1n xn − Bkp .
From (3.7) and (3.11), we have that (3.8) holds. Therefore we get
∥xn − un∥ =
Θ0n xn −ΘMn xn
≤ Θ0n xn −Θ1n xn+ Θ1n xn −Θ2n xn+ · · · + ΘM−1n xn −ΘMn xn
→ 0 as n →∞. (3.13)
Next we show that
lim
n→∞
AiΩ i−1un − AiΩ i−1p = 0, i = 1, 2, . . . ,N. (3.14)
By (2.8), we haveΩNun −ΩNp2 = PC (I − λNAN)ΩN−1un − PC (I − λNAN)ΩN−1p2
≤ (I − λNAN)ΩN−1un − (I − λNAN)ΩN−1p2
≤ ΩN−1un −ΩN−1p2 + λN(λN − 2ηN) ANΩN−1un − ANΩN−1p2 . (3.15)
By induction, we getΩNun −ΩNp2 ≤ ∥un − p∥2 + N
i=1
λi(λi − 2ηi)
AiΩ i−1un − AiΩ i−1p2
≤ ∥xn − p∥2 +
N
i=1
λi(λi − 2ηi)
AiΩ i−1un − AiΩ i−1p2 . (3.16)
By (3.4), we have
∥zn − p∥2 ≤ ∥yn − p∥2
= ΩNun −ΩNp2 . (3.17)
Substituting (3.16) into (3.17), we have
∥zn − p∥2 ≤ ∥xn − p∥2 +
N
i=1
λi(λi − 2ηi)
AiΩ i−1un − AiΩ i−1p2 ,
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which implies
N
i=1
λi(2ηi − λi)
AiΩ i−1un − AiΩ i−1p2 ≤ ∥xn − p∥2 − ∥zn − p∥2
≤ ∥xn − zn∥ (∥xn − p∥ + ∥zn − p∥).
Since {λi} ⊂ (0, 2ηi),where i ∈ {1, 2, . . . ,N} and (3.7), we have (3.14) holds. From (2.4) and (2.1), we obtainΩNun −ΩNp2 = PC (I − λNAN)ΩN−1un − PC (I − λNAN)ΩN−1p2
≤ (I − λNAN)ΩN−1un − (I − λNAN)ΩN−1p,ΩNun −ΩNp
= 1
2
(I − λNAN)ΩN−1un − (I − λNAN)ΩN−1p2 + ΩNun −ΩNp2
− (I − λNAN)ΩN−1un − (I − λNAN)ΩN−1p− (ΩNun −ΩNp)2
≤ 1
2
ΩN−1un −ΩN−1p2 + ΩNun −ΩNp2
− ΩN−1un −ΩNun +ΩNp−ΩN−1p− λN(ANΩN−1un − ANΩN−1p)2,
which impliesΩNun −ΩNp2 ≤ ΩN−1un −ΩN−1p2
− ΩN−1un −ΩNun +ΩNp−ΩN−1p− λN(ANΩN−1un − ANΩN−1p)2
= ΩN−1un −ΩN−1p2 − ΩN−1un −ΩNun +ΩNp−ΩN−1p2
− λ2N
ANΩN−1un − ANΩN−1p2
+ 2λN

ΩN−1un −ΩNun +ΩNp−ΩN−1p, ANΩN−1un − ANΩN−1p

≤ ΩN−1un −ΩN−1p2 − ΩN−1un −ΩNun +ΩNp−ΩN−1p2
+ 2λN
ΩN−1un −ΩNun +ΩNp−ΩN−1p ANΩN−1un − ANΩN−1p . (3.18)
By induction, we haveΩNun −ΩNp2 ≤ ∥un − p∥2 − N
i=1
Ω i−1un −Ω iun +Ω ip−Ω i−1p2
+
N
i=1
2λi
Ω i−1un −Ω iun +Ω ip−Ω i−1p AiΩ i−1un − AiΩ i−1p
≤ ∥xn − p∥2 −
N
i=1
Ω i−1un −Ω iun +Ω ip−Ω i−1p2
+
N
i=1
2λi
Ω i−1un −Ω iun +Ω ip−Ω i−1p AiΩ i−1un − AiΩ i−1p . (3.19)
Substituting (3.19) into (3.17), we have
∥zn − p∥2 ≤ ∥xn − p∥2 −
N
i=1
Ω i−1un −Ω iun +Ω ip−Ω i−1p2
+
N
i=1
2λi
Ω i−1un −Ω iun +Ω ip−Ω i−1p AiΩ i−1un − AiΩ i−1p ,
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which implies
N
i=1
Ω i−1un −Ω iun +Ω ip−Ω i−1p2
≤ ∥xn − p∥2 − ∥zn − p∥2 +
N
i=1
2λi
Ω i−1un −Ω iun +Ω ip−Ω i−1p AiΩ i−1un − AiΩ i−1p
≤ ∥xn − zn∥ (∥xn − p∥ + ∥zn − p∥)+
N
i=1
2λi
Ω i−1un −Ω iun +Ω ip−Ω i−1p AiΩ i−1un − AiΩ i−1p .
It follows from (3.7) and (3.14), we have
lim
n→∞
Ω i−1un −Ω iun +Ω ip−Ω i−1p = 0, i = 1, 2, . . . ,N. (3.20)
From (3.20), we obtain
∥un − yn∥ =
Ω0un −ΩNun
≤
N
i=1
Ω i−1un −Ω iun +Ω ip−Ω i−1p
→ 0 as n →∞. (3.21)
From (3.13) and (3.21), we have
∥xn − yn∥ ≤ ∥xn − un∥ + ∥un − yn∥
→ 0 as n →∞. (3.22)
We observe
∥zn − xn∥ = ∥αn(yn − xn)+ (1− αn)(Snyn − xn)∥
≥ (1− αn) ∥Snyn − xn∥ − αn ∥yn − xn∥ ,
which implies
∥Snyn − xn∥ ≤ 11− αn (αn ∥yn − xn∥ + ∥zn − xn∥) .
From (3.7), (3.22) and αn ≤ f < 1, we obtain
lim
n→∞ ∥Snyn − xn∥ = 0. (3.23)
Combining (3.22) and (3.23), we have
∥Snyn − yn∥ ≤ ∥Snyn − xn∥ + ∥xn − yn∥
→ 0 as n →∞. (3.24)
It follows from Lemma 2.3 and (3.24) that
∥Syn − yn∥ ≤ ∥Syn − Snyn∥ + ∥Snyn − yn∥
→ 0 as n →∞. (3.25)
Step 4 We show that xn → v, where v = PFx0.
Since {xn} is bounded, there exists a subsequence

xni

which converges weakly to ω. From (3.8), (3.13) and (3.21), we
have thatΘknixni ⇀ ω, uni ⇀ ω, yni ⇀ ω, where k ∈ {1, 2, . . . ,M}. From (3.25) and Lemma 2.2, we have that w ∈ F(S) =
∩∞n=1 F(Sn). From (3.21), Lemmas 2.4 and 2.5, we obtain w ∈ F(G). Next we prove that ω ∈ ∩Mk=1 GMEP(Fk, ϕk, Bk). Since
Θknxn = T (Fk,ϕk)rk,n (I − rk,nBk)Θk−1n xn , n ≥ 1, k ∈ {1, 2, . . . ,M}, we have
Fk(Θknxn, y)+ ϕk(y)− ϕk(Θknxn)+

BkΘk−1n xn, y−Θknxn
+ 1
rk,n

y−Θknxn,Θknxn −Θk−1n xn
 ≥ 0.
By (A2), we have
ϕk(y)− ϕk(Θknxn)+

BkΘk−1n xn, y−Θknxn
+ 1
rk,n

y−Θknxn,Θknxn −Θk−1n xn
 ≥ Fk(y,Θknxn)
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Let zt = ty+ (1− t)ω for all t ∈ (0, 1] and y ∈ C . This implies that zt ∈ C . Then, we have
zt −Θknxn, Bkzt
 ≥ ϕk(Θknxn)− ϕk(zt)+ zt −Θknxn, Bkzt − zt −Θknxn, BkΘk−1n xn
−

zt −Θknxn,
Θknxn −Θk−1n xn
rk,n

+ Fk(zt ,Θknxn)
= ϕk(Θknxn)− ϕk(zt)+

zt −Θknxn, Bkzt − BkΘknxn
+ zt −Θknxn, BkΘknxn − BkΘk−1n xn
−

zt −Θknxn,
Θknxn −Θk−1n xn
rk,n

+ Fk(zt ,Θknxn).
By (3.8), we have
BkΘknxn − BkΘk−1n xn → 0 as n → ∞. Furthermore, by the monotonicity of Bk, we obtain ⟨zt − Θknxn,
Bkzt − BkΘknxn⟩ ≥ 0. Then, by (A4) we obtain,
⟨zt − ω, Bkzt⟩ ≥ ϕk(ω)− ϕk(zt)+ Fk(zt , ω). (3.26)
Using (A1), (A4) and (3.26), we obtain
0 = Fk(zt , zt)+ ϕk(zt)− ϕk(zt)
≤ tFk(zt , y)+ (1− t)Fk(zt , ω)+ tϕk(y)+ (1− t)ϕk(ω)− ϕk(zt)
≤ t[Fk(zt , y)+ ϕk(y)− ϕk(zt)] + (1− t) ⟨zt − ω, Bkzt⟩
= t[Fk(zt , y)+ ϕk(y)− ϕk(zt)] + (1− t)t ⟨y− ω, Bkzt⟩ ,
and hence
0 ≤ Fk(zt , y)+ ϕk(y)− ϕk(zt)+ (1− t) ⟨y− ω, Bkzt⟩ .
Letting t → 0, we have, for each y ∈ C ,
0 ≤ Fk(ω, y)+ ϕk(y)− ϕk(ω)+ ⟨y− ω, Bkω⟩ .
This implies that ω ∈ GMEP(Fk, ϕk, Bk). Hence ω ∈ ∩Mk=1 GMEP(Fk, ϕk, Bk). Therefore,
z ∈ F = (∩Mi=1 GMEP(Fi, ϕi, Bi)) ∩ (F(G)) ∩ (∩∞i=1 F(Si)).
Since ω ∈ F , v = PFx0, (3.5) and the lower semicontinuousness of the norm, we obtain
∥v − x0∥ ≤ ∥ω − x0∥ ≤ lim inf
i→∞
xni − x0 ≤ lim sup
i→∞
xni − x0 ≤ ∥v − x0∥ .
Thus, we obtain ω = v and limi→∞
xni − x0 = ∥ω − x0∥. From xni − x0 ⇀ ω− x0 and the Kadec–Klee property of H , we
have xni − x0 → ω − x0, and hence xni → ω. This implies that xn → ω = v. This completes the proof. 
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