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Abstract 
Coastal Tanzania, a region of historical and geopolitical importance in the western Indian 
Ocean, is a place where the problem of rapid environmental change is inextricably entwined 
with the challenges of development. In this region, although the fingerprint of the 
anthropocene has been discernible over the last century, there is paucity of research on how 
the population has interacted with the changing environment to generate disparities in 
perceptions of climate change and human health outcomes. The objectives of this thesis are 
four-fold: to assess barriers to climate change adaptation based on context (place), to explain 
group disparities in barriers to climate change adaptation based on relative well-being 
(income poverty), to evaluate description-based and experience-based perceptions of 
environmental change, and to analyse the relationship between subjective and objective 
health status, on the one hand, and public perception of human health risks associated with 
climate change, on the other hand. Cross-sectional survey data on 1253 individuals (606 
males and 647 females) were collected during March and September 2013 to make 
inferences about the population in this region. This was complemented with 50-year (1960-
2009) meteorological data on rainfall and temperature. Multivariate regression, 
counterfactual decomposition, multinomial regression and time-series were used in the 
quantitative analyses. The results show that barriers to adaptation to climate change mainly 
reflect strong place-specific differences among the population. Disparities in barriers to 
climate adaptation between poor and nonpoor residents are mainly attributable to group 
differences in the magnitudes of the determinants (endowments) rather than group 
differences in the effects of the determinants (coefficients). There is agreement between 
respondents’ perceptions of temperature change and available scientific climatic evidence 
over the 50-year period although results on perception of rainfall patterns were varied. 
Generally, higher ratings on subjective health status were associated with lower scores on 
perceived human health risks of climate change. Concerning objective health status, the 
results were varied. Individuals who indicated that they had been previously diagnosed with 
hepatitis, skin conditions or tuberculosis had lower scores on perceived health risks of 
climate change unlike their counterparts who stated that they had been previously diagnosed 
with malaria in the past 12 months or had been diagnosed with HIV/AIDS. These 
relationships persist even when biosocial and sociocultural attributes are taken into 
 iii 
 
consideration. The results underscore the complex ways in which objective and subjective 
health interact with biosocial, sociocultural and contextual factors to shape public perception 
on health risks associated with climate change. At least two policy implications originate 
from the findings of this dissertation. First, disentangling the complex indirect pathways 
among barriers to climate change adaptation, place-based attributes and relative well-being is 
a challenging research endeavour that requires the development of new partnerships to 
provide more accurate data. Given the complex mechanism by which experiential climate 
change acts, collectively, with compositional and contextual factors to influence public 
perception of climate change-related human health risks, it is probably apt to approach the 
study of environmental change and human health using integrative frameworks.  
 
Keywords 
Climate change, vulnerability, adaptation, health risk perception, temperature, rainfall, place, 
biosocial, socio-cultural, human-environment, barriers, poverty, counterfactual 
decomposition, time series, multinomial, regression, policy, coastal, Tanzania  
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Chapter 1  
 
"If you want to learn about the health of a population, look at the air they breathe, the 
water they drink, and the places where they live."  
– Hippocrates, the Father of Medicine, in the Fifth Century BC.  
 
1 Introduction 
This thesis assesses four interrelated dimensions of the complex relationship between 
environmental change (including climate change) and disparities in perceived and actual 
human health outcomes in three coastal regions of the United Republic of Tanzania. This 
chapter provides a brief overview and organization of the thesis. It summarizes relevant 
literature that traces current themes on the Anthropocene (man as a force of nature), the 
dynamic relationships between people and their environment, how people adapt to the 
environment, how they change it and how this change may influence vulnerability and 
consequently, culminate in disparities in perceived and actual human health outcomes. 
This chapter also explains how the thesis is situated within the broader sub-discipline of 
geographies of human-environment interaction. This is followed by a brief description of 
the overall conceptual framework that informed this research and study objectives. It 
concludes with an outline of the linkages among the various chapters in this thesis.  
1.1 The Anthropocene 
The debate on global environmental change is gradually evolving from a predominant 
emphasis on biophysical processes to a focus on societal processes interacting with the 
climate and environment (Adger et al., 2013). This shift in focus is predicated on the 
recognition that although humans have always altered their local environments, 
compelled by the growing needs of a rapidly expanding and increasingly affluent world 
population, human impacts on the Earth’s ecosystems since the mid-20th century have 
become unparalleled in magnitude and scale (Crutzen and Stoermer, 2000; Crutzen, 
2 
 
2002; Zalasiewicz et al., 2011). This tremendous human influence on nature and society 
is what has consistently been described as the Anthropocene in the burgeoning literature 
on geographies of human-environment interaction (Crutzen and Stoermer, 2000; Crutzen, 
2002; Zalasiewicz et al., 2011).  
The Anthropocene concept recognizes that humanity is interfering, interacting, and 
communicating with the Earth’s long-term systems with increasing intensity. This 
suggests that people and societies are no longer regarded as peripheral to the Earth 
system but as an integral and differentiated part of it – creating the problems and holding 
the key to their solution, as well (Hackmann et al., 2014; Palsson et al., 2013). Specific 
contexts – be they geographic, cultural or personal – are intrinsic to how drivers and 
responses to environmental change manifest. Equally significant are the many other 
challenges that affect those contexts (Ehrlich and Ehrlich, 2013; Patz et al., 2005; 
Rockström et al., 2009).  According to Brown et al. (2010), the interaction of climate 
change problems with social crises such as poverty and multidimensional inequalities, 
and the inevitable trade-offs across communities, sectors, space and time cumulatively 
characterize environmental change, and by extension, climate change, as a messy 
problem.  
Hackmann et al. (2014) argue that it is imperative to position humans at the core of 
environmental change – for three distinct but closely-related reasons.  First, we can no 
longer disentangle social and environmental systems and problems; they are inextricably 
linked. Second, in the Anthropocene, humans are fundamentally and massively altering 
planetary systems from the state they were in just a few centuries ago – a remarkable and 
unprecedented condition of human existence. And third, in response to the challenges 
confronting mankind, society will have to either seek out deliberately, or be subjected 
involuntarily to, profound societal transformation. To reframe and reinterpret 
environmental change as a fundamentally social process means deviating from several 
decades of physical science dominance of global change research. To open up 
possibilities for solutions that are innovative, feasible and acceptable, we currently 
require framings that accentuate the social, political, economic and cultural nature of 
environmental change, and prioritize people’s beliefs and values, their behaviours, 
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practices and the institutions that mediate them (Hackmann et al., 2014). According to 
Gasper et al. (2013), this is critical because framing potentially shapes what is perceived 
as important and why, and guides actions in particular directions.  
The Anthropocene is a surprisingly malleable concept that accommodates several co-
existing and, at times, contesting narratives. It reframes the ever-evolving relationship 
between humans and their non-human environment. The concept has rapidly transcended 
its geological and Earth-systemic confines to encompass a much wider range of 
questions. The Anthropocene represents the emergence of a new worldview:  humans are 
an integral part of the Earth system and, more importantly, can collectively shape the 
future. Understanding the new epoch requires understanding the role of beliefs, values 
and identities in recognizing and responding to complex collective challenges. The 
broadening interest in the Anthropocene is desirable, not least because of its potential to 
recast issues such as climate change, environmental history and technology in a new 
light. The eventual realization of this potential, of course, depends on the extent to which 
scholars resist the temptation for consensus and convention, and instead welcome “the 
controlled conflict generated by paradoxes (Ramadier, 2004).  
The concept of the anthropocene has not entirely escaped critique. It is frequently 
contended that the standard Anthropocene narrative masks the history of exploitation and 
inequalities that helped to precipitate and sustain the new epoch. For instance, Malm and 
Hornborg (2014), argue that insofar as the concept occludes the historical origins of 
global warming and sinks the fossil economy into unalterable conditions, ‘the 
Anthropocene’ is an ideology, which is more the product of the dominance of natural 
science in the field of climate change. Some scholars also argue that the concept fails to 
account for the deep structural parameters that give rise to and perpetuate vulnerability 
(Ribot, 2014). In this context, critical body of literature discuss the notion of vulnerability 
as an instrument for enhancing our understanding of the risks heralded by the 
Anthropocene, and to explore alternative avenues for improving the responses to such 
threats. This line of scholarly work departs from definitions of vulnerability in 
sustainability studies (Turner et al., 2003; Smit and Wandel, 2006; Gallopín, 2006), and 
assesses the exposure of disadvantaged populations to hazards, and the sensitivity, 
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adaptive capacity and resilience of coupled human-environment systems. These closely 
related overlapping concepts provide a starting point for a comprehensive investigation of 
the nature, impacts and ways of counteracting human-induced disturbances in socio-
ecological systems. A focal point of special interest is the politics of vulnerability and 
resilience as way to acknowledge the significance of the social and spatial re-distribution 
of costs and benefits brought about by vulnerability-relevant policy action across all 
scales of governance (Pachauri et al., 2014; Scott et al., 2015). Notwithstanding the 
critiques of the Anthropocene, it still provides a useful contextual background to examine 
human-environment interaction in a dynamic and ever changing world.  
 
1.2 Human-Environment Interaction 
Human-Environment interaction suggests the coupling of nature and society (Turner et 
al., 2003). Human-Environment interaction is fundamentally geographic and examines 
the exchange of information on cognitive constructs (perceptions, feelings, beliefs, etc.) 
and behavioural patterns between humans and their environment (Golledge, 2006; 
Moore, 2004). The exchange of information shapes both human behaviour and the 
environment. This thesis is premised on the assumptions that we develop human–
environment relational knowledge via an interactional or experiential process, and “that 
our behaviours reveal how we have bridged the gap between information encoded and 
stored in long-term memory, our sensing of the world around us, and the hard facts of 
objective reality” (Golledge, 2006:77).  
Human-environment relational knowledge provides a reasonable way of understanding 
the rationale behind daily, weekly, monthly, yearly, or longer episodic patterns of human 
activity under conditions of changing environments (see Binder et al., 2013; Eisenberg et 
al., 2007; Plowright et al., 2008). Fundamentally, this thesis identifies with Golledge 
(2006) that only by understanding the processes that guide thinking, reasoning, and acting 
can we fully comprehend the geospatial patterns found in human–environment relations. 
Within this context, each individual has a means of constructing a reality in a way that 
facilitates comprehension. This may involve recognizing systems of spatial relations 
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among objects, between people, and among people and objects. So, each being needs an 
understanding of itself in relation to external objects and settings in which the objects 
exist. People in general must have the ability to form simultaneous spatiotemporal 
understandings that incorporate both physical relations and the human interpretation of 
those relations (Golledge, 2002).   
 
1.3 Coupled nature-society systems and human health 
outcomes 
 
1.3.1 Ecosystem change and human health 
The coupled nature–society systems framework (Turner et al., 2003) provides a useful 
overarching conceptual lens through which this thesis can be understood. The framework 
draws on multi-factorial notions of the relationship between ecosystem health (as 
indicated by environmental conditions) and human health as shown in Figure 1.1 below.  
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Figure 1.1: The major elements of environmental change-induced human health 
responses in coupled nature-society systems (modified from Turner et al., 2003) 
There are two inextricably linked subsystems in the framework: the natural dimension 
(ecosystems and the services they provide) and the human dimension (intellectual, socio-
economic, political, health). Coastal Tanzania (grey region in the centre) is nested in East 
Africa (brown region), which, in turn, is embedded in the Indian Ocean World (Blue 
outer region).  
The framework provides the broad classes of components and linkages that comprise a 
coupled system’s vulnerability to adverse environmental conditions. The basic structure 
consists of: (i) linkages to the broader human and biophysical (environmental) conditions 
and processes operating in coastal Tanzania and beyond; (ii) perturbations and stressors-
stress that emerge from these conditions and processes; and (iii) the coupled human–
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environment system of concern in which vulnerability resides, including exposure and 
responses (i.e., coping, impacts, adjustments, and adaptations). These elements are 
interactive and scale dependent, such that analysis is affected by the way in which the 
coupled system is conceptualized and bounded for study. The framework incorporates 
elements of exposure, sensitivity and resilience. The coupled human–environment system 
constitutes the place of analysis. The environmental processes and human health 
outcomes in the system arise from influences outside and inside the system and place but, 
given their complexity and possible nonlinearity, their precise character is commonly 
specific to the place-based system (Levy et al., 2012; Turner et al., 2003). For these 
reasons, the environmental processes and human health outcomes are located both within 
and beyond the place of assessment (coastal Tanzania). These processes and outcomes 
hold the potential to affect the coupled system, including the ways in which the system 
experiences perturbations and stressors.     
1.3.2 Socio-ecological systems and ecologies of health 
One promising approach to understanding the ecologies of health is to focus on complex, 
reciprocal interactions among ecosystems, society, and human health. Stokols (1996) 
proposes four core principles that underlie the ways in which social-ecological systems 
can contribute to efforts to understanding ecologies of health, coupled human-
environment interaction, and cultural and social institutions. First, health status, 
emotional well-being, and social cohesion are influenced by the physical, social, and 
cultural dimensions of the individual’s or community’s environment and personal 
attributes (e.g., behaviour patterns). Also, the same environment may have different 
effects on an individual’s health depending on a variety of factors, including perceptions 
of ability to control the environment and financial resources. Furthermore, individuals 
and groups operate in multiple environments (e.g., workplace, neighborhood, larger 
geographic communities) that “spill over” and influence each other. Then, there are 
personal and environmental “leverage points,” such as available resources, social norms, 
and the physical environment that exert vital influences on health and well-being.  
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1.4 Environmental Health versus Social Determinants of 
Health 
Notwithstanding the common interest in linking the social and environmental 
determinants of health (Parkes et al., 2003), the fields of “environmental health” and 
“social determinants of health” have, hitherto, been inclined to remain conceptually and 
functionally detached. This section draws attention to important international research 
advances that give impetus to the need for integrated approaches to determinants of 
health linking ecosystems, society and human health.  
Recognition of the relationships between environment and health has been a significant 
attribute of society for ages. Many indigenous peoples structured their societies and 
culture along these lines (Parkes et al., 2008). The environmental context for health is 
evident in the earliest documentations of Western scientific tradition, as embodied in the 
quote of Hippocrates that commenced this chapter. Over the past century, the dominant 
scientific approach to environment and health relationships has been to examine cause 
and effect relationships between “proximal” environmental exposures and their health 
effects (Parkes et al., 2008). While substantial advancement has been made with this kind 
of work, the complex, reciprocal interactions among ecosystems, society and health 
necessitate a more integrated and systemic approach. Owing to this, the last two decades 
have experienced a re-emphasis on the environment as context for health, including 
proposals for a “socio-ecologic systems perspective” for epidemiology (McMichael, 
1999) and a convergence of research, policy and practice seeking to re-link social and 
ecological understandings of health (Parkes et al., 2003; Parkes et al., 2008).  Lately, 
progress in how relationships between environment and health are conceptualized bring 
into sharp focus two important trends: an increasing prominence on the environment as 
“ecosystem” (including geographic place as a social-ecological system); and recognition 
of the links between social and environmental determinants of health (Parkes et al., 
2008).  
A wealth of evidence supports the idea that the socioeconomic circumstances of 
individuals and groups have at least as much – and often more – influence on health 
status as medical care and personal health behaviours. The World Health Organization 
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identifies the following as some of the most important social determinants of health 
(Wilkinson and Marmot, 2003): absolute poverty, economic inequality, social status, 
stress, educational attainment, social exclusion, employment and job security, social 
exclusion and food security. Other determinants include housing, nutrition and working 
conditions. Processes that underpin these social determinants of health operate through 
material, psychosocial, and behavioural pathways. At all stages of life, genetics, early 
life, and cultural factors are also strong influences upon health (Brunner and Marmot, 
2006).  In this context, it is well documented that differences in health status are not the 
result of individual differences, but rather of structural differences in the way members of 
these different classes lead their lives (Raphael, 2009). These factors have a significant 
impact on the predisposition of individuals and groups to illness, as well as the way in 
which they experience and recover from illness (Parkes et al., 2008). It is critical that 
scholars and policy makers understand the impact of these factors on the individuals and 
groups that they work with, and include these factors in their assessments. This 
information may affect the choice of intervention and the need for other community 
resources. At a broader level, policy makers can use evidence and their experience to 
advocate for progressive policies that address the social determinants of health. 
 
1.4.1 Ecohealth: recent advances connecting ecosystems, health 
and society 
Recent research and policy direction on geographies of human-environment interaction 
have consolidated a growing body of research, practice and policy that is increasingly 
grouped under the banner of “ecohealth”. Drawing on several disciplines including 
anthropology, epidemiology, public health science and systems ecology, the burgeoning 
field of ecohealth has involved researchers focusing on “ecosystem approaches” to health 
and sustainability (see Lebel, 2003; Parkes et al., 2008; Waltner-Toews, 2004). These 
research strands have been supported and accompanied by groundwork in the field of 
“ecosystem health” in the 1990s which sought, in particular, to create an interface among 
the social, natural and health sciences (Rapport et al., 1998). Ecohealth has also been 
refined through appreciation of the common ground with the field of “conservation 
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medicine” (Aguirre et al., 2002) and what is occasionally designated as “One Health”—
linking human and animal health with increased attention to ecosystem context (Zinsstag 
et al., 2006). 
A critical insight from the field of Ecohealth is that human health and well-being are 
important outcomes of effective ecosystem management. This presents researchers, 
practitioners and policy-makers with the challenges of integrating knowledge from 
multiple disciplines and demands, and has reinvigorated attention to cross-disciplinary; 
inter sectoral and multi-stakeholder governance strategies that harness the common 
ground between public health and sustainable development (Soskolne et al., 2007; 
Waltner-Toews et al., 2004). According to Parkes et al. (2008), a significant attribute of 
the emergence of ecosystem approaches to health is that they have developed in a variety 
of contexts beyond the academic and university context in developed countries. For 
example, Canada’s International Development Research Centre’s “Ecosystem 
Approaches to Human Health (Ecohealth)” Program Initiative has funded a growing body 
of Ecohealth research and projects in Africa and other parts of the world (De Plaen and 
Kilelu, 2004; Lebel, 2003).  
 
1.4.2 Other conceptual models relating health, environment and 
social processes  
The emergence of the field of Ecohealth has been supported and informed by 
developments in theory, methods and practice that link health, ecosystems and society, as 
well as conceptual models that aim to frame the relationships between environmental and 
social determinants of human health (Parkes et al., 2008). A defining characteristic of 
most of such conceptual models is their resonance with the concept of reciprocity 
between biophysical and socio-economic environments (ecosystems and social systems). 
In this context, two main types of conceptual models are discernible. The first type of 
models consider social processes as actions “in response” to driving forces, pressures, 
and the state of the environment, exposure and health effects (Carneiro et al., 2006), 
whereas the second type of models explicitly re-couple the biophysical and socio-
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economic environment (Parkes et al., 2003; Parkes et al., 2008 VanLeeuwen, 
1998;VanLeeuwen et al., 1999). In terms of how relationships between biophysical and 
socio-economic environments are conceptualized, the second set of models differs from 
the first set in three critical ways. To begin with, the same driving forces and pressures 
can result in combined social and environmental health inequities, hazards and impacts 
(McMichael et al., 2008). Secondly, policies that decrease social inequities and improve 
social cohesion have the potential to not only improve health outcomes (Marmot, 2007; 
Stansfeld, 2006), but also to minimize the drivers of ecosystem change. Next, linked 
social-ecological actions that promote reciprocal maintenance have the potential to create 
a “double-dividend” that improves both the socio-economic and environmental 
determinants of health, as well as achieving the goals of sustainable development 
(McMichael, 2006; Parkes et al., 2003).  
 
1.5 Climate Change Adaptation 
Adaptation means anticipating the adverse effects of climate change and taking 
appropriate action to prevent or minimize the damage they can cause, or taking advantage 
of opportunities that may arise (Eisenack et al., 2014). Examples of adaptation measures 
include: using scarce water resources more efficiently; adapting building codes to future 
climate conditions and extreme weather events; building flood defences and raising the 
levels of dykes; developing drought-tolerant crops; choosing tree species and forestry 
practices less vulnerable to storms and fires; and setting aside land corridors to help 
species migrate. Adaptation strategies are needed at all levels of administration: at the 
local, regional, national and also the international level. Due to the varying severity and 
nature of climate impacts between regions in Africa, most adaptation initiatives will be 
taken at the regional or local levels.  
The ability to cope and adapt also differs across populations, economic sectors and 
regions within sub-Saharan Africa. Adaptation is critical given its potential to reduce 
vulnerability and build resilience in developing countries, especially in those that are 
particularly vulnerable, especially least developed countries, predominantly in Africa 
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(Adger et al., 2013; Eisenack et al., 2014). Notwithstanding this potential, some recent 
critiques of existing responses to climate change highlights the ways in which the global 
poor, who will suffer the most from climate change, are being further marginalized as a 
result of adaptation responses, through hierarchies and social stratification at all scales 
(McNamara, 2013). In fact, hitherto, scholarly works on the critical evaluation of climate 
change adaptation interventions at various spatial scales are inadequate (Conway and 
Mustelin, 2014).  
The notion that adaptation is inherently local is rife in the burgeoning literature on 
climate change adaptation. Within this milieu, community has been used interchangeably 
with local. This has spawned community level climate change adaptation initiatives 
across the globe. However, lately, a growing body of literature indicates that the term 
community is rather heterogeneous. Within the same local community stark disparities in 
vulnerabilities, observed capacities and perceived abilities to adapt exist. For this reason, 
it has been shown that emphasizing community is flawed from the outset, unless there is 
critical understanding of and action to reverse, the social context and dynamics, 
governance structures and power relations that impact on vulnerability (McNamara, 
2013). For instance, in sub-Saharan Africa and indeed other contexts, community-based 
adaptation projects frequently overlook unequal access to livelihood resources and land 
tenure (Cannon, 2008), inequitable participation in decision-making processes 
(McDermott et al, 2013), and political disenfranchisement. For this reason, these climate 
adaptation projects often favour local elites, create community rifts, deepen social 
differentiation and exclusion, and result in maladaptation (McNamara, 2013). Another 
important issue that is ignored is the dark side of the social capital that enables 
community adaptation: downward levelling norms, exclusion, and excessive obligations 
and restrictions (Portes, 1998).   
Due to these asymmetries in power dynamics at the local level critical geographies 
literature advocate the need to recognize that all climate change adaptation projects are 
not inherently positive; and suggest scholarly work to critically understand, and respond 
to community-level power dynamics when designing and implementing adaptation 
research projects. Also, this strand of research proposes that we explicitly recognize that 
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the impacts of climate change, and our responses to such, will lead to a redistribution of 
access to rights and resources, and thus actively fight for an equitable redistribution of 
entitlements, not their further concentration in the hands of the already powerful 
(McNamara, 2013).  
 
1.6 Problem Statement 
A changing environment has potentially extreme and wide-ranging impacts on our 
physical and mental health and on the social wellbeing of communities, as a whole. 
Understanding the complex and multilevel interactions between environmental change 
and human health and wellbeing is a scholarly and policy challenge for the 21
st
 century 
(Luber et al., 2014) that requires locally relevant knowledge. Such knowledge is virtually 
absent especially in the context of sub-Saharan Africa. The multifaceted interactions 
between environmental factors and human health, taking into account multiple pathways 
and connections should be considered in a broader spatial, socio-economic and cultural 
context (Ehrlich and Ehrlich, 2013; Rockström et al., 2009). Although, our understanding 
of these interactions has improved over the years, from a quantitative standpoint, we still 
lack a nuanced comprehension of how compositional and contextual factors jointly 
influence the environmental change-human health nexus. The foregoing issues set the 
scene for this study. The central argument throughout this thesis is that compositional and 
contextual factors that influence barriers to climate change adaptation, actual and 
perceived climate change and public perception of human health risks of climate change 
emanate from the complex and reciprocal interaction between humans and their 
environment.  
 
1.7 Study Objectives 
Four distinct but inter-related objectives were formulated to guide this thesis.  
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1.7.1 Objective 1: Assess the independent effect of 
place/geographic context on personal barriers to climate 
change adaptation  
Ultimately, barriers to climate change adaptation influence human health and well-being. 
Hitherto, research on barriers to climate change adaptation in both developed and 
developing countries has almost exclusively focused on institutional barriers (see Moser 
and Ekstrom, 2010). There is paucity of research on how personal barriers (psychosocial, 
cognitive, and emotive) mediate the process of adaptation to climate change. 
Furthermore, studies on the relationship between contextual or place-specific factors and 
personal barriers to climate change adaptation are lacking. Therefore, objective 1 
contributes to a nuanced understanding of the complex relationship between place-based 
attributes of specific geographic contexts and personal barriers to climate adaptation.     
1.7.2 Objective 2: Explain the gap in barriers to climate adaptation 
based on income poverty 
Even in low income countries such as Tanzania where poverty is rife, the phenomenon is 
not uniform across the population. There are inequalities in the population in terms of 
relative well-being. This implies that there are potential heterogeneities in the barriers 
and the capacity to adapt to climate change between those who are relatively poor and 
those who are not. Thus far, it is unclear whether this inequality in climate change 
adaptation is largely attributable to group differences in the magnitudes of the 
determinants or it is due to group differences in the effects of these determinants, or both. 
The second objective attempts to fill this knowledge gap. The use of counterfactual 
decomposition techniques, in this study, to elucidate disparities in barriers to climate 
change based on poverty status is original.  
1.7.3 Objective 3: Evaluate experience-based and description-
based perceptions of environmental change  
A growing body of literature is lately being devoted to the distinction between personal 
experience of possible climate change outcomes and statistical description of possible 
climate change outcomes because, presumably, the same information about the 
consequences of decisions and their likelihoods can lead to different perceptions and 
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actions, depending on how the information is acquired (Swim et al., 2009; Weber, 2006). 
According to Weber (2006), disagreement between lay people and experts on the 
question of whether to prioritize climate change seems to be related to differences in the 
weight given to rare events (such as the likelihood of climate-induced human health 
risks) as a function of how they learn about this likelihood, either through personal 
experience or from  statistical description. Public opinion about climate change appears 
to shift with personal experience.  But are there relationships between actual (description-
based) and what people experience (experience-based) environmental change?   
Objective 3 set out to answer this question.  
1.7.4 Objective 4: Relate subjective-objective health status to 
public perceptions of health risks of climate change  
Health risks associated with climate change are socially constructed (see Howden-
Chapman et al., 2010). The same facts lead to widely different interpretations and 
opinion. To develop effective adaptations to protect public health, it is essential to 
consider how individuals perceive and understand health risks, and how they might be 
willing to change their behaviours in response to them. General health status of the 
population, both objective and subjective, potentially affects how people perceive health 
risks associated with climate change. Therefore, objective 4 ascertains whether objective 
and subjective measures of health influence public perception of the potential health risks 
associated with climate change.  By combining objective and subjective health statuses 
and showing how both relate to public perception of health risks of climate change, this 
objective makes original contribution to knowledge.  
 
1.8 Research Methodology 
In this study, the adoption of quantitative methods not only is influenced by the 
researcher’s philosophical assumptions and the gaps in the extant literature, but also, to a 
large extent, it reflects the practical problems in the fields of climate change adaptation, 
experiential climate change, monitored climate change and climate change health risk 
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perception research. Before explaining the methodological choice, it is apposite here to 
introduce the research history of this study. 
As has been discussed earlier in this chapter, although a huge amount of empirical 
research has been conducted in the field of climate change research, particularly climate 
change modelling, there is a dearth of quantitative evidence on the relationships among 
different compositional and contextual factors and how they relate to barriers to climate 
change adaptation, experiential climate change and public perception of human health 
risks of climate change. Hitherto, empirical work on the relationship between 
compositional and contextual factors and climate change outcomes has been mainly 
qualitative. The emphasis has been on characterizing the nature of the relationships 
among these factors. One of the factors that limit quantitative empirical research in this 
regard is that there are no widespread accepted models that can serve the purpose of 
measuring compositional and contextual factors and linking these set of factors among 
individuals and social groups with climate change adaptation outcomes. Therefore, in an 
attempt to build up an appropriate conceptual model to investigate the relationship 
between collective factors (composition and context) on the one hand, and barriers to 
climate change adaptation, experiential climate change and public perception of climate 
change as a human health risk, I conducted an exploratory case study regarding climate 
change adaptation at the local level in Ghana prior to this study, and introduced an 
independent composition-context effect model based on the findings of the case study. 
Then, because the literature identifies coastal communities in sub-Saharan Africa as 
most-at-risk to the impacts of climate change, I wanted to further examine the 
relationship between the nested composition-context effect model and barriers to climate 
change adaptation exclusively in coastal communities in Tanzania using quantitative 
approaches.  
Previous works suggest that there are two main ways to collect quantitative data in the 
investigation of climate change-environment-human health association. One is to collect 
meteorological data on rainfall and temperature over time. This approach has been the 
method of choice particularly in the natural sciences and physical geography. Given that 
this kind of credible data were readily available from the office of the Vice President of 
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the United Republic of Tanzania, I accessed and used it in this study. Another approach is 
to use population health registers across time and link it to changes in climate variables 
across time. However, this method of data collection is very time consuming and costly, 
and also heavily relies on availability of credible data as well as adequacy and 
consistency of indicators of health outcomes over time. Anecdotal evidence suggests that 
the level of available data about disease profiles in health registries in many sub-Saharan 
African countries is very low in terms of the amount of information disclosed and the 
proportion of quantitative data. This situation was subsequently confirmed during my 
preliminary attempts at obtaining such information in Tanzania. Lack of information, to a 
large extent, limits the variables and data that can be used in quantitative studies, and 
weakens the generalization of the results. For this reason, some scholars suggest using 
proxies to measure health outcomes using survey design (e.g., Giordano et al., 2012; 
Pickett & Pearl, 2001; Schneeweiss, 2014). This way of data collection seems to be more 
practical for a PhD student than collecting data from dysfunctional health registries, but 
has an obvious weakness in that the extent to which these proxies capture the nature of 
human health outcomes is sometimes unclear.  
Also, my preliminary search showed that qualitative research is over-represented in the 
burgeoning literature on barriers to climate change adaptation, experiential climate 
change and public perception of climate change as a human health risk. Given the above 
considerations, and also motivated by my desire to contribute to methodology 
development in climate change adaptation research, I argue that it is better to use a 
plethora of quantitative methods to investigate the relationship between compositional 
and contextual factors and barriers to climate change adaptation in this thesis. Besides, 
quantitative methods seem to be more suitable to explore the objective of this study and 
to answer the research questions than other methods.   
The core objectives of this study were to investigate and quantify the role of 
compositional and contextual factors in personal barriers to climate change adaptation. 
Despite the lack of terminology in adaptation research, there seems to be consensus that 
compositional and contextual factors refer to the ascribed and achieved characteristics of 
individuals and social groups (Pol and Thomas, 2013) and place-based attributes of a 
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geographical setting (Cummins et al., 2007; Smyth, 2008). In the view of objectivism, 
knowledge should be a reality that is objective and observable, and then can be measured 
as numbers. But can knowledge be represented just on the basis of its physical 
characteristics? Obviously, knowledge is something that involves human behaviours, 
culture, and subjective thoughts rather than the purely physical characteristics. Hence, 
pure positivism which treats social phenomenon the same as that in the natural world 
seems not suitable for this study. On the other hand, a subjective perception is useful for 
understanding and describing complex social phenomena, but makes measuring 
collective factors (compositional and contextual) impossible. However, measuring 
collective factors is indeed an important purpose of this study. Therefore, it is better to 
stand in the middle of objectivism-subjectivism to investigate compositional and 
contextual factors and how they relate to climate change and human health outcomes.  
By standing in the middle of subjectivism-objectivism, I recognize the existence and 
importance of the natural or physical world as well as the emergent social and 
psychological world. Furthermore, I also accept the view of human beings as social 
actors (Johnson and Onwuegbuzie, 2004). In this context, I hold the view that human 
beings have the capability to utilize language, labels, and other modes of culturally 
specific action to interpret, modify their environment, in turn contributing to the 
enactment of a reality. With regard to the phenomenon investigated in this study, namely 
barriers to adaptation, experiential climate change, and perceived health risks of climate 
change, I concentrate predominantly on investigating how people who are related to these 
phenomena, in particular coastal dwellers, perceive, interpret and enact health risks 
associated with climate change. Besides, I also argue that there may be some causal 
relationships between the central phenomenon (barriers and experiential climate change) 
and other social phenomena (i.e. perception of health risks of climate change), and 
attempt to identify such relationships.  
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1.9 Organization of the thesis 
 
This thesis consists of seven chapters including this introductory chapter. Chapter Two 
discusses the geographical setting, and the historical, demographic, and socio-economic 
landscape of the United Republic of Tanzania, in general – as well as the three specific 
coastal regions where the study was undertaken. The next four chapters consist of four 
manuscripts at various stages of the publication cycle. While each manuscript can be read 
on its own as a discrete piece, collectively they provide a comprehensive account of the 
study objectives and therefore serve to address the overall motivation of this study, which 
was to evaluate how natural and social systems interact in coastal Tanzania to give rise to 
differentials in perceptions of environmental change and its associated human health 
risks.  
 
 
Chapter Three, which addresses objective 1, traces the various ways in which barriers to 
climate change adaptation have been conceptualized in the literature. These include 
social, institutional, governance, and behavioural barriers. This chapter indicates that, 
from a geographic standpoint, differences in climate change adaptation between places 
can be explained by one of two main effects: composition or context. Regarding 
composition effect, it is the differences in the characteristics of people who live in these 
places that account for disparities in climate change adaptation outcomes. In terms of 
context, differences in barriers to adaptation to climate change between places are due to 
differences in the characteristics of these places. Chapter 3 determines whether context or 
composition effect is more important in influencing personal barriers to climate change 
adaptation in coastal Tanzania. Throughout this thesis, especially in Chapters 3 and 4, 
unless otherwise stated, the term barriers refer to the obstacles that hinder the planning 
and implementation of climate change adaptation (Eisenack et al. 2014). Adaptation 
means anticipating the adverse effects of climate change and taking appropriate action to 
prevent or minimize the damage they can cause, or taking advantage of opportunities that 
may arise.   
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Chapter Four addresses objective 2, that is, barriers to climate change adaptation with 
emphasis on explaining the gap in adaptation based on relative well-being (poverty 
status). In this chapter, the barrier to climate change adaptation gap between two 
mutually exclusive groups (poor and nonpoor) is disaggregated into a part that is due to 
group differences in the magnitudes of the determinants, on the one hand, and group 
differences in the effects of these determinants, on the other hand. Analogous to multiple 
regression, the gap in climate change adaptation between the poor and nonpoor is 
partitioned into a part attributable to the fact that the poor have worse x’s than the 
nonpoor, and a part attributable to the fact that they have worse β’s than the nonpoor.  
Chapter Five moves beyond barriers to climate change adaptation to assess if there is a 
relationship between actual environmental change and what people experience or 
perceive (Objective 3). The chapter identifies competing theories on environmental 
change perception such as science comprehension theory and cultural cognition theory. 
By integrating time series analysis and multinomial logistic regression, Chapter 5 
empirically tests theoretical propositions on the determinants of human perception of 
environmental change, and statistically unpacks the compositional, physical and 
geographic factors triggering public perception of environmental change. It also provides 
direction to planners and policy makers on how to garner public support for government 
initiatives meant to reduce the adverse changes associated with environmental change.   
 
Chapter Six analyzes the relationship between objective and subjective health status and 
an individual’s view of the degree of health threat posed by the specific conditions of a 
changed climate in coastal Tanzania (Objective 4). In this chapter, subjective health 
status was operationalized as self-rated health whereas six variables on diagnosis of 
diseases such as malaria, HIV/AIDS, pneumonia, hepatitis, skin conditions and 
tuberculosis were used as proxies of objective health status. The chapter further discusses 
the theoretical bases of the climate change-human health nexus as it relates to the 
perception of human health risk by explicitly situating the physical and social 
environment as essential components in a holistic approach to health risk perception.  
21 
 
 
Chapter Seven concludes this study and provides an assessment of the thesis in terms of 
achievement of the objectives and discusses the contributions of the results to the field of 
geographies of Human-Environment interaction. This chapter includes the overall 
limitations of the study although Chapters Three through Six include specific limitations 
on the methods used in each of the manuscripts. It also identifies opportunities for future 
research to build on the outcomes of the thesis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
22 
 
1.10 References 
Adger, W. N., Barnett, J., Brown, K., Marshall, N., & O'Brien, K. (2013). Cultural 
dimensions of climate change impacts and adaptation. Nature Climate Change, 
3(2), 112-117. 
Aguirre, A.A., Ostfeld, R.S., Tabor, G.M., House, C. and Pearl,M. C. (2002). 
Conservation Medicine: Ecological Health in Practice, Oxford University Press., 
New York. 
Binder, C. R., Hinkel, J., Bots, P. W., & Pahl-Wostl, C. (2013). Comparison of 
Frameworks for Analyzing Social-ecological Systems. Ecology and Society, 
18(4), 26. 
Brown, V. A., Harris, J. A., & Russell, J. Y. (Eds.). (2010). Tackling wicked problems 
through the transdisciplinary imagination. Earthscan, London, UK. 
Brunner, E., & Marmot, M. G. (2006). Social Organization, Stress, and Health. In M. G. 
Marmot & R. G. Wilkinson (Eds.), Social Determinants of Health. Oxford: 
Oxford University Press.  
Cannon, T. (2008). Reducing people’s vulnerability to natural hazards: Communities and 
resilience. UNU World Institute for Development Economics Research, Helsinki, 
Finland. 
 
Carneiro, F., Oliveira, M., Netto, G., and Corvalan, C. (2006). Meeting Report: 
Development of Environmental Health Indicators in Brazil and Other Countries in 
the Americas Meeting Report: Development of Environmental Health Indicators 
in Brazil and Other Countries in the Americas. Environmental Health 
Perspectives 114, 1407–1408. 
Conway, D., & Mustelin, J. (2014). Strategies for improving adaptation practice in 
developing countries. Nature Climate Change, 4(5), 339-342. 
 
Crutzen, P. J., & Stoermer, E. F. (2000). Global change newsletter. The Anthropocene, 
41, 17-18.  
Crutzen, P. J. (2002). Geology of mankind. Nature, 415(6867), 23-23.  
23 
 
Cummins, S., Curtis, S., Diez-Roux, A. V., & Macintyre, S. (2007). Understanding and 
representing ‘place’in health research: a relational approach. Social science & 
medicine, 65(9), 1825-1838. 
 
De Plaen, R. and Kilelu, C. (2004). From Multiple Voices to a Common Language: 
Ecosystem Approaches to Human Health as an Emerging Paradigm. EcoHealth, 
1(0), SU8–SU15. 
Ehrlich, P. R., & Ehrlich, A. H. (2013). Can a collapse of global civilization be avoided?. 
Proceedings of the Royal Society of London B: Biological Sciences, 280(1754), 
20122845. 
Eisenack, K., Moser, S. C., Hoffmann, E., Klein, R. J., Oberlack, C., Pechan, A., ... & 
Termeer, C. J. (2014). Explaining and overcoming barriers to climate change 
adaptation. Nature Climate Change, 4(10), 867-872.  
Eisenberg, J. N., Desai, M. A., Levy, K., Bates, S. J., Liang, S., Naumoff, K., Scott, J. C. 
(2007). Environmental determinants of infectious disease: a framework for 
tracking causal links and guiding public health research. Environmental Health 
Perspectives 115, 1216–1223. 
Gallopín, G. C. (2006). Linkages between vulnerability, resilience, and adaptive capacity. 
Global environmental change, 16(3), 293-303. 
 
Gasper, D., Portocarrero, A. V., & Clair, A. L. S. (2013). The framing of climate change 
and development: A comparative analysis of the Human Development Report 
2007/8 and the World Development Report 2010. Global Environmental Change, 
23(1), 28-39. 
Giordano, G. N., Björk, J., & Lindström, M. (2012). Social capital and self-rated health–a 
study of temporal (causal) relationships. Social science & medicine, 75(2), 340-
348. 
Golledge, R. G. (2002). The nature of geographic knowledge. Annals of the Association 
of American Geographers, 92(1), 1-14.  
24 
 
Golledge, R. G. (2006). Philosophical bases of behavioural research in geography. In 
Aitken, S., & Valentine, G. (Eds.). Approaches to Human Geography. Sage.  
Hackmann, H., Moser, S. C., & Clair, A. L. S. (2014). The social heart of global 
environmental change. Nature Climate Change, 4(8), 653-655. 
Howden-Chapman, P., Chapman, R., Hales, S., Britton, E., Wilson, N. (2010). Climate 
change and human health: Impact and adaptation issues for New Zealand. In: 
Climate change adaptation in New Zealand: Future scenarios and some sectoral 
perspectives. Nottage, R.A.C., Wratt, D.S., Bornman, J.F., Jones, K. (eds). New 
Zealand Climate Change Centre, Wellington, pp 112 - 121. 
Johnson, R. B., & Onwuegbuzie, A. J. (2004). Mixed methods research: A research 
paradigm whose time has come. Educational researcher, 33(7), 14-26. 
 
Lebel, J. (2003). Health: An Ecosystem Approach. International Development Research 
Centre, Ottawa, Canada. 
Levy, K., Daily, G., Myers, S.S. (2012). Human health as an ecosystem service. In J.C. 
Ingram et al. (eds.), Integrating Ecology and Poverty Reduction: Ecological 
Dimensions. Springer: Dordrecht. 
Luber, G., K. Knowlton, J. Balbus, H. Frumkin, M. Hayden, J. Hess, M. McGeehin, N. 
Sheats, L. Backer, C. B. Beard, K. L. Ebi, E. Maibach, R. S. Ostfeld, C. 
Wiedinmyer, E. Zielinski-Gutiérrez, and L. Ziska, 2014: Ch. 9: Human Health. 
Climate Change Impacts in the United States: The Third National Climate 
Assessment, J. M. Melillo, Terese (T.C.) Richmond, and G. W. Yohe, Eds., U.S. 
Global Change Research Program, 220-256. doi:10.7930/J0PN93H5.  
Malm, A., & Hornborg, A. (2014). The geology of mankind? A critique of the 
Anthropocene narrative. The Anthropocene Review, 1(1), 62-69. 
 
Marmot, M. (2007). Achieving health equity: from root causes to fair outcomes. The 
Lancet, 370 (9593), 1153–1163. 
25 
 
McDermott, M., Mahanty, S., & Schreckenberg, K. (2013). Examining equity: A 
multidimensional framework for assessing equity in payments for ecosystem 
services. Environmental Science and Policy, 33, 416-427. 
McNamara, K.E. (2013). Taking stock of community-based climate change adaptation 
projects in the Pacific. Asia Pacific Viewpoint, 54(3), 398-405. 
 
McMichael, A.J. (1999). Prisoners of the proximate: Loosening the constraints on 
epidemiology in an age of change. American Journal of Epidemiology, 149(10), 
887–897. 
McMichael, A. J. (2006). Population health as the ‘bottom line’ of sustainability: a 
contemporary challenge for public health researchers. The European Journal of 
Public Health 16(6), 579–581. 
McMichael A.J., Friel, S., Nyong, A., & Corvalan, C. (2008). Global environmental 
change and health: impacts, inequalities, and the health sector. British Medical 
Journal, 336 (7637):191–194. 
Moore, G. T. (2004). Environment, behaviour and society: A brief look at the field and 
some current EBS research at the University of Sydney. In the 6th International 
Conference of the Environment-Behaviour Research Association Tianjin, China. 
Moser, S. C., & Ekstrom, J. A. (2010). A framework to diagnose barriers to climate 
change adaptation. Proceedings of the National Academy of Sciences, 107(51), 
22026-22031. 
Pachauri, R. K., Allen, M. R., Barros, V. R., Broome, J., Cramer, W., Christ, R., ... & van 
Vuuren, D. (2014). Climate Change 2014: Synthesis Report. Contribution of 
Working Groups I, II and III to the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change. 
Palsson, G., Szerszynski, B., Sörlin, S., Marks, J., Avril, B., Crumley, C., ... & 
Weehuizen, R. (2013). Reconceptualizing the ‘Anthropos’ in the Anthropocene: 
Integrating the social sciences and humanities in global environmental change 
research. Environmental Science & Policy, 28, 3-13. 
26 
 
Parkes, M., Panelli, R. and Weinstein, P. (2003). Converging paradigms for 
environmental health theory and practice. Environmental Health Perspectives 
111:669–675. 
Parkes, M.W., Morrison, K.E., Bunch, M.J., and Venema, H.D. (2008). Ecohealth and 
Watersheds: Ecosystem Approaches to Re-integrate Water Resources 
Management with Health and Well-being. Network for Ecosystem Sustainability 
and Health (Publication Series No. 2) and the International Institute for 
Sustainable Development,Winnipeg, MB. Available online on 15
th
 January 2015 
at http://www.iisd.org/pdf/2008/ecohealth_watersheds.pdf. 
Patz, J. A., Campbell-Lendrum, D., Holloway, T., & Foley, J. A. (2005). Impact of 
regional climate change on human health. Nature, 438(7066), 310-317.  
 
Pickett, K. E., & Pearl, M. (2001). Multilevel analyses of neighbourhood socioeconomic 
context and health outcomes: a critical review. Journal of epidemiology and 
community health, 55(2), 111-122. 
 
Plowright, R. K., Sokolow, S. H., Gorman, M. E., Daszak, P., Foley, J. E. (2008). Causal 
inference in disease ecology: investigating ecological drivers of disease 
emergence. Frontiers in Ecology and the Environment 6, 420–429. 
Pol, L. G., & Thomas, R. K. (2013). Population Composition. In The Demography of 
Health and Healthcare (pp. 65-89). Springer Netherlands.  
Portes, A. (1998). Social capital: Its origins and applications in modern sociology. 
Annual Review of Sociology, 24, 1-14. 
Ramadier, T (2004). Transdisciplinarity and its challenges: the case of urban studies. 
Futures 36: 423-439. 
Raphael, D. (2009). Social Structure, Living Conditions, and Health. In Raphael, D. 
(Ed.). Social Determinants of Health: Canadian Perspectives (pp. 20-36). 2nd 
Edition. Toronto: Canadian Scholars’ Press. 
 
27 
 
Rapport, D., Costanza, R. and McMichael, A.J. (1998). Assessing Ecosystem Health: 
Challenges at the Interface of Social, Natural and Health Sciences. TREE (Trends 
in Ecology and Evolution), 13(10), 397–402.  
Ribot, J. (2014). Cause and response: Vulnerability and climate in the Anthropocene. 
Journal of Peasant Studies, 41(5), 667-705. 
 
Rockström, J., Steffen, W., Noone, K., Persson, Å., Chapin, F. S., Lambin, E. F., ... & 
Foley, J. A. (2009). A safe operating space for humanity. Nature, 461(7263), 472-
475. 
Schneeweiss, S. (2014). Learning from big health care data. New England Journal of 
Medicine, 370(23), 2161-2163.  
Scott, C. A., Kurian, M., & Wescoat Jr, J. L. (2015). The Water-Energy-Food Nexus: 
Enhancing Adaptive Capacity to Complex Global Challenges. In Governing the 
nexus (pp. 15-38). Springer International Publishing. 
 
Smit, B., & Wandel, J. (2006). Adaptation, adaptive capacity and vulnerability. Global 
environmental change, 16(3), 282-292. 
Smyth, F. (2007). Medical geography: understanding health inequalities. Progress in 
Human Geography 32, 119-127.  
 
Soskolne, C.,Westra, L., Kotzé, L.J.,Mackey, B., Rees,W.E. and Westra, R. (eds.) (2007). 
Sustaining Life on Earth: Environmental and Human Health through Global 
Governance, Lexington Books. 
Stansfeld, S.A. (2006). Social Support and Social Cohesion. In Marmot, M. and 
Wilkinson, R. (eds.). Social Determinants of Health (2nd Edition). Oxford 
University Press, Oxford. 
Swim, J., Clayton, S., Doherty, T., Gifford, R., Howard, G., Reser, J., Stern, P. & Weber, 
E. (2009). Psychology and global climate change: Addressing a multi-faceted 
phenomenon and set of challenges. A report by the American Psychological 
28 
 
Association’s task force on the interface between psychology and global climate 
change. Retrieved March, 15, 2014.  
Stokols, D. (1996). Translating social ecological theory into guidelines for community 
health promotion. American Journal of Health Promotion, 10(4), 282-298. 
Turner, B. L., Kasperson, R. E., Matson, P. A., McCarthy, J. J., Corell, R. W., 
Christensen, L., ... & Schiller, A. (2003). A framework for vulnerability analysis 
in sustainability science. Proceedings of the National Academy of Sciences, 
100(14), 8074-8079. 
VanLeeuwen, J. (1998). Describing, Applying and Testing Models and Indicators of 
Human Health in Agroecosystems: Finding the Balance. Thesis submitted for the 
Degree of Doctor of Philosophy at the University of Guelph, Ontario, Canada. 
Ottawa: National Library of Canada. Available online at: 
www.collectionscanada.gc.ca/obj/s4/f2/dsk2/tape17/PQDD_0035/NQ27470.pdf 
VanLeeuwen, J.,Waltner-Toews. D., Abernathy, T. and Smit, B. (1999). Evolving models 
of human health toward and ecosystem context. Ecosystem Health 5, 3, 204–219. 
Waltner-Toews, D. (2004). Ecosystem Sustainability and Health: A Practical Approach, 
Cambridge University Press.  
Weber, E. (2006). Experience-based and description-based perceptions of long term risk: 
Why global warming does not scare us (yet). Climatic Change, 77,103–120.  
Wilkinson, R. & Marmot, M. (Eds.) (2003). Social determinants of health: The solid 
facts. Copenhagen: World Health Organization. Retrieved on 15
th
 January 2013 
from www.who.dk/document/E81384.pdf 
 
Zalasiewicz, J., Williams, M., Haywood, A., & Ellis, M. (2011). The Anthropocene: a 
new epoch of geological time? Philosophical Transactions of the Royal Society A: 
Mathematical, Physical and Engineering Sciences, 369(1938), 835-841.   
Zinsstag, J., Schelling, E.,Wyss, K. and Mahamat, M.B. (2006). Potential of cooperation 
between human and animal health to strengthen health systems. Lancet, 366 
(9503), 2142–2145.   
29 
 
Chapter 2  
2 Research Context 
This chapter gives a contemporary and historical background account of the United 
Republic of Tanzania where the study was carried out, and then concentrates on Dar es 
Salaam, Pwani and Tanga regions; the three coastal regions where the field work for this 
thesis was conducted. The chapter commences with the geographic profile of Tanzania, 
which is, successively, followed by the general demographic, sociocultural and 
socioeconomic landscape of Tanzania, in order to provide the general context to the 
study. Thereafter, a brief exposition on three geopolitical and historical epochs in 
Tanzania is provided. The chapter finally describes the socioeconomic attributes and the 
geographic context, including the local environment and climate of the specific study 
areas.  
 
2.1 Geographic Profile of the United Republic of Tanzania 
The United Republic of Tanzania is the largest country in the East Africa. It lies between 
29°30’E and 40°30’E, and 1°00’S and 11°48’S. It is constituted by Mainland Tanzania 
and Tanzania Zanzibar. It is a vast country with a total area of 945,087 km
2
 comprised of 
land area of 883,749 km
2
 (881,289 km
2
 mainland and 2,460 km
2 
Zanzibar), plus 59,050 
km
2
 inland water bodies of the Great Lakes (Victoria, Nyasa and Tanganyika) (Booth et 
al., 2003; URT, 2007).  Tanzania also has a part of the great East African Rift Valley 
running through the middle of the country from the north in a south-westerly direction. 
Along the Rift Valley are located some of the most impressive natural features, including 
the Ngorongoro Crater and Lake Manyara (UNCTAD, 2005).  
 
According to Booth et al. (2003), Tanzania is a land of contrasts, being the home of 
Africa’s highest mountain (Kilimanjaro, at 5,950 metres above mean sea level) and its 
lowest point (the floor of Lake Tanganyika, which is 1,470 metres deep). It shares 
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borders with eight countries. Its neighbours include Kenya and Uganda in the North, 
Rwanda, Burundi and the Democratic Republic of Congo in the West, Zambia and 
Malawi in the South West and Mozambique in the South.  The continental shelf within 
the 200-m depth contour varies from 4–60 km from the shore (Jiddawi and Öhman, 
2002). Tanzania provides access to the landlocked countries of Burundi, the Democratic 
Republic of the Congo, Malawi, Rwanda, Uganda and Zambia (UNCTAD, 2005). 
Tanzania experiences a variety of climatic conditions, ranging from the alpine deserts on 
the top slopes of Mount Kilimanjaro that are permanently covered by snow, to the 
tropical coastal areas that are under the influence of two monsoon winds (Booth et al., 
2003). The north-east monsoon wind which blows southwards from December to March 
brings the hottest weather, while the southeast monsoon winds which blow northwards 
from March to September bring intermittent rains. Rainfall is erratic, with only 21% of 
the country receiving an annual rainfall of more than 750 mm with a 90% probability 
(Booth et al., 2003). The main rainy season on the coast is from March to May (the ‘long 
rains’) with a second season between October and December (the ‘short rains’). Mean 
annual rainfall varies from 400 mm in the central regions to over 2,500 mm in the 
highlands and the western side of Lake Victoria (Booth et al., 2003).  
Mean annual temperatures are influenced by altitude, ranging from 21 °C in high 
mountain areas to 29 °C at sea level. Except for the coastal belt and islands, most of the 
country is part of the Central African Plateau (1,000–1,500 metres above mean sea level) 
characterized by gently sloping plains and plateaux, broken by scattered hills and low-
lying wetlands (Booth et al., 2003). There are seven agro-ecological zones of Tanzania 
based on climate, physiography, soils, vegetation, land use and tsetse fly occurrence, 
which are the main physical factors that influence opportunities and constraints for crop 
and livestock production (Booth et al., 2003).  
Tanzania’s wetlands cover about 10% of the country. They are classified as marine and 
coastal wetlands, inland wetland systems, rivers and inland flood plains, and artificial 
wetlands. The marine and coastal wetlands include the mangrove estuary swamps, coral 
reefs, seaweed and grasses, and intertidal mudflats. The inland wetlands include the Rift 
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Valley lakes (Balangida, Eyasi, Manyara, Natron, Nyasa, Rukwa, and Tanganyika), some 
depression swamps (Bahi and Wambere) and Lake Victoria. The shores of the Rift Valley 
lakes provide a habitat for birds, while Lake Natron serves as the largest flamingo 
breeding ground in Africa. The soda lakes (Eyasi, Manyara, Natron and Ngorongoro) are 
their feeding grounds (Booth et al., 2003). The waters of these lakes and the adjacent land 
are often inhabited by wildlife, which is a major tourist attraction in Tanzania.  
 
2.2 Demographic Profile of the United Republic of Tanzania 
Tanzania’s population almost tripled during the 35 years between 1967 and 2002. 
According to the 2012 Population and Housing Census, the total population is 44,928,923 
compared with 12,313,469 in 1967 (National Bureau of Statistics, 2013),
 
reflecting an 
annual growth rate of 2.9 percent, which translates to a net total of about 1.3 million 
people being added to the population annually. At this rate, Tanzania’s population is 
projected to reach 65.3 million in 2025 and 88.3 million by 2050 (Atkinson and Lugo, 
2010; UNFPA, 2009). According to the National Bureau of Statistics (2013), Tanzania’s 
population is largely youthful with children under 15 years making up 44 percent of the 
total population. Females constitute 51 percent while males make up 49 percent of the 
population. The current population is distributed between the urban areas (26 percent) 
and the rural areas (74 percent).   
Dar es Salaam region with a population of 4.36 million, is the most populated among the 
30 regions of Tanzania, accounting for 10 percent of the total Tanzania Mainland 
population, while the Urban West region, with a population of 593,678 accounts for 46% 
of the total population of Zanzibar (National Bureau of Statistics, 2013). Overall, 
Tanzania on average is sparsely populated with population density of 51 persons per 
square kilometer; lower significant variation exists across regions (United Republic of 
Tanzania, 2013). Mainland population density is 49, while population density in Zanzibar 
stands at 530. Dar es Salaam population density is over 3,133 persons per square 
kilometers while Mjini Magharibi region in Zanzibar is 2,581 (United Republic of 
Tanzania, 2013). Whilst urban population was only 4% of the national population of 
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Tanzania at independence in 1961, it rose to 23% during the 2002 national population 
census and is projected to be about 34% in year 2012. With this trend it is estimated that 
by the year 2030, 50% of the national population will be urbanized through natural 
growth, inward migration and transformation of rural settlements into urban centres. 
2.3 Disease and Health Profiles of the United Republic of 
Tanzania 
According to the country statistics and global health estimates by the WHO and UN 
partners (Global Health Observatory, 2015), several health indicators in Tanzania 
demonstrate that the country has made substantial progress in healthcare delivery since 
1990 and early 2000s. For instance, under-five mortality rate has reduced, at least, by a 
third from 167 per 1000 live births to 52 per 1,000 live births from 1990 to 2012. Deaths 
due to HIV/AIDS have also reduced by half from 318 to 153 per 100,000 population. 
Over the same time period, deaths due to malaria have declined from 121.1 to 43.7 per 
100,000 population whereas deaths due to tuberculosis among HIV-negative people have 
reduced from 17 to 12 per 100,000 population.      
Life expectancy at birth for both sexes increased by 11 years over the period of 2000-
2012; the WHO region average increased by 7 years in the same period. In 2012, healthy 
expectancy in both sexes was 9 years lower than overall life expectancy at birth (Global 
Health Observatory, 2015). This lost healthy life expectancy represents 9 equivalent 
years of full health lost through years lived with morbidity and disability.  According to 
the Global Burden of Disease Study 2010 (GBD, 2010), in terms of the number of years 
of life lost (YLLs) due to premature death in Tanzania, HIV/AIDS, malaria, and lower 
respiratory infections were the highest ranking causes in 2010. Of the 25 most important 
causes of burden, as measured by disability-adjusted life years (DALYs), diarrheal 
diseases showed the largest decrease, falling by 56% from 1990 to 2010. The leading risk 
factor in Tanzania is household air pollution from solid fuels. The greatest reductions in 
all-cause mortality rate were experienced by females aged 1-4 years (65%). Females aged 
25-29 years saw the largest increase in mortality rate (71%). The top five leading causes 
of Years lived with disability (YLDs) in Tanzania are iron-deficiency anemia, major 
depressive disorder, low back pain, anxiety disorders, and HIV/AIDS (Global Health 
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Observatory, 2015). In Tanzania, the top three causes of DALYs in 2010 were 
HIV/AIDS, malaria, and lower respiratory infections. The only cause to appear in the 10 
leading causes of DALYs in 2010 and not 1990 was sepsis and other infectious disorders 
of the newborn baby. Overall, the three risk factors that account for the most disease 
burden in Tanzania are household air pollution from solid fuels, childhood underweight, 
and suboptimal breastfeeding. The leading risk factors for children under 5 and adults 
aged 15-49 years were childhood underweight and alcohol use, respectively, in 2010. In 
that same year, Tanzania ranked 6th for age-standardized death rate and 12th for age-
standardized YLD rate.   
The healthcare system in Tanzania is built on a pyramid of referral processes starting at 
the village level and escalating to referral hospitals. In example, the first step in the 
healthcare system is a village health service (community health workers); dispensary 
services (clinical officer or nursing services); health centre services (catchment of 
approximately 50,000 people); district hospitals (public/private partnerships between 
government and sponsors/donors, some religious); regional hospitals (similar services to 
district hospitals including specialists); referral hospitals (4 referral hospitals in Tanzania, 
highest level of healthcare available).  
 
2.4 Socio-Cultural Profile of the United Republic of 
Tanzania 
Tanzania is a country of great diversity in its ethnic, geographical, historical and cultural 
features. There are about 125 different tribes with distinctive linguistic and cultural 
traditions (Bratton et al. 2010; Jerman, 1997; Weber, 2009).  The most numerous, the 
Sukuma, account for about 13% of the population. Although it is socially diverse, 
Tanzania has enjoyed general political stability and national unity for more than 50 years 
in a region characterized by civil wars. Because of a unique combination of historic and 
cultural factors, Tanzanians share strong feelings of national pride and cohesion. This 
sense of nationalism has served to keep the country at peace for over two decades, while 
most of its neighbors have been involved intermittently in catastrophically destructive 
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civil and cross-border wars. Tanzanians have been able to resolve most internal problems 
without resorting to violence because of a shared language, the lack of political or 
economic dominance by any ethnic group, and the strong leadership provided by Julius 
Nyerere (1922–1999), the first president of Tanzania (Weber, 2009). At the same time, 
however, repressive, corrupting influences emanating from the colonial, socialist, and 
capitalist eras have fostered among many Tanzanians an attitude of dependency and 
fatalistic resignation that helps keep the country one of the poorest in the world.  
While each ethnic group speaks its own local language, almost all Tanzanians are also 
fluent in the national language, Swahili (Kiswahili in Swahili), a coastal Bantu language 
strongly influenced by Arabic. The second official language is English, a vestige of the 
British colonial period. Most Tanzanians with post-secondary education speak both 
official languages fluently in addition to their tribal language. Nyerere encouraged the 
adoption of Swahili for all Tanzanians in a concerted and successful effort to enable 
people from different parts of the country to communicate with one another and to 
encourage them to identify themselves as one people. The use of a single common 
language has greatly facilitated trade, political debate, nationalism, information 
dissemination, and conflict resolution (Bratton et al. 2010; Jerman, 1997; Weber, 2009).  
Both the symbolic and practical cornerstone of Tanzanian socialism was ujamaa , a 
Swahili word meaning "family" or "familyhood." The core structure of ujamaa is the 
traditional extended family and clan structure of most ethnic groups, which provides a 
framework for mutual assistance and cooperation. It was believed this structure would 
provide the foundation for socialist production. In practice, the forced resettlement of 
rural populations into ujamaa villages was met with great local opposition, and 
Tanzanian socialism has largely proven to be an economic failure. The concept of ujamaa 
and mutual assistance, however, did infiltrate the national ethos; they are represented, for 
example, in elaborate ebony carvings of intertwined figures, standing upon or grasping 
one another in expression of mutual support and social collectivity.  
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2.5 Socio-Economic Profile of the United Republic of 
Tanzania  
Tanzania has one of Africa’s fastest growing economies. The per capita gross domestic 
product (GDP) has increased from US$1,025 in 2004 to US$1,380 in 2012 (USAID, 
2015). Yet, widespread poverty persists with 68 percent of Tanzania’s population living 
below the extreme poverty line of US$1.25 per day (USAID, 2015). Tanzania’s nearly 7 
percent annual national GDP growth since 2000 masks huge disparities across sectors and 
geographical areas and has been hardly perceptible among Tanzania’s predominantly 
rural (74 percent) population (USAID, 2015). On the Human Development Index of the 
United Nations Development Programme, the United Republic of Tanzania ranked 163rd 
of 170 countries in 2000 and 152nd of 187 countries in 2013. The agricultural sector, 
composed of a majority of smallholders, has not benefited from the same momentum as 
other sectors and is still in need of investment and modernization. Nevertheless, the 
economy of Tanzania largely depends on agriculture, which accounts for about one 
quarter of GDP, provides 85 percent of exports and employs about 80 percent of the 
workforce in a population estimated at 45 million (USAID, 2015). Agriculture remains 
highly sensitive to extreme weather patterns, such as recent droughts, which have 
severely affected crop and livestock production as well as power generation. Twenty-five 
percent of Tanzania’s total area is allocated to wildlife parks and game reserves, which 
include 12 national parks, 17 game reserves and 50 game-controlled areas, in addition to 
2 marine parks and 2 marine reserves.  
 
2.6 Political History of the United Republic of Tanzania 
Tanzania is a union formed in 1964 between the mainland—a German colony and later a 
British protectorate formerly known as Tanganyika—and the islands of Zanzibar, Pemba, 
and several smaller islands. The islands, which remain semi-autonomous with their own 
president and parliament, are populated by peoples of mixed Arab and African descent, 
and almost all are Muslim (UNCTAD, 2005). The history of Tanzania can be categorized 
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into three geopolitical epochs: pre-colonial, colonial and post-colonial (post-
independence).   
 
2.6.1 Political history during the pre-colonial era 
According to UNCTAD (2005), the early history of Tanzania indicates a number of 
trading centres established and ruled by traders from the Middle East, particularly Oman, 
from around the 10th century. The Arab domination along the coast was accompanied by 
trading in such items as ivory and slaves. This domination also brought the Islamic 
religion to the islands, coastal trading centres and inland trading routes. 
 
2.6.2 Political history during the colonial era 
The early European influence came with the arrival of Portuguese explorers around AD 
1500. The Portuguese fought the Arabs along the coastal trading centres and established a 
brief domination there between the 16th and 18th centuries, notably in Kilwa and 
Zanzibar (UNCTAD, 2005). The Portuguese ruled Zanzibar for about 200 years until the 
Omani sultan Seyyid Said established a stronghold on the island, moved his capital from 
Muscat to Zanzibar and made it the centre of Arab slave trade (UNCTAD, 2005). The 
sale of slaves was prohibited in 1876 and in 1890; Britain took over the control of 
Zanzibar. Then the coastal areas reverted to Omani Arab rule, which continued, in the 
case of Zanzibar, until independence in 1963. European missionaries and explorers 
(notably from Britain and Germany), including such famous personalities as David 
Livingstone, Richard Burton and Johan Ludwig Krapf, arrived in the country in the 19th 
century (UNCTAD, 2005). The early missionaries went into the interior with a mission to 
stop slave-trading and establish Christianity. Colonizers followed the missionaries. 
Germans ruled the then Tanganyika under the German East Africa Company and are 
credited with setting up the first colonial administration over the whole country. The 
British took over the colonial administration after the First World War and ruled until the 
independence of Tanganyika in 1961 (UNCTAD, 2005).  
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2.6.3 Political history during the post-colonial era 
In 1964, just one year after the independence of Zanzibar, Tanganyika and Zanzibar 
joined to form the United Republic of Tanzania. Under the union, Zanzibar has its own 
constitution, providing for a presidency, a council of ministers (cabinet), legislature and 
judiciary. The President of the United Republic of Tanzania is both the Head of State and 
Head of the Union Government. The cabinet of the Union Government includes elected 
members of parliament from both the mainland and Zanzibar. 
The immediate aftermath of independence in Tanzania was characterized by one-party 
state that nationalized key industries and created ujamaa, a rural, collective village-based 
movement of “African socialism” and “self-reliance” (Blommaert, 2014; Saul, 2012). 
Ujamaa faced increasing popular dissatisfaction, and was slowly abandoned in the 1970s 
and 1980s. In 1992, Tanzania passed legislation allowing multi-party democracy. The 
first parliamentary elections under multi-party democracy were held in 1995. Currently, 
the Tanzania Parliament consists of five categories of members: (a) 239 members elected 
directly to represent constituencies; (b) 5 members elected by the Zanzibar House of 
Representatives; (c) 10 members nominated by the President; (d) 102 women members 
(not less than 15% of all other members) nominated by their respective political parties 
proportionally to their directly elected members; and (e) the Attorney General of the 
United Republic of Tanzania, appointed by the President. 
 
2.7 Overview of Coastal Tanzania 
Coastal Tanzania consists of 5 regions namely Dar es Salaam, Pwani, Tanga, Mtwara and 
Lindi. Three out of the five regions, Dar es Salaam, Pwani and Tanga, which belong to 
the northern coastal agro-ecological zone, were considered in this study.  In this sub-
zone, Tanga and Pwani are considered as flood-prone regions. Based on the 2012 
Population and Housing Census, the total population of coastal Tanzania is 9,643,920 
(National Bureau of Statistics, 2013).  
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2.7.1 Geographic and socio-economic context of the Dar es 
Salaam region 
Dar es Salaam region lies along the Western Coast of Indian Ocean and has three districts 
namely Ilala, Kinondoni and Temeke. It is situated between 6 and 7 degrees South of the 
Equator and between longitudes 33.33 and 39 degrees East of Greenwich. It borders with 
Pwani Region in the North, West and South while to the East, is the Indian Ocean. The 
total surface area of Dar es Salaam Region is 1,397 square kilometers which is equivalent 
to 0.15 percent of the entire Tanzania Mainland area. Rainfall in the region ranges 
between 800 mm to 1,300 mm annually. The climatic condition is highly influenced by 
the South Westerly monsoon winds between November and March. 
With a population growth rate of about 8 percent per year, Dar es Salaam is one of the 
fastest‐growing areas in sub-Saharan Africa. Over 70 percent of the five million 
residents in Dar es Salaam live in informal, unplanned settlements that lack adequate 
infrastructure and services, and over half of them survive on roughly a dollar per day 
(Ndezi, 2009). There are large numbers of people, living in poor quality housing, 
frequently on land that is exposed to a variety of hazards, who are socially, economically 
and environmentally vulnerable.  
Dar es Salaam town was established in 1862 as a port and trading centre to support new 
caravan routes opening into the interior of Africa. It became the national capital in 1891, 
acquired municipal status in 1949, and further achieved city status in 1961 (UN 
HABITAT, 2009). In the mid-1970s, Dar es Salaam lost its official status as the capital 
city to Dodoma. However, it remains the centre for the permanent central government 
bureaucracy and continues to serve as the capital for the surrounding Dar es Salaam 
region. Dar es Salaam city is Tanzania’s main engine of economic growth and serves as 
an administrative, industrial, fishing, and commercial centre (including mining-related 
trade). The city accommodates about 40 percent of the total industrial manufacturing 
units in the country and contributes about 45 percent of Tanzania’s gross industrial 
manufacturing output (UN HABITAT, 2009). 
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2.7.2 Geographic and socio-economic context of the Pwani region 
Pwani region is situated on the Eastern part of Tanzania Mainland along the Indian Ocean 
coastal belt, located between 6
o
 and 8
o
 South of the Equator and between 37
o
 – 40o10’ 
East of the Greenwich Meridian line. Pwani region shares borders with Tanga region to 
the North, Morogoro regions to the West and Lindi region to the South. On the Eastern 
side the region shares borders with Dar es Salaam and the Indian Ocean. The region has a 
population of 1,098,668 (National Bureau of Statistics, 2013). The region has an area of 
33,539 square kilometers, which is equivalent to 3.8% of the total area of Tanzania 
Mainland. Dry land area covers 32,407 square kilometers (97%) and the remaining 1,132 
square kilometers (3%) is covered by water (National Bureau of Statistics, 2013).  
The region has two rainy seasons, the short and the long rainy seasons. The short rainy 
season (Vuli) is between October and December and the long rainy season (Masika) is 
between March and June, with an average of 1000 mm per year. The region experiences a 
typical tropical climate with an average temperature of 28
o
 C. The topography is 
dominated by the Indian Ocean and the basins and tributaries of Rufiji, Ruvu and Wami 
rivers. The region’s main economic activities are agriculture, livestock keeping, fishing 
and lumbering. Other economic activities include tourism and quarrying although at 
small scale. The Rufiji river basin is a key drainage system for the region, very fertile, 
potential for large scale agricultural irrigation schemes and hydroelectric power 
production. Yet, with a GDP per capita income of approximately US$ 234, Pwani is one 
of the poorest regions in Tanzania Mainland. It compares unfavourably with regions like 
Dar es Salaam (US$ 609), Iringa (US$ 397) and Ruvuma (US$ 389) (Dachi et al. 2010).  
The region comprises six districts namely Bagamoyo, Kibaha, Kisarawe, Mkuranga, 
Rufiji, and Mafia, which cumulatively contribute about 2.3 percent to the national GDP. 
Maize is the dominant annual crop grown in Pwani region and it had a planted area 1.4 
times greater than cassava, which has the second largest planted area. The area planted 
with maize and cassava constitutes 67.3 percent of the total area planted with annual 
crops in the region. The area planted with maize only constitutes 40 percent. Other crops 
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in order of their importance (based on area planted) are paddy, cowpeas, sorghum, 
simsim, sweet potatoes and green grams. 
 
2.7.3 Geographic and socio-economic context of the Tanga region 
Tanga Region is located in the northeastern side of Tanzania Mainland. The region lies 
between latitudes 4
o
 and 6
o
 south of the Equator, and between longitudes 37
o
 and 39
o
 east 
of Greenwich. The Region is bordered by the Republic of Kenya in the north, 
Kilimanjaro Region in the northwest, Manyara Region in the west, Morogoro and Pwani 
Regions in the south and the Indian Ocean in the east. Based on the 2012 census, Tanga 
region has a population of 2,045,205 (National Bureau of Statistics, 2013) and total land 
area of 27,342 km² out of which 572 km² are covered by water. The Region’s total area is 
about 2.9 percent of the total area of Tanzania, which is 942,784 km². The coastal line is 
about 150 km long and fishing is carried out in the continental shelf which is fairly 
narrow, between Tanga and Pangani of about 3 to 5 nautical miles towards oceanic from 
the beach. The stretch widens in the northern part of Tanga and southern part of Pangani 
up to 25 nautical miles.  
The topography of Tanga Region is characterized by two remarkable natural features. 
First, the coastal lowlands have varying degrees of soil texture and fertility. The lowlands 
are located between 0-150m above sea level. The second natural feature is the 
mountainous areas which include the Usambara Mountains, Amani and Nguu mountain 
ranges located between 1000-2,400m above sea level.   
Administratively, Tanga Region is divided into eight districts namely Tanga, Muheza, 
Pangani, Handeni, Kilindi, Korogwe, Lushoto and Mkinga. Of the 8 districts in the 
region, the study was conducted in four namely Muheza, Pangani, Tanga and Handeni. 
The first three districts are located in the coastal plains zone between 0-150 metres above 
sea level with temperatures ranging between 24
o
C and 32
o
C. The zone receives moderate 
rains with average annual precipitation ranging from 800mm to 1,400mm. The fourth 
district, Handeni, is located in the dry plains zone.  The altitude of this zone ranges from 
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200m to 600m above sea level, with an average rainfall between 500mm and 800mm per 
annum. The temperatures in this zone range from 21
o
C to 24
o
C annually. Tanga region 
contributes about 4.3% to the national GDP. The major occupation is farming which 
employs about 77.4 percent of the total labour force. Main activities in the Region are 
clustered into several groups such as agriculture; forestry, fishing; mining and quarrying; 
trade and commerce. Maize, paddy, sorghum cassava, sweet potatoes and legumes/pulses 
are among the major food crops grown in the Region.  
 
2.8 Climate Change Adaptation, Governance and 
Institutional Frameworks in Tanzania 
Implementation of climate change issues in Tanzania is undertaken within the context of 
the National Environmental Policy, 1997 and the 2004 Environmental Management Act 
(EMA) and other related policies and legislations. At national level, the Vice President’s 
Office (VPO), Division of Environment (DoE) is responsible for all climate related 
activities. DoE is both the National Climate Change Focal Point (NCCFP) and 
Designated National Authority (DNA) for clean development mechanism under the 
Kyoto Protocol (URT, 2012). Furthermore, the EMA provides for establishment of 
various committees at both national and local levels. At national level, there is an 
established NCCSC chaired by Permanent Secretary of the VPO. This committee 
provides policy guidance to the NCCFP ensure coordinated actions and participation 
within various sectors and institutions. This Strategy has been developed in response to 
the growing concern of the negative impacts of climate change and climate variability on 
the country’s social, economic and physical environment. Its overall aim is to enhance 
the technical, institutional and individual capacity of the country to address the impact of 
climate change. The Strategy covers adaptation, mitigation and cross-cutting 
interventions that will enable Tanzania to benefit from the opportunities available to 
developing countries in their efforts to tackle climate change (URT, 2012). These 
opportunities were recognized under the Copenhagen Accord, Cancun Agreement and 
Durban Platform for Enhanced Action, and they include technology transfer to 
developing countries under the proposed Technology Mechanism; opportunities offered 
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by the Reducing Emissions from Deforestation and Forest Degradation Plus (REDD+) 
Mechanism; and financing for both adaptation and mitigation activities under the 
proposed ‘Fast Start Climate Funding’(URT, 2012).   
Tanzania’s ratification of the United Nations Framework Convention on Climate Change 
(UNFCCC) and Kyoto Protocol in 1996 and 2002 respectively, is a step towards ensuring 
that climate change issues are addressed at the national level. The implementation of the 
UNFCCC and Protocol is further supported by the existing environmental frameworks in 
Tanzania, namely the National Environment Policy (1997) and the Environment 
Management Act No. 20 of 2004. 
The capacity to address the current and projected impacts of climate change in Tanzania 
is strongly hindered by a number of climatic and non-climatic factors. Non-climatic 
factors include poverty, inadequate institutional arrangement, lack of adequate financial 
resources, lack of sufficient human resource and technological capacities, low awareness 
and lack of adequate climate change information management (URT, 2012). Notably, 
climatic factors such as incidences of sporadic extreme weather events and slow onset 
events are increasing in many parts of the country with severe consequences on food 
production, water access and energy generation. The recent food shortages resulting in 
widespread hunger, water scarcity and acute power shortages signify the vulnerability of 
the country to impacts of climate change (URT, 2012). Analysis of climate change 
projection indicates that Tanzania will continue to face future development challenges as 
a result of increased climate variability and climatic changes.  
In addressing climate change at national level, various initiatives and programmes have 
been undertaken in Tanzania in the context of UNFCCC and its Kyoto Protocol. As the 
first step, Tanzania ratified UNFCCC and its Kyoto Protocol in 1996 and 2002, 
respectively to ensure that climate change issues are addressed at the national level 
supported by national policies and legislation (URT, 2012). Therefore, implementation of 
the UNFCCC and the Kyoto Protocol is further supported by the enabling environment 
including the National Environment Policy (1997) and the EMA. Various adaptation and 
mitigation initiatives and programmes, strategies and plans that have so far been 
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implemented demonstrate the national commitment in addressing climate change issues 
and its contribution to global efforts to adapt and mitigate climate change. Formulation of 
NAPA in 2007 formed a clear basis for identifying and implementing adaptation actions 
at both sectoral and local levels. Furthermore, several mitigation initiatives have been 
implemented in the context of CDM and other emerging mitigation opportunities such as 
REDD+. Ongoing national REDD+ initiatives are expected to enhance the contribution 
of Tanzania as the net sink through its forests in various forms. Generally, all initiatives 
at both national and local levels are geared towards enhancing Tanzania’s participation in 
addressing climate change in order to build resilience and achieve sustainable 
development. Tanzania has committed to exploring all emerging opportunities under the 
Convention and its Kyoto Protocol in the subsequent commitment periods to be agreed 
upon by the Parties. It is envisaged that the NAMAs as well as NAPs, supported 
technologically, financially and with appropriate capacity building will enhance the 
contribution of Tanzania in addressing climate change. The climate change initiatives 
undertaken in Tanzania are implemented in line with several other initiatives. For 
instance, this Strategy is part of the broader implementation of the national policies and 
efforts to reduce poverty and support sustainable development at national, local and 
individual level. It is part of implementation of the National Environmental Policy 1997, 
EMA, the Tanzania Vision 2025; the Millennium Development Goals (MDGs); 
MKUKUTA II; Tanzania Five Years Plan (2011-2015). It is also congruent with various 
sector policies.   
Tanzania’s Vision 2025, aims at attaining high quality livelihood for its people and 
develops a strong and competitive economy, among other things. Some of the strategies 
toward attaining these objectives are: ensuring food self-sufficiency and security; 
universal access to safe water; absence of abject poverty; reduction in infant and maternal 
mortality rates; economic growth rate of 8% per annum or more; attainment of 
macroeconomic stability; and an adequate level of physical infrastructure (URT, 2012). 
These aims may not be attained if climate change adaptation concerns are not included in 
the development process in the context of sustainable development to be exploited, as 
well as the MDGs which were declared in year 2000 have many strategies similar to 
those in the Tanzania Vision 2025, including the eradication of poverty and attainment of 
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environmental sustainability (URT, 2012). Thus in order to realize the objectives of the 
Vision 2025 and MDGs, the government has translated them into the National Strategy 
for Growth and Reduction of Poverty popularly known as MKUKUTA, covering the 
periods 2005 - 2010 and 2011 - 2015, and associated national five year plan 2011 - 2015.  
Besides institutions at the national level, district-level authorities, customary institutions 
and civil society in selected districts have steadily built their capacity to design and 
manage multi-year projects on climate change adaptation and development planning.  
  
2.9 Central and Local Government Administration in the 
United Republic of Tanzania 
According to Mollel (2010), the institutional arrangements between the central and local 
government authorities in Tanzania are the result of a long and complex history. The 
legal framework of the Local Government Authorities is mainly based on two separate 
acts: the Local Government District Authority Act and the Local Government Urban 
Authorities Act. Both acts came into force in 1982. The current governmental system of 
administration in Tanzania was configured after the introduction of the multiparty system 
in 1992, which separated the parties’ structures from that of the government’s 
administration. The government administration was then left with a hierarchy of only two 
levels: a central government layer with regional offices and a layer of local government 
(Cooksey and Kikula, 2005). These two levels are connected in a number of ways. The 
local government structure runs from the Prime Minister’s Office of Regional 
Administration and Local Government to the Kitongoji or Mtaa. The Prime Minister, 
being the head of the Office for Regional Administration and Local Government, is 
responsible for the local government. The main role of this Office is to formulate broad 
national policies and monitor local authorities to ensure that these policies are integrated 
in locally developed programmes in collaboration with sectoral ministries, which also 
formulate policies in their areas that impact on local government. At the local level there 
are Local Government Authorities (LGAs). The Local Government Authorities are 
District Authorities in rural areas and Municipality or City Authorities in urban areas. All 
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Local Government Authorities are made up of councils. If the local government authority 
is a district the authority has a District Council, whereas the same council in a 
municipality is called a Municipality Council and in a city a City Council. 
The LGAs vary in size, depending on the geographical area, the resource endowment and 
in population. For example, the municipalities of Arusha and Mwanza are both smaller in 
size than the district of Monduli, but command far bigger resources in financial terms. 
The local government authorities are autonomous multi-sectoral corporate bodies 
operating on the basis of both mandatory and discretionary powers under the legal 
framework constituted by national legislation (Venugopal and Yilmaz, 2010). The 
Council is the supreme decision making body in the Local Government Authority. The 
Council is made up of the members elected from each ward who are elected every five 
years. The other members are the Members of Parliament (MPs) representing the 
constituency within which the council is situated and women members, appointed by the 
National Electoral Commission from the proposals submitted by the political parties in 
proportion to the number of elected positions held on the council including MPs. 
Basically, this system of preferential councillor seats operates to guarantee that one-
quarter of all council seats are occupied by women (Mollel, 2010). The council is headed 
by the council chairman in the districts and by the mayor in municipalities and cities. 
These chairmen and mayors are elected from among the councillors in the first council 
meeting almost immediately after the elections. When elected, the chairman acquires the 
status of primus inter pares; the status that gives him/her significant influence to direct 
policy in the decision-making process (Mollel, 2010). At the grassroots level there are 
Ward Development Committee (WDC) and Village Council respectively. The WDC is 
comprised of a councillor representing the ward in the respective District or Urban 
Council, chairpersons of all village councils within the ward, member(s) of the district 
council who ordinarily reside in the ward and invitees including persons from NGOs and 
other civic groups involved in the promotion of development in the ward. In the rural 
areas the grass roots level consists of villages and kitongoji (Mollel, 2010).   
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The village structure is comprised of a village assembly and a village council. The village 
council is a corporate body with perpetual succession and an official seal. In the rural 
areas the grass roots level consists of villages and kitongoji. The village council is made 
up of a chairman elected by the village assembly, the chairman of all kitongoji within the 
village and other members elected by the village assembly (Mollel, 2010). No less than 
one quarter of the total number of all members of the village council is women. While the 
village council consists between fifteen and twenty members, the village assembly is 
comprised of every person who is ordinarily resident in the village and who has attained 
the apparent age of eighteen years. In addition, the village assembly is the supreme 
authority on all matters of general policy making in relation to the affairs of the village 
and is responsible for the election of the village council and the removal from the council 
of any or all the members of the council, for the performance of any other functions 
conferred upon it by or under the Local Government Act or any other written law 
(Mollel, 2010). In urban authorities the lowest level of the ward is referred to as mtaa. 
Mtaa have a similar status to that of the villages in the rural areas.  
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Chapter 3  
3 Assessing Barriers to Climate Change Adaptation in 
Coastal Tanzania? Does where you live matter? 
3.1 Introduction 
This study is part of ‘the Indian Ocean World: The Making of the First Global Economy 
in the Context of Human Environment Interaction” major collaborative research initiative 
(MCRI) project. Rejecting environmental determinism, the larger project predominantly 
highlights human agency in responding to and reshaping the environment within the 
context of the making of the IOW global economy. The project broadly investigates the 
rise and development of the world’s first “global economy” in the context of human-
environment interaction from the early centuries B.C.E. to the present day. The focus is 
the Indian Ocean world (IOW), an arena of primary geo-political importance that 
includes Eastern Africa, the Middle East, Southeast Asia and emerging superpowers, 
China and India. The present study focuses on Eastern Africa; specifically, three regions 
along the coastline of Tanzania in the modern era (since c.1915). The paper examines 
how place-specific characteristics (where you live) influence barriers to adaptation to 
climate change in coastal Tanzania. Also, the paper examines how the relationship 
between place-specific characteristics in coastal Tanzania and barriers to adaptation to 
climate change evolves when compositional (biosocial and sociocultural) factors are 
taken into consideration.  
Climate change may be conceptualized in several ways.  For instance, it may refer to 
systematic trends in aspects of climate (e.g., precipitation, temperature ranges) that 
deviate from relatively recent patterns. It may also refer to changing conditions that are 
seen in regular environmental fluctuations (e.g., predictable seasonal changes) and in 
stochastic events or perturbations (e.g., 50-year droughts). For purposes of conceptual 
clarity, policy and of understanding people's actions related to it, we distinguish between 
these two conceptualizations. In the study and throughout this paper, unless otherwise 
stated, climate change refers explicitly to systematic trends in aspects of climate (e.g., 
precipitation, temperature ranges) that deviate from relatively recent patterns. Also, 
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negative impacts of climate change refer to what the respondents actually mentioned as 
the perceived deleterious effects of climate change. Respondents considered a plethora of 
issues as potential negative impacts of climate change. These include prolonged episodes 
of hot weather, more frequent storms, drought condition or water shortage, increased 
frequency and magnitude of forest fires, coastal erosion, average temperature increase, 
and increase and spread of infectious diseases. Other perceived negative impacts of 
climate change are sea level rise, increased frequency and magnitude of flooding, reduced 
food production, loss of wildlife habitat, heat strokes or sunburns, water borne diseases, 
skin cancer and stress or anxiety.  
Tanzania’s National Adaptation Programme of Action (NAPA) admits that the country is 
already experiencing the effects of climate change, including frequent and severe 
droughts leading to serious food shortages; the country has experienced six major 
droughts over the past thirty years (AF, 2011; Hove et al. 2011). Coastal zones are 
particularly vulnerable to existing climate threats as well, putting natural ecosystems, 
infrastructure and agriculture in danger (AF, 2011). There is evidence that mean annual 
temperatures have increased by 1°C since the 1960s, experiencing relatively small 
increases in hot days and much larger increases in the frequency of hot nights during the 
same period (McSweeney et al., 2010a, b). Observations of precipitation patterns also 
reveal statistically significant decreasing trends (McSweeney et al., 2010a, b). 
Regarding the future impacts of climate change, models predict that temperatures could 
increase by 1.0 to 2.7°C by the 2060s, and 1.5 to 4.5°C by the 2090s, with certain parts of 
the country experiencing increases in rainfall and others experiencing decreases along 
with an increase in the proportion or rain that falls in heavy events (McSweeney et al., 
2010a, b). Jack (2010) argues that temperature increases across Tanzania are in line with 
larger scale projections with some variations caused by the proximity to water bodies and 
altitude effects. Broadly, most studies project that temperature and rainfall changes will 
adversely affect the population of Tanzania through food insecurity (Arndt et al. 2012), 
climate volatility (Ahmed et al. 2011), vulnerability (Ahmed et al. 2011) and economic 
impacts (Kithiia, 2011; Watkiss et al. 2011). Given that the majority of Tanzania’s 
population depends on natural resources for their livelihoods, the country is particularly 
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vulnerable to the impacts of climate change, with vulnerability compounded by poverty, 
population density, and environmental degradation (AF, 2011). The International Institute 
for Environment and Development (IIED) argues that, should Tanzania fail to address the 
impacts of climate change in the agriculture sector, the nation’s GDP could decline by 0.6 
to 1 per cent in 2030; the effects of climate change post-2030 on Tanzania are predicted 
to be extreme (IIED, 2009). Despite these potential threats, Hepworth (2010) suggests 
that Tanzania is still not well prepared to adapt to climate change, citing inadequate 
policy and planning, and a need to better coordinate government and non-government 
initiatives.  
Adaptation to climate change has the potential to alleviate adverse impacts, as well as to 
capitalize on new opportunities posed by climate change (Parry et al., 2007). While the 
term adaptation is in wide circulation, there is no single definition that is applied 
universally. The broad description given by the Intergovernmental Panel on Climate 
Change is a useful starting point. The panel defines adaptation as ‘adjustment in natural 
or human systems in response to actual or expected climatic stimuli or their effects, 
which moderates harm or exploits beneficial opportunities’ (McCarthy, 2001). At its 
simplest, adaptation within social systems relates to the processes people use to reduce 
the adverse effects of climate on their livelihood and well-being, and take advantage of 
new opportunities provided by their changing environment (Wiseman et al., 2011). 
Adaptation is a continuous, ever-changing process involving cycles of decision making, 
planning, action, observation and, above all, social learning and continuous adjustment 
(Wiseman et al., 2011). Adaptation can be categorized more specifically into various 
types and forms: in terms of timing it can be ‘anticipatory’ or ‘reactive’, and on the level 
of preparation and outside intervention, it can be either ‘planned’ or ‘autonomous’ (Tol et 
al., 2008). In practice, adaptation actions tend to constitute ‘on-going processes, 
reflecting many factors or stresses, rather than discrete measures to address climate 
change specifically’ (Parry et al., 2007: 720). There are many types of adaptation 
processes, including incremental improvements though the transformation of existing 
structures and processes, planned or proactive anticipatory actions, or post-impact 
reactions (Mukheibir et al., 2013). In this study, adaptation to climate change specifically 
refers to the anticipatory plans and actions by individuals to avoid or reduce the negative 
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impacts due to the projected climate change through, for example, extreme temperatures, 
droughts, flooding, and storm surges. This study does not consider in its analysis any 
plans and actions to mitigate greenhouse gas emissions.  
Inevitably, efforts to facilitate successful adaptation face a number of constraints and 
barriers to promoting the adaptive capacity of those who are most vulnerable (Jones, 
2010). As the need to adapt to a changing environment is increasingly recognized, it is 
imperative to characterize and quantify the barriers to adaptation in order to ameliorate 
the risks associated with a changing environment. Identifying barriers or constraints to 
adaptation is an important process in supporting successful adaptation planning, 
particularly where reworking the path-dependent institutional structures, cultures and 
policy-making procedures is required (Burch, 2010). In the context of this paper, a 
‘barrier’ to effective climate change adaptation restricts people’s ability to identify, 
evaluate or manage risks in a way that delivers the highest level of community wellbeing. 
Lately, extensive research is being focused on barriers to adaptation within the 
burgeoning literature on climate change (Biesbroek et al., 2013; Jones, 2010; Moser and 
Ekstrom, 2010).  This critical research interest in barriers to adaptation to climate change 
hinges on several factors. Biesbroek et al. (2013) argue that barriers to adaptation have 
scarcely been defined in the literature and no clear indicators exist in order to identify and 
assess them systematically. Also, a disproportionately large number of studies have 
hitherto focused on institutional and social dimensions of adaptation. Besides, barriers 
have predominantly been studied in developed countries with a strong emphasis on 
water-related areas. Furthermore, most studies on barriers use small-n inductive case 
approaches while quantitative approaches using social indicators across various contexts 
are inadequate. Adaptation to climate change is seldom undertaken in a stand-alone 
fashion, but as part of broader social and development initiatives. Adaptation has limits, 
some posed by the magnitude and rate of climate change, and others that relate to 
financial, institutional, technological, cultural, and cognitive barriers (Parry et al., 2007).  
Local studies on non-institutional forms of barriers to climate change adaptation are 
missing from the literature. We contribute to the literature by focusing on personal 
barriers to climate change adaptation. The novelty of this paper resides in the attention 
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we pay to personal barriers. To develop a successful adaptation strategy for change, we 
need to understand the personal barriers faced by individuals in local settings. Using this 
knowledge, we can consider which barriers and levers may operate in local communities 
and which may be relevant to a particular climate change-related problem. Following 
careful consideration, it is possible to develop a tailored approach to overcome the 
personal barriers, encourage changes in behaviour and ultimately implement adaptation. 
In this paper, we argue that there is a place-specific component to climate change 
adaptation. Understanding the reason why certain areas and neighbourhoods have poorer 
adaptation is a major concern for policy makers, planners, and hazard and disaster 
services providers in cities. Locations usually characterized by socioeconomic 
disadvantage, social exclusion, and poorer physical environment, have consistently 
poorer outcomes in terms of wellbeing and adaptation. These spatial inequalities in 
adaptive capacities are increasingly becoming subject of much research and academic 
discussion (Adger et al., 2009). The capacities for adaptation and the processes by which 
it occurs vary greatly within and across regions, countries, sectors, and communities 
(Parry et al., 2007). There are significant outstanding research challenges in 
understanding the processes by which adaptation is occurring and will occur in the future, 
and in identifying areas for leverage and action by government. It is within this research 
milieu that this study was conducted in Tanzania.  
 
3.2 Theoretical Context 
Observed differences in adaptation to climate change between places have traditionally 
been attributed to one of two possible explanations: compositional (biosocial and 
sociocultural) and contextual (place-specific). The first explanation is that differences in 
adaptation between places are a result of the differences in the characteristics of people 
who live in these places (a compositional explanation). Often linked to this explanation is 
the fact that lower individual socio-economic status is associated with lower adaptive 
capacities and poorer adaptation outcomes (see Bryan et al., 2013; Grothmann & Patt, 
2005; Reser & Swim, 2011; Reser et al., 2012; Unsworth et al., 2013). The other 
explanation is that differences in adaptation to climate change between places are due to 
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differences in the characteristics of these places (a contextual explanation). This 
explanation is given when differences cannot be explained by individual factors (see 
Artur & Hilhorst, 2012). However, it is plausible to argue that this distinction is 
somewhat artificial due to evidence of the interrelationship between people and places.  
Barriers to adaptation have been conceptualized in different ways in the literature. Moser 
and Ekstrom (2010) drew from the international literature and synthesized a set of cross-
cutting barriers to adaptation. The set reinforce a number of key barriers that are 
frequently cited in the adaptation literature (Measham et al., 2011); namely, the lack of 
information, the lack of resources, institutional limitations, poor communication, and the 
deeply held values and beliefs that show how people respond to climate risks and their 
management. The degree to which the barriers appear in each stage of the adaptation 
process is dependent on contextual features, but it is important to highlight that they have 
been posed as significant barriers in every documented case of adaptation (Moser & 
Ekstrom, 2010). The work by Moser and Ekstrom (2010) provides a useful diagnostic 
framework for characterizing and organizing barriers at different phases of the adaptation 
process across space and time, and locates possible points of intervention to overcome a 
given barrier. Moreover, it questions how best to support adaptation at all levels of 
decision-making, and thereby improve the allocation of resources and strategically design 
processes to address the barriers. The framework draws on theories of coupled socio-
ecological systems thinking, as well as multi-level governance theories by paying 
attention to scale, contextual processes, structures, etc., enabling a flexible approach to 
examining barriers (Cash et al. 2006).  
Similar to Moser & Ekstrom (2010), Smit and Pilifosova (2001) also highlight barriers to 
adaptation except that they emphasize equity and technology. Amundsen et al. (2010), 
however, follow a governance framework in conceptualizing barriers to adaptation 
whereas Næss et al. (2005) analyzed barriers from an institutional perspective. Jones 
(2010) broadly structured barriers to adaptation into three distinct, yet inter-related 
groupings: natural, social, and informational. In this context, natural barriers consist of 
ecological and physical domains.  Social barriers comprises of normative, cognitive, and 
institutional aspects. It is increasingly clear that adaptation responses to climate change 
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can be limited by human cognition (Grothmann & Patt, 2005; Moser, 2005). Social and 
cultural barriers to adaptation can be related to the different ways in which people and 
groups experience, interpret and respond to climate change. Individuals and groups may 
have different risk tolerances, as well as different preferences about adaptation measures, 
depending on their worldviews, values and beliefs (Matasci et al., 2013; Moser & 
Ekstrom 2010; Parry et al., 2007). Conflicting understandings can impede adaptive 
actions. Differential power and access to decision making processes may promote 
adaptive responses by some, while constraining them for others. In addition, diverse 
understandings and prioritizations of climate change issues across different social and 
cultural groups can limit adaptive responses (Ford & Smit, 2004).   
Some studies have explored the behavioural foundations of adaptive responses, including 
the identification of thresholds or points at which adaptive behaviour begins (e.g., 
Grothmann & Patt, 2005). Key findings from these studies point to different types of 
cognitive limits to adaptive responses to climate change. For example, Niemeyer et al. 
(2005) found that thresholds of rapid climate change may induce different individual 
responses influenced by trust in others (e.g., institutions, collective action, etc.), resulting 
in adaptive, non-adaptive, and maladaptive behaviours. Calls for effective climate change 
adaptation have focused on conveying a consistent, sound message, with the reality of 
anthropogenic climate change at its core. This, coupled with making climate change 
personally relevant through messages of practical advice on individual actions, helps to 
embed responses in people’s locality. 
Informational barriers encapsulate knowledge, technological and economic domains. 
These include the various spatial and temporal uncertainties associated with forecast 
modelling, and low levels of awareness and information amongst policy-makers on the 
impacts of climate change, as well as a lack of financial resources and assistance to 
facilitate adaptation interventions. Knowledge of climate change causes, impacts, and 
possible solutions does not necessarily lead to adaptation. Well-established evidence 
from the risk, cognitive and behavioural psychology literatures points to the inadequacy 
of the ‘deficit model’ of public understanding of science, which assumes that providing 
individuals with scientifically sound information will result in information assimilation, 
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increased knowledge, action and support for policies based on this information (Sturgis & 
Allum, 2004; Lorenzoni et al., 2005). Individuals’ interpretation of information is 
mediated by personal and societal values and priorities, personal experience and other 
contextual factors (Irwin & Wynne, 1996). As a consequence, an individual’s awareness 
and concern either do not necessarily translate into action, or translate into limited action 
(Baron, 2006; Weber, 2006). This is also known as the ‘value-action’ or ‘attitude-
behaviour’ gap (Blake, 1999) and has been shown in a small number of studies to be a 
significant barrier to adaptation action (e.g., Patt & Gwata, 2002). 
Perceptions of adaptive capacity can either stimulate or constrain adaptation to climate 
change. Psychological research, for example, has provided empirical evidence that 
perceived barriers to adaptation by the vulnerable, in fact, limit adaptive actions, even 
when there are capacities and resources to adapt. Grothman and Patt (2005) found that 
action was determined by both perceived abilities to adapt and observable capacities to 
adapt. They conclude that a divergence between perceived and actual adaptive capacity is 
a real barrier to adaptive action. Similarly, Moser (2005) found that perceived barriers to 
action are a major constraint in coastal planning for climate change adaptation. Broadly, 
the literature indicates that an individual’s awareness of an issue, personal experience, 
and a sense of urgency of being personally affected are necessary but insufficient 
conditions for behaviour or policy change. Perceptions of risk, of vulnerability, 
motivation and capacity to adapt will also affect behavioural change. These perceptions 
vary among individuals and groups within populations. Some can act as barriers to 
adapting to climate change.  
Taking cognizance of the wider literature on barriers to climate change adaptation, we 
conceptualize personal barriers to climate change adaptation as a product of both 
compositional factors (biosocial and sociocultural) and contextual factors as shown in 
Figure 3.1. Biosocial factors (age, sex, and ethnicity) are intrinsically personal. These 
personal attributes have an underlying physical or biological component and as such are 
ascribed at birth and not easily amenable to change (Pol and Thomas, 2013).  The second 
set of compositional factors, namely, sociocultural attributes reflect the position of 
society members’ as individuals within the social structure. These attributes are achieved 
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rather than ascribed through an individual’s place in the social system. These attributes 
are inherently “cultural” in that those affected take on characteristics assigned by society 
(Pol and Thomas, 2013).   
 
Figure 3.1: Conceptualization of the relationship between personal barriers to 
climate change adaptation and compositional and contextual factors 
 
3.3 Materials and Method 
3.3.1 Study area 
Tanzania is a coastal country lying between longitude 29° and 49°
 
East and latitude 1° 
and 12°
 
south of the Equator (Francis and Bryceson, 2001). The marine waters comprise 
64 000 km
2 
as territorial waters and 223 000 km
2
 as offshore waters (EEZ) (Mngulwi, 
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2003). Tanzania’s coastline stretches for 800km. It has five coastal regions-Tanga, 
Pwani, Dar es Salaam, Lindi and Mtwara. The five coastal regions cover about 15 percent 
of the country’s total land area and are home to approximately 25 percent of the country’s 
population. According to the 2012 Population and Housing census, the total population 
was 44,928,923 compared with 12,313,469 in 1967 (National Bureau of Statistics, 2013),
 
reflecting an annual growth rate of 2.9 percent. The under 15 age group represented 44.1 
percent of the population, with 35.5 percent being in the 15–35 age group, 52.2 percent 
being in the 15–64 age group, and 3.8 percent being older than 64 (National Bureau of 
Statistics, 2013). Overall Tanzania on average is sparsely populated with population 
density of 51 persons per square kilometer, lower significant variation exists across 
regions. The population density varies from 1 person per square kilometer in arid regions 
to 51 per square kilometer in the mainland's well-watered highlands to 134 per square 
kilometer in Zanzibar (United Republic of Tanzania, 2013). The population density for 
the Dar es Salaam region is 3,133 persons per km
2
 (the most densely populated) and that 
of Lindi is only 13.1 persons per km
2
 (National Bureau of Statistics, 2013). This suggests 
wide disparities in population density across regions. This study specifically focused on 
Dar es Salaam, Pwani and Tanga (Figure 3.2). The 3 coastal regions selected for analysis 
were chosen for two main reasons. First, the three regions are of historical significance to 
the Indian Ocean World project. Second, these regions were selected because they are the 
most ethnically diverse (that is, representative of the different geographical locations) and 
thus, had better prospects of providing heterogeneous survey responses. Dar es Salaam is 
the capital of the Dar es Salaam Region, which is one of Tanzania's 26 administrative 
regions.    
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Figure 3.2: Map of Tanzania showing the study area, regions and districts 
The Dar es Salaam Region consists of three local government areas or administrative 
districts: Kinondoni to the north, Ilala in the center of the region, and Temeke to the 
south. Pwani (coast) is the 21
st
 most densely populated region. It is bordered to the north 
by the Tanga Region, to the east by the Dar es Salaam Region and the Indian Ocean, to 
the south by the Lindi Region, and to the west by the Morogoro Region. Tanga region has 
a population of 2,045,205 (United Republic of Tanzania, 2013). It is bordered by Kenya 
and Kilimanjaro Region to the north; Manyara Region to the west; and Morogoro and 
Pwani regions to the south. Its eastern border is formed by the Indian Ocean. 
 
3.3.2 Data collection 
The study design was approved by the Committee of Research Ethics of the University of 
Western Ontario, Canada. Research approval was also granted by the Commission on 
Science and Technology (COSTECH) in Tanzania. A cross-sectional survey was 
conducted with 1253 individuals in three regions (Dar es Salaam, Tanga, and Pwani) 
along the coastline of Tanzania. The data were collected between March and September 
2013. The study population included male (606) and female (647) participants between 
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the ages of 18 and 70 years. The study used multistage sampling to obtain representative 
estimates of the population of residents of the three regions. Within each region, a list of 
villages based on the 2012 Population and Housing Census was divided further into 
households. The list of villages was also divided into clusters ensuring that each cluster 
would provide adequate numbers of eligible respondents to be included in the survey. 
This approach both corrects for sampling bias and weights the cases to match census 
percentages of males and females of various age groups and by ethnicity. The 
enumeration areas (EAs) and their total number of households were listed geographically 
by urban and rural areas. Where EAs did not include the minimum number of 
households, geographically adjacent EAs were amalgamated to yield sufficient 
households. This provided the frame for selecting the clusters to be included in the survey 
according to a stratified systematic sampling technique in which the probability for the 
selection of any cluster was proportional to its size.  A sampling interval was calculated 
by dividing the total number households by the number of clusters. A random number 
between 1 and the sampling interval was computer generated. The EA in which the 
random number fell was identified as the first selected cluster.  The sampling interval was 
applied to that number and then progressively until the 20 (urban) and 15 (rural) clusters 
were identified. These clusters made up the sample for the survey.  Individuals in the 
households were randomly selected from these clusters for interview.    
 
3.3.3 Measures 
3.3.3.1 Outcome variable 
Conceptually, barriers to climate change adaptation are complex and have several distinct 
but interrelated components (Adger et al., 2009, Bryan et al., 2009; Moser & Ekstrom, 
2010; Howden et al., 2007; O’Brien et al., 2006). Given the complexity of the concept 
and measurement of barriers to adaptation, a combination of domain-specific measures of 
adaptation was believed to be better than a single measure – this approach is increasingly 
becoming standard practice (see Moser & Ekstrom, 2010). Further, the literature indicates 
complex approaches, such as factor analysis or latent variable analysis are very useful in 
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providing a nuanced understanding of multi-dimensional constructs. Initially, all 
respondents were asked whether they experienced a barrier to adaptation to climate 
change or not. Out of 1253, 1130 responded in the affirmative and were further asked to 
identify specific barriers to adaptation to climate change they had previously experienced. 
From exploratory analyses of the questions capturing barriers to adaptation to climate 
change, we retained nine questions, all of which were ordered and were recoded such that 
higher values indicate a specific barrier. The questions are on a scale of 1 to 10 (lowest to 
highest) please indicate your level of agreement with the following: In order to adapt to 
climate change I don’t know what steps to take (knowledge), I lack the skills needed 
(knowledge), I lack personal energy or motivation (cognitive), I lack the time (personal 
resources), I lack money or the resources needed (financial resources), I lack help from 
others (cultural), I feel I don’t make a difference (cognitive, emotion), I don’t believe in 
climate change (cognitive, personal values, cultural), and I believe government will 
protect me (cognitive, institutional). We derived a composite index of barriers to 
adaptation to climate change through principal component and factor analysis. All factors 
loaded on a single construct. Cronbach’s alpha for the index was 0.789.  
3.3.3.2 The primary independent variables 
Adaptation to climate change is also place-dependent. By extension, therefore, barriers to 
adaptation to climate are place-specific or context-specific. Five place-specific factors 
were the main predictors in this study. Two variables, that is, geographical location 
(coastal administrative regions of Dar es Salaam, Pwani and Tanga) and residential 
locality (rural and urban) constitute the first set of place-specific factors. The second set 
is availability of health facilities in the neighbourhood (categorical), distance to nearest 
health facility (continuous), and accessibility of health facility in the neighbourhood 
(categorical).   
3.3.3.3 Control variables 
Variables that have frequently been shown to associate with barriers to adaptation to 
climate change: socio-demographic attributes (including age, sex, and marital status, 
level of education, income, occupation, and ethnicity) were included as controls. A 
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number of theoretical links have been identified. First, educated individuals are less likely 
to experience deleterious consequences of climate change and to encounter maladaptation 
because they supposedly have a better understanding and appreciation for effective 
adaptation related matters (Brooks et al. 2005; Deressa et al. 2009; Halsnæs & Verhagen, 
2007). Socio-culturally, educated individuals are also less subservient to norms and 
practices that adversely affect their adaptation choices and adaptive capacity (Lowe et al. 
2006). The general presumption in the literature is that rural-urban residence 
distinguishes clearly between poor and good sanitation, housing structure and availability 
of disaster relief and adaptation resources (Laukkonen et al., 2009). In Tanzania, not only 
are rural populations disadvantaged socio-economically, but they are historically under 
served in disaster infrastructure and emergency relief personnel. Besides the availability 
of climate change adaptation infrastructure, urban residents are also more likely than their 
rural counterparts to flout customs and taboos that could negatively affect adaptation to 
climate change (Swim et al., 2009). Again, Tanzania displays a distinctive regional 
disparity in development with roots in colonial development policy.    
3.3.4 Statistical analysis 
Inferential and multivariate techniques were applied to examine associations between 
barriers to adaptation to climate change and the place-specific factors while controlling 
for theoretically relevant socio-cultural and biosocial variables using STATA 13SE 
software. The Ordinary Least Squares technique was employed for the analysis. Analyses 
were preceded by diagnostic tests to establish whether variables met the assumptions of 
the regression model. Univariate analysis of the predictors on each of the nine questions 
that measure barrier to adaptation was operationalised via Pearson’s chi-square statistics. 
Bivariate analysis was initially performed to examine zero-order correlations between the 
dependent variable and theoretically relevant independent variables. Further, multivariate 
models were estimated to explore the net effects of the predictor variables using the 
stepwise selection approach. For analytical purposes, the unstandardized regression 
coefficients were estimated. Positive coefficients for any of the predictors indicate higher 
barrier to climate change adaptation scores, while negative coefficients show lower 
barrier to climate change adaptation scores. The ordinary least squares (OLS) regression 
64 
 
models in this study are built under the assumption of independence of subjects, but the 
cross-sectional survey has a hierarchical structure with respondents nested within survey 
clusters, which could potentially bias the standard errors. STATA 13 (StataCorp, College 
Station, TX, USA) SE, which has the capacity to address this problem, is used by 
imposing on our models a ‘cluster’ variable, that is, the identification numbers of 
respondents at the cluster level. This in turn adjusts the standard errors (SE) producing 
statistically robust parameter estimates.  
 
3.4 Results 
3.4.1 Descriptive and bivariate results 
Contingency tables showing the distribution of the barriers to adaptation to climate 
change by place-specific and compositional (biosocial and sociocultural) variables are 
shown in appendix 1. There were no age differences between residents who knew what 
steps to take to protect them against the negative consequences of climate change and 
those who did not know what steps to take. Residents who knew what steps to take to 
protect themselves against the negative consequences of climate change did not differ 
from their counterparts who didn’t know what steps to take in terms of availability of 
health facilities in their neighbourhood. However, there were differences between 
residents who knew what steps to take and those who did not know what steps to take to 
protect themselves against the negative consequences of climate change by sex, ethnicity, 
religion, occupation, educational attainment, and district of residence, accessibility of 
health facility in the neighbourhood, residential locality, and by administrative region 
(Appendix 3.1).  Contingency tables showing the distribution of the barriers to adaptation 
to climate change by place-specific and compositional (biosocial and sociocultural) 
variables (n=1253) are shown in Appendix 3.1 to 3.9 
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Appendix 3.1: Distribution of self-reported barriers to adaptation to climate 
change: don’t know what steps to take to protect myself  
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   9.9300   Pr = 0.002 
Male 45.3 54.7 Cramer`s V=0.09 
Female 54.7 45.3  
Age   χ²(3) =   0.5389   Pr = 0.900 
18-35 49.8 50.2 Cramer`s V=0.02 
36-50 50.9 49.1  
51-65 48.9 51.1  
More than 65 53.2 46.8  
Marital status   χ²(1) =  0.7202   Pr = 0.396 
Unmarried   51.9 48.1 Cramer`s V=-0.02 
Married  49.2 50.8  
Ethnicity    χ²(2) =  11.2682   Pr = 0.004 
Zaramo  59.8 40.2 Cramer`s V=0.10 
Sambaa  45.4 54.6  
Others  48.0 52.0  
Religion   χ²(2) =  32.4003   Pr = 0.000 
Christian  39.5 60.5 Cramer`s V=0.16 
Muslim  55.8 44.2  
Traditional  0.0 100.0  
Employment   χ²(1) =  3.3447   Pr = 0.067 
Unemployed  60.0 40.0 Cramer`s V=-0.05 
Employed 49.4 50.6  
Income * - - - 
Educational attainment   χ²(3) =  50.0298   Pr = 0.000 
No Education 64.4 35.6 Cramer`s V=0.21 
Primary  57.8 42.2  
Secondary 44.9 55.1  
Tertiary 31.4 68.6  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =   0.6692   Pr = 0.413 
Yes  54.2 45.8 Cramer`s V=0.02 
No  49.8 50.2  
Region   χ²(2) =  60.5685   Pr = 0.000 
Dar es Salaam and Zanzibar 38.3 61.7 Cramer`s V=0.23 
Pwani 63.9 36.1  
Tanga  58.6 41.4  
Distance to nearest health facility * - - - 
Accessibility of health facility in the neighbourhood   χ²(1) =  13.3316   Pr = 0.000 
Not easy  43.3 56.7 Cramer`s V=0.11 
Easy  54.4 45.6  
Residential locality   χ²(1) =  41.7254   Pr = 0.000 
Rural  61.7 38.3 Cramer`s V=0.19 
Urban  42.2 57.8  
*Income and distance to nearest health facility are continuous variables 
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Appendix 3.2: Distribution of self-reported barriers to adaptation to climate 
change: lack the skill needed 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   8.0164   Pr = 0.005 
Male 66.2 33.8 Cramer`s V=0.08 
Female 73.9 26.1  
Age   χ²(3) =   4.2596   Pr = 0.235 
18-35 69.0 31.0 Cramer`s V=0.06 
36-50 68.7 31.3  
51-65 71.8 28.2  
More than 65 79.2 20.8  
Marital status   χ²(1) =  3.9051   Pr = 0.048 
Unmarried   66.6 33.4 Cramer`s V=0.06 
Married  72.2 27.8  
Ethnicity    χ²(2) =  4.7400   Pr = 0.093 
Zaramo  75.9 24.1 Cramer`s V=0.06 
Sambaa  67.2 32.8  
Others  69.1 30.9  
Religion   χ²(2) =  5.4271   Pr = 0.06 
Christian  66.1 33.9 Cramer`s V=0.07 
Muslim  72.4 27.6  
Traditional  50.0 50.0  
Employment   χ²(1) =  12.0575   Pr = 0.001 
Unemployed  86.2 13.8 Cramer`s V=-0.09 
Employed 69.1 30.9  
Income * - - - 
Educational attainment   χ²(3) =  59.7848   Pr = 0.000 
No Education 83.9 16.1 Cramer`s V=0.23 
Primary  77.9 22.1  
Secondary 65.3 34.7  
Tertiary 51.0 49.0  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =   0.5051   Pr = 0.477 
Yes  67.5 32.5 Cramer`s V=0.02 
No  70.6 29.4  
Region   χ²(2) =  16.9107  Pr = 0.000 
Dar es Salaam and Zanzibar 64.5 35.5 Cramer`s V=0.12 
Pwani 75.7 24.3  
Tanga  75.6 24.4  
Distance to nearest health facility * - - - 
Accessibility of health facility in the neighbourhood   χ²(1) =  4.5675   Pr = 0.033 
Not easy  73.9 26.1 Cramer`s V=-0.06 
Easy  68.0 32.0  
Residential locality   χ²(1) =  33.9572   Pr = 0.000 
Rural  63.8 36.2 Cramer`s V=0.17 
Urban  79.6 20.4  
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Appendix 3.3: Distribution of self-reported barriers to adaptation to climate 
change: lack personal energy or motivation 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   3.4068   Pr = 0.065 
Male 51.2 48.8 Cramer`s V=0.05 
Female 56.7 43.3  
Age   χ²(3) =   7.9184   Pr = 0.048 
18-35 58.9 41.1 Cramer`s V=0.08 
36-50 52.2 47.8  
51-65 48.5 51.5  
More than 65 57.1 42.9  
Marital status   χ²(1) =  22.1577   Pr = 0.000 
Unmarried   63.5 36.5 Cramer`s V=-0.14 
Married  49.0 51.0  
Ethnicity    χ²(2) =  0.8937   Pr = 0.640 
Zaramo  56.8 43.2 Cramer`s V=0.03 
Sambaa  53.8 46.2  
Others  53.3 46.7  
Religion   χ²(2) =  0.0800   Pr = 0.961 
Christian  53.6 46.4 Cramer`s V=0.0084 
Muslim  54.3 45.7  
Traditional  50.0 50.0  
Employment   χ²(1) =  0.7637   Pr = 0.382 
Unemployed  58.8 41.2 Cramer`s V=-0.03 
Employed 53.7 46.3  
Income * - - - 
Educational attainment   χ²(3) =  12.5329   Pr = 0.006 
No Education 71.3 28.7 Cramer`s V=0.10 
Primary  52.0 48.0  
Secondary 51.9 48.1  
Tertiary 55.7 44.3  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =   3.3476   Pr = 0.07 
Yes  53.1 46.9 Cramer`s V=-0.05 
No  61.8 38.2  
Region   χ²(2) =  13.7881   Pr = 0.001 
Dar es Salaam and Zanzibar 58.4 41.6 Cramer`s V=0.11 
Pwani 55.4 44.6  
Tanga  45.3 54.7  
Distance to nearest health facility *   - 
Accessibility of health facility in the neighbourhood   χ²(1) =  38.6438   Pr = 0.000 
Not easy  42.3 57.7 Cramer`s V=0.18 
Easy  61.3 38.7  
Residential locality   χ²(1) =  13.9949   Pr = 0.000 
Rural    Cramer`s V=-0.11 
Urban     
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Appendix 3.4: Distribution of self-reported barriers to adaptation to climate 
change: lack of time 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   1.9559   Pr = 0.162 
Male 16.1 83.6 Cramer`s V=-0.04 
Female 13.2 86.8  
Age   χ²(3) =   2.8717   Pr = 0.538 
18-35 14.5 85.5 Cramer`s V=0.05 
36-50 12.7 87.3  
51-65 16.3 83.7  
More than 65 18.2 81.8  
Marital status   χ²(1) =  0.8748   Pr = 0.350 
Unmarried   15.9 84.1 Cramer`s V=-0.03 
Married  13.9 86.1  
Ethnicity    χ²(2) =  18.8154   Pr = 0.000 
Zaramo  10.6 89.4 Cramer`s V=0.12 
Sambaa  5.0 95.0  
Others  17.3 82.7  
Religion   χ²(2) =  5.8896   Pr = 0.053 
Christian  18.1 81.9 Cramer`s V=0.07 
Muslim  12.8 87.2  
Traditional  25.0 75.0  
Employment   χ²(1) =  1.291   Pr = 0.000 
Unemployed  18.8 81.2 Cramer`s V=-0.03 
Employed 14.3 85.7  
Income *   - 
Educational attainment   χ²(3) =  9.6827   Pr = 0.021 
No Education 14.9 85.1 Cramer`s V=0.09 
Primary  11.6 88.4  
Secondary 15.9 84.1  
Tertiary 20.6 79.4  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =   3. 9668   Pr = 0.046 
Yes  8.9 91.1 Cramer`s V=0.06 
No  15.3 84.7  
Region   χ²(2) =  39.2638   Pr = 0.000 
Dar es Salaam and Zanzibar 21.2 78.8 Cramer`s V=0.18 
Pwani 10.4 89.7  
Tanga  6.8 93.2  
Distance to nearest health facility *   - 
Accessibility of health facility in the neighbourhood   χ²(1) =  16.5106   Pr = 0.000 
Not easy  9.3 90.7 Cramer`s V=0.11 
Easy  17.9 82.1  
Residential locality   χ²(1) =  37.7121  Pr = 0.000 
Rural  7.4 92.6 Cramer`s V=0.17 
Urban  19.6 80.4  
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Appendix 3.5: Distribution of self-reported barriers to adaptation to climate 
change: lack of money or resources needed 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   4.5769   Pr = 0.032 
Male 61.6 38.4 Cramer`s V=0.06 
Female 67.7 32.3  
Age    
18-35 63.3 36.7 χ² (3) =   6.6403   Pr = 0.084 
36-50 66.8 33.2 Cramer`s V=0.07 
51-65 61.1 38.9  
More than 65 75.3 24.7  
Marital status   χ² (1) = 3.9364  Pr = 0.047 
Unmarried   68.6 31.4 Cramer`s V=-0.06 
Married  62.7 37.3  
Ethnicity     
Zaramo  65.2 34.8 χ² (2) =  0.6799  Pr = 0.712 
Sambaa  61.3 38.7 Cramer`s V=0.02 
Others  65.1 34.8  
Religion   χ²(2) =   6.7887   Pr = 0.034 
Christian  59.7 40.3 Cramer`s V=0.08 
Muslim  67.4 32.6  
Traditional  50.0 50.0  
Employment   χ² (1) =   6.5310  Pr = 0.011 
Unemployed  77.5 22.5 Cramer`s V=-0.07 
Employed 63.8 36.2  
Income *    
Educational attainment   χ²(3) =  34.1185   Pr = 0.000 
No Education 86.2 13.8 Cramer`s V=0.17 
Primary  68.0 32.0  
Secondary 60.5 39.5  
Tertiary 53.1 46.9  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =  49.8885   Pr = 0.000 
Yes  95.0 5.0 Cramer`s V=-0.21 
No  61.3 38.7  
Region   χ²(2) =  15.2163   Pr = 0.000 
Dar es Salaam and Zanzibar 59.5 40.5 Cramer`s V=0.12 
Pwani 72.9 27.1  
Tanga  66.8 33.2  
Distance to nearest health facility *   - 
Accessibility of health facility in the neighbourhood   χ² (1) = 21. 7830   Pr = 0. 000  
Not easy  56.3 43.7 Cramer`s V=  0.14 
Easy  70.0 30.0  
Residential locality   χ²(1) =   1.5169   Pr = 0.218 
Rural  66.9 33.1 Cramer`s V=0.04 
Urban  63.3 36.7  
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Appendix 3.6: Distribution of self-reported barriers to adaptation to climate 
change: lack of help from others 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   2.3778   Pr = 0.123 
Male 65.7 34.3 Cramer`s V=-0.05 
Female 61.3 38.7  
Age    
18-35 63.8 36.2 χ² (3) = 8.1575   Pr = 0.04 
36-50 59.7 40.3 Cramer`s V=0.08 
51-65 69.6 30.4  
More than 65 57.1 42.9  
Marital status   χ² (1) =   1.1464  Pr = 0.284 
Unmarried   61.2 38.8 Cramer`s V=0.03 
Married  64.5 35.5  
Ethnicity     
Zaramo  64.8 35.2 χ² (2) =  3.7892  Pr = 0.150 
Sambaa  70.6 29.4 Cramer`s V=0.06 
Others  61.8 38.2  
Religion   χ²(2) =   2.7308   Pr = 0.255 
Christian  64.5 35.5 Cramer`s V=0.05 
Muslim  62.6 37.4  
Traditional  100.0 0.0  
Employment   χ² (1) =  1.2519  Pr = 0.263 
Unemployed  57.5 42.5 Cramer`s V=0.03 
Employed 63.8 36.2  
Income *   - 
Educational attainment   χ²(3) =  40.0745   Pr = 0.000 
No Education 37.9 62.1 Cramer`s V=0.19 
Primary  60.2 39.8  
Secondary 72.3 27.7  
Tertiary 69.1 30.9  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =  15.6198   Pr = 0.000 
Yes  46.7 53.3 Cramer`s V=0.12 
No  65.3 34.7  
Region   χ²(2) =  52.2237   Pr = 0.000 
Dar es Salaam and Zanzibar 72.9 27.1 Cramer`s V=0.21 
Pwani 61.4 38.6  
Tanga  48.2 51.8  
Distance to nearest health facility *   - 
Accessibility of health facility in the neighbourhood   χ² (1) =   16.3284  Pr = 0.000 
Not easy  70.7 29.3 Cramer`s V=-0.12 
Easy  58.9 41.1  
Residential locality   χ²(1) =   2.9761   Pr = 0.085 
Rural  60.4 39.6 Cramer`s V=-0.05 
Urban  65.4 34.6  
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Appendix 3.7: Distribution of self-reported barriers to adaptation to climate 
change: feel I don’t make a difference 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   0.0229   Pr = 0.880 
Male 55.1 44.9 Cramer`s V=-0.004 
Female 54.7 45.3  
Age    
18-35 53.4 46.6 χ² (3) = 3.2677   Pr = 0.352 
36-50 52.8 47.2 Cramer`s V=0.05 
51-65 59.3 40.7  
More than 65 57.1 42.9  
Marital status   χ² (1) = 20.0352   Pr = 0.000 
Unmarried   45.8 54.2 Cramer`s V=0.13 
Married  59.7 40.3  
Ethnicity     
Zaramo  53.8 46.2 χ² (2) = 0.6465    Pr = 0.724 
Sambaa  52.1 47.9 Cramer`s V=0.02 
Others  55.6 44.4  
Religion   χ²(2) =   2.7983   Pr = 0.247 
Christian  57.9 42.1 Cramer`s V=0.05 
Muslim  53.3 46.7  
Traditional  75.0 25.0  
Employment    
Unemployed  70.0 30.0 χ² (1) =  8.2399   Pr = 0.004 
Employed 53.7 46.3 Cramer`s V=-0.08 
Income *   - 
Educational attainment   χ²(3) =   3.9816   Pr = 0.263 
No Education 44.8 55.2 Cramer`s V=0.06 
Primary  55.7 44.3  
Secondary 56.4 43.6  
Tertiary 54.6 45.4  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =  22.0902   Pr = 0.000 
Yes  35.0 65.0 Cramer`s V=0.14 
No  57.3 42.7  
Region   χ²(2) =   5.2663   Pr = 0.072 
Dar es Salaam and Zanzibar 58.4 41.6 Cramer`s V=0.07 
Pwani 52.1 47.9  
Tanga  51.1 48.9  
Distance to nearest health facility *    
Accessibility of health facility in the neighbourhood   χ² (1) =   9.5747 Pr = 0.002 
Not easy  60.7 39.3 Cramer`s V=-0.09 
Easy  51.3 48.7  
Residential locality   χ²(1) =   0.0039   Pr = 0.950 
Rural  55.0 45.0 Cramer`s V=0.001 
Urban  54.8 45.2  
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Appendix 3.8: Distribution of self-reported barriers to adaptation to climate 
change: I don’t believe in climate change 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   1.3781   Pr = 0.240 
Male 6.3 93.7 Cramer`s V=0.03 
Female 8.1 91.9  
Age   χ² (3) =   4.9499   Pr = 0.176 
18-35 8.9 91.1 Cramer`s V=0.07 
36-50 5.3 94.7  
51-65 6.7 93.3  
More than 65 10.4 89.6  
Marital status   χ² (1) =  0.0256   Pr = 0.873 
Unmarried   7.1 92.9 Cramer`s V=0.005 
Married  7.3 92.7  
Ethnicity    χ² (2) = 12.9632  Pr = 0.002 
Zaramo  6.8 93.2 Cramer`s V=0.09 
Sambaa  0.8 99.2  
Others  8.4 91.6  
Religion   χ²(2) =  10.4669   Pr = 0.005 
Christian  10.4 89.6 Cramer`s V=0.09 
Muslim  5.6 94.4  
Traditional  25.0 75.0  
Employment   χ² (1) =   2.9819     Pr = 0.084 
Unemployed  12.5 87.5 Cramer`s V=-0.05 
Employed 6.9 93.1  
Income *   - 
Educational attainment   χ²(3) =   8.8704   Pr = 0.031 
No Education 3.4 96.6 Cramer`s V=0.09 
Primary  5.8 94.2  
Secondary 8.3 91.7  
Tertiary 11.3 88.7  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =   8.5152   Pr = 0.004 
Yes  0.8 99.2 Cramer`s V=0.09 
No  8.0 92.0  
Region   χ²(2) =  64.8263   Pr = 0.000 
Dar es Salaam and Zanzibar 13.6 86.4 Cramer`s V=0.24 
Pwani 2.9 97.1  
Tanga  0.0 100.0  
Distance to nearest health facility * - - - 
Accessibility of health facility in the neighbourhood   χ² (1) =  6.1195 Pr = 0.013 
Not easy  4.9 95.1 Cramer`s V=0.07 
Easy  8.7 91.3  
Residential locality    χ²(1) =  38.2802   Pr = 0.000 
Rural  1.5 98.5 Cramer`s V=-0.18 
Urban  11.2 88.8  
 
 
 
73 
 
Appendix 3.9: Distribution of self-reported barriers to adaptation to climate 
change: I believe God will protect me 
Variables  Yes (%) No (%) Pearson’s χ² (df)  
Compositional factors    
Sex   χ² (1) =   1.3781   Pr = 0.240 
Male 6.3 93.7 Cramer`s V=0.03 
Female 8.1 91.9  
Age   χ² (3) =   4.9499   Pr = 0.176 
18-35 8.9 91.1 Cramer`s V=0.07 
36-50 5.3 94.7  
51-65 6.7 93.3  
More than 65 10.4 89.6  
Marital status   χ² (1) =  0.0256   Pr = 0.873 
Unmarried   7.1 92.9 Cramer`s V=0.005 
Married  7.3 92.7  
Ethnicity    χ² (2) = 12.9632  Pr = 0.002 
Zaramo  6.8 93.2 Cramer`s V=0.09 
Sambaa  0.8 99.2  
Others  8.4 91.6  
Religion   χ²(2) =  10.4669   Pr = 0.005 
Christian  10.4 89.6 Cramer`s V=0.09 
Muslim  5.6 94.4  
Traditional  25.0 75.0  
Employment   χ² (1) =   2.9819     Pr = 0.084 
Unemployed  12.5 87.5 Cramer`s V=-0.05 
Employed 6.9 93.1  
Income *   - 
Educational attainment   χ²(3) =   8.8704   Pr = 0.031 
No Education 3.4 96.6 Cramer`s V=0.09 
Primary  5.8 94.2  
Secondary 8.3 91.7  
Tertiary 11.3 88.7  
    
Place-specific factors    
Availability of health facility in the neighbourhood   χ²(1) =   8.5152   Pr = 0.004 
Yes  0.8 99.2 Cramer`s V=0.09 
No  8.0 92.0  
Region   χ²(2) =  64.8263   Pr = 0.000 
Dar es Salaam and Zanzibar 13.6 86.4 Cramer`s V=0.24 
Pwani 2.9 97.1  
Tanga  0.0 100.0  
Distance to nearest health facility * - - - 
Accessibility of health facility in the neighbourhood   χ² (1) =  6.1195 Pr = 0.013 
Not easy  4.9 95.1 Cramer`s V=0.07 
Easy  8.7 91.3  
Residential locality    χ²(1) =  38.2802   Pr = 0.000 
Rural  1.5 98.5 Cramer`s V=-0.18 
Urban  11.2 88.8  
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There were no differences in age, marital status, religious, accessibility to and availability 
of health facility, and ethnicity among residents who had or lacked the skill needed to 
protect them against the negative consequences of climate change. However, there were 
differences in sex, occupation, education, district, residential locality, and region in terms 
of skills needed to protect them against the negative consequences of climate change.  
Regarding lack of personal energy or motivation or not to protect themselves against the 
negative consequences of climate change, there were differences only in terms of marital 
status, occupation, and district, accessibility to health facility in the neighbourhood, 
residential locality, and region.  
There were no differences in sex, age, and marital status among respondents regarding 
lack of time to protect themselves against the negative consequences of climate change. 
Regarding lack of money or resources as a barrier to adaptation, there were differences 
among respondents by all compositional and place-specific variables except residential 
locality. In terms of lack of help from others as a barrier to adaptation, there were no 
differences among respondents by sex, marital status, religion, and residential locality.  
Respondents who believed in climate change or otherwise were no different in terms of 
sex, marital status, and accessibility of health facility in their neighbourhood. 
Respondents who believed God will protect them from the negative consequences of 
climate change or otherwise were no different in terms of sex, age, religion, and 
educational attainment.  
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Table 3.1: Bivariate regression predicting barriers to adaptation to climate change  
 
Barrier to Adaptation to Climate Change 
 Coefficients Robust Std. Err. Intercept  
Availability of health facility in the 
neighbourhood 
0.38*** 0.09 
-0.34  
Distance to nearest health facility -0.05* 0.02 0.08  
Accessibility of health facility in the 
neighbourhood 
-0.32*** 0.06 
0.19  
Residential locality (Rural) 0.008 0.06 -0.01  
Region  -0.08* 0.03 0.15  
Sex -0.01 0.06 0.02  
Educational Attainment 0.02 0.03 -0.04  
Marital Status  0.26*** 0.06 -0.42  
Age 0.06* 0.03 -0.13  
Ethnicity 0.003 0.04 -0.01  
Religion -0.03 0.06 0.06  
Employment -0.22 0.11 0.21  
Income -7.2E-08 7.4e-08 0.02  
*p<0.05, **p<0.01, ***p<0.001     
 
Table 3.1 shows zero-order relationships between the explanatory variables and barrier to 
climate change adaptation. The bivariate level analysis shows biosocial differences 
regarding barriers to adaptation to climate change among respondents. For instance, 
individuals in the 26-30 age group had lower barrier to adaptation scores compared with 
their counterparts in the 18-25 age group. Also, individuals belonging to the Mwera, 
Makonde, and Wayao ethnic groups had increased scores on barrier to adaptation to 
climate change compared with their Zaramo ethnic counterparts. However, individuals 
belonging to the Nyamwezi ethnic group had reduced scores on barrier to adaptation.  
It also emerged that socio-cultural/demographic factors were associated with barriers to 
climate change adaptation. For instance, individuals who had very easy and easiest 
accessibility to health facilities in their neighbourhoods had reduced scores on barrier to 
climate change adaptation compared with those without access to health facilities in their 
neighbourhood. Also, individuals with higher levels of education had reduced barrier to 
adaptation scores, compared with those without formal education. However, the 
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relationship between gender and barrier to climate change adaptation was not statistically 
significant.   
3.4.2 Multivariate analyses 
Table 3.2: Multivariate regression predicting barriers to adaptation to climate 
change 
 
Model 1: Place-specific 
factors 
Model 2: Place + Compositional 
factors 
 Coef. Robust SE Coef. Robust SE 
Intercept -0.04 0.15 -0.23 0.24 
Region (Ref: Dar es Salaam)      
Pwani -0.33** 0.12 -0.34** 0.12 
Tanga -0.25* 0.09 -0.25* 0.10 
Residential locality (Ref: Urban)     
Rural 0.30** 0.11 0.24* 0.10 
Availability of health facility in the neighbourhood (Ref: 
No) 
    
Yes 0.59*** 0.12 0.53*** 0.12 
Distance to nearest health facility -0.08** 0.03 -0.08** 0.02 
Accessibility of health facility in the neighbourhood (Ref: 
Not Easy) 
    
Easy -0.54*** 0.07 -0.53*** 0.07 
Sex (Ref: Male)     
Female   0.04 0.06 
Educational Attainment (Ref: no education)     
Primary 
  
0.27* 0.11 
Secondary   0.28* 0.13 
Tertiary   0.27 0.15 
Marital Status (Ref: unmarried) 
  
  
Married   0.24*** 0.06 
Age (Ref: 18-35)     
36-50   0.09 0.07 
51-65   0.20* 0.08 
More than 65   0.18 0.12 
Ethnicity (Ref: Zaramo) 
  
  
Sambaa   -0.11 0.12 
Others   -0.02 0.08 
Religion (Christian)     
Muslim 
  
-0.03 0.07 
Traditional    0.38 0.48 
Employment (Ref: unemployed) 
  
  
Employed   -0.19 0.12 
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Income 
  
-1.25E-07 9.34E-08 
R2 (Adjusted R2) 0.10 (0.09) 0.13 (0.12) 
 
In the multivariate model (Table 3.2), except residential locality, the relationships 
between barriers to climate change adaptation and all place-specific explanatory variables 
were robust and remained statistically significant even when biosocial (age, sex, 
ethnicity) and sociocultural factors were controlled. Except education, marital status and 
age, there were no statistically significant relationships between barrier to climate change 
adaptation and any of the biosocial and sociocultural factors. Once marital status was 
controlled, the relationship between residential locality and barrier to climate change 
adaptation disappeared, suggesting marital status fully mediates the relationship between 
residential locality and adaptation to climate change.  
Individuals who lived proximal to health facilities had reduced scores on barrier to 
climate change adaptation compared with their counterparts who lived distal from health 
facilities. Similarly, individuals with easy, very easy and easiest access to health facility 
in the neighbourhood had reduced scores on barrier to climate change adaptation 
compared with their counterparts without access to such services. Rural dwellers had 
increased barrier to climate change adaptation scores compared with their urban 
counterparts. Surprisingly, individuals who had attained primary or tertiary education had 
increased barrier to climate change adaptation scores compared with their counterparts 
with no formal education.  
Divorced and widowed individuals both had increased scores on barrier to climate change 
adaptation compared with their counterparts who were single. Fishermen/fishmongers, 
farmers, public servants, civil servants, private company workers and other workers all 
had reduced barrier to adaptation scores compared with their unemployed counterparts. 
However, religion, ethnicity and gender had no relationship with barriers to climate 
change adaptation in the multivariate model.  
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3.5 Discussion 
This paper set out to examine how place-specific characteristics (where you live) 
influence barriers to adaptation to climate change in coastal Tanzania. Understanding 
differentials in adaptation to climate change from place to place is crucial to designing 
and targeting public policy to reduce climate-induced excess vulnerability, especially in 
developing countries. We stress that we are not suggesting that compositional (biosocial 
and socio-cultural) attributes are not (potentially) important for adaptation to climate 
change. Based on the results in this study however, adaptation to climate change is much 
more a reflection of place-specific attributes than compositional attributes.  
 
In studying the role of space in shaping adaptive capacity and vulnerability, individual-
level (compositional) and place-level (contextual) factors have traditionally been 
identified (Adger et al., 2009). Barriers related to high vulnerability, low levels of 
adaptive capacity, weak institutional environments, and low priority of adaptation have 
hitherto been the focus in low-income countries (Biesbroek et al., 2013; Nielsen & 
Reenberg 2010) compared with other pressing societal issues. Particularly, non-climatic 
socio-economic variables, such as inequality, inequity, religious tensions, and poverty, 
are mentioned as conditions that influence social vulnerability and constrain adaptive 
practices in low-income countries (Nielsen and Reenberg, 2010).  
Interestingly, we found no gender differences in barriers to adaptation to climate change 
among respondents in coastal Tanzania. This may be due to the fact that the sample was 
drawn from more urbanized areas where gender inequality is rather reduced unlike in 
more rural settings. Several researchers (Agrawal, 2010; Arora-Jonsson, 2011; 
Demetriades & Esplen, 2008; Nellemann et al., 2011; Terry, 2009) and in Tanzania 
(Paavola, 2008) highlight gender disparities in adaptation to climate change and its role in 
reinforcing inequality and unintended adaptation policy outcomes in varying contexts.   
Place (either physical or social) is central to a nuanced understanding of the coupling of 
the local and national political economy, and how this mediates knowledge on climate 
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change adaptation. In this context, place is regarded as complex, socially-constructed, 
unbounded, fluid, and dynamic. Place-specific differences in barriers to adaptation were 
robust and remained statistically significant even after controlling for socio-demographic 
(compositional) variables in the multivariate model. This underscores the fact that 
observed differences in barriers to adaptation to climate change along the coastline of 
Tanzania mainly reflect place-specific disparities among groups rather than intrinsic 
biosocial and socio-cultural attributes. Empirical evidence shows that climate risks, local 
capacity to adapt, and causes of vulnerability are all place-specific. Variations in public 
policy, aid policy, historical, geographical and other factors, likely results in substantial 
differences in vulnerability to climate stress across regions and groups (Eriksen et al., 
2007). Each specific context demands a different set of measures. Therefore, sustainable 
adaptation measures must be place specific, and there are no one-size-fits-all solutions 
that will contribute to both vulnerability reduction and poverty reduction (Eriksen et al., 
2007). 
Geographic analyses emphasize the importance of the scale and location of social 
relationships and have explored how adaptive capacity or adaptation to environmental 
(climate) change is directly linked to access to social services (e.g. health facilities), 
especially in resource-dependent societies (Adger, 2010; McGranahan et al., 2007; 
Morton, 2007; Wilby & Dessai, 2010). A change from empirical research intended to 
differentiate between contextual and compositional effects to research that focuses on the 
processes and interactions occurring between places and people and over time is 
important for adaptation research, and is warranted. Such a conceptualization of place 
may inform evidence-based public policy on climate change adaptation.   
Age had no statistically significant relationship with barriers to climate change 
adaptation. According to Adger et al. (2009), factors such as age operate at individual 
decision-making levels but also constrain collective action regarding adaptation decision-
making. This is especially true for very old individuals with limited mobility. Structural 
and group characteristics such as gender, race, ethnic affiliation, and age, even when they 
are not consistent predictors are often closely related with vulnerability and adaptation 
(Agrawal, 2010). However, Grothmann and Patt (2005) found that age, gender, and 
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highest school degree had limited explanatory power for proactive adaptation regarding 
flooding in Cologne, Germany.   
Counter-intuitively, individuals who had attained tertiary education had increased barrier 
to climate change adaptation scores compared with their counterparts with no formal 
education. Some evidence suggests that there is a positive relationship between the 
education level of individuals and adaptation to climate change (Maddison, 2006; 
Deressa et al. 2009). Therefore, individuals with higher levels of education are more 
likely to adapt better to climate change. Our findings indicate highly educated individuals 
rather had increased barriers to climate change adaptation scores and by extension, lower 
adaptation. This rather curious finding is inconsistent with the findings of Madison 
(2006) and Deressa et al. (2009). We assume that beyond a threshold level of formal 
education, either complacency on adaptive choices sets in for the highly educated or the 
benefits of adaptive choices for the highly educated levels off.  
We found no relationship between income and barriers to climate change adaptation. This 
is not entirely surprising as Grothmann & Patt (2005) also found that household's net 
income had limited explanatory power for proactive climate change adaptation in 
Germany. A narrow focus on low income as a barrier to climate change adaptation is 
inadequate both because it tends to ignore non-material or non-income aspects of 
poverty, as well as processes of exclusion and marginalization that generate poverty. 
Mertz et al. (2011), however, underscores the importance of income which generates 
opportunities, especially in marginal rural areas, for long-term adaptation strategies to 
climate variability and change.   
Tanzania developed a national climate change adaptation strategy in 2012.  This strategy 
has identified the need to build the capacity of key economic sectors and relevant 
institutions to address climate change adaptation and mitigation. Cross-cutting issues, 
including the establishment and implementation of awareness creation programmes to 
sensitize the public on climate change impacts, as well as adaptation and mitigation 
options; establishment of adequate research capacity for various research and 
development and training institutions to address issues related to climate change; building 
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sufficient capacities of social facilities to address climate change related health risks; 
supporting acquisition of appropriate disaster risk management technologies (for 
example, enhancing early warning systems and weather forecasting systems); and 
promoting effective documentation of indigenous knowledge on climate change 
adaptation and mitigation in diverse sectors. The National Climate Change Technical 
Committee (NCCTC) and National Climate Change Steering Committee (NCCSC) have 
the mandate to guide the coordination and implementation of this Strategy. The NCCTC 
provides technical advice to the National Climate Change Focal Point (NCCFP), while 
the NCCSC provides policy guidance and ensure coordination of actions as well as cross 
sectoral participation. Although the climate change adaptation strategy underscores the 
need for place-specific climate campaigns, institutional barriers are the main focus of the 
strategy. No attention, whatsoever, is paid to personal barriers although such barriers 
have potentially far-reaching impacts.  
 
3.6 Conclusion 
This paper attempted to show that differences in barriers to adaptation to climate change 
along the coastline of Tanzania mainly reflect place-specific disparities among groups 
rather than intrinsic biosocial and socio-cultural attributes. In any given context, it is 
critical to understand the specific barriers to climate change adaptation and how people 
specifically adapt. Climate risks, local capacity to adapt, and causes of vulnerability are 
all place-specific. We conclude that where you live definitely affects the barriers to 
climate change adaptation encountered by individuals in coastal Tanzania. Except 
residential locality, the relationships between barriers to climate change adaptation and 
all place-specific explanatory variables were robust and refused to disappear even when 
biosocial and sociocultural factors were controlled. Therefore, sustainable adaptation 
measures must be place-specific since there is no one-size-fits-all solution that will 
contribute to both vulnerability reduction and weak adaptive capacity reduction. Most 
studies have hitherto focused on institutional barriers to climate change adaptation rather 
than paying attention to personal barriers. The uniqueness of this study lies in its attention 
to the latter, especially in the context of a developing country. Adaptation to climate 
82 
 
change and risks takes place in a dynamic social, economic, technological, biophysical, 
and political context that varies over time, location, and sector. This complex mix of 
conditions determines the capacity of individuals to adapt. Although scholarship on 
adaptation is quite limited in the climate change field, there is considerable understanding 
of the conditions that influence the adaptability of societies to climate stimuli in the fields 
of hazards, resource management, and sustainable development. Addressing the plethora 
of barriers to climate change adaptation at the individual level will, thus, require a 
comprehensive and dynamic policy approach covering a range of scales and issues. This 
will almost certainly involve a chain of actions ranging from a nuanced understanding of 
a spectrum of adaptation options to the establishment of efficient social services that 
facilitate adaptation strategies of the vulnerable in society.   
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Chapter 4  
4 Evaluating Perceived Differences in Barriers to Climate 
Change Adaptation between the Poor and Nonpoor in 
Coastal Tanzania 
4.1 Introduction 
Understanding the relationship between climate change, the human responses it 
necessitates, and how cognition and emotion (as potential personal barriers) shape such 
responses is an increasingly urgent research and policy need. Not only have existing 
belief and knowledge systems, values, and norms affected how residents responded to 
environmental challenges in the past (Agrawal, 2010), they are also the fundamental 
mediating mechanisms that will translate the impact of external interventions to facilitate 
adaptation to climate change (Adger et al., 2008; Agrawal 2010). Historical experience 
and knowledge about adaptation possibilities is critical to future policy formulations 
regarding adaptation (Füssel & Klein, 2006; Tompkins & Adger, 2005).  
This paper directs attention towards a subset of such relationships, focusing on personal 
barriers and poor populations in the context of climate variability and change. The term 
barriers refer to the obstacles that hinder the planning and implementation of climate 
change adaptation (Biesbroek et al., 2013; Eisenack et al. 2014). Adaptation means 
anticipating the adverse effects of climate change and taking appropriate action to prevent 
or minimize the damage they can cause, or taking advantage of opportunities that may 
arise.   
It is critically important to understand the role of personal barriers in shaping adaptation, 
especially the role of poverty, in order to address the challenges of the most vulnerable. 
Adaptation to climate change is highly local, and its effectiveness depends on local and 
extra-local initiatives through which incentives for individual and collective action are 
structured (Agrawal, 2010; Burton et al., 2005; Rojas Blanco, 2006). Future efforts to 
address climate change and design strategic initiatives to enhance the poor’s adaptive 
capacity can, therefore, profitably examine personal adaptive responses, their socio-
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cultural context and correlates, and the role of poverty in facilitating or encumbering 
adaptation (Agrawal, 2010).    
 
Although the relationship between poverty and adaptation to climate change (and its 
associated barriers) is rather complex (Naser, 2011; Thornton & Herrero, 2008), it is 
frequently suggested that poverty translates into vulnerability, and by extension into weak 
adaptive capacity. For instance, it is widely accepted that wealthy nations are better 
prepared to bear the costs of adaptation to climate change impacts and risks than poorer 
nations (Parry et al., 2007). It is also recognized that poverty is directly related to 
vulnerability (Fothergill & Peek, 2004; Lwasa, 2010). Poverty should not be considered 
synonymous with vulnerability; it is a surrogate of the ability to cope (Dow, 1992). There 
appears to be sufficient evidence that poorer nations and disadvantaged groups within 
nations are especially vulnerable to disasters (Munasinghe, 2000; Parry et al., 2007). 
However, this view which is rather widespread in the burgeoning literature on climate 
change adaptation has been critically interrogated. Magnan and Bille (2009), for example, 
identify two underlying biases of this notion. In the first place, by considering the poor as 
being intrinsically unable to cope with climate variability and change (higher levels of 
barriers to adaptation) induces the risk of obscuring true, specific, and potentially 
replicable adaptive capacities. Also, equating poverty with low adaptive capacity leads to 
the conviction that the rich are presupposed to have high adaptive capacities. Other 
research scholars have critiqued this presupposition by noting the relationship is non-
linear and a complex nexus (see Alwang, Siegel & Jørgensen, 2001; Cafiero & Vakis, 
2006; Naser, 2011; Teller & Hailemariam, 2011).  
This dichotomy in the literature reflects partial understanding of the nexus between 
poverty and adaptation to climate change, which is a rather complex relationship. For this 
reason, disparities in climate change adaptation between the poor and nonpoor will 
continue to engage the attention of both research scholars and policy makers. Within such 
research milieu, it is imperative to decompose disparity in adaptation to climate change 
into contributing factors with a view to explaining its distribution by a set of factors that 
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vary systematically with socioeconomic status given that even within poor populations 
heterogeneities exist. This is a fundamental motivation for this study. In particular, 
variations in barriers to climate change adaptation may be explained by variations in 
education, income, insurance coverage, distance to health facilities, and quality of care at 
local facilities. Even if policy makers have managed to mitigate inequalities in some of 
these dimensions, inequalities between the poor and nonpoor may remain in others 
(O’Donnell et al., 2008). The decomposition methods used in this study will potentially 
reveal how far inequalities in barriers to adaptation to climate change can be explained by 
inequalities in, say, education rather than inequalities in, say, distance to health facilities.  
We disaggregated existing disparities with the aim of eliciting a deeper understanding of 
the specific factors that account for the climate change adaptation outcomes gap between 
the poor and nonpoor in coastal Tanzania. This approach is novel for two reasons. First, it 
focuses predominantly on personal barriers, which have, until now, received negligible 
research and policy attention. Secondly, this study is one of the first to apply 
counterfactual decomposition techniques to barriers to climate change adaptation.  
 
4.2 Theoretical Context 
The capacity to adapt is dynamic and is influenced by a society’s productive base, 
including natural and man-made capital assets, social networks and entitlements, human 
capital and institutions, governance, national income, health, and technology (Biesbroek 
et al., 2013; Moser & Ekstrom, 2010; Parry et al., 2007). It is also affected by multiple 
climate and non-climate stresses, as well as development policy. Many adaptation actions 
have multiple drivers, such as economic development and poverty alleviation and are 
embedded within broader developmental, sectoral, regional and local planning initiatives, 
such as water resources planning, coastal defense, and disaster risk reduction strategies 
(Dovers & Hezri, 2010; Moser, 2012; Parry et al., 2007).  
Adaptation to climate change together with its associated barriers is meaningless unless it 
is contextualized. In particular, clarity is required to identify whether it is individuals, 
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households, communities, community sector organizations and/or local, state and federal 
governments that serve them that face barriers to effective adaptation (Adger et al., 2009; 
Dovers & Hezri, 2010). This is important due to the significant heterogeneity in adaptive 
capacities of individuals even within the same community. Adaptation takes place in a 
social, political, and institutional context (Adger et al., 2009). It is not enough to consider 
the adaptation measures of individuals, households, and communities. It is imperative to 
take into consideration the broader social and political contexts in which local people 
strive to adapt to changing circumstances and to address barriers to adaptation (Adger et 
al., 2009; Eisenack et al. 2014). This will have significant implications for the way 
adaptation responses are framed and enacted (Biesbroek et al., 2013; Eisenack et al. 
2014; Moser & Ekstrom, 2012). Another important consideration is the distinction 
between adaptation as a climate change response and adaptation as climate change 
readiness.    
Effective adaptation can be impeded by one type of barrier or as a result of multiple 
barriers interacting (Biesbroek et al., 2013; Moser & Ekstrom, 2011). Potential barriers to 
effective adaptation take many forms, including market failures, policy and regulatory 
barriers, governance and institutional barriers, and behavioural barriers (Moser & 
Ekstrom, 2012). These are the dominant categorizations of barriers to adaptation (see 
Biesbroek et al., 2013; Eisenack et al. 2014; Ford et al., 2011; Leary et al., 2008; 
Jantarasami et al., 2010; Moser & Ekstrom, 2011; Naess et al., 2005). It is of concern that 
the narrow categorization of barriers as ‘market failures’, ‘regulatory barriers’, 
‘behavioural and cultural barriers’ and ‘organizational barriers’ does not give sufficient 
prominence to the structural barriers to adaptation facing many disadvantaged individuals 
in sub-Saharan Africa. Poverty and constrained choices due to the lack of resources and 
appropriate information are masked when barriers are articulated in the terms used in the 
foregoing literature on institutional barriers.   
A greater focus on socioeconomic disadvantage and social exclusion as barriers to 
effective adaptation is needed (Hedger et al., 2008).  Also, attention to personal 
(psychosocial, cognitive and emotive) barriers is required. Studies have shown that the 
behaviour and attitudes of family members and friends can have a strong impact on the 
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decisions and actions of individuals (Gifford, 2011; Patt & Schröter, 2008). For example, 
Ajzen and Fishbein (2005) found that individuals have difficulty maintaining an attitude 
that differs from that of those around them. Further, the way in which people process 
information is strongly influenced by existing attitudes (Gardner et al., 2009). People 
tend to ignore or not seek out information that is inconsistent with their current views, 
and additional information often tends to reinforce their pre-existing views (Kahneman, 
2011). The preceding theoretical constructs were used to explain the adaptive capacities 
of poor versus nonpoor in coastal Tanzania.  
 
4.3 Materials and Method 
4.3.1 Study area 
Tanzania is a coastal country lying between longitude 29° and 49°
 
East and latitude 1° 
and 12°
 
south of the Equator (Francis and Bryceson, 2001). The marine waters comprise 
64 000 km
2 
as territorial waters and 223 000 km
2
 as offshore waters (EEZ) (Mngulwi, 
2003). Tanzania’s coastline stretches for 800km. It has five coastal regions-Tanga, 
Pwani, Dar es Salaam, Lindi and Mtwara. The five coastal regions cover about 15 percent 
of the country’s total land area and are home to approximately 25 percent of the country’s 
population. According to the 2012 Population and Housing census, the total population 
was 44,928,923 compared with 12,313,469 in 1967 (National Bureau of Statistics, 2013),
 
reflecting an annual growth rate of 2.9 percent. The under 15 age group represented 44.1 
percent of the population, with 35.5 percent being in the 15–35 age group, 52.2 percent 
being in the 15–64 age group, and 3.8 percent being older than 64 (National Bureau of 
Statistics, 2013).  
Overall Tanzania on average is sparsely populated with population density of 51 persons 
per square kilometer, lower significant variation exists across regions. The population 
density varies from 1 person per square kilometer in arid regions to 51 per square 
kilometer in the mainland's well-watered highlands to 134 per square kilometer in 
Zanzibar (United Republic of Tanzania, 2013). The population density for the Dar es 
Salaam region is 3,133 persons per km
2
 (the most densely populated) and that of Lindi is 
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only 13.1 persons per km
2
 (National Bureau of Statistics, 2013). This suggests wide 
disparities in population density across regions. This study specifically focuses on Dar es 
Salaam, Pwani and Tanga. The 3 coastal regions selected for analysis were chosen for 
two main reasons. First, the three regions are of historical significance to the Indian 
Ocean World project. Second, these regions were selected because of the 5 regions in the 
coastal zone, they are the most ethnically diverse (that is, representative of the different 
geographical locations) and thus, had better prospects of providing heterogeneous survey 
responses. Dar es Salaam is the capital of the Dar es Salaam Region, which is one of 
Tanzania's 26 administrative regions. The Dar es Salaam Region consists of three local 
government areas or administrative districts: Kinondoni to the north, Ilala in the center of 
the region, and Temeke to the south. Pwani (coast) is the 21
st
 most densely populated 
region. It is bordered to the north by the Tanga Region, to the east by the Dar es Salaam 
Region and the Indian Ocean, to the south by the Lindi Region, and to the west by the 
Morogoro Region. Tanga region has a population of 2,045,205 (United Republic of 
Tanzania, 2013). It is bordered by Kenya and Kilimanjaro Region to the north; Manyara 
Region to the west; and Morogoro and Pwani regions to the south. Its eastern border is 
formed by the Indian Ocean.   
 
4.3.2 Data collection 
The study design was approved by the Committee of Research Ethics of the University of 
Western Ontario, Canada. Research approval was also granted by the Commission on 
Science and Technology (COSTECH) in Tanzania. A cross-sectional survey was 
conducted with 1253 individuals in three regions (Dar es Salaam, Tanga and Pwani) 
along the coastline of Tanzania. The data were collected between March and September 
2013. The study population included male (606) and female (647) participants between 
the ages of 18 and 70 years. The study used multistage sampling to obtain representative 
estimates of the population of residents of the three regions. Within each region, a list of 
villages based on the 2012 Population and Housing Census was divided further into 
households. The list of villages was divided into clusters ensuring that each cluster would 
provide adequate numbers of eligible respondents to be included in the survey. This 
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approach both corrects for sampling bias and weights the cases to match census 
percentages of males and females of various age groups and by ethnicity. The 
enumeration areas (EAs) and their total number of households were listed geographically 
by urban and rural areas. Where EAs did not include the minimum number of 
households, then geographically adjacent EAs were amalgamated to yield sufficient 
households. This provided the frame for selecting the clusters to be included in the survey 
according to a stratified systematic sampling technique in which the probability for the 
selection of any cluster was proportional to its size. A sampling interval was calculated 
by dividing the total number households by the number of clusters. A random number 
between 1 and the sampling interval was computer generated. The EA in which the 
random number fell was identified as the first selected cluster.  The sampling interval was 
applied to that number and then progressively until the 20 (urban) and 15 (rural) clusters 
were identified. These clusters made up the sample for the survey.  Households were 
randomly selected from these clusters for interview.    
 
4.3.3 Measures 
4.3.3.1 Outcome variable 
The literature indicates that complex approaches, such as factor analysis or latent variable 
analysis are very useful in providing deeper understanding of multi-dimensional 
constructs. Initially, all respondents were asked whether they experienced a barrier to 
adaptation to climate change or not. Out of 1253, 1130 responded in the affirmative and 
were further asked to identify specific barriers to adaptation to climate change they had 
previously experienced. From exploratory analyses of the questions capturing barriers to 
adaptation to climate change, we retained nine questions, all of which were ordered and 
were recoded such that higher values indicate a specific barrier. The questions are on a 
scale of 1 to 10 (lowest to highest) please indicate your level of agreement with the 
following: In order to adapt to climate change I don’t know what steps to take 
(knowledge), I lack the skills needed (knowledge), I lack personal energy or motivation 
(cognitive), I lack the time (personal resources), I lack money or the resources needed 
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(financial resources), I lack help from others (cultural), I feel I don’t make a difference 
(cognitive, emotion), I don’t believe in climate change (cognitive, personal values, 
cultural), and I believe government will protect me (cognitive, institutional). We derived 
a composite index of barriers to adaptation to climate change through principal 
component and factor analysis. All factors loaded on a single construct. Cronbach’s alpha 
for the index was 0.789.   
4.3.3.2 The independent variables 
Previous research have established links between health (both perceived and observed) 
and adaptation to climate change (see Haines et al., 2006; Kinney et al., 2008; McCarthy, 
2001; Wolf et al., 2010). Perceived (self-rated or self-reported), which has both emotive 
and cognitive dimensions, mediates adaptive actions (Costello et al., 2009).  Respondents 
were asked to evaluate their health status, ability to handle work pressure and 
responsibilities, and ability to handle personal crisis and unexpected responsibilities. 
Each of these three variables were coded as 1=poor, 2=fair, 3=good, 4=very good and 
5=excellent. Poverty, a binary variable coded as 1 when the household is below the 
poverty line, and otherwise as 0, was used to stratify the data. Socio-demographic 
variables (including age, sex, and marital status, level of education, income, occupation, 
and ethnicity) that have frequently been shown to be associated with barriers to 
adaptation to climate change were included as predictors. On the whole, educated 
individuals are less likely to experience deleterious consequences of climate change and 
to encounter maladaptation because they supposedly have a better understanding and 
appreciation for effective adaptation-related matters. Socio-culturally, educated 
individuals are also less subservient to norms and practices that adversely affect their 
adaptation choices and adaptive capacity. Residential locality (rural, urban) was also 
included in the model since the common presumption in the literature is that rural-urban 
residence distinguishes clearly between poor and good sanitation, housing structure and 
availability of disaster relief and adaptation resources. In Tanzania, not only are rural 
populations disadvantaged socio-economically, but they are historically under served in 
disaster infrastructure and emergency relief personnel. Besides the availability of climate 
change adaptation infrastructure, urban residents are also more likely than their rural 
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counterparts to flout customs and taboos that could negatively affect adaptation to climate 
change. Again, Tanzania displays a distinctive regional disparity in development with 
roots in colonial development policy.    
4.3.4 Counterfactual decomposition techniques 
The counterfactual decomposition method used in this study, known as the Blinder-
Oaxaca decomposition (Oaxaca 1973; Jann, 2008), explains the gap in the means of 
climate change adaptation barrier scores between two groups (in this instance, between 
the poor and the nonpoor/better-off) in coastal Tanzania. O’Donnell et al. (2008) gives a 
comprehensive account on the technique. The gap is decomposed into that part that is due 
to group differences in the magnitudes of the determinants of barrier to climate change 
adaptation scores, on the one hand, and group differences in the effects of these 
determinants, on the other hand. For example, residents in coastal Tanzania may be less 
adaptive not only because they have less access to piped water but also because they are 
less knowledgeable about how to obtain the maximum health beneﬁts from piped water 
(see Jalan & Ravallion, 2003; Wagstaff & Nguyen, 2003).  
Barrier to climate change adaptation scores (yi) is our outcome variable of interest. We 
have two groups, which we shall call the poor and the nonpoor. We assume climate 
change adaptation barrier score is explained by a vector of determinants, x, according to a 
regression model: 
 
yi= 
{
𝛽𝑝𝑜𝑜𝑟𝑥𝑖 + 𝜀𝑖
𝑝𝑜𝑜𝑟𝑖𝑓 𝑝𝑜𝑜𝑟
𝛽𝑛𝑜𝑛𝑝𝑜𝑜𝑟𝑥𝑖 + 𝜀𝑖
𝑛𝑜𝑛𝑝𝑜𝑜𝑟𝑖𝑓 𝑛𝑜𝑛𝑝𝑜𝑜𝑟
………………………………………………….(1) 
 
Where the vectors of β parameters include intercepts. The nonpoor are assumed to have a 
more advantageous regression line (lower scores on barrier to climate change adaptation) 
than the poor. Also, the nonpoor are assumed to have a higher mean of x. We assume 
exogeneity, thus the conditional expectations of the error terms in equation 1 are zero. 
101 
 
The gap in mean barrier to adaptation scores between the poor (y 
poor
) and nonpoor (y 
nonpoor
) is given by: 
 
y 
poor
 - y 
nonpoor
 = βpoor xpoor – βnonpoor x nonpoor …………………………………………(2) 
Where x
poor
 and x 
nonpoor
 are vectors of the independent variables evaluated at the means 
for the poor and nonpoor, respectively. For our set of independent variables, we write the 
following: 
y 
poor
 - y 
nonpoor
 =(β0
poor 
- β0
nonpoor) + (β1
poor
 x1
poor 
- β1
nonpoor 
x1
nonpoor) + (β2
poor 
x2
poor 
- β2
nonpoor
 
x2
nonpoor)… + …(βn
poor 
xn
poor 
- βn
nonpoor
 xn
nonpoor
) = G0+G1+G2…+…Gn        
………….…………………………………………………………………………….(3) 
so that the gap in adaptation barrier scores between the poor and the nonpoor can be 
thought of as being due in part to (i) differences in the intercepts (G0), (ii) differences in 
x1 and β1 (G1), and (iii) differences in x2 and β2 (G2). For example, G1 might measure the 
part of the gap in mean score of barrier to climate change adaptation (y) due to 
differences in educational attainment (x1) and the effects of educational attainment (β1), 
and G2 might measure the part of the gap due to the gap in age of respondents (x2) and 
differences in the effects of age of respondents (β2). Estimates of the difference in the gap 
in mean adaptation score can be obtained by substituting sample means of the x’s and 
estimates of the parameters β’s into equation 2.  
We further estimated how much of the overall gap or the gap speciﬁc to any one of the 
x’s (e.g., G1 or G2) is attributable to (i) differences in the x’s (sometimes called the 
explained component) rather than (ii) differences in the β’s (sometimes called the 
unexplained component). In doing so, two options were considered. In the ﬁrst, the 
differences in the x’s were weighted by the coefﬁcients of the poor group and the 
differences in the coefﬁcients were weighted by the x’s of the nonpoor group, whereas in 
the second the differences in the x’s were weighted by the coefﬁcients of the nonpoor 
group and the differences in the coefﬁcients were weighted by the x’s of the poor group. 
Either way, we had a way of partitioning the gap in outcomes between the poor and 
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nonpoor into a part attributable to the fact that the poor have worse x’s than the nonpoor, 
and a part attributable to the fact that ex hypothesi they have worse β’s than the nonpoor. 
These formulations are expressed as follows: 
  
y 
poor
 - y 
nonpoor
 = ∆xβpoor + ∆βxpoor +∆x∆β = E + C+ CE……………………………….(4) 
From equation 4, the gap in mean score of barrier to climate change adaptation can be 
thought of as deriving from a gap in x’s or endowments (E), a gap in β’s or coefﬁcients 
(C), and a gap arising from the interaction of endowments and coefﬁcients (CE). So, in 
effect, equation 5 places the interaction in the unexplained part, whereas the equation 6 
places it in the explained part.  
y 
poor
 - y 
nonpoor
 = ∆xβpoor + ∆βxnonpoor = E + (CE+C)……………………………………(5) 
y 
poor
 - y 
nonpoor
 = ∆xβnonpoor + ∆βxpoor = (E + CE) + C…………………………………..(6) 
 
We also write Oaxaca’s decomposition as a unique case of another equation 
y 
poor
 - y 
nonpoor
 = ∆x [𝐷𝛽𝑝𝑜𝑜𝑟 + (𝐼 − 𝐷)𝛽𝑛𝑜𝑛𝑝𝑜𝑜𝑟] + ∆𝛽[𝑥𝑝𝑜𝑜𝑟(𝐼 − 𝐷) +
𝑥𝑛𝑜𝑛𝑝𝑜𝑜𝑟𝐷]…………………………………………………………………………….(7) 
 
Where, I is the identity matrix and D a matrix of weights. In the simple case, where x is a 
scalar rather than a vector, I, is equal to one and D is a weight. In this case, D = 0 in 
equation 5, and D = 1 in equation 6.  
In addition to the above formulations, we consider three more formulations. Cotton 
(1988) suggested weighting the differences in the x’s by the mean of the coefﬁcient 
vectors, which yields 
diag (D) =0.5 (Cotton)…………………………………………………………………..(8) 
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Where diag (D) is the diagonal of D. Reimers (1983) suggested weighting the coefﬁcient 
vectors by the proportions in the two groups, so that if fNP is the sample fraction in the 
nonpoor group, we obtain 
diag (D) = fNP (Reimers)…………………………………………………..……………(9) 
 
Finally, we include the decomposition proposed by Neumark (1988), which makes use of 
the coefﬁcients obtained from the pooled data regression, βP: 
y 
poor
 - y 
nonpoor
 = ∆xβP +[𝑥𝑝𝑜𝑜𝑟(𝛽𝑝𝑜𝑜𝑟 − 𝛽𝑝) + 𝑥𝑛𝑜𝑛𝑝𝑜𝑜𝑟(𝛽𝑝 −
𝛽𝑛𝑜𝑛𝑝𝑜𝑜𝑟)] (Neumark)……….……………………………………………………..(10) 
The foregoing equations were implemented in STATA 13SE software. The detailed 
Blinder-Oaxaca decomposition of wage differentials is not invariant to the choice of 
reference group when a set of dummy variables is used. If we use dummy variable(s) as 
predictors, as in this study, then the detailed coefficients effect attributed to individual 
variables is not invariant to the choice of left-out group(s). This invariance or 
identification problem is well documented in the literature. The “normalized” regression 
equation where the estimate is simply the average of three sets of estimates with varying 
reference groups has been proposed to address this problem. The oaxaca.ado and 
mvdcmp.ado file in STATA 13 (StataCorp, College Station, TX, USA) SE was 
operationalized to address this issue.    
 
4.4 Results 
4.4.1 Sample characteristics 
Table 4.1: Background characteristics of respondents by income poverty status 
Variables  Nonpoor 
(%) 
Poor (%) Pearson’s χ² (df)  
Sex   χ² (1) =   33.1199   Pr = 0.000 
Male 82.5 17.5 Cramer’s V=0.16 
Female 68.5 31.5  
Self-rated health status   χ²(1) =  11.6577   Pr = 0.001 
Poor 65.5 34.5 Cramer’s V=-0.09 
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Good 77.0 23.0  
Self-rated ability to handle work pressure and 
responsibilities 
  χ²(1) =  6.4817   Pr = 0.011 
Cramer’s V=-0.07 
Poor 71.5 28.5  
Good 77.8 22.2  
Self-rated ability to handle personal pressure and 
unexpected difficulties 
  χ²(1) =  5.8781   Pr = 0.015 
Cramer’s V=-0.07 
Poor 59.3 40.7  
Good 76.8 23.2  
Age   χ²(3) =   48.5027   Pr = 0.000 
18-35 80.4 19.6 Cramer’s V=0.20 
36-50 78.1 21.9  
51-65 72.0 28.0  
More than 65 45.8 54.2  
Marital status   χ²(1) =  3.6375   Pr = 0.056 
Unmarried  72.1 27.9 Cramer’s V=-0.05 
Married  77.0 23.0  
Ethnicity    χ²(2) =  15.3462   Pr = 0.000 
Zaramo  66.9 33.1 Cramer’s V=0.11 
Sambaa  70.2 29.8  
Others  78.3 21.7  
Religion   χ²(2) =  71.5999   Pr = 0.000 
Christian  89.3 10.7 Cramer’s V=0.24 
Muslim  67.6 32.4  
Traditional religion  75.0 25.0  
Employment Status    χ²(1) =  57.6081  Pr = 0.000 
Unemployed  42.4 57.6 Cramer’s V=-0.21 
Employed  77.8 22.2  
Educational attainment   χ²(3) =  279.4208   Pr = 0.000 
No Education 27.1 72.9 Cramer’s V=0.34 
Primary  65.4 34.6  
Secondary 91.8 8.2  
Tertiary 98.6 1.4  
Residential locality   χ²(1) =  146.4910   Pr = 0.000 
Rural  75.2 25.8 Cramer’s V=0.47 
Urban  87.5 12.5  
 
Non parametric Pearson’s chi-square test for independence of the two categorical 
distributions (poor versus nonpoor) was calculated, using the observed frequencies of the 
background characteristics of the respondents as the expected frequencies against which 
to compare the frequencies of income poverty. The chi-square statistic reported for 
variables firmly rejects the hypothesis that respondents’ background characteristics and 
income poverty categories are independent (Table 4.1). The total number of respondents 
in Table 4.1 is 1253. Although, the chi-square statistic shows a significant relationship, 
Cramer’s V statistic values are less than 0.3, indicating that the association between the 
background characteristics of respondents and poverty is not strong. The exceptions are 
poverty and occupation (0.44), poverty and education (0.34), and poverty and residential 
locality (0.47). Only 2% of respondents in the poor category rated their health status as 
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excellent. None of the respondents in the poor category rated their ability to handle 
personal pressure and unexpected difficulties as excellent. Interestingly, not more than 
2% of public servants (government worker) and civil servants (NGO staff) were in the 
poor category.   
 
Table 4.2: Correlation coefficients of explanatory variables and poverty 
  SRHS SRWP SRPD age marital ethnic religion occup locality educ poverty 
SRHS 1 
          SRWP 0.38*** 1 
         SRPD 0.35*** 0.62*** 1 
        Age  -0.28*** -0.12*** -0.07* 1 
       Marital -0.23*** -0.07* -0.11** 0.47*** 1 
      Ethnic  0.13*** 0.09** 0.13*** -0.11** -0.1** 1 
     Religion  -0.16*** -0.14*** -0.16*** 0.10** 0.12*** -0.36*** 1 
    Occup  0.06* 0.06* 0.05* -0.10** -0.07* 0.06* -0.04 1 
   Locality  -0.18*** -0.19*** -0.19*** 0.14*** 0.08** -0.24*** 0.33*** -0.14*** 1 
  Educ  0.32*** 0.25*** 0.21*** -0.18*** -0.22*** 0.20*** -0.37*** 0.20*** -0.43 1 
 poverty -0.18*** -0.09** -0.14*** 0.14*** 0.17*** -0.13*** 0.24*** -0.04 0.34 -0.45 1 
Key: *p<0.05, **p<0.01, ***p<0.001; SRHS=Self-rated health status; SRWP=Self-rated ability to handle work 
pressure and responsibilities; SRPD=Self-rated ability to handle personal pressure and unexpected difficulties; 
Occup=occupation; locality=residential locality; Educ=educational attainment  
As observed in Table 4.2, several significant relationships (both direct and inverse) exist 
between the explanatory variables. However, most of them are weak except between self-
rated ability to handle personal pressure and unexpected difficulties and self-rated ability 
to handle work pressure and responsibilities (r=0.62 p<0.001).  
Table 4.3: Summary of decomposition results 
Summary of decomposition results: 
High: poverty == 0.0000 
Low: poverty == 1.0000 
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Mean prediction high (H): 0.047 
Mean prediction low (L): -0.141 
Raw differentials (R) {H-L}: 0.188 
-due to endowments (E): 0.239 
-due to coefficients (C): 0.121 
-due to interaction (CE): -0.172 
 
Table 4.3 reports the mean values of y (barriers to climate change adaptation scores) for 
the two groups, and the difference between them. It then shows the contribution 
attributable to the gaps in endowments (E), the coefﬁcients (C), and the interaction (CE). 
In this study, the gap in endowments accounts for the great bulk of the gap in outcomes 
(barriers to climate change adaptation scores).  
Table 4.4: Proportion of explained and unexplained components 
D: 0 1 0.5 0.749 * 
Unexplained (U) {C+(1-D)CE}:                                                -0.051 0.121 0.035 0.078 0.069 
Explained (V) {E+D*CE}:                                                           0.239 0.067 0.153 0.111 0.119 
% Unexplained {U/R}:                                                                 -27.3 64.3 18.5 41.3 36.7 
% Explained {V/R}:                                                                       127.3 35.7 81.5 58.7 63.3 
Note: D in the 4
th
 column = relative frequency of high group 
* reference=pooled model over both categories 
 
Table 4.4 shows how the explained and unexplained portions of the gap in climate 
change adaptation vary depending on the decomposition used. The ﬁrst and second 
columns correspond to the Oaxaca decomposition in equations 5 and 6, where D = 0 and 
D = I, respectively (supplementary material). The third and fourth columns correspond to 
Cotton’s and Reimers’ decompositions, where the diagonal of D equals 0.5 and fNP = 
0.749 (in our case), respectively. The ﬁnal column labelled “*” is Neumark’s 
decomposition. Whatever decomposition is used, it is obviously the difference in the 
mean values of the x’s (explained component) that accounts for the vast majority of the 
difference in climate change adaptation between poor and nonpoor residents in coastal 
Tanzania. The only exception is the Oaxaca decomposition where D=I in which case the 
differences in the effects of the determinants (coefficients or unexplained component) 
rather accounts for the main difference in climate change adaptation scores between poor 
and nonpoor residents in coastal Tanzania. By and large, however, differences in the 
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effects of the determinants play a tiny part in explaining inequalities in climate change 
adaptation between the 2 groups.  
Based on Oaxaca’s decomposition D=0, differences in the mean values of x’s (gaps in 
endowments) account for about 127% of the differentials in barriers to climate change 
adaptation between the poor and nonpoor. Based on Cotton’s decomposition, differences 
in the mean values of x’s (gaps in endowments) explain about 82% of the differentials in 
barriers to climate change adaptation between the poor and nonpoor. About 59% and 
63% of the differentials in barriers to climate change adaptation between the poor and 
nonpoor in coastal Tanzania is explained by the mean values of x’s (gaps in endowments) 
using the Reimer’s and Neumark’s decompositions, respectively. Only, about 36% of the 
differentials in barriers to climate change adaptation between the poor and nonpoor are 
explained by the differences in the mean values of x’s (gaps in endowments) when 
Oaxaca’s decomposition D=1 is used. This implies that, when Oaxaca’s decomposition 
D=1 is used, differences in the effects of the determinants (coefficients or unexplained 
component) rather accounts for about 64% of the differentials in barriers to climate 
change adaptation between the poor and nonpoor in coastal Tanzania.  
Table 4.5: Decomposition results for variables 
 Explained: D=  
Variables E(D=0) C CE 1 0.5 0.749 * 
SRHS 0.083 -0.681 -0.066 0.018 0.051 0.034 0.030 
SRWP -0.094 0.150 0.006 -0.088 -0.091 -0.089 -0.090 
SRPD 0.131 -0.576 -0.056 0.076 0.103 0.090 0.086 
Age  -0.051 -0.137 0.019 -0.032 -0.042 -0.037 -0.034 
Marital 0.060 0.002 -0.000 0.060 0.060 0.060 0.064 
Ethnicity  -0.018 0.063 0.013 -0.006 -0.012 -0.009 -0.009 
Religion  -0.028 -0.293 0.040 0.012 -0.008 0.002 0.003 
Occup  -0.008 0.045 0.011 0.004 -0.002 0.001 0.001 
Locality  0.018 0.076 -0.017 0.001 0.009 0.005 0.007 
Educ  0.147 -0.119 -0.124 0.023 0.085 0.054 0.060 
_cons  0.000 1.591 0.000 0.000 0.000 0.000 0.000 
Total  0.239 0.121 -0.172 0.067 0.153 0.111 0.119 
Key: SRHS=Self-rated health status; SRWP=Self-rated ability to handle work pressure and responsibilities; 
SRPD=Self-rated ability to handle personal pressure and unexpected difficulties; Occup=occupation; 
locality=residential locality; Educ=educational attainment  
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Table 4.5 affords us the opportunity to observe how far gaps in individual x’s contribute 
to the overall explained gap. For example, focusing on the ﬁnal column corresponding to 
Neumark’s decomposition, we realize that the gaps in the three demographic variables 
(i.e., self-rated ability to handle work pressure and responsibilities, age, and ethnicity) 
actually favor the poor whereas the gaps in the remaining variables all disfavor the poor. 
Of the latter, it is the gap in Self-rated ability to handle personal pressure and unexpected 
difficulties that accounts for the bulk of the explained gap. It is not so much the correlates 
of poverty (poor water and sanitation, low educational levels) that account for climate 
change adaptation inequalities between poor and nonpoor residents in coastal Tanzania; it 
is rather a psychosocial problem, in the form of lack of ability to handle stress (personal 
pressure) and unexpected difficulties.  
Table 4.6: Coefficients, means and predictions of the models 
 High model Low model Pooled  
Variables  Coefficient  Mean  Predicted  Coefficient  Mean  Predicted  Coefficient 
SRHS 0.065 3.108 0.203 0.305 2.835 0.866 0.110 
SRWP -0.774 2.786 -2.155 -0.830 2.673 -2.218 -0.791 
SRPD 0.361 2.371 0.856 0.628 2.162 1.357 0.412 
Age  0.041 4.779 0.194 0.065 5.567 0.363 0.043 
Marital -0.144 2.117 -0.306 -0.145 2.532 -0.368 -0.154 
Ethnicity  -0.006 5.708 -0.035 -0.019 4.754 -0.092 -0.010 
Religion  -0.046 1.608 -0.075 0.111 1.863 0.206 -0.012 
Occup  0.003 7.498 0.019 -0.005 5.982 -0.030 0.000 
Locality  -0.003 1.314 -0.003 -0.047 1.690 -0.080 -0.020 
Educ  0.026 1.771 0.045 0.163 0.870 0.142 0.067 
_cons  1.305 1.000 1.305 -0.287 1.000 -0.287 1.015 
Total    0.047   -0.141  
Key: SRHS=Self-rated health status; SRWP=Self-rated ability to handle work pressure and responsibilities; 
SRPD=Self-rated ability to handle personal pressure and unexpected difficulties; Occup=occupation; 
locality=residential locality; Educ=educational attainment  
Table 4.6 provides the coefﬁcient estimates, means, and predictions for each x for each 
group, the “high group” in this case being the nonpoor and the “low group” being the 
poor. For the ﬁrst Oaxaca decomposition (equation 5), columns 2 and 3 of Table 4.5 
allow us to identify how the gap in each of the β’s contributes to the overall unexplained 
gap. For the other decompositions, the contributions of the individual β’s can be found by 
subtracting the explained part given in Table 4.5 from the group difference in the variable 
speciﬁc predictions given in Table 4.6. We emphasize that the unimportance overall of 
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the unexplained portion is due to offsetting effects from different β’s. The poor have a 
higher intercept in the decomposition equation, but this is largely offset by the fact that 
the ability to handle stress and unexpected difficulties is weaker for the poor.     
 
 
 
Figure 4.1: Contributions of differences in means and in coefficients to the gap in 
barriers scores between the two groups 
Figure 4.1 indicates the contribution of the difference in the means of each x and the 
difference in coefficients on each x. For the Cotton, Reimers and Neumark 
decompositions, the contributions of the individual x’s was obtained by taking the group 
difference in the variable speciﬁc predictions given in Table 4.6 and subtracting the 
explained part given in Table 4.5 from this. Regarding the means of the x’s, ﬁgure 1 
suggests that most of the explained part of the climate change adaptation gap is 
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attributable to the gaps in self-rated ability to handle personal pressure and unexpected 
difficulties and self-rated ability to handle work pressure and responsibilities.  
4.5 Discussion 
This paper set out to decompose the gap in climate change adaptation outcomes into the 
part that is due to group differences in the magnitudes of the determinants (i.e., the 
explained component) of barrier to climate change adaptation scores, on the one hand, 
and group differences in the effects of these determinants (i.e., the unexplained 
component), on the other hand. In other words, we disaggregated the characteristics 
effects (explained variation) and coefficients effects (unexplained variation) for the two 
mutually exclusive groups (poor and nonpoor). This technique is especially useful for 
identifying and quantifying the separate contributions of group differences in measurable 
characteristics, such as education, age, marital status, and geographical location, to ethnic 
and gender gaps (Jann, 2008) in climate change adaptation outcomes.  
We found that difference in the mean values of the x’s (explained component) accounts 
for the vast majority of the difference in barriers to climate change adaptation between 
poor and nonpoor residents in coastal Tanzania. To the best of our knowledge, no 
previous research on climate change adaptation has attempted to decompose disparities in 
adaptation barriers by poverty status. Thus, it is difficult to compare our findings with 
other results in the existing literature.   
The contribution of each of the variables to the overall explained gap using the various 
decompositions provides interesting insight on the relative importance of each of the 
variables. Using the Neumark decomposition, Self-rated ability to handle personal 
pressure and unexpected difficulties alone accounted for 75% of the overall explained 
gap in barriers to climate change adaptation between the poor and nonpoor. This was 
followed by marital status (53%), education (50%) and self-rated health status (25%) in 
that order. Occupation, religion and residential locality (rural-urban) jointly accounted for 
less than 10% of the overall explained gap. Similar results were obtained using the 
Reimer’s decomposition where self-rated ability to handle personal pressure and 
unexpected difficulties alone accounted for 81% of the overall explained gap in barriers 
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to climate change adaptation between the poor and nonpoor. This was followed by 
marital status (54%), education (49%) and self-rated health status (30%) in that order. 
These trends change slightly when Cotton’s decomposition is used. Although self-rated 
ability to handle personal pressure and unexpected difficulties still accounts for the 
largest proportion (67%) in the overall explained gap, education overtakes marital status 
as the second largest contributor (56%) to the explained gap. Marital status (39%) and 
self-rated health status (33%) then follow. In the Cotton’s and Reimer’s decompositions, 
occupation, religion and residential locality (rural-urban) still cumulatively accounted for 
less than 10% of the overall explained gap. This implies that, although the magnitudes of 
contribution of each variable differ across decomposition techniques, the trends and order 
of contribution remains almost the same.   
The fact that self-rated ability to handle personal pressure and unexpected difficulties 
accounted for the largest share of contribution to the overall explained gap in barriers to 
climate change adaptation between the poor and nonpoor in coastal Tanzania regardless 
of decomposition technique used suggests that climate adaptation differentials may be 
due to psychosocial issues rather than poverty per se. Across decomposition, the 
magnitude of self-rated ability to handle personal pressure and unexpected difficulties 
varies but is not surpassed by other biosocial or socio-cultural variables. This does not 
mean that biosocial or socio-cultural variables are not important. It simply implies that 
the issue is multi-faceted (Swim et al., 2009), and though important, the individual 
contributions of biosocial or socio-cultural variables is lower in magnitude than the 
psychosocial factor, that is, self-rated ability to handle personal pressure and unexpected 
difficulties.   
This finding highlights the importance of perception and cognition in stimulating or 
inhibiting adaptive actions of individuals. Human perceptions and judgments about 
climate change are important because they affect levels of concern and, in turn, the 
motivation to act (Swim et al., 2009). Adaptation includes a range of coping actions that 
individuals and communities can take, as well as psychological processes (e.g., appraisals 
and affective responses) that precede and follow behavioural responses (Swim et al., 
2009). Available research suggests that the psychosocial impacts of climate change are 
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likely to be moderated by a number of individual and contextual factors that increase or 
decrease the severity of the impact, as well as the perception of the impact (Leiserowitz, 
2007).   
In general, cognitive adaptation approaches (Taylor & Stanton, 2007) and protection 
motivation approaches (Weinstein et al., 2000) are premised on the kinds of cognitive 
and emotional appraisal processes and coping processes, which are elicited in the context 
of climate change and other risks that contain implicit or explicit threats and induce fear 
(Fiske & Taylor, 2008; Swim et al., 2009). An individual’s perceptions of climate change 
impacts can be moderated by social norms (Leiserowitz, 2005) and by their 
environmental identity (Clayton & Opotow, 2003). The impacts of climate change, and 
by extension adaptive actions are also likely to be mediated by various types of cognitive 
appraisals, such as estimates of personal risk and attributions of responsibility 
(Leiserowitz, 2007), and media representations of climate change adaptation impacts 
(Reser and Swim, 2011). Emotional reactions are critical components of information 
processing and also have a direct relation to physical and psychological health 
(Groopman, 2004; Moser, 2007). It is also hypothesized that certain strong emotional 
responses such as fear, despair, or a sense of being overwhelmed or powerless can inhibit 
thought and action (Moser, 2007; Nicholson, 2002), which in turn may either constrain or 
serve as a barrier to effective adaptation to climate change.  
 
4.5.1 Limitations of the study 
A limitation of this study is that, while decompositions are useful for quantifying the 
contribution of various  factors (psychosocial, biosocial, sociocultural) to a difference or 
change in barriers to climate change adaptation outcomes, they may not necessarily 
deepen our understanding of the mechanisms underlying the relationship between these 
factors and climate change adaptation outcomes. In that sense, decomposition methods do 
not seek to recover behavioural relationships or deep structural parameters. By indicating 
which factors are quantitatively important and which are not, however, decompositions 
provide useful indications of particular hypotheses or explanations to be explored in more 
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detail. For example, if decomposition indicates that differences in educational attainment 
account for a large fraction of the poverty-climate change adaptation gap, then exploring 
in more detail how the poor and nonpoor choose their adaptive behaviours is imperative.  
4.5.2 Policy implications 
Climate change adaptation is a multi-faceted and complex phenomenon, rooted in an 
extensive body of interdisciplinary science and with deeply challenging policy 
implications (e.g., Prins et al., 2010). Given that the empirical evidence presented in this 
paper indicates that self-rated ability to handle personal pressure and unexpected 
difficulties, educational attainment and self-rated health status accounts for a large 
portion of the overall explained gap in barriers to climate change adaptation between the 
poor and nonpoor, there is need for policy that systematically addresses these gaps in 
endowments. In developing countries such as Tanzania, government can stimulate policy 
action to address the gaps in outcomes in two fundamental ways: information through 
extension services (e.g. community radios), and provision of social support services. In so 
far as self-rated ability to handle personal pressure and unexpected difficulties was the 
foremost factor explaining gaps in barrier to climate change adaptation between the poor 
and nonpoor, it may be that improved psychosocial health would improve climate change 
adaptation, although the precise mechanism underlying this is unclear. There are many 
area-specific differences in the propensity of coastal residents to adapt to climate change 
and further analysis would be required to understand the underlying factors. Adaptation, 
however, is undertaken only by those who perceive climate change. The perception of 
climate change appears to hinge on residents experiences and the availability of free 
advice on social support and services specifically related to climate change adaptation. 
However, while the policy options for promoting an increased adaptation to climate 
change are rather limited the perception of climate change is already high in coastal 
Tanzania. The opinions of residents of coastal Tanzania who perceive climate change as a 
risk should be taken into consideration with respect to the type, scale and form of 
adaptation strategies to be initiated across spatio-temporal scales. This is critical to the 
widespread acceptance or rejection of proposed climate adaptation strategies of 
individuals.   
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4.6 Conclusion 
This study aimed to disaggregate disparities in climate change adaptation outcomes 
between two mutually exclusive groups (poor and nonpoor) in coastal Tanzania based on 
characteristics effects (explained variation) and coefficients effects (unexplained 
variation). Self-rated ability to handle personal pressure and unexpected difficulties 
accounted for the largest share of contribution to the overall explained gap in barriers to 
climate change adaptation between the poor and nonpoor in coastal Tanzania regardless 
of the decomposition technique used. This indicates that climate adaptation differentials 
between the poor and nonpoor in coastal Tanzania are likely due to psychosocial issues 
rather than other biosocial and socio-cultural correlates of poverty per se. This paper is 
unique in two critical ways. First, it focused on personal barriers rather than the 
institutional barriers to climate change adaptation that has received much attention in the 
extensive body of literature on climate change adaptation. Secondly, it used 
decomposition techniques hitherto not considered in the climate adaptation research 
domain. Adaptation to climate change together with its associated barriers is meaningless 
unless it is contextualized. Specifically, clarity is required to identify whether it is 
individuals, households, communities, community sector organizations and/or local, state 
and federal governments that serve those who face barriers to effective climate change 
adaptation. This is imperative considering the significant heterogeneity in adaptive 
capacities of individuals even within the same community. 
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Chapter 5  
5 Monitored versus Experience-based perceptions of 
Environmental Change: Evidence from Coastal 
Tanzania 
5.1 Introduction 
Based on longstanding association with their environment, local communities have 
generated a sophisticated body of knowledge regarding different changes to their 
environment, which were obtained via experience and passed on from one generation to 
the other. Experiential climate change, in the context of this paper, refers to the climate-
related knowledge individuals and groups have acquired, over time, by their relationship 
to their natural and immediate environment. Because all people are unique and have 
unique experiences, every group will be different in terms of their climate-related 
knowledge and have a different dynamic even within the same society.  
 
The debate between experiential climate change and meteorologically measured climate 
change is longstanding. The conventional explanation for this controversy emphasizes 
impediments to public understanding: limited popular knowledge of science, the inability 
of ordinary citizens to assess technical information and the resulting widespread use of 
unreliable cognitive heuristics to assess risk (Braman et al., 2011). Climate change is 
intrinsically probabilistic and is often regarded as an issue that is beyond human 
perception (see Blennow et al., 2012; Rebetez, 1996; Weber, 2006). In this context, it is 
normative to use time series analysis of climate variables, notably precipitation (rainfall) 
and temperature data spanning 30 years or more. That is, studies on climate change 
usually put more emphasis on descriptions of weather events and the question of whether 
human observations meet rainfall data sets and other measurable variables (see 
Chaudhary & Bawa, 2011). Such research usually attempts to determine whether human 
observations are correct, that is, conform to meteorological measurements (Kemausuor et 
al., 2011, Rademacher‐Schulz and Mahama, 2012).  
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However, climate change research documents the importance of local, place-based 
evidence of climate change gained through experiential learning to be as or more 
effective than simply studying analytical climate change data to increase climate change 
literacy. Adaptation to climate change essentially involves people deciding to do things 
differently. In this regard, local perceptions are likely most meaningful and therefore 
useful to individuals adapting and responding to climate change. While this is so, the 
dominant narrative values scientific and technical understandings of climate change more 
highly. The technical approach is useful and rightly requires emphasis. Yet, it is people’s 
perception of climate change (based on experiential knowledge) that will play a large if 
not the largest role in mitigation and adaptation efforts, but this is not necessarily without 
some degree of scientific thinking (Ruddell  et al., 2012).   
The distinction between personal experience of possible climate change outcomes and 
statistical description of possible climate change outcomes has received recent attention 
because, presumably, the same information about the consequences of decisions and their 
likelihoods can lead to different perceptions and actions, depending on how the 
information is acquired (Swim et al., 2009). The two approaches are not mutually 
exclusive and may be considered as complementary mechanisms by which humans 
examine and know their environment. Personal experience of climate change by humans 
differs from the occurrence of climate change or climate extremes in the biophysical 
environment (Leiserowitz, 2006). Weber (2006) distinguishes the one from the other 
conceptually and indicates that cognitive processes (e.g. perceptions) are experience-
based while stochastic (probabilistic) processes are description-based. Human 
information processing and decision-making are also influenced by affect and emotions 
(Lazarus, 2000), which form the basis of the experiential system. Furthermore, humans 
have entirely different time horizons. The recall bias, of the sort that humans are 
predisposed to, is not the same for the biophysical environment (Hahn et al. 2009). The 
memory of the biophysical environment is different from human memory. In humans, 
memory is rather short even for events (such as floods and episodic hot temperature) that 
appear to be indelible in the minds of those who have previously experienced it.  
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Perception is inextricably linked to human action (Brody et al., 2008). Human action, 
here, includes coping, adaptation, mitigation, risk aversion, etc. Thus, we will fail to elicit 
a comprehensive understanding of the issue of climate change without partly focusing on 
human perception (climate change in people’s minds) (Leiserowitz et al., 2010). Local 
experiences of climate change could help not only efforts to adapt, but can influence 
individual mitigation behaviour and policy support.  Public opinion about climate change 
appears to shift with personal experience.  But what is the relationship between climate 
change and what people experience?  This is far more difficult to answer, but may be 
obtainable with more data on people’s long-term experiences of climate.  Although this is 
certainly useful for understanding how to develop adequate policies for addressing 
environmental change due to climate, it also shows that people’s experience of climate in 
the short-term is much more likely to incite changes in behaviour than changes that are 
likely to take place in the longer term.    
With few exceptions, little consideration has been given to how cognitive processes such 
as climate change perceptions mediate or shape human action. Yet, human action is 
predominantly a function of perception or cognition rather than stochastic considerations 
(Weber, 2010).  Understanding public perceptions of climate change is fundamental to 
both climate science and policy because it defines local and global sociopolitical contexts 
within which policymakers and scientists operate (Burch & Robinson, 2007). The 
greatest barrier to public recognition of human-made climate change is probably the 
natural variability of local climate (Hansen et al., 2012). How can a person discern long-
term climate change, given the notorious variability of local weather and climate from 
day to day and year to year?  In response to a general lack of inquiry into experiential 
climate change especially in the sub-Saharan African context, we use multinomial 
regression techniques to examine the degree of perception of climate change in coastal 
Tanzania. Climate change could affect coastal areas in a variety of ways. Coasts are 
sensitive to sea level rise, salt water intrusion into local soils, changes in the frequency 
and intensity of storms, increases in precipitation and warmer ocean temperatures (Moser 
et al. 2012). We analyse multiple measures of climate change using time series analysis 
along with socioeconomic, demographic and attitudinal variables derived from a cross-
sectional survey that examines variation in climate change risk perception. By combining 
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time series analysis and multinomial logistic regression, our approach allows us to (a) 
empirically test theoretical propositions on the determinants of human perception of 
climate change, (b) statistically unpack the compositional, physical and geographic 
factors triggering public perception of climate change and (c) provide direction to 
planners and policymakers on how to garner public support for government initiatives 
meant to reduce the adverse changes associated with climate change. It has been argued 
that validation of experiential knowledge is essentially political (Agarwal, 2002). Some 
studies have used meteorological data to validate human perception of climate change 
(see Chaudhary & Bawa, 2011); we do not adopt this methodology because we situate the 
two approaches in distinct but complementary paradigms although we also model times 
series of temperature and rainfall data in this study. Furthermore, in the discussion, we 
compare the two approaches but only because we seek to demonstrate diversity in 
acquiring knowledge on the human environment and not to validate one approach 
(climate change in the people’s minds) with the other approach (descriptive statistics of 
meteorological data).   
5.2 Theoretical Context 
The literature is replete with competing theories on climate change perception. Two of 
such theories of interest to this study are science comprehension theory and cultural 
cognition theory. Science comprehension theory is rooted in three key postulates: the 
public form perceptions of climate change based on sound scientific information; the 
public lack sound scientific information about climate change; bounded rationality (limits 
to technical reasoning capacity) forces the public to rely on heuristics like cultural 
worldviews (e.g. conservative or liberal values) to assess the risks of climate change (see 
Bord et al. 2000; Kahan et al. 2012; Young and Neill, 2013). Cultural cognition theory 
hinges on two distinct but interrelated principles: the public primarily form perceptions of 
climate change based on the worldviews of groups with which they most strongly 
identify, not sound scientific information, and that cultural worldviews are not heuristic 
devices, but deeply ingrained ways people fit in society that cannot be easily overcome 
by increasing knowledge or technical reasoning ability (see Parker et al., 2003; 
Tomasello, 2009; Young and Neill, 2013).  
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The theory on cultural cognition posits that beliefs of environmental (climate) risks 
should be expected to diminish as worldviews become simultaneously more hierarchical 
and individualistic, and increase as worldviews become simultaneously more egalitarian 
and communitarian (Braman et al. 2011; Kahan et al. 2012). Within this theoretical 
milieu, it is argued that perceptions about climate change differ for individuals since their 
perceived world is subjectively constructed and is influenced by previous experience, 
type of education and other socioeconomic characteristics (Otto-Banaszak et al., 2011). 
According to Swim et al. (2009), evidence from the health literature, the social 
psychological literature and the risk communication literature suggests that social and 
cultural processes serve to modify perceptions of climate risk in a manner that can both 
augment or decrease response in ways that are presumably socially adaptive. Research in 
cognitive psychology suggests that certain perceived characteristics of climate change 
(e.g. that it is ‘natural’, not new, and in principle controllable) may lead citizens as well 
as policymakers to underestimate the magnitude of the risks (Swim et al. 2009). An 
individual’s perceptions of climate change impacts can be moderated by social norms 
(Leiserowitz, 2005) and by their environmental identity (a sense of identity that 
transcends the individual and encompasses one’s position as part of a living 
environment).  
Decisions from repeated personal experience with climate outcomes involve associative 
and often affective processes, which are fast and automatic (Weber, Shafir, & Blais, 
2004). Processing statistical descriptions, on the other hand, requires analytic techniques 
that need to be learned and require cognitive effort. People’s choices can differ 
dramatically under the two information conditions, especially when the small-probability 
events are involved, which is certainly the case with climate risks (Swim et al. 2009). 
Several researchers suggest that the rational processing system is analytic, logical, and 
deliberative and encodes reality in abstract symbols, words and numbers (see Epstein and 
Pacini, 1999; Leiserowitz, 2005; Lowe et al., 2006; Slovic et al., 2004). In contrast, the 
experiential system is holistic, affective and intuitive and encodes reality in concrete 
images, metaphors and narratives linked in associative networks (Epstein, 2008; Slovic et 
al., 2004). Summarizing the convergent findings of numerous research studies, Epstein 
posits that experientially derived knowledge is often more compelling and more likely to 
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influence behaviour than is abstract knowledge. Likewise, Nisbet (2009) argues that 
vivid, concrete information has a greater influence on perceptions and inferences than 
technical information. The preceding theoretical discussion informs our analysis on the 
relationship between perceived environmental change on the one hand, and 
compositional, contextual and psychosocial factors, on the other hand. 
5.3 Materials and Method 
5.3.1 Study area 
 
Plate 5.1: Map of the United Republic of Tanzania showing the study areas 
Tanzania is a coastal country lying between longitude 29° and 49°
 
East and latitude 1° 
and 12°
 
south of the Equator (Francis and Bryceson, 2001). The marine waters comprise 
64,000 km
2 
as territorial waters and 223,000 km
2
 as offshore waters (EEZ) (Mngulwi, 
2003). Tanzania’s coastline stretches for 800km. It has five coastal regions Tanga, Pwani, 
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Dar es Salaam, Lindi and Mtwara. The five coastal regions cover about 15 percent of the 
country’s total land area and are home to approximately 25 percent of the country’s 
population. According to the 2012 Population and Housing census, the total population 
was 44,928,923 compared with 12,313,469 in 1967 (National Bureau of Statistics, 2013),
 
reflecting an annual growth rate of 2.9 percent. The under 15 age group represented 44.1 
percent of the population, with 35.5 percent being in the 15–35 age group, 52.2 percent 
being in the 15–64 age group and 3.8 percent being older than 64 (National Bureau of 
Statistics, 2013). Overall Tanzania on average is sparsely populated with population 
density of 51 persons per square kilometer, lower significant variation exists across 
regions. The population density varies from 1 person per square kilometer in arid regions 
to 51 per square kilometer in the mainland's well-watered highlands to 134 per square 
kilometer in Zanzibar (United Republic of Tanzania, 2013). The population density for 
the Dar es Salaam region is 3133 persons per km
2
 and that of Lindi is only 13.1 persons 
per km
2
 (National Bureau of Statistics, 2013). This suggests wide disparities in 
population density across regions. 
5.3.2 Study design 
The study is part of Indian Ocean World (East Africa, the Near and Middle East, and 
Southeast Asia) which is the broader region of interest. Within this broader milieu, the 
study is interested in demarcating the specific connections between select contemporary 
changes in these regions and their historical antecedents, particularly the historical 
circumstances associated with environmental factors, both direct (drought, flood, etc.) 
and indirect (migration, resource scarcity). The reasons for selecting the study areas are 
threefold. First, Tanzania was selected because of its historical and geopolitical 
significance in East Africa. Second, anecdotal evidence suggests that the climate along 
the coastline of Tanzania is changing. In response to this change, central and local 
governments in Tanzania have initiated steps to address climate change threats and 
combined local impacts of increased flooding due to increased precipitation and coastal 
and infrastructure erosion due to increased tidal activity and storm surges. However, no 
major survey of the perceptions, attitudes and adaptation behaviour of the public in 
relation to climate change had been undertaken up to January 2013 in the study area 
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although perception is critical to adaptive responses by the public. Third, the biosocial 
and sociocultural factors that influence perceived climate change along the coastline of 
Tanzania are not well understood. Theory and experience show that it is the poorest, who 
are most dependent on natural resources for livelihood, that are most exposed to climate 
hazards and changes affecting the environment. Yet, they are also the ones least equipped 
to deal with the consequences. By studying the public perceptions of climate change in 
coastal Tanzania, we theoretically situate this study in culture and by extension, we argue 
that perceptions about climate change differ for individuals since their perceived world is 
subjectively constructed and is influenced by previous experience, type of education and 
other compositional characteristics.  
The study design was approved by the Research Ethics Board of the University of 
Western Ontario, Canada. Study approval was also granted by the Commission on 
Science and Technology (COSTECH) in Tanzania. A cross-sectional survey was 
conducted with 1253 individuals in three regions along the coastline of Tanzania. The 
data were collected between March and September 2013. The scope of the survey was to 
learn about perceptions, attitudes and behaviour to climate change in Dar es Salaam and 
Zanzibar, which were considered as a unit, and Pwani and Tanga. The sampling 
distribution between Dar es Salaam and Zanzibar was 3:1. The study population included 
male (606) and female (647) participants between the ages of 18 and 70 years. The study 
used multistage sampling to obtain representative estimates of the population of residents 
of the three regions. Within each region, a list of villages based on the 2012 Population 
and Housing Census was divided further into households. The list of villages was also 
divided into clusters ensuring that each cluster would provide adequate numbers of 
eligible respondents to be included in the survey. This approach both corrects for 
sampling bias and weights the cases to match census percentages of males and females of 
various age groups and by ethnicity. The enumeration areas (EAs) and their total number 
of households were listed geographically by urban and rural areas. Where EAs did not 
include the minimum number of households, geographically adjacent EAs were 
amalgamated to yield sufficient households. This provided the frame for selecting the 
clusters to be included in the survey according to a stratified systematic sampling 
technique in which the probability for the selection of any cluster was proportional to its 
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size.  A sampling interval was calculated by dividing the total number households by the 
number of clusters. A random number between 1 and the sampling interval was computer 
generated. The EA in which the random number fell was identified as the first selected 
cluster.  The sampling interval was applied to that number and then progressively until 
the 20 (urban) and 15 (rural) clusters were identified. These clusters made up the sample 
for the survey.  Individuals in the households were randomly selected from these clusters 
for interview.    
 
5.3.3 Data collection 
The recruitment of the participants in the pilot study was random. The survey was pre-
tested and piloted under one-to-one supervised interview with 30 people of varied 
backgrounds and ages (at least 18 years old). The face-to-face interview was conducted in 
English by five local research assistants from the University of Dar es Salaam. The pilot 
study highlighted any unclear sections of the questionnaire, which were altered to ensure 
consistency and clarity. The questionnaire was subdivided into sections which cover 
socioeconomic and demographic questions, attitudes to life and environmental issues, 
personal views on climate change, measures on climate change, trust and responsibility, 
and informational requirements. Respondents were asked whether they had noticed long-
term changes in temperature and rainfall over the past 10 years and 30 years.  In 
designing the survey instrument particular consideration was given to item and question 
framing, and response options, as it was important, where possible and within the 
constraints of comparability and standardized items, to frame questions in an unbiased 
way, and to use response formats and scales that had sufficient sensitivity and face and 
construct validity to allow for a reasonable and defensible measurement of responses and 
the constructs and variables of interest.  
In order to model description-based climatic change, precipitation (hereafter rainfall) and 
temperature data spanning 1960-2009 were obtained from the Tanzania Meteorological 
Agency.    
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5.3.4 Measures 
5.3.4.1 Dependent variable 
A polytomous nominal response variable, perceived temperature change consisting of 
four mutually exclusive categories, that is, getting hotter, getting colder, short and long 
spells of hot temperature and short and long spells of cold temperature, is the outcome 
variable. Getting hotter was used as the baseline comparison group. Given that outcomes 
are unordered arbitrarily shifting baseline makes no difference. 
5.3.4.2 Independent variables 
Independent variables were selected based on theoretical relevance, experience, 
parsimony and model fit. Previous research highlights differentials in the perception of 
climate change based on compositional factors, that is, both biosocial and sociocultural 
factors (Hartter et al. 2012). Therefore, perceptions of climate change may vary based on 
the number of years spent in an area or residence time (Hartter, 2010), amount of formal 
education (Maddison, 2007), wealth (Hartter and Goldman, 2011), gender (Hartter, 2010, 
McCright, 2010) and age (Zahran et al. 2006), among other factors. Similarly, Wolf and 
Moser (2011) argue that status in society (as indicated by gender, age, socioeconomic 
status and other social variables) may play an important role in these differentiated 
judgements of climate change by various groups. For this reason, biosocial factors 
including age, gender (both inherently biological) and ethnicity (inherently cultural) were 
taken into consideration in this study. Ethnic groups found in the coastal regions in which 
the survey was conducted included Zaramo, Sambaa and others such as the Haya, Hehe, 
Sukuma, Nyamwezi, and Makonde. Based on their relative proportions in the sample, we 
coded Zaramo and Sambaa as 1 and 2, respectively. All other ethnicities were coded as 3. 
Climate change perception is subjective and value-laden. Such values may vary among 
rural people and urban communities, depending on local context factors such as 
community well-being, occupations, and key resident characteristics. For example, 
according to Leiserowitz (2005), concern about climate change tends to be higher for 
people who are urban female, and with higher levels of education. For this reason, socio-
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cultural factors including education, residential locality, residence time, and region were 
accounted for by including them in the multinomial regression models.   
 
5.3.5 Statistical analyses 
5.3.5.1 Inferential statistics 
Survey data were processed in IBM SPSS version 22 and analysed using STATA version 
13 (StataCorp, TX, 2013). We used non-parametric tests (Pearson chi-square and 
Cramer’s V statistic) to determine whether the observed differences in perception of 
temperature change and rainfall patterns on the one hand, and compositional factors on 
the other hand, were independent (statistical significance was set to α ≤ 0.05). The 
outputs were presented as contingency tables in the results.   
5.3.5.2 Multinomial logistic regression 
Multinomial logistic regression uses maximum likelihood estimation to evaluate the 
probability of categorical membership. Multinomial logistic regression was used to 
predict categorical placement in or the probability of category membership on the 
dependent variable based on multiple independent variables in the survey data. 
Multicollinearity was evaluated with simple correlations among the independent 
variables. Also, multivariate diagnostics (i.e. standard multiple regression) was used to 
assess for multivariate outliers and for the exclusion of outliers or influential cases. 
Sample size guidelines for multinomial logistic regression indicate a minimum of 10 
cases per independent variable (Schwab, 2002). This requirement was met for the data. 
Multinomial logistic regression is often considered an attractive analysis because it does 
not assume normality, linearity or homoscedasticity. It does have assumptions, such as 
the assumption of independence among the dependent variable choices. This assumption 
states that the choice of or membership in one category is not related to the choice or 
membership of another category (i.e. the dependent variable). In this study, the 
assumption of independence was tested with the Hausman-McFadden test. Furthermore, 
multinomial logistic regression also assumes non-perfect separation. If the groups of the 
outcome variable are perfectly separated by the predictor(s), then unrealistic coefficients 
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will be estimated and effect sizes will be greatly exaggerated. Variable selection or model 
specification methods for this study was based on theoretical relevance and sequential 
logistic regression analysis.  
For the dependent variable (perceived temperature change), we considered the response 
to be multinomial. That is, the ‘response’ for row i, 
yi = (yi1, yi2, . . . , yir)
T , is assumed to have a multinomial distribution with index  
𝑛𝑖 = ∑ 𝑦𝑖𝑗
𝑟
𝑗=1   and parameter πi = (πi1, πi2, . . . , πir)T . 
In this case, the data are grouped so ni is the total number of “observations” in the ith row 
of the dataset, and yij is the number of observations in which outcome j occurred. 
The output of the regression model has three parts, labelled with the categories of the 
outcome variable (perceived temperature change). They correspond to the three equations 
below:  
ln(P(perceived temperature change=getting colder)P(perceived temperature change 
=getting hotter))=b10 + b11SRPD + b12SRWP + b13(age=36-50)+b13(age =51-65) + 
b13(age = more than 65) + b14(Ethnicity=Sambaa)+b14(Ethnicity =others) + 
b15(Residential Locality = rural) + b16(Region=Pwani) + b16(Region=Tanga) + b17 Income 
+ b18 (Educational Status=primary)+ b18 (Educational Status=secondary)+ b18 
(Educational Status=tertiary)………………………………………………...(1) 
ln(P(perceived temperature change=short and long spells of hot temperature)P(perceived 
temperature change =getting hotter))= b20 + b21SRPD + b22SRWP + b23(age=36-
50)+b23(age =51-65) + b23(age = more than 65) + b24(Ethnicity=Sambaa)+b24(Ethnicity 
=others) + b25(Residential Locality = rural) + b26(Region=Pwani) + b26(Region=Tanga) + 
b27Income + b28 (Educational Status=primary)+ b28 (Educational Status=secondary)+ b28 
(Educational Status=tertiary)………………………………………………………….(2) 
ln(P(perceived temperature change=short and long spells of cold 
temperature)P(perceived temperature change =getting hotter))= b30 + b31SRPD + 
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b32SRWP + b33(age=36-50)+b33(age =51-65) + b33(age = more than 65) + 
b34(Ethnicity=Sambaa)+b34(Ethnicity =others) + b35(Residential Locality = rural) + 
b36(Region=Pwani) + b36(Region=Tanga) + b37 Income + b38 (Educational 
Status=primary)+ b38 (Educational Status=secondary)+ b38 (Educational Status=tertiary) 
………………………………………………………………………………………….(3) 
where b's are the regression coefficients; SRPD is self-rated ability to handle personal 
pressure and unexpected difficulties and SRWP is self-rated ability to handle work 
pressure and responsibilities. The ratio of the probability of choosing one outcome 
category (out of four groups in perceived temperature change) over the probability of 
choosing the baseline category is the relative risk. Relative risk was obtained by 
exponentiating the linear equations above, yielding regression coefficients that are 
relative risk ratios for a unit change in perceived temperature change.  
5.3.5.3 Time series analysis of meteorological (rainfall and 
temperature) data 
Monthly rainfall and mean temperature data from weather stations in four regions were 
used. The stations satisfied the following criteria: the records were sufficiently long for 
the analysis and included the standard reference period of 1960–2009, less than 20% of 
the monthly values were missing in each year. In all cases, the station had been located at 
a single site during the period of record, the station, in all cases, had a documented 
history of changes such as those involving instrumentation, observation practices and the 
station’s immediate environment (metadata). The eligibility criteria are important because 
according to Longobardi and Villani (2010), most long-term climatic series are affected 
by non-climatic factors indeed: changes in instruments, station location and station 
environment and so on make climate data unrepresentative of temporal climate 
variability. Based on these criteria, climate data from Pwani and Tanga were eliminated 
from the preliminary analysis although respondents were surveyed in these two locations. 
Data for three coastal locations namely Dar es Salaam, Mtwara and Zanzibar were 
however retained because they met the inclusion criteria and a large number of 
respondents surveyed either originated from there or had previously lived in that area. 
Data for Mwanza (non-coastal location) were also included as counterfactual evidence. 
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As a preliminary step, tests of data homogeneity were carried out to ascertain outliers 
(see Longobardi and Villani, 2010). If a time series can be characterized as the sum of a 
stationary stochastic process and a linear time trend, then the appropriate test for a trend 
is to regress the series on a linear trend and carry out a t test on the slope (Hay et al., 
2002). An annual time series of each index was computed for each station, without 
removing the seasonal cycle of temperature or rainfall. Decomposition of the seasonal 
trend and residual analysis were carried out for each of the four locations based on the 
50-year monthly rainfall and temperature data. Trend detection analysis was then 
performed through parametric and non-parametric tests only for the homogeneous data. 
Parametric t -test was used to assess whether the slope coefficient of the fitted linear 
regression was significantly different from zero, indicating the presence of a linear trend 
in this case. The slope coefficient sign would then indicate whether it is a positive or a 
negative trend. The Mann–Kendall non-parametric test was used to confirm the existence 
of a positive or negative trend at the 95% confidence level. Trends were analyzed both at 
the annual and at the seasonal scale.  
 
5.4 Results 
5.4.1 Adjusted predictions of compositional factors for categories 
of perceived temperature change 
Probabilities for each category (getting hotter, getting colder, short and long spells of hot 
temperature and short and long spells of cold temperature) of perceived temperature 
change by educational status, ethnicity, region, residence time, residential locality and 
respondent age were predicted.  We found variations in perceived temperature change for 
various categories of some compositional factors. The predictions are shown in Figures 
5.1-5.6. Overlap of any two categories in each variable indicates non-statistical 
significance and vice versa. For example, in Figure 5.1, respondents with no education do 
not overlap with respondents who have tertiary education in terms of their perception of 
temperature change indicating the differences in perceived temperature change between 
these two groups are statistically significant.  The predictions in Figures 5.1-5.6 are very 
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important in examining within group differences. For instance, in Figure 5.1 there are 
statistically significant differences among individuals with primary education, who 
perceived temperature to be getting colder, short and long spells of hot temperature and 
short and long spells of cold temperature. However, for individuals with no education 
there were no statistically significant differences between those who perceived 
temperature change to be short and long spells of hot temperature and those who 
perceived temperature change to be short and long spells of cold temperature.  
 
Figure 5.1: Prediction of perceived temperature change by highest educational 
status 
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Figure 5.2: Prediction of perceived temperature change by ethnicity 
 
Figure 5.3: Prediction of perceived temperature change by coastal region 
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Figure 5.4: Prediction of perceived temperature change by residence time 
 
Figure 5.5: Prediction of perceived temperature change by urbanicity 
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Figure 5.6: Prediction of perceived temperature change by age of respondents 
 
5.4.2 Association of perceived temperature change and 
compositional factors 
The chi-square statistic reported for compositional factors except sex and education 
firmly reject the hypothesis that perceived temperature change and categories of age, 
residence time, region, ethnicity and residential locality are independent (Table 5.1). 
Similarly, the chi-square statistic reported for self-rated abilities to handle work pressure, 
personal pressure and unexpected difficulties rejects the hypothesis that perceived 
temperature change and categories of these two variables are independent. However, 
Cramer’s V statistic values are all less than 0.3, indicating that the association between 
perceived temperature change and each of the compositional measures is weak. 
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Table 5.1: Distribution of perceived temperature change by compositional factors  
Variables 
Getting 
hotter %  
Getting 
colder %  
Short and 
Long spells of 
hot 
temperature % 
Short and long 
spells of cold 
temperature % 
2  (df) Cramer's  V 
 
Age       
18-35 66.14 3.84 17.61 12.42 
2 (9)=30.7472; 
Pr=0.000 0.0904 
36-50 55.48 7.62 22.14 14.76 
  
51-65 56.03 8.14 25.08 10.75 
  
more than 65 49.4 8.43 16.87 25.3 
  
Residence time     
2 (9) = 28.3478;  
Pr = 0.001 0.0868 
0-5 67.12 4.93 17.53 10.41   
6-10 53.25 9.35 20.73 16.67   
11-15 57.14 5.24 28.10 9.52   
16 or more 
years 56.25 6.71 20.37 16.67   
Ethnicity 
    
2 (6)= 51.1785;  
Pr = 0.000 0.1429 
Zaramo  62.45 1.22 19.59 16.73 
  
Sambaa 47.33 19.08 24.43 9.16 
  
Others 59.75 6.04 20.75 13.45 
  
Sex      
2 (3) = 4.6430;  
 Pr = 0.200 0.0609 
Male 62.05 5.94 19.14 12.87   
Female 56.11 6.96   22.57 14.37   
Res. Locality 
    
2 (3)= 21.2759; 
 Pr = 0.000 0.1303 
Rural 55.29 8.63 25.29 10.78 
  
Urban 61.51 4.98 17.9 15.61 
  
Region 
    
2 (6)=165.5302;  
Pr = 0.000 0.257 
Dar es Salaam 65.89 2.33 14.81 16.97 
  
Pwani 55.48 0.66 27.24 16.61 
  
Tanga 50.14 18.52 25.93 5.41 
  
Education 
    
2 (9)= 14.9038;  
Pr = 0.094 0.063 
No education 59.81 6.54 16.82 16.82 
  
Primary 57.83 8.09 21.86 12.22 
  
Secondary 57.43 6.71 21.87 13.99 
  
Tertiary 63.96 1.8 18.92 15.32 
  
SRWP 
    
2 (3)= 47.4120;  0.1945 
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We found statistically significant differences in perceived temperature change at various 
time periods across age categories (p≤0.0001) as shown in Table 5.2 (n=1253). However, 
Cramer’s V statistic showed a weak association between perceived temperature change 
and age categories.  
Table 5.2: Differences in perceived temperature change by age of respondents 
Variables 18-35 36-50 51-65 
more than 
65 
2  (df) Cramer's V 
 
(%) (%) (%) (%)   
Perceived temperature change 
in past 10 years     
2  (9)=125.3359;  
Pr = 0.000 0.1827 
never 28.57 14.29 14.29 42.86 
  
1-3 times 45.21 31.12 19.95 3.72 
  
4-5 times 20.52 38.21 32.55 8.73 
  
More than 5 times 18.84 33.33 26.09 21.74 
  
Perceived temperature change 
between 10 and 20 years 
    
2  (9)=152.6711;  
Pr = 0.000 0.2015 
never 53.3 26.93 15.44 4.33 
  
1-3 times 20.8 43.74 28.84 6.62 
  
4-5 times 23.39 29.84 36.29 10.48 
  
More than 5 times 27.45 35.29 25.49 11.76 
  
Perceived temperature change 
between 20 and 30 years 
    
2  (9)=200.7904;  
Pr = 0.000 0.2311 
never 47.3 30.15 18.3 4.26 
  
1-3 times 6.77 39.04 42.63 11.55 
  
4-5 times 10.71 47.32 29.46 12.5 
  
More than 5 times 14.29 33.33 38.1 14.29 
  
Perceived temperature change 
between 30 and 40 years 
    
2  (9)=165.4476;  
Pr = 0.000 0.2098 
never 40.15 34.12 21.17 4.56 
  
1-3 times 2.22 21.11 54.44 22.22 
  
4-5 times 1.69 42.37 35.59 20.34 
  
More than 5 times 0 25 62.5 12.5 
  
Pr = 0.000 
Poor 64.07 8.58 21.56 5.79 
  
Good  55.59 5.05 20.48 18.88 
  
SRPD 
    
2 (3)= 44.4151;  
Pr = 0.000 0.1883 
Poor 60.73 7.03 23.34 8.91 
  
Good  55.92 5.48 16.67 21.93 
  
142 
 
Perceived temperature change 
between 40 and 50 years 
    
2 (9)=201.3526;  
Pr = 0.000 0.2314 
never 36.53 34.71 23.72 5.04 
  
1-3 times 0 3.85 30.77 65.38 
  
4-5 times 0 0 66.67 33.33 
  
More than 5 times 0 0 100 0 
  
Perceived temperature change 
between 50 and 60 years 
    
2 (6)=130.9394;  
Pr = 0.000 0.2286 
never 35.65 33.87 24.68 5.81 
  
1-3 times 0 0 0 100 
  
4-5 times 0 0 0 100 
  
More than 5 times 0 0 0 0 
  
 
Perceived temperature change at various time periods differed across coastal regions in 
Tanzania (Table 5.3) although Cramer’s V suggested a weak association between 
perceived temperature change and region of residence.  
Table 5.3: Differences in perceived temperature change by region of respondents 
Variables 
Dar es 
Salaam 
Pwani Tanga 
2  (df) Cramer's V 
  (%) (%) (%)     
Perceived 
temperature 
change during 
past 10 years 
   
2  (6) =  34.8274    
Pr = 0.000 
0.1179 
never 100 0 0 
  
1-3 times 50 24.47 25.53 
  
4-5 times 40.09 24.76 35.14 
  
More than 5 times 68.12 17.39 14.49 
  
Perceived 
temperature 
change between 
10 and 20 years 
   
2  (6) =  65.3332    
Pr = 0.000 
0.1615 
never 56.5 16.2 27.31 
  
1-3 times 40.9 34.28 24.82 
  
4-5 times 38.71 23.39 37.9 
  
More than 5 times 62.75 23.53 13.73 
  
Perceived 
temperature 
change between 
20 and 30 years 
   
2  (6) =  54.4901    
Pr = 0.000 
0.1475 
never 52.82 21.29 25.89 
  
1-3 times 28.69 32.67 38.65 
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4-5 times 49.11 25 25.89 
  
More than 5 times 71.43 28.57 0 
  
Perceived 
temperature 
change between 
30 and 40 years 
   
2 (6) =  23.0435    
Pr = 0.001 
0.0959 
never 49.54 22.63 27.83 
  
1-3 times 32.22 32.22 35.56 
  
4-5 times 37.29 38.98 23.73 
  
More than 5 times 87.5 12.5 0 
  
Perceived 
temperature 
change between 
40 and 50 years 
   
2 (6) =  16.5619    
Pr = 0.011 
0.0813 
never 48.6 23.22 28.18 
  
1-3 times 19.23 53.85 26.92 
  
4-5 times 46.67 33.33 20 
  
More than 5 times 50 50 0 
  
Perceived 
temperature 
change between 
50 and 60 years 
   
2 (4) =  15.4333   
 Pr = 0.004 
0.0785 
never 48.31 23.55 28.15 
  
1-3 times 10 70 20 
  4-5 times 33.33 66.67 0 
  More than 5 times 0 0 0     
 
5.4.3 Association between perceived rainfall patterns and 
compositional factors 
The chi-square statistic reported for age rejects the hypothesis that perceived changes in 
the pattern of rainfall at various time periods and categories of respondents’ age are 
independent (Table 5.4). Except perceived changes in rainfall in the past 10 years, 
Cramer’s V statistic values range between 0.23 and 0.26, indicating that the association 
between perceived changes in rainfall and age is moderate to moderately strong.  
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Table 5.4: Differences in perceived rainfall patterns across age groups 
Variables 18-35 36-50 51-65 more than 65 
2  (df) 
Cramer's 
V 
  (%) (%) (%) (%)     
Perceived 
changes in 
rainfall in past 
10 years 
    
2  (9) = 133.3436;  
Pr = 0.000 
0.1884 
Never  46.34 29.27 14.63 9.76 
  
1-3 times 42.77 33.53 18.84 4.86 
  
4-5 times 15.2 37.16 39.19 8.45 
  
More than 5 times 18 16 42 24 
  
Perceived 
changes in 
rainfall between 
10 and 20 years 
    
2  (9) = 208.2891;  
Pr = 0.000 
0.2354 
Never  54.55 27.27 14.97 3.21 
  
1-3 times 21.76 41.32 29.43 7.5 
  
4-5 times 12.32 29.71 42.03 15.94 
  
More than 5 times 14.29 0 57.14 28.57 
  
Perceived 
changes in 
rainfall between 
20 and 30 years 
    
2  (9) = 213.3617;  
Pr = 0.000  
0.2382 
Never  46.31 31.24 18.92 3.52 
  
1-3 times 7.17 39.25 39.25 14.33 
  
4-5 times 2.04 42.86 38.78 16.33 
  
More than 5 times 0 0 50 50 
  
Perceived 
changes in 
rainfall between 
30 and 40 years 
    
2  (6) = 165.4228;  
Pr = 0.000 0.2569 
Never  39.57 34.11 21.93 4.39   
1-3 times 0.87 29.57 42.61 26.96   
4-5 times 0 23.81 61.9 14.29   
More than 5 times 0 0 0 0   
Perceived 
changes in 
rainfall between 
40 and 50 years 
    
2  (6) = 143.9755;  
Pr = 0.000  
0.2397 
Never  36.28 34.23 24.16 5.32 
  
1-3 times 0 0 42.31 57.69 
  
4-5 times 0 0 50.0 50.0 
  
More than 5 times 0 0 0 0   
Perceived 
changes in 
rainfall between 
50 and 60 years 
    
2  (6) = 158.8534;  
Pr = 0.000 
0.2518 
Never  35.78 33.93 24.64 5.65 
  
1-3 times 0 0 15.38 84.62 
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4-5 times 0 0 0 100 
  
More than 5 times 0 0 0 0     
 
Table 5.5 shows the distribution of perceived rainfall patterns by coastal regions. The chi-
square statistic reported for Dar es Salaam, Pwani and Tanga rejects the hypothesis that 
perceived rainfall patterns and coastal regions are independent although based on the 
Cramer’s V statistic values the association is weak.  
Table 5.5: Differences in perceived rainfall patterns across geographic regions 
Variables Dar es Salaam Pwani Tanga    
2  (df) 
 
Cramer's 
V 
  (%) (%) (%)      
Perceived changes in rainfall 
during past 10 years    
2 (6) =  49.5061;  
Pr = 0.000 
0.1406 
Never  80.49 4.88 14.63 
  
1-3 times 47.17 25.2 27.63 
  
4-5 times 40.2 26.01 33.78 
  
More than 5 times 82 8 10 
  
Perceived changes in rainfall 
between 10 and 20 years    
2 (6) =  62.2792;  
Pr = 0.000 
0.1576 
Never  56.86 15.86 27.27 
  
1-3 times 39.67 33.46 26.87 
  
4-5 times 45.65 21.01 33.33 
  
More than 5 times 28.57 0 71.43 
  
Perceived changes in rainfall 
between 20 and 30 years    
2 (6) =  46.3117;  
Pr = 0.000 
0.1359 
Never  53.58 21.01 25.41 
  
1-3 times 32.08 33.79 34.13 
  
4-5 times 38.78 22.45 38.78 
  
More than 5 times 50 0 50 
  
Perceived changes in rainfall 
between 30 and 40 years    
2 (4) =  30.4308;  
Pr = 0.000 
0.1102 
Never  50.31 22.02 27.66 
  
1-3 times 26.96 41.74 31.3 
  
4-5 times 38.1 33.33 28.57 
  
More than 5 times 0 0 0   
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Perceived changes in rainfall 
between 40 and 50 years    
2 (4) =  28.5207;  
Pr = 0.000 0.1067 
Never  48.3 23.67 28.03 
  
1-3 times 15.38 53.85 30.77 
  
4-5 times 50 50 0 
  
More than 5 times 0 0 0   
Perceived changes in rainfall 
between 50 and 60 years    
2 (4) =   8.9442 ;  
Pr = 0.063 
0.0597 
never 48.3 23.67 28.03 
  
1-3 times 15.38 53.85 30.77 
  
4-5 times 50 50 0 
  
More than 5 times 0 0 0     
 
Results of multinomial logistic regression of perceived temperature on compositional 
factors are shown in Table 5.6. Both coefficients and relative risk ratios are shown in the 
table. The model converged in five iterations. The likelihood ratio chi-square of 304.7 
with a p-value < 0.0001 indicates that the model as a whole fits significantly better than 
the null or intercept only model.  
Table 5.6: Multinomial logistic model predicting perceived temperature by 
respondents 
Perceived Temperature Change B 
RRR   
Exp (β) Std. Error z P > |z| 
[95% Confidence 
Interval] 
Pseudo R2=0.1202 
  
Parameter 
Estimates 
   
  
Base Comparison Group (Getting  Hotter) 
 
Variables Getting Colder 
Self-rated ability to handle 
personal pressure and 
unexpected difficulties  
(ref: poor) -0.226 0.797 0.281 -0.64 0.521 0.399 1.591 
Self-rated ability to handle work 
pressure and responsibilities 
(ref: poor) -0.347 0.707 0.232 -1.06 0.291 0.371 1.345 
Age (ref: 18-35) 
       
36-50 0.525 1.690 0.574 1.55 0.122 0.868 3.290 
51-65 0.639 1.895 0.680 1.78 0.075 0.937 3.829 
more than 65 1.137 3.118 1.704 2.08 0.037 1.068 9.099 
Ethnicity (ref: Zaramo) 
       
Sambaa 1.121 3.067 2.217 1.55 0.121 0.743 12.651 
Others 0.270 1.310 0.886 0.40 0.690 0.348 4.933 
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Residential Locality (ref: urban) 
       
rural -1.018 0.361 0.131 -2.81 0.005 0.1774 0.7351 
Region (ref: Dar es Salaam) 
       
Pwani -0.287 0.750 0.636 -0.34 0.735 0.1426 3.9470 
Tanga 2.727 15.283 6.475 6.44 0.000 6.6618 35.0624 
Income -9.77E-07 0.999 6.28E-07 -1.56 0.119 0.9999 1.0000 
Educational Status 
       
Primary 0.609 1.838 0.889 1.26 0.208 0.7120 4.7429 
Secondary 1.052 2.862 1.572 1.92 0.055 0.9757 8.3971 
Tertiary 0.160 1.173 0.949 0.2 0.844 0.2401 5.7304 
_cons 
 
0.016 0.014 -4.85 0.000 0.0030 0.0855 
 
Short and long spells of hot temperature 
 Self-rated ability to handle 
personal pressure and 
unexpected difficulties  
(ref: poor) -0.432 0.649 0.123 -2.27 0.023 0.4476 0.9420 
Self-rated ability to handle work 
pressure and responsibilities 
(ref: poor) 0.384 1.468 0.265 2.13 0.033 1.0305 2.0905 
Age (ref: 18-35) 
       
36-50 0.404 1.498 0.277 2.19 0.029 1.0432 2.1525 
51-65 0.619 1.857 0.373 3.08 0.002 1.2532 2.7524 
more than 65 0.482 1.619 0.577 1.35 0.176 0.8054 3.2540 
Ethnicity (ref: Zaramo) 
       
Sambaa 0.592 1.807 0.576 1.86 0.063 0.9674 3.3764 
Others 0.379 1.461 0.324 1.71 0.087 0.9461 2.2575 
Residential Locality (ref: urban) 
       
rural -0.472 0.624 0.155 -1.9 0.057 0.3836 1.0145 
Region (Dar es Salaam) 
       
Pwani 1.417 4.124 1.189 4.91 0.000 2.3437 7.2555 
Tanga 1.165 3.206 0.811 4.61 0.000 1.9526 5.2635 
q100 -5.65E-07 0.999 2.95E-07 -1.91 0.056 0.999 1.000 
Educational Status (ref: no 
education) 
       
Primary 0.561 1.753 0.529 1.86 0.063 0.9704 3.1665 
Secondary 0.930 2.534 0.848 2.78 0.005 1.3149 4.8816 
Tertiary 1.034 2.812 1.146 2.54 0.011 1.2652 6.2520 
_cons 
 
0.060 0.025 -6.76 0.000 0.0265 0.1356 
 
Short and long spells of cold temperature 
 Self-rated ability to handle 
personal pressure and 
unexpected difficulties  
(ref: poor) 0.718 2.051 0.421 3.5 0.000 1.3720 3.0668 
Self-rated ability to handle work 
pressure and responsibilities 
(ref: poor) 1.164 3.201 0.818 4.55 0.000 1.9402 5.2823 
Age (ref: 18-35) 
       
36-50 0.478 1.613 0.350 2.20 0.028 1.054 2.468 
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51-65 0.330 1.391 0.358 1.28 0.200 0.839 2.304 
more than 65 1.395 4.034 1.419 3.97 0.000 2.024 8.038 
Ethnicity 
       
Sambaa 0.289 1.335 0.550 0.70 0.484 0.595 2.993 
Others 0.143 1.154 0.285 0.58 0.562 0.711 1.873 
Residential Locality(ref: urban) 
       
rural -0.341 0.711 0.264 -0.92 0.358 0.343 1.471 
Region (ref: Dar es Salaam) 
       
Pwani 0.647 1.911 0.757 1.63 0.102 0.878 4.153 
Tanga -0.909 0.403 0.147 -2.49 0.013 0.196 0.825 
Income -7.13E-07 0.999 3.27E-07 -2.18 0.029 0.999 0.999 
Educational Status (ref: no 
education) 
       
Primary -0.156 0.856 0.290 -0.46 0.645 0.441 1.661 
Secondary 0.025 1.025 0.383 0.07 0.946 0.493 2.133 
Tertiary -0.047 0.955 0.423 -0.1 0.916 0.400 2.277 
_cons -2.698 0.067 0.032 -5.66 0.000 0.026 0.171 
 
Age, residential locality and region were statistically significant for respondents who 
perceived temperature to be getting colder compared with getting hotter. The relative risk 
ratio of switching from the 18-35 age categories to the more than 65 age category is 
3.118 for being in the getting colder vs. getting hotter group (Table 6). In other words, the 
expected risk of reporting that temperature is higher for respondents who are older 
compared with their counterparts who are 18-35 years old. The relative risk ratio of 
switching from urban to rural is 0.361 for being in the getting colder group vs. getting 
hotter group. That is, the expected risk of staying in the getting colder group is lower for 
respondents who reside in rural areas compared with their urban counterparts. The 
relative risk ratio of switching from Dar es Salaam to Tanga is 2.727 for being in the 
getting colder vs. getting hotter group. The expected risk of staying in the getting colder 
group is higher for respondents who originate from Tanga compared with their 
counterparts who originate from Dar es Salaam.  
Self-rated ability to handle work pressure, self-rated ability to handle personal pressure 
and unexpected difficulties, age, region and educational status were statistically 
significant for respondents who perceived temperature change as short and long spells of 
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hot temperature compared with getting hotter. The relative risk ratio of switching from 
poor to good self-rated ability to handle personal pressure and unexpected difficulties is 
0.649 for being in the short and long spells of hot temperature category vs. getting hotter 
group. Therefore, expected risk of staying in the short and long spells of hot temperature 
category is lower for respondents with good self-rated ability to handle personal pressure 
and unexpected difficulties compared with their counterparts with poor self-rated ability 
to handle personal pressure and unexpected difficulties.  
The relative risk ratio of switching from poor to good self-rated ability to handle work 
pressure and responsibilities is 1.468 for being in the short and long spells of hot 
temperature category vs. getting hotter group. Therefore, expected risk of staying in the 
short and long spells of hot temperature category is higher for respondents with good 
self-rated ability to handle work pressure and responsibilities compared with their 
counterparts with poor self-rated ability to handle personal pressure and unexpected 
difficulties.  
The relative risk ratio of switching from the 18-35 age categories to the 36- 50 age 
category is 1.498 for being in the short and long spells of hot temperature vs. getting 
hotter group. In other words, the expected risk of staying in the short and long spells of 
hot temperature group is higher for respondents who are older compared with their 
counterparts who are 18-35 years old. Similarly, the relative risk ratio of switching from 
the 18-35 age categories to the 51- 65 age category is 1.857 for being in the short and 
long spells of hot temperature vs. getting hotter group. That is, the expected risk of 
staying in the short and long spells of hot temperature group is higher for respondents 
who are 50 years and above compared with their counterparts who are 18-35 years old.  
The relative risk ratio of switching from Dar es Salaam to Pwani is 4.124 for being in the 
short and long spells of hot temperature group vs. getting hotter group. The expected risk 
of staying in the short and long spells of hot temperature group is higher for respondents 
who originate from Pwani compared with their counterparts who originate from Dar es 
Salaam.  Likewise, the relative risk ratio of switching from Dar es Salaam to Tanga is 
3.206 for being in the short and long spells of hot temperature group vs. getting hotter 
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group. The expected risk of staying in the short and long spells of hot temperature group 
is higher for respondents who originate from Tanga compared with their counterparts 
who originate from Dar es Salaam.    
The relative risk ratio of switching from the no education category to the secondary 
education category is 2.534 for being in the short and long spells of hot temperature vs. 
getting hotter group. In other words, the expected risk of staying in the short and long 
spells of hot temperature group is higher for respondents who have secondary education 
compared with their counterparts with no education. Similarly, the relative risk ratio of 
switching from the no education category to the tertiary education category is 2.812 for 
being in the short and long spells of hot temperature vs. getting hotter group. That is, the 
expected risk of staying in the short and long spells of hot temperature group is higher for 
respondents with secondary education and above compared with their counterparts with 
no education.  
Ethnicity, income, self-rated ability to handle work pressure, self-rated ability to handle 
personal pressure and unexpected difficulties, age and region were statistically significant 
for respondents who perceived temperature change as short and long spells of cold 
temperature compared with getting hotter.  
The relative risk ratio of switching from poor to good self-rated ability to handle personal 
pressure and unexpected difficulties is 2.051 for being in the short and long spells of cold 
temperature category vs. getting hotter group. Therefore, expected risk of staying in the 
short and long spells of cold temperature category is higher for respondents with good 
self-rated ability to handle personal pressure and unexpected difficulties compared with 
their counterparts with poor self-rated ability to handle personal pressure and unexpected 
difficulties. Also, the relative risk ratio of switching from poor to good self-rated ability 
to handle work pressure and responsibilities is 3.201 for being in the short and long spells 
of cold temperature category vs. getting hotter group. Therefore, expected risk of staying 
in the short and long spells of cold temperature category is higher for respondents with 
good self-rated ability to handle work pressure and responsibilities compared with their 
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counterparts with poor self-rated ability to handle personal pressure and unexpected 
difficulties.  
The relative risk ratio of switching from the 18-35 age categories to the 36- 50 age 
category is 1.613 for being in the short and long spells of cold temperature vs. getting 
hotter group. In other words, the expected risk of staying in the short and long spells of 
cold temperature group is higher for respondents who are older compared with their 
counterparts who are 18-35 years old. Similarly, the relative risk ratio of switching from 
the 18-35 age categories to the more than 65 years category is 4.034 for being in the short 
and long spells of cold temperature vs. getting hotter group. That is, the expected risk of 
staying in the short and long spells of cold temperature group is higher for respondents 
who are above 65 years compared with their counterparts who are 18-35 years old. 
The relative risk ratio for a one-unit increase in income of respondents is 0.999 for being 
the short and long spells of cold temperature group vs. getting hotter group. That is, the 
expected risk of staying in the short and long spells of cold temperature group is lower 
for respondents with higher income compared with their counterparts with lower income. 
5.4.4 Time series analysis of temperature 
Figures 5.7-5.10 show statistical and trend analysis for mean monthly temperature data 
for Dar es Salaam, Mtwara, Zanzibar and Mwanza, respectively. The corresponding 
interpolated regression line for each region is also plotted. At α-level of 0.05, the 
deviation from zero is statistically significant for Dar es Salaam (p<0.0001), Mtwara 
(p<0.05), Zanzibar (p<0.0001) and Mwanza (p<0.05) indicating overall increase in mean 
monthly temperature in the four regions of Tanzania. The slopes for each of the four 
areas were positive indicating an overall increase in annual temperature over the 50-year 
period (1960-2009) for Dar es Salaam, Mtwara, Zanzibar and Mwanza. The models 
explained 43%, 11%, 60% and 11% of the total variance in the temperature data for Dar 
es Salaam, Mtwara, Zanzibar and Mwanza, respectively.   
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Figure 5.7: Statistical and trend analysis for mean monthly temperature data (Dar 
es Salaam) 
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Figure 5.8: Statistical and trend analysis for mean monthly temperature data 
(Mtwara) 
Best-fit values 
  
Slope 0.018 ± 0.0030 
Y-intercept when X=0.0 -10 ± 6.0 
X-intercept when Y=0.0 570 
1/slope 55 
95% Confidence Intervals 
  
Slope 0.012 to 0.024 
Y-intercept when X=0.0 -23 to 1.8 
X-intercept when Y=0.0 -140 to 920 
Goodness of Fit 
  
r² 0.43 
Sy.x 0.31 
Is slope significantly non-zero? 
  
F 36 
DFn, DFd 1.0, 48 
P value < 0.0001 
Deviation from zero? Significant 
Best-fit values 
  
Slope 0.0078 ± 0.0032 
Y-intercept when X=0.0 10 ± 6.4 
X-intercept when Y=0.0 -1300 
1/slope 130 
95% Confidence Intervals 
  
Slope 0.0014 to 0.014 
Y-intercept when X=0.0 -2.8 to 23 
X-intercept when Y=0.0 -17000 to 200 
Goodness of Fit   
r² 0.11 
Sy.x 0.35 
Is slope significantly non-zero? 
  
F 5.9 
DFn, DFd 1.0, 50 
P value 0.0187 
Deviation from zero? Significant 
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 Figure 5.9: Statistical and trend analysis for mean monthly temperature data 
(Zanzibar) 
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Figure 5.10: Statistical and trend analysis for mean monthly temperature data 
(Mwanza) 
For p-values <0.05, the hypothesis that the slope is non-zero is not rejected and vice 
versa. 
Best-fit values 
  
Slope 0.039 ± 0.0046 
Y-intercept when X=0.0 -51 ± 9.1 
X-intercept when Y=0.0 1300 
1/slope 26 
95% Confidence Intervals 
  
Slope 0.030 to 0.048 
Y-intercept when X=0.0 -70 to -33 
X-intercept when Y=0.0 1100 to 1400 
Goodness of Fit   
r² 0.60 
Sy.x 0.47 
Is slope significantly non-zero? 
  
F 73 
DFn, DFd 1.0, 48 
P value < 0.0001 
Deviation from zero? Significant 
Best-fit values 
    
Slope 0.011 ± 0.0046 
Y-intercept when X=0.0 0.16 ± 9.1 
X-intercept when Y=0.0 -14 
1/slope 88 
95% Confidence Intervals 
  
Slope 0.0021 to 0.021 
Y-intercept when X=0.0 -18 to 19 
X-intercept when Y=0.0 -8600 to 880 
Goodness of Fit   
r² 0.11 
Sy.x 0.47 
Is slope significantly non-zero? 
  
F 6.2 
DFn, DFd 1.0, 48 
P value 0.0167 
Deviation from zero? Significant 
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5.4.5 Time series analysis of rainfall 
The annual rainfall time series averaged over the whole dataset, for Dar es Salaam, 
Mtwara, Zanzibar and Mwanza are illustrated in Figures 5.11 through 5.14. The 
corresponding interpolated regression line for each region is also plotted. The slopes for 
each of the four areas were negative indicating an overall decrease in annual rainfall. 
However, except for Mtwara, the decrease in rainfall is not statistically significant 
indicating that in terms of precipitation (rainfall), the climate of Dar es Salaam, Zanzibar 
and Mwanza has not changed over the 50-year period (1960-2009). The variability 
around the mean value in Mtwara, that is about 1200 mm, is rather marked, despite the 
smoothing effect induced by the average computation over a large area, and a decrease in 
the annual average rainfall is evident, given the slope of the regression line.  
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Figure 5.11: Statistical and trend analysis of mean annual rainfall (Dar es Salaam) 
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Figure 5.12: Statistical and trend analysis of mean annual rainfall (Mtwara) 
Best-fit values 
Slope -3.6 ± 2.6 
Y-intercept when X=0.0 8300 ± 5300 
X-intercept when Y=0.0 2300 
1/slope -0.28 
95% Confidence Intervals 
Slope -8.9 to 1.7 
Y-intercept when X=0.0 -2300 to 19000 
X-intercept when Y=0.0 2100 to +infinity 
Goodness of Fit 
r² 0.037 
Sy.x 270 
Is slope significantly non-zero? 
F 1.9 
DFn, DFd 1.0, 48 
P value 0.1794 
Deviation from zero? Not Significant 
Best-fit values 
Slope -5.8 ± 2.6 
Y-intercept when X=0.0 13000 ± 5200 
X-intercept when Y=0.0 2200 
1/slope -0.17 
95% Confidence Intervals 
Slope -11 to -0.51 
Y-intercept when X=0.0 2100 to 23000 
X-intercept when Y=0.0 2100 to 4100 
Goodness of Fit 
r² 0.092 
Sy.x 270 
Is slope significantly non-zero? 
F 4.9 
DFn, DFd 1.0, 48 
P value 0.0323 
Deviation from zero? Significant 
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Figure 5.13: Statistical and trend analysis of mean annual rainfall (Zanzibar) 
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Figure 5.14: Statistical and trend analysis of mean annual rainfall (Mwanza) 
Residual plots for rainfall of Dar es Salaam, Mtwara, Zanzibar and Mwanza are also 
illustrated in Figures 5.15 through 5.18, respectively.  
Best-fit values 
Slope -0.50 ± 3.9 
Y-intercept when X=0.0 2700 ± 7700 
X-intercept when Y=0.0 5400 
1/slope -2.0 
95% Confidence Intervals 
Slope -8.3 to 7.3 
Y-intercept when X=0.0 -13000 to 18000 
X-intercept when Y=0.0 2200 to +infinity 
Goodness of Fit 
r² 0.00034 
Sy.x 400 
Is slope significantly non-zero? 
F 0.016 
DFn, DFd 1.0, 48 
P value 0.8992 
Deviation from zero? Not Significant 
Best-fit values 
Slope -2.6 ± 2.2 
Y-intercept when X=0.0 6200 ± 4300 
X-intercept when Y=0.0 2400 
1/slope -0.39 
95% Confidence Intervals 
Slope -6.9 to 1.8 
Y-intercept when X=0.0 -2400 to 15000 
X-intercept when Y=0.0 2100 to +infinity 
Goodness of Fit 
r² 0.029 
Sy.x 220 
Is slope significantly non-zero? 
F 1.4 
DFn, DFd 1.0, 48 
P value 0.2372 
Deviation from zero? Not Significant 
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 Figure 5.15: Residual plots of annual rainfall (Dar es Salaam) 
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Figure 5.16: Residual plots of annual rainfall (Mtwara) 
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Figure 5.17: Residual plots of annual rainfall (Zanzibar) 
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Figure 5.18: Residual plots of annual rainfall (Mwanza) 
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5.5 Discussion 
In this study, we examined the effects of respondents’ characteristics on their choice of 
perceived climate change outcomes. We also carried out time series analysis of rainfall 
and temperature over a 50-year period (1960-2009) to ascertain whether there are trends 
and if so, whether these trends are linear and whether the slopes for rainfall and 
temperature over the period deviate from zero (statistically significant) or not. We then 
related the experience-based perceptions to the description-based (monitored) climate 
change.  
5.5.1 Multinomial logistic regression 
The results of the multinomial analysis show that region, residential locality and 
education are strongly associated with respondents’ perception of temperature change. 
That is, whether temperature in the past 10 and 30 years was getting hotter, getting 
colder, short and long spells of hot temperature or short and long spells of cold 
temperature. The strong relationship between these variables and perceived temperature 
change suggests that actions intended to shape perception and by extension, behavioural 
change should take into account these compositional factors. Interestingly, older 
respondents (more than 65 years old), living in rural areas of Tanga region were more 
likely to perceive temperature as getting colder rather than getting hotter when compared 
with younger people who were 18-35 years old, living in urban areas in Dar es Salaam. 
This indicates the importance of age, educational status and spatial differentials in the 
perception of temperature change.  
Our result on age of respondents and perceived climate change is consistent with several 
studies. Age has been frequently associated with climate risk perception (see Grothmann 
and Reusswig, 2006; Kellens et al., 2011; Lindell and Hwang, 2008). Similarly, several 
researchers highlight the role of education in shaping perceived climate risks (see Brody 
et al., 2008; Leiserowitz, 2006). Consistent with previous work (see Leiserowitz, 2006; 
Semenza et al., 2008), we observed that people with higher levels of education perceive a 
lower risk associated with climate change. Our finding on spatial (regional, rural-urban) 
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differentials in perceived climate change is also supported in the extant literature (see 
Hamilton and Keim, 2009; Sanchez et al. 2012; Thomas et al., 2008).  
The significance of coping capacity in terms of self-rated ability to handle work pressure 
and responsibilities as well as self-rated ability to handle personal pressure and 
unexpected difficulties suggest the importance and complexity of the two psychosocial 
factors in shaping perception of climate change. For instance, respondents who reported 
good self-rated ability to handle personal pressure and unexpected difficulties were less 
likely to perceive temperature change as short and long spells of hot temperature rather 
than getting hotter compared with their counterparts who had poor self-rated ability to 
handle personal pressure and unexpected difficulties. However, the situation is different 
in terms of self-rated ability to handle work pressure and responsibilities. Respondents 
who reported good self-rated ability to handle work pressure and responsibilities were 
more likely to perceive temperature change as short and long spells of hot temperature 
rather than getting hotter compared with their counterparts who had poor self-rated ability 
to handle work pressure and responsibilities. Reporting good rather than poor self-rated 
ability on both psychosocial measures were associated with higher likelihood of 
perceiving temperature change as short and long spells of cold temperature than 
perceiving temperature change as getting hotter.  It is difficult to compare these results 
with the literature given that previous work has not focused on the use of multinomial 
techniques in assessing the relationship between perceived environmental changes on the 
one hand, and compositional, contextual and psychosocial factors, on the other hand.  
Interestingly, we did not find any gender differentials in perceived temperature (climate) 
change. However, some emerging research works suggest that perceptions of risk, 
including climate risk perception, are gendered, and that this affects women’s and men’s 
responses to those risks. For instance, Brody et al. (2008) and Sanchez et al. (2012) 
suggested that females perceive a greater risk associated with global climate change. 
Also, women express slightly more concern about climate change than do men 
(McCright, 2010), as other climate change public opinion studies find (e.g., Hamilton 
2008; Leiserowitz, 2006; Malka et al., 2009).Women’s perceptions of risk also tend to be 
given less attention than those of their male counterparts (Kellens et al., 2011).  
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This study did not find any income group differentials in perceived temperature (climate) 
change except for those who reported short and long spells of cold temperature. 
Inconsistent with previous literature, we did not find income to be negatively associated 
with climate change risk perceptions as suggested by some researchers (see Brody et al., 
2008; Leiserowitz, 2006; Semenza et al., 2008) that people with higher household income 
will perceive a lower risk associated with global climate change. The differences between 
our findings and previous studies are likely due to context and the techniques used to 
establish statistical associations between the outcome and independent variables.  
Unlike previous research work (Sanchez et al., 2012), we did not observe any 
differentials among ethnic groups in their perception of climate (temperature) change. 
However, our findings are consistent with the results of Nielsen and Reenberg (2010) in 
Northern Burkina Faso. It has been frequently suggested that different cultural, ethnic, 
gender and age groups will not necessarily exhibit the same attitudes of knowledge or 
concerns about climate change (Crona et al., 2013; Lowe et al., 2006). Ethnicity is 
inherently cultural and since interaction of humans with their local environment as well 
as the production of knowledge on local climate is rooted in distinct cultures (Crona et 
al., 2013), it is unsurprising that some studies report differences in perceived climate 
change across cultures.  
 
5.5.2 Time series analysis 
The time series analysis of historical temperature and rainfall data together with the 
preceding evidence-based perceptions provides a nuanced understanding of perceived 
climate change. The analyses show that in Dar es Salaam, Mtwara, Zanzibar and Mwanza 
climate change (in terms of temperature) has taken place in all four areas of Tanzania. 
Temperature has invariably increased over the 50-year period.  Respondents in coastal 
Tanzania indicated that temperature change has occurred in the past 10-30 years. Besides, 
as shown in Table 1, a disproportionately large percentage of respondents of all ages 
indicated that the temperature is getting hotter. Given that there is agreement between 
respondents’ perceptions of temperature over the 50-year period and available scientific 
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climatic evidence, this study argues that when meteorological records are incomplete or 
unavailable, local perceptions of climatic changes may be considered in determining 
climate change policy pointers (see Boissière et al., 2013). The time series analysis of 
rainfall data, however, show that climate change in terms of the amount of rainfall has 
not taken place in any of the four areas except in Mtwara.  Although the amount of 
rainfall decreased in all four areas over the 50-year period, this decrease was only 
significant in Mtwara. This observation was also made by some respondents especially 
the older ones. However, the perception of respondents that changes in rainfall patterns 
over the past 10 and 30 years had taken place in Dar es Salaam and Zanzibar is rather 
inconsistent with the findings of the time series analysis on rainfall data. This does not 
necessarily invalidate the perception of respondents rather it is complementary to the 
information provided by the meteorological data.  
The findings of this study have significant implications for climate policy. It is often 
suggested that achieving public engagement with climate change is difficult because it is 
not a matter that is relevant to people’s daily lives or concerns. The results of this study 
challenge this assertion. During the past decade, climate change has become much more 
than an environmental issue. It is a global challenge whose repercussions are felt in all 
facets of our society. It is therefore of the utmost importance for developing countries, 
who are hypothesized to experience climate impacts disproportionately, to develop 
knowledge of this emerging risk, by providing research about its physical nature, its 
social and economic consequences, and its implications in terms of policy and 
governance. This study highlights the importance of doing quantitative survey research 
on public perceptions of climate change within developing countries. The findings 
underscore the need to focus not only on technical aspects but also social dimensions 
such as perceptions of communities in the design and implementation of climate change 
adaptation initiatives. Based on the spatial differentials in climate change perception 
observed in this study, there is opportunity for a more local oriented adaptation 
dimension to climate policy integration, which has hitherto been underserved by both 
academics and policymakers.   
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5.6 Conclusion 
In this paper, we have demonstrated the usefulness of complementing time series analysis 
with cross-sectional survey on perceived climate change in our bid to elicit a 
comprehensive understanding of the phenomenon of climate change in the human mind. 
Time series analysis indicated that temperature had increased over a 50-year period in 
coastal Tanzania. Multinomial regression also showed that respondents of all ages 
observed that the temperature was getting hotter. This observation by respondents is 
consistent with the meteorological data and demonstrates that local perception of climate 
change is complementary to scientific evidence on climate change. The use of 
multinomial regression and time series analysis has, thus, provided a much more nuanced 
understanding of climate change risk perception in coastal Tanzania. Such studies of 
local manifestations and climate perceptions can assist in identifying what technical and 
socioeconomic assistance is needed from the local to the national level in Tanzania and 
other developing country contexts. The formulation of sound national policies that 
embrace both technical and social dimensions of climate change hinges on a 
comprehensive understanding of the various facets of climate change including both 
experiential and descriptive. This understanding will eventually enhance capacities to 
deal with adverse psychosocial outcomes that are climate-induced in coastal areas, which 
are potential hotspots of adverse climate impacts. 
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Chapter 6  
6 Analyzing the Relationship between Objective-
Subjective Health Status and Public Perception of 
Climate Change as a Human Health Risk in Coastal 
Tanzania 
6.1 Introduction 
Climate change has been characterized as the biggest threat to human health in the 21
st
 
century (Costello et al., 2009; Cardwell and Elliott, 2013; Masood et al., 2014). Effects of 
climate change on human health will impact on most populations in the coming decades 
and put the lives and well-being of billions of people at increased risk (Costello et al. 
2009). These effects are considered to be either direct or indirect (Bowles et al., 2013; 
Hajat et al., 2010), and manifest over varied spatio-temporal scales (Woodward et al., 
2014). The direct effects on human health include, for example, impacts of thermal stress, 
death/injury in floods and storms and indirectly through changes in the ranges of disease 
vectors (e.g. mosquitoes), water-borne pathogens, water quality, air quality, and food 
availability and quality (Woodward et al., 2014). The Fifth Assessment Report (AR5) of 
the Intergovernmental Panel on Climate Change (IPCC) clearly states that climate change 
is contributing to the global burden of disease and premature deaths (see Woodward et al. 
2014). Over the past decade, there has been a surge in extant scholarly work examining 
the potential health impacts of global climate change (see Bassil and Cole, 2010; Gosling 
et al., 2009; Hajat et al., 2010; Huang et al., 2011; McMichael, 2013; Stanke et al., 2013). 
Although the volume of literature has increased, it is still inadequate in terms of attention 
to perceived health risks of climate change. The climate change outcomes examined, 
hitherto, in the extant literature have largely been limited to the health effects of heat 
waves and air pollution (Gosling et al., 2009; Michelozzi et al., 2014). A number of 
scholarly works have also provided a litany of anticipated health effects (Frumkin et al. 
2008; Hosking and Campbell-Lendrum, 2012; Masood et al., 2014; McMichael, 
Woodruff, and Hales, 2006), environmental health indicators (English et al. 2009), and 
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have focused on the populations that are most vulnerable to anticipated events (Kistin et 
al., 2010; Sankoh and Byass, 2012; Sheffield and Landrigan, 2010).   
According to Cardwell and Elliott (2013), linking a complex issue such as the impacts of 
climate change to what is considered as essential (for example, health risks such as 
infectious diseases) may be a beneficial approach to stimulate discourse on the matter, 
thereby increasing its relevance to the public, and potentially encouraging behaviour 
change. The up until now framing of climate change as an essentially environmental issue 
is insufficient to elicit the desired behaviour change, a notion which is supported by 
Akerlof et al. (2010) and Nisbet (2009). It is argued that climate change poses human 
health risks that are involuntary and inequitably distributed (Berry et al., 2011). It is 
partly due to human activity, associated with irreversible damage in human time scales, 
that will affect children and future generations, are severe in consequence and are 
generally poorly understood by the scientific community (Berry et al., 2011; Ebi, 2014). 
For instance, sub-Saharan Africa faces disproportionately high climate change-induced 
human health risks and impacts. Among other human security concerns, the high 
prevalence of HIV infection in many populations in sub-Saharan Africa will tend to 
multiply the health risks of climate change, due to the interactions between chronic ill-
health, poverty, extreme weather events and under-nutrition (Ramin and McMichael, 
2009; Woodward et al., 2014). With compromised immune systems, people with HIV 
will likely fare worse if there is an increase in communicable diseases associated with, 
say, a particular wet season along the coastal regions of sub-Saharan Africa.   
Notwithstanding this, only few studies have investigated the capacity of citizens in sub-
Saharan African countries to adapt to the individual and cumulative health risks 
associated with current climate variability and future climate change (Bowles et al., 2013) 
and therefore our understanding of vulnerabilities is incomplete. Furthermore, there is 
little information about how people in sub-Saharan African countries perceive health 
risks from climate change and if they are taking actions to protect themselves from these 
risks. Anecdotal evidence suggests that the exigencies of life in coastal Tanzania is such 
that only people who are higher in socioeconomic status and education are aware of, and 
perhaps affected by, what they perceive as climate change. To develop effective 
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adaptations to protect public health, it is essential to consider how individuals perceive 
and understand the risks, and how they might be willing to change their behaviours in 
response to them. This is especially true in a region recognized as the most-at-risk. 
In this paper, health risk perception refers to the evaluation or judgment of the likelihood 
of harm to human health (see Caan and Hillier, 2006:38). Better understanding of 
individual perceptions can help public health and emergency management decision 
makers at all levels of government, and key public health interest organizations promote 
and strengthen measures to help prepare for and adapt to a changing climate.  
Although the scientific literature has indicated that climate change causes adverse impact 
on human health, limited studies have been conducted to understand the consequences of 
climate change on health outcomes, risk perceptions and related behaviours in African 
rural and urban coastal communities. In this milieu, there is an important (at least 
conceptual) distinction to bear in mind.  It is not the climate change per se that is directly 
causing health risks, it is the alteration in long term weather patterns, sea-level, 
displacement, etc. that give rise to things to which people must adapt. In contributing to 
the burgeoning literature on public perception of climate-related health risks, we assess 
the relationship between subjective and objective health status of individuals on the one 
hand and perceived human health risks emanating from climate change on the other hand. 
Consequently, the main research question is what is the relationship between objective 
and subjective health status and an individual’s view of the degree of threat posed by the 
specific conditions of a changed climate in coastal Tanzania? We also evaluate how 
accounting for biosocial and sociocultural factors redefines this relationship.  
In the next section, this paper discusses the theoretical bases of the climate change-human 
health nexus as it relates to the perception of human health risk. We explicitly situate the 
physical and human environment as essential components in a holistic approach to health 
risk perception. This is followed by a brief outline of our emergent knowledge on the 
health risks of climate change. The methods and results of our study on how subjective-
objective health statuses relate to perceived health risks of climate change and how 
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biosocial and sociocultural factors influence this relationship is followed by our 
discussion and conclusions.   
6.2 Theoretical Context 
Perception of climate change-induced human health risk is a multi-faceted construct with 
a social dimension (see Howden-Chapman et al., 2010). Perceived risk has a prominent 
role in many health behaviour theories and interventions. Although, there is strong 
empirical support for its influence on a variety of health-related decisions and behaviours, 
it is often misunderstood (Waters et al. 2013). Several theories have been proposed to 
explain why different individuals make dissimilar approximations of the danger of risks. 
Three prominent strands of risk theory have been developed: psychology approaches 
(heuristics and cognitive), anthropology/sociology approaches (cultural theory) and 
interdisciplinary approaches (e.g., social amplification of risk framework).  
The origin of the psychology approach can be traced to research that sought to understand 
how people process information. These initial scholarly works suggested that people use 
cognitive heuristics in sorting and simplifying information which lead to biases in 
comprehension. The early literature generally alluded to a wide gap between the 
scientific community and general public in terms of understanding, awareness and 
perceptions of health risk associated with climate change (Etkin and Ho, 2007; Kellstedt 
et al. 2008). Later work which utilized this foundation subsequently became the 
psychometric paradigm, which identified several elements that influenced individual 
perceptions of risk, including dread, novelty, stigma, and other factors. Research within 
the psychometric paradigm tended to emphasize the roles of affect, emotion, and stigma 
in influencing risk perception. Within this research milieu, it was suggested that 
perceived risk is quantifiable and predictable (Slovic, 2000). Psychometric research 
identified an extensive range of characteristics that may be categorized into three high 
order factors: 1) the degree to which risk is understood, 2) the degree to which it evokes a 
feeling of dread, and 3) the number of people exposed to the risk. Usually, those who are 
vulnerable are understandably more risk averse than those with more material resources 
(Howden-Chapman et al., 2010; Slovic, 1987). By contrast, those with more economic 
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power are more likely to be risk-takers, because they are better resourced to cope 
(Howden-Chapman et al., 2010).  
The anthropology/sociology approach hypothesizes risk perceptions as produced by 
society and supporting social institutions (Douglas and Wildavsky, 1982). The cultural 
theory of risk is rooted in this approach (Douglas, 2013). In this context, perceptions are 
socially constructed by institutions, cultural values, and ways of life (Thompson et al., 
1990). Douglas & Wildavsky (1982) asserted that people, acting within social groups, 
downplay certain risks and emphasise others as a means of maintaining and controlling 
the group (Cameron, 2003; Howden-Chapman et al., 2010). It is suggested that the social 
context, defined by personal, political and historical circumstances, is important in 
shaping risk perception (Remedios, 2005). Therefore, risks cannot be understood without 
close examination of the attitudes, values and perceptions of the individual or group 
assuming a particular risk (Glendon et al., 2006; Rippl, 2002).  
In order to better address and understand the risk of complex environmental problems 
such as climate change, new interdisciplinary models of risk perception have been 
developed in recent years. For example, Helgeson, van der Linden and Chabay (2012) 
present a five factor model, where public risk perceptions of climate change are 
considered to be multidimensional, resulting from a combination of (1) cognitive, (2) 
emotional, (3) subconscious, (4) socio-cultural and (5) individual factors. The model 
integrates insights from behavioural economics, cognitive psychology, cultural 
anthropology, the psychometric paradigm as well as the heuristics and biases approach. 
One example is the Social Amplification of Risk Framework (SARF), which attempts to 
explain the process by which risks are amplified, receiving public attention, or attenuated, 
receiving less public attention. It links research in psychology, sociology, anthropology, 
and communications theory and maintains that risk events interact with individual 
psychological, social and other cultural factors in ways that either increase or decrease 
public perceptions of risk (Kasperson, 2005). Behaviours of individuals and groups then 
create secondary social or economic impacts while also increasing or decreasing the 
physical risk itself. SARF outlines how communications of risk events are transmitted 
from the sender through intermediate situations to a receiver and in the process serve to 
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amplify or attenuate perceptions of risk (see Kasperson, 2005). All relations in the 
communication chain, individuals, groups, media, etc., contain filters through which 
information is sorted and understood. Stewart (2009) also gives a comprehensive treatise 
on psychological conceptions of risk and adaptation in relation to climate change by 
highlighting the protection motivation theory and the risk-as-feelings perspective. The 
former conceptualization stipulates fear as the emotion that emanates from perceptions of 
weather severity and vulnerability and that functions to increase motivation for an 
adaptive, protective response (Stewart, 2009). The latter, more general risk-as-feelings 
model, proposes that other emotions in addition to fear could influence decision-making. 
It is in this context that this study should be situated.  
6.3 Materials and Method 
6.3.1 Study context 
Tanzania is a coastal country lying between longitude 29° and 49°
 
East and latitude 1° 
and 12°
 
south of the Equator (Francis and Bryceson, 2001). The marine waters comprise 
64 000 km
2 
as territorial waters and 223 000 km
2
 as offshore waters (EEZ) (Mngulwi, 
2003). Tanzania’s coastline stretches for 800km. It has five coastal regions-Tanga, 
Pwani, Dar es Salaam, Lindi and Mtwara. The five coastal regions cover about 15 percent 
of the country’s total land area and are home to approximately 25 percent of the country’s 
population. According to the 2012 Population and Housing census, the total population 
was 44,928,923 compared with 12,313,469 in 1967 (National Bureau of Statistics, 2013),
 
reflecting an annual growth rate of 2.9 percent. The under 15 age group represented 44.1 
percent of the population, with 35.5 percent being in the 15–35 age group, 52.2 percent 
being in the 15–64 age group, and 3.8 percent being older than 64 (National Bureau of 
Statistics, 2013). Overall Tanzania on average is sparsely populated with population 
density of 51 persons per square kilometer, lower significant variation exists across 
regions. The population density varies from 1 person per square kilometer in arid regions 
to 51 per square kilometer in the mainland's well-watered highlands to 134 per square 
kilometer in Zanzibar (United Republic of Tanzania, 2013). The population density for 
the Dar es Salaam region is 3,133 persons per km
2
 (the most densely populated) and that 
of Lindi is only 13.1 persons per km
2
 (National Bureau of Statistics, 2013). This suggests 
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wide disparities in population density across regions. This study specifically focuses on 
Dar es Salaam, Pwani and Tanga. The 3 coastal regions selected for analysis were chosen 
for two main reasons. First, the three regions are of historical significance to the Indian 
Ocean World project. Second, these regions were selected because of the 5 regions, they 
are the most ethnically diverse (that is, representative of the different geographical 
locations) and thus, had better prospects of providing heterogeneous survey responses. 
Dar es Salaam is the capital of the Dar es Salaam Region, which is one of Tanzania's 26 
administrative regions. The Dar es Salaam Region consists of three local government 
areas or administrative districts: Kinondoni to the north, Ilala in the center of the region, 
and Temeke to the south. Pwani (coast) is the 21
st
 most densely populated region. It is 
bordered to the north by the Tanga Region, to the east by the Dar es Salaam Region and 
the Indian Ocean, to the south by the Lindi Region, and to the west by the Morogoro 
Region. Tanga region has a population of 2,045,205 (United Republic of Tanzania, 
2013). It is bordered by Kenya and Kilimanjaro Region to the north; Manyara Region to 
the west; and Morogoro and Pwani regions to the south. Its eastern border is formed by 
the Indian Ocean.    
 
Figure 6.1: Map of Tanzania showing the study areas 
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6.3.2 Data collection 
The study was approved by the non-Medical Research Ethics Board of the University of 
Western Ontario, Canada. Study approval was also granted by the Commission on 
Science and Technology (COSTECH) in Tanzania. A cross-sectional survey was 
conducted with 1253 individuals in three regions (Dar es Salaam, Tanga and Pwani) 
along the coastline of Tanzania. The oral survey data were collected between March and 
September 2013 by locally trained enumerators. The study population included male 
(606) and female (647) participants between the ages of 18 and 70 years who consented 
to participate and eventually completed the questionnaire. The study used multistage 
sampling to obtain representative estimates of the population of residents of the three 
regions. Within each region, a list of villages based on the 2012 Population and Housing 
Census was divided further into households. The list of villages was divided into clusters 
ensuring that each cluster would provide adequate numbers of eligible respondents to be 
included in the survey. This approach both corrects for sampling bias and weights the 
cases to match census percentages of males and females of various age groups and by 
ethnicity. The enumeration areas (EAs) and their total number of households were listed 
geographically by urban and rural areas. Where EAs did not include the minimum 
number of households, then geographically adjacent EAs were amalgamated to yield 
sufficient households. This provided the frame for selecting the clusters to be included in 
the survey according to a stratified systematic sampling technique in which the 
probability for the selection of any cluster was proportional to its size. A sampling 
interval was calculated by dividing the total number households by the number of 
clusters. A random number between 1 and the sampling interval was computer generated. 
The EA in which the random number fell was identified as the first selected cluster.  The 
sampling interval was applied to that number and then progressively until the 20 (urban) 
and 15 (rural) clusters were identified. These clusters made up the sample for the survey.  
Households were randomly selected from these clusters for interview.   
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6.3.3 Measures 
6.3.3.1 Outcome variable 
The outcome variable (perceived health risks of climate change) was derived from ten 
questions in the questionnaire each of which was measured on a 5-point Likert scale. 
Respondents were asked “on a scale of 1 (lowest risk) to 5 (highest risk), what level of 
health risk does climate change pose to coastal populations via each of the following:  
heat stroke or heat exhaustion; water quality impacts; drowning; water-borne diseases; 
infectious diseases; air quality impacts; respiratory or breathing problems; sunburn; 
cancer; and stress or anxiety. We developed a composite variable, that is, perceived 
health risks of climate change- through principal component and factor analysis. 
Cronbach’s alpha reliability estimate for the composite variable was 0.725. A higher 
score on the composite variable means a higher propensity of perceiving climate change 
as a human health risk.  
6.3.3.2 Key independent variables 
Subjective (perceived) health status and objective (diagnosed) health status were the key 
independent variables. The former was operationalized as a single item measure of self-
rated health status. Six variables including diagnosis with malaria in the past 12 months, 
ever been diagnosed with HIV/AIDS, diagnosis with pneumonia in the past 2 years, 
diagnosis with hepatitis in the past 2 years, diagnosis with skin conditions in the past 2 
years, and diagnosis with tuberculosis in the past 2 years were used as proxies of the 
latter. Prescriptions and records from health centres, clinics and hospitals were used as 
confirmation of objective health status. Objective-subjective health status were both used 
for the reason that although some studies show good agreement between self-reported 
health and more “objective” measures of health (see Layes, Asada & Kephart, 2012; 
Singh-Manoux et al., 2006), other studies frequently suggest discrepancy between them. 
Table 6.1 describes the independent variables used in predicting perceived health risks of 
climate change.   
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Table 6.1: Operationalization of variables used in analyzing perceived health risks 
of climate change among residents in three coastal regions in Tanzania 
Item/measure Conceptualization and Operationalization  
Self-rated Health Status “Compared with other persons of your age, would you say that your health is 
excellent, good, fair or poor?” Consistent with previous studies (Murayama et 
al., 2012b; Oksanen et al., 2008; Meng and Chen, 2014), this was 
dichotomized into good health versus poor health, and treated as a binary 
outcome to deal with its highly negatively skewed distribution. 
 
Diagnosed with malaria in the past 12 
months 
 
Dummy variable coded 1 if respondent said yes and 0 if no (reference 
category) 
Ever been diagnosed with HIV/AIDS 
 
Dummy variable coded 1 if respondent said yes and 0 if no (reference 
category) 
Diagnosed with Pneumonia in the past 2 
years 
 
Dummy variable coded 1 if respondent said yes and 0 if no (reference 
category) 
Diagnosed with Hepatitis in the past 2 years 
 
Dummy variable coded 1 if respondent said yes and 0 if no (reference 
category) 
Diagnosed with Skin Conditions in the past 
2 years 
 
Dummy variable coded 1 if respondent said yes and 0 if no (reference 
category) 
Diagnosed with Tuberculosis in the past 2 
years 
 
Dummy variable coded 1 if respondent said yes and 0 if no (reference 
category) 
Age  Age of respondent at interview subsequently categorized into discrete periods 
18-35; 36-50; 51-65; and 65 years and above (reference is 18-35 years 
because it is the low point of the risk)  
Female Respondent 
 
Dummy variable coded 1 if respondent is female and 0 if male (reference 
category) 
Ethnicity  Based on respondents self-reporting ethnic affiliation categorized as Zaramo 
(reference); Sambaa; and Others (Zaramo is reference because it is one of the 
dominant ethnic groups in the coastal zone of Tanzania. Besides, a 
disproportionately large % of respondents in the study sample belonged to this 
group. 
Residential Locality  Respondent’s current place of residence: Urban, and Rural 
Employment Status Responses to nine categories of occupation subsequently dichotomized as 
employed and unemployed 
Income poverty  A binary variable coded as 1 when the household income per capita was 
below the poverty line, and otherwise as 0 (reference category)  
Educational Status  
 
Highest educational attainment of respondent grouped into no education 
(reference), primary; secondary and tertiary education 
Self-rated household quality 
 
Respondent’s self-reported evaluation of quality of life in relation to other 
households in the same neighbourhood. Categorized as the worst, among the 
worst, about the same, better, and best in the community.  
Region  Tanzania Bureau of Statistics demarcations of administrative regions based on 
coastal geographical locations and cultural settings categorized as Dar es 
Salaam, Pwani and Tanga.  
Exposure duration in neighbourhood  Length of stay of respondent in the community at interview categorized as 
less than 10 years, up to 10 years, 11 to 19 years, and 20 or more years.  
Self-rated ability to handle personal crisis 
and unexpected difficulties 
A self-reporting measure of psychosocial health and adaptive ability 
categorized as poor, fair, very good and excellent.  
Personal preparation for climate change can 
Self-reporting measure of self-efficacy. Dummy variable coded 1 if 
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save your life respondent said yes and 0 if no (reference category) 
Previous experience of floods in the past 5 
years 
Self-reporting measure of experiential learning on climate risk, disaster and 
hazards 
Household Structure  Derivative of the responses to questions about the relationships among the 
people who live in the household. These include Female centred (No husband 
or male partner in household), Male Centred (No wife or female partner in 
household), Nuclear (Male partner and wife with or without children), 
Extended (Both partners and children and relatives), Child-centred (Headed 
by a child), and Polygynous (Husband with more than 1 wife).   
 
6.3.3.3 Control variables 
Variables that have frequently been shown to associate with public perception of climate 
change-induced human health risk such as biosocial attributes (age, sex, and ethnicity) 
and sociocultural characteristics including level of education, income, occupation, 
housing quality, and region of residence were considered. Also, psychosocial factors such 
as self-reporting measures of efficacy, previous experience of hazard, and self-rated 
ability to handle personal crisis and unexpected difficulties were included as controls. A 
number of theoretical links have been identified by several researchers in the literature. 
First, educated individuals perceive health risks differently because they, supposedly, 
have a better understanding and appreciation for effective risk related matters (Halek & 
Eisenhauer, 2001). Also, risk aversion differs by biosocial and sociocultural attributes 
(see Halek & Eisenhauer, 2001; Yesuf & Bluffstone, 2009).  
The general presumption in the literature is that, in developing countries, rural-urban 
residence distinguishes clearly between poor and good sanitation, housing structure and 
availability of disaster relief and adaptation resources, and by extension, the degree of 
climate change-induced human health risk. In Tanzania, not only are rural populations 
disadvantaged socio-economically, but they are historically under-served in disaster 
infrastructure and emergency relief personnel. This might possibly exacerbate their risks 
to climate change impacts and influence their risk perception. Besides the availability of 
climate change adaptation infrastructure, urban residents are also more likely than their 
rural counterparts to flout customs and taboos aimed at preserving ecological integrity 
and socio-cultural resilience. This could potentially predispose them to risks associated 
with climate change.   
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6.3.4 Tests of content validity, reliability and internal consistency 
The survey instrument was first tested for content or face validity to determine if it 
measured what it was intended to test. To carry out this procedure it was initially 
reviewed by three doctoral students and three faculty members who had taught courses 
on health and public perception of risks climate change. They were asked to update 
terms, to clarify confusing items, and to comment on the apparent validity of each item. 
After examination by these individuals, several items were changed. "Race" was changed 
to "ethnicity." "Structure of house membership" was replaced by "household structure," 
"witness to flood" was updated to "previous experience of flood in the past five years," 
and "self-rated household status" was changed to "self-rated household quality." The 
resulting form was administered to 75 University of Dar es Salaam students during the 
month of April, 2013. They were asked to comment and to clarify items which were not 
easily understood. No items were changed. To examine the internal consistency 
reliability of the 102 item questionnaire, the Spearman-Brown prophecy formula for 
equal lengths test was accomplished. Cronbach's alpha measurement of homogeneity was 
calculated. The Guttman's split-half technique for reliability of the instrument was also 
calculated. All these procedures were accomplished using the IBM SPSS version 22 
program. 
 
6.3.5 Statistical analysis 
Multiple regressions were used in this study to evaluate the relationship of perceived and 
objective health quality and public perception of climate change-induced human health 
risk.  One of the advantages of multiple regressions is that it focuses on effect size (Keith, 
2006). Effect size is reflected in standardized beta weights (ß) and the R-squared. An 
effect size (R-squared) of more than 0.25 is considered strong (see Keith, 2006). The 
Ordinary Least Squares statistical technique was employed for the analysis. Analyses 
were preceded by diagnostic tests to establish whether variables met the assumptions of 
the regression model. Bivariate analysis was initially performed to examine zero-order 
correlations between the dependent variable (perceived health risks of climate change) 
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and theoretically relevant independent variables. Further, multivariate models were 
estimated to explore the net effects of the predictor variables using the stepwise selection 
approach. For analytical purposes, the unstandardized regression coefficients were 
estimated. Positive coefficients for any of the predictors indicate higher perceived health 
risks of climate change, while negative coefficients show lower perceived health risks of 
climate change. The ordinary least squares (OLS) regression models in this study are 
built under the assumption of independence of subjects, but the cross-sectional survey has 
a hierarchical structure with respondents nested within survey clusters, which could 
potentially bias the standard errors. STATA 13 (StataCorp, College Station, TX, USA) 
SE, which has the capacity to address this problem, is used by imposing on our models a 
‘cluster’ variable, that is, the identification numbers of respondents at the cluster level. 
This, in turn, adjusts the standard errors (SE) producing statistically robust parameter 
estimates.    
 
6.4 Results 
6.4.1 Descriptive statistics of study sample 
Out of 1253 respondents, about 55%, 27% and 18% had primary, secondary and tertiary 
education, respectively. The income of 75% of respondents was below the poverty line. 
Approximately 77% perceived heat stroke or heat exhaustion to be a high human health 
risk induced by climate change. Almost all respondents perceived both water quality 
impacts (96%) and infectious diseases (96%) to be high human health risks induced by 
climate change. However, only few perceived drowning (29%), sunburn (39%) and 
cancer (39%) to be high human health risks induced by climate change. About 9 out of 10 
respondents perceived water-borne diseases as high human health risks induced by 
climate change. About 3 out of 5 respondents also considered respiratory or breathing 
problems and stress or anxiety as high human health risks induced by climate change 
whereas approximately 82 % of respondents perceived air quality impacts to be high 
human health risks induced by climate change. Table 6.2 shows the distribution of 
subjective-objective health status, biosocial and sociocultural variables used in the study. 
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Table 6.2: Descriptive statistics of predictors of perceived health risks of climate 
change 
Predictor Variables  Frequency (%)  
Self-rated Health Status  
Poor health 191 (15.2) 
Good health  1,062  (84.8) 
Diagnosed with malaria in the past 12 months  
Yes  948 ( 75.7 ) 
No 305 (24.3) 
Ever been diagnosed with HIV/AIDS  
Yes  127  (10.1) 
No 1,126 (89.9) 
Diagnosed with Pneumonia in the past 2 years  
Yes  71  (5.7) 
No 1,182 (94.3) 
Diagnosed with Hepatitis in the past 2 years  
Yes  23 (1.8) 
No 1,230 (98.2) 
Diagnosed with Skin Conditions in the past 2 years  
Yes  109 (8.7) 
No 1,144 ( 91.3) 
Diagnosed with Tuberculosis in the past 2 years  
Yes  134 (10.7) 
No 1,119 (89.3) 
Age   
18-35 443 (35.4) 
36-50 420 (33.5) 
51-65 307 (24.5) 
More than 65 83  (6.6) 
Sex of Respondent  
Female 647 (51.6) 
Male  606 (48.4) 
Ethnicity  
Zaramo 245 (19.6) 
Sambaa 131 (10.4) 
Others 877  (70.0) 
Residential Locality  
Rural  510 (40.7) 
Urban 743 (59.3) 
Employment Status  
Unemployed 92 (7.3) 
Employed  1,161 (92.7) 
Income poverty  
Poor  943  (75.3) 
Non-poor 310 (24.7) 
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Highest Educational Attainment  
No education  107 (8.5) 
Primary  581 (46.4) 
Secondary  343 (27.4) 
Tertiary 222 (17.7) 
Self-rated household quality  
The Worst 37 (2.9) 
Among the Worst 197 (15.7) 
About the Same 775 ( 61.8) 
Better 208  (16.7) 
Best in the Community 36 (2.9) 
Region  
Dar es Salaam 601 (48.0) 
Pwani 301 (24.0) 
Tanga  351 (28.0) 
Exposure duration in neighbourhood  
Up to 5 years 365 (29.1) 
Up to 10 years 246 (19.6) 
Up to 15 years 210 (16.8) 
20 or more years 432 (34.5) 
Self-rated ability to handle personal crisis and unexpected 
difficulties 
 
Poor  145 (11.6) 
Fair  652 (52.0) 
Good  396 (31.6) 
Very  good  36 (2.9) 
Excellent  24 ( 1.9) 
Personal preparation for climate change can save your life  
Yes  874 (69.7) 
No 379 ( 30.3) 
Previous experience of floods in the past 5 years  
Yes  879 (70.1) 
No 374 (29.9) 
Household Structure  
Female Centred (No husband or male partner in household) 209 (16.7) 
Male Centred (No wife or female partner in household) 207 (16.5) 
Nuclear (Male partner and wife with or without children) 287  (22.9) 
Extended (Both partners and children and relatives) 526 ( 42.0) 
Child-centred (Headed by a child) 5  (0.4) 
Polygynous (Husband with more than 1 wife) 19  (1.5) 
 
Most respondents reported that they were employed; their health status was good and that 
they had previously been diagnosed with malaria in the past 2 years. Similarly, most 
respondents indicated that they had previously experienced floods in the past 5 years and 
they also believe that personal preparation for climate change could save their life. 
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However, a disproportionately small percentage of respondents (not more than 10% in 
each case) reported that they had ever been diagnosed with HIV/AIDS, been diagnosed 
with pneumonia, hepatitis, skin conditions or tuberculosis in the past 2 years.  About half 
the respondents had lived for 15 years or more in their neighbourhood.  Males and 
females were almost evenly distributed in the sample. 
 
6.4.2 Predicting perceived health risks of climate change: 
Regression analysis 
In the multivariate analyses, three models namely subjective-objective health quality, 
biosocial and sociocultural models were developed to assess their relationship with 
perceived health risks of climate change (Table 6.3). All subjective and objective health 
status variables (except previous diagnosis with tuberculosis) were significant predictors 
of public perception of climate change-induced human health risk as shown in Table 6.3. 
Subjective and objective health status variables explained 7% of the variance in perceived 
health risks of climate change whereas biosocial factors explained only approximately 
2% of additional variance in perceived health risks of climate change. However, the 
sociocultural factors explained almost 26% of additional variance in perceived health 
risks of climate change.   
Table 6.3: Multivariate regression estimates of public perception of climate change-
induced human health risk in coastal Tanzania 
 
Model 1 Model 2 Model 3 
 
Coef. 
Std. 
Error Coef. 
Std. 
Error Coef. 
Std. 
Error 
Self-rated Health Status -0.29*** 0.08 -0.31** 0.09 -0.31*** 0.08 
Diagnosed with malaria in the past 12 
months 
      Yes 0.50*** 0.07 0.50*** 0.07 0.40*** 0.06 
Ever been diagnosed with HIV/AIDS 
      Yes 0.19* 0.09 0.18 Ψ 0.09 0.08 0.08 
Diagnosed with Pneumonia in the past 
2 years 
      Yes 0.20 0.13 0.20 0.13 0.23* 0.11 
Diagnosed with Hepatitis in the past 2 
years 
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Yes -0.59** 0.21 -0.58*** 0.21 -0.50** 0.18 
Diagnosed with Skin Conditions in the 
past 2 years 
      Yes -0.32** 0.10 -0.30** 0.10 -0.22* 0.09 
Diagnosed with Tuberculosis in the past 
2 years 
      Yes -0.16Ψ 0.09 -0.17 Ψ 0.09 0.04 0.08 
Age of respondent 
      36-50 
  
-0.05 0.07 0.01 0.06 
51-65 
  
0.01 0.08 0.10 0.07 
more than 65 
  
-0.11 0.13 0.02 0.12 
Gender (Ref: male) 
      Female 
  
-0.07 0.06 -0.01 0.06 
Ethnicity (ref: Zaramo) 
      Sambaa 
  
-0.22* 0.11 -0.13 0.11 
Others 
  
0.09 0.07 0.02 0.07 
Residential Locality (Ref: urban) 
      rural 
    
0.14 0.09 
Employment (Ref: unemployed) 
    
-0.24* 0.10 
poverty (Ref: poor) 
    
-0.02 0.07 
Educational Status (Ref: No Education) 
      Primary 
    
-0.10 0.10 
Secondary 
    
-0.15 0.12 
Tertiary 
    
-0.08 0.13 
Self-rated household quality 
      Among the Worst 
    
0.01 0.16 
About the Same 
    
-0.51** 0.15 
Better 
    
-0.56** 0.17 
Best in the Community 
    
-0.16 0.21 
Region (Ref: Dar es Salaam) 
      Pwani 
    
-0.49 0.10 
Tanga 
    
-0.56 0.09 
Exposure duration in neighbourhood 
(Ref: less than 10 years) 
      10 years 
    
-0.08 0.07 
15 years 
    
0.12 0.08 
20 or more years 
    
0.07 0.07 
Self-rated ability to handle personal 
crisis and unexpected difficulties 
      fair 
    
0.17* 0.09 
good 
    
0.71*** 0.09 
very good 
    
0.80*** 0.17 
excellent 
    
1.26*** 0.19 
Can personal preparation for climate 
change save your life 
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Yes 
    
0.10 0.06 
Have you experienced drought and 
floods in the past 5 years 
      Yes 
    
-0.45*** 0.06 
Household Structure (Ref: Female 
Centred) 
      Male Centred (No wife or female partner 
in household) 
    
-0.09 0.09 
Nuclear (Male partner and wife with or 
without children) 
    
0.39*** 0.08 
Extended (Both partners and children and 
relatives) 
    
0.34*** 0.07 
Child-centred (Headed by a child) 
    
0.44 0.38 
Polygynous (Husband with more than 1 
wife) 
    
0.14 0.23 
R
2
 0.0779 
 
0.089 
 
0.3453 
 Adjusted R
2
 0.0724 
 
0.0788 
 
0.3228 
 
Ψ p<0.10, *p<0.05, **p<0.01, ***p<0.0001      
 
Generally, higher self-rated health status is associated with lower scores on perceived 
health risks of climate change. Similarly, respondents who affirmed that they had been 
previously diagnosed with hepatitis, skin conditions or tuberculosis had lower scores on 
perceived health risks of climate change. However, their counterparts who indicated that 
they had been previously diagnosed with malaria in the past 12 months or had ever been 
diagnosed with HIV/AIDS had higher scores on perceived health risks of climate change. 
The relationship between self-rated health status and public perception of climate change-
induced human health risk was robust and remained statistically significant even after 
adjusting for biosocial and sociocultural factors; likewise the relationship between 
perceived health risks of climate change and previous diagnosis with malaria in the past 
12 months. The relationship between public perception of climate change-induced human 
health risk and ever been diagnosed with HIV/AIDS was partially mediated by biosocial 
factors and fully mediated by sociocultural factors.  
In model 1, for every unit increase in self-rated health status public perception of climate 
change-induced human health risk reduces by 0.29 units whereas in model 2, for every 
unit increase in self-rated health status perceived health risks of climate change reduces 
by 0.31 units, when biosocial factors are adjusted. This reduction remains unchanged in 
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model 3 when sociocultural factors are further controlled. The magnitudes of subjective-
objective health quality variables, that were statistically significant, changed somewhat 
when biosocial and socio-cultural factors were controlled, although the directions 
remained unchanged.  
Interestingly, the relationship between perceived health risks of climate change and 
previous diagnoses with pneumonia in the past 2 years was suppressed by sociocultural 
factors. The relationship between previous diagnosis with tuberculosis in the past 2 years 
and perceived health risks of climate change was fully mediated by socio-cultural factors. 
Sociocultural factors that were significant predictors of public perception of climate 
change-induced human health risk include employment status, self-rated household 
quality, previous experience of drought and floods in the past 5 years, household 
structure, and self-rated ability to handle personal crisis and unexpected difficulties. 
Remarkably, however, residential locality (rural/urban), educational status, region, and 
number of years of residing in the neighbourhood were not significant predictors of 
perceived health risks of climate change. The noteworthy lack of relationship of these 
demographic variables with perceived health risks of climate change possibly relates 
directly to the way we conceptualized the variables. Dichotomizing the variables throws 
away variability information that might make these predictors otherwise appear to 
contribute in the regression.  Therefore, we re-analyzed the data in the non-dichotomized 
form. However, the results did not differ significantly from the dichotomous data 
indicating that the dichotomization did not affect the predictive effect of the variables. 
The failure of certain key variables such as education and residential locality to be 
significant predictors of perceived health risks is interesting given that previous studies, 
for instance, those done by Akerlof et al. (2010) and Berry et al. (2009) have shown this 
relationship exists in Canada, USA and Malta and demonstrates the potential for these 
variables to be predictors. It is hypothesized that the differences between our findings and 
the observations of the foregoing literature may be due to geographical and demographic 
variations between our study area and the context of these previous studies.  
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Employed individuals and higher self-rated household quality had lower scores on 
perceived health risks of climate change. Unexpectedly, individuals who had experienced 
drought and floods in the past 5 years had lower scores on perceived health risks of 
climate change. Also surprising is the finding that individuals who rated their ability to 
handle personal crisis and unexpected difficulties as good, very good or excellent had 
higher scores on perceived health risks of climate change.  
To assess which of the independent variables is most important in determining perceived 
health risks of climate change we compared the standardized regression coefficients of 
non-dummy variables. The model with the standardized regression coefficients (not 
shown) reveals that the order of decreasing magnitude (importance) of the variables in 
determining perceived health risks of climate change is as follows: self-rated ability to 
handle personal crisis and unexpected difficulties > previous experience of floods in the 
past 5 years > region > household structure > diagnosed with malaria in the past 12 
months > self-rated health status > self-rated household quality. Based on Cohen’s (1988) 
rule of thumb (see Howell, 2013), each of the independent variables has a small effect on 
perceived health risks of climate change except self-rated ability to handle personal crisis 
and unexpected difficulties, which has a medium effect on perceived health risks of 
climate change.   
 
6.5 Discussion 
In this study we assessed the relationship of subjective and objective health statuses of 
individuals on the one hand and perceived human health risks emanating from climate 
change on the other hand in coastal areas in Tanzania. This area of investigation is largely 
underserved by both researchers and policymakers. To our knowledge, the present study 
is the first to assess individuals’ perceptions of climate change induced human health risk 
based on objective and subjective health status particularly in Tanzania and in sub-
Saharan Africa as a whole. It is essential to understand risk perception of climate change-
induced human health because risk perception is an important predictor of adaptation and 
behaviour change in previous studies (see Semenza et al., 2008).  
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According to WHO (2009) the risks to human health from climate change arise from: (1) 
direct stresses (e.g. heat waves, weather disasters, workplace dehydration); (2) ecological 
disturbance (e.g. altered infectious disease patterns); (3) disruptions of ecosystems on 
which humanity depends (e.g. health consequences of reduced food yields); and (4) 
population displacement and conflict over depleted resources (e.g. water, fertile land, 
fisheries). Residents in coastal Tanzania evaluated these aspects of perceived climate 
change-induced human health differently. Broadly, heat stroke or heat exhaustion, water 
quality impacts, infectious diseases, water-borne diseases, air quality impacts, respiratory 
or breathing problems and stress or anxiety were regarded as high human health risk 
factors whereas drowning, sunburn and cancer were generally considered to be of low 
human health risk by residents. This seems to suggest that residents in coastal Tanzania 
are aware that there is a problem and have some sense of vulnerability to the impacts. 
Whereas individuals believe that climate change is occurring and that they are vulnerable 
to the health impacts, it does not seem that this is being translated into increased 
preparedness for impacts of climate change due to several context-specific barriers to 
adaptation. This situation exemplifies the “value-action gap”, the discrepancy between an 
individual’s knowledge about the climate change and taking action to adopt behaviours 
that would lessen one’s individual climate change impact (Kollmuss & Agyeman, 2002). 
Despite numerous climate change communications campaigns designed to encourage 
individual environmental behaviours, people often do not carry out the behaviour changes 
outlined in those campaigns even when they acknowledge awareness or understanding of 
the issue (Moisander, 2007). Similarly, Berry et al. (2011) argues that differences in the 
perceptions and attitudes of specific populations (e.g. the poor, less educated, children) 
may significantly impact how risks are conceptualized and either addressed or 
overlooked.  
Women tend to have worse self-rated health than men, with greater within-group 
variation at all ages (Zheng et al., 2011). Such gender differences in self-rated health 
often translate into disparities in perceived health risks of climate change between men 
and women although the results in this study show that gender is not a significant 
predictor of perceived health risks of climate change.  
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We found that biosocial factors (age and gender) explained only approximately 2% of 
additional variance in perceived health risks of climate change unlike sociocultural 
factors explained almost 26% of additional variance in perceived health risks of climate 
change. According to Paradis (2008) most of the discrepancies in chronic and physical 
and mental health challenges seen across cultural, economic, ethnic, and geographic 
dimensions emanate from social rather than biological determinants of health, and 
climate change will likely exacerbate it.  
Except ethnicity (Sambaa), none of the biosocial factors were significant predictors of 
perceived health risks of climate change in the multivariate analysis. It is possible that 
ethnicity is simply a surrogate for other more essential variables and consequently, adds 
little to our understanding of climate change-induced human health risk perception. For 
instance, if ethnicity is not partially independent of social status then it may be the latter 
and not the former that influences more strongly the differentials in human health risk 
perception. In this study, even after controlling for income and education (proxies of 
social status), the influence of ethnicity was robust and statistically significant. This is not 
to suggest that ethnicity is more important than psychometric measures of human health 
risk perception.  
This result on non-significance of age and gender, though supported by some previous 
studies (see Liu et al., 2013),  is surprising given that age is both an indicator of self-rated 
health and the internal physiological change due to accumulated exposure to pathogens, 
genetic manifestation of disease, and the biological breakdown of the human body (Beck 
et al. 2014). Our results are consistent with the findings of previous scholarly work in 
rural Nevada, USA (Saleh et al., 2012) and in Guangdong province, China (Liu et al. 
2013) but are inconsistent with what some researchers have found in Adelaide, Australia 
(Akompab et al., 2013).  According to WHO (2009), evidence suggests that women and 
men suffer different negative health consequences following extreme events like floods, 
drought and heat waves. While natural disasters may not be selective, such disasters 
overall kill more women than men, or kill women at a younger age than men. These 
differences persevere in proportion to the severity of disasters, and also depend on the 
relative socioeconomic status of women in the affected country (WHO 2009). This effect 
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is strongest, for example, in countries where women have very low social, economic and 
political status. In countries where women have comparable status to men, natural 
disasters affect men and women almost equally (WHO 2009). Using information from 
147 countries, Neumayer and Plümper (2007) have emphasized that physical differences 
between men and women are unlikely to explain these differences and social norms may 
provide some additional explanation.  
These findings draw attention to social differentiation in climate change-induced health 
risk perception and broadly underscore the complexity of the link between subjective and 
objective health status on the one hand and perceived health risks of climate change, on 
the other hand. Social differentiation in perception of health risks makes it imperative for 
climate change related health risk communication to be tailored to local social contexts. 
In this milieu, it is pertinent that the approach to communicating health risk is flexible 
enough that it can be targeted to the needs of different groups.   
 
6.5.1 Policy implications 
The findings have several policy implications of which two seem pertinent. First, 
disentangling the complex indirect pathways between climate change and health is a 
challenging research endeavour that requires the development of new inter-disciplinary 
academic partnerships and cross-industry, governmental, and professional alliances as 
well as the development of a research infrastructure to provide more accurate data on the 
future impacts of climate change on human health in sub-Saharan Africa, the most-at-risk 
region of the world. Next, given the complex way in which climate change will act in 
concert with other socio-economic and environmental factors it is probably apt to 
approach the study of climate change and health using social determinants of health 
framework.  
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6.5.2 Limitations of the study 
As with any empirical investigation, this study is not without limitations. In the 
quantitative analysis, although the cross-sectional study draws on theories of risk 
perception that proposes causal relationship between independent and dependent 
variables, this study does not allow for deeper empirical analysis of causality. Also, the 
study focused exclusively on coastal areas, which are designated as the most-at-risk 
regions to climate change impacts by the Intergovernmental Panel on Climate Change 
(IPCC).  
 
6.6  Conclusion 
We evaluated the relationship between subjective health status (self-reported health) and 
objective health status (diagnoses with malaria, HIV/AIDS, pneumonia, tuberculosis, 
skin conditions and hepatitis) on the one hand and perception of human health risks 
emanating from climate change on the other hand. We also assessed how accounting for 
biosocial and sociocultural factors redefines this relationship. The study focused on 
selected coastal communities in sub-Saharan Africa, which is regarded by the IPCC as 
the most-at-risk region of the world in terms of the environmental and human health risks 
induced by climate change. Broadly, higher subjective health status was associated with 
lower scores on perceived health risks of climate change. Regarding objective health 
status, the results were mixed. Individuals who affirmed that they had been previously 
diagnosed with hepatitis, skin conditions or tuberculosis had lower scores on perceived 
health risks of climate change unlike their counterparts who affirmed that they had been 
previously diagnosed with malaria in the past 12 months or had been diagnosed with 
HIV/AIDS. These relationships persist even when biosocial and sociocultural attributes 
are taken into consideration. The findings underscore the complex ways in which 
objective and subjective health on the one hand interact with biosocial and sociocultural 
factors to shape public perception of climate change-induced human health risks. 
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Chapter 7  
7 Summary and Conclusion 
This chapter summarizes the major findings of this thesis with specific reference to the 
four objectives stated in Chapter 1. It underscores the theoretical, methodological, and 
epistemological contributions that this dissertation makes with regard to the complex 
relationship between environmental change, barriers to adaptation and public perception 
of human health risks of climate change in coastal communities in Tanzania. The chapter 
provides a discussion of the implications of the study for climate change and human 
health policy and practice. It ends by indicating the overall limitations of the study and 
emphasizing relevant issues for further research.  
7.1 Outcome of Research Objectives 
The dynamic interaction between humans and the environment (including climate) is not 
new, but the scale of the interaction has reached unprecedented proportions (Ehrlich and 
Ehrlich, 2013; Rockström et al., 2009), especially in the anthropocene (Crutzen and 
Stoermer, 2000; Crutzen, 2002; Zalasiewicz et al., 2011). The environment has dramatic 
and wide-ranging impacts on our physical and mental health and on the social wellbeing 
of human communities. The complex relationships between environmental factors and 
human health, taking into account multiple pathways and interactions, should be 
considered in a broader spatial, socio-economic and cultural context (Ehrlich and Ehrlich, 
2013; Rockström et al., 2009). Understanding these complex and multilevel interactions 
between environmental change and human health and wellbeing is a scholarly and policy 
challenge for the 21
st
 century (Luber et al., 2014) that requires locally relevant 
knowledge. Such knowledge is almost absent especially in the context of sub-Saharan 
Africa. This provides a fundamental motivation for this thesis.  The central argument of 
this thesis is that compositional and contextual factors that influence barriers to climate 
change adaptation, actual and perceived climate change and public perception of human 
health risks of climate change emanate from the complex and reciprocal interaction 
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between humans and their environment. Based on this premise, four objectives were 
formulated to guide this quantitative study.   
 
7.1.1 Objective 1: To assess barriers to climate change adaptation 
based on context (place) 
The first objective sought to assess the relative practical importance of context and 
composition effects in influencing personal (psychosocial, cognitive, emotive) barriers to 
climate change adaptation in coastal Tanzania. This objective was achieved through 
principal component and factor analysis and multivariate regression. According to Moser 
and Ekstrom (2010), barriers to climate change adaptation is a multidimensional concept 
therefore a combination of domain-specific measures of barriers to adaptation is 
preferable to a single measure. In order to address multidimensionality, exploratory 
analysis was used, in this study, to identify nine items that focused on knowledge, 
cognitive, financial resources, and personal values, emotive and cultural barriers. A 
composite index of barriers to adaptation to climate change was then derived through 
principal component and factor analyses. This index loaded on a single construct and 
fully met scale reliability criteria. Context effect was operationalized using five place-
dependent attributes namely administrative region, residential locality (urbanicity), 
availability of health facilities in the neighbourhood, distance to nearest health facility 
and accessibility of health facility in the locality.  Composition effect was operationalized 
through age, sex, and marital status, level of education, income, occupation, and 
ethnicity. Based on the estimated standardized coefficients, context effect was practically 
more significant than composition effect in influencing barriers to climate change 
adaptation in coastal Tanzania.  
7.1.2 Objective 2: To explain the inequality gap in personal 
barriers to climate change adaptation by poverty status 
Although the second objective also focused on personal barriers to climate change 
adaptation, it is different from the first objective in two critical ways. Here, the emphasis 
was rather on assessing the inequality gap in personal barriers to climate change 
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adaptation between the relatively poor and their nonpoor counterparts. Also, this 
objective was concerned with the relative contribution of group differences in the 
magnitudes of the determinants and group differences in the effects of the determinants of 
barriers to climate change adaptation.  To achieve this objective, four decomposition 
techniques were used to compare the empirical data to the counterfactual (that is 
assuming there were no differences between the poor and nonpoor in terms of their 
personal barriers). A set of theoretically relevant factors including self-rated health status, 
ability to handle work pressure and responsibilities, and ability to handle personal crisis 
and unexpected responsibilities, age, sex, and marital status, level of education, income, 
occupation, and ethnicity were selected as potential determinants. Based on parameter 
estimates from the four decomposition models, inequalities between relatively poor and 
their nonpoor counterparts in terms of their respective climate adaptation barriers were 
principally due to group differences in the magnitudes of the determinants. Disparities in 
the effects of the determinants (coefficients) contributed little to explaining inequalities in 
climate change adaptation barriers between the two groups. Self-rated ability to handle 
personal pressure and unexpected difficulties accounted for the largest share of 
contribution to the overall explained gap in the barrier to climate change adaptation 
between the poor and nonpoor, suggesting that disparities in climate change adaptation 
between the poor and nonpoor in coastal Tanzania were likely due to psychosocial 
factors.  
 
7.1.3 Objective 3: To evaluate description-based and experience-
based perceptions of climate change 
The third objective transcended barriers to climate change adaptation and ascertained 
whether there was a relationship between actual climate change and what people 
experience or perceive. This objective was achieved by combining multinomial logistic 
regression and time series analysis. Multinomial regression was based on cross sectional 
survey of 1253 participants. A polytomous nominal response variable, perceived 
temperature change consisting of four mutually-exclusive categories, that is, getting 
hotter, getting colder, short and long spells of hot temperature and short and long spells 
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of cold temperature was used as the outcome variable with getting hotter as the baseline 
comparison group. Based on theoretical relevance and practical importance, a set of 
compositional (age, gender, ethnicity, income, education), contextual (region, urbanicity, 
residence time) and psychosocial factors (self-rated ability to handle personal pressure 
and unexpected difficulties, self-rated ability to handle work pressure and 
responsibilities) were included in the multinomial regression model as predictors.  For the 
time series analysis, monthly rainfall and mean temperature data from weather stations in 
four geographic areas (Dar es Salaam, Tanga, Mtwara and Zanzibar) were used. These 
stations satisfied the following criteria: the records were sufficiently long for the analysis 
and included the standard reference period of 1960–2009, and less than 20% of the 
monthly values were missing in each year. By integrating time series analysis and 
multinomial logistic regression, this study empirically tests theoretical propositions on 
the determinants of human perception of climate change, and statistically unpacks the 
compositional, physical and geographic factors triggering public perception of climate 
change.  
From the multinomial regression, region, urbanicity and education were strongly 
associated with respondents’ perception of temperature change suggesting that actions 
intended to shape perception on climate change and by extension, behavioural change 
should take into account these compositional factors. Interestingly, however, the study 
did not find any gender, ethnicity and income differentials in perceived temperature 
(climate) change. Based on the time series analysis of temperature, there was agreement 
between respondents’ perceptions of temperature over the 50-year period and 
meteorological records. The time series analysis of rainfall data, nonetheless, shows that 
although the amount of rainfall decreased in all four geographic areas over the 50-year 
period, this decrease was only significant in Mtwara. This observation was also made by 
some respondents especially the older ones. Nevertheless, the perception of respondents 
that changes in rainfall patterns over the past 10 and 30 years had taken place in Dar es 
Salaam and Zanzibar was rather inconsistent with the findings of the time series analysis 
on rainfall data. These results illustrate the complex relationships between actual climate 
change and perceived climate change in specific geographic regions.  
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7.1.4 Objective 4: To analyze the relationship between subjective 
and objective health status and public perception of human 
health risks of climate change 
The final objective focused on the relationship between objective and subjective health 
status and an individual’s view of the degree of health threat posed by the specific 
conditions of a changed climate. According to Howden-Chapman et al. (2010), 
perception of climate change-induced human health risk is a multi-faceted construct with 
a social dimension. Perception of the potential risks (including health risk) of climate 
change mediates action or behavioural change (see Spence et al., 2011; Whitmarsh, 
2011). Also, it is argued that risk perception is an important mediator in the relation 
between disaster exposure and subjective health problems (Havenaar et al., 2003; 
Wachinger et al., 2013). What is unclear is the joint relationship between objective and 
subjective health status and public perception of health risks of climate change. 
Multivariate regression was used to explicate this relationship. Subjective health status 
was operationalized as self-rated health whereas six variables on diagnosis of diseases 
including malaria, HIV/AIDS, pneumonia, hepatitis, skin conditions and tuberculosis 
were used as proxies of objective health status. On the whole, better subjective health 
status was related to lower scores on perceived health risks of climate change whereas the 
results on objective health status were mixed underscoring the complex ways in which 
objective and subjective health interact with both biosocial and sociocultural factors to 
shape perceived health risks of climate change. Individuals who indicated that they had 
been previously diagnosed with hepatitis, skin conditions or tuberculosis had lower 
scores on perceived health risks of climate change unlike their counterparts who affirmed 
that they had been previously diagnosed with malaria in the past 12 months or had been 
diagnosed with HIV/AIDS. After accounting for compositional factors, these 
relationships were still significant. 
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7.2 Contributions of the study and implications for 
policy 
This thesis makes conceptual, theoretical, methodological, and epistemological 
contributions to knowledge. Human-environment interaction was used as the fundamental 
conceptual lens through which this thesis could be understood. The concept of human-
environment interaction constitutes, perhaps, a unifying paradigm in the field of 
environmental and climate change, in the sense that it combines a general methodological 
framework to piece together disconnected disciplines studying environmental change 
with an implicit emphasis on presenting environmental change to the social world. The 
idea of interaction, in itself, represents an ample methodological ground to conceptualize 
how different subsystems such as a changing environment and perceived health risks 
interact, even when such subsystems are studied by disciplines with vastly differing 
epistemological and theoretical bases.   
From a conceptual standpoint, this study focused on personal (e.g., psychosocial, 
cognitive, emotive) barriers to climate change adaptation rather than the conventional 
institutional barriers. According to Eisenack et al. (2014), the growing literature on 
barriers to adaptation exposes not only frequently reported barriers, but also contradictory 
evidence, and few clarifications on why barriers exist and change. By focusing on 
personal barriers, this thesis departs from the existing literature and brings to the fore the 
critical importance of humans as potential agents in the process of adaptation. In this 
context, human agency, as the capacity of people to make choices, to act, may be a vital 
element to envision how social systems may respond to environmental change. This 
approach perceives people as active agents rather passive victims in either adaptive or 
maladaptive behaviours. By conceptualizing barriers to adaptation from a 
multidimensional perspective and accounting for the relative effects of composition and 
context on personal barriers, this thesis draws attention to the complex interplay of 
agency and structure in generating barriers to climate change adaptation; this 
conceptualization is theoretically relevant.  
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This study also makes methodological contributions to knowledge by re-contextualizing 
counterfactual decomposition techniques and showing their applicability to 
environmental change research. Specifically, in terms of providing a nuanced 
understanding of disparities in climate change adaptation barriers based on poverty status, 
this study is among the very first to disaggregate the relative contribution of group 
differences in the magnitudes of the determinants and group differences in the effects of 
the determinants of barriers to climate change adaptation. This is very significant given 
that levels and disparities of climate change adaptation are important indicators of 
potential individual and household vulnerabilities that ought to be taken into 
consideration in designing environmental, economic and social policies.  
In order to understand the complex and holistic nature of the dynamic relationship 
between a changing environment and perceived human health risks, this thesis adopted 
methodological pluralism. Time series analysis and multinomial logistic regression were 
combined to provide a more comprehensive account of actual climate change and 
perceived climate change. This approach is pertinent, at least, for two reasons. First, 
human perception of environmental change cannot be adequately examined by focusing 
on only one single feature and secondly, every aspect of human behaviour in relation to 
perceived environmental change is meaningful and necessary for understanding the entire 
story of human community.  
From an epistemological standpoint, this thesis also demonstrates the value of combining 
paradigms and approaches in understanding the changing environment and changing 
human responses or behaviour. In the empirical chapters, this study utilized a plethora of 
philosophical paradigms with the aim of contributing to informed policy-making and 
progressive social change in the area of climate change adaptation, risk perception and 
human health outcomes.  
Currently available information on the dynamic relationship between a changing 
environment and public perception of health risks of climate change is of broad scale thus 
making it difficult to use for policy formulation. The empirical aspects of this study, 
Chapters 3 through 6, focused on specific policy implications that are relevant for 
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strengthening institutions in coastal Tanzania, in particular, and the United Republic of 
Tanzania, in general. This focus on policy suggests that adaptation to environmental 
change is inevitably local and that institutions influence personal adaptation and 
vulnerability of humans in three critical ways: a) they structure impacts and vulnerability, 
b) they mediate between individual and collective responses to environmental impacts 
(including climate impacts) and thereby shape outcomes of adaptation, and c) they act as 
the means of delivery of external resources to facilitate adaptation, and thus govern 
access to such resources. In focusing on how to strengthen institutions, this study fills two 
obvious gaps in existing understandings about institutions and environmental change: the 
lack of middle-range theories of adaptation practices to help frame policy debates, and 
the absence of comparative empirical studies of adaptation to support policy 
interventions. Existing scholarship has typically attempted either to develop insights at 
the global level in an effort to mimic the scholarship on mitigation and environmental 
modeling or has been concerned with localized and specific case studies of vulnerability 
and responses to environmental change. 
It is important to acknowledge that much of the inspiration and motivation for this thesis 
derived from the vision of the future of research on environmental change adaptation, risk 
perception and human health outcomes. In the end, it is this vision that provided the 
guiding framework. However, it is equally important to understand that many of the 
results and techniques developed in this work are not limited to the coastal Tanzania 
context. For example, barriers to climate change adaptation are likely to be relevant to all 
human environments in many sub-Saharan African countries given that poverty is a 
defining characteristic in many of these countries. The results of the objective-subjective 
health and public perception of health risks of climate change provide insights into 
diverse evaluation of risk and human perception that are interesting in their own right. 
Similarly, the considerations with respect to relative poverty and its contribution to 
personal barriers to climate change adaptation are likely to be applicable to other contexts 
in sub-Saharan Africa. Thus, even though coastal Tanzania was the focus in this work, 
the impact of this thesis is likely to transcend that specific environment.  
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7.3 Study limitations and direction for future research 
This study is a modest attempt to relate a changing environment, barriers to adaptation 
and perceived human health risks of environmental change. There are obvious limitations 
to this study. First, this study does not claim to have integrated all the possible 
dimensions of personal barriers to climate change. Given that the psychosocial, cognitive, 
emotive dimensions of barriers to adaptation, as conceptualized in this thesis, may be 
interdependent there is thus a need for research that focuses on the interdependencies 
between the various dimensions and considers the dynamic ways in which barriers 
develop and persist (Eisenack et al., 2014).  
Secondly, the cross sectional survey data are contemporaneous and are therefore limited 
to associations instead of causal linkages. This limitation is however, attenuated by the 
use of 50-year rainfall and temperature time series data.  
A third important limitation is that while decompositions are useful for quantifying the 
contribution of various factors to a difference or change in adaptation outcomes in an 
accounting sense, they may not necessarily deepen our understanding of the mechanisms 
underlying the relationship between factors and outcomes. In that sense, decomposition 
methods do not seek to recover behavioural relationships or deep structural parameters. 
By indicating which factors are quantitatively important and which are not, however, 
decompositions provide useful indications of particular hypotheses or explanations to be 
explored in more detail. For example, as noted earlier in Chapter 4, the decomposition 
indicated that differences in self-rated ability to handle personal pressure and unexpected 
difficulties account for a large fraction of the explained gap in barriers to climate change 
adaptation between the poor and nonpoor; this suggests exploring in more detail how 
poor and nonpoor individuals navigate personal pressure and unexpected difficulties. 
Decompositions may provide some bottom line numbers indicating the quantitative 
importance of particular empirical estimates obtained in a study. For example, while 
studies after studies on adaptation to climate change show large and statistically 
significant returns to education, formal decompositions, as demonstrated in this thesis, 
indicate that only a small fraction of differences in barriers to adaptation can be 
accounted for by changes or differences in educational achievement. 
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Appendix 7.0.2: Survey Questionnaire 
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District #_______  Respondent # ____________ Interview Date: ____/____/ 2013 
 
Interviewer #_________  Respondent’s Gender: Male _____ Female ______ 
# 
QUESTION (and Enumerator Instructions) 
Possible Responses Code 
SECTION A: COMMUNITY AND MIGRATION STATUS 
1 
Have you lived in this area for the last five years 
No 0 
Yes 1 
Don’t know 8 
Refused 9 
2 
How long have you lived in this area? 
 
 
RECORD ONLY ONE RESPONSE ONLY 
0-5 years 1 
6-10  years 2 
11-15 years 3 
20 or more years 4 
Don’t remember 8 
Refused 9 
3 How many years have you lived in this house? 
 
RECORD ONLY ONE RESPONSE ONLY 
0-5 years 1 
6-10  years 2 
11-15 years 3 
20 or more years 4 
Don’t remember 8 
Refused 9 
4 
What do you like most about this area? 
Nothing 0 
Business/livelihood opportunity 1 
Affordable housing 2 
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Clean Environment 3 
Safe Neighbourhood 4 
Seafront/ocean 5 
Others 7 
Don’t know 8 
Refused  9 
5 
What do you don’t like most about this area? 
Nothing 0 
Natural Disaster 1 
Poor Environmental Condition 2 
Bad Infrastructure (road, drains…) 3 
Lack of Social Services 4 
Unsafe Neighbourhood 5 
Others 7 
Don’t Know 8 
Refused 9 
6 
Which one of the following housing type best describes the type of 
dwelling this household occupies? 
 
Housing Type  
House 1 
Town house 2 
Flat 3 
Traditional dwelling/ homestead 4 
Room in backyard 5 
Live on the street 6 
Squatter hut/ shack 7 
Others (Specify): 97 
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Refused 99 
7 Does your house have electricity? No 0 
Yes 1 
Don`t know 8 
Refused 9 
8 What is/are the source(s) of drinking water in dry season?  
(More than one answer) 
Public tap water 1 
Open well 2 
Pumped well 3 
Lake or River 4 
Restored rain water 5 
Water from tanker truck, vendor 6 
Others 7 
Refused 9 
9 What is/are the source(s) of drinking water in rainy season? 
(More than one answer) 
Public tap water 1 
Open well 2 
Pumped well 3 
Lake or River 4 
Restored rain water 5 
Water from tanker truck, vendor 6 
Others 7 
Refused 9 
10 Does this household own any livestock? No 0 
Yes 1 
Don`t know 8 
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Refused 9 
11  How many of the following types of animals does your household 
have? 
(more than 1 answer) 
Pigs  1 
Cattle 2 
Buffalo 3 
Chicken 4 
Sheep 5 
Goats 6 
Others (Specify) 7 
Refused 9 
12 
 
Which of the following best describes the household 
structure? 
(Read the answers to them) 
People living in this house 
 
 
Female Centered (No husband/ male partner in household, may include 
relatives, children, friends) 1 
Male Centered (No wife/ female partner in household, may include 
relatives, children, friends) 2 
Nuclear (Husband/ male partner and wife/ female partner with or 
without children) 3 
Extended (Husband/ male partner and wife/ female partner and children 
and relatives) 4 
Child centered (Child-headed) 
5 
Polygamous (husband with more than one wife) 
6 
Other (specify): 7 
Refused 9 
13 Prior to this place, where did you live? Inland 1 
Other coastal community 2 
Refused 9 
14 What was the main reason why you migrated here? Fishing 1 
Trading 2 
Farming 3 
Employment  4 
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Education 5 
Other 7 
Refused 9 
15 Has any of your family members migrated to another village or 
country? 
No 0 
Yes 1 
Refused 9 
16 IF YES, what was the reason? Fishing 1 
Trading 2 
Farming 3 
Employment  4 
Education 5 
Other 7 
Refused 9 
17 (ONLY for those who answered YES in Q. 15.)  
How does the migration of family member affect your household 
economic status? 
Nothing changed 1 
Only a little better 2 
Much better 3 
Don’t know 8 
Refused  9 
18 How do you rate your household’s quality of life relative to others in 
the community? 
The worst 1 
Among the worst 2 
About the same 3 
Better  4 
The best in the community 5 
Don’t know 8 
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Refused 9 
19 What would hinder you and your family to achieve your desired future 
in this community? 
Nothing 0 
Lack of resources 1 
Lack of good education 2 
Lack of local jobs 3 
Too many fishers 4 
Pollution 5 
Loss of tradition 6 
Restrictive conservation units 7 
Poverty 8 
Competition with large vessels 9 
Loss of land 10 
Natural disaster 11 
Others (Specify)… 97 
Don’t know 98 
Refused 99 
 
 
SECTION B: GENDER AND LIVELIHOOD 
20 In your household who contributes most of the income? Children 1 
Male Head/Father  2 
Female Head/Mother 3 
Male relative 4 
Female relative 5 
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Other (Specify) 7 
Don’t Know 8 
Refused 9 
21 In your household who contributes THE SECOND MOST of the 
income? 
Children 1 
Male Head/Father  2 
Female Head/Mother 3 
Male relative 4 
Female relative 5 
Other (Specify) 7 
Don’t Know 8 
Refused 9 
22 In your household who is considered to be in charge of decision 
making? 
Everyone contributes equally 1 
Male Head/Father  2 
Female Head/Mother 3 
Male relative 4 
Female relative 5 
Both female and male 6 
Other (Specify) 7 
Don’t Know 8 
Refused 9 
23 In your household who makes decisions about making large household 
purchases? (Example: Vehicle, furniture etc.)  
Everyone contributes equally 1 
Male and Female Heads decide together  2 
Mostly the Males 3 
Mostly the Females 4 
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Other (Specify) 7 
Don’t Know 8 
Refused 9 
24 In your household who makes decisions about making household 
purchases for daily needs?  
Everyone contributes equally 1 
Male and Female Heads decide together  2 
Mostly the Males 3 
Mostly the Females 4 
Other (Specify) 7 
Don’t Know 8 
Refused 9 
25 In your household who makes decisions about visits to distant families 
and relatives?  
Everyone contributes equally 1 
Male and Female Heads decide together  2 
Mostly the Males 3 
Mostly the Females 4 
Other (Specify) 7 
Don’t Know 8 
Refused 9 
26 In your household who makes decisions about what food to eat each 
day?  
Everyone contributes equally 1 
Male and Female Heads decide together  2 
Mostly the Males 3 
Mostly the Females 4 
Other (Specify) 7 
Don’t Know 8 
Refused 9 
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SECTION C: HEALTH STATUS AND ACCESS TO HEALTH CARE SERVICES 
28 In general, compared with other people your age, how do you describe 
your health at the moment? 
Poor 1 
Fair 2 
Good 3 
Very good 4 
Excellent 5 
Don’t Know 8 
Refused 9 
29 In the past 12 months, have you ever been diagnosed with any of these 
diseases? 
(CIRCLE AS MENTIONED) 
None 0 
Malaria 1 
Pneumonia 2 
Hepatitis 3 
Skin conditions 4 
Tuberculosis 5 
Heart disease/CVD 6 
Cancer 7 
27 In your household who usually makes decisions on paying for any 
health related expenses? 
Everyone contributes equally 1 
Male and Female Heads decide together  2 
Mostly the Males 3 
Mostly the Females 4 
Other (Specify) 7 
Don’t Know 8 
Refused 9 
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Hypertension 8 
Cholera 9 
Diabetes 10 
Others (specify) 97 
Don’t know 98 
Refused 99 
30 How would you rate your ability to handle the day-to-day demands in 
your life, for example, work, family and volunteer responsibilities? 
Poor 1 
Fair 2 
Good 3 
Very good 4 
Excellent 5 
Don’t Know 8 
Refused 9 
31 How would you rate your ability to handle unexpected and difficult 
problems, for example, family or personal crisis? 
Poor 1 
Fair 2 
Good 3 
Very good 4 
Excellent 5 
Don’t Know 8 
Refused 9 
NOW I WOULD LIKE TO ASK YOU INFORMATION CONCERNING HEALTH AND HEALTH SERVICES IN YOUR AREA 
 
32 Is there any health facility in this community? No 0 
Yes 1 
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Don’t know 8 
Refused 9 
33 How far is it from where you live to the nearest health facility? 
 
Record as mentioned   
  
Don’t know 8 
Refused 9 
34 How easy is it for you to reach this health facility? Not easy 0 
Fairly easy 1 
Easy 2 
Very easy 3 
Easiest  4 
Don’t know 8 
Refused  9 
35 How satisfied are you with the services? Not satisfied 0 
Fairly satisfied 1 
Satisfied 2 
Very satisfied 3 
Most satisfied 4 
Don’t know 8 
Refused 9 
36 If not satisfied with services, what are the other options do you use? Traditional health care services 1 
Local pharmacy  2 
Home care service 3 
Social network 4 
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Don’t know 8 
Refused 9 
37 How do you rate the cost of health care services in the community 
health facility?  
Not affordable  0 
Fairly affordable 1 
Affordable 2 
Very affordable 3 
Most affordable 4 
Free services 5 
Don’t know 8 
Refused 9 
38 What is the major barrier that prevents you from seeking health 
services? 
Nothing 0 
Availability of services needed 1 
Accessibility to health facility 2 
Acceptability of services provided 3 
Others (specify) 7 
Don’t know 8 
Refused 9 
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SECTION D: ENVIRONMENTAL CHANGE AND HEALTH RISK PERCEPTION   
PERCIEVED IMPACTS: 
39 Have you heard about global climate change or global 
warming?  
No[GO TO 42] 0 
Yes[GO TO 40 & 41] 1 
40 On a scale of 1 to 5 (lowest to highest) please indicate your 
level of agreement with the following statements.  Climate 
change causes the following types of environmental impact: 
 
 
1. Heat waves (prolonged episodes of hot weather)  
2. More frequent storms and cyclone  
3. Drought condition or water shortage  
4. Forest fire  
5. Coastal erosion  
6. Average temperature increase  
7. Infectious diseases (e.g. dengue, malaria, West 
Nile Fever, pandemic flu etc.) 
 
8. Sea-level rise  
9. Flooding  
10. Reduced food production  
11. Loss of wildlife habitat  
12. Economic decline  
PERCIEVED HEALTH RISKS: 
41 [Skip if 39 is NO] 
On a scale of 1 to 5 (lowest to highest) please indicate your 
level of agreement with the following statements.  Climate 
change poses a risk to the health of coastal population in any of 
the following ways:  
 
1. Heat stroke or heat exhaustion  
2. Water quality impacts  
3. Drowning  
4. Water-borne diseases   
5. Infectious diseases (e.g. dengue, West Nile Fever, 
Malaria, pandemic flu etc.) 
 
6. Air quality impacts  
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7. Respiratory or breathing problems  
8. Sunburn  
9. Cancer  
10. Stress or anxiety  
MITIGATION AND ADAPTATION:  
42 Do you believe climate change could affect your way of life or 
lifestyle if you don’t prepare? 
No 0 
Yes 1 
43 Do you believe that climate change can endanger your life? No 0 
Yes [GO TO 47] 1 
44 Are there serious obstacles and barriers to protecting yourself 
from negative consequences of climate change?  
No 0 
Yes [GO TO 47] 1 
45 [ONLY YES ON 45 & 46] What are these serious obstacles 
and barriers to protecting yourself from negative consequences 
of climate change? On a scale of 1 to 10 (lowest to highest) 
please indicate your level of agreement with the following 
statements. 
1. Don’t know what steps to take to protect myself  
2. Lack the skill required  
3. Don’t have the personal energy or motivation  
4. Don’t have the time  
5. Don’t have the money or resource  
6. Lack the help from others  
7. Feel that I don’t make a difference anyway  
8. Don’t believe in climate change  
9. Believe the government will protect me from 
climate change 
 
97 Others (Specify): ___________  
46 Can personal preparation for climate change save your life? No 0 
Yes 1 
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47 Do you think you have the information necessary to prepare for 
the impacts of climate change? 
No 0 
Yes 1 
48 Do you think that you have the ability and power to protect 
yourself from dangerous events from climate change? 
No 0 
Yes 1 
49 Does your household currently have a plan for what to do to 
protect yourself and your family in the events of a disaster or 
emergency? Such a plan might include how you would 
evacuate your home, or how to stay in contact with other 
family members.  
No 0 
Yes 1 
50 Some households have emergency kit that includes such items 
as first aid kit, thermometers, flashlight and batteries, food that 
won’t spoil, sufficient drinking water, and other essential 
things people need to live for at least three days in the events of 
a disaster or emergency. Does your household have this type of 
emergency kit? 
No 0 
Yes 1 
MITIGATION: 
51 Have you reduced your energy consumption in response to 
what you have heard about global climate change? 
No [GO TO 54] 0 
Yes [GO TO 55] 1 
ENERGY CONSUMPTION STRATEGIES: 
52 [ONLY IF NO IN 53] Why have you not reduced your energy 
consumption in response to global climate change? 
1. Don’t know what energy consumption to reduce. 0   /   1 
2. Know what energy consumption to reduce, but 
don’t know how to change them. 
0   /   1 
3. Don’t have time to reduce energy consumption 0   /   1 
4. Don’t have the money to reduce energy 
consumption 
0   /   1 
5. Feel that a reduction in your energy consumption 
won’t make a difference. 
0   /   1 
6. Feel that a reduction in my energy consumption 
may affect other’s opinions of me. 
0   /   1 
7. It is not convenient to reduce energy consumption. 0   /   1 
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8. Don’t believe in global warming. 0   /   1 
9. Don’t believe reducing energy consumption is my 
responsibility 
0   /   1 
53 [ONLY IF YES IN 53] How did you reduce your energy 
consumption in response to what you’ve heard about climate 
change? 
1. Switch to or Reduce amount of LPG used 0   /   1 
2. Reduce amount of firewood or charcoal used 0   /   1 
3. Reduce the amount of tree cutting 0   /   1 
4. Started recycling  0   /   1 
5. Reduce energy consumption at home (turn off 
light or TV when not in used) 
0   /   1 
6. Conserved water 0   /   1 
7. Others (specify): ________  
54 Have you noticed any changes in temperature over the past 
years? 
 
No 0 
Yes[GO TO 57] 1 
Don’t know 8 
Refused 9 
55 [IF YES] What changes have you observed? 
 
(more than 1 answer) 
Getting hotter 1 
Getting colder 2 
Longer spells of hot temp. 3 
Longer spells of cold temp. 4 
Shorter spells of hot temp. 5 
Shorter spells of cold temp. 6 
Rapid change in temp. 7 
Others  97 
Don’t know 98 
Refused 99 
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56 How long ago do you remember these changes 
happening? 
Never 
(0) 
1-3x 
(1) 
4-5x 
(2) 
>5x 
(3) 
Don’t Know 
(8) 
Refused 
(9) 
a) Within the past 10 years    
   
b) Between 10 and 20 years    
   
c) Between 20 and 30 years    
   
d) Between 30 and 40 years    
   
e) Between 40 and 50 years    
   
f) Between 50 and 60 years    
   
57 Have you noticed changes in the STARTING TIME of 
rainfall from the past? 
No 0 
Yes 1 
Don’t know 8 
Refused 9 
58 How long ago did you start noticing 
changes in the STARTING TIME of 
rainfall? 
Never 
(0) 
1-3x 
(1) 
4-5x 
(2) 
>5x 
(3) 
Don’t Know 
(8) 
Refused 
(9) 
Within the past 10 years       
Between 10 and 20 years       
Between 20 and 30 years       
Between 30 and 40 years       
Between 40 and 50 years       
Between 50 and 60 years       
59 Have you noticed changes in the ENDING TIME of rainfall 
from the past? 
No 0 
Yes 1 
Don’t know 8 
Refused 9 
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60 What kind of changes in the ENDING TIME of rainfall have 
you noticed? 
No change 0 
Ends early 1 
Ends late 2 
Ends early and abruptly 3 
Ends late and abruptly 4 
Others (specify) 7 
Don’t know 8 
Refused 9 
61 Overall, would you say the rainy season is The same 0 
Shorter 1 
Longer 2 
Don’t know 8 
Refused 9 
62 Have you experienced any droughts in the past? No 0 
Yes 1 
Don’t know 8 
Refused 9 
63 What was the time period and frequency 
of droughts you noticed? 
Never 
(0) 
1-3x 
(1) 
4-5x 
(2) 
>5x 
(3) 
Don’t Know 
(8) 
Refused 
(9) 
Within the past 10 years       
Between 10 and 20 years       
Between 20 and 30 years       
Between 30 and 40 years       
Between 40 and 50 years       
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Between 50 and 60 years       
64 How would you describe the rate at which the environment is 
changing? 
No change 0 
Slowly 1 
Rapidly 2 
Very rapidly 3 
Don’t know 8 
Refused 9 
65 * [ONLY IF THE ANSWER TO 66 IS NOT 0]  
What do you think are the underlying causes of environmental 
change? 
Deforestation 1 
Overpopulation (births) 2 
Overpopulation (Immigration) 3 
Greenhouse emissions 4 
Illegal resource extraction 5 
God’s will 6 
Transgressing cultural values 7 
Others (specify) 97 
Don’t know 98 
Refused 99 
66 Do you think anything can be done to prevent further 
environmental change? 
No 0 
Yes 1 
Don’t know 8 
Refused 9 
67 * [ONLY IF THE ANSWER TO 68 IS NOT 0]  
 
What do you think should be done? 
Build Drainage Channel  1 
Provide Water/ Sewerage Disposal Systems 2 
Stop Illegal Sand Mining  3 
236 
 
 
 
SECTION E: ADAPTIVE CAPACITY 
68 What would you say about the frequency of extreme events such as 
storm/flood/drought in your area in the past years? 
Never 0 
Less than 5 times 1 
5 times or more 2 
Don’t know 8 
Refused 9 
69 Now I would like to ask you about what you do to manage or cope 
during flood events and storm surges?  
Do you have any coping strategies? 
No 0 
Yes 1 
Don’t know 8 
Refused 9 
70 What specific things did you do to manage the most recent flood/ storm 
you experienced?  
 
Nothing 0 
Relocate 1 
Sand filling 2 
Drain water 3 
Rely on family or friends 4 
Clear Clogged Canal 4 
Enforce Environmental Regulation 5 
Build Quality Houses 6 
Improve Urban Planning 7 
Others 97 
Don’t Know 98 
Refused 99 
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Rely on social network  5 
Rely on government  6 
Others (Specify)… 97 
Don’t know 98 
Refused 99 
71 Do you receive early warning information about flood/storm events? No 0 
Yes 1 
Don’t know 8 
Refused 9 
72 From whom would you get this early warning information? 
(Circle as mentioned) 
Friends and family 1 
Community leader 2 
Social networks 3 
Media 4 
Local government 5 
Central government 6 
Private organization…  7 
NGOs…. 8 
Don’t know 98 
Refused 99 
73 What changes (if any) in your household have you made because of 
flood/storm? 
None 0 
Relocation out of flood/storm prone area 1 
Change job 2 
Change school for children 3 
Construct flood/storm barriers 4 
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Clearance of drainage channels 5 
Others (specify) 7 
Don’t know 8 
Refused 9 
74 How would you rank flood/storm problems relative to other problems 
in your area? 
Very low 1 
Low 2 
At par (same) 3 
High 4 
Top priority  5 
Don’t know 8 
Refused 9 
75 How would you rate your ability to handle flood/storm related stress? Very poor 1 
Poor 2 
Satisfactory 3 
Good 4 
Very good 5 
Don’t know 8 
Refused 9 
 
SECTION F: COASTAL RESOURCE UTILIZATION AND COMMUNITY PERCEPTION 
 Agree  Disagree Refused 
Strongly 
agree 
Somewhat 
agree 
Neither 
agree nor 
disagree 
Somewhat 
disagree 
Strongly 
disagree 
 
76. The environment along the coast 
has been getting worse in this area over 
the past years. 
1 2 3 4 5 9 
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77.  I am satisfied with the procedures 
used to involve citizens regarding 
decisions to address environmental 
change issues. 
1 2 3 4 5 9 
78.  I feel that I am adequately 
informed about the potential risks of 
coastal environmental change 
1 2 3 4 5 9 
79.  I have confidence in the 
government agencies ability to monitor 
changes and do something about it. 
1 2 3 4 5 9 
80.  Coastal environmental change 
cannot be ignored and must be dealt 
with.  
1 2 3 4 5 9 
81.  I have had discussions with one or 
more of my neighbors regarding 
environmental change.  
1 2 3 4 5 9 
82.  I have concerns about the health 
effects of climate change.  
1 2 3 4 5 9 
83.  Problems along this coastal area are 
exaggerated.  
1 2 3 4 5 9 
84.  Whatever happens, others are more at 
risk than we are 
1 2 3 4 5 9 
85.  Everything is God’s plan 
1 2 3 4 5 9 
 
SECTION G: FISHERIES GOVERNANCE AND INDIGENOUS KNOWLEDGE 
86 Where do you generally get information about fishing/aquaculture, 
farming and livestock production? 
 
(main source of information) 
Parents 1 
Siblings 2 
Grandparents 3 
Friends or Neighbors 4 
Civil society (NGOs, religious groups) 5 
Government ext. workers  6 
Formal education 7 
Electronic or print media 8 
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Others (specify) 97 
Refused 99 
87 How often do your guardians talk to you about accepted norms and 
ways of behaving in your area? 
Never 0 
Rarely 1 
At least once a month 2 
At least once a week 3 
Almost everyday 4 
Don’t know 7 
Refused 8 
88 Where do you generally obtain knowledge about local resources and 
the environment?  
 
Parents 1 
Siblings 2 
Grandparents 3 
Friends or Neighbors 4 
Civil society (NGOs, religious groups) 5 
Government ext. workers  6 
Formal education 7 
Electronic or print media 8 
Others (specify) 97 
Refused 99 
89 Has anyone talked to you about:  None 0 
Coastal resource mgt. practices 1 
Coastal environmental change 2 
Coastal pollution issues 3 
Illegal fishing practices 4 
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Illegal mangrove harvesting 5 
Traditional norms and culture 6 
Traditional governance and leadership 
structure 
7 
Cottage industries / Arts and Craft-
making 
8 
Others (specify) 97 
Don’t know 98 
Refused 99 
 
SECTION H: SOCIO-DEMOGRAPHIC PROFILE 
90 How old are you? 18-25 1 
26-30 2 
31-35 3 
36-40 4 
41-45 5 
46-50 6 
51-55 7 
56-60 8 
61-65 9 
65+ 10 
Refused 99 
91 What is your marital status? Single 1 
Married 2 
Separated 3 
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Divorced 4 
Widowed  5 
Refused 9 
92 What is your position in the household? Non-head 0 
Head 1 
Refused 9 
93 [If Non-head only]What is your relation to the household head? Wife 1 
Husband 2 
Parent 3 
Child 4 
Others (Specify) 7 
Refused 9 
94 What is the total number of people living in your household? 1 to 3 1 
4 to 5 2 
6 or more 3 
Refused 9 
95 What is your ethnicity? Wazalamu 1 
Osambaa 2 
Makonde 3 
Wayao 4 
Wadigo 5 
Others  7 
Chagga 9 
Nyamwezi 10 
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Haya 11 
Muha 12 
Mwera 13 
96 What is your religion? Christian  1 
Muslim 2 
Traditional religion 3 
Others (Specify) 7 
Refused 9 
97 What is your occupation?  Unemployed 0 
Fishermen/ fishmonger 1 
Farmer 2 
Laborer  3 
Seller, Vendor 4 
Public servant (Govt. staff) 5 
Civil servant (NGO staff…) 6 
Private Company worker 7 
Others (Specify)… 97 
Refused 99 
98 Would you mind if I ask you about your household’s average income 
per month (in Tsh)? 
Record as mentioned: 
 
 
Don’t know 8 
Refused 9 
99 Residential locality of Respondent Urban 1 
Rural 2 
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100 Region of Respondent Dar Es Salaam 1 
Pwani 2 
Lindi 3 
Mtwara 4 
Tanga 5 
101 What is your highest education attained No schooling 0 
Primary 1 
Secondary 2 
Tertiary 3 
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