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Notations 
Nous utiliserons les notations usuelles N, Z,R et C pour désigner respectivement 
les ensembles des entiers naturels, relatifs, les nombres réels et les complexes. Le 
symbole ¡| • || désigne la norme d'un espace métrique. Un espace normé est dit es-
pace de Ban ach s'il est complet. Quand sa norme est issue d'un produit scalaire, 
on l'appelle espace de Hilbert. L'exemple classique d'un espace de Hubert est l'es-
r+co 
pace L2(W). Le produit scalaire associé est (f,g) — / f(t)g(t)dt. Dans le cas où 
J — oo 
{/s 9) = 0 on dira que f et g sont orthogonales. 
On note aussi ¿2(Z) ou tout simplement l2 l'espace de Hilbert des suites (ujt)fcez 
vérifiant £ f c \uk\2 < 00. 
Une suite de fonctions (ek)kez est dite une base de Riesz de L2(R) si tout élément 
/ G L2(R) s'écrit de façon unique /(•) = YLk°kek{-) et s'il existe un couple de 
constantes A, B telles que : 
¿Il/Il2 <£>I2<B||/II2. 
k 
Si les éléments de la, suite (e¡¿)/cez s o n t orthogonaux deux à deux on dit que 
(efc)fcez est une base orthogonale, et on a | | / ¡ | < (]Cfc!cfc!2)5- Si de plus ||efe|| = 1 
pour tout k G Z alors {ek)kez est dite base orthonormée. 
Étant donnée une fonction / dans un espace de Hilbert ( L2(R) par exemple ), 
il sera question tout au long de ce travail de la notion de régularité de / . L'espace 
Cfc, k G Z est celui des fonctions k fois dérivables et de dérivée d'ordre k continue. 
L'espace de Sobolev Hk'p(R) est l'espace des fonctions de LP(R) dont la dérivée 
d'ordre k est dans LP, 
Hk>p(R) = {/ € LP(R)/D fc/ € LP(R)} 
Dans le cas où p - 2 on note Hk = {/ G L2/Dkf G L2} = Hk>2. 
On note aussi V(Rn) l'espace des fonctions indéfiniment dérivables à support 
compact. On appelle support de / l'ensemble suppf = {x/f(x) ^ 0}. 
Soit T un opérateur d'un espace de Hilbert H dans lui même, on note ¡jT|| = 
8 Notations 
sup \\Tf \\H la norme de T. L'opérateur adjoint de T est noté T*. Par définition 
II/IIH=I 
(Tf,g) = (f,T*g)t Vf,geH. 
Si T — T* l'opérateur T est dit auto-adjoint. L'opérateur T est inversible s'il existe 
R tel que TR = RT = 1, et si Tf = 0 implique / = 0. Si de plus R = T* l'opérateur 
T est dit unitaire. 
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Introduction 
L'idée d'utiliser des bases d'ondelettes dans l'analyse numérique (résolution des 
équations elliptiques, aux dérivées partielles, intégrales) s'est imposée depuis que ces 
bases ont fait la preuve de leur efficacité dans le traitement du signal [18], Après 
la découverte par Y. Meyer de la première base orthonormale d'ondelettes dans la 
classe de Schwartz [19], I. Daubechies (8j a construit une famille de bases ortho-
normales d'ondelettes à support compact et grâce à la notion d'analyse multiréso-
lution introduite par S. Mallat [18] et Y. Meyer, des algorithmes rapides d'analyse 
[18, 8, 12] dans ces bases ont été mis en oeuvre. En outre, comme elles forment des 
bases inconditionnelles pour les espaces de Sobolev, elles peuvent fournir des espaces 
d'approximations pour la résolution de certains problèmes physiques. Or, nombreux 
sont les problèmes qui se traduisent par une équation du type 
Tu = f (.0.1) 
où T est un opérateur linéaire dans un espace topologique V. L'opérateur T peut 
être un opérateur intégral dans un ouvert borné fi de Mn avec des conditions limites 
au bord F de fi, où un opérateur différentiel. C'est le cas des opérateurs intégraux 
qui nous intéresse le plus dans ce travail. Beaucoup de problèmes physiques expri-
més initialement par un opérateur différentiel ( il s'agit des équations aux dérivées 
partielles ) se ramènent à la résolution d'une équation intégrale. Par exemple la re-
cherche de la solution du problème de Dirichlet ou de Neumann pour le Laplacien, 
dans un ouvert fi C R", sous forme de potentiel de simple couche ou de double 
couche, conduit à des équations intégrales sur le bord F = <9fi. 
Soient f c K " et T un opérateur intégral linéaire continu de V{T)—>V(T). 
Un célèbre théorème de Schwartz affirme qu'il existe un unique noyau distribution 
K(x,y) tel que 
Tu(x) = Í K(x,y)u(y)dy Vu€V(F). (.0.2) 
Dans ce cas l'équation (.0.1) s'écrit symboliquement 
J K(x,y)u(y)dy = f(x) (.0.3) 
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Quand le problème admet une solution unique 
u = Gf 
on écrit symboliquement 
u(x) = IG(x,y)f(y)dy, (.0.4) 
G(x, y) est appelé le noyau de Green du problème. Les questions de l'existence et 
l'unicité de la solution sont traitées dans la littérature abondante sur les équations 
intégrales. Toutefois, deux problèmes se posent quant au calcul de la solution dans 
une base d'ondelettes : 
• Problème 1 : l'étude de la structure de la matrice associée à un noyau K d'un 
opérateur intégral T dans une base d'ondelettes, 
• Problème 2 : l'adaptation des techniques de discrétisation de Galerkin aux bases 
d'ondelettes. 
Les travaux de Y. Meyer [2QJ concernant les noyaux de Calderón-Zygmund dans 
une base d'ondelettes, constituent une référence de base pour le traitement du pre-
mier problème. En s'appuyant sur ces résultats, nous allons dans cette thèse contri-
buer à cette étude par l'introduction d'une nouvelle classe d'opérateurs définis par 
leur matrice représentative dans une base d'ondelettes et caractérisés par les dérivées 
fractionnaires de leur noyaux. 
La notion d'analyse multirésolution est le point de départ pour répondre au 
second problème. Etant donnée une analyse multirésolution sur L2{7-) formée par 
la suite emboîtée des sous espaces Vj, j € Z, où Vj est engendré par la famille de 
fonctions (éj,k(-) — 1^2§{V • —k))kezn^ la fonction <p est solution d'une équation 
d'échelle. On considère Vq, q G N, comme espace d'approximation et on note Tq = 
PqTPq, fq = Pq j et uq = Pqu, où Pq est la projection sur Vq. On a alors 
u(x) ~ uq(x) = ~^2{u,<pq¡k)(f)q¡k(x), 
k 
et une nouvelle écriture de l'équation (.0.1) 
k 
Si on note Kqkl = / / K(x, y)èq,i{x)4>q,k{y)dxdy, on a alors 
Y^K¡j{uq,4>q¿} = (fq,éqtl). 
k 
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Dans le cas où le noyau de Green G(x, y) du problème est connu, on utilise 
l'équation (.0.4) et on obtient 
ou ^11 ~ / I Gq(x)y)(f)q¡i(x)4>gyk(y)dxdy. Grâce aux algorithmes d'analyse-
synthèse issus de la théorie des ondelettes, on reconstruit la solution uq du problème 
sur l'espace d'approximation Vqy à partir des paramètres u\ . Or le calcul de ces 
paramètres est obtenu par simple produit matrice-vecteur et nécessite l'estimation 
des coefficients 
(**) 
fk = f(x)<l>gtk(x)dx 
Kl,i = K(x,y)éq,k(y)(l>q,iix)dxdy 
ou 
Gh = l G{x,y)<f>qJt{y)<i>qj,{x)dxdy. 
Le calcul des coefficients (*-*) pourrait être facile si / , ê et K ou G étaient 
toutes aussi régulières qu'on le souhaite : il s'agirait tout simplement d'intégrales 
de fonctions suffisamment régulières et les méthodes classiques d'estimation d'in-
tégrales permettraient de conclure. Or la présence de diverses quantités physiques 
(température, pression, vélocité, déplacement, temps, etc ... ), entraîne une diversité 
de la nature de la régularité de / et K ou G ( en pratique elles ont souvent des 
singularités). De plus <p n'est connue qu'implicitement en tant que solution d'une 
équation d'échelle et sa régularité est fortement limitée par la taille de son support. 
Tout ceci constitue une difficulté majeure pour l'estimation de (**) par les méthodes 
classiques de calculs d'intégrales, et nous avons été amenés à chercher des méthodes 
de quadrature adaptées aux bases d'ondelettes et aux divers types de singularités. 
Pour avoir une idée de cette difficulté, on considère les problèmes aux limites de 
Dirichlet relatifs à l'opérateur A dans l'ouvert borné régulier O et l'ouvert il1 ~ 
W1 J Ù respectivement. On parle de "problème de Dirichlet intérieur" quand on a 
Au(x) = 0 , x e 9. 
U — UQ, SUT Y = 9f i , (.0.5) 
et de "problème de Dirichlet extérieur" si 
Au(x) = 0 , x eÙ' 
U = UQ, SUT F = dû,. (.0.6) 
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Les problèmes (.0.5) et (.0.6) ont une solution unique respectivement dans H1 (Cl) et 
Wl{Çl') si UQ G Hli2(T). La solution u est donnée par (la représentation de simple 
couche) : 
u{x) = JG(x,y)q{y)di{y)- Vz G RB (.0.7) 
où q est solution de l'équation intégrale 
jG(x,y)q(y)dy(y) = u0{x), xeT, (.0.8) 
où 
G{*,V) = {
 1f^1 , SÍ n = 9 3 l ~2Ï l oS F " S/1 Sî n = 2-
Dans les deux équations intégrales (.0.7) et (.0.8). le noyau G(x,y) admet une 
singularité sur la diagonale. De plus u0 (étant arbitraire) peut-être singulière. Ceci 
rejoint le problème soulevé ci dessus. 
Cette thèse est consacrée au développement de réponses pour les deux problèmes 
posés ci dessus. Elle comporte quatre parties. 
Dans la partie (A) réduite à un chapitre, nous donnons un rappel de ce qui sera 
utile de la théorie des bases d'ondelettes. Après la notion d'analyse multirésolution et 
sa relation avec les fonctions d'échelles, on donnera une des propriétés remarquables 
d'une fonction d'échelle à support compact décrite par P. G. Lemarié. Il s'agit du fait 
que les dérivées d'une fonction d'échelle à support compact peuvent s'écrire comme 
une combinaison des translatées d'une autre fonction d'échelle. Ce résultat est im-
portant car il nous permettra de traiter, dans la partie (C), les singularités d'ordre 
élevé. On donnera aussi l'algorithme de calcul des moments _M¿ = f x1<f>(x)dx, 
de <f>, qui jouent un grand rôle dans la suite des travaux. Enfin on rappellera les 
algorithmes d'analyse-synthèse pour une fonction / et pour un opérateur T 
donné par son noyau K(x,y). 
Dans la partie (B), partant du fait que beaucoup de noyaux K{x,y) présents 
dans les équations intégrales issues de problèmes physiques sont de type convolution 
ou plus généralement des noyaux de Calderón-Zygmund, il est nécessaire de voir 
de plus près le comportement de leur décomposition dans une base d'ondelettes 
("0A)À6A OÙ A est la réunion disjointe des Aj = 2~j~1Iln/2~JZn. Notons que tout 
A £ A s'écrit de manière unique A = 2-3'/c + 2~-?"1c où e — {E\,E2I • • • ,sn) avec 
Ei — 0 ou 1, la suite (0,0, • • •, 0) étant exclue. Dans le cas unidimensionnel n = 1 
on a une seule ondelette et on note la base d'ondelettes (ipj,k)j,kçz2-
Le but de tous les chercheurs qui se sont penchés sur ce problème était d'obtenir 
une décomposition de T sur ipjtk que l'on puisse rapidement évaluer en représentant 
T par une matrice creuse. Alors que G. Beylkin, R. Coifman et V. Rokhlin f 12] 
ont eu le souci numérique en développant des algorithmes rapides pour l'analyse 
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d'une large classe d'opérateurs dans une base d'ondelettes à support compact (on 
détaillera ces algorithmes dans la partie D), d'autres chercheurs ont privilégié une 
étude théorique des espaces vectoriels formés par ces opérateurs et la question de 
la continuité sur I? était le problème fondamental qu'ils se sont posés. La réponse 
à cette question coïncide avec le théorème T(l) de David et Journé ¡13, 20] qui 
offre une condition nécessaire et suffisante pour la continuité sur L2 des opérateurs 
de Calderón-Zygmund. Dans ce théorème, l'espace formé par ces opérateurs peut 
s'écrire 
CZO = 4 ® BMO 8 BMO, (.0.9) 
ici BMO désigne par abus l'opérateur de paraproduit avec une fonction de BMO 
et A est la collection de tout les opérateurs de Calderón-Zygmund T vérifiant 
T(l) = lT(ï) = 0. 
Dans le but d'établir une seconde démonstration du théorème de David et Journé, 
Y. Meyer [20] a caractérisé les éléments de l'espace A par leur matrice (T^A,^A>) 
dans une base d'ondelettes ipx- Il a démontré que A est la réunion croissante d'une 
famille d'algèbres de Banach Op(My), 0 < 7 < 1. Cette famille d'algèbres, nom-
mées algebres de Lemarié, est isomorphe à une famille d'algèbres de matrices, notées 
.M7, telle que: 
M1 est formé de matrices (Ax^OçA.A'jeA2 agissant sur /2(A) et vérifiant 
2-l¿-i'l(f+7) / 2-i + 2-J' \n+1 
En agissant sur le comportement à l'infini des éléments de A47 nous définissons 
une nouvelle classe d'opérateurs T dont la matrice A\tx> = {Tip\,'tpÁ') vérifie 
l'estimation ( qui diffère de (.0.10) par la présence d'un nouveau paramètre 7') 
2Hi-i ' ! i f+7) / 2~J' -*- 7~J" \ n + V 
AKX
 -
 CWW^W) {ïTWr^F\) • (-°-n) 
Pour chaque couple (7,7') € Ä2 on notera .M7i7< l'ensemble des matrices véri-
fiant l'inégalité (.0.11). Nous montrons que Mltl' est une algèbre si et seulement si 
0 < 7' < 27. On retrouve les algebres de Lemarié quand 7 = 7'. Si on note OM.*ul' 
l'espace d'opérateurs dont la matrice sur la base d'ondelettes est dans Ai7iy, nous 
montrerons que l'espace .A de (.0.9) est aussi la réunion de la famille CM7j7<. 
Comme pour les algebres de Lemarié, ces nouvelles algebres ont la propriété d'indé-
pendance par rapport à la base d'ondelettes choisie. Ceci nous permet de chercher 
une estimation sur noyaux K(x,y) de ces opérateurs. 
En introduisant les A47)y nous avons donc modifié le comportement à l'infini 
des éléments de A47, et avec S. Jaffard nous avons obtenu une caractérisation des 
noyaux associés aux éléments de (À-i^y, 0 < 7 < 1, 0 < 7 ' < 27) grâce à une 
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estimation de leur dérivée fractionnaire dsds K(x,y) où les réels (s, s') sont liés à 
(7,7'). L'introduction de ce second paramètre permet de décorréler les propriétés de 
régularité et de localisation en espace des opérateurs de Caiderón-Zygmund. 
La partie (C) est consacrée aux méthodes de quadratures pour l'estimation de 
(*•*). Elle se compose de quatre chapitres. 
• Dans le premier chapitre, on développe une méthode de quadrature pour le 
calcul de (**) dans le cas où g et K sont suffisamment régulières. On com-
mencera par des fonctions g particulières, comme la fonction g(x) = z'ijcc] o u 
g{x) — x'ijc^v] avec c 6 supp^ = [0, N). L'intérêt de cet exemple particulier 
est le calcul des coefficients en ondelettes des splines. Ensuite, on donnera des 
formules de quadratures pour des fonctions d'échelles particulières en jouant 
sur leurs moments, comme les Coiflets qui offrent des fonctions d'échelles ayant 
un certain nombre des moments nuls, ce qui donne une formule de quadrature 
par simple développement de Taylor. 
Enfin on établira une formule de quadrature pour une fonction g ou un noyau 
K de classe C1 sur le support de la fonction <j> solution d'une équation d'échelle 
de type 
Ht) = Y^Cm^i-m), (.0.12) 
où les réels (cm)men sont connus explicitement. Leur nombre est fini quand 
le support de <j> est compact. Grâce à la subdivision uniforme, obtenue en 
réécrivant récursivement l'équation d'échelle 
4>{t) = Ylsj,m<f>{2jt-m), (.0.13) 
m 
(les Sj¡m s'obtiennent à partir des Cm), on donnera une quadrature dont l'erreur 
est de l'ordre de e, précision de calcul souhaitée et fixée d'avance. 
Une formule de quadrature similaire est faite indépendamment par Sweldens 
[27] dans le cas où la fonction g est connue seulement par ses valeurs sur un 
nombre fini de points (a¿),-=i(...ir. 
Le second chapitre de la partie C est consacré au développement de méthodes 
de quadratures dans le cas où g et K présentent une ou plusieurs singularités. 
Les exemples d'équation intégrale ci-dessus montrent l'intérêt de ce cas dans les 
problèmes réels. Tout au long de ce chapitre, les calculs seront détaillés quand 
on parle de la fonction g et s'en déduisent quand on parle des noyaux K. Dans 
un premier temps, on s'intéressera aux fonctions g(x) = ¡a;|7, —1 < 7 < 1. 
Notons que ce type de singularités est souvent présent dans les problèmes 
physiques. On note 
h = (\x\\K-)) 
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avec - 1 < 7 < 1. Jo s'obtient en tant que premier terme de la suite Im = 
(jí¡7, (fi(t — m)), et grâce à (.0.12) on donnera une méthode qui calcule simulta-
nément les 1^, m = 0, • • •, IM — 1, en tant que solution d'un système linéaire 
(2M, 2M). Dans le cas où 7 = 1 ceci diffère de la notion de moment par la 
présence des valeurs absolues. Ce cas est intéressant car il mène directement au 
noyau de Hubert et on donnera pour ce type de singularités (et les singularités 
d'ordre élevé en général) une méthode de quadrature en fin de chapitre. 
De cet exemple, l'idée de profiter de l'équation d'échelle vérifiée par <f> s'im-
pose, et nous développerons une méthode de quadrature pour les fonctions 
singulières g G L2(R), C°° partout sauf en un point p où elle présente une 
singularité homogène du type \x - p¡7, - 1 < 7 < 1 (on a donc g € Ljoc). On 
suppose ainsi que l'on a 
\g(x)\ < C\x - p ¡ 7 
\dmg{x)\ <Cm\\x~p\'<-rn, Mm = 1, ••-,/ . 
La formule de subdivision uniforme (C.2.29) devient inadaptée car l'erreur de 
la quadrature est fortement liée à la distance au point singulier. Pour remédier 
à cela nous introduisons une nouvelle subdivision non uniforme de type 
j 
4>{t) = J2 Y2 aJ,rn<l>(Vt - m), 
i m£KJ 
où J est un entier que l'on déterminera (on î'appeiera échelle d'arrêt), a^m 
est calculé en fonction des cm de (A. 1.9), Kj est l'ensemble des entiers m tel 
que la distance du support de 0jiTn au point singulier est plus grande que dj, 
distance critique autour du point singulier à l'échelle j . Les ahm ne sont pas 
forcément identiques aux s¿TO de (C.2.29). Grâce à cette nouvelle subdivision 
- adaptée à la singularité - on construit une méthode de quadrature dont 
l'erreur est majorée par e, précision souhaitée du calcul. 
Deux théorèmes donnant le coût de la quadrature seront énoncés. Dans le 
premier le nombre de points nécessaire pour la quadrature vaut 
j 
3 = 1 
et dans le second il est de l'ordre de 0((îog2e)2). Le second théorème étant 
le résultat d'une collaboration avec A. Cohen, il a fait l'objet de la publi-
cation d'une note aux CRAS [3] et un article est en cours de rédaction. On 
développera, pour chaque théorème, l'algorithme de calcul correspondant et 
on dressera des résultats d'approximation ainsi que des courbes comparatives 
du temps CPU de chacun des deux théorèmes. 
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• Dans le troisième chapitre de cette partie, on s'intéressera aux fonctions sin-
gulières, produits d'une singularité par une fonction suffisamment régulière: 
f(x) = g{x) a(x) + h(x) 
où a est singulière et g, h sont au moins de classe Cl sur le support de <j>. On 
retrouve ce type de fonctions singulières dans de nombreux problèmes réels. 
Par exemple, l'équation intégrale associée au problème de Helmholtz [16, 14] 
possède un noyau G(x,y) — e\x [ • 
Pour ce type de fonctions, on propose une méthode de quadrature pour l'esti-
mation de / {/, é) en introduisant la notion de correction locale qui consiste 
à corriger certains poids de la quadrature régulière explicitée dans le premier 
chapitre. Cette correction s'effectue en rendant nuis les poids de la quadra-
ture régulière associés aux points X{ proches du point singulier. On lui rajoute 
ensuite une quantité de telle façon que la quadrature soit exacte pour l'estima-
tion de (Pa(x), <t>): où PQ(x) est une famille de polynômes de degré \a\ < l — 1 
convenablement choisie. 
Cette idée est présente aussi dans les travaux de V. Rokhlin [22], B. Alpert 
[5] et J. Strain [24] pour les calculs d'intégrale d'une fonction singulière sur un 
intervalle contenant le point singulier. 
La partie (D) comporte quelques applications numériques des formules de qua-
drature développées dans la partie précédente. Dans le premier chapitre, on com-
mence par l'utilisation de ces formules pour le calcul des coefficients à l'échelle la plus 
fine dans l'algorithme d'analyse-synthèse pour une fonction. Ensuite pour le calcul 
des matrices issues des deux formes de représentation (standard et non standard), 
d'un opérateur T dans une base d'ondelettes, proposées par Beylkin, Coifman et 
Rocklin [12]. Dans le second chapitre nous appliquons ces formules de quadratures 
pour la représentation de la matrice de Galerkin de l'équation intégrale issue des 
problèmes de Dirichlet intérieur et extérieur par rapport à un disque il dans S2 . 
On termine par une étude du comportement des coefficients de la compression de 
ces matrices en fonction de l'erreur e imposée aux quadratures. 
Les algorithmes de la partie C ainsi que les algorithmes (en cascade, d'analyse-
synthèse, d'évaluation des moments, calcul des formes standard et non standard) 
connus dans la théorie des ondelettes forment un code qui est en cours d'élaboration. 








Ondelettes et Analyse 
Multirésolution 
In t roduct ion Beaucoup de travaux ont été réalisés au sujet des ondelettes, parmi 
lesquels on peut citer |19J, [7], [6], etc ... . Dans ce chapitre nous nous contentons 
d'un bref rappel de ce qui est nécessaire à connaître pour la suite. On commence par 
la notion d'analyse multirésolution, dans laquelle la fonction d'échelle nous intéresse 
particulièrement. On donne quelques exemples d'une fonction d'échelle à support 
compact, on étudie ses dérivées et on termine par un algorithme de calcul de ses 
moments. Ensuite on rappelle les algorithmes d'analyse-synthèse pour une fonction 
/ et un opérateur T donné par son noyau K(x,y). 
1.1 Analyse multirésolution et fonction d'échelle 
Définition 1 Une analyse multirésolution de L2(R), qu'on note AMR, est la donnée 
d'une suite de sous-espaces fermés emboîtés Vj G L2(R), j G Z vérifiant: 
(i) Vj C Vj+l 
in) f[x) G Vj « f(2x) e vj+u 
(ni) f(x) e V0 <=^ f{x + k) e Vo Vfe G Z 
(iv) Ç\V3 = {0} et I J v ; est dense dans L2(R), 
(v) 3 4> G Vo telle que j (¡>(t)dt ^ 0 et la famille des fonctions <j>{x — k),k G Z 
forme une base de Riesz de VQ. 
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Puisque la fonction <fi G VQ et V0 C Vi, il existe une suite (hn)n telle que 
4>{x) = \/2^2hn<l>(2x-n), (A.l.l) 
n 
on suppose que la suite (hn)n vérifie 
^ h n = V2. (A.1.2) 
n 
De (A.1.2) et (A.l.l) on déduit que la fonction 4> vérifie 
¡<t>{t)dt = 1. 
On appellera tout le long de ce travail équation d'échelle l'équation (A.l.l) (d'autres 
dénominations existent dans la littérature : équation de dilatation, équation de 
raffinement etc ... ). La fonction <j> quant à elle s'appelle fonction d'échelle. 
La fonction d'échelle et ses translatées forment une partition de l'unité 
^2(f>(x-m) = l. (A.1.3) 
m£Z 
Par passage aux transformées de Fourier, (A. 1.3) devient 
<j>{m'2iï) = 6m m GZ 
et par (A.l.l) on obtient 
<fe) = moté/2)¿(£/2) (A.1.4) 
où mQ est la fonction 2TT—périodique définie par 
La fonction ra0 s'appelle filtre passe-bas. 
Pour construire <j>, on se donne une suite (hk)kez vérifiant (A.1.2) et par l'algo-
rithme en cascade basé essentiellement sur l'équation (A.l.l) on calcule les valeurs 
de (p aux points dyadique [7, 1, 9, 25, 4], Mais d'une manière générale et surtout 
dans toute les applications qui suivent, la connaissance de la forme analytique de la 
fonction (j> n'est nullement obligatoire. La donnée de (A.l.l) et (A.1.2) est suffisante. 
On appelle ondelette la fonction -xp définie par : 
Mx) = V / 2^(- l ) - f c / i_ f c + ^(2rr - k). (A.1.6) 
k 
La famille (ij}(x — &))jtgz forme une base de Riesz de Wo, le sous-espace complémen-
taire de VQ dans Vi. Et, par définition de l'analyse multirésolution, la famille (ipjtk)k 
où ípj¿{x) — 2lîib{2^x — k) forme une base de Riesz de Wj, le complémentaire 
de Vj dans Vj+i. Enfin avec le point (iv) de la définition ci-dessus on déduit que la 
collection des fonctions (ipj.k)j,k e s t une base de Riesz de L2(M). 
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Exemples 
1. H a a r : Soit <¡> la fonction égale à 1 sur l'intervalle [0,1[ et 0 ailleurs. Elle 
vérifie l'équation d'échelle suivante : 
4>(x) = ±4>{2x) - ^ ( 2 x - l ) , 
La fonction i¡> est la fonction qui vaut 1 sur l'intervalle [0, | [ , —1 sur l'inter-
valle [|,1[ et 0 ailleurs. 
2. B-Splines : Soit S\ = X[o,i] la fonction indicatrice de l'intervalle [0,1]. On 
définit la fonction B-spline d'ordre m <E N*, notée Sm, récursivement par la 
convolution Sm = Sm-i * S\. On a l'équation suivante 
m 
Srn(x) = 2 m " 1 ] T (T) Srn(2x - k). (A.1.7) 
3. Daubechies : La fonction d'échelle ¿>M> M £ W est telle que la famille 
(4>M{- — k))k forme une base orthogonale de Vó- On a donc 
X>*i2 = i- (A-L8) 
feez 
De plus la suite (hk)k ne comporte qu'un nombre fini d'éléments non nuls, par 
conséquent 0 a un support compact. Si N € N* est le nombre de h^ non nuls, 
on a TV = 2M et l'équation d'échelle s'écrit alors 
J V - l 
4>M{x) = y/2Yshk4>M{2x - k). (A.1.9) 
fc=0 
L'entier M est le nombre de moments nuls de l'ondelette ip et on a supp^Ai) C 
[0, "2M — 1]. Dans ce cas la fonction 2TT— périodique m0, 
m 
devient un polynôme trigonométrique [7] et se factorise de la manière suivante 
™o(0 = ( — — j p(x), 
où p(x) est aussi un polynôme trigonométrique. 
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Dans l'annexe 2 on donnera un tableau contenant quelques exemples de suites 
hk correspondant aux Daubechies, et par l'algorithme en cascade on représente 
ci-après les fonctions (4>M)M=2,3,4,w-
Remarque : Par ces deux propriétés, l'orthogonalité et le support compact, 
les bases d'ondelettes de Daubechies s'adaptent très bien à l'analyse numé-
rique. Elles seront notre base de travail dans la partie C de cette thèse. 
4. Coiflets : Beylkin, Coifrnan et Rokhlin dans [12] et I.Daubechies dans [8] ont 
construit des bases d'ondelettes similaires à celles de Daubechies et telles que 
la fonction d'échelle <ÇM vérifie la propriété : 
pour un entier TM 
x
iipM{x + TM)dx = 0, i = 1 , . . . , M - 1. (A.1.10) 
Le nombre N de hk non nuls vaut dans ce cas ZM et on a supp(y?Af) C 
[ 0 , 3 i l / - l ] . 
On représente ci-dessous quelques exemples de fonctions d'échelle '~PM as-
sociées aux Coiflets (elles correspondent aux filtres (/ii)¿=o,...,3A/-i vérifiant 
]Pj3l0~l/iä = %/2 donnés dans l'annexe 2). 
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Daubechies 4>M Coiflets ipM 
'. —~~ j)*u8> 
• 
. 
, , I I 
Msl jj 
/ 
/. /[ • 
: 
V 





. ~"~ / \ : r
 A 
V ' 
FlG . I . l - Quelques exemples de fonctions d'échelle correspondant aux Coiflets (colonne de droite), 
aux ondelettes d'I.Daubechies (colonne de gauche). On remarque bien la différence des supports pour 
la même nombre de moments nuls M 
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1.2 Dérivées d'une fonction d'échelle à support com-
pact 
On considère <f> une fonction d'échelle à support compact. Elle est donc solution 
d'une équation d'échelle de type (A. 1.9) et vérifie 
0(2O = mo(O¿(£), 
où la fonction m-o peut s'écrire 
™o(0 = (^-y PÍO-
Puisque 4> est à support compact, on a <j>'{£) — iÇ ¿ ( 0 et on obtient 
¿ ' (20 = z2£¿(20) 
= i2Çm0(Ç)fà) 
= z2^  - V - pi.om 
4>'(0 / l + e " ^ " 1 
1 - e-¿« V 2 
Si on pose 
( H ^ ) " (l-c-i2i)p(0-
1 . t i \ ^ - 1 
1 + e s0(C) = [ —j- ) P ( 0 
il vient s0(£) = î j b r / ^ m e i7nÇ- Par suite 
¿(20 - *o(Oj^Pïf (l-c- i2C). 
Soit <¿> la fonction telle que 
Hi) 0(0 = 1 - e-¿f 
on a alors 




 e - i € i _ e - î 2 i 
= «o(0 ^(O-
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On conclut donc que la fonction <p est une fonction d'échelle avec So(C) comme 
filtre passe-bas. De plus, comme <f>'(Ç) = (1 — e_IÎ)(^(Ç), alors 
é'{x) = tp(x) - ípíx - 1). (Al.11) 
De la même manière, et comme il est décrit dans [17], pour tout m t N* et m < N 
on a l'identité 
m 
^)=J2(~l}k(TM--k) (A.1.12) 
où (p est une fonction d'échelle continue à support compact, vérifiant 
N~ m 
où le coefficients du filtre {gk)k~o,N-m vérifient 
Ce résultat est le point clé de l'étude des singularités d'ordre élevé effectuée dans la 
partie C. 
1.3 Transformée en ondelettes rapide 
On considère une analyse multirésolution (Vj)j=o,-,n- Pour des raisons pratiques 
j = 0 désignera l'échelle la plus "fine," j = n l'échelle "grossière" et Vj est l'espace 
engendré par la famille ((ßj,k)k = o,-,2n-¿-i) a v e c Öjtix) = é{2n'^x — k). On a donc 
Vn C K - i C V „ . 2 C - C V i C V0. (A.1.13) 
Avec ce choix 
n 
V0 = VnQ)Wj. (A.1.14) 
i= i 
Pour tout j = 0, • • •, n, l'espace W} est engendré par la famille de fonctions 
(^ j,fc)fc = o,-,2»-j-i. avec ^,fc(x) = V'(2n-J'a; - fc). 
1.3.1 Décomposition d'une fonction 
Algori thme d'analyse Soit / une fonction de L2(R). La détermination de la 
transformée en ondelettes de / est donnée par le calcul des coefficients s¡. et d\ 
définis par : 
4 = </,0j ,fc>, (A.1.15) 
d{ = <f,ipj,k>, (A.1.16) 
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pour j = 0 , . . . , n et k = 0 , . . . , 2 n _ J — 1. 
Etant donnée la suite (S°)A;-G,...,2"-I> ^es coefficients sJk et dj, avec j = 1,. . . ,n et 
& = 0,. . . , 2n~J - 1 sont donnés grâce à l'équation d'échelle (A.1.9) par les formules 
récurrentes suivantes : 
2 M - 1 
äk — 2_^ " r o S j n+2 fc ' ( A . 1 . 1 7 ) 
rn=0 
2 A Í - 1 
4 = £ 5n,C+2fc. (A.1.18) 
Remarque 1 
i. ¿es termes d3k représentent les coefficients d'ondelettes correspondants à la 
décomposition de f sur les tpjtk et les termes s3k peuvent s'interpréter comme 
des approximations aux différentes échelles. 
2, Pour décomposer une fonction f sur une base d'ondelettes, on n'a pas besoin 
de connaître les fonctions (p et rp, la connaissance de la suite filtre (hm) est 
suffisante. 
Algori thme de synthèse La reconstruction de la suite (sl)k=o,...,2n-i approxi-
mant la fonction/, à partir des suites (dk)j=i1...tn,k=o,...,2n-j-i et de SQ. 
Dans [8], il est démontré que les formules (A.1.17) et (A.1.18) définissent un opé-
rateur orthogonal Oj : R2n~a~* —• R2"" J -1 qui à partir des coefficients 
s^1 avec m = 0 , . . . , 2"_^_1 ' i — 1 nous donne les coefficients s3k , d3k 
pour k = 0 , . . . , 2 n _ J , et dont l'inverse est donné par 
M M 




 Jh2k-\S3m_k+l + J J92k-ldJm_k+1 
k=l k=l 
(A.1.19) 
Conclusion On résume l'algorithme d'analyse-synthèse comme suit 
1. Ayant une fonction / , on calcule les coefficients (s°)fc=o,.. 
méthode de quadrature (partie C de la thèse). 
2. Par (A.1.17) et (A.1.18) on calcule les coefficients (d3k , s3k) pour j = 
l , . . . , n ei \k = l,...,2n~3 - 1 ) . 
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3. Pour la reconstruction, partant de s", et de la suite des détails (d{) où j = 
1 , . . . , n et k. — 1 , . . . , 2"_J , on construit s°k pour tout k — 0 , . . . , N = 2" — 1 
par (A.1,19). 
1.3.2 Décomposition d'un opérateur 
On considère un opérateur donné par sa forme intégrale 
T(/)(i) = [ K(x,y)f{y)dy, (A.1.20) 
où if(:r, y) est son noyau. 
Il existe deux procédés différents pour la représentation de T au moyen de la 
base d'ondelettes {ipj,k)j,ki associée à une analyse rnultirésolution vérifiant (A. 1.13). 
Ceci nous donne deux matrices représentatives de formes différentes. Gomme elle a 
été nommée dans [12], la première forme dite standard est issue de la décomposition 
du noyau K(x,y) sur les produits tensoriels d'ondelettes monodimensionnelles. c'est 
à dire les ipj¡k(x)ipj<tk'(y) qui forment une base orthonormée de L2 (R2 ). Les éléments 
de cette matrice sont les 
Tki = (TiPjM'*') = / K{x,y)^3¡k{x)4!fr(y)dxdy 
avec j , f = 1, • • •, n, k = 0, • • •, 2 n ^ - 1 et fc' = 0, • • •, 2n^' - 1. 
La difficulté de l'utilisation de cette forme est essentiellement la manipulation de 
deux échelles différentes j , f. 
La seconde représentation, appelée non-standard, est issue directement de la 
décomposition du noyau K(x, y) sur les ondelettes bidimensionnelies 
{ (Í>j,kix)^j,k>(y), ^j.fc(x)0j,fc'(y), (f>jjt{x)lßj,k>(y))j=l . . ,„_! fc-o...2«-i-l . ^n ,o (z )0n .o (y )} 
(A.1.21) 
La matrice est formée par blocs où chacun est formé par les matrices 
< * - = / fK(x,y)ij>jik(x) rj}jtk,{y)dxdy, (A.1,22) 
ßi,k- = / / K{x,y)ipj,k{x) <P3,k'{y) dx dy, (A.1.23) 
TiU = K(x,y)<j>j>k(x)i'hk>(y) dxdy, (A.1.24) 
avec j — 1 , . . . , n et k, k1 — 0 , . . . , 2n--? — 1. 
Contrairement à la première forme, la forme non standard ne fait pas intervenir 
l'interaction de deux échelles différentes. Par contre les coefficients de la matrice ne 
représentent pas l'opérateur dans une base orthonormée. 
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Le calcul des coefficients T3k3k, dans le cas standard, ou o?kk,, ßj. k, et 7¿fc, 
dans le cas non standard, est basé sur des algorithmes récurrents. En effet, grâce à 
(A.1.9), les équations (A.1.22),(A.1.23) et (A.1.24) donnent 
2 M - 1 
ni = E^'^iíSVi'. (A-1.25) 
¿,/'=o 
2AÍ -1 
<fc< = S ^ / ' ^ r i ^ + i " (A.1.26) 
i , i '=0 
2 A Í - 1 
¿1*' = J29ihi>4klw+i» (A.1.27) 
i , i '=0 
2JVÍ-1 
?*,*' = S / l i^'52*+¿,2*'+/" (A. 1.28) 
où s{
 k, est définie par 
sl,k' = i i K{;x,y)4>j¿{x)<j)jik!{y)dxdy. (A.1.29) 
et vérifie l'équation 
2AÍ-1 
SÍU' = H / I Î / I Î ' S 2Â+/ ,2* '+ / ' - (A.1.30) 
1,1'=0 
Pour de nombreux opérateurs les blocs de la matrice non standard sont presque 
diagonaux. Parmi cette classe d'opérateurs on trouve les opérateurs de Calderón-
Zygmund auxquels nous allons consacrer la seconde partie ( une analyse de la matrice 
standard de ces opérateurs sera faite dans la prochaine partie). 
Bien que la forme non standard soit avantageuse car on a souvent affaire a des 
matrices presque diagonales, son inconvénient se résume dans le fait que ce n'est pas 
une écriture matricielle de l'opérateur T. 
1.3.3 Remarque fondamentale 
Dans les deux paragraphes précédents 1.3.1 et 1.3.2 on a remarqué que, étant 
donné la fonction f(x) (respectivement le noyau K(x,y)), la suite (s°k)k=o,-.,2n-i (respectiveme 
(si i)k,i=o,-,2n~i) constitue la donnée initiale des algorithmes de décomposition dans 
une base d'ondelettes. Il est donc nécessaire de se poser la question de l'estimation 
de ces quantités. C'est dans ce but que Beylkin, Coifman et Rocklin ont été amenés 
à introduire dans [12] les coiflets : par un développement de Taylor de / (supposée 
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suffisament régulière) et sachant que les moments (C.2.41) de la fonction d'échelle 
des coiflets sont nuls on obtient 
\s°k-2-îf(2-n{k + Tm))\ = 0 (2 -^ M + 5) ) , 
et de la même manière quand le noyau K(x,y) est suffisament régulier on a 
| < £ - 2-nK(2-"(A; + Tm))2-"(£ + rm))! = 0{2~«M+% 
On ne peut se contenter de ce résultat car la propriété (C.2.41) vérifiée par les coiflets 
n'est pas satisfaite par les bases d'ondelettes à support compact en général. Ensuite 
il s'avère que le support des coiflets est 50% plus grand que celui des Daubechies par 
exemple, et l'utilisation des coiflets pour effectuer des calculs numériques nécessitera 
50% d'opérations de plus que l'utilisation des Daubechies. Enfin comme on fait un 
développement de Taylor la présence d'une singularité dans / ou dans K pourra 
induire une erreur de calcul difficile à contrôler. 
Dans notre cas et afin de répondre à cette question d'une manière plus large, on 
propose dans la partie C de cette thèse des formules de quadrature, pour l'estimation 
des s°k et s°kl, basée sur la propriété multiéchelle de </> et valable pour une large 
classe de fonctions / (respectivement noyaux K). L'élaboration de ces méthodes de 
calcul nécessitera la connaissance des moments Mt de la fonction <f> et on explicite 
dans la section qui suit un algorithme de calcul de ces quantités. 
1.4 Moments de la fonction d'échelle. 
Définition 2 Si k £ N, on appelle moment d'ordre k de, la fonction <f> la quantité 
Mk = / xk 4>{x) dx 
L'équation d'échelle (A.1.9) donne accès aux valeurs de Mk par un calcul récursif 
très simple (<j> est normalisée au sens où Mo = 1). On trouvera dans [11, 15] une 
généralisation de ce résultat au calcul d'intégrales de produits de fonctions d'échelle 
quelconques et on rappelle ici les grandes lignes de la méthode. 
En injectant l'équation d'échelle (A.1.9) dans la formule du moment Mp on 
obtient : 
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2 A Í - 1 
OÙ 
Mp = y/2 xp ^2 hk(f){2x~ k)dx 
J Jt=o 
2 A Í - 1 
= 2~p/\/2 ^ hkJ(x + k)P<p(x)dx 
2 M - 1 p / \ 
= 2-7%/2 E ^ - Œ ( Pi )klxP-i(f)(x)dx 
k-0 i-0 ^ ' 
V / \ 2AÍ-1 
= 2 - V v ^ £ ( ! ) J2hkk*lxr~><t>(x)dx 
t=0 ^ ' k=0 
-
 2_p
 E f ! ) m ^ -
¿=0 
2AÍ-1 
On déduit donc la formule de récurrence suivante 
p 
mi = ~ JT ftfcfc*. (A.1.31) 
A*p 
Après implementation de cet algorithme, voici quelques exemples des moments de 
fonctions d'échelles de Daubechies. 






















1.00000000000e + 00 
6.33974589933e - 01 
4.01923777054e - 01 
1.31091538279e-01 
-3,021933565909e - 01 
-1.06587285311e+00 
-2.41783035039e + 00 
-4.72791240031e+00 
-8.40765539856e+00 
-1.35142662601e + 01 
-1.83643342457e + 01 
-1.53776342745e+01 
2.04356970442e + 01 
1.61829096057e + 02 
6.06578724845e+ 02 
1.86869717660e + 03 
5.24015829499e + 03 
1.38794605619e+04 




6.68144669138e - 01 
4.45460044913e - 01 
1.17226347006e-01 
-4.66510905905e - 02 
1.47354534090e + 00 
1.06728808683e + 01 
4.83009119195e+01 
1.81428345214e + 02 
6.18393596591e+02 
1.99271425928e+03 




6.42498534549e + 05 
2.3039S604919e + 06 





9.07360367246e - 01 
5.83771813559e-01 
6.30775241167e-02 
-2.37749435288e - 01 
-8.17841787095e - 01 
-1.93803883128e+ 01 
-2.00465275763e + 02 
-1.41963579680e+ 03 
-8.2882077421e+ 03 




















5.64479845086e + 03 






Tableau 2 : Les moments M.k, Ä = 0, • • •, 18 pour les fonctions d'échelles associées 
aux ondelettes de Daubechies dont le nombre de moments nuls est M = 2 ,3,4 et 10. 
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Partie B 





R. Coifman et Y. Meyer ont défini les opérateurs de Calderón-Zygmund comme 
étant les opérateurs linéaires T de L2 dans L2 dont le noyau de distribution K(x, y) 
est une fonction définie si x ^  y et vérifie 
- \K(x,y)\<C\x-y\-n et 
- \dxK(x,y)\ + \dyK(x,y)\<C\x-y\-«-1 
Leur souci principal était de trouver une condition nécessaire et suffisante entraînant 
la continuité de T sur les espaces IF (R"), en particulier quand p = 2. L'un des outils 
pour l'étude de la continuité est le lemme de Cotlar et Stein : Soient H un espace 
de Hubert, Tj : H —> H, j G Z, des opérateurs continus dont les adjoints sont 
notés T*. S'il existe une suite w(j) > 0, j € Z, telle que ]T)ÎTO VW(J) < °° e t 
\\TjT£\\ < w(j - k) et \\T*Tk]{\ < u>(j - *0 pour tout (j,k) G Z2, alors pour 
tout x G if la série ] C - » ^ J ' converge et. si on pose T = ¿L-^ j^'> o n a 
IITII < £ í ~ x/Ml)-
La réponse à ce problème est arrivée avec le théorème T(l) de G. David et J.L 
Journé [13], et la condition nécessaire et suffisante pour qu'un opérateur T dont le 
noyau vérifiant les inégalités ci-dessus soit continu sur L2(Rn) est que l'opérateur T 
soit faiblement continu sur L2 et que T(l) et T*(l) soient dans l'espace BMO. 
On rappelle que T(l) G BMO est équivalent à dire qu'il existe ß G BMO telle 
que (1,T*(I¡J)) ~ (3,ip}BMO,Hi pour tout ^ G if1. 
Dans la démonstration du théorème T(l) , qui repose essentiellement sur le lemme 
de Cotîar et Stein, G.David et J.L Journé décomposent l'opérateur T de la manière 
suivante 
T = TQ + Lß + L1 
où T0 est un opérateur de Calderón-Zygmund vérifiant T(l) = T*(l) = 0, Lß 
et L7 sont deux paraproduits liés respectivement à ß — T( l ) et 7 = T*(l) 
éléments de BMO. En désignant par A la collection de tous les opérateurs de 
Calderón-Zygmund vérifiant T(l) = T*(l) = 0 la démonstration de T(l) fournit 
l'isomorphisme 
CZO = A ® BMO © BMO. (B.0.33) 
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L'étude de l'ensemble A est donc centrale dans celle des opérateurs de Caldercm-
Zygmund. 
Avec la découverte des bases d'ondelettes, Y. Meyer a établi une nouvelle dé-
monstration du théorème T(l) en caractérisant les éléments de A par leur matrice 
({Tipj¿, 4>j>,k>))j,j>,k,k' dans une base d'ondelettes {i-Jj,k)(j,k)çZxZr-- La continuité L2 
d'un élément de .4 se déduit de la continuité de sa matrice sur l'espace des suites de 
carré sommable qui s'obtient par le lemme de Schur [20]. Et pour résoudre le pro-
blème du calcul symbolique sur A, Y, Meyer a démontré [20] que l'espace A est la 
réunion croissante d'une famille d'aîgèbres de Banach OÀ4^, 0 < 7 < 1, telles que 
tout opérateur T élément de OM.^ est caractérisé par une estimation, dépendant 
de 7, des coefficients de sa matrice dans la base d'ondelettes (ipj,k)j,k-
Dans cette partie nous introduisons une nouvelle classe d'opérateurs comparables 
à OM-y, et définie par une estimation des coefficients de la matrice dans (ipj,k)j,k: 
dépendant non seulement de 7 mais aussi d'un nouveau paramètre 7'. On notera 
OÀdini cette nouvelle classe et on montrera que c'est une algèbre d'opérateurs si et 
seulement si les paramètres 7 et 7' sont strictement positifs et vérifient 7' < 27. Et 
on terminera par une caractérisation des noyaux K(x,y), associés aux éléments de 
OÀ41>7i, grâce aux notions des dérivées fractionnaires. 
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Les algebres d'opérateurs Á4^ y 
1.1 Préliminaire 
Voici les définitions et rappels dont nous aurons besoin tout au long de cette 
partie. Soit V un espace vectoriel tel que P(Rn) C V C X2(Rn) ( les deux 
injections ci dessus sont continues et d'image dense). On note V l'espace dual de 
V et Q l'ouvert de (Rn x RK) défini par x # y. 
Définition 3 Un opérateur linéaire continu T : V —> V est associé à une 
intégrale singulière s'il existe un exposant 7 €]0,1[. deux constantes CQ et Ci et 
une fonction K : il —> C 
\K{x,y)\ < C0\x~y\~n (B.l.l) 
\K{x.,y) - K(x'~y)\ < d \x - x'p ¡x - y\~n^ 
1 
si \x -x'\ < -\x-y\ 
\K(x,y) - K{x-y')\ < d \y - y'p \x - y'Cn-~' 
« \y ~y'\ < g \x - v\ 
(B.1.2) 
(B.1,3) 
et Tf(x) = / K{x,y) f(y) dy pour toute fonction f € V et tout x 
n'appartenant pas au support de f . On note SIO l'ensemble de ces opérateurs. 
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Définition 4 Soit T : V(Rn) —> V(Rn) un opérateur linéaire continu. On 
dit que T est un opérateur de Calderón-Zygmund si les conditions suivantes sont 
satisfaites : 
1. Le noyau K(x,y) est une fonction localement integrable sur Q et 3 CQ 
telle que \K(x,y)\ < CQ \x - y\~n 
2. Il existe 7 e]0,1] et une constante Ci tels que pour tout (x, y) € O on ait, 
\K(x,y) - K(x! -y)\ < d \x - x'[< \x - y j - " " 7 
yx' tel que \x — x'\ < - \x — y\ 
\K{x,y) - K{x-y')\ < Cx \y - y'V \x - y ^ 
Vy' tel que \y - y'\ < - jx - y\ 
(B.1.4) 
3. T se prolonge en un opérateur continu sur L2(Mn) . 
On note CZO l'ensemble de ces opérateurs. 
Remarque 2 Si 7 > 1, on écrit 7 = m + r, où m € N* et 0 < r < 1 et les deux 
conditions (B.1.4) sont remplacées par 
\d°K(x,y)\ < C\x - y\~n'H pour \a\ < n 
\daK{x,y)-daK(x',y)\ < C\x - x'Y\x - y j""" 7 si \a\ = m et \x - x'\ < \x - y\/2. 
et de même en remplaçant K(x,y) par K{y,x). 
La dernière condition de la définition 4, qui traduit la continuité de l'opérateur 
'T sur L2 (En), s'est avérée difficile à mettre en oeuvre dès lors qu'on sort du carde 
classique des opérateurs de convolution. Le théorème T(l) de David-Journé [20] 
énoncé ci dessous, a effacé cette difficulté en donnant une condition nécessaire et 
suffisante pour la continuité sur L2(E") des opérateurs (CZO). 
Théorème 1 (David et Journé) Si T est donné par la définition (3). Alors T 
se prolonge en un opérateur continu sur L2(Rn) si et seulement si les conditions 
suivantes sont satisfaites 
1. T(l) e BMO(R") 
2. *T(1) € BMO(l") 
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3. T est faiblement continu sur L2(Rn) 
Remarque 3 - L'espace BMO(S") est Vespace dual de l'espace de Hardy 
H1 , nous renvoyons le lecteur à [19] pour tout ce qui concerne cet espace . 
- La continuité faible sur L2(Rn) est définie de la manière suivante : Rb, b € Rn 
désigne l'opérateur de translation par b et Da,a > 0, l'opérateur unitaire de 
dilatation par a. On dit que l'opérateur T est faiblement continu si et seule-
ment si l'ensemble {R¡,DaTDa-iRf¡-i., a > 0, b € E"} est un ensemble borné 
d'opérateurs linéaires continus de Z>(Rn) tiens V'(Rn). 
Comme nous l'avons signalé dans l'introduction de cette partie, deux démons-
trations sont données pour le théorème T(l) dans [20]. La première repose essen-
tiellement sur le lemme de Cotlar et Stein et nous offre la décomposition (B.0.33) 
qu'on réécrit 
CZO = A @ BMO © BMO, 
La seconde démonstration utilise le fait que la continuité L2(En) de l'opérateur 
T G CZO se déduit de celle de sa matrice dans une base d'ondelettes sur l'espace 
des suites de carré sommable, qui s'établit à l'aide du lemme de Schur. Au cours de 
cette démonstration Y. Meyer, a montré que A de (B.0.33) est une réunion infinie 
d'algèbres d'opérateurs. Ces algebres sont isomorphes à une famille d'algèbres de 
matrices défini par : 
Définition 5 1. Soit 7 un réel strictement positif. Une matrice "infinie" A, 
indexée par l'ensemble des cubes dyadiques À x A, appartient à l'ensemble 
Ai1 si et seulement si il existe une constante positive C telle que : 
\AMM\ < CW7(A0,Ai). (B.1.5) 
avec 
2_(f+7) Ijo-j'il 1 
2. On note ÖM-y la classe d'opérateurs T : L2(Mn) —> L2(K.n) telle que la 
matrice TA0IAI = < Ti/%,^Ai > € M1 . 
On a le résultat suivant : 
Théorème 2 ([20]) L'ensemble M.1 est une algèbre, On appelle M.^ algèbre de 
Lemarié. 
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R e m a r q u e 4 L'estimation (B.1.5) est en défaut si 7 est un entier. F. Trigui dans 
sa thèse / ? / a donné une nouvelle condition nécessaire et suffisante pour que (B.1.5) 
soit vérifié quand 7 est entier. 
1.2 Nouvelle algèbre 
Déf in i t i on 6 Soit 7 , 7' deux réels strictement positifs, une matrice "infinie" A 
indexée par l'ensemble des cubes dyadiques A x A , appartient à l'ensemble Mlkl> 
si et seulement si il existe une constante positive C telle que : 
\A,oM\ < CW^,{XQ,\i). (B.1.7) 
avec 
2~(% +i0 iio-ii! 1 
W w i A o A ) = f + (jo - j i ) 2 • ( T + 2»'C*>¿.>|Ao r ^ | ) Ï Ï T 7 (B-l-8) 
R e m a r q u e 5 5ï 7 = 7' afors Ai 7 i y = .M 7 . 
C o r o l l a i r e 1 ¿4yec /es mêmes notations que la définition (6) on a : 
1. M~j Ç y\47,y C A4y 51 0 < 7' < 7 
2. My Ç > í 7 ; y Ç M1 si 0 < 7 < 7 ; . 
En effet, supposons que 0 < 7' < 7 et considérons ,4 G M-y, on a A A ^ < 
CW7.7(A0, Ai) . D'une part on a 
1 1 
( „ „ \n+l <; C \n-Pi' 
*•!
 + 2infÜoJi)jÁ0 - XiY -Kl + 2infUoji)|A0 - Ai|y 
par conséquent |A\0,Ail < CW-y^Ao, Ai), donc A G M7,7>. 
D'autre part, on a 
2Hi-i'l(n/2+7) < 2-b'-J'Kn/2+V) 
ce qui implique que I^AO.AJ < CWy<7'(Ao, Ai) et A € .My, ce qui démontre le 
premier point. La démonstration de second s'effectue de la même manière. 
Pour toute la suite, on note ß = n 4- 7' et 
W7,y(Ao, Ai) = (l + 2 i n f ^.J i ) jA 0 ~A 1 | )^ ' 
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Comme pour les ensembles de matrices M-,, nous allons regarder si l'ensemble de 
matrices M.ia> est une algèbre. Pour cela il suffit de trouver pour quel couple (7,7'), 
Mir/ est stable par la multiplication matricielle. 
Soient A, B deux éléments de M.la< et G la matrice produit AB. Pour tout 
Ao, Ai G À on a 
AGA 
On note / = Y^ W7jy(A0, A) W7i7<(A, Ax) , il suffit de montrer qu'il existe une 
/ < CiW7,y(A0lAi) (B.1.9) 
A6A 
constante Ci > 0 telle que 
pour conclure. 
En effet, on a 
2-(?+7)(l¿0-Jt + l j- í l l ) __ 
I = ) - : • -r^r W'77/(A0,A) W'r7iy(A, AÏ). 
2-(f+7)(lJ0-ji| + | j- j l i ) 
J 
avec JJ = ^2 ^7,v(^0) A) H'r7iy(A, Ai), 
fc 
Pour montrer (B.1.9) on commence par l'estimation de la somme en k , donc par 
P et on passera à la somme en j pour conclure. Rappelons que 
P =E f c^7,v(Ao,A)ÎF7 > y(A,A1) 
(B.1.10) 
= Eit (1 + 2inf(J°>J)|Ao - A|)-" (1 + 2 i n f ^ | A - \x\)-0. 
Le rôle symétrique de (A0,Ai) nous permet de supposer que j 0 > j \ (quitte à 
remplacer les opérateurs étudiés par leur transposée). On distingue trois cas pour 
la position de j par rapport à j 0 et ji, à savoir, j > JQ > ji, j0 > j > j \ et 
JQ > il > j -
Avant de passer à l'estimation dans chacune de ces cas, quelques résultats nous 
paraissent indispensables. 
Lemme 1 (Somme de Riemann) Pour e G E, k G Z", x G S on a 
Y^(l + \x-ke\)-ß < ¡CCt_n * ^ J VßeRetß>n, 
fceZ" *• — 
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Lemme 2 Soient (e, rj) e K2 , (x, y) G M2 ei j9 G R$. 
5 Î 0 < T] < e < 1 alors 3 C = C(/?) > 0 tel que 
Y^{l+\x~ke\)-ß{l + \y- krj\ ) ~ ß < C.e~n ( 1 + ¡y - x rje'1] ) ~ ß (B.1.11) 
kezn 
1 
Démonst ra t ions : 
On note 6 = -qe~l 0 < 0 < 1 , deux positions de x par rapport à y sont 
à distinguer. 
Soit C une constante strictement supérieure à 1. D'une part, si | y — 6x\ < C 
en confondant x et y on se ramène à une somme de Riemann avec e < 1. D'autre 
part, si | y — 9x\ > C, on distingue la région Ri où le triplet (x, y, k) vérifie 
1 
! x - ek\ < -—\y~9x\, 
de la région R2 où 
\x~ek\ > L\y-dx\. 
On note «Si et «S2 les quantités suivantes: 
* = Yl(1 + \x- **i rß(i + \v- kr¡\ rß 
kdRx 
5i
 = 1 1 ( 1 + ix - ¿ e i ) " ' ( 1 + \y " k^ ) _ / ? 
Pour tout k € i?i ön a. 
2; I — I x — e/ci 





2 - e* 
0 
— — x 
\y-6x 
Or e < 1 alors par l'inégalité de Riemann on a 
^2 ( 1 + |s - ke\ y0 < C0 e'n 
kçZn 
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Alors Si vérifie : 
«Si < 2ß ( 1 + \y - x0\ )-f> j : k & n ( 1 + |x - ke\ ) ~ ß 
(B.1.12) 
< 2ßC0ern (l + \y-xß\)~0. 
Pour tout k G R2 on a 
\x - 6y\ < 26 \x - efe¡, 
alors 59 vérifie : 
s2 < (i + h \y - 6x\yß Et6z-( i + Iv - M r" 
< 2ß Bß r]~n C{ß) (28 + \y~ 9x\)~ß. 
Or, \y -x0\ > Cete < 1, a^ors : (20 + \y - Ox\)~ß ~ ( 1 + ¡y - x$\ ) ~ 0 , 
comme 77 < t , <S6 vérifie : 
52 ^d i / î jc -» [f)ß-n (1 + jy-Ôxl)^ 
(B.1.13) 
<Ci( j0)e- n (1 + ¡y-öx | )~^ . 
la somme de (B.1.12) et (B.1.13) donne (B.l . l l ) , d'où le lemme 2. 
Corollaire 2 
] T ( 1 + |x - ¿| Y0 ( 1 + ¡y - k\ )~ß < C.(l + \y- x\ Yß (B.1.14) 
Il suffit de prendre 77 = e = 1, et l'équation (B.l . l l) permet de conclure. 
Corollaire 3 
Y (i + \uß-k\)~ß( 1 + \w-k\)-ß < cv~ß{ 1 + \v-«~|)~ßy {u,v). 
kezn 
Puisque l'inégalité (B.1.14) étant vraie pour tout couple (x,y) G M2. Si on suppose 
x — U¡J. et y — vv avec 0 < ¿z < Î*' < 1 on obtient le résultat de ce corollaire. 
Revenons maintenant à l'estimation de P donné par B.1.10, et distinguons trois 
cas de la position de j par rapport à j'o et j \ : 
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Premier cas : j > j0 > jx ( = > inf(j, j 0) = j0 , inf (j, ^ ) =ji). 
On note 
l{ - ^ ( i
 + 2M|Ao-A|)-^(l + 2 J ' l |A-A1 | ) -^ 
k 
qu'on peut aussi écrire sous 3a forme 
l[ = 5 ^ ( 1 + 1 2ioA0 - k2io-j - r2io~i-1\)-0 (1 + | k2jl~j - r2J ' l_J '_1 - A^ ' j ) " 
k 
Avec les notations suivantes: 
Xj = 2joX0 - r2io-j-1 , e = 2io~j 
yj = 2jlX1 - r2ji-j-1 , r} = 2jl~j. 
on obtient : 




Par le lemme 2 on assure l'existence d'une constante Ci = C\{ß) > 0 telle que , 
H < C,(ß)e~n ( 1 + \yj - xjVe-l\)-ß . f B 1 1 5 -
< Ci(ß)e-a ( 1 + 2^ |A 0-A 1!)- / Î ' • • ' ' ' 
En passant à la somme en j et grâce à l'estimation (B.1.15) on obtient 
2~(ï+7) VJ-jo-h) 
h =
 ^ i l -h !_7n~?i2)!l + l.7-.7il2) 7 ' 3 (i + L O - Í I 2 ) Í I  \ j - m 
2-(f+7)(2j-J0- i l ) 
—¡2) K
 ¡ ( ! + b o - J | 2 ) ( l + | j - J i | 
< d(/5) ( 1 + 2HM-\\Yß M,,1_ - m 5 3 2-tî-"> (íí-io-iO-ntib-i) (1 + U o - J i P ) 
j 
O-Cf+T) Lia-il) _ _ „ ,. 
< g ,w( i
 + »*iA.-A,ir • E » 
La somme ci dessus est convergente parce que j > j 0 et 7 > 0 , d'où la première 
conclusion : 
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S i j > 3o > J i3C 1 = Ci(/3) tdtjwe h < Cx{ß) W7,y(A0, A^. (B.1.16) 
Second c a s : j 0 > j > ji ( = » inf(j,j0) = j . inf(j,jQ = j i ) . j 
On note 
l{ = ] T (1 + ï?\\ - Aj)^ (1 + 2J1|A ~ Ai!)^ 
fc 
qu'on réécrit aussi comme 
11 il . I071 \ I.rvli— 1 _r»7l — )' —1 i \ ' ^ 4 - J ] (l + |2JAo - * - il) (1 + |2JlAi - fc2J1-J - r2^-J-1|)" 
Avec les notations suivantes 
r 
%j = 2JXQ - - , e = 1 
1-3 
le lernme 2 est vérifiée avec e = 1 , on déduit donc l'existence d'une constante 
C2 - C2(ß) > 0 tg : 
/¡Í < C2(ß) ( 1 + M - w l ) ^ . (B.1.17) 
Au passage à la somme en j on obtient: 
9-{ f+7) (JQ-il) 
r _ V^ £_J r. 
2
 z_/ n J- i-L _ ii2Vi -u h- - -i, m -(i + ¡ j o - ü
2 ) ( i + b - - j i i 2 ) 2 
< C2(/3) 2~W <*>-») ( j + y 'MAo-Ail ) - ' £ ( 1 + lâ>-¿l 2 )" 1 (1 + I j - J i P ) " 1 
j 
<
 c , ( g ) ( i + ^ i A . - A , i r (1 + I A _ , . P ) 
< C2(/?)W7.y(*o,A1). (B.1.18) 
Troisième cas : j 0 > Ji > j ( = ^ inf(j, jo) = i , inf(j,h) - j). 
On a 
Il = ^ ( l + 2^ |Ao-A | ) ^ ( l + 2 ^ A - A 1 ] ) ^ 
= ] T (1 + 2^jojA02JO - k230^ - r2 j°- j-1!)~ /3 (l + 2>~jl ¡X^ - k^l~j - r2 J '1- J ' -1 | )" i . 
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Notation; 
yj = 2jlXl ~ r2jï~j~l , n = 2J'_J'1. 
Xj = 2ioA0 - r2J '0--'-1 , e - 2 ^ ° 
On a 0 < e < r? < 1 et 
k 
D'après le corollaire 3, on déduit l'existence d'une constante C = C(ß) > Otq : 
4 < C{ß)rß (1 + \xjtrT* - Vi\)~ß • (B.1.19) 
on termine en passant à la somme en j : 
2-(f+7)C?o+.?'I-2.7) , 
h =
 ^(rTTjo-j!2)(i + ¡ j ^ p ) / á 
< (7/m ( 1 + 2J1\X0 - Ai|) 2 _ ( | + 7 ) ( i o _ i ¡ ) y ^ 2 _ 2 ( a + T ) j , 22(f+7)i 2(J1-J)/J 
(i + bo ~J ' I ! 2 ) ^ 
< C(ß) WliY(X0, A>) ] £ 2^-^^-iD 
j 
Comme ji > j , la somme ci dessus n'est convergente que si 7' < 27, on déduit 
donc que si 7' < 27 alors il existe une constante C = C(ß) telle que: 
h < C7(/3)W7,y(A0jA1), (B.1.20) 
Conclusion 
D'après les équations (B.1.16), (B.1.18) et (B.1.20), on conclut que pour (7,7') G 
R+ vérifiant 7' < 27 , il existe une constante C = C(n, 7,7') telle que 
IGÍAo.Ai)! < CWV/(Ao,Ai) (B.1.21) 
et par conséquent la matrice G = A B appartient à A17,T '. On a le théorème 
suivant 
Théorème 3 Si 7 et 7' sont deux réels strictement positifs tels que 7' < 27, alors 
Vensemble M-u-,> est une algèbre. 
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1.3 La nécessité de la Condition 7' < 27 
Nous venons de démontrer que pour tout couple réel (7,7') vérifiant 0 < 7 ,7 ' 
et 7' < 27 l'ensemble .M7,7< définie par (B.1.7) est une algèbre. Le théorème 
suivant nous confirme la réciproque. 
Théorème 4 Soient 7 ,7 ' deux réels vérifiant 7,7' > 0 . Si l'ensemble -M7iT< 
définie par (6) est une algèbre alors le couple (7,7') vérifie la relation 7' < 27 . 
o 
Démonst ra t ion; On va faire un raisonnement par l'absurde. Soient 7, 7' deux 
réels vérifiant 7' > 27 et W la matrice donnée par 
WxoM = W V (AÛ, Ai) V(7o, 7i) e A2. 
La matrice W est un élément de Min>. Soit G la matrice produit H7.14', pour 
tout couple (A0,Ai) G À2 on a 
G>*M - X]WVv(Ao-A) W7;V(A, A,,). 
Lemme 3 Soit 7,7' deuz rée/s ie/s que 7' > 27. Si pour tout couple (Ao,Ai) € A2 
on note E(A0) Ai) = vT^Tp^ÄI)' alors ^ existe {v,p) € A2 ie/ gue pour íouíe 
constante positive C on ait 
E(i/,/i) > C. 
1 
Une fois ce lemme démontré on pourra conclure qu'il existe un couple (u, /i) € A2 
tel que pour toute constante positive C la matrice G vérifie 
C,,,. > CW7iy(i/,¿z), 
donc la matrice G ne vérifie pas la définition 6 ce qui implique que G & Mia> et 
par conséquent l'ensemble ,M7i7< n'est pas une algèbre si 7' < 27. Ce qui achève 
la démonstration du théorème. 
il nous reste maintenant à démontrer le lemme ci dessus. Les éléments de la matrice 
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où P et A* sont donnés par 
P =
 Yl i1 + 2 in fCwo)iAo - X\)~ß (1 + 2 i n f ^ | A - X1\)"ß 
fceZ" 
9-(ï+7)(lJ-io!+b'-ji|) 
(l + ( j - J o ) 2 ) ( l - ( j - J i ) 2 ) ' 
On considère J0 = { j / j < j \ < jo } , comme P et /P sont positifs on a alors 
GxoM > J2A3P-
Ensuite si on note x= k0 + ^ - r2j°-j-\ y = kx + % - r2jl~j-\ e = 2-»'--7'0 et 
r¡ = 2 J" J l , on écrit alors 
F = ] £ (1 + |a;e - Ä | )^ (1 + ¡y?? - k\)~0 
kezn 
comme il s'agit d'une somme de termes positifs, on peut donc minorer F par 
(1 + \xe — /c0j) (1 + \yr} — fcol) avec k^ = [xe]. Et on a alors 
p > o-ßU-u) (»y-1 + Í2/ — XC17-11) "^ . 
Ce qui implique que 
|GA o ,A l! > ^ ^ 2 - ^ 0 - i i ) (T7-i + | y _ X € T 7 - i | ) - / » j 
et par conséquent 
EfAo.Ax) > j 6 J o
 In w . . — ^ - (B.1.22) 
11 \P 
é r V ^ + llZ-zeTT1!/ 
On note Ji = {j € JQ / r] 1 < \y - xer¡ l\) . D'une part, l'ensemble Jx est 
minoré par l'entier j * = 1 — [log2 |A0 — Ai|], car 
T?-1 <\y- xafl\ => 2jl~j < 2jl\XQ - Ax| 
=^ 2~J < ¡A0-A1I o encore 2-7'jA0 - Ax¡ > 1 
=*> ,• ^ loglAo-AJ 
log 2 
1.3. LA NÉCESSITÉ DE LA CONDITION i < 2j 49 
Si on note j * = — [!og2 |A0 — Ai|j + 1 alors j > j * pour tout j G Ji, et on minore 
E de la manière suivante 
S(Ao,A1)= E ï*1-™-'* ( 1 l + J" J C T 7 " 1 | i iV- i8"1"23) 
D'autre part, puisque ß > 1 , l'inégalité ?7_1 < jy — zerç-1! implique 
> 
ß
 ' 1 
{r¡-i + \y - xen-*\)ß \2\y - xer)-1]) V22^|AÛ-A 1 
Ensuite on a l'égalité l + \y—xtr¡~y\ = 1+2_J1|A0—Ax | et comme 2:,1|A0 — X\\ > 1 
alors 
(l + b - x e r f 1 ^ > 2fl. 
On déduit donc que 
1 + jy-xer j - 1 ! 
> 
.rç^ + l î / - * « ? - 1 ! / (2^iA0~A1|) / 
et de (B.1.23) on obtient 
H'AoA) > 5^2^-v)ü-^(y i |A0-A1 | ) ' Í V " ' ' {¿"\*o- Al i ; 
m* 
> (2 J 1 |A0-A1 | )~ / J ^ 6 m (B.1.24) 
où b — 21 _ 2 T et m* = ji — j * . 
Puisque le couple (7,7') vérifie l'hypothèse 7' > 27, on distingue deux cas : 
1. Si 7' = 27, donc b — 1 et 
E(A0 ,A1)>(m* + l ) (2^ |Ao-A 1 | ) " ^ ) 
et si on fait tendre jx vers l'infini alors pour tout A0 la quantité E(A0,Ai) 
tend vers l'infini. On conclut donc, de (B.1.22), que pour tout couple (A0, Ai) 
où j'i —> 00 on a GA0,AI > C W7)7'(Ao,Ai) pour toute constante C 
strictement positive. 
2. Si 7' > 27, alors b > 1 et on a 
, l - 6 1 + m * E(A0,Ai) > 2 ^ ( | A 0 - A 1 | ) - ^ 1 - 6 
p(m* + l ) Iog 26 _ 1 
> X~0~ — -. (B.1.25) 
6 - 1 v 
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avec X = 2J1jA0 - Aij -> -+-00. 
Si on note (v,ß) le couple (Ao,Ai) tel que X —> +00 alors in* —> +oc 
et de (B.1.25) on déduit que E(AQ,AI) tend vers l'infini. On conclut donc de 
(B.1.22) que si 7' > 27 alors il existe un couple (A0, Ai) tel que pour toute 
constante C strictement positive on a |GA0,AII > CW1%1<(A0, Ai). 
Ce qui termine la démonstration du lemme 3 et par conséquent le théorème 4. Et 
on conclut donc que M.ia< est une algèbre si et seulement si 0 < 7,7 ' < 27. 
Remarque 6 Pour toute la suite de cette partie on suppose que la condition 0 < 
7, 7' < 27 est vérifiée( donc -M7 y est une algèbre). 
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Chapitre II 
Caractérisations des algebres Á4y y 
II. 1 Algèbre A47)y et bases d'ondelettes 
Définition 7 Soit (ïp\)\ç_\ ur^e base d'ondelettes provenant d'une analyse multi-
résolution de régularité r (r est aussi grande qu'on le veut). Pour tout couple de 
réels (7, Y) tel que 0 < 7,7' < 2j, on définit Op(.M7)7<) la classe d'opérateurs 
T : L2(3Rn) —--> L2(W') dont la matrice représentative dans la base orthonormée 
(4>\ ® '^Á)(A,A')€A2 appartient à l'algèbre <M7l7'. 
Il est très important de faire remarquer que cette définition ne dépend pas du choix 
de la base d'ondelettes (ce qui explique le choix arbitraire de r) , comme le montre 
le lemme ci après. 
Lemme 4 Soient (ipx)\€A e¿ {''PxJxeA deux bases orthonormées d'ondelettes de 
régularité r. Si on note P la matrice de passage d'une base à l'autre, 
P\,\' = / ilf\(x)i¡>y(x)dx. 
Alors P € A47,y V 0 < 7 < r , V 0 < 7' < 27. 
1 
Remarque 7 A partir de ce lemme peur dire que les algebres naturelles auxquelles 
appartiennent les matrices de changement de base d'ondelettes sont les algebres 
À41<7i et non A47. Les opérateurs associés à ces matrices constituent les premiers 
exemples des éléments de Op{M)1*l¡. 
Avant de donner la démonstration de ce lemme, nous allons rappeler les expres-
sions des propriétés de la régularité, la localisation et le caractère oscillant d'une 
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ondelette données par le théorème fondamental d'existence des bases d'ondelettes à 
support compact d'I. Daubechies. On note E l'ensemble des suites e = (E\, e2, • • •, £n) 
avec Ei = 0 ou 1, la suite (0, 0, 0, • • •, 0), étant exclue. Pour tout r G E + , il existe 
2n — 1 ondelettes mères ipe, E E E de classe Cr à support compact telles que 
1. Si r = 0 , T/'E(X) G L°°(Rn) et si r > 1 , tp£{x) ainsi que toutes ses dérivées, 
jusqu'à l'ordre r, appartient à L°°(En) 
2. 






^(a;)da; = 0,V|a| < r. (B.2.2) 
4. Avec À ~ 2^/c -f 2"~J 1e, la collection des fonctions i¡J\(x) = 2^ i>E(2jx— 
k), j G Z, /r G Zn forme une base orthonormée de L2(R") . 
Le second point ci dessus s'écrit pour ^ 
| 0 ° ^ ( a ; ) | < Cjv 2n j ' ( a +s '(1 + 2 J ' |x-A!)- JV , (B.2.3) 
VJV > l ,VaG N* ei |a| < r. 
Les deux premiers points caractérisent la régularité et la localisation de tp, le troi-
sième point donne le caractère oscillant de tp et il est connu aussi sous le nom de 
propriété de cancellation. 
Définition 8 Des fonctions continues sur W1, /¿>(a;),j £ Z, A: G Z", sont dites 
Vaguelettes s'il existe deux exposants a > ß > 0 et une constante C > 0 tels que 
\fhk(x)\ < C2ni'2{l + \Vx-k\)-n-a 
JfjAt)dt - 0 
!/>.*(*) - hÁv)\ < C2W+™\x-¿f 
(B.2.4) 
Retournons maintenant à la démonstration du iemme (4) ci dessus. D'une part 
nous avons 
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P\,x — <rf>\,il>x>= H>\(x)tl>x,{x)dx 
= 2 * ^ ^ ( 2 % - fc)$(2J"a; - k'), 
Par ia localisation des ondelettes ip et ïp, pour iV un entier positif, nous avons 
\Px,\>\ < ^{j4rñ f(l + \2?x-k\)-N(l + \2>'x-k'\)-Ndx, 
< 2>0+J" ) f{l + \yx~k\)-N(l+y'\x~k'2~j'\)-Ndx, (B.2.5) 
Par symétrie on peut toujours se ramener au cas où f > j . D'après [19], il existe 
une constante CN > 0 telle que 
í ( l + |2Jx - k\)-N(l + \2j'x - k'\yNdx < CN2-nj'(l + 2j\k'2~j' - £;2^1)-jV, 
On en déduit alors que (B.2.5) se majore de la manière suivante 
|PA,V| < CN2-^'~j\l + 2j\k'2~J' - k2-'\)-N. 
Si on choisit N > n + 7' alors 
\P\,x>\ < CN2-W-j\(l + 2infÜJ">|A - X'\)-n^'. (B.2.6) 
D'autre part, en utilisant le caractère oscillant de tp (B.2.2) et sa régularité qui se 
traduit par 
yjk(x) - 4>jk(k'2~3')\ < 2*i+r> \x - k'2-t 
nous déduisons que la quantité |PA,A'Í se majore par 
Px,x\ < / ^i'x(x) - 4>\(k'2 y ) | |^A/(x)| dx 
< 2^+r) Í x~k'2-r\r^x,{x)\dx 
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A l'aide des deux majorations (B.2.6) et (B.2.8) ci dessus de ¡PA,A'|, notées Mx et 
M2, on en obtient une troisième majoration M3 = MfM« où 0 < r < 1. En 
choisissant r suffisamment petit, on obtient 
¡ i V ¡ < C2- (f+ 7 ) l j- J" !(l + 2infÜJ,)|A - A'!)"""7' (B.2.9) 
On conclut donc que la matrice P appartient à .M7ly, V7' > 0. On choisit 7' < 27 
car c'est la région où M.ia< est une algèbre. 
Remarque 8 D'après le lemme ci dessus l'utilisation d'une ondelette à support 
compact pour l'étude des algebres -M7¡y est suffisante. 
II.2 Caractérisât ion des noyaux de A/Í7y 
Dans cette section, les réels (7,7') vérifient les conditions suivantes : 
0 < 7, i < 1 
i < 27. (B.2.10) 
On rappelle les notations suivantes, pour A = 2 J(&4-§) avec e G {0, l } n et e ^ 
(0 , . . . . 0). On désigne par Q\ le cube dyadique défini par Qx = {x / 2Jx — k € 
[0, l[n} et m l'entier tel que le support de tp\(x) = 2 2 ipfëx — A;) soit inclus dans 
mQx avec 
mQx = {x / Vx -ke[-{m + l ) /2, m + 2 + l/2['1}. (B.2.11) 
La question principale qu'il faut se poser maintenant est l'estimation des noyaux 
K(x,y) des opérateurs T éléments de l'algèbre ÖM.ia< quand le couple (7,7') 
vérifie (B.2.10). Comme cette algèbre est indépendante du choix de la base d'on-
delettes alors une telle estimation doit l'être aussi. Le corollaire 1 nous offre une 
première estimation issue de celle donnée par Y. Meyer dans [20], pour les noyaux 
K(x,y) associé à un opérateur T G OMy,0 < 7 < 1. On en rappellera ci-dessous 
l'essentiel : 
Soit Áj la classe des opérateurs linéaires continus vérifiant les conditions (B.l.l) 
et (B.1.2) de la définition (3) et tels que T(l) = ^ ( 1 ) = 0. On a le théorème 
suivant [Meyer] [20] ( dont la démonstration est donnée en détail dans [20]) 
Théorème 5 ([20]) Si 0 < 7 < 1 et si T G O M-, alors T e A1. Réciproquement 
si T G A, et sï 0 < 7 < 7, on a T G OM^. 
o 
Avec ce théorème et la double inclusion du corollaire 1 de (1-2), si on note 7" = 
inf (7,7') on déduit qu'un opérateur T G OMin' vérifie les conditions : 
\K(x,y)\ < C0\x-y\-n (B.2.12) 
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\K(x,y) - K(x'-y)\ < d \x - x'P' \x - yl'71^ 
(B.2.13) 
1 
Vx' tel que \x — x'\ < - \x — y\ 




Vt/ tel que \y - y'\ < - \x - y\ 
T(l) = *r(l) = 0 (B.2.15) 
Une première remarque à faire est l'optimalité de (B.2.12) et (B.2.15). En effet, 
l'opérateur de convolution avec la distribution p.f \x\~n est dans ÖA47iy car son 
noyau K(x,y) = \x — yj~n vérifie les conditions (B.2.12) et (B.2.13) et on a 
T(l) = 4T(1) = 0 parce que T est un opérateur de convolution. Alors toute 
amélioration de (B.2.12) exclurait cet opérateur de ÖM.in>. En ce qui concerne 
l'optimalité de T(l) = 'T(l) = 0, on l'a car 0 < 7 < 1. 
Donc toute caractérisation des noyaux K(x, y) de ÖM.ia< doit être du type 
(B.2.12), T( l ) — T ( l ) = 0 et une amélioration des conditions de Lipchitz 
(B.2.13). 
II.2.1 Théorème de caractérisation 
[A. Ezzine, S. Jaffardj Soit T un opérateur continu L2(Mn) —• L2(En). Les 
opérateurs de dérivation fractionnaire que l'on notera ds (de symbole \Ç\S) sont 
continus Hs —> L2 et L2 —> H~s. L'opérateur dsTds' est donc continu H3' —» 
H~s. Si l'on note K(x,y) le noyau-distribution de T, le noyau L(x, y) de dsTds est 
d^K{x,y). 
Cette remarque fournit une méthode (parmi d'autres) pour définir la distribution 
L(x,y) = d^K(x,y). 
Définition 9 Soient 7,7' deux réels positifs non nuls, on note «47)y l'ensemble 
des opérateurs T tels que : 
1. \K(x,y)\ < \x-y\~n 
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2. Pour tout s, s' Ç.M. vérifiant s < 7, s' < 7 et s + s! < 7', dsxdyK(xAj) est 
une jonction définie en dehors de la diagonale et vérifie 
dídsyK(xty)\<~ (B.2.16) 
et tel que T(l) = T*(l) = 0. 
Théorème 1 Supposons 0 < 7,7 ' < 1 et 7' < 27. Si la matrice Aln> de K, 
noyau-distribution de l'opérateur T, dans une base d'ondelettes est dans M.in< alors 
Réciproquement, si T est un opérateur continu sur L2 appartenant à A^y, alors 
\fj < 7, 7' < 7', la matrice de T dans une base d'ondelettes est dans l'algèbre M,^ y. 
Démonstra t ion : On démontre d'abord la partie directe. Supposons que la ma-
trice (y-lA,A')(A,A')€A2 £ -^7,7'! c , e s t à dire que 
\Axa\ < C2-lj-j'^+'f) r. (B.2.17) 
D'une part, si on considère 7" < inf(7,7;), on a {Ax,x') € M7" donc et d'après 
le théorème 5 \K(x,y)\ < ¡^pr, et T(l) = T*(l) = 0. D'autre part, le noyau 
/sT(x, y) s'écrit 
donc le noyau de dsTds' peut s'écrire sous la forme 
L(x,y) = Y, Bx,ywx(x)9y(y), (B.2.18) 
(A,A')eA2 
où ît'x et Oy sont des vaguelettes vérifiant les inégalités 
\wx{x)\ < CN 2 ^ (1 + T\x - A|)-'v, 
|ÖA'(y) i<C. v2^ (1 + 2 '" |y-A' | ) -A ' 
pour tout N > 1, et la matrice (BA.A') vérifie 
(B.2.19) 
II.2. CARACTÉRISATION DES NOYAUX DE ,M7, 57 
Les hypothèses et les estimations cherchées étant invariantes par le choix de s par 
rapport à s' et le choix de j par rapport à f (s et s' respectivement j et j'jouent des 
rôles symétriques). On peut donc se restreindre à estimer dans (B.2.18) la somme 
J < f-
On a alors avec l'estimation (B.2.3) 
\L(x,y)\ < C > • : —Tw 
pour ¿V que l'on peut choisir arbitrairement grand. En choisissant N > 2n + 7' + 1 
on obtient 
£¡f (TT^JA - A'j)nTr (1 + 2>> - A|)" ( l T ^ i ^ Ä ^ 
((l + 2 i | i - A | ) ( l + 2^ | y -A ' | ) y - n - l 
~ ^ [ ( 1 + 2i|A - A'|)(l + 2i\x ~ Af)(l 4- 2 % - A'|)]B+7' 
< ^ ( ( l + yig-AIKl + yiy-VD) 
1 
< 
- n - l 
( l4-2J>~-yj ) n + 7 ' ' 
Ce qui nous donne 
et puisque s' < 7, on obtient 
2(n+s'+s')j 
\L(x,y)\ < C V - „, .. 
Soit jo l'entier vérifiant 2"-?° < \x - y\ < 2.2~io, alors on a 
t)(n+s'+a)j p 
E ¿ < Q2i-n+s+s'^° < 
,^ .- i l 
\n+7 ' — — ¡ T _ 7 , | n+s+s ' 
^ ( 1 + 2^^-ys r 7 " -\*-y\ 
et 
2(n+s'+s)¿ ^-^ 2 Í 5 ' f í '_ 7 '^ 
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et comme s 4- s' < 7' alors 
£f il 
2(n+s'-fs)j £ 
<c-, ¿(1 + 2>\x-yl)»* ~ |x-y|"+'+<" 
ce qui démontre la partie directe du théorème. 
Nous démontrons maintenant la réciproque. On considère 
AX<y = {T^A,-0A')> 
ici encore, on peut se restreindre à l'étude du cas j < f et on distingue deux cas 
pour l'estimation de Ax¡y. 
Premier cas : |A — A'j > C2 3 (la constante C vaut 3x diamètre de t¡)) 
Les supports des ondelettes sont alors disjoints, on peut utiliser donc l'estimation 
(B.2.16) vérifiée par le noyau hors de la diagonale et on écrit Ax,y sous la forme 
Ax,y = fdsds'K(x,y)(d-siPx)(y)(d-s'ipx,)(x)dxdy. 
Soient 6 et w les deux fonctions telles gue leur transformées de Fourier coïncident 
respectivement avec |f |-Ä^>(0 et |£|~'sV(s) > @ix) et w(x) sont des vaguelettes. 
On écrit alors 
Ax>y = fdsds'K(x,y)2-sjwx(y)2~s'fôx,(x)dxdy. 
Nous n'allons pas estimer directement ces intégrales, mais plutôt celles obtenues 
en remplaçant wx(y) par ipx(y) et ôy{x) par ipy(x) et on notera 
Cyy = j dsds'K(xiy)2-s^x(y)2-slj'ïPxl(x)dxdy. 
En effet, si (B.2.17) est démontrée pour les (Cx,y), on effectue deux changements 
de bases, en passant des ondelettes orthogonales aux ondelettes biorthogonales ( La 
matrice de passage de ces changements de base est dans M.T pour r arbitrairement 
grand) et le fait que la matrice {A^y) vérifie (B.2.17) sera donc conséquence du fait 
que les M! y sont des algebres pour 0 < 7,7 ' < 1 et 7' < 27. 
L'intérêt de ce changement est que l'on peut supposer ipx et éy à support com-
pact. 
En utilisant l'estimation (B.2.16) on a: 
\Cx,y\ < C j ^^^n+s+sXS32-^'\My)Uy{x)\dxdy, 
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C2 - í J2_ í ' J '2~^ J + J '^2S J2n j2 í ' - ? 
~ (2*|A - A'|)n+T¡:? 
C!2-* 'Ü'-J ' )2-(?Ü'-J)) 
(2 |^A - A'j)"+s+¡7~' 
Comme 2J¡A — A'j > C et la constante C est choisie plus grande que 1 on déduit 
alors que 
C2-''k"-J>2-(?(j"-J')) 1/7 1 < J l i ^ 
! A'AM - (l + 2 J |À-A ' | ) n + s + i " 
en prenant 7 = s' < 7 et 7' = s + s' < y' on obtient enfin 
(72~(f+^"2{f+7"'"^ 
|CA(A'| < {i + 2i\\-\'\)n+y' 
On conclut donc que l'estimation (B.2.17) est vérifie pour Cx,y lorsque ¡A — A'| > 
C2~i. 
Second cas : ¡A - A'| < C2~3 
Dans ce cas les cubes Q\ et Q\> sont très proches et on se trouve autour de la 
diagonale, la région où le noyau K(x,y) n'est pas une fonction. Notons que dans ce 
cas le terme (1 + 2-? ¡A — A'|)_n"7 ' ne joue aucun rôle dans l'estimation (B.2.17) 
souhaitée pour A\,v- H suffit de majorer ¡AA.A'I par 
\AX,\>\ < C2~(f+7)ij-J"! (B.2.20) 
pour pouvoir conclure. 
Pour démontrer cette majoration nous utiliserons le lemme suivant : 
Lemme 5 (Y. Meyer [20]) Soit f(x) une fonction de classe Cm,m > 1 dont le 
support est inclus dans la boule unité de Kn et dont les dérivées partielles g^-,1 < 
j < n, vérifient !¡^-||oo < 1- Soit 0 < s < 1 un exposant et g € Ll(Rn) une 
fonction vérifiant \g{x)\ < (1 -+- ¡x|)~""s et J g(x)dx = 0. Alors pour une constante 
c — c(n, s) , tout XQ G En et tout R > 1 on a : 
I g{x)f(—~)dx < cR7s si \x0\ < R. (B.2.21) 
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Au lieu de chercher à démontrer (B.2.20) pour A\tx, nous allons (par un chan-
gement de base) le démontrer pour 
B\,x = / K(x, y)ipx(y)ipx'{x)dxdy, 
où 4> est l'intégrale fractionnaire d'ordre s de ip. 
Remarquons que l'inégalité (B.2.16) est isométriquement invariante lorsque K(x, y) 
est remplacé par anK(ax + b, ay + b) où a > 0 et b G Rn. En particulier si on note 
Kïtk>(x,y) = 2-nJ'K{2~i'(x + k'),2-J'(y + k')), la propriété (B.2.16) est conservée 
par Khk(x,y). 
Grâce à un double changement de variable on écrit J3A,A' de la manière suivante : 
B\\i = I K{x,y)ipx{y)rl>x>(x)dxdy 
Jx Jy 
= 2"n'"'2 f [K(2-f(x + k'),y)î>(x)ipx(y)dxdy 
J x J y 
= 2-f<*'-'•> f j2^'K(2-'j'(x + k'), 2~'"(y + k'))4>{x)y{1'*' k[~_fJ-l)dxdy 
= 2-f(j'-^ í Í2-^n+s]dsK{2-j'{x + k'),2~j'(y + k'))d-siP(x)p(y + k'~*23—)dxdy. 
Puisque la transformée de Fourier de ip coïncide avec la quantité |£!~s^(£) o n 
a alors w(-) = d~~stp(-) et 
/
r -i, _i_ y ~ k2J'~J 
J 2-ï(^)dsK(2-ï(x + V), 2-ï(y + k'))^{x)y¡>{^—^-. )dxdy 
= 2-W^j9m(y~j^)dy, (B.2.22) 
où y0 = k2J'-i-k, R = 2i'-i et g (y) = 2~^n+i) fdsK(2^'{x + k'), 2~ï (y + 
k'))ip(x)dx. 
Lemme 6 Si le noyau K(x, y) est associé à un opérateur T G A^>7' alors la fonction 
g (y) définie ci dessus vérifie 
\g(y)\ = C(l + | y | ) - " ^ 
pour tout 7 < 7. 
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En effet, supposons que i¡? a son support dans la boule de centre zéro et de rayon 
c0. Alors 
g {y) = 2-(n+,W ! dsK{2~j'(x + k'), 2~f{y + k'))ip{x)dx. (B.2.23) 
J\X\<CQ 
On distingue deux cas pour estimer \g(y)\ selon la position de y par rapport au 
support de ip. 
1. Si ¡y| > Co, en utilisant l'estimation (B.2.16) avec s1 — 0 et s < 7 on obtient 
|ôsA'(2--'"(x + ifc'),2-J"(î/+ fc'))| < 2J" (n+5) |a:-î/|-n-*1 
et par conséquent 
\g(y)\ < 2-{n+s}f í 2j'ín+a)\x-y\-n-"il>(x)dx, 
J\x\<c0 
< i \x - y\-n-s?p(x)dx, 
J\X\<CQ 
Puisque la fonction if) est supposée continue donc bornée et on déduit alors 
que 
\g{y)\ < c\y\-n~s. 
Si on note 7 = s < 7', on conclut alors que pour tout \y\ > c0 on a 
\g(y)\ < C a + l y l ) — ' , V7 <
 7-
2. Si \y\ < c0 l'estimation \g{y)\ < C(l + ly])'71^ provient de la continuité 
faible sur les espaces de Holder des opérateurs T G A1:1>, dont voici l'énoncé: 
Lemme 7 Soit T : ViW1) —y V(Rn) un opérateur linéaire continu vérifiant 
les hypothèses de la définition (9). Alors si ip est une fonction de l'espace 
C\ 0 < s < 1, portée par la boule de centre 0 et de rayon c0 > 0, on a 
Halloo < cIMIc.. 
I 
En effet, on a 
T4>(x) = / K{x,y)4>(y)dy, 
•%i<co 
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On considère 9 la fonction test qui vaut 1 sur le support de ip et nulle en dehors 
de la boule de centre 0 et de rayon c0 + 1, on écrit alors 
Tip(x) = f K(x,y){i¡>(y)-0(y)i¡>(x))dy + iJ>(x)f K{x,y)d(y)dy. 
Puisque T( l ) = 0, alors par définition de T(l) on a / K(x,y)0(y)dy — 0 
J\y\<c0 
et on obtient 
|7>(z)¡ < / \K{x,y)\My)-e{y)i/>(x)\dy. 
J\y\<co 
D'une part le noyau K vérifie \K{x,y)\ < C\\x — y\~n. D'autre part pour tout 
\y\ < c0 on a \i¡){y) - ô(y)ip{x)\ = \ip{y) - rp{x)\, et puisque ip e C\ 0 < 
s < 1, alors \i¡)(y) — ip{x)\ < \\ip\\c>\x ~ v\s- Tout cela nous permet d'avoir la 
majoration suivante: 
\TP(X)\ < McJ >f~~rndy 
—
 c
 I I V I I C " 
d'où le iemme 7. Et par ceci on termine le démonstration du lemme 6. 
Revenons maintenant à (B.2.22) et rappelons qu'on a 
B^ = 2-^fg(yMy-^)dy> 
où yo = -k' + k2J'-i, R = V'-i > 1. 
D'une part, remarquons qu'on a |y0i < R car le cas que nous traitons donne : 
|A - A'| < C2-J = » 2-j'\k2j'~i - jfc'| < C2~ j 
= » iÄ2-?""J' - Jfc'| < G 2 ^ ' 
= > \yo\ < R-
D'autre part, tp est supposée de classe Cm,m > 2 et est plus de support compact, 
elle vérifie alors les hypothèses portant sur la fonction / du lemme 5. De plus, 
g{y) < C{\ + \y\)-n-î pour tout 7 < 7 et on a j g(y)dy = 0 car T(l) =* T{1) - 0. 
Alors du lemme 5 on déduit que pour tout c = c(n, 7) 
\jgiy)tiV~~~)dy\ < cR-^< - C2-Ü'-Í)(7), 
et de (B.2.22) on a 
i^A,v |<c2- ü ' - i ) ( f + ^ 
ce qui démontre (B.2.20). On conclut donc que la matrice A\,\> G A^-y, avec 
7 < 7 et 7' < 7' ce qui fournit exactement l'estimation cherchée. 
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Partie C 





Comme on l'a constaté dans la première partie (voir remarque fondamentale 
1.3.3), la décomposition discrète dans une base d'ondelettes d'une fonction / ou d'un 
opérateur T se traduit par les coefficients sj. = (/, <¡>j¿) et T^t = (K(x, y), (ßjtk(x)4>],i{y)) 
où pour tout m = 0, - • • , 2 n _ J - 1, <f>jik = 2±^l<f>{2n~jx - k). La fonction <p est la 
fonction d'échelle solution de l'équation (A.1.9). 
Le calcul des coefficients (4)j,fc et (T£¿)j¿,i, formulés respectivement par les 
équations (A.1.17) et (A.1.18), repose essentiellement sur la donnée des coefficients 
à l'échelle fine (s°)/t et (T]^)*,/- Ils sont respectivement définis par les produits 
scalaires {f,2%<f>(2nx - k)) et {K(x,y),2n<p(2nx - k)è{2ny - l)), l'entier n désigne 
l'échelle la plus fine de l'analyse multirésolution. 
L'estimation de ces coefficients nécessite un calcul d'intégrale. Les méthodes 
classiques pour un tel calcul sont les méthodes de quadratures basées essentiellement 
sur l'approximation par des polynômes des fonctions produits g(x) = f(x)<p(2nx — k) 
et G(x, y) = K(x, y)4>(2nx — k)4>(2ny — l). L'utilisation de telles quadratures s'avère 
très insuffisante puisque leur mise au point d'une manière précise se heurte à trois 
difficultés issues des fonctions f,K et <j> : la régularité de la fonction (¡> est limitée 
par son support [8, 2], la fonction (f> n'est connue que implicitement en tant que 
solution de l'équation d'échelle (A. 1.9) et les fonctions f et K peuvent présenté des 
singularités. 
Les fonctions produits, à intégrer, f(x)<j)(2nx-k) et K(x,y)<j)(2rix-k)(f)(2ny-~l) 
héritent fortement de toutes ces difficultés. Leur régularité peut donc être faible et 
l'implémentation des méthodes classiques de quadratures d'intégrale est sans intérêt 
dans ce cas. 
Profitant de la nature de la fonction 4> et essentiellement de son caractère mul-
tiéchelle issu de l'équation (A. 1.9), nous présentons dans cette partie une méthode 
de quadrature de faible coût calculatoire pour l'estimation de ces termes. Aussi 
bien le cas où f,K sont suffisamment réguliers que le cas où ils présentent des 
singularités vont être traités. L'erreur de cette quadrature est contrôlée par une pré-
cision e fixée d'avance. Sans perte de généralité, et par un simple changement de 
variable, on se ramène au problème du calcul des intégrales I — f f(x)<f>(x)dx et 
R = J f K{x,y)4>{x)<f>(y)dxdy, x,y € Rd où d e W. 
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Dans le premier chapitre nous présentons la méthode de quadrature dans le cas où 
la fonction / , le noyau K sont supposée au moins de classe Cl, l € N*, respectivement 
sur le support de <j>(x) et le support de <j>{x)(f)(y). On appellera quadrature régulière 
cette méthode. Grâce au caractère multiéchelle de <p on améliorera l'erreur de cette 
quadrature en montrant qu'il existe une échelle J telle que cet erreur est majoré par 
e, la précision e > 0 souhaitée du calcul et fixée d'avance. 
Dans le second chapitre, en se basant sur la méthode de quadrature régulière in-
troduit dans le premier chapitre, nous expliciterons une méthode de quadrature dans 
le cas où / , K admettent des singularités homogènes. La démarche de la construc-
tion ainsi que tout les calculs nécessaires seront développés surtout pour / , le cas 
du noyau K se traite d'une manière similaire. 
On commencera par un cas particulier, il s'agit des fonctions / singulières en 0 
telle que f(x/2) = Xof(x) + ^i- L'exemple type est f(x) = ¡x|7, —1 < 7 < 
1. Ce type de singularités est présent dans beaucoup de problèmes physiques. Le 
coefficient Ml = / ¡ * | V ( * ) d * , qu'on appellera moment fractionnaire d'ordre r 
de 4>, s'obtient en tant que premier terme de la suite M.^ — / ¡x^^x — m)dx 
où m e N. Le calcul des yVi^ s'effectue en distinguant les entiers m tel que 
0 £ supp </)(• - m) des m tel que 0 G supp &(• — m). Alors que les premiers se 
calculent par la quadrature régulière, les seconds seront obtenus en tant que solution 
d'un système linéaire (2M,2M). Cette méthode est insuffisante car non seulement 
elle n'est valable que pour les fonctions vérifiant f(x/2) = Xof(x) + A1( mais la 
complexité du système linéaire exclue les grandes valeurs de M, donc limite le choix 
des bases d'ondelettes. 
La méthode de quadrature, qu'on présentera dans la seconde section de ce cha-
pitre comblera cette faiblesse, car elle est valable pour toute les valeurs de M. Il 
s'agit de méthode de quadrature conçue pour le cas des fonctions / € L2(R), 
C°° partout sauf en un point p où elle présente une singularité homogène du type 
¡x — p]1, —1 < 7 < 1 (on a donc / G L\oc)- On suppose ainsi que l'on a 
\dlj(x)\ <Cl\\x-p\-'-t, / > 0 . 
Grâce à une nouvelle subdivision - adaptée à la singularité - on va construire une 
méthode de quadrature rapide, dont l'erreur est de l'ordre de e, précision du calcul 
souhaitée. En plus de la méthode de construction, deux théorèmes principaux sont 
obtenus dans ce chapitre. Le premier concerne le comportement de l'erreur de la 
quadrature en fonction de la distance par rapport au point singulier. Alors que le 
second met en évidence le contrôle de cet erreur par le nombre de points nécessaires 
à la quadrature. Enfin on dressera des résultats numériques d'approximation ainsi 
que le temps CPU. 
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Dans le troisième chapitre de cette partie, on va s'intéresser aux fonctions sin-
gulières produits d'une singularité par une fonction suffisamment régulière, donc de 
la forme 
f(x) = g{x) (j{x) + h(x) 
où a est singulière et g, h sont au moins de classe Cl sur le support de <¡>. On propose 
une méthode de quadrature, pour l'estimation de / {/, <j>), en introduisant la notion 
de correction locale qui consiste à corriger certains poids, de la quadrature régulière 
explicitée dans le premier chapitre. 
R e m a r q u e : 
De toute la théorie des ondelettes, pour construire cette quadrature nous n'avons 
besoin que de la manière dont est définie la fonction d'échelle <f>. Nous n'utiliserons 
la fonction 4> qu'à travers l'équation d'échelle (A. 1.9). Nous pouvons donc sortir du 
cadre des ondelettes et nous posons le problème de la manière suivante : 
Soit n un entier, construire une quadrature pour les produits scalaires 
(f,<l>(2nx-k)) 
{K(xyy)A{2nx-k)<l>{2ny~l)), 
avec 4> la fonction vérifiant, pour N = 2M, M € N*, l'équation suivante: 
N-l 
(p{x) = YlCk^2x~k)- (C.0.24) 
Jt=0 
La suite Ck est telle que 
H = J > - 2. 
fc=0 
Par cette remarque, l'application de notre méthode s'élargit donc à tout les espaces 
d'approximation V0 engendré par les translatées d'une fonction <t> issue d'une équa-
tion d'échelle de type (C.0.24). Ainsi cette extension permet d'englober les B-splines 





De l'algorithme, introduit dans la première partie pour le calcul des moments 
À4P, p <E N, de la fonction d'échelle (¡>, on remarque que l'équation d'échelle (C.0.24) 
vérifiée par <f> est à l'origine de la rapidité et la précision de cet algorithme. D'ailleurs 
le moment Mi peut être interprété aussi comme produit scalaire de (f> avec x\ 
fonction régulière sur le support de (j>. A partir de cette remarque, l'utilisation de la 
propriété multiéchelîe de <p s'impose. On construit une méthode de quadrature pour 
estimer (/, 0), / est au moins de classe Cl sur supp<£, en approximant la fonction 
/ par sa série de Taylor et en utilisant les résultats sur les moments A4¿. L'erreur de 
la quadrature, grâce à l'équation d'échelle, est fortement contrôlée par la précision 
e qu'on impose aux calculs. 
1.1 Moment tronqué 
Le premier exemple de fonctions suffisamment régulière qu'on peut considérer 
est A}(x) = x*li(x) où i G N, / est un intervalle inclus dans le support de 
<j> et lj(x) est la fonction indicatrice de /. Ceci servira à calculer les coefficients 
d'ondelettes des splines par exemple. 
Définition 10 Soit c 6 suppip, nous appellerons moment tronqué à gauche et mo-
ment tronqué à droite de la fonction d'échelle é respectivement les quantités 
g, = [Cf<t>(t)dt, (C.l.i) 
/•2M-1 
Z\ = / f <¡>{t) d t . (C.1.2) 
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En utilisant l'équation d'échelle (C.0.24) nous allons donner une méthode pour 
calculer simultanément Gi et í>¿. En effet 
2 M - 1 
<j>(t) = V2^2 hm<j>{2t-m) 
m=0 
mGK+ meK¡~ 
+ v ^ E hm<l>{2t-m), 
où 
A"+ = {m = 0 , . . . , 2 M - l / s u p p ( < / > ( 2 . - m ) ) c [ c , 2 M - l ] } , 
A7 = {m = 0 , . . . , 2 M - l /supp(0(2. - m ) ) C [0,c]} 
et üff = {m = 0 , . . . , 2 A f - l / c € supp((^(2. - m))}. 
En répétant la procédure pour tout m Ç. K{ jusqu'à l'échelle J nous montrons qu'il 
existe des suites réelles (ûj,m)j=o,-,7, mez telles que 
j J 
w) = E E GJ'm^2ii_m) + E E aJm^2ii~™) 
i=i me/ff J"=1 me/f,- (Cl.3) 
En injectant (Cl.3) dans (C.l.l) et (Cl .2) nous obtenons 
n
 pC 
Gi = y^ Y" aj,m / í¿ <¿(2¿í -m) dt + F-]  E aj>m / i'; è(2jt dt  E]
i JO 
= E E «,> 2-J'(l+i)Miim + EJ, (C1.4) 
" p2M~l 
A = E E a W ti<t>(2ñ-m)dt + £+ 
ri 
= E E flJ> 2-^1+i)Miim + E+. (C.1.5) 
J = 1 me/f,+ 
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où Mhm = J{t-mymät, moment Sch*é de * et 
ïj = V^ ajiTn / f 0(2' ;i — m) dt, 
-2M-1 
f <¿>{2Jí - m) dt, 
mellj 
Étant donnée e la précision de calcul, l'échelle d'arrêt J est telle que \Ej\ = 
\EJ + E'j\ < E. Voici quelques exemples de calcul de ce type de moments. Les 
deux dernières colonnes du tableau font une comparaison entre le moment M.i et la 
somme des moments tronqués. 








4.487546232415e - 02 




9.657572802786e - 01 
7.010157110371e-01 
Vi + Gi 








9.073603672468e - 01 








4.495230141984e - 02 
2.058659770954e - 01 
Ci 
9.978583115872e-01 
9.955609568280e - 01 
9.657300585366e-01 
7.008953932274e - 01 
Vi + Gi 
9.999934202349e - 01 
1.005363614121c+ 00 
1.010682359956e+ 00 





9.073603672468e - 01 







8.588096648135e - 01 
7.696369014765e - 01 




4.776426633438e - 02 
1.805601603783e - 02 
7.260941400228e-03 
Vi + Qi 
9.999999999999e - 01 
8.174011678108e-01 
6.681446691386e - 01 





4.454600449133e - 01 




8.576864875697e - 01 
7.690752849842e - 01 
6.498078330514e - 01 






V, + Gi 
9.936184459082e - 01 
8.142467130678e - 01 
6.665852243071e - 01 
4.446890289855e - 01 
M, n 1.000000000000e + 00 
8.174011678108e-01 
6.681446691386e - 01 
4.454600449134e - 01 
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1.2 Méthode de quadrature 
Soient l G N*, / une fonction de C'(R) et £ la précision souhaitée. Nous nous 
posons donc îa question suivante : 
Trouver un ensemble fini d'indice 2 et une suite (WÍ)Í
€
J tel que 
/ 
f(t)<p(t)dt ~Y2wi f(xi) <e 
avec (xi)igx une suite de points du support de <f>(x). La suite Wi est appelée suite 
de poids. La quadrature Q(f) = / J tu¿ /(^i) est dite de de^ré p si pour tout 
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polynôme P £ C\X] de degré inférieur ou égale à p o n a : 
Q(P) = / P(x)4>(x)dx. 
Avant de regarder le cas général des fonctions d'échelle, quelques cas particuliers 
vont éclairer la suite. 
1.2.1 Fonctions d'échelles particulières 
On rappelle que, pour tout i € N ou a uoté M, = j MW, h - m e n t d'ordre 
i de (p. La fonction <j> vérifie M.Q = 1. La fonction / € C'(R),/ > 0, on fait un 
développement de Taylor d'ordre 1 au point x0 — M\, la quantité I — J f(t)<f>(t)dt 
vérifie 
I - f(xo) + {(x-x0)f'(z0),<j>) 
— f(x0) + f / x(f)(x)dx - x0 ) f'(x0), 
- f(xo). 
Ce qui constitue une quadrature de degré 1 pour / . 
Théorème 2 [26] Si è est une fonction d'échelle orthogonale avec M > 1 alors 
M2 = M\. (C.1.6) 
Par ce résultat W. Sweldens a montré que le degré de l'approximation ci dessus 
vaut au moins 2. En effet, avec un développement de Taylor de / à l'ordre 3 en un 
point a € R, il existe t0 £ supp$> tel que : 
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/ ~ /(a) + f{a)Mha + f"(a)M2j2 (C.1.7) 
où ,Mi,Q = (x -~ a)(p(x)dx et .M2,a = / {x — a)2(f>(x)dx. 
En choisissant a = M.\, on a Á4\¡a = 0 et par ie théorème 2 on déduit que 
M-2,a — 0. On a donc obtenu une quadrature de degré le degré 2. 
Par sa simplicité cette quadrature est très séduisante, malheureusement elle reste 
peu efficace car son degré reste malgré tout très limité. Afin d'améliorer la valeur 
de ce degré, on va augmenter le nombre de moments nuls de la fonction d'échelle. 
Voici un exemple de telles fonctions. 
Soit <f> la fonction d'échelle correspondante à une base de Coiflets [8], elle a la 
propriété suivante 
MitTU = / \ x - TMy <¡>{x) dx = 0, ¿ = 1 , . . . , M - 1 (C.1.8) 
TM € K ne dépendant que de M nombre de moments nuls de l'ondelette ib. 
En faisant un développement de Taylor d'ordre M au point TM, on a 
/ = f(r) + f(r)Mhr + f"(T)M2,r/2 + --- + ^J(x^r)M(i>(x)f^(tx)dx 
= HT) + f'(r)Mhr + f"(r)M2iT/2 + •••+ \ ^Mu-i^-Hr) 
+~jix~T)M4>{x)î{M){t*)dx. 
Avec (C.1.8) on obtient 
1
 = f^ + ¿ î / ( x - r)M<f>(x)fm(t*)dx, 
et on déduit donc qu'il s'agit d'une quadrature de degré M — 1. 
Deux raisons nous empêchent de nous contenter de ce résultat. La première c'est 
que la propriété (C.1.8) n'est pas toujours vérifiée pour une fonction d'échelle. La 
seconde, l'erreur commise n'est intéressante que pour les grandes valeurs de M et 
comme M est proportionnel au support de <p [8] alors une grande valeur de M 
entraînerait plus d'opérations. La taille du support de <p dans le cas des Coiflets est 
égale à 3M — 1 alors qu'elle ne vaut que 2M — 1 dans la cas des fonctions d'échelles 
orthogonales de Daubechies, et tout calcul utilisant les Coiflets nécessitera 50% 
d'opérations de plus que dans les ondelettes de Daubechies. 
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1.2.2 Cas général de fonctions d'échelles 
On rappelle que l'objet à estimer est 
I = ff(x) 4>(x) dx, (C.1.9) 
la fonction <fi n'est connue qu'implicitement en tant que solution de l'équation 
(C.0.24) avec / <¡>{t)dt = 1. 
On note h = ^f^ e t on considère la suite x¿ = (i + l)/i, i = 0, •••,/— 1, 
il s'agit d'une suite de points du support de (f>. La fonction / étant de classe Cl, il 
existe un polynôme P¡ de degré < / et un seul (interpolant de Lagrange par exemple) 
tel que 
P¡{XÍ) = f{xi),i = 0,l,---,l-l, 
ce polynôme s'écrit 
A W = Ylf{Xi)Li(X) 
i 
1-1 
où Li(X) = TT ~z^r- Et on a l'égalité suivante 
3 = 0 
3 #* ' 
i - i 
où Ri(x), le reste de l'interpolation, vérifie 
ATl 
mx)\ < v SUP I/(I)(OI. (ci.ii) 
¿' 0<t<N-l 
En injectant (Cl.10) dans / (C.1.9) on obtient: 
Î - Î 
J = £ / (*<) A + S1 (Cl.12) 
i=0 
où Ex est l'erreur de la quadrature et £¿ est donné par 
çN-l 
Ci = Ll(x)(p(x)dx. (Cl.13) 
io 
Par ceci, nous obtenons la quadrature suivante : 
i - i 
QU) = ¿ a i / ((t+ 1)—-^) , (C-1.14) 
i=0 ^ ' 
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où le poids a- = d pour i = 0, • - •, l — 1. 
Les £ m , m == G, • • •, l — 1 se calculent en fonction des moments A4¿, i = 0, • • •, /. 
En effet, si on note k = JjKx» ~ x i ) et P(x) = \\{x — x3), on écrit alors 
Li(x) = i'i P(z) = Ij^jpjX3 où p¿ 6 R. On a donc 
j=o 
*-
,i\*^j — / Li{x)4>{x)dx 
i - i . 
= lï/Pj j x^è(x)da 
i=o 
¿-i 
Les coefficients Pj, j = 0, • • • ,1 — 1 du polynôme P(x) se calculent selon l'algo-
rithme suivant : 
Pour chaque entier m = 1, •• -,l — 1, on note Pm(x) le polynôme }jp™xi. On 
J=:0 
a alors 
Pm{x) = ( x - x ^ P ™ - 1 ^ ) , 
Les coefficients p} qu'on cherche correspondent aux coefficients pl~l. 
Voici l'organigramme de l'algorithme (à part p[j tous les coefficients p™ sont 
initialises à la valeur nulle) : 
P8 = I 
for m : = 1 
















Ceci nous servira pour le calcul des alm. Nous donnons, dans l'annexe (??), les 
valeurs de alm,m = 0, • • •,l - 1 pour les fonctions d'échelle de Daubechies avec 
M = 2,3,4,10 et où Z = 4, - - -, 15. 
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1.2.3 Analyse de l'erreur de la quadrature 
Est imat ion : De (Cl.11) on déduit que l'erreur E\ = \Q{x) - l\ de la 
quadrature ci dessus vérifie 
\Ei\<B. sup |/ ( / )(a:)| (Cl.15) 
x£SUpp0 
où la constante B vaut 
Nl 
B = Y- (C.1.16) 
Amélioration : Soit e la précision souhaitée du calcul, si \E\\ > s alors la 
quadrature n'est pas satisfaisante et on l'améliore par la méthode de subdivision 
uniforme suivante ; 
par itération de l'équation d'échelle (C.0.24), nous obtenons 
0(x) - Yl s¿.* Vtfëx - k), (Cl. 17) 
jt 
Les coefficients Sjtk sont calculés par un algorithme de subdivision 
SJ,k = ^2ck-2nSj-l,n, (Cl.18) 
n 
(on trouvera dans [10] une étude générale de ces algorithmes), ils sont uniquement 
déterminés par le produit scalaire 
s;,* = < <M(2> • - * ) >, (Cl.19) 
où <^  est une fonction duale (que l'on peut choisir égaie à $ dans le cas d'une fonction 
d'échelle orthogonale). 
En injectant ( C l . 17) dans / , on obtient 
1
 = $> ; ,Jb2* ( / ,¿ (2 'a ; - * ) ) 
k 
= ¿2 sj'k '^>*' 
k 
où Ijik = (fokix),^) avec f3,k{x) = f{2~j{x + k)). 
En appliquant la méthode de quadrature explicitée ci dessus pour chaque k, on 
obtient la quadrature Qj{f) donnée par 
Qi(f) = ^2sj,kQ(fj,k) 
k 
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avec xf' = 2 i(k -f ih) € supp(0¿ife), i = 0, ••-,/ — 1. 
L'erreur de la quadrature est estimé par 
où l^/fcl = |/,jfc - Q(fj,k)\. De (Cl.15) on estime \EjÀ\ par 
fel < B sup | ( / ( 2 " ' ( í + *)))<'>! 
tesupp(¿> 
< B2~jl sup !/ '(t) | . (C.1.21) 
ttSUpp(0j, fc) 
Comme Sj¿ est définit par Sj^ = < 4>, 4>{23 • —k) >, on déduit alors l'estimation 
suivante 
\shk\ < D2-i D=UU\\~ñu 
et la somme dans (C.1.17) comporte au plus AT2^+1 termes non nuls, on a alors 
k 
et l'estimation suivante 
\Ej\ < 2DNB2~jl sup \f(t)\. (C.1.22) 
«esupp(^) 
Il est ainsi possible de rendre l'erreur \Ej\ arbitrairement petite en augmentant la 
valeur de j . 
Remarque Une formule de quadrature de (/, <j>) est donnée indépendamment par 
Sweldens dans [27] dans le cas où la fonction / est connue seulement par ses valeurs 
en un nombre fini de points (a¿)í=o,....s. Les poids wt de cette quadrature sont obtenus 
en tant que solution du système linéaire donné par 
^2wm{am-rY = xl(j>(x)dx - Mt i = 0,---,s. 
Le réel T est choisi de tel façon que tout les points xi = a¿ — r soient dans le 
support de <fi. Dans le cas ou le système ci dessus est mal conditionné, Sweldens a 
développé une version modifiée de cette méthode en cherchant les poids Wi en tant 
que solution d'un système similaire en considérant les polynômes de Tchebytchev au 
lieu des monômes x1. 
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Exemple Pour f(x) — sinx, 4> la fonction d'échelle de Daubechies avec M = 3, 
on a 
/ sinx<j>(x)dx ~ 0.7411044216. 
io 
On représente ci dessous les coefficients / sin(27rx)4>(28x — k)dx en fonction de 














1.3 Quadrature pour un opérateur intégral 
Soit K G L2(E2), une fonction de classe au moins Cl(R2),l > 0. Soit $ 
la fonction donnée par le produit tensoriel d'ordre 2 de la fonction <i>, solution de 
l'équation d'échelle (C.0.24). Pour x — (x, y) G K2 on a 
$(x) = <p(x)<Ky). 
On note le cube S2J0 = [0,2M — l]2 support de la fonction <3> et 52fc le support de 
$(2 Jx - A;) = <?(2Jx - h)<t>(23y - k2) pour (j, Jfc) G Z ® Z2. 
J V - l 
Pour tout t G M on a $(i) = Y^CmflK i^ — "i) alors pour tout x G M2, A; = 
{h, k2) G Z2 
2(/V-l) 
$(s ) = J ] ] Cfc$(2x-A), (C.1.23) 
|/t|=0 
avec ]fc| = ki -¥ k<i et c^ = c^e*^. La fonction $ vérifie donc une équation 
d'échelle de type (C.0.24). 
A l'instar de (Cl.20), nous donnons une méthode de quadrature pour l'estima-
tion du produit scalaire 
R = <*,•) = / * ( * ) » ( , ) * . 
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En effet, la quantité R s'écrit comme pour le calcul des termes 
R = J<f>(x) U K{x,y)^y)dy\dx. (C.1.24) 
Par applications successives de ( C l . 14) à chacune des intégrales ci dessus nous 
obtenons 
¡-i 
R = Y, a^K(xn^) + E°. (C.1.25) 
¿1,12=0 
Les suites (a¿)i=i,...,¡-i sont données dans l'annexe 1. L'erreur E° vérifie 
\E°\ < Bil sup (\dlxK\ + \dlyK\). (C.1.26) 
avec Q = suP(lZm \am\ > 1) e t Ia constante B est donnée par (Cl.16). 
Comme dans le cas d'une fonction, pour une précision s donnée si \E°\ > e 
nous pouvons améliorer sa valeur en utilisant la subdivision uniforme. Pour j > 0 
on a l'équation suivante 
$(x) = ^5 i i f c 2 2 j $(2 J 2-- /c ) , (C.1.27) 
kç.7? 
OÙ 
Sj,k = SjMsi,k2i (Cl.28) 
où Sjj est la suite donnée par (Cl.18) et (Cl.19). 
En remplaçant dans (C.1.24) $ par la quantité (C.1.27) on obtient pour j G M* 
2( i - l ) 
ifcez2 ¡¿|=o 
où ai — anai2. Les points (xf , y/:'fc) = (2~3(xii + ki),2~J(yl2 + k2) sont dans le 
cube S?k = Sj¿} x Sj¿2- On rappelle que SjtTn est le support de 4>(23 • —m). 
L"erreur E3 est estimée suivant : 
\ m < j2\s3>k\\Ehk\, 
k 
OÙ 
\Ehk\ < BÜ2~3Í sup {\dlxK\ + \dlxK\). (C.1.30) 
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On a alors 
\P\ < £ ? Q 2 - ^ T > M ¡ sup (\dlxK\ + \dlxK\) 
< BU 2-1' sup {\dlxK\ + \dlxK\)Y2\siA-
(x,y)esl0 k 
Comme Y^meZ \sj¡m\ < 2 DN, avec D — ¡j^ ||oo!¡<¿iii alors de (C.1.28) on obtient 
k 
On a donc l'estimation 
\Ej\ < BÜ2~ß{2DN)2 sup (\dlxK\ + \dlxK\) (C.1.31) 
< Ct2-jl sup (\dlxK\ + \dlxK\). (C.1.32) 
avec Ci = 4BD2N2n. 
Étant donnée e la précision souhaitée pour effectuer les calculs, on choisit l'échelle 
j teïie que \Ej\<e. 
Remarque 9 - Des résultats numériques issus de ¡'implementation de cet al-
gorithme seront dressés dans la dernière partie de la thèse. 
- C'est de manière naturelle qu'on peut généraliser cette méthode aux dimen-
sions d > 2. Pour cela on considère pour x € Rd, la fonction $(x) = 
<p(xi)4>(x2) • • -(¡>{xd), où 4> est la fonction d'échelle solution de (C.0.24)-
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Chapitre II 
Quadratures singulières et fonctions 
d'échelle 
Soit / € L2 (R) une fonction de classe C°° partout sauf en un nombre fini de points 
où elle est singulière. Pour calculer / = (/, <j>) la formule de subdivision uniforme 
(Cl.17), mise en oeuvre dans le chapitre précédent, devient inadaptée car l'erreur 
locale Ejtk estimée par (Cl.21) dépend fortement de la position du support de (¡>j_k 
par rapport aux points singuliers et du choix de la valeur de /. Pour simplifier les 
calculs nous supposons que la fonction / admet un seul point singulier p. 
Nous commençons par un exemple introductif. Il s'agit d'une fonction / singulière 
en 0 de classe C°° en dehors de 0, vérifiant f(x/2) — Xof(x) + Xi avec À0, Ai G R. 
La fonction f(x) = jx|7, — 1 < 7 < 1 est l'exemple le plus simple avec À0 = 2~7 et 
Aj = 0. Cet exemple est très intéressant car on le retrouve souvent dans les EDP, 
exprimant des quantités physiques. 
Exemple Int roduct i f : Moment fractionnaire de <f> 
Définition 11 Soient <f> la fonction d'échelle associé à une A M R de Daubechies, 
a un réel tel que 0 < \a\ < \, nous appelons moment fractionnaire de type a de 
(¡) la quantité 
Ma = Í\x\a<p{x)dx. (C.2.1) 
II.0.1 Algorithme de calcul 
La méthode numérique de calcul de „A/iQ, consiste à calculer d'abord les éléments 
de la suite Ma¡p — J \x\a 4>{x ~p)dx. Le terme Ma,o correspond à ce qu'on 
cherche. La procédure consiste à calculer tous les éléments M.a.p en même temps. 
En effet, la fonction d'échelle 0 a son support compact dans l'intervalle / = 
[0 ,2M-1] , et celui de la fonction translatée </>(.-p) est dans Ip — [p, 2M -1+p]. 
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On note IM = [-(2M - 1),0] . 
Deux cas sont à envisager pour la position de p par rapport à IM : 
1. Si p $. IM, la fonction h(x) = \x\a est C°° sur le support de <j>{. ~ p) et 
l'intégrale f \x\a <f>(x — p) dx peut être approchée la méthode de quadrature 
régulière. 
2. Si p € IM c'est à dire que p < 0 et \p\ < 2M — 1, par l'équation d'échelle 
(A. 1.9) nous obtenons 
M0iP = V2^2hm / \x\a <j>(2x - 2p — m) dx 
m 
2M-1 
= 2-{a+t) J2hmMa,2p+m (C.2.2) 
m--0 
et nous déduisons l'égalité suivante : 
2 M - 1 
2{Q+^Ma,p -
2 M - 1 
m — 0 
2p + m € IM 
23 KM a 
m = 0 
2p + m g IM 
(C.2.3) 
Comme cela est vrai pour tous les entiers p = —(2M — 1) , . . . , 0, nous avons 
défini un système linéaire (2M, 2M) dont les inconnues sont M a , ¡ , Î = — (2M— 
1) , . . . ,0 . 
Finalement la valeur de A1Q)o obtenue en résolvant ce système est la quantité 
Ma recherchée. 
Pour 7 = 1/2, L = 12 et la fonction d'échelle de Daubechies avec M = 2, on a 
/* = [-3,0]. Et 
Aj _ Ci-M*.i + c2Maa + c3.MQ,3 
2«+i/2 _














7.86759531571634e - 01 
6.17109963744578e-01 
5.24907393011114e-01 
Avec la même méthode, si on note 
£p = / log |¿¡ (¡>{t - p) dt p e Z
II. 1. SINGULARITÉS HOMOGÈNES 83 
on obtient dans les mêmes conditions que ci dessus, 
^v 
-5.63796418943492e - 01 
4.84645786592568e - 01 
9.66785586339195e - 01 
1.28963304637814e 4- 00 
II. 1 Singularités homogènes 
Nous supposons au cours de cette section que la fonction / admet au point p 
une singularité de type \x - p]1, |-y| < 1, on a donc / G L\oc. On suppose ainsi que 
l'on a. 
\j{x)\<C\x-p\i et 
|ö«/(ar)[<C, lar -pp- 1 ; 
(C.2.4) 
l>0. 
Remarque 10 La singularité ci dessus, qui paraît simple par sa forme, est très im-
portante. Son étude nous ramène directement aux opérateurs associés à une. équation 
intégrale singulière. En particulier les opérateurs de Calderón Zygmund et ¡a classe 
des OAtyrf introduite dans la seconde partie. 
Nota t ion : Pour (j, k) G Z2, nous notons S{ = {k2~j, (2M - 1 4- k)2~j] le support 
de 4>{2J • -k) e t dj
 k — inf |i - p\ la distance de 5¿ au point p. 
* € Sjk 
Si j , k sont tel que p £ S3k, alors l'erreur E^k issue de l'utilisation de l'équation 
de la subdivision uniforme ( C l . 17) pour le calcul de (/, 4>{2J • -k)} vérifie 
\EjM < C ~2^lsixp\ f^(t)\. 
te si 
Cette inégalité, avec l'hypothèse (C.2.4), devient pour l > 1 
(C.2.5) 
Nous remarquons que cette erreur est fortement contrôlée par la distance dhk, donc 
par la position de S3k par rapport au point singulier p. D'où la faiblesse de la subdivi-
sion (Cl.17). On va chercher une nouvelle subdivision tenant compte de la distance 
dhk et la nature de la singularité. 
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II. 1.1 Subdivision non uniforme 
Le point singulier p est supposé dans S$, dans le cas contraire le calcul de {/, ó) 
s'effectue par la méthode de quadrature régulière puisque / devient au moins de 
classe Cl. 
En remplaçant <j>, dans I — (/, è), par son expression issue de l'équation 
d'échelle (A.1.9) nous nous ramenons au calcul de Ii¿ — {/, <p(2 • —k)). 
N-l 
I = 5></,*(2--*)> 
N-l 
Jt=0 
Comme 5¿, le support de è{2 • —ifc), est deux fois plus petit que celui de ^(-), le 
calcul de i ^ s'effectue selon d ^ , la distance séparant S\ du point singulier p. 
Par la méthode de quadrature régulière nous calculons les I\tk pour les entiers 
k tels que di¿ > d\. Chose que nous ne pouvons faire pour Jljfc, tels que di¿ S d\, 
car nous ne contrôlons plus la régularité de / dans cette zone. Nous procédons alors 
par l'injection de l'équation d'échelle (A. 1.9) dans l'expression de I2,k, nous nous 
ramenons donc 
En itérant ce processus de décomposition jusqu'à une échelle J > 0, nous défi-
nissons, pour une suite de réels dj > 0, deux familles d'ensembles d'entiers Rj et Kj 
avec 
R0 = {0}, Rj = {keZ; djtk < dj} n Sj 
et K3 = (Z-Rj)nSj, 
où 
k G Sj <£=> 3m. 6 Rj-i, tel que s u p p ô t ) C supp(¿>j_iim) (C.2.6) 
Nous obtenons la décomposition suivante, nous l'appelerons équation de Subdivision 
Non Uniforme : 
j 
4>{t) = ^ ^ a j f c 2 J > ( 2 , - i - f c ) + Y,aJ^Jà[2Jt~k) (C.2.7) 
3 = 1 k£Kj keRj 
où les djk sont calculés par un algorithme de subdivision qui se concentre autour du 
point p et dont nous donnerons les détails dans le prochain paragraphe. L'échelle J 
que nous nommerons échelle d'arrêt sera déterminée en fonction de la précision e 
exigée pour l'évaluation de I. 
Voici une figure explicative du déroulement des premiers niveaux de l'algorithme 
de la subdivision non uniforme. Nous considérons la fonction d'échelle de Daubechies 
avec M = 3. Supposons que le point singulier est p — 2 et choisissons dj ~ 2~'J. 
Nous représentons les fonctions (¡)jjk, k € Rj pour j = 0, • • •, 3, 
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FlG. II.1 — Étapes j = 0,1,2,3 de ¿Û subdivision non uniforme pour fa avec dj ~ 2 J etp~2. 
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II. 1.2 Algorithme de calcul de ajfc 
Revenons à la définition de Sj (C.2.6) et notons Z[ l'ensemble des entiers m 
vérifiant (C.2.6). On a alors, pour tout k G Sj 
Si-fc = Yl CmSj-l,m- (C.2.8) 
Le cardinal de Zk vaut au plus ~. 
Soit k G Äj D Kj , notons Z3k l'ensemble des entiers m G Rj-\ tels que 
suppçij.fc C supp0j_iiTO. Vu le caractère non uniforme de la subdivision, l'égalité de 
Z3k et ¿l n'est pas assurée pour tout couple (j,k), par conséquent a^* et Sj¿ ne 
sont pas forcément égaux. Avec un choix judicieux de la suite dj nous montrons ci 
dessous qu'on a l'égalité pour certains k. 
Théorème 3 Si la suite dj est décroissante alors V& € Rj on a a^k = Sj,k-
En effet, supposons qu'il existe un entier k G Rj tel que aJ>fc 7= Sjjk- Comme k G Rj 
alors par définition de Rj on a 
dj,k < dj. (C.2.9) 
En plus, djtk 7^  Sj,k e s t équivalent à dire que tf>jik est partiellement déterminée par la 
subdivision, c'est à dire qu'il existe un entier k G Jf¿_i tel que 
supp(^j,fc) C supp(^_ l j ¿) . 
Cela implique 
d j - û < dhk. (C.2.10) 
Or k G Kj-\ est équivalent à d-_li¿ > d¿_i. Avec (C.2.10) on a 
dj_i < dj_lik < djtk-
Ceci associé avec (C.2.9) nous donne 
dj-i < dj_i:k < dj%k < dj, 
ce qui implique que dj_i < dj. On a donc une contradiction avec le fait que la suite 
dj est supposée décroissante. On en déduit le théorème. 
La figure, ci dessous, représente les premières étapes du déroulement de l'algo-
rithme de la subdivision non uniforme. Elle est donnée sous forme d'un graphe dont 
les sommets sont les a,j¿ et les fils de chaque sommet sont les coefficients du filtre 
(c¿)i=Q.-",W-l-
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L'algorithme de calcul des coefficients a ^ se présente donc comme suit : 
- A l'échelle du départ j ~ 0, nous avons seulement un seul sommet a0io supposé 
égal à 1. 
- Pour tout 0 < j < J et k G Rj. Une fois le coefficient a ^ , qui représent le 
¿.îeme
 s o m m e t <ju niveau j , calculé. Il est stocké et constituera l'outil de base 
pour le calcul des 
- Au niveau j , notons iV? le nombre de sommet, le nombre de fils qui est N* 
vaut donc NN?. Dans l'ordre le fils d'indice / est CfN, fn = fmodN. 
- Nous calculons les a ^ , k, k = 0, • • •, Nj = 2AT*_1 + TV — 2, simultanément au 
fur et à mesure que nous parcourons les fils des sommets de l'échelle j — 1 : 
Le fils d'indice f,f — 0, • • •, Nj_l, qui est c¡N où fw ~ fmodN, est issu du 
sommet père a.j-\,p avec p = fdivN. La quantité produit aj¿ — cfNaj-i,p une 
fois calculée est rajoutée à a,j¿, k = 2p + f^. Le calcul des dj^ est terminé 
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quand tout ¡es fils du niveau j — 1 seront parcourus. De la même manière on 
calcule aj+i¿ et ainsi de suite jusqu'à l'échelle J, 
Voici les résultats de l'implémentation de cet algorithme, <f> est la fonction d'échelle 
de Daubechies avec N = 6, le point singulier p = 2 et pour la distance critique celle 
qui est choisit dans le théorème 6. 






























1, Nao — 6, ^ ^î ~ 6 
"'» 
3.3e - 01 
8.ïe - 01 
4.6c - 01 
-] 4e - 01 
-8.5e ~ 02 
3.5e - 02 
a
°-ilL 
1.0e + 00 
1,0e -i-00 
S .Oe + 0 0 
1.0e + 00 
1.0e + 0 0 
1.0e + 0 0 
<M,k 
3.3e - 01" 
8.1« - 01" 
4.6e - 01* 
-1.4e - 01* 
-8.Si - 02" 

































































































2, fiai = 30, Ksj = 14 
fc..v 
3.3e - 01 
S.le - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4-6e - 01 
-1.4e - 01 
-S.5e - 02 
3.5e - 02 
3.3e - 0! 
8.1e - Oi 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8-le - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1« - 01 
4.6e -01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
" L i , 
3.3e - 01 
3.3e - 01 
3.3e - 01 
3.3e - 01 
3.3e - 01 
3.3e - 01 
8.1e - 01 
8.1e - 01 
8.1e - 01 
8.1e - 03 
8.1e - 01 
8,1e - (il 
4.6e - 01 
4.6e - 01 
4.6e - 01 
4.6e - 01 
4.6e - 01 
4.6e - 0) 
-1.4e - 01 
-1.4e - 01 
-1.4e - 01 
-1.4e - 01 
-1.4e - 01 
-1.4e - 01 
— 8.5« - 02 
-8.5e - 02 
-8.5e - 02 
-8.5e - 02 
-8,5e - 02 
-8.5e - 02 
a7.k 
1.1e - 01* 
2.7e - 01* 
1.5e - 01 
-4.Se - 02 
-2.8e - 02 
1.2e - 02 
4.2e - 01* 
6.1e - 01* 
3.4e - 01 
-9.7e - 02 
-6.9e - 02 
2.8e - 02 
5.0e - 01* 
2.7e - 01* 
l.4e - 01 
-3.4e - 02 
-3.9e - 02 
1.6e - 02 
9.8e - 02" 
-1.4e - 01* 
-1.0e - 0! 
3,4e - 02 
1.2e - 02 
-4.8e - 03 
-1.3e - 01* 
-3.5e - 02* 
-2.8c - 02* 
6.8c - 03* 
7.3e - 03* 


























































































































3, W û 2 = 36, Ns3 = 16 
k
.» 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-S.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - Oî 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
°2,.p 
1.1e - 01 
1.1e - 01 
1.1e - 01 
1.1e - 01 
1.1e - 01 
1.1e - 01 
2.7e - 01 
2.7e - 01 
2.7e - 01 
2.7e - 01 
2,7e - 01 
2.7e - 01 
4.2e - 01 
4.2e - 01 
4.2e - 01 
4.2e - 01 
4.2e - 01 
4.2e - 01 
6.1e - 01 
6.1e - 01 
6.1e - 01 
6.1e ~ 01 
6.1e - 01 
6.1e - 01 
5.0e - 01 
5.0e - 01 
5.0e - 01 
5.0e - 01 
5.0e - 01 
5.0e - 01 
2-7e - 01 
2.7e - 01 
2.7e - 01 
2.7e - 01 
2.7e - 01 
2.7e - 01 
°3,fc 
3.7e - 0 2 * 
8.9e - 02" 
5.1e - 02 
-1.5e - 02 
-9.5e - 03 
3.9e - 03 
1.4e - 01" 
2.0e - 0!* 
1.1e - 01 
-3.2e - 02 
-2.3e - 02 
9.5e - 03 
2.5e - 01* 
3.1e - 01" 
1.7e - 01 
-4.7e - 02 
-3,6e - 02 
l.Se - 02 
3.7e - 01* 
4.4e - 01* 
2.4e - 01 
-6.7e - 02 
-5.2e - 02 
2.1e - 02 
4.1e - 01* 
3.3e - 01* 
1.8e - 01 
-4.6e ~ 02 
-4.2e - 02 
1.7e - 02 
2.7e - 01* 
1.8e - Oi* 
8.4e - 02* 
-2.0e - 02" 
-2.3e - 02* 






















































































































































4, JVii — 36. Ns4 - 16 
*.« 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8,le - 01 
4.6e - 01 
-1 4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e ~ 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-1.4e - 01 
-8.5e - 02 
3.5e - 02 
3.3e - 01 
8.1e - 01 
4.6e - 01 
-].4e - 01 
-8.5e - 02 
3.Se - 02 
"3.. p 
3.7e - 02 
3.7e - 02 
3.7e - 02 
3.7e - 02 
3.7e - 02 
3.7e - 02 
8.9e - 02 
8.9e - 02 
8.9e - 02 
8.9e - 02 
8.9e - 02 
8.9e - 02 
1.4e - 01 
1.4e - 01 
1.4e - 01 
1.4e - 01 
1.4e - 01 
1.4e - 01 
2.0e - 01 
2,0e - Oi 
2.0e - 01 
2.0e - 01 
2.0e - 01 
2.0e - 01 
2.5e - 01 
2.5e - Oi 
2.5e - 01 
2.5e - 01 
2.5e - 01 
2.5e - 01 
3.1c - 01 
3.1e - 01 
3.1e - 01 
3.1e - 01 
3.1e - 0] 
3.1e - 01 
a4.fc 
1.2e - 0 2 * 
3.0e - 0 2 * 
1.7e - 02 
-5.0e - 03 
-3.1e - 03 
1.3e - 03 
4.7e - 0 2 * 
6.7e - 02* 
3 8r - 02 
- i . : - - - 02 
-7.6e - 03 
3.1e - 03 
8.5e - 02" 
1.0e - 01* 
5.7e - 02 
- 1.6e - 02 
-1.2e - 02 
4.9e - 03 
1.2e - 01* 
1.5e - 0!* 
8.1e - 02 
-2.2e - 02 
-1.7e - 02 
7.1e - 03 
1.7e - 01* 
1.8e - 01* 
1.0e - 01 
-2.7e - 02 
-2.2e - 0 2 
9.0e - 03 
2.0e - 01" 
2.2e - 01* 
1.2e - 01* 
-3.3e - 02* 
-2.6e - 02* 
l.lr - 02* 
"Le* lignes oùTei valeurs de k «t â j j . iont 
à la valeur finale de a,-
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II. 1.3 Propriétés de la subdivision non-uniforme 
Par construction, îe résultat du théorème 3 n'est pas vrai pour Kj. Nous no-
tons Cj le sous ensemble de K3 constitué des entiers k pour lesquels on a l'égalité 
suivante : 
aj,k ~ sj,k- (C.2.11) 
et Pj = Kj/Cj le complémentaire de Cj dans Kj. 
L'interprétation graphique nous confirme que Cj est constitué des entiers k tels 
que 4>j¿ est complètement déterminée par la subdivision; c'est à dire que l'ensemble 
Zjjc associé, contient tout les entiers m vérifiant supp^* C supp^_ l i m donc Zjtk — 
Zjtk- Alors que l'ensemble Pj, quand à lui, est constitué des entiers k tels que la 
fonction (J>jik correspondante est partiellement déterminée, il s'agit des entiers k € 
Kj pour lesquels, il existe un entier m e Kj-\ vérifiant supp<j^-_i)m C suppô t et 
m <£ Zj¿. 
Dans le graphe précédent, les éléments de Pj sont signalés par un cercle et ceux 
de Cj par une croix. 
On note card(A) le cardinal d'une partie A finie de N, on énonce les résultats sui-
vants : 
Lemme 8 Vj = 1, • • •, J card(Pj) < 2(AT - 2). 
En effet, les éventuelles décompositions de 0J_IJA.-+ et 4>j-\tk- où k+ = (maxÄj_i)+l 
et k~ = (min.ñj-_i) — I n'affectent au plus que N — 2 éléments de Sj chacune. Nous 
déduisons donc que le nombre maximal de fonctions associées à Rj partiellement 
déterminées est au plus 2(N — 2). 
Lemme 9 II existe une constante C > 0 telle que 
j 
J2{2~jcard(Cj) + 2~{j~l)card{Pj)) < C. (C.2.12) 
En effet, pour chaque échelle j = 1 , . . . , J nous avons l'égalité suivante 
card(Cj) + card(FJ) 4- card(Äj) = 2card(ÄJ_1) + N - 2. 
Alors 
card(Cj) = 2card(i?i_i) - card(Ä,) + (N - 2 - card(P,-)). 
en multipliant par 2~J de part et d'autre cette égalité, nous obtenons pour j = 
1 , . . . , J 
2_Jcard(CJ) = 2_ ü-1 )card(Ä i_i) - 2-Jcard(A,) H- 2~j{N-2-caid(Pj)). 
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En faisant la somme des J égalités ci dessus on obtient 
j J 
£ V J c a r d ( C j ) = 1 - caxd(Rj)2~J + ] T V W - 2 - card(P.,)) 
on ajoute la quantité 
j 
^2- ( ,"- 1 )card(Pj) 
à chacun des termes de l'égalité ci dessus, nous obtenons 
j 
^ (2-^card(Ci) + 2-Ü-1)card(PJ)) 
j=i 
j 
= 1 - 2-Jcard(i?j) + ]TV^(A r " 2 + c a r d ( p i ) ) 
or d'après le lemme 8 on a card(P¿) < 2(N — 2), alors 
j 
Y ] (2-J'card(Cj) + 2-^-1îcard(PJ)) 
j = i 
j 
< 1 - 2-Jcard(JRj) + 3(iV - 2 ) £ V ' 
.7 = 1 
< 1 - 2- Jcard(Pj) + 6(iV - 2)(1 - 2~J) 
Or 
dj + 22~J V 
card(Äj) < -
 2 _ J A r 
ce qui implique que 2~Jcard(Pj) < ^¿±2|LJÏ. Puisque la suite dj est borné car 
elle est décroissante minorée par 0 donc convergente, alors 2~Jcard(Äj) est fini. 
Enfin la suite positive Cj = 1 - 2~Jcard(Pj) -f A(N - 2)(1 - 2"J) est convergente. 
11 existe donc C > 0 telle que 
j 
] T (2~Jcard(CJ) + 2_( j-1)card(P j)) < C. 
i= i 
ce qui termine la preuve du lemme. 
Théorème 4 II existe une constante D > 0 £e¿¿e que pour tout j = 1, • • •, J on a : 
i i ^ / # ö 2 HD2~(j-l1 quand k G P., 
quand k G Cj 
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Démonstra t ion : 
D'une part, les fonctions (f>j¿ associées à Cj sont par définition complètement 
déterminées. Nous avons : 
a3m — Sjm — < 2*<j>{x),(j){2:jx - m) > Vm ¡E C3 
donc 
\ajm\ < / \<t>{x)\ 4>{2^x — m) 
dx 
dx 
< 2~j f \è{x)\ \4>{x) 
< D2~j (C.2.13) 
où D= ||0||ool|0iii-
D'autre part, pour k 6 Pj nous avons : 
Alors on a 
meZ 
(C.2.14) 
Or pour tout m <E ¿ j ~ u n o u s avons l'égalité <2j_i.m = s¿_ijm et de la même manière 
que (C.2.13) nous montrons que 
K_i ,m | < D2-Ü-» 
On déduit alors de (C.2.14) que 
\ajik\<HD2-U-l) VkePj 
N 
où H- ^ ¡ c m j . 
m = l 
Théorème 5 II existe une constante A > 0 indépendante de J teile que 
j 
^ = 5Z D I°^I - A-
3=\ mGKj 
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En effet, nous avons 
K3 = CjUPj. 
Alors on a 
j J 
J2 E -^ - EC^' + V3 (C.2.15) 
OÙ 
CÔ = E !°*"l' PJ = E laJ'ml-
meCj mçPj 
Du théorème 4 ci dessus nous déduisons que, d'une part : 
< D 2~ jcard(C i). (C.2.16) 
et d'autre part 
V3 < HD ] T 2~ ü - 1 } 
mÇPj 
< HD2-{j-1)aird(Pj). (C.2.17) 
De (C.2.15), (C.2.16) et (C.2.17) nous déduisons enfin 1' inégalité suivante: 
j 
\ajm\ < DJ2 [2-jcaxd{Cj) + 2"~(j~1)card(jP?)) 
j = i 
o ù D = sup(D,HD). 
Et on conclut avec le lemme 9 que 
Aj < A 
avec A — DC. 
IL2 Analyse de l'erreur de la quadrature 
La méthode de quadrature que nous proposons consiste à injecter (C.2.7) dans 
/ , ce qui revient à approximer / de la manière suivante 
J
= E E û ^ E ciftà*) + Ej> (C.2.18) 
j=l,-,J keKj i=0,—,l-l 
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où le degré l = l(j), xf = (i + l)^f^ et les poids a\ sont donnés dans l'annexe 1. 
L'erreur globale Ej est la somme de l'erreur principale E) et l'erreur d'arrêt Ej 
données respectivement par : 
j 
j = l k€Kj 
E] = ^ a J J t 2 J < / > ( 2 J • - * ; ) > , (C.2.20) 
kÇRj 
où Ej¿ est l'erreur locale à l'échelle j vérifiant (C.2.5). 
Échelle d 'arrêt : Pour déterminer l'échelle d'arrêt J, on estime l'erreur d'arrêt 
E2j par: 
\ßj\ = Y.0^2" </,^(2J •-*:) > 
k€Rj 
< DH2-J ] T 2J\ < f> ^ (2 J -~k)>\ 
k€Rj 
< Dff ( s u p ( V M - - k ) | ) ) f \f(t)\dt 
\
 keRj J J\t-p\<dj+N2-> 
< CR2-^+VJ, 
où la constante R ne dépend que de la fonction $. Puisque 7 > — 1, si on choisit 
J » - " * * « / 2 * ) (C.2.21) 
7 + 1 
alors : 
\Ej\ < R2~^+VJ 
<
 R2(^)'J12^Î (C.2.22) 
< e/2. 
Erreur et choix de dj : Puisque 7 < l(j) alors on déduit de (C.2.5) et de la 
définition de Kj que 
\EjJt\ < CKt{j'd]"l{j)2-^\ (C.2.23) 
pour tout k E Kj. 
De cette écriture, on remarque qu'un choix judicieux de la distance critique dj 
et du nombre de points l(j) pour j = 1, • • •, J s'impose pour \Ej\. Dans un premier 
temps nous fixons l(j) = l pour j = 1, • • •, J, en imposant des conditions sur dj on 
a 
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Théorème 6 Soient l G N, s la précision souhaitée. Si la suite (dj)¿=i,-,,/ vérifie 
d7 < dj-x (C.2.24) 
dj > (2 i c 1 / l )^ 7 (C.2.25) 
alors \Ej\ < e. 
Démons t r a t i on : En utilisant (C.2.19) et (C.2.23) on a 
j—l meKj 
Comme dj vérifie (C.2.25) on a alors 
3 = 1 m€Kj 
< Ce Aj. 
Le iemme (5) nous confirme qu'il existe une constante A teile que 
Aj < A 
alors, 
|#5 | = 0(e) (C.2.26) 
de (C.2.22), (C.2.26), on déduit 
|£/|<|£$| + |£3|<e, 
d'où le résultat du théorème. 
Résul ta ts numériques : Nous avons implémenté cette méthode sous les hypo-
thèses du théorème ci dessus pour les fonctions f(x) = y/ \x — 2| et g(x) = log(x) 
et <f> la fonction d'échelle associée à l'ondelette de Daubechies à M moments nuls 
où M = 2,3,4 (par soucis de clarté on notera 4>M au lieu de é). La valeur de l est 
fixée à 8 et e vaut 10 - î où i ~ 2, • • •, 12. 
On donnera pour chacune des fonctions f et g trois classes de courbes. La première 
est la représentation des coefficients d'approximation ( /¿° = v21 0{/ , 4>M(2l0-~k)), 
§1° = y/2^(g, 4>M(210 • —h))) calculés par la quadrature ci dessus, les abscisses sont 
les Zfc = A; 2""10, k = 0, • • • ,4210. La seconde classe représente l'erreur du calcul 
et la troisième donne le temps CPU en l/60see nécessaire pour calculer ((/, 4>M) et 
(g,(f>M)) en fonction de e. L'implêmentation du programme est faite en langage. C, 
il est exécuté sur SUN SPARC 20. 
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Pour e = 10 8 on a obtenu les résultats suivants pour les trois fonctions d'échelle 
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F I G . I I . 2 - / I = 24{/,0M(2 s--À;)} e i ^ 
e = 1CT8. 
= 24{#, 0M(28 • -Jfc)) pour M = 2, 3, 4 ef 
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2 n ~l 
Étant donnée une fonction h, on note En(h) = — \_. |2n(/i, <^M(2" • —k)) — hh2~ 
k=0 
Pour M = 3 et e — 10 6 voici En(f) et En(g) (calculés en double précision) en fonc-
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F I G . II.3 - \ogl0(En{f)) et \ogl0{En(g)) où n = 4, • • •, 8, M = 3 et e = 10 - 6 
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Maintenant nous allons faire varier s, on représente / | en fonction de xk pour 
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FIG. I I . 4 - / , 6
 = 2
3{/,04(26~A;)) et g* 
2 , • • • , 1 2 . 
= 23(g,<p4{2ñ-k)} pours = 10_i,¿ = 
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Nous donnons enfin la courbe représentant le temps CPU en fonction de e 







































FiG. II.5 - Temps CPU pour le calcul par le théorème 6 de (/, <J>M) M = 2,3,4 en 





FlG. II.6 - Temps CPU pour le calcul par le théorème 6 de [g, <^M}5 M = 2,3, 4 en 
fonction de e — 10~l. 
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Erreur et choix de / = l(j) : Maintenant et contrairement au théorème précé-
dent, pour chaque échelle j < J nous allons contrôler le nombre de points l(j) en 
fixant la valeur de dj. 
Théorème 7 Si dj = K2~i ¡2 et l(j) est la phs petite valeur telle que \Ej^\ < 
s/(2Aj) pour tout k G Kj et tout niveau j = 1, • • •, J , alors Ej < e. 
Démonst ra t ion : Quand on pose dj = ^~ pour j = 1, • • •, J , de (C.2.23) on a 
\Ejtk\ < C2~^2~ / ü ) \/k € Kj. 
De plus l'hypothèse du îemme 5 est bien vérifiée. On déduit alors qu'il existe une 
constante A indépendante de l'échelle d'arrêt J telle que Aj < A. L'erreur E] vérifie 
donc 
j 
J = l k£Kj 
En utilisant l'hypothèse sur l(j) on obtient 
< | . (C.2.27) 
On obtient ainsi grâce à (G.2.27) et (C.2.22) l'estimation de l'erreur globale : 
\Ej\<\Elj\ + \E2j\<e. 
On majore N(s) le nombre de points de quadratures 
j 




< CbJ(-\og2{e) + \i\J) 
< Cc (1/(7 + 1) + ¡7Í/Í7 + l)2))[log2(e)]2, (C.2.28) 
où les constantes Ca, Cb et Cc ne dépendent que de la fonction <j>. 
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Résul ta ts numériques : Comme pour le théorème 6 nous avons implémentés 
la méthode de quadrature sous les hypothèses du théorème 7 ci dessus pour les 
mêmes fonctions / , g, 4>M- La valeur de d3 est fixée à 2], M = 2,3,4 et e = 102 où 
i = 2, • • •, 12. Nous avons obtenus les résultats ci après. 
Pour e = 10~6 nous représentons ci dessous f*,gl en fonction de %k pour les 
trois fonctions d'échelle (¡>2, 4>3 e t 4>A-
FIG. IÍ.7 - Les courbes du dessus représentent ¡l — 24{/, <#M(28 • — k)) (à droite) 
et gl - 24(g,4>M(2s • -k)) (à gauche) pour M = 2,3,4 et e = 10~6. Celles de 
dessous est un zoom autour de la singularité. 
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FIG. II.8 -/fc8 = 2A{f,<j)A{2A-k)) pouvez \Q-\i = 2,--- ,12. 
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Voici le temps CPU (en 1/60 sec) calculé en fonction de la précision e — 10 l 
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FlG. 11.10 - Temps CPU (en l/60sec) pour le calcul par le théorème 7 de ( / , 0 M ) 
(en haut) et (g, <PM), M = 2, 3,4 (en bas )en fonction de e = 10~l. 
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Compara ison et analyse des résultats numériques Le nombre de points né-
cessaire pour la quadrature est bien contrôlée dans le second théorème 7, alors qu'il 
est fixe dans le premier théorème 6. Il est normal que l'algorithme associé au théo-
rème 7 soit plus rapide celui associé au théorème 6. Ceci est confirmé par les résultats 
ci-dessous. 
FlG. 11.11 - Comparaison des temps CPU (en 1/GOsec) pour le calcul de (f,(f>M) 
(courbe en haut) et {</, 4>M) (courbe en bas), respectivement donnés par les théorèmes 
6 et 7, M = 2,3,4 et e = 10~\ i = 0, • • •, 12. 
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11.3 Méthode de quadrature pour les singularités 
d'ordre élevé 
Considérons à présent le cas où la singularité de / en p est d'ordre r > 0. Lorsque 
p € supp(</>), la fonction <¡> doit être au moins de classe Cr afin de permettre l'exis-
tence de / . D'autre part, l'estimation de l'échelle d'arrêt (C.2.21) par la méthode 
précédente diverge en général. 
On utilise alors une technique de régularisation introduite par J.C.Nedelec [21] 
pour le calcul d'intégrales singulières dans le cadre des éléments finis : La distribution 
/ vérifie en effet / = g^ où g est une distribution d'ordre 0. On se ramène donc au 
calcul de I = {-l)r {g, é{[r])) avec [r] la partie entière de r. 
Ce dernier calcul s'effectue par la méthode décrite dans la section précédente 
grâce à une propriété remarquable des fonctions d'échelles à support compact, décrite 
dans [17]: On a l'identité 
r 
4>{[r])=^r.i-i)k(TkM--k) 
où tp est une fonction d'échelle continue à support compact, vérifiant 
N-r 
avec 
Y, hne™ = [(1 + e^)/2f ]T gne™ 
Par exemple, dans le cas où / = vp(^), on obtient / = (In \x\, </?(• —1)) —(in \x\, <p), 
que l'on calcule par la méthode de la section précédente. Remarquons que cette 
technique s'applique immédiatement au calcul des éléments de la matrice de Galerkin 
pour la transformée de Hubert. 
11.4 Cas d'un opérateur 
Soit K le noyau d'un opérateur T : L2(R) —> ¿2(K), défini par 
Tf(x) = ÍK(x,y)f(y)dy V/€ L2(R). 
11,4. CAS D'UN OPÉRATEUR 107 
On suppose que K est de classe C°° sauf sur un domaine V. Soit $ la fonction donnée 
par le produit tensoriel d'ordre 2 de 4>, solution de l'équation d'échelle (A.1.9). Pour 
x — (xi,X2) € M2 on a 
$(x) = <p{xi)4>{x2). 
De ceci et de (A.1.9) s'avère que la fonction $ est aussi solution d'une équation 
N-ï 
d'échelle de type (A.1.9). En effet, pour f E 1 on a <f>(t) — Y ^ c ^ ^ i — w), alors 
pour tout x € R2, k = (klf k2) G Z2 on a 
t=o 
2(JV-1) 
$(x) = J2 ck<ï>(2x-k), (C.2.29) 
¡*¡=0 
avec ¡fc| = fct + fc2 et c* = c^c^. On note le cube S%i0 = [0,2M — l]2 
support de la fonction $ et pour tout (j, k) E Z x Z2, S?k est le support de 
<5>(2jx - ifc) = 0(2^'x! - h1)<t>(2ix2 - k2). 
Comme dans les sections précédentes nous allons donner une quadrature de 
R = (A',$) = f K{x)${x)dx. 
dans le cas où le cube SQ
 0, support de $, rencontre le domaine de singularité V. 
Beaucoup de calculs ne seront pas détaillés puisqu'ils sont similaires aux calculent 
effectués dans les sections précédentes. 
La subdivision uniforme introduite dans la section 1.3 ne peut être utilisée. Parce 
que l'erreur Ej¿ donnée par (Cl.30) est fortement liée à la position de Sjk par 
rapport à V, donc à la distance qui les séparent. Comme dans la section II.1 et 
pour remédier à cet handicap, on propose une méthode de quadrature basée sur une 
subdivision non uniforme similaire à (C.2.7). 
II.4.1 Quadrature Singulière 
On se limite aux classes d'opérateurs souvent présent dans les problèmes phy-
siques. En particulier, les opérateurs T : L2(K) —• X2(R), continus sur L2(E) dont 
le noyau est de classe Cl partout sauf aux points (x, y) tels que x — y. Dans ce cas 
le domaine singulier V est la droite diagonale y = x . 
On suppose que K satisfait, pour x ^ y, les inégalités suivantes : 
\K(x,y)\ < CQ\x-yV (C.2.30) 
\&xK(x,y)\ + \8LK(x,y)\ < d |s - yp"1, (C.2.31) 
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où îe réel l > 7 > —1. 
Le résonnement et les calculs sont similaires à la section II. 1 dans laquelle nous 
avons décrit d'une manière plus détaillée la quadrature unidimensionnelle. 
On considère Bj la bande de rayon dj autour de V, d, est un réel strictement 
positif. On note dJk — inf \x — x'|, la distance séparant la bande Bj du S3k, 
support de $(2J • —k), k G "L2. On construit une suite d'ensemble 
R3 = {k G Z2 / cPk<dj) avec Eo = (0,0) 
et 
Kj = (Z'-R/jnSj 
où k £ Sj si et seulement si il existe m G Rj-i tel que supp($Jjfe) C supp($ J_ l i m). 
On obtient l'équation de subdivision non uniforme suivante : 
j 
Hx) = ^ T ^ â ^ ^ O r ) + Y,äj,k22J$jJx) (C.2.32) 
j = l k€Kj keRj 
où 
= 0-j,kiaJ,k2 
où la suite (aj,m)mez est donnée par (C.2.7). Du lemme 5 on déduit facilement que 
si la suite ((¿,-)j=i,••-,./ est décroissante alors il existe une constante A indépendante 
de J telle que 
j 
^ = E E fei ^ A (c-2-33) 
La quadrature de R est donnée donc par : 
j ¡-1 R
 = E E^E0^^*^) + ^ - (c-2-34) 
avec cti — a¿1orÍ2. L'erreur JBj- est la somme de l'erreur globale EjiS et de l'erreur 
d'arrêt Ejft définis par 
Ej,a = E Ö ^ 2 2 J < / . ^ * > . (C-2-35) 
J 
^ • f f = E Z_jäi>kEj,k, (C.2.36) 
¿=1 JteKj 
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OU 'erreur locale à l'échelle j . Rappelons que l'erreur locale Ej¿ vérifie 
l'inégalité (Cl.30) qu'on réécrit, 
\Ejtk\ < B Ü Tjl sup (\0XK\ + \dlxK'\) , (C.2.37) 
(x,y)esjtk 
où fi = sup (5Zm \am\ ; 1) et la constante B — -Ur^^èWca donnée par ( C l . 16). 
D'après l'hypothèse (C.2.31) vérifiée par le noyau K(x,y), on obtient 
\Ejtk\ < BQ 2~il sup|x - yP~l, 
Or, par construction de Kj on a ¡x — y\ > \/2dj, alors 
\Ej,k\ < BQ 2~jl (v^dj)7"'- (C.2.38) 
pour j = 1 , . . . , J et k € Kj. 
En revenant à l'erreur globale on obtient 
j 
\Ej,g\ < £fi]T 5 3 !5J.*I 2~jl (V^dj)7-'- (C.2.39) 
Comme pour le cas unidimensionnel on distingue deux voies : 
- Dans un premier temps on suppose que le nombre de points nécessaire à chaque 
quadrature intermédiaire est indépendant de j et vaut l. On énonce donc le 
théorèmes suivant : 
Théorème 8 Soit K le noyau, de classe Cl,l € N* partout sauf pour x — y, 
vérifiant les inégalités (G.2.30) et (C.2.31). Si dj est telle que dj < d3_\ et si 
elle vérifie 
alors \Ej\ = 0(e) 




De plus la suite d3 est décroissante, grâce à (C.2.33) il existe une constante 
j 
A indépendante de l'échelle d'arrêt J telle que Äj = \ J / , !%,*! 5i A. On 
déduit donc que 
\EJi9\ = 0(e). (C.2.40) 
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Enfin si l'échelle J est choisit telle que EjA < | , on a 
\E)\ = \EJJ + \EJJ = 0(e). 
On a donc démontré le théorème. 
Si on suppose maintenant que l = l(j), c'est à dire que le nombre de points 
nécessaires pour la quadrature à l'échelle j dépend de j . On énonce le résultat 
suivant : 
Théorème 9 Si à chaque niveau j ~ 1, • • • , J on a dj = 7V2~J'/2 et l(j) 
est la plus petite valeur telle que l'erreur E3tk donnée par (C.2.38) vérifie: 
\EJtk\<E/(2Äj) 
pour tout k € Kj. Alors E] < s. 
Démons t ra t ion : Revenons à (C.2.39), et remplaçons la constante B par 
sa valeur donnée par ( C l . 16), on obtient B = 
\Ejtk\ < NüUU Nl2->1 {s/ïdtf-1 
Puisque dj — -^ f-^ -, il existe alors une constante D dépendant de 7 et N telle 
que \Ej¿\ donné par (C.2.38) vérifie 
\Ehk\ < D fi||0!joo 2~ i7 2tU) Vfc e Kj, 





 SUP j = 0 • • • J i ^ E !C iäJ.*i-
De plus la suite dj est décroissante, il existe alors une constante A indépendante 
de l'échelle d'arrêt J telle que Äj < A. Ainsi si à chaque niveau j on choisit 
l(j) tel que \Ej¿\ < ¿ T ' P o u r t o u t & £ -^ ' j ; alors 
\EJ,9\ < {J-ÂJ 
< \- (C.2.41) 
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Enfin l'échelle d'arrêt est choisit telle que EjM < | on conclut alors que : 
m^lEjJ + lEj^Ks. 
et par cela on termine la preuve du théorème. 




Dans ce chapitre nous nous intéressons aux fonctions singulières de la forme : 
f{x) = g(x) a{x) + h{x). (C.3.1) 
où les fonctions g , h sont au moins de classe C¡(R), / € N* et a est une fonction 
integrable, mais singulière. La fonction a : R —> R est de classe Cl sauf en un 
nombre fini de points. 
Nous construisons une méthode de quadrature pour l'intégration numérique de 
/ = (f,4>) où 4> est la fonction d'échelle donnée par (A.1.9) ayant son support dans 
Sofi = [0,N — 1]. Nous utiliserons les mêmes notations que dans les chapitres I et 
II. Pour faciliter les calculs nous supposons que a n'a qu'un seul point singulier p. 
Dans le cas où p $ supp(<A) la fonction / est au moins Cl sur So,o, support de <fi. 
Par la méthode de quadrature régulière, explicitée dans le chapitre précédent, nous 
obtenons 
/ = Q(f) + Ej, (C.3.2) 
avec 
Nj-i ri-i 
Q(ï) = J2sJJc ^aJixi*) 
où Nj - 2J+1{N - 1) - (N- 2), xfk = 2~J (k + ^ f i ) . L'erreur Ej est majorée 
\Ej\ < ~D2-Jlsup |/(')(i)|, 
11
 tes° 
où les constantes D et K ne dépendent que de 4>. L'échelle d'arrêt J, est tel que : 
\Ej\ < s, 
où £ est la précision souhaitée du calcul, fixée d'avance. 
(C.3.3) 
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Nous réordonnons les points x¡ ' par la transformation (i,k)—> m — Ik + i 
pour i = 0, • - •, / — 1 et k = 0, • • • Nj. En notant, pour m = Ik + i, w^ = aiSj¿ 
et xJm = Xi' , la quadrature (C.3.3) s'écrit 
INj 
QU) = Y,wif(xJm). (C.3.4) 
m=0 
III. 1 Algorithme de quadrature corrigée 
Nous supposons, pour toute la suite, que le point singulier est dans le support 
de <j). Nous allons construire une quadrature pour l'estimation de I en introduisant 
la notion de correction locale qui consiste à corriger certains poids w^. Notons Zj 
l'ensemble des indices m de ces poids. Si nous notons W£ les poids de cette nouvelle 
quadrature, nous avons 
wi = Wi Vro £ Zj. 
La méthode de quadrature que nous proposons consiste à éliminer de (C.3.4) les 
termes associés à m G Zj et lui rajouter un terme de correction. 
L'idée de la correction des poids est présente dans les travaux de V. Rocklin [22], 
B. Alpert [5] et J. Strain [24] pour les calculs d'intégrale d'une fonction singulière 
sur un intervalle contenant le point singulier. 
Cette méthode nécessitera la connaissance des termes / Pa{x)a(x)è{x)dx. Leur 
calcul s'effectue par la méthode de quadrature du chapitre IL 
III.1.1 Méthode de quadrature: 
Il est toujours possible de se ramener au cas h = 0. En effet, nous avons / = 
{îi4>) = (5°") 4>) + (K<?)- Comme h 6 Cl(So,o), le produit scalaire (h,<f>) s'estime 
par la méthode de quadrature quadrature régulière. 
Soient 0¡ une boule de centre p et de rayon Ö. Zj est l'ensemble des entiers 
k = 0, • • •, Nj, tels que l'intersection entre le support de éj,k et la boule Og est non 
vide. Si on note SJ = UkezSj,k alors les poids iu3m à corriger sont ceux associés au 
points xJm € 5 J . Notons 
INj 
Qs(i)= E w i / t à - (c-3-5) 
m = 0 
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Pour chaque k G Z, étant donnée une suite finie (í¿jt)¿=o,-,g-ii 9 S N de points 
de Sj¿- On construit (/S,^)i=o,-:g t e l <lue la quantité 
SQs(f) = Q,(/) + X > ^ / t ó ) , (C.3.6) 
H ^ ' = sj,kßi£ et í ¿ = tfk pour rn = Zfc + i, vérifie ou 
|S<&(/) - I\ < e 
pour une famille de fonctions a. 
La suite (¡#^)teN> est calculée en tant que poids de la quadrature exacte pour 
(Pa,0J,k)- Dans cette écriture 4>j¿ = 2 J0(2 J • -k) et Pa est une famille de 
polynômes de degré a < l - 1. Pour k G Z la suite (/3fcj)¿=o,-,? est solution du 
système linéaire non degeneré issu des l équations : 
f Po(*)a(í)^(<)dt = ¿/3ÍjPa(tí*)^(*í , f c) a<l-l- (C.3.7) 
•'^J,* i=0 
III.1.2 Remarques Importantes 
1. Le choix de la famille des polynômes dépendra essentiellement du condition-
nement du système linéaire ci dessus. La meilleure famille serait celle qui nous 
donne une matrice bien conditionnée. Dans les travaux de Strain [24], ce sont 
les polynômes de Legendre unidimensionnel qui ont été choisis. 
2. En regardant les équations du système ci dessus, nous retrouvons l'idée (évo-
quée dans l'introduction de ce chapitre) de la nécessité du calcul des termes 
Fa,k = / Pa(t)a(t)$J¡k(t)dt. (C.3.8) 
JsJjk 
On les calcule par la méthode de quadrature singulière explicitée dans le cha-
pitre II. 
3. On ne peut se contenter de corriger les poids w¡¿ associés aux points x{¿ ap-
partenant aux Sj¿ contenant le point singulier. En effet il est possible que le 
point singulier se trouve au voisinage du bord de l'un des Sj¿ (sans être sur 
le bord), soit par exemple Sjtk0- Si les points très proche de p mais n'appar-
tiennent pas à Sjtk0 ne sont pas pris en compte dans la correction alors ils 
risquent d'induire une grande erreur. 
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III.2 Analyse de l'erreur de la quadrature 
Nous allons montrer que pour une classe de fonctions o et un réel 5 soigneusement 
choisi on a : 
Ej = \SQsU) - I\ < e 
L'erreur Ej est majorée par 
Ej < Ej + Erj (C.3.9) 
où Ej est l'erreur de correction donnée par 
J (C.3.10) 
\JsJ 
et Ej l'erreur issue de la partie régulière de la quadrature et donnée par : 
ETJ = [ ¡mit) - Qs(f)\. 
JsJ \ 
L'estimation de Ej s'obtient facilement par la quadrature régulière car / = go € 
Cl{S(¡fi I SJ), et en remplçant g par son approximation poîynomiaîe, on obtient 
grâce à (C.3.7) une estimation de Ej. 
III.2.1 Estimation de l'erreur 
Nous choisissons Pa(x) = xa, 0 < a < l — 1. Les équations (C.3.7) s'écrivent : 
/ xao(x)4>jAx)dt = ¿ / ? Î ! ( i f ) V ( i f ). (C.3.11) 
JSJ* x=o 
Revenant à l'estimation de Ej, avec la notation du paragraphe III.1.1, nous avons 




Ej < X>j,*¡ ETJJ,, (C.3.13) 
J~<C 
Fr — 
/ g{t)o{t)éj^t)dt - £/£ííKtí'V(tí*)| 
/ g{t)a(t)d>j,k(t)dt - J¡Tiaigtá'k)cT)(xJi'k)\ . 
''
SJ.k , ' = 0 ! 
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Commençons par l'estimation de Ejk. Soit G la meilleure approximation de g 
par les polynômes de degré inférieur à l — 1 sur Sj¿- Notons R. =• g — G le reste de 
cette approximation. Nous pouvons écrire 
•£" J k\ — Í G{t)a{t)<j>{t)dt - Yttifi^W? 
[ R{t)a[t)4>j,k{t)dt - YttiÍRitpMt? 
Ensuite G est un polynôme de degré / — 1 nous déduisons alors de (C.3.11) que 
[ G(t)a(t)<ßjAt)dt - Y,ßÜG^k)^k) = 0. 
Puisque R est le reste de la meilleure approximation polynomiale, nous pouvons le 
majorer par le reste du développement de Taylor sur Sj¿- Nous avons alors 
l|Ä||c«(S,.t) < Y2'Jl^\\cOiSj,k). 
où Ñ — ~ ^ et IMIc°(s./jfc) = SUP \v(x)\ pour toute fonction réelle v. On obtient 
xesJ 
donc 








Grâce à (C.3.12) nous concluons que Ej vérifie 
Ñ1 
Ecj< F2-JIY,\SJÀ \ a(t)4>Jtk(t)dt - Y^ßÜ^i'") H ^ l l c o ^ , - (C.3.14) 
k£Z \JsJ.k i 
Estimons maintenant ErJk. La fonction / = go est au moins de classe Cl sur 
Sj,k, V/c £ Z. Nous déduisons alors de la méthode de la quadrature régulière qu'il 
existe une constante K ne dépendant que de <j> telle que 
El, < Kl L - H S ' / l l c o ^ ) 
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Grâce à (C.3.13), on a ia majoration suivante pour l'erreur Ej 
EJ ï f " 2 ~ J Î E (^^!ii^/lloo(so.o / Sj,k}) • (C.3.15) 
N o t a t i o n : Pour un entier m et un intervalle B, on a pour une fonction v 
IM|cm(B) = !Mlc°(B) + \\dlv\\c°(B)-
Comme k $ Z, alors / est au moins Cl sur Sj¿- Grâce aux inégalités standard 
pour les normes sur les espaces de Holder [24] il vient pour tout k $. Z : 
l l /IÍC(S J l t) < \Mc''(Sj,k)\\g\\c°(Sj,k) + \W\\c°(Sj,k)\\9\\ci{Sj,k) 
En remplaçant J!<97!iSj,A, dans (C.3.15), par |||/||o»(s.,,t) ~ l!/llc°(s.,it)l et en 
utilisant l'inégalité ci dessus nous obtenons 
ETj < y 2 " J l ^ | s j , J ||j/i|c»(sJ.it) - ü/lico(sJij£}| 
- Y2~J1^SJ'^ l ^ ^ i 5 - ^ ^ ^ ' ^ , * ) + \\9\\c°(Sj.k) (\\<r\\c>[Sj,k) - \W\\c°(Sj,k))\ 
kgZ 
Kl 
^ ^ " ^ I ^ K l k í l c o í S M j l ^ I l c ' í s ^ ) + y\\c°(Sj^'Udl<j\\co{sJ¡k)) • (C.3.16) 
k$Z 
Hypothèse H\ : La jonction a est supposée au m,oins de classe Cl en dehors 
de p. Nous supposons en plus que, en dehors de 0¡. il existe une constante C > 0 
telle que : 
\daa{x)\ < Ca\\x - p\~l~a (C.3.17) 
pour a — 0, a — l. 
L'inégalité (C.3.17) à elle seule n'assure en aucun cas que a G L1(¿?o,o)-
Avec rhypothèse Hx et ie fait que nous travaillons en dehors de 0¡, l'inégalité 
(C.3.16) s'écrit 
Erj < CKlJ2\* - v l _ W l (2-J,\\g\\cnSj.k) + I* - î/r'2-"IMIco(s,. t)) 
k£Z 
Or nous avons montré que pour tout k G Z nous avons \sjtk\ < D'2~J où 
D = ¡|<f»¡!oo!¡0Üi- Comme le cube Sjtk est de taille 2~J(N — 1) nous pouvons écrire 
^ ^
 c
N ~ r \ D x - y\~l\s^\ (2"Jlu\0{Sj,k) + 2-ß\x - yr'Micots^)). 
k$Z 
(C.3.18) 
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Considérons V'í,, b Ç N, l'ensemble des Sj¿, k $ Z dont la distance au point p est 
comprise dans l'intervalle [b6, (b + 1)5]. Soit Bv le nombre de Vb possibles. L'erreur 
(C.3.16) s'écrit 
b
^ k$Z \ 
DKl 
< C — — - U + £] (C.3.19) 




 = E r l E «•1i^i2-"iii7iic(5J.t) 
b=1
 k$Z 
Sj,k € Vb 
Hypothèse H2 '• Soit e la precisión souhaitée, nous supposons que le réel 6 est choisi 
tel que 
et 
•>J\ Bv = 0(1/6) = 0(2J). 
La taille de VJ, vérifie : 
|Vi| < 2Í + 2'J+l(2M~l). 
Du fait que 0(2~ J) — 0(6) il existe une constante G ne dépendant que de <f> tel 
que les ensembles Sj¿ vérifient 
E ¡'Vi < G6. 
kgZ 
Sj,k e Vb 
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En revenant à l'erreur Ej, les deux sommes A et B de (C.3,19) se majorent respec-
tivement de ia manière suivante : 
A < G 2~Jl\\g\\cl{Sofi)J2b-1 
6 - 1 
< G 2'Jl\log(B)\\\g\\cl(Soo) 
et 
B < G e Mcoiso,^"1'1 
fc=i 
oo 
< Ge \\g\\co(s0,o)Ylb''l~l• 
6=1 
Comme l > 0 la somme ^ ^ 6 ' 1 est fini, et Bv est de l'ordre de 0(2J) alors 
6=1 
l'erreur Ej vérifie : 
Wj < Ü \2-J! \log{2~J)\ ¡IÄ|IC(SO,O) + £ !¡5¡lco(5o,o)] • (C.3.20) 
où il — C G ^ Y une constante ne dépendant que du choix de 4>. 
Revenons maintenant à l'estimation de E} (C.3.14) en supposant que les hypo-
thèses Hi et H2 sont satisfaites. Nous avons toujours l'estimation \sjtk\ < D 2~J, 
et par suite 
Ecj < ~2~Jl (D U\\J\a(t)\dt + £ IW^I WÍA)\ ) \\dlg\\c°iSo,o). 
Hypothèse H3 : Nous supposons que S = / |<7(í)|dí < +00. 
Alors nous avons 
Ecj < üa 2-Jl \\dlg\\CHs0,0), (C.3.21) 
avec 
n* = ~z (Du\\0 + Yl l^ m I 1^)1) • 
Conclusion: Avec (C.3.9), (C.3.20) et (C.3.21) nous concluons qu'il existe une 
constante R telle que 
E < R(ÇÏ + fi,) [2- J Í | % ( 2 - J ) | ||y||ci(s„.o) + e \\g\\co{Soja)] • (C.3.22) 
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Nous énonçons le théorème suivant : 
Théorème 10 Soient e la précision souhaitée, f(x) — g(x)a(x) + h(x) où les 
fonction g, h sont des fonctions au moins Cl sur le support de <p et a une fonction 
singulière satisfaisant les hypothèses Hi,Ü2 et H3 ci dessus. On a alors 
\SQsif) - {fM - 0(e), 
où la quadrature SQs(f) est donnée par (C.3.6). 
En effet, de (G.3.10) et (C.3.22) nous déduisons que 
\SQsU) - I\ = Ej = R{Q + Í2.) [2"JI ! % ( 2 - J ) ! !b||c¡(So>o) + e \\g\\c^A • 
Comme l'échelle d'arrêt J est tel que 0(2~Jl) = 0(e), on conclut alors que 
\SQs(f) ~ I\ = O(s). 
Remarque 11 La notion de quadrature corrigée s'étend de manière similaire au 
cas de noyaux de la forme suivante: 
K(x,y) = G{x,y)Z(x,y) + H(x,y), (C.3.23) 
où G, H G C'(R2) et E est singulière. 
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Partie D 





Utilisation pour le calcul des 
coefficients cTondelettes 
Étant donnée une analyse multirésolution (V¿)j=o,-,n où Vj est l'espace engen-
dré par la famille (<Pj.k(x) = 2{n-iV2<f>(2n-J • -fc))fc=o,-'-,2»-.»-ii les coefficients S°k = 
(/i0o,fc) (respectivement S%j = {K,<pt¡}k ® 4>o,i)) constituent la donnée de départ, 
comme le montre les sections 1.3.1 et 1.3.2 de la première partie, pour les algo-
rithmes de l'analyse par ondelettes. L'estimation de ces coefficients s'effectue par 
une application des formules de quadratures explicitées dans la partie précédente. 
1.1 Utilisation de la formule de quadrature à l'échelle 
fine 
Soit / une fonction donnée par sa forme analytique. La projection de / sur 
l'espace d'approximation V"o est donnée par 
2 n - l 
In{x) = ]rS£é0lfc(3:). 
Jfc=0 
Les 2" coefficients 5° = {/, <j>o,k) sont à calculer par les formules de quadratures. 
Cas régulier : Si la fonction / est au moins de classe Cl sur le support de <p, 
alors grâce à la formule de subdivision uniforme (Cl.17) 
J>(2nx - k) = 2~n ] T sjtm 2J+n<f>(2J+nx - (2Jk + m)), J > 0, 
m€Sj 
on obtient 
\S¡ - Qj(f)\ = 0(2-<B+J>')- (D.l.l) 
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ou 
QAf) = 2-/2 ( J2 ^ X k / i 2 " ^ 1 — ^ + '2Jk + m)) 
\mÇSj 
L'entier J est tei que l'erreur soit inférieur à s, la précision souhaitée du calcul. 
On déduit donc que J doit vérifier — ( n ^ y + n) < J- Pour tout k le calcul de S° 
comporte l.cj additions et l.cj multiplications où Cj = 2J~lN + (2J~l — 1)(N — 2) 
et représente le cardinale de Sj. On remarque qu'une grande valeur de J entraîne 
un grand nombre d'opérations, mais en pratique on se contentera de petites valeurs 
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FlG. 1.1 - log10(^r ] T \'2n/2Qj(f) - f{k2~n)\), j(x)=sin(x) et 4> est de Daubechies avec M = 4 
et J — 0, • • •, 4 . 
*=o 
Pour n = 4, 6,8 (échelle d'approximation) l = 8 (degré de régularité)et M = 4 
(nombre de moments nuls de l'ondelette de Daubechies), on a calculé l'erreur de la 
quadrature pour f(x) = sin(x). Le tableau ci dessous donne une comparaison de 
cette erreur (erreurz) avec celles obtenues par la méthode de Sweldens (erreurs), la 
méthode classique de trapèze (erreurt) et la méthode des Coiflets (erreur,) : 








- • • " •• • 
errorz 
1.855999e-07 
5.750474e - 10 
1.053096e-12 
9.530773e - 14 
4.946449e - 14 
errors 








2.50e - 07 
3.15-08 
3.96 - 09 
errorc 
2.7e - 06 
3.43e - 07 
4.28e - 08 
5.35e - 09 
6.69e - 10 
Cas singulier : Dans le cas où la fonction / est singulière, on considère alors 
l'équation de subdivision non uniforme (C.2.7) 
j 
ô(2nx - k) = 2 " n ] T ] T aj^+nç{V+nx - (2'Jfc + m)) + 
2-" E aj,m2n+J<j>(2J^x - (2Jk -h m)), 
niÇRj 
et sous les hypothèses de l'un des deux théorèmes 6 et 7 on obtient 
\S¡ - QSj(f)\ < e. (D.I.2) 
ou 
QSj(f) - 2 "
n/2
 (E E ^ Jt^f^^^frr 
\ j = l m€Kj r = l 
4- 2jk + m)) 
L'échelle d'arrêt J est tel que J > — (]0&i?J^ R> _|_
 n)? o u j e s t l'ordre de la singularité 
et R est une constante ne dépendant que la fonction d'échelle. Comme pour le cas 
régulier quand la valeur de J est grande le nombre d'opérations nécessaire pour 
la quadrature est très grand. Mais en pratique, et puisque une précision de calcul 
vérifiant 10 - 8 < e < 10 - 4 est suffisante, la valeur de J reste petite. Par exemple 
si l'échelle fine n vaut 8 et 7 = 0.5 alors J = 2 est suffisant pour une précision 
e = 10~6. 
Remarque 12 On pourrait être tenté par l'utilisation de ces formules de quadra-
tures pour l'évaluation des coefficients de l'analyse rn,ultirésolution Si, Si, Si, • • •, S%~ 
Ceci n'a pas d'intérêt, généralement, car d'une part ces coefficients peuvent se cal-
culer récursivement par l'algorithme d'analyse une fois nous avons les 5° et d'autre 
part, l'utilisation des formules de quadratures pour les calculer risque d'être inef-
ficace car la valeur de J devient trop importante (comme le montre le tableau ci 
dessous) ce qui fait croître le nombre d'opérations. 

















































1.2 Vers des méthodes d'ondelettes pour les équa-
tions intégrales 
Dans cette section, nous utilisons les méthodes de quadratures de la partie B 
pour calculer la matrice de Galerkin dans une base d'ondelettes d'une équation 
intégrale. Puisque une équation intégrale est représentée, d'une manière générale, 
par un opérateur linéaire T de noyau K(x, y) explicitement donné, le calcul des 
coefficients de la matrice de Galerkin se ramène donc à une application directe 
des formules de quadratures à l'opérateur T. Cette section, qui constitue un début 
pour les travaux qu'on a en perspective, sera surtout consacrée à l'explication de la 
méthode de Galerkin dans une base d'ondelettes et aux méthodes de compression. 
On présentera une simple application consacrée au calcul de cette matrice pour le 
problème de Dirichlet. 
1.2.1 Représentation de Galerkin 
On considère l'équation intégrale linéaire suivante : 
/ 
K{x,y)f(y)dy = g{x) (D.I.3) 
où K(x, y) e L2(Md x Rd) et / , g sont dans L2{Rd). On note T l'opérateur Tf(x) = 
K(x,y)f(y)dy, l'équation (D.I.3) devient 
Tf(x) = g(x). 
La méthode de Galerkin, qui consiste à résoudre le problème dans un espace 
d'approximation V, mène au problème suivant 
Trouver fv G V teile que {TfVyv) — (g,v),Vv Ç. V. 
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Étant donnée une analyse multirésoiution (Vj)j'ez de L2(Rd) tel que V} est en-
gendré par la famille 2^24>(2jx — k)J k G Zd où <j> est à support compact. On considère 
comme espa.ce d'approximation V l'un des V¡, soit V = Vo- Alors le problème s'écrit 
Trouver fQ <G V0 telle que {TfQ,v0) = (g,v0),'ivQ <G V0. 
Dans V'o on a : 
/o(x) = Y^(fG^o,k)<Po,k(x)-
k 
où k = (ki, fc2, • • •, Ad) et pour tout 1 < % < d, fc¿ = 0, • • •, 2n — 1. 
L'application de l'opérateur T à la fonction /o s'écrit : 
?7o(z) = 52(/o>0o,*}î>o,*(aO-
et le problème se ramène donc au problème produit matrice vecteur suivant : 
£<T¿0 )*>o,i}(/o,«W> = (9o, M l e Z d (D.1.4) 
k 
qui s'écrit aussi sous la forme 
A0F° = G0 (D.1.5) 
avec AU la matrice (T <f>o,k,<Po,i) , F0 le vecteur ({fo,<j>o,k))k et Gû le vecteur 
i(#G) <t>o,i))i- On appelle matrice de Galerkin la matrice A0. 
Remarque 13 La matrice de Galerkin représente la donnée initiale pour les al-
gorithmes de l'analyse par ondelettes. On donnera dans l'annexe 0 un rappel de 
ces algorithmes et surtout la construction des matrices standard et non standard ( 
comme elle est donnée dans ¡12} par Beylkin et ses collaborateurs) d'un opérateur 
T. 
1.2.2 Problème de Dirichlet 
Soit fi le disque de centre 0 et de rayon R. On note fi' = R2/fi et T = dû. 
On appelle problème de Dirichlet sur fi le problème 
Lu = 0 SUr fi fi fi' /n -, e>\ (D.1.6) 
u — u0 sur 1 
lorsque L = —A. Les restrictions de ce problème à fi et fi'admettent une solution 
unique respectivement dans HY(Q) et Wl(Q'). La solution élémentaire de (D.1.6) 
vaut 
1 
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Par la definition de la solution élémentaire et la représentation du potentiel de simple 
couche, la fonction 
u(x) = ÍG(x-y)q(y)d1iy), Viel 2 (D.1.7) 
est une solution du problème, avec q définie sur T et solution de l'équation intégrale 
u0(x) = JG{x~y)q{y)d1{y), Mx G T. (D.1.8) 
En effectuant un changement polaire, (D.1.8) s'écrit 
P2ÏÏ 
up(0i) = / Gp{6ue2)qv(d2)d92, ¥ ^ € [ 0 , 2 4 (D.1.9) 
oùup(8i) = u0(x), Gp(01,92) = -^G{x-y), et qp(62) = q{y). 
L'intérêt de ce changement de repère est de se ramener à un problème unidimen-
sionnel, ce qui facilite les calculs puisque nous allons utiliser une base d'ondelettes 
unidimensionnelle. 
Si on considère une base d'ondelettes sur de Daubechies de support [0, IM — 1], 
on obtient une base d'ondelettes sur l'intervalle [0, 2TT] par le procédé de la périodisa-
tion qui consiste à considérer comme espace d'approximation l'espace V0 engendré 
par la famille des fonctions 
4>n,k(x) = ^ n > f c ( x + 27rm). (D.I.10) 
m€Z 
La discrétisation de (D.1.9) sur l'espace Vo nécessite le calcul des coefficients 
relatifs à / 
S¡(x) = X X - (D-L 1 1) 
ou 
CO _ r>n/2 
t-ji. „ — ^ ' Jk,m [f(t)<ß(2n{t + m.2-ïï) - k)dt 
Et des coefficients 
= 2n'2 Íf(j,~m27r)4>(2nt-k)dt. (D.I.12) 
Kl(x) = Y,Kh^ (D.1.13) 
où 
- 2 M - 1 / •2M-1 
K¡Lm = 2" / / K{h - m27t,t2 - 7712^) .^(2"*! - k)è{2nt2 - l)dti<tt2-
JQ io 
(D.I.14) 
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Remarque 14 - Puisque la jonction <p est à support compact, la somme figurant 
dans (D.I. 10) est finie et par conséquent celles de (DJ. 11) et (D.I. 13) le sont 
aussi. 
- Le calcul des projections sur Vespace périodisé V0 se déduit du calcul de l'ap-
proximation sur VQ. 
Les premiers coefficients (D.I.12) se calculent par, selon la régularité de / , (D.l.l) 
ou (D.I.2) de la section Í.1 ci-dessus. Le calcul des coefficients (D.I.14) sera donné 
dans la section qui suit, dans laquelle nous expliquons l'application des formules de 
quadratures de la partie B, pour l'estimation de la matrice de Galerkin. 
1.3 Opérateurs et compression 
Soit T un opérateur linéaire donné par son noyau K(x,y). Par les formules de 
quadratures on calcule les éléments de la matrice de Galerkin qui coïncident avec les 
coefficients S°¿ = (K, <f>o¿ ® <I>Q,I)- Dans le cas où le noyau est au moins de classe 
Cl en x et en y, par (Cl.29) on obtient 
\S°k# - Q2,AKin,k,k')\ = 0 ( 2 " ^ ) , 
où 
Qy(^n,M') = 2-"[ J2 sJ,m5/,m(¿a^^(2-íJ+íl^^,2-^+")yrJ;fcm,)| 
\(m,m")€Sj r,r'=l / 
avec x¡% = ^ R + 2Jk + m et yJr¡% = iMzH + 2J k'+ m'. 
™o*^ -J^ w -JUr -^—'—' *» 
, M
 ~ ~ \ _—< 100 
0 0 
FlG. 1.2 - (2nQ2,j{K,n,k,k'))k,k,=o,--,2n-i , K{x,y) = sin(2ir(x — y)) et <j> est de Dauhechies 
avec M = 4 et n — 8. 
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Dans le cas où le noyau K(x, y) a une singularité tout au long de la diagonale, 
la formule de quadrature singulière (C.2.34) nous donne 
\S°k>k, - QS2,j(K,n,k,k')\ < e. (D.I.15) 
où 
i - i Qsv(#,n,Mo =2 _ n E E ^mo^Ea'a^(2-ü+n)^m,2-ü+")^;,) 
y j=l m,mlÇ.Kj r,r'=l 
avec xi% = r-^~à
 + 2ik + m et y>£m, = ^ — ^ + 2>k' + m'. La valeur de 
l'échelle d'arrêt J est liée à e, la précision souhaitée du calcul. 
FlG. 1.3 - {2nQS2,j{K,n,k,k'))k,k'~a,'--,2n~i > K(x,y) — y/\x - y\ et <p est de Daubechies avec 
M - 4 et n = 8. 
1.3.1 Erreur de compression 
On note M0 la matrice formée par les coefficients Skk,. Soit c un réel positif, 
on note Mc la matrice obtenue à partir de Mo, en réduisant à zéro les Skk, dont la 
valeur absolue est inférieure à c. Mc s'appelle matrice compressée. On dit que c'est 
la meilleure compression quand d'une part la matrice Mc n'a qu'un petit nombre 
d'éléments non nuls et d'autre part la quantité ¡jM0 — Mc\\ est aussi petite qu'on 
le souhaite. On note ec la valeur de c telle que M£c est la meilleure compression. 
Nous allons donner comment varie la valeur de ec en fonction de J, donc en fonction 
de e. Voici les résultats obtenus pour K(x,y) = y/\x — y\ et la fonction d'échelle 
<p de Daubechies avec M — 4. On note Mo la matrice de coefficients Ski = 
2n l j
 x/\x - y\(¡>(2nx - k)(j>(2ny ~ l)dxdy, k, l = 0, • • •, 2n - 1 et MEc la matrice 
obtenue à partir de M0 en éliminant tout les éléments de M0 de module plus petit 
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que ec. On note erreur = \\MQ — MEc\\ et nb est le pourcentage d'éléments éliminés. 
On prend n = 8 et e = 10~D, 10 - 5 on obtient 
s = IG"'6 









7.53884£ - 05 
1.16824E-06 
5.59366J57 - 08 
erreur 
6.34255£ - 05 
10~4 i 9.63452£ - 06 
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FlG. 1.2 — Cette figure représente la matrice de Galerkin MQ ( à gauche) de K(x,y) — \f\x~~- y\ 
avec n = 8. M — 4, la matrice compressée Mc ( à droite) obtenu après réduction à zéro tout les 







Étant donnée une analyse multirésolution finie (Vj)j=0)...,„ de L2(R) tel que K 
est engendré par la famille 2"~^2^(2n_'-?x — k)t k e Zn où <f> est à support compact. 
Soit T un opérateur linéaire donné par son noyau K(x,y). 
1.4 Forme non standard 
Soit Pj la projection orthogonale par rapport à Vj et Qj la projection 
orthogonale par rapport à Wj, rappelons que Wj est le supplémentaire de Vj dans 
Vj-i et est engendré par la famille {ipj,k(m) = 2{n~^l2'i¡){2n~'J • -&))fc=o, ••,27i-¿--i- On a 
F, + Qj - Pd_Y car V}©Wj• = Vj„i . On définit la forme "télescopique" de T 
par: 
n 
T ~ PoTFo - YjQFQi + QiTPi + PiTQi + PnTPn (D.I.16) 
qu'on peut réécrire encore comme 
n 
TQ = P0TP0 = Y,(A, + Bj + Cj) + PnTPn. (D.1.17) 
Les opérateurs Aj , .B¿ e? Cj sont respectivement représentés par les matrices 
ßl,k> = (Tipj¿,<t>j,k') 
7fc,f = (T<f>j,k<ißj,k>)-
On appelle forme non-standard la matrice «4.<v (2JV, 2JV), N ~ 2n formée par les 
blocs ( (Kifc,)fe,fc', Wik>)k,k-> (TÍ,jfcOM')j=i,-,n;Tn). 
Compression d'opérateurs [Beylkin et al] 
Par les propriétés d'oscillation, de régularité et de localisation des bases d;on-
deîettes mises en oeuvre, on peut estimer l'amplitude des cPkk,, ß3kk, et j¡.k,. En 
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effet, on note I — Pk et / ' = Pk, les supports de 4>jk et <j>jk> , Si K(x,y) est 
régulier sur I x I1 sauf pour x — y alors par un développement de Taylor en x 
et en y et grâce à la nullité des M premiers moments de ip et le fait que <fr et t[> 
ont le même support donnent l'estimation suivante 
fe'! + l/W + !T£.*I < CM"*1 SUP (|ô.M^(^y)l + l ^ fo i / ) ) -
(i , î /)€/x/' 
(D.I.18) 
Le second membre de l'équation ci dessus est négligeable dans le cas ou \I\ ou les 
dérivées partielles de K le sont. 
Si le noyau K(x,y) vérifie les conditions 
\K(x,y)\ < 
\x- y\ 





K(x,y)dxdy\ < C\I\. 
(D.1.19) 
Alors des deux premières inégalités de (D.1.19) on déduit que 
té,*! + K,l + \-i*\ < i+|fc^l|M+-» v !*-*'! ^ 2M- i0-1-20) 
Les modules des coefficients o^j.,,/?^, et jktk, sont inversement proportionnels à 
la distance entre PK et Pk, . Ainsi, on peut mettre en évidence une méthode de 
compression en mettant à zéro les coefficients des matrices Aj,B]: Cj se trouvant 
à l'extérieur de la bande de rayon B. On note Tf l'opérateur obtenu après cette 
compression et on obtient [12] 
W - r0 | | < ™log 2 (2" ) , (D.1.21) 
où C est une constante qui dépend du noyau. La valeur de B est un paramètre 
de l'algorithme et choisi de telle façon qu'on ait 
C.n 
~ß~M - £c> 
et on déduit que B doit vérifier 
B > ( ^ ) i r . (D.I.22) 
Voici un exemple de la matrice non standard associé au noyau K(x, y) = y/\x — y\. 
La matrice de Galerkin calculée et représentée ci-dessus constitue la donnée initiale, 
on considère M = 4, n = 8. 
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FlG. 1.5 — Deux matrices non standard de K(x,y) = >J\x — y\ avec M — 4 et n = 8. Le 
coefficient de compression ec vaut 10~5 pour la première et 10~6 pour la seconde. 
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1.4.1 Forme Standard 
Soit L'AMR VjjeZ tel que j = n est l'échelle la plus grossière. Pour l'échelle j — 
0, • • • ,n, l'espace V) est engendré par la famille (^j,jk(^))fc=o,-,2',-j-i o u <f>j,k{z) — 
(2in~3)l'¿(¡){2n~jx - k)) et on a 
n 
On considère, les matrices {A1, B-7,î,C-?,î}i=j+ii,..)„ données respectivement par: 
AU = (rjy M = O,---,2* 
BZ = (Fiù fc = 0 1 - - . í 2 í , / = 0, .-- ,2í 
C¿3 = ( r g ) A: = 01--- ,2>,¿ = 0 , . . - , 2 i 
où les T]ft sont donnés par (??). 
Remarquons que les matrices {A1, B^\ C3,l}1=j+ii...in sont associées respective-
ment aux opérateurs : 
Aj : Wj -> H -^
pour tout i > j . On note BJ et C" les opérateurs: 
On appelle forme standard la représentation matricielle suivante : 
£o = {^,-,ßj. • , ,Cl .^, , ß " , ß " , r n } ] = i . . . n , (D.1.23) 
où T n = (T<p^k,ÓQtl}, 
La forme standard, contrairement à la forme non standard, est une véritable 
écriture matricielle de l'opérateur T. De ce fait, le produit de deux formes standard 
est la forme standard du produit et l'inverse de la forme standard est la forme 
standard de l'inverse. 
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Poids de quadrature a¡t, 
4 
1.35704319172753e+00 








8.81397085893726e - 01 
-2.95345929358774e-01 
4.25055536450949e - 02 
10 
4.82966789208228e - 01 
-8.25811928252524e-01 
3.22636923282853e + 00 
-4.73342384178937e + 00 
5.81570481406990e+ 00 
-4.83873444890955e + 00 
2.67232131929435e+ 00 
-1.00102423073864e+00 
2.24002340179545e - 01 
-2.23700456897347e - 02 
13 
3.64036580416858e - 01 
-1.01621315795335e + 00 
4.49641353829642e + 00 
-1.00936942064064e + 01 
1.85729751823191e+ 01 
-2.42994759226247e+01 
2.41793347878095e + 01 
-1.80946359127188e+01 




1.38473557697203e - 02 
k = 0, • • •, / — 1 avec l = 4, • • 
5 
1.07165596187844e+ 00 
-4.31755332979465e - 01 
6.68748271295818e - 01 
-3.85478707724087e - 01 




2.30285923007713e + 00 
-2.44025272955066e + 00 
1.86059194635921e + 00 
-9.68943356116998e-01 
2.77060427887456e - 01 
-3.42362675163271e-02 
11 
4.35443796455222e - 01 
-9.00713144199717e-01 
3.63885544414305e + 00 
-6.22889346688828e + 00 
8.97670944258158e + 00 




-2.07478470439426e - 01 
1.87728272649670e-02 
14 




2.52704215916438e + 01 
-3.71940832886394e + 01 
4.23153328688932e + 01 
-3.68432340383442e + 01 
2.43985583543545e + 01 
-1.22106988148062e+ 01 
4.43084335563981e + 00 
-1.10083591423995e+ 00 
1.68962143598662e - 01 
-1.20658632712765e-02 
• 15 pour M ~ 2 
6 
8.63139739244735e - 01 
-4.00497731817379e-01 
1.17700270263699e+ 00 







-3.48578045996486e + 00 
3.49928428165289e+ 00 
-2.39728502754664e + 00 
9.99176458281624e-01 

















-1.104252029S5971e + 00 
5.41777751259269e+00 
-1.50609700478217e+01 
3.34086009969833e + 01 






























































8.05159747631688e - 01 
-1.90744951626819e - 0 1 
! 






3.44841720751082e - 02 
10 
4.79568873332371e - 01 
-1.94197667892999e-01 
2.22011953273272e+ 00 
-3.49457642523552e + 00 
3.94928348386092e+ 00 
-3.27300177598108e + 00 
1.87343094814446e+ 00 
-7.00258424735143e - 01 
1.55094659612173e - 01 
-1.54632038178819e-02 
13 
3.02248666432617e - 01 
-3.64548092213962e - 01 
3.00390201888081e+ 00 
-6.14352468735069e + 00 
1.11061675326794e+01 
-1.48364503483452e+ 01 
1.46490561307373e + 01 
-1.09031065003376e+ 01 
6.04145112739263e+ 00 
-2.41016653873015e + 00 
6.55604177116089e-01 
-1.09001415802613e-01 
8.36792373587003e - 03 













-7.25228946843015e - 01 
2.05712650300253e-01 
-2.55991721307075e - 02 
11 
4.04802996135835e-01 
-2.56142145524738e - 01 
2.54523463558577e+00 
~4.31843125918479e + 00 
5.80945566746425e+ 00 
-5.85009930208487e + 00 
4.17510016609673e+00 
-2.07284261580159e + 00 
6.87497047549748e-01 
-1.36995895470084e-01 
1.24207055764394e - 02 
14 
2.65940949079372e - 01 
-4.03405017741715e - 01 
3.16861598453121e+ 00 






-7.07060138584234e + 00 
2.56278251890672e+00 
-6.39038851706601e - 01 
9.81213355270789e - 02 
-6.99696375501491e - 03 




9.14597282855388e - 01 
-7.35752680539330e--01 
3.01101699992408e-01 
-5.04207380568349e - 02 
9 




2.54346740533080e + 00 
-1.66193349254738e+00 




3.47409914850108e - 01 
-3.15104674560502e-01 
2.80156758305713e + 00 
-5.19557543943505e + 00 
8.19074260413976e + 00 








2.36216394369131e - 01 
-4.32777286357684e - 01 




3.89346750477125e + 01 
-3.87915542831634e+ 01 
3.00639751004601e + 01 
-1.79611435353499e+01 
8.13987287908913e + 00 
-2.70754428028158e+00 
6.23757203406626e - 01 
-8.89667754404826e - 02 
5.92287701115390e-03 
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1.97733098O8O313e + 00 




-4.69493737734144e - 01 




3.01924800829724e - 02 
10 
5.01583127485986e-01 








-1.00564158844127e - 02 
xù 
2.66978457615477e - 01 
1.43348992644686e - 01 
1.89370805658786e+ 00 





3.57902746594606e + 00 
-1.42775806882032e+ 00 
3.88544964312215e - 01 
-6.46414535782960e - 02 






8.36659981737809e - 01 
-3.99550301260830e - 02 
7.70432353643287e - 01 





Tï~ - — 
3.99053910657338e-01 
2.56604681471254e - 01 
1.42730807607949e+ 00 
-2.80542224795442e + 00 
3.71956536232404e+ 00 
-3.64919432958524e + 00 
2.59402153697674e+ 00 
-1.29440297102795e+ 00 
4.30648824502686e - 01 
-8.59891422701115e-02 
7.80629905262255e - 03 
14 
2.23667975921842e - 01 
8.35965754933565e - 02 
2.02332767393958e+ 00 
-4.22012960731274e + 00 
8.19508997716076e+ 00 
-1.24016390289574e + 01 
1.41436709655955e + 01 
-1.23044125551853e+ 01 
8.16764794185633e+ 00 
-4.07215374976656e + 00 
1.47739701139776e+ 00 
-3.68647787479258e - 01 
5.66235005815887e-02 





3.58497408312247e - 01 
-5.91558621059545e-02 
_9 







-1.19369237604887e - 01 
1.32697656277892e-02 
_12 
3.23584573277380e - 01 
2.05485959690551e - 01 
1.69642553065213e+ 00 
~3.33685283785221e + 00 
4.99284906415005e + 00 
-5.76337540311537e+00 
4.93828962748049e + 00 
-3.08188573417739e+ 00 
1.36651233299123e+00 
-4.09106659972957e - 01 
7.42518889540584e - 02 





-4.641.46336147988e + 00 
1.01831155634172e+ 01 
-1.71190440214300e+01 
2.18629639112628e + 01 
-2.17107456771030e + 01 
1.68192317160672c+ 01 
-1.00646434956029e + 01 
4.56418262359540e+ 00 
-1.51835409708926e+00 
3.49785480931033e - 01 
-4.98947013171147e-02 















































Poids de quadrature at, 
4 
2.34311101493448e + 00 
-2.49S88796886876e+00 
1.51981801905S65e + 00 
-3.64041065124364e-01 
7 
1.65350145027767e + 00 
-1.80084006973262e + 00 
2.50832064295618e + 00 





7.47060641130913e - 01 
5.85767161262809e-01 
-8.08779873984866e - 01 
1.02822534373994e+ 00 
-1.02479856008236e + 00 
7.56292654130590e - 01 
-3.96614264470775e-01 
1.395161572082516-01 
-2.95055265391578e - 02 




-2.22502651107972e + 00 
4.09444545476296e + 00 
-6.35416310186212e+00 
7.75730038387435e + 00 
-7.31473625790852e + 00 
5.26011906217553e+ 00 
-2.83128599675207e + 00 
1.10490598457081e+ 00 
-2.95430315475898e - 01 
4.84451710778988e-02 
-3.67634270649469e - 03 




2.42146254610483e + 00 
-1.14601829792070e+ 00 





-î.86772995146596e + 00 
1.43747169083945e + 00 








-3.17095940221948e + 00 
2.89957702653247e + 00 
-1.94848060096127e+ 00 
9.31992588330916e - 01 
-3.00377890129464e - 01 
5.85074659528028e - 02 





3.80653337594591e + 00 
-6.56513120150811e+00 
9.03418182219572e + 00 
-9.75193888456111e+ 00 
8.19203483905851e+00 
-5.29652806853555e + 00 
2.58571878822969e+ 00 
-9.22405172658574e - 01 
2.27002823559789e - 01 
-3.44677104124809e - 02 
2.43470552016961e - 03 
 15 pour M = 10 
6 | 
1.97903091076021e + 00 1 
-2.45523219321372e+ 00 
2.81340910570155e + 00 
-1.97387617227331e+ 00 




-1.22550845243884e - 01 
3.86156181415274e-01 
-6.31234970145450e - 01 
6.52754146300299e - 01 
-4.42417645485817e-01 
1.91399686866194e-01 
-4.81331869689905e - 02 
5.36939860678779e - 03 | 
12 ! 
3.80363627817669e - 01 j 
1.38716664910171e+ 00 
-2.18627988573842e + 00 
3.70796312442965e+ 00 
-5.13686702004365e+ 00 
5.49102908351256e + 00 
-4.43738674349273e + 00 
2.65819471547915e + 00 
-1.14418455024265e+ 00 
3.34764683221085e - 01 
-5.96532645442736e - 02 
4.88958028532354e - 03 
15 








-8.07485518130284e + 00 
4.73971082646784e + 00 
-2.11665874105293e+ 00 
6.95363227300692e - 01 
-1.58525566763640e - 0 1 
2.24133258918063e - 02 
- 1.48097725659054e - 03 





































































































































































Le tableau de gauche donne les filtres de longueur L — 2M associés aux fonctions d'échelle de Daubechies 
pour M = 2,3,4,10 représentées dans la figure (FIG 1.1). 
Celui de droite donne les filtres de longueur L — 3JVÍ associés aux Coiflets pour Ai = 2,4,6 
représentées dans la figure (FIG 1.2) . 
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Analyse numérique/Numerical Analysis 
Quadratures singulières et fonctions d'échelle 
Albert COHEN et Abdelhak EZZINE 
A. C. : Laboratoire d'Analyse Numérique, Université Pierre-et-Marie-Curie, 
4, place Jussieu, 75005 Paris, France ; 
A. E. : Cermics, Ecole Nationale des Ponts et Chaussées, 
Central 2, La Courtine, 93167 Noisy-le-Grand, France. 
Résumé. Nous présentons une méthode de quadrature, pour le calcul du produit scalaire 
/ = / f(t)é(t)dt, lorsque /(r) présente une singularité de type homogène, la fonction 
<p(t) étant définie par une équation d'échelle. 
Singular quadratures and scaling junctions 
Abstract. A quadrature method is presented for the computation of the inner product. 
I = J f{t)<p{t)dt, where f(t) has a singularity of homogeneous type, and </> is 
implicitely determined by a refinement equation. 
Abridged English Version 
Wavelet bases have proved to be a powerful tool for the discretization of singular integral equations, 
since they usually lead to sparse matrices. However, one needs to compute quantities of the type 
{/, (pj.k) a nd (T<pj,k, <Aj..')- where / is a function, T is an operator with kernel K(x, y) and 
</>_/, A. = 2:*/'24>(23 . — k) is the generator of the underlying multiresolution approximation Vj. 
The difficulties in computing these quantities arise from the fact the / and K might be singular 
and <j> is only known implicitely as a solution of a refinement equation 4>(x) = 2 Ylk=o hk<f>(2% - £)• 
As a prototype example, we consider the computation oí I = J f(t)<f>{t)dt. 
In the case where the function / is C', quadrature rules have been introduced in [1], [9] using the 
fact that the moments Mk = J xkd>(x)dx can easily be computed from the refinement equation. 
A first approximation of I is then obtained by replacing / by a polynomial interpolation of degree 
1 - 1 on the support of </>. In order to improve the precision, one can use a subdivision method: 
iterating the refinement equation, one obtains <p(x) — J3fc Sji k2i<j>(2^x — fc), and the initial quadrature 
rule can be replaced by a combination of similar rules at scale 2 _ J . 
An analysis of the coefficients SJ_
 k and of the local error, shows that the numerical precision is 
of order 2~->l. 
Note presentee par Philippe G. CIAKLET. 
0764-4442/96/03230829 $ 2.00 © Academic des Sciences 829 
A. Cohen et A. Ezzine 
In the case where / has a singularity of homogeneous type, i.e. \f(x)\ < C\x — p j 7 and 
\dlf(x)\ < Cl\\x - p\~>~K I > 0, - 1 < 7 < 1, it is then natural to subdivide the function <*> in 
a non-uniform way, i.e. to introduce higher scales near the singularity, and use 
where k G Kj for 2~*k of order 2~K 
A new quadrature is derived approximating <p by the first part of this decomposition. For a 
preassigned precision e, we use in each layer Kj a different degree l(j) of polynomial interpolation 
and compute the local error accordingly. Since there is no regularity at p, a crude error estimate 
is used to determine J. 
Optimizing the choice of l(j), we find that the precision e can be attained by using an order of 
(1/(7 + 1) + J7¡/Í7 + I)2) [log2(e)]2 quadrature points. 
In the case of a higher order singularity, our method can still be applied, integrating I by parts to 
reduce the order of the singularity and using the fact that the derivatives of a scaling function are 
linear combinations of other scaling functions [7]. 
1. Introduction 
La motivation principale de ce travail provient de la discrétisation sur des bases d'ondeleties 
d'équations intégrales singulières. La mise en œuvre d'une méthode de Gaîerkin nécessite en effet le 
calcul de produits scalaires du type {/, 4>s_k } et (Tcf>hk, 4>j,i ). où / est une fonction, T un opérateur 
intégral de noyau K(x. y) et 4>j,k — 2j/2<^(2J . — k) est la base de l'espace d'approximation Vj 
engendré par la fonction d'échelle <j>, que l'on décompose par la suite dans une base d'ondelettes [3]. 
La mise au point de quadratures précises pour le calcul de ces quantités se heurte à trois difficultés : 
les fonctions f et K peuvent présenter des singularités, la régularité de la fonction <f> est limitée par la 
taille de son support [3] et ó n'est connue qu'implicitement comme solution d'une équation d'échelle 
N 
(1) (¡>{x) = 2sPéhk4»{2x-k), 
k=0 
où N € N* et les réels hk. k = 0, ••-, Ar. sont connus explicitement. On rappelle que l'on a 
supp(<£) = [0, N}. 
Nous allons montrer que cette équation permet néanmoins d'obtenir une méthode de quadrature de 
faible coût caiculatoire, pour une précision s fixée. Par changement d'échelle on se ramène au calcul 
de Sk = f f(t)4>(t ~ k)dt et TkJ = J K{x, y)<f>(x - k)4>(y - l)dxdy. 
Nous traitons ici uniquement le calcul de Sk, dans le cas où / présente une singularité de type 
homogène en un point. Cependant, la méthode s'étend de façon naturelle au calcul de Tkj pour 
des noyaux de type Calderon-Zygmund, en remarquant que la fonction $(x, y) — (j>(x)<p(y) vérifie 
une équation d'échelle induite par (1). Cette étude, ainsi qu'une implementation de l'algorithme 
correspondant, fera prochainement l'objet d'une publication. Notons finalement que les fonctions 
JB-splines satisfont des équations du type (1) et que notre méthode peut ainsi s'appliquer dans le 
cadre des éléments finis. 
Sans perte de généralité, on se ramène au problème du calcul de / = J f(t)<p(t)dt. 
Dans un premier temps nous allons rappeler la méthode développée dans [l], [9], lorsque la 
fonction / est de classe C'(R), / € N*. Ensuite nous expliciterons la méthode de quadrature pour 
830 
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une singularité de type homogène \x\~', \j\ < 1. Enfin nous évoquerons le traitement des singularités 
d'ordre plus élevé. 
2, Quadrature pour une fonction régulière 
Soit / une fonction de classe C'. La méthode de quadrature de [Í j , [9] utilise la donnée des moments 
Mk = J xk4>(x)dx. En effet, l'équation (î) donne accès aux valeurs de Mk par un calcul réccursif 
très simple (<f> est normalisée au sens où M¡¡ = 1). On trouvera dans [2], [6] une généralisation de ce 
résultat au calcul d'intégrales de produits de fonctions d'échelle quelconques. 
En remplaçant alors / par son interpolation par un polynôme Pi de degré l - 1, aux points 
Xi — iN/(l - 1), i = 0, • • -, I — 1, on obtient une suite de poids (tL>')i=0, ..,i_i dépendant linéairement 
des moments Mk, k = 0, • • -, I - 1, et une première approximation 
(2) I=(P¡,<I>) + E= ] T wlif(xi) + E, 
i = 0 , — , 1 - 1 
où \E\ < Bsupp t e s u pp(¿,j¡/ !(í)¡ représente l'erreur de la quadrature de / . 
Si \E\ > e, on améliore la précision par la méthode de subdivision suivante : par itération de (1), 
nous obtenons 
(3) 4>(x) = ^ sj<k2'4>{2jx - k). 
k 
Les coefficients Sj,k sont calculés par un algorithme de subdivision Sjtk = J2n /ifc-2nSj-i,n (on 
trouvera dans [4] une étude générale de ces algorithmes), et sont uniquement déterminés par le produit 
scalaire sJtk = (<f>, 4>{23 . — k)) où <j> est une fonction duale (que l'on peut choisir égale à <j> dans 
le cas d'une fonction d'échelle orthonormale). 
En injectant (3) dans / , et en utilisant la même méthode pour le calcul de ( / , 2i<f>{2:' . — k)), on 
obtient des points xf = 2~ J(¿ + x¿) € supp (<pj.k), i = 0. • • - , / - 1 et une approximation 
(4) J = £ * ; . * E w'if{xÍ'k) + Ej 
k j' = 0, - - , ¡ - 1 
°ù \Ej\ < 'Ek\sj.kE}¡k\. L'erreur de quadrature Ehk = ( / , 234>(2]. -k)) - £ , = O , - , Î - I ujf(xf k) 
est estimée par 
\Ej,k\<Ci2-il sup | / ' ( í ) | . 
t € supp(0 j . i . ) 
De plus, en utilisant la majoration \Mt\ < {Ns\\p\<¡>\)1, on a l'estimation C< < K1 ¡l\ où K ne dépend 
que du choix de la fonction 4>. 
On déduit de Sjtk — ( <t>, 4>{23 • —k)) l'estimation ¡Sj, ¡¿j < D2~*, D = ||^||oo¡|^i|i. et o° remarque 
que la somme dans (3) comporte au plus N23+l termes non nuls. On a donc J2k\si<kl — 2£W, 
et l'estimation 
(5) \Ej\ <D,2-jl sup | / ' ( í ) | . 
Il est ainsi possible de rendre l'erreur \E¡\ arbitrairement petite en augmentant la valeur de j . 
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3. Méthode de quadrature pour les singularités homogènes 
Soit / 6 L2(R) une fonction C°° partout sauf en un point p où elle présente une singularité du 
type \x - p | 7 , - 1 < 7 < 1 (on a donc / G L\oc). On suppose ainsi que l'on a | / (x ) | < C\x - p | 7 
et í¿>£/(x)¡ < Cl\\x - p p ~ ' , l > 0. 
La formule (3) devient alors indaptée, car l'erreur de quadrature locale EJyk dépend fortement de 
la distance du support de <pj,k au point p ainsi que du choix de l. Il est donc naturel d'effectuer 
une subdivision non-uniforme consistant à itérer la décomposition (3) sur les fonctions ¿>(2J . — k) 
dont le support est proche de p. 
Soit £ l'erreur de précision exigée pour le calcul de I. 
On note djtk la distance de s u p p i ^ * ) au point p. On a alors l'estimation 
(6) \E,,k\ < CKl2^lcfhk - C<q>k[K2-Jdj\}1. 
On pose alors d, — (K2~~j)/2 et pour 0 < j < J , on définit par récurrence une suite d'ensemble 
Rj. en prenant i?0 = {0}, Ä, = {k e Z; djtk < d3) n S, et Kj = (Z - Rj) n Sj où k G Sj 
si et seulement si il existe l € Rj~i satisfaisant supp ( ^ j t ) C supp (c6-,_i,¡). En itérant l'équation 
d'échelle sur ¡es fonctions </>(2J . - k), k € Rj. on obtient une décomposition du type 
(7) 4>{x) = Y, E a>- * 2J <t>{Vx -k)+ Y «J, fc 2 ' ' 0 ( 2 J i - fc)> 
j = l,--, J fceA'j k£Rj 
où les a.jt k sont calculés par un algorithme de subdivision qui se concentre sur la singularité. L'échelle 
d'arrêt J sera déterminée en fonction de la précision e exigée dans l'évaluation de / . 
La méthode de quadrature que nous proposons consiste alors à approximer / suivant 
(8) / = Y E °¿* E w.U)f(*i'k) + Ej, 
j = l,—,J keKj » = 0 , - - . / - l 
où le degré l(j) varie en fonction de j . L'erreur Ej est la somme des erreurs 
j 
EJ = E E ai-kEj.k 
et 
E2j= Y " • •^•2 J {/ . <K2J . -k)). 
k£Rj 
Grâce au choix de d¡, on a pour /c € Kj, \E^k\ < C2~"y'-''2-'^). À chaque niveau j , on 
prend pour l(j) ia plus petite valeur telle que \E.¡.k\ S e/(2Aj), pour tout A: £ K3, avec 
^•/ = S j = i Ei-eA-, !a>.*.-l- c e Qui assure ainsi \E)\ < e/2. 
Comme dans le cas de la subdivision uniforme, il est possible d'obtenir une estimation Aj < A, 
indépendante de l'échelle d'arrêt J . Une difficulté nouvelle provient de ce que les coefficients a¿, t 
ne sont pas tous égaux aux .«j.
 k de la section précédente, et ne peuvent donc pas tous être identifiés 
aux produits scalaires (<p. <¿>(2J . — k)). L'estimation |uj.jt| < D2~ J n'est donc plus triviale, mais 
elle est assurée dans deux cas particuliers : 
- Lorsque les coefficients ii„ sont positifs (par exemple dans ¡e cas des i?-splines). L'estimation 
\aj.k\ < 2~j est alors une conséquence de 53 ''-2» — ¿L^2» + i — */2- De P'us> o n a directement 
l'estimation Aj < 1. 
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- Sous une hypothèse technique portant sur la suite d¿ qui assure que ajik — sJiJ t lorsque k € Rj, 
j = 1, •••, J - 1. Les majorations ¡aJifc| < HD2~3, k e K} et ¡aj,*| < HD2~J, k € ñ j , en 
découlent, avec H = £ n | f t n ¡ , puisque ces coefficients sont respectivement calculés à partir des 
coefficients Sj_i,jt, i G Äj- i et s j - i , * , i G fíj-i, par des combinaisons linéaires finies faisant 
intervenir les coefficients hn. On montre dans [5] que cette hypothèse est toujours satisfaite par 
le choix dj = {aK2~})j2, pour un facteur 1 < a < 2 bien choisi, ce qui ne modifie pas les 
estimations de Ejtf 
Dans le deuxième cas, il est alors facile d'obtenir Aj < DH £) /=i 2~i Caxd(Kj) < A, où A 
est indépendante de J. 
Pour déterminer l'échelle d'arrêt J , on estime Ej par 
\EJ\ <DH2~J Yï, 2J\(f: ^(2J- -*)>l 
k€Rj 
< DH(sup (Y\H- - k)\) I \f{t)\dt] 
V fc J¡t~pl<dj+N2—' J 
< <7iî2~ ( 7 + 1 ) J , 
où la constante R ne dépend que de la fonction <p. Puisque 7 > — 1, il est possible de choisir J 
tel que \Ej\ < e/2. 
On obtient ainsi une précision \Ej\ < e, avec un nombre de points de quadratures 
j 
N{e) = ^2Caxd(Kj)l(j) 
j 
<CaJ2 2 J K ~ dj.!) (log2 (e) + | 7 | J ) 
< Cb J ( - i o g 2 (E) + |7| J ) 
< C c ( l / ( 7 + 1) + | 7 | / ( 7 + l)2)[log2(e)]2, 
où les constantes Ca , C¡, et Cc ne dépendent que de la fonction <j>. 
4. Méthode de quadrature pour les singularités d'ordre élevé 
Considérons à présent le cas où la singularité de / en p est d'ordre r > 0. Lorsque p 6 supp(^), la 
fonction 4> doit être au moins de classe CT afin de permettre l'existence de / . D'autre part, l'estimation 
de l'échelle d'arrêt par la méthode précédente diverge en général. 
On utilise alors une technique de régularisation introduite par Nedelec [8] pour le calcul d'intégrale 
singulières dans ie cadre des éléments finis : la distribution / vérifie en effet / = g^, où g est une 
distribution d'ordre 0, et on se ramène au calcul de J = ( - l ) r (g, ^ H ) ) avec [r] la partie entière de r. 
Ce dernier calcul s'effectue par la méthode décrite dans la section précédente grâce à une 
propriété remarquable des fonctions d'échelles à support compact, décrite dans [7] : on a l'identité 
0(H)
 = V^._0(—l)fc(t^)<¿?(. —k) où <p est une fonction d'échelle continue à support compact, vérifiant 
f = 2 £ 1 7 g,M2. - n) avec £ hné™ = [(1 + e^ ) /2 ] r £ gne*™. 
Par exemple, dans le cas où / = up(j) , on obtient / = (lnjxj, tp(. — 1) ; — (ln|a:j, <p), que 
l'on calcule par la méthode de la section précédente. Remarquons que cette technique s'applique 
immédiatement au calcul des éléments la matrice de la transformée de Hubert. 
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