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Introduccio´n
La nocio´n de simetr´ıa es parte fundamental de la f´ısica. En la misma nocio´n de objeto
f´ısico esta´ presente la nocio´n de invariancia por cambio de coordenadas, o en un lenguaje mas
f´ısico, la “independencia del observador”. Una nocio´n matema´tica fundamental asociada es la
nocio´n de grupo de simetr´ıa, por ejemplo, los grupos de rotaciones SO(3), y de traslaciones IR3
en el espacio Euclideano IR3 esta´n directamente relacionados con las leyes fundamentales de
conservacio´n del momento angular y el momento lineal. Estas ideas geome´tricas en meca´nica
han ido evolucionando desde tiempos antiguos ([AM78], [Arn66], [Ham34], [Jac66], [Lag88],
[MW01], [Poi92], [Poi01], [MR94], [Gol51], [JS98]). Son actualmente un campo en pleno
desarrollo tanto desde el punto de vista puramente matema´tico, en relacio´n por ejemplo con la
teor´ıa de invariantes o las representaciones de grupos lineales o acciones de grupos en variedades,
como por su conexio´n con la f´ısica, desde part´ıculas a ciencia de materiales o tambie´n con la
ingenier´ıa como en problemas de control geome´trico.
El estudio de la simetr´ıa de sistemas es importante conceptualmente, permitiendo por ejem-
plo en f´ısica describir fuerzas de la naturaleza como curvatura de conexiones o tambie´n distinguir
“variables no f´ısicas” como en la teor´ıa de ligaduras de Dirac.
Muchas veces se usa la simetr´ıa de un sistema para eliminar grados de libertad (por ejem-
plo variables no f´ısicas) definiendo un espacio cociente de dimensio´n menor, lo cual suele
ayudar a la resolucio´n del sistema. Este u´ltimo proceso se llama en general “reduccio´n por
la simetr´ıa”, y es un campo muy activo en la actualidad ([MR86], [MR94], [MMO+07],
[CMR01], [CHMR98]).
La eliminacio´n de grados de libertad debidos a la simetr´ıa por la accio´n de un grupo mencio-
nada arriba de un modo general puede formalizarse matema´ticamente de diversas formas, cada
una de las cuales asume hipo´tesis espec´ıficas. La reduccio´n de Marsden-Weinstein se basa en la
nocio´n fundamental de momento asociado a la accio´n de un grupo G en una variedad simple´ctica
M por simplectomorfismos ([AM78]). El momento no siempre existe aunque esta teor´ıa con-
templa ejemplos fundamentales en meca´nica ([AM78], [GS77], [Sma70a], [Sma70b], [GS90],
[GS80], [GS05]). Se puede ver la historia de la teor´ıa de la reduccio´n en [MW01].
En la exposicio´n de Marsden-Weinstein se asumen hipo´tesis sobre la accio´n del grupo en
la variedad y sobre la variedad misma. Esto es necesario porque se requiere que el cociente de
ciertas variedades, como los conjuntos de nivel de la aplicacio´n momento para un valor regular
de la misma por un subgrupo de isotrop´ıa, sean a su vez variedades. Por otra parte se requiere
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que los mencionados conjuntos de nivel sean tambie´n variedades. Si esto u´ltimo no se cumple
se tiene que recurrir a la teor´ıa de singularidades ( [Sma70a], [Sma70b]).
Aun mantenie´ndose en el contexto finito dimensional no hay una u´nica definicio´n que ge-
neralice la nocio´n de momento en los casos en los que las hipo´tesis de la exposicio´n usual de
la teor´ıa de Marsden-Weinstein no se cumplen. Cabe sen˜alar que estos casos son importantes,
dado que hay ejemplos de intere´s que as´ı lo requieren.
Un avance importante reciente es el trabajo de Ortega y Ratiu, ( [OR02], [OR04]) en el
cua´l se sen˜alan precisamente las limitaciones de la teor´ıa tradicional y como se pueden estudiar
sobre la base de generalizar la nocio´n de momento introduciendo la nocio´n de momento o´ptimo.
La nocio´n de momento o´ptimo de Ortega-Ratiu, asociado a una accio´n de Poisson de un
grupo sobre una variedad de Poisson dada, no asume ninguna condicio´n sobre esta accio´n, es
decir, existe siempre. Desde el punto de vista de la dina´mica de un sistema Hamiltoniano tiene
la ventaja de que los conjuntos de nivel del momento o´ptimo, los cuales son preservados por el
flujo de Hamiltonianos invariantes, son menores (en el sentido de la relacio´n de inclusio´n) que
los correspondientes a todas las aplicaciones momento conocidas detalladas en ([OR04]). Esto
justifica el te´rmino “o´ptimo”.
En la literatura existente sobre momento o´ptimo la condicio´n de que la accio´n sea propia
se requiere para la valide´z de resultados importantes, en particular relacionados con la teor´ıa
de reduccio´n o´ptima. El ca´lculo del momento o´pimo en el caso de que la accio´n sea propia y
globalmente hamiltoniana se puede realizar por medio de una formula de gran utilidad pra´ctica
(Cap´ıtulo 2, Seccio´n 2.2, fo´rmula 2.11).
Es importante destacar que la valide´z de la mencionada formula se puede extender a ciertos
casos donde la accio´n no es propia. En esta tesis se muestran ejemplos donde esto ocurre.
El problema de dos cuerpos en meca´nica celeste con un potencial Newtoniano ha sido resuelto
desde los tiempos de Newton, y ha sido un ejemplo importante de diversos me´todos, por ejemplo,
reduccio´n por la simetr´ıa, probando que es un sistema integrable. El caso de un potencial no
necesariamente Newtoniano ha sido tambie´n objeto de intere´s, tanto en el caso de dos cuerpos
como en el caso de n cuerpos. En este u´ltimo caso los problemas t´ıpicos de dina´mica son de
una gran complejidad y dan lugar a importantes trabajos en la actualidad, tanto por motivos
pra´cticos, por ejemplo disen˜o de misiones espaciales, como puramente teo´ricos, como por ejemplo
la existencia de o´rbitas perio´dicas.
El momento o´ptimo, da una nueva herramienta para estudiar la dina´mica para el problema
de dos cuerpos con Hamiltoniano C∞, sime´trico arbitrario donde el grupo de simetr´ıa es el
grupo Euclideano. En esta tesis se hace un estudio detallado de esta cuestio´n. En este caso la
accio´n es propia y se puede aplicar la formula mencionada. El estudio detallado de este ejemplo
es uno de los resultados de esta tesis.
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se describen conceptos ba´sicos sobre diversos temas necesarios para los
cap´ıtulos que siguen, como nociones de geometr´ıa diferencial, simple´ctica y de Poisson, teorema
de Stefan-Sussmann, acciones de grupos en variedades, aplicacio´n momento, teor´ıa de reduc-
cio´n de Marsden-Weinstein, acciones propias y entornos tubulares. Como referencia ba´sica, este
material se halla expuesto en [MR94], [AM78], [OR04] y [OR02].
1.1. Notacio´n
1.1.1. Geometr´ıa Diferencial.
Sean N y M variedades diferenciables.
La derivada de una aplicacio´n diferenciable f : M → N en un punto m ∈ M se
define como la aplicacio´n lineal Tmf : TmM → Tf(m)N construida de la siguiente manera:
para v ∈ TmM , se elige una curva c : (−, ) → M con c(0) = m y vector velocidad asociado
dc
dt





Si f : M → N y g : N → P son aplicaciones de clase Ck, entonces Tf : TM → TN ,
Tg : TN → TP y g ◦ f : M → P son aplicaciones de clase Ck y se verifica la regla de la cadena
T (g ◦ f) = Tg ◦ Tf.
Un campo vectorial X sobre M es una aplicacio´n X : TM → TM que asigna un vector
X(m) al punto m ∈M . El espacio vectorial real de campos vectoriales se denota X (M).
Una curva integral de X con condicio´n inicial m0 en t = 0 es una aplicacio´n c : (a, b)→M
tal que (a, b) es un intervalo abierto que contiene a 0, c(0) = m y c′(0) = X(c(t)), para todo
t ∈ (a, b).
El flujo de X es la coleccio´n de aplicaciones ϕt : M →M tal que t 7→ ϕt es la curva integral
de X con condicio´n inicial m. Los teorema de existencia y unicidad para ecuaciones diferenciales
ordinarias garantizan que ϕ es suave en m y t (donde este´ definido) si X lo es. Los flujos tienen
la siguiente propiedad: ϕt+s = ϕt ◦ ϕs.
Si f : M → IR es una funcio´n suave, podemos definir en cada punto Tmf : TmM → Tf(m)IR.
Identificando a Tf(m)IR con IR se tiene una aplicacio´n lineal df(m) : TmM → IR. Se define df
como el diferencial de f y para v ∈ TmM , df(m).v es la derivada direccional de f en la
direccio´n de v.
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donde ϕ es una carta en m.
Una k-forma α sobre en una variedad M es una funcio´n α(M) : TM×...×TmM(k−veces)→
IR que asigna a cada punto m ∈ M una aplicacio´n k-multilineal antisime´trica sobre el espacio
tangente TmM de M en m. Denotamos Ω
k(M) el espacio de las k-formas sobre M .
Si x1, ..., xn denotan coordenadas en M , entonces {∂/∂x1, ..., ∂/∂xn} y {dx1, ..., dxn} de-
notan las bases correspondientes a TmM y la base dual de T
∗
mM respectivamente. Para cada
m ∈M , una k-forma puede escribirse















Las formas sobre una variedad conforman un a´lgebra real asociativa con ∧ como multipli-
cacio´n. Mas au´n, α ∧ β = (−1)klβ ∧ α para α y β k y l-forma respectivamente.
Sea ϕ : M → N una aplicacio´n C∞ y α una k-forma sobre N . Se define el pull-back ϕ∗α
de α por ϕ como la k-forma sobre M dada por
ϕ∗m(v1, ...vk) = αϕ(m)(Tmϕ.v1, ..., Tmϕ.vk).
Si ϕ es un difeomorfismo, se define el push-forward ϕ∗ como ϕ∗ = (ϕ−1)∗.
Para aplicaciones ϕ y ψ se tiene que
ϕ∗(α ∧ β) = ϕ∗α ∧ ϕ ∗ β y (ϕ ◦ ψ)∗α = ψ∗ϕ∗α.
Sea α una k-forma sobre una variedad M y sea X un campo vectorial. El producto interior
iXα se define como
(iXα)m(v2, ..., vk) = αm(X(m), v2, ..., vk).
Para α una k-forma y β una 1-forma sobre M se tiene que
iX(α ∧ β) = iXα ∧ β + (−1)kα ∧ iXβ.
Existe una u´nica aplicacio´n d de las k-formas sobre M en las (k + 1)-formas sobre M que
verifica:
1. Si α es una 0-forma, esto es α = f ∈ F(M), entonces df es el diferencial usual de f .
2. dα es lineal en α.
3. dα satisface la regla del producto
d(α ∧ β) = dα ∧ β + (−1)kα ∧ dβ,
donde α es una k-forma y β es una l-forma.
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4. d2 = 0, esto es, d(dα) = 0 para toda k-forma α.
5. d es un operador local, esto es, dα(m) depende solamente de α restrigida a cualquier
entorno abierto de m. En efecto, si U es abierto en M , entonces
d(α|U) = (dα)|U.
Dado α una k-forma, se denomina derivada exterior de α a la (k + 1)-forma dα.
Si α es una k-forma dada en coordenadas por α = αi1...ikdx
i1 ...dxik (sumado sobre i1 < ... <




dxj ∧ dxi1 ... ∧ dxi1 ,
sumado sobre todos los j y los i1 < ... < ik.
La derivada exterior conmuta con el pull-back, esto es
ϕ∗dα = dϕ∗α.
Lema de Poincare´: Toda forma cerrada es localmente exacta, esto es, si dα = 0, existe un
entorno alrededor de cada punto sobre el cual α = dβ.
Sea α una k-forma y X un campo vectorial con flujo ϕt. La derivada de Lie de α a lo
















Si f es una funcio´n sobre M a valores reales y X es un campo vectorial sobre M , la derivada
de Lie de f a lo largo de X es la derivada direccional
(1.2) LXf = X(f) := df ·X.
Si Y es un campo vectorial sobre N y ϕ : M → N es un difeomorfismo, el pull-back ϕ∗Y
es un campo vectorial sobre M definido por
(1.3) (ϕ∗Y )(m) = (Tmϕ−1 ◦ Y ◦ ϕ)(m).
El push-forward se define, como para formas, por ϕ∗ = (ϕ∗)−1.
Si M es una variedad finito dimensional y C∞, se tiene que el conjunto de campos vectoriales
sobre M coincide con el conjunto de derivaciones de F(M). La derivacio´n f 7−→ X[Y [f ]] −
Y [X[f ]] determina un u´nico campo vectorial denotado por [X,Y ] y llamado el corchete de
Jacobi-Lie de X e Y . Definiendo LXY = [X,Y ] se tiene la derivada de Lie de Y a lo largo
de X.
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Para X un campo vectorial y α una k-forma sobre M se tiene la Fo´rmula ma´gica de
Cartan dada por
LXα = diXα+ iXdα.
Otra propiedad de la derivada de Lie es la siguiente. Sea ϕ : M → N un difeomorfismo,
entonces se tiene que
ϕ∗LXα = Lϕ∗Xϕ∗α,
para X ∈ X (N) y α ∈ Ωk(M).
Existen diversas identidades que relacionan la derivada de Lie, la derivada exterior y el
producto interior. Recordaremos algunas de ellas.
1. LfXα = fLXα+ df ∧ iXα;
2. L[X,Y ]α = LXLY α− LY LXα;
3. i[X,Y ]α = LXiY α− iY LXα;
4. LXdα = dLXα;
5. LXiXα = iXLXα;
6. LX(α ∧ β) = LXα ∧ β + α ∧ LXβ.
Dadas variedades de Poisson (C∞(M1), {·, ·}1) y (C∞(M2), {·, ·}2) un mapa de Poisson
es una aplicacio´n ϕ : M1 →M2 que verifica
{ϕ∗f, ϕ∗g}1 = ϕ∗{f, g}2,
para f, g ∈ C∞(M2).
Sea ϕ : M → N un mapa de Poisson C∞ conM yN variedades. Los camposX ∈ X (M), Y ∈
X (N) se dicen ϕ-relacionados si se cumple
Txϕ(X(x)) = Y (ϕ(x)), ∀x ∈M.
En este caso notaremos X  ϕ Y .
Sean X ∈ X (M), Y ∈ X (N) ϕ-relacionados. Vale que los flujos FXt , F Yt de X e Y respecti-
vamente esta´n ϕ-relacionados en el siguiente sentido
(1.4) ϕ(FXt (x)) = F
Y
t (ϕ(x)), ∀x ∈M,∀t.
Rec´ıprocamente si (1.4) vale entonces X  ϕ Y .
Dados los campos X1, X2 ∈ X (M), Y1, Y2 ∈ X (N) tales que X1  ϕ Y1 y X2  ϕ Y2 vale
[X1, X2] ϕ [Y1, Y2].
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1.2. Variedades simple´cticas
La nocio´n de variedad simple´ctica es fundamental en meca´nica. Algunas referencias funda-
mentales son [AM78],[LM87] y [MR94]. Una variedad simple´ctica es un par (M,ω) donde
M es una variedad y ω es una 2-forma cerrada y no degenerada. Se deduce de inmediato que ca-
da variedad simple´ctica es de dimensio´n par. Tambie´n se deduce que cada variedad simple´ctica
(M,ω) es orientable y ωn = ω ∧ ... ∧ ω n veces, donde n = (dimM)/2, es un volu´men.
Un mapa entre dos variedades simple´cticas es llamado simplectomorfismo.
Un ejemplo importante a considerar es el fibrado cotangente. Consideremos la variedad T ∗Q
y θ la 1-forma cano´nica en T ∗Q. Entonces (T ∗Q,ω) con ω = −dθ es una variedad simple´ctica,
ω es la 2-forma simple´ctica cano´nica de T ∗Q.
Dado αq ∈ T ∗qQ, Vαq ∈ Tαq(T ∗qQ), se tiene que
θ(Vαq) := αq(TpiQ(Vαq)),




En coordenada naturales (qi, pi) de T ∗Q se tiene
(1.5) θ = pidq
i
y luego
(1.6) ω = −dθ = dqi ∧ dpi.
Puede verse directamente de esta expresio´n en coordenadas que ω es cerrada (exacta) y no
degenerada. Se observa adema´s que en estas coordenadas naturales los coeficientes de ω son
constantes.
Estructura local de una variedad simple´ctica.
La estructura local de una variedad simple´ctica es simple. Todas las variedades simple´cticas
(M,ω) son localmente equivalentes a T ∗Q, es decir existen cartas en torno a un punto dado de M
en las cuales ω tiene la expresio´n (1.6). Esto constituye el teorema de Darboux cuya demostracio´n
puede hacerse de varias maneras. En particular una demostracio´n va´lida en dimensio´n infinita
usando argumentos de deformacio´n puede verse en [AM78].
Teorema 1.1. (Darboux)
Sea (M,ω) una variedad simple´ctica de dimensio´n 2n. Dado un punto m ∈ M , existe una
carta (ϕ,U) con m ∈ U y ϕ(U) ⊆ IR2n tal que
ϕ∗(ω |U ) = dqi ∧ dpi.
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La ecuacio´n fundamental de un sistema meca´nico en te´rminos de posicio´n y momento es la
ecuacio´n de Hamilton ([Ham34]).
Esta ecuacio´n fue hallada por Hamilton quien de este modo unifico´ el estudio de la meca´nica
y la o´ptica geome´trica . La nocio´n misma de variedad simple´ctica se ha desarrollado como
contexto geome´trico de la meca´nica y la o´ptica Hamiltonianas.
La versio´n moderna de la ecuac´ıon de Hamilton es la siguiente. Sea (M,ω) una variedad
simple´ctica y h ∈ C∞(M) llamado el Hamiltoniano del sistema. Entonces, la ecuacio´n de
Hamilton (o el campo Hamiltoniano Xh asociado a h) es
iXhω = dh.
Por ejemplo, la ecuacio´n del movimiento de muchos sistemas meca´nicos puede escribirse
geome´tricamente en la variedad (T ∗Q,ω) descripta anteriormente. En este caso q ∈ Q representa
la posicio´n y p ∈ T ∗Q representa el momento del sistema.





gij(q)pipj + V (q),
donde el primer termino es la energ´ıa cine´tica y el segundo la energ´ıa potencial ([AM78],[LM87],
[MR94] y [Arn78]).














Usaremos luego una nocio´n mas general que la de campo Hamiltoniano.
Sea α una 1-forma, se tiene una ecuacio´n similar
(1.7) iXαω = α.
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Si dα = 0, por el lema de Poincare´ se sabe que existe localmente una funcio´n h tal que
α = dh lo que justifica el nombre de campos localmente Hamiltonianos para los campos
definidos por la ecuacio´n (1.7).
Los campos localmente Hamiltonianos esta´n caracterizados de la siguiente manera. El campo
X es localmente Hamiltoniano si y solo si
(1.8) LXω = 0
Para probarlo vamos a usar la fo´rmula ma´gica de Carta´n LXω = iXdω + diXω va´lida para
cualquier k-forma ω y cualquier campo X.
En nuestro caso ω es simple´ctica luego dω = 0 y la fo´rmula anterior se reduce a LXω = diXω.
Si X = Xh entonces LXω = ddh = 0. Rec´ıprocamente si LXω = 0 entonces diXω = 0. Luego
α = iXω es cerrada.
De lo anterior y de la fo´rmula L[X,Y ] = LXLY − LY LX resulta fa´cilmente que si X,Y son
campos localmente Hamiltonianos, entonces [X,Y ] es localmente Hamiltoniano.
1.3. Variedades de Poisson
Corchete de Poisson asociado a una forma simple´ctica.
La versio´n moderna de los corchetes cano´nicos de Poisson estudiados posteriormente por
Lie, en el contexto de la geometr´ıa simple´ctica es la siguiente.
Sea (M,ω) una variedad simple´ctica y sean f, g ∈ C∞(M). El corchete de Poisson
{f, g} ∈ C∞(M) esta´ dado por
(1.9) {f, g} = ω(Xf , Xg).
Expresiones equivalentes al corchete son
(1.10) {f, g} = −LXf g = LXgf.
En efecto LXf g = iXfdg = iXf iXgω = −iXg iXfω = −ω(Xf , Xg).
Para obtener la expresio´n del corchete hallada por Poisson consideremos coordenadas locales
de Darboux, luego
















En general, en coordenadas arbitrarias (no necesariamente Darboux) la expresio´n de ω es
ω = ωijdx
i ∧ dxj .
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Entonces la expresio´n del corchete es





donde Πij es la matr´ız inversa de ωij .
Si las coordenadas (x1, ..., xn, xn+1, ..., x2n) = (q1, ..., qn, p1, ..., pn) son Darboux, entonces la






El corchete {·, ·} asociado a una forma ω es una operacio´n en C∞(M) que satisface las
siguientes propiedades:
1. {·, ·} es bilineal y antisime´trico.
2. Satisface la identidad de Jacobi,
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.
Equivalentemente
{h, {f, g}} = {{h, f}, g}+ {f, {h, g}}.
3. Es una derivacio´n en cada factor,
{fg, h} = {f, h}g + f{g, h}, (Regla de Leibnitz).
Equivalentemente usando (1.10) y (1.2)
Xh(fg) = (Xh(f))g + f(Xh(g)).
En coordenadas locales de Darboux las propiedades 1. y 2. se escriben rec´ıprocamente












Puede verse que la derivacio´n {·, h} coincide con Xh. Es decir las ecuaciones de Hamilton
Xh se escriben en te´rminos del corchete de Poisson en lugar de la forma simple´ctica.




(f ◦ FXht )(x) = (Xh(f)(FXht (x)))
= {f, h}(FXht (x)).
En forma abreviada se escribe
(1.13) f˙ = {f, h},
que equivale a la ecuacio´n de Hamilton.
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En coordenadas locales de Darboux se tienen las funciones coordenadas qi, pi. Luego
q˙i = {qi, h} = ∂h
∂pi
p˙i = {pi, h} = − ∂h
∂qi
La valide´z de la identidad de Jacobi esta´ directamente relacionada con el hecho de que ω
sea cerrada. En efecto,
dω(Xf , Xg, Xh) = Xf ω(Xg, Xh) +Xg ω(Xh, Xf ) +Xh ω(Xf , Xg)
−ω([Xf , Xg], Xh)− ω([Xg, Xh], Xf )− ω([Xh, Xf ], Xg)
= Xf ({g, h}) +Xg({h, f}) +Xh({f, g}) + dh[Xf , Xg] + df [Xg, Xh] + dg[Xh, Xf ]
= 2({f, {g, h}}+ {g, {h, f}}+ {{f, g}, h}).
La siguiente propiedad es importante y veremos en el pro´ximo pa´rrafo que se generaliza para
variedades de Poisson.
Lema 1.2. Sea [·, ·] el corchete de Lie de campos vectoriales y sean f, g ∈ C∞(M). Entonces
vale [MR94]
X{f,g} = −[Xf , Xg].
Demostracio´n.
ω(X{f,g}(m), u) = d{f, g}(m).u
= d(ω(Xf (m), Xg(m))).u
= ω(DXf (m).u,Xg(m)) + ω(Xf (m), DXg(m).u)
= ω(DXf (m).Xg(m), u)− ω(DXg(m).Xf (m), u)
= ω(DXf (m).Xg(m)−DXg(m).Xf (m), u)
= ω(−[Xf , XG], u).
Del hecho que ω es no degenerada se desprende el resultado.

Variedades de Poisson.
Una variedad de Poisson (M, {·, ·}) es una variedad M con una operacio´n
{·, ·} : C∞(M)× C∞(M) −→ C∞(M)
(f, g) 7−→ {f, g},
que satisface las propiedades 1., 2. y 3. enunciadas con detalle anteriormente, o sea
1. {·, ·} es bilineal antisime´trica,
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2. {·, ·} satisface la identidad de Jacobi,
3. {·, ·} es una derivacio´n en cada factor.
Dado un corchete de Poisson {·, ·} en M se define un bivector antisime´trico covariante
B ∈ Z20 (M), B : T ∗M ×T ∗M → IR. Si α, β ∈ T ∗xM , sean f, g ∈ C∞(M) tales que α(x) = df(x)
y β(x) = dg(x). Tales funciones siempre existen. Se define
B(x)(α(x), β(x)) = {f, g}(x).
Se prueba sin dificultad de B esta´ bien definido.
Sea B un bivector de Poisson en M . Recordemos que se define B] : T ∗xM → TxM como
B](α(x)) = B(·, α(x)),
usando la identificacio´n natural entre (T ∗xM)∗ y TxM .
Para x ∈M , el rango de B es la dimensio´n de la imagen de B](x). Se prueba sin dificultad
que dim B](x) es par .
Sea (M, {·, ·}) una variedad de Poisson y sea f ∈ C∞(M). Puede verse que la aplicacio´n
g 7−→ {g, f}
es una derivacio´n. El campo asociado se denota por Xf y es llamado campo Hamiltoniano
de f . Se verifica por definicio´n
(1.14) Xf (g) = {g, f}, ∀g ∈ C∞(M).
Puede verse que, como en el caso en que {·, ·} es el corchete cano´nico de una variedad
simple´ctica, vale
(1.15) [Xf , Xg] = −X{f,g}.
En efecto, sea h ∈ C∞(M),
[Xf , Xg]h = XfXgh−XgXfh
= Xf{h, g} −Xg{h, f}
= {{h, g}, f} − {{h, f}, g}.
Por otro lado
−X{f,g}h = −{h, {f, g}},
y por Jacobi se verifica (1.15). N
Para h ∈ C∞(M) se tiene que
LXhB = 0,
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{{f, g}, h} = LXh(B(df, dg))
= (LXhB)(df, dg) +B(LXhdf, dg) +B(df, LXhdg)
= (LXhB)(df, dg) +B(d(LXhf), dg) +B(df, d(LXhg))
= (LXhB)(df, dg) +B(d{f, h}, dg) +B(df, d{g, h})
= (LXhB)(df, dg) + {{f, h}, g}+ {f, {g, h}}.
Por Jacobi se tiene que (LXhB)(df, dg) = 0 para todas f y g y por lo tanto LXhB = 0.
Por otro lado se tiene el siguiente resultado
(1.16) (FXht )
∗{f, g} = {(FXht )∗f, (FXht )∗g},
es decir FXht es un mapa de Poisson (local). En efecto,
(FXht )








= {FXht )∗f, FXht )∗g}.
Una funcio´n f ∈ C∞(M) que conmuta con todos los elementos g ∈ C∞(M), es decir por
definicio´n {f, g} = 0, se denomina Casimir . Toda Casimir en una variedad simple´ctica conexa
es constante.
Un ejemplo de gran importancia de variedades de Poisson es el siguiente, descubierto esen-
cialmente por Lie y estudiado en profundidad por Kirilov, Kostant y Souriau.
Ejemplo 1.3. Sea (g, [·, ·]) el a´lgebra de Lie de un grupo de Lie G. El dual g∗ de g tiene
una estructura de Poisson natural.



















∈ g∗∗ se identifican con elementos de g.
En coordenadas, sea ei, con i = 1, ..., n una base de g y e
i su base dual. Sean ckij las
constantes de estructura de (g, [·, ·]) y sea µ = µkek. Entonces












en particular dependen linealmente de µ. ♦
El siguiente teorema fundamental de estructura local de una variedad de Poisson se debe a
A. Weinstein .
Teorema 1.4. (Weinstein)
Sea (M, {·, ·}) una variedad de Poisson de dimensio´n m y sea 2n el rango en el punto x0.
Entonces, existen coordenadas locales q1, ..., qn, p1, ..., pn, z1, ...zm−2n tales que
{qi, qj}(x) = {pi, pj}(x) = {qi, zk}(x) = {pi, zk}(x) = {pi, qj}(x) = 0, i 6= j
{qi, pi}(x) = 1,
para x en un entorno de x0.
Adema´s, {zk, zl} so´lo depende de las coordenadas z1, ..., zm−2n y vale 0 en z = 0. Por lo
tanto define una estructura de Poisson en esas coordenadas, llamada estructura de Poisson
transversal, que es invariante por cambios de coordenadas.
Si el rango de B es constante en un entorno de x, entonces {zk, zl} = 0.
Lema 1.5. Sean (M1, {·, ·}1) y (M2, {·, ·}2) variedades de Poisson y sea ϕ : M1 → M2 un
mapa de Poisson.
Sea f ∈ C∞(M2), entonces
Xϕ∗f  ϕ Xf .
Rec´ıprocamente, si Xϕ∗f  ϕ Xf para toda f ∈ C∞(M2), entonces ϕ es un mapa de Poisson.
Demostracio´n. Supongamos que ϕ es un mapa de Poisson. Queremos ver que para todo
x ∈M1
Txϕ.Xϕ∗f (x)) = Xf (ϕ(x)).












Para una variedad M , un subfibrado vectorial suave E ⊂ TM es tambie´n llamado una
distribucio´n sobre M .
La distribucio´n E es involutiva si para cualquiera dos campos X,Y definidos sobre algu´n
conjunto abierto de M y que tomen valores en E, su corchete de Lie [X,Y ] tambie´n toma valores
en E.
La distribucio´n E es llamada integrable si para todo x ∈M existe una subvariedad N que
contiene a x cuyo fibrado tangente TN coincide con la restriccio´n E|N de E a N .
El teorema de Frobenius local dice que, para una distribucio´n E sobre M , involutividad e
integrabilidad son equivalentes. En caso que se verifique alguna de las dos propiedades se deduce
que por todo punto x ∈M pasa una subvariedad sumergida maximal que contiene a x.
En la presente tesis es fundamental trabajar con una nocio´n mas general de distribucio´n,
involutividad e integrabilidad que se expresa en lo que sigue.
1.4.1. Distribuciones generalizadas y Teorema de Frobenius generalizado.
En esta seccio´n recordaremos algunas definiciones y resultados que hoy pertenecen al fol-
klore. Para esto seguimos el trabajo de Ortega y Ratiu [OR02].
La nocio´n de distribucio´n puede generalizarse de la siguiente manera. Una distribucio´n
generalizada D sobre M es un subconjunto del espacio tangente TM tal que para todo x ∈M ,
la fibra D(x) := D∩TxM es un subespacio vectorial de TxM . La dimensio´n de D(x) es llamada
rango o dimensio´n de la distribucio´n D en el punto x.
Una seccio´n diferenciable local de D es un campo vectorial diferenciable X definido en
un subconjunto abierto U de M , tal que para todo punto x ∈ U , X(x) ∈ D(x).
Una subvariedad sumergida conexa N de M se dice variedad integral de la distribucio´n
D si, para cada x ∈ N , Txi(TxN) ⊂ D(x), donde i : N −→ M es la inyeccio´n cano´nica. La
subvariedad integral N se dice de dimensio´n ma´xima en el punto x ∈ N si Txi(TxN) = D(x).
Una distribucio´n generalizada D es diferenciable si, para todo punto x ∈ M y para todo
vector v ∈ D(x), existe una seccio´n diferenciable X de D, definida en un entorno abierto U de
x, tal que X(x) = v.
La distribucio´n generalizada D es completamente integrable si, para todo punto x ∈M ,
existe una variedad integral de D de dimensio´n ma´xima en todos los puntos tal que contiene a
x.
Una distribucio´n D ⊆ TM se dice cano´nica o Poisson si vale que para todas dos funciones
f y g ∈ C∞(M) tales que df |D = dg|D = 0, entonces d{f, g}|D = 0.
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Definicio´n 1.6. Distribuciones suaves
Sea F una familia de campos locales en M , esto es, si X ∈ F entonces X ∈ X∞(U) con
U ⊆M abierto).
Se supone que F esta´ definida en todas partes, o sea, para cada x ∈ M , existe X ∈ F tal
que x ∈ Dom(X).
Se define la distribucio´n suave asociada a F mediante
DF (x) = span{X(x) : X ∈ F , x ∈ Dom(X)}.
♦
La distribucio´n generalizada D es involutiva en el sentido de Stefan Sussmann si es in-
variante bajo los flujos (locales) asociados a secciones diferenciables de D. Esta definicio´n de
involutividad es mas general que la introducida anteriormente y solamente coinciden cuando
la dimensio´n de D(x) es la misma para todo x ∈ M . Sussmann probo´ en 1973 [Sus73] que D
involutiva no implica que D sea involutiva en el sentido de Stefan-Sussmann.
Existen varias caracterizaciones del hecho de que una distribucio´n sea completamente inte-
grable, una de ellas es la siguiente.
Teorema 1.7. (Frobenius generalizado)(Stefan(1974)-Sussmann(1973))
Sea D ⊂ TM una distribucio´n generalizada diferenciable generada por la familia de campos
{Xi}i∈I donde Xi ∈ X∞(Ui) con Ui abierto de M , para todo i ∈ I.
Entonces D es completamente integrable si y so´lo si D es involutiva en el sentido de Stefan
Sussmann.
Demostracio´n. Ver Stefan [Ste74], Sussmann [Sus73]. 
En esta tesis trataremos u´nicamente con distribuciones suaves.
Para distribuciones suaves completamente integrables se tiene una caracterizacio´n de sus
hojas integrales. Para describir esta caracterizacio´n introducimos alguna notacio´n ([OR02],
[LM87]).
Sea X un campo vectorial definido en un entorno abierto Dom(X) de M y Ft su flujo. Para
cualquier t ∈ IR fijo, el dominio Dom(Ft) de Ft es un subconjunto abierto de Dom(X) tal que
Ft : Dom(Ft) −→ Dom(F−t) es un difeomorfismo.
Si Y es un segundo campo vectorial definido en Dom(Y ) con flujo Gt, podemos considerar
para valores fijos t1, t2 ∈ IR la composicio´n de los dos difeomorfismos Ft1 ◦Gt2 como definido en
el conjunto abierto Dom(Gt2) ∩ (Gt2)−1(Dom(Ft1)) (que podr´ıa ser vac´ıo).
La descripcio´n anterior sirve para definir induct´ıvamente la composicio´n de una cantidad
arbitraria de flujos definidos localmente. Nosotros estamos interesados en los flujos asociados a
campos vectoriales de F que definen la distribucio´n D. Sea k un nu´mero natural positivo, X =
(X1, ..., Xk) una familia ordenada de k elementos de F , y T una k-tupla T = (t1, ..., tk) ∈ IRk
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tal que F it denota el flujo localmente definido de Xi, con i ∈ {1, ..., k}, ti. Denotamos FT al
difeomorfismo definido localmente FT = F 1t1 ◦F 2t2 ... ◦F ktk construido usando la descripcio´n dada
antes. Todo difeomorfismo de un subconjunto abierto de M en otro subconjunto abierto de M
construido de la misma forma que FT lo llamaremos generado por la familia F .
Puede probarse que tanto la composicio´n de difeomorfismos generados por F como el inverso
de un difeomorfismo generado por F son difeomorfismos generados por F ([LM87]). En otras
palabras, la familia de difeomorfismos generados por F forma un pseudogrupo de transfor-
maciones que denotaremos GD. Diremos que dos puntos x e y en M son GD-equivalentes
si existe un difeomorfismo FT ∈ GD tal que FT (x) = y. Esto define una relacio´n de equivalencia
cuyas clases de equivalencia sera´n llamadas GD-orbitas.
Se tiene el siguiente teorema.
Teorema 1.8. Sea D una distribucio´n generalizada diferenciable sobre la variedad diferen-
ciable M , generada por una familia de campos vectoriales locales F ⊂ X (M). Las siguientes
propiedades son equivalentes:
1. La distribucio´n D es invariante bajo el pseudogrupo de transformaciones generado por
F , esto es, para cada FT ∈ GD generado por F y para cada x ∈ M en el dominio de
FT vale que
TxFT (D(x)) = D(FT (x)).
2. La distribucio´n D es completamente integrable.
Si 1. o 2. se satisfacen, las hojas integrales son las GD-o´rbitas.
Demostracio´n. Ver Stefan [Ste74], Sussmann [Sus73]. 
Teorema de estratificacio´n simple´ctica.
Sea (M, {·, ·}) una variedad de Poisson. Consideremos la distribucio´n ∆ ⊂ TM dada por
∆(x) = {Xf (x) : f ∈ C∞(M)}, para x ∈M.
Esta distribucio´n resulta C∞ por definicio´n y puede verse que ∆ es involutiva en el sentido
de S-S, es decir que (FXht )
∗(∆) ⊆ ∆ para todo h ∈ C∞(M). Para verlo, basta probar que
(FXht )
∗Xf es un campo Hamiltoniano para todo f ∈ C∞(M), en efecto, como FXht es un mapa
de Poisson (ver (1.16)) se puede deducir fa´cilmente usando (1.14) que
(FXht )




∗(g)), ∀ g ∈ C∞(M).
Teorema 1.9. Sea M, {·, ·}) una variedad de Poisson. Sea ∆ la distribucio´n asociada a
{·, ·}. Entonces ∆ es integrable. Adema´s cada hoja integral S es una variedad simple´ctica donde
ωs, la forma simple´ctica en S se define mediante
ωs(x)(Xf , Xg) = {f, g}(x).
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Demostracio´n. Ya vimos que ∆ es involutiva en el sentido de S-S. Por el teorema (1.7)
resulta integrable. Se define ωs ∈ Ω2(S)
ωs(x)(Xf (x), Xg(x)) = {f, g}(x).
Se verifica que ωs es C
∞ y antisime´trica (pues {·, ·} lo es).
Veamos que ωs es cerrada, es decir dωs = 0. Para cualquier f ∈ C∞(M) vale, por la fo´rmula
ma´gica de Carta´n, que
iXfdωs = LXfωs − d iXfωs.
Para ver que diXfωS = 0, sea g ∈ C∞(M), vale que
(iXfωs)(Xg) = ωs(Xf , Xg) = df(Xg),
por lo tanto iXfωs = d(f |S). Luego d iXfωS = d(df |S) = 0.
Veamos ahora que LXfωS = 0. Sean h, g ∈ C∞(M), se tiene que
(LXfωs)(Xg, Xh) = LXf (ωS(Xg, Xh))− ωS(LXfXg, Xh)− ωS(Xg, LXfXh)
= LXf (ωs(Xg, Xh))− ωs([Xf , Xg], Xh)− ωs(Xg, [Xf , Xh])
= LXf {g, h}+ {{f, g}, h}+ {g, {f, h}}
= {{g, h}, f}+ {{f, g}, h}+ {g, {f, h}}
= 0,
por la identidad de Jacobi.
Por u´ltimo veamos que ωS es no degenerada. Sea f ∈ C∞(M) tal que ωS(Xf , Xg) = 0 para
toda g ∈ C∞(M). Entonces
0 = ωS(Xf , Xg)
= {f, g}
= −dg(Xf ), ∀g ∈ C∞(M).
Por lo tantoXf = 0.

1.5. Aplicacio´n momento
Consideremos G un grupo de Lie y M una variedad. Una accio´n a izquierda de G en M
es un mapa C∞ φ : G×M →M que verifica
φ(g1, φ(g2,m)) = φ(g1g2,m)
φ(e,m) = m.
Notaremos φ(g,m) = gm.
Equivalentemente se define una accio´n a derecha.
Sea φ una accio´n de G en M . Para x ∈M la o´rbita de x esta´ dada por
G.x = {φg(x) : g ∈ G}.
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El subgrupo de isotrop´ıa de la accio´n φ en el punto x esta´ dado por
Gx = {g ∈ G : φg(x) = x}.
Puede verse fa´cilmente que Gx es un subgrupo cerrado de G.
Una accio´n es libre si, para cada x ∈M , la aplicacio´n g −→ φg(x) es biyectiva.
Sean φ : G×M −→M y ϕ : G×N −→ N acciones del grupo G sobre las variedades M y
N respectivamente. Una funcio´n f : M −→ N se dice equivariante si se verifica que
(1.17) f ◦ φg = ϕg ◦ f ∀g ∈ G.
Sea (M,ω) una variedad simple´ctica y sea ρ : G×M →M una accio´n por simplectomorfis-
mos.
Para cada ξ ∈ g, sea Xξ el generador infinitesimal. Vale que Xξ es localmente Hamiltoniano.
Para probarlo basta ver que iXξω es cerrada, en efecto









∗ω = ρ∗exp(tξ)ω = ω.
Entonces, por el lema de Poincare se tiene que existe h ∈ C∞(M) tal que iXξω = dh local-
mente.
Supongamos que la accio´n ρ es globalmente Hamiltoniana es decir, Xξ es globalmente Ha-
miltoniano para todo ξ ∈ g. Entonces existe un Hamiltoniano global
J¯(ξ) : M → IR.
Si adema´s se puede elegir para cada x ∈ M que J¯(ξ) dependa linealmente de ξ entonces
se define J : M → g∗ dado por J¯(ξ)(x) = J(x)(ξ). La plicacio´n J : M → g∗ se la denomina
aplicacio´n momento para la accio´n ρ.





Puede verse que, en el caso en que exista, J : M → g∗ es una mapa de Poisson [MR94].
Teorema 1.10. Sea H ∈ C∞(M) y ρ : G ×M → M una accio´n. Sea J : M → g∗ el
momento de la accio´n ρ. Entonces J es una cantidad conservada para XH es decir, si α(t) es
solucio´n de XH , entonces
J(α(t)) = cte.
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Equivalentemente, dado ξ ∈ g, J¯(ξ)(α(t)) = cte.
Demostracio´n. Hay que probar que
LXH J¯(ξ) = 0.
LXH J¯(ξ) = iXHdJ¯(ξ) + d iXH J¯(ξ)
= iXH iXξω
= ω(Xξ, XH)
= −ω(XH , Xξ)
= −dH(Xξ)
= 0.
La u´ltima igualdad resulta de que H es invariante y Xξ es el generador infinitesimal de la accio´n.

Ejemplo 1.11.
1. Sea φ : G × Q → Q una accio´n y sea T ∗φg : T ∗Q → T ∗Q la accio´n levantada al
cotangente. Esta accio´n preserva la forma simple´ctica cano´nica ω = −dθ. Veamos que
preserva la 1-forma simple´ctica cano´nica θ. Sea Vαq ∈ Tαq(T ∗qQ), entonces
(T ∗φg)∗θ(Vαq) = θ(TT ∗φgVαq)
= T ∗φg(αq)(TpiQTT ∗φg(Vαq))
= αq(TφgTpiQTT
∗φg(Vαq))
= αq(T (φg ◦ piQ ◦ T ∗φg)(Vαq))
= αq(TpiQ(Vαq))
= θ(Vαq).
Se deduce fa´cilemte que T ∗φ preserva ω.




iXξθ(αq) = αq(TpiQ ◦X∗ξ (αq))
= αq(Xξ ◦ piQ(αq))
= αq(Xξ(q))
Si ξQ es el generador infinitesimal de ξ y αq = (q, p), entonces
J(q, p)(ξ) = pξQ(q),










1.5.1. Teor´ıa de la reduccio´n simple´ctica.
La teor´ıa de reduccio´n simple´ctica o teor´ıa de reduccio´n de Marsden-Weinstein es hoy d´ıa
una teor´ıa cla´sica de fundamental importancia en meca´nica y otras ramas de la matema´tica
[AM78].
A continuacio´n se enuncian los resultados principales cuyas pruebas pueden verse en las
referencias citadas.
Sea (M,ω) una variedad simple´ctica y ρ : G×M → M una accio´n simple´ctica que admite
una aplicacio´n momento J : M → g∗ Ad∗-equivariante.
Sea µ ∈ g∗ un valor regular de J . Resulta que J−1(µ) ⊆M es una subvariedad de M .
Sea iµ : J
−1(µ) → M la inclusio´n. Resulta que i∗µ es una 2-forma cerrada en J−1(µ) pero
es degenerada, esto es, es una forma presimple´ctica. Se define una distribucio´n en N del modo
siguiente, para cada y ∈ N se define
∆y = {v ∈ TyN : ivΩ = 0}.
∆ es involutiva, esto es
iXΩ = 0, iY Ω = 0 =⇒ i[X,Y ]Ω = 0.
En los casos es que la dimensio´n de ∆y es constante integrable y entonces se tiene el siguiente
cociente
M/∆ ≡ {hojas integrables de ∆}.
Se tiene la variedad presimplee´ctica J−1(µ) y la forma presimple´ctica i∗µ. Se verifica que las
hojas integrables son las o´rbitas de la accio´n de Gµ donde Gµ es el grupo de isotrop´ıa de la
accio´n coadjunta de µ.
Se tiene entonces las variedad
Mµ = J
−1(µ)/Gµ
y se tiene la sbmersio´n
Pµ : J
−1(µ)→Mµ.
Se define la forma ωµ = Pµ(ω).
Sea h ∈ C∞(M) un Hamiltoniano G- invariante. Se sabe que las soluciones Ft(x) pertenecen
a J−1(µ) se x ∈ J−1(µ). Luego PµFt(x) perteneces a Mµ. Estas curvas son las soluciones del
sistema Hamiltoniano reducido hµ.
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1.6. Acciones Propias y entornos tubulares
Sea G un grupo de Lie y φ una accio´n de G sobre la variedad M . La accio´n φ es propia si
y solo si la imagen inversa de un conjunto compacto en M ×M por el mapa
(1.18)
φ˜ : G×M → M ×M
(g,m) 7−→ (m, gm)
es un conjunto compacto. Se verifica fa´cilmente que si G es compacto entonces toda accio´n de
G es propia.
En una variedad la nocio´n de compacidad de un conjunto equivale a que toda sucesio´n en
el conjunto tenga una subsucesio´n convergente. Usando esto se deduce la siguiente proposicio´n.
Proposicio´n 1.12. φ es una accio´n propia si y solo si se cumple que, para sucesiones {gn}
y {xn} en G y M respectivamente
(1.19) si gnxn −→ y¯ y xn −→ x¯, existe una subsucesio´n {gnk} de {gn} tal que gnk −→ g¯
En este caso vale que y¯ = g¯ x¯.
Demostracio´n. Ver Ape´ndice A. 
Ejemplo 1.13. Grupos de Lie actuando en s´ı mismos.
Sea G un grupo de Lie actuando en s´ı mismo por traslaciones a izquierda (para traslaciones
a derecha la situacio´n es ana´loga). Puede verse que esta accio´n es propia. En efecto, sean {gn} y
{hn} sucesiones en G tales que gnhn −→ l y hn −→ h. La continuidad de la aplicacio´n inversa so-
bre G garantiza que h−1n −→ h−1. Mas au´n, la continuidad de la operacio´n del grupo implica que
gnh
−1
n −→ lh−1 y entonces gn −→ lh−1. ♦
Otro resultado importante es el siguiente.
Lema 1.14. Sea G ×M −→ M una accio´n propia. Entonces, para x ∈ M , los grupos de
isotrop´ıa Gx := {g ∈ G : gx = x} son compactos. Adema´s el espacio cociente M/G es Hausdorff.
Demostracio´n. Ver Ape´ndice A. 
Producto twist.
El hecho de que la accio´n de un grupo sea propia garantiza la existencia de un modelo semi
local muy conveniente. La formulacio´n matema´tica de este modelo usa la construccio´n siguiente.
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Sea G un grupo de Lie y H un subgrupo cerrado. Supongamos que H actu´a a izquierda
sobre la variedad A. Se define la accio´n twist de H en G×A como
(1.20)
ψ : H × (G×A) −→ G×A
(h, (g, a)) 7−→ (gh, h−1a).
Es fa´cil ver que la accio´n (1.20) es una accio´n a derecha libre y propia porque lo es la accio´n
natural a derecha de H en G (Ejemplo 1.13).
Se define el producto twist entre G y A como
G×H A := (G×A)/H,
es decir es el espacio de orbitas correspondiente a la accio´n twist.
Los elementos de G×H A se denotan [g, a]H con (g, a) ∈ G×A.
Puede verse que el producto twist G×H A es un G-espacio relativo a la accio´n a izquierda
definida por
(1.21)
Ψ : G× (G×H A) −→ G×H A
(g, [g′, a]H) 7−→ [gg′, a]H .
Lema 1.15. Si la accio´n de H en A es propia, entonces la G-accio´n sobre G×H A definida
en (1.21) tambie´n es propia.
Demostracio´n. Ver Ape´ndice A. 
Entornos tubulares.
Sea M una variedad y G un grupo de Lie actuando en M . Sea x ∈M y denotemos H := Gx.
Un entorno tubular de la o´rbita Ox = G.x es un difeomorfismo G-equivariante
Φ : G×H A −→ U
donde U es un entorno G-invariante de G.x en M y A es una bola abierta centrada en el
or´ıgen de un espacio de representacio´n de H. Observemos que si la G-accio´n sobre M es propia,
entonces la G-accio´n sobre el producto twist G ×H A tambie´n es propia pues el subgrupo de
isotrop´ıa H es compacto y, consecuentemente, su accio´n en A es propia.
Estudiemos ahora la existencia de tubos.
Teorema 1.16. (Existencia de entornos tubulares) Sea M una variedad y φ : G×M −→M
una accio´n propia. Sea x ∈ M , H = Gx su subgrupo de isotrop´ıa. Entonces existe un entorno
tubular Φ : G ×H B −→ U alrededor de G.x donde B es un entorno abierto H-invariante
de 0 en un espacio vectorial isomorfo a TxM/Tx(G.x) sobre el cual actu´a H linealmente por
h.(v + Tx(G.x)) := (TxΦh).v + Tx(G.x).
Para demostrar este teorema necesitamos el siguiente resultado.
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Lema 1.17. Sea H un grupo compacto y φ : H ×M → M una accio´n. Supongamos que x
queda fijo por la accio´n de H, es decir Hx = {x}. Sea U un entorno de x, entonces
1. existe un entorno V de x, V ⊆ U , tal que V es H-invariante,
2. existe en V una me´trica Riemanniana σ que es H-invariante,
3. existen bolas Sr′ ⊂ Sr ⊂M centradas en x y una funcio´n bump H-invariante b : M −→
IR tal que  b|Sr′ ≡ 1b|M−Sr ≡ 0.
Demostracio´n. Ver Ape´ndice A. 
Demostracio´n. Teorema 1.16.
Sea x ∈ M y sea σ la me´trica H-invariante definida sobre un entorno U H-invariante de x
cuya existencia esta´ garantizada por el Lema 1.17.
Sea Nx ⊆ TxM el complemento ortogonal a Tx(G.x)) = g.x con respecto al producto interno
inducido por σ(x) y sea expx : TxU −→ U la exponencial Riemanniana asociada a σ.
Un hecho ba´sico de la geometr´ıa Riemanniana (existencia de coordenadas Gaussianas) ga-
rantiza la existencia de un entorno W del or´ıgen en TxM tal que
expx : W −→ Im(expx(W ))
es un difeomorfismo, donde Im(expx(W )) es abierto. Por el inciso 1. del Lema 1.17 puede
tomarse W H-invariante.
Puede verse fa´cilmente que la aplicacio´n Txφh : TxM −→ TxM es ortogonal y preserva
Tx(G.x). Entonces induce una accio´n de H sobre TxM/Tx(G.x)) dada por
H × TxM/Tx(G.x)) −→ TxM/Tx(G.x))
(h, vx + Tx(G.x)) 7−→ Txφh(vx) + Tx(G.x)
Adema´s Nx es H-invariante, pues la me´trica lo es y puede verse que Nx es equivariantemente
isomorfo a TxM/Tx(G.x) v´ıa la asignacio´n vx → vx + Tx(G.x).
Sea V := W ∩Nx. Por construccio´n se tiene que V es H-invariante y entonces el producto
twist G×H V esta´ bien definido. Sea
τ : G×H V −→M
dada por
τ([g, vx]H) = g. expx(vx).
τ esta´ bien definida por la H-equivariancia de exp y fa´cilmente se ve que τ es G-equivariante.
Veamos que es un difeomorfismo. Probaremos primero que τ es un difeomorfismo local.
Consideremos la proyeccio´n natural Π : G× V −→ G×H V y las aplicaciones tangentes
T(e,0)Π : T(e,0)(G× V ) −→ T[e,0]H (G×H V )
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y
T[e,0]H τ : T[e,0]H (G×H V ) −→ TxM.
La aplicacio´n T(e,0)(τ ◦Π) : T(e,0)(G× V ) −→ TxM esta´ dada por
T(e,0)(τ ◦Π)(ξ, vx) = ξx+ vx,














= Xξ(x) + vx
= ξx+ vx.
Es claro que T(e,0)(τ ◦ Π) es suryectiva porque ξ ∈ g y vx ∈ Nx son arbitrarios, Xξ(x) y vx
son ortogonales y TxM = g.x⊕Nx. Por otro lado se tiene que
Ker T(e,0)(τ ◦Π) = {(ξ, vx) : T(e,0)(τ ◦Π)(ξ, vx) = 0}
= {(ξ, vx) : Xξ(x) + vx = 0}
= {(ξ, vx) : Xξ(x) = 0, vx = 0}
= {(ξ, vx) : ξ ∈ h, vx = 0},
donde h = Lie(H) y la anteu´ltima igualdad se satisface porque Xξ(x) y vx son ortogonales.
Se puede verificar fa´cilmente que
Ker T(e,0)Π = h× {0}.
Por lo tanto Ker T(e,0)(τ ◦ Π) = Ker T(e,0)Π. Luego por resultados de isomorfismos de
espacios vectoriales resulta que T[e,0]H τ es un isomorfismo lineal.
Por el Teorema de la funcio´n impl´ıcita, existe un entorno W ′ de [e, 0]H en G×H V tal que
τ |W ′ : W ′ −→ τ(W ′) es un difeomorfismo. En particular existe un entorno abierto V ′ de 0 en V
tal que para todo v ∈ V ′, el punto [e, v]H pertenece a W ′. Entonces T[e,v]H τ es un isomorfismo.
Adema´s la equivariancia de τ implica que T[g,v]H τ es un isomorfismo para todo g ∈ G y v ∈ V ′.
Entonces resulta que τ restrigida a G×H V ′ es un difeomorfismo local.
Veamos ahora que τ es un difeomorfismo global. Usaremos que la G-accio´n es propia para
probar que existe un subconjunto abierto H-invariante B de V ′ que contiene al 0 y tal que la
restriccio´n de τ a G×H B es inyectiva. Supongamos, por contradiccio´n, que dicho subconjunto
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no existe. Entonces existen sucesiones {[gn, vn]H} y {[g′n, v′n]H} tales que {vn} y {v′n} tienden a
0 y para todo n ∈ N [gn, vn]H 6= [g′n, v′n]H pero









Asumimos, sin pe´rdida de generalidad, que g′n = e para todo n ∈ N. Como {vn} y {v′n}
tienden a 0 , las sucesiones {expx(vn)} y {expx(v′n)} tienden a x y entonces de (1.22) se obtiene
que {gnexpx(vn))} tiende a x tambie´n. Como la G- accio´n es propia se tiene que existe una
subsucesio´n {gnk} de {gn} tal que gnk −→ g.
La continuidad de la accio´n del grupo y (1.22) muestran que gx = x lo que implica que
g ∈ H y entonces [g, 0]H = [e, 0]H .
Como [gnk , vnk ]H −→ [g, 0]H = [e, 0]H ∈ W ′ y [e, v′nk ]H −→ [e, 0]H ∈ W ′ se sigue que para
k suficientemente grande, las sucesiones {[gnk , vnk ]H} y {[e, v′nk ]H} esta´n en W ′. Por hipo´tesis
[gnk , vnk ]H 6= [e, v′nk ]H y gnkexpx(vnk) = expx(v′nk) para todo k, lo que contradice el hecho de
que τ restringido a W ′ es biyectiva.
Entonces existe un entorno abierto de 0 H-invariante B en V ⊆ Nx tal que la restricio´n de
τ a G×H B es inyectiva.
La restricio´n de τ a G×HB es un difeomorfismo local G-equivariante inyectivo en su imagen
y entonces es un difeomorfismo en un entorno abierto G-invariante de x ∈M .

1.7. El grupo Euclideano SE(3)
Consideremos el grupo Euclidiano
SE(3) = SO(3)sIR3
Un elemento de SE(3) es un par (A, a) donde A ∈ SO(3) y a ∈ IR3, y por definicio´n, la
estructura de grupo esta´ dada por el producto semi-directo
(A, a).(B, b) = (AB,Ab+ a),
para (A, a), (B, b) ∈ SE(3).
El elemento identidad del grupo SE(3) es (I, 0). Dado (A, a) ∈ SE(3) su elemento inverso
esta´ dado por
(A, a)−1 = (A−1,−A−1a).
Se define la accio´n SE(3)× IR3 → IR3 dada por
(A, a)x = Ax+ a,
por lo tanto resulta
(A, a)((B, b)x) = ((A, a).(B, b))x.
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El a´lgebra de Lie del grupo SE(3) esta´ dada por
se(3) ' so(3)× IR3,
donde so(3) es el a´lgebra de Lie del grupo SO(3).
A continuacio´n vamos a hallar una expresio´n del corchete de Lie.
Es bien conocido que el a´lgebra de Lie so(3) puede ser identificada con IR3 mediante el
isomorfismo lineal
(1.23)
̂ : IR3 → so(3)
ξ → ξˆ
que asigna a cada ξ = (ξ1, ξ2, ξ3)
T ∈ IR3 el elemento de so(3)
ξˆ =
 0 −ξ3 ξ2ξ3 0 −ξ1
−ξ2 ξ1 0
 .
Valen las siguientes propiedades que se comprueban directamente. Sean ξ, η ∈ IR3, entonces
(1.24) ξˆη = ξ × η,
donde el primer miembro representa el producto de la matr´ız ξˆ por el vector η = (η1, η2, η3)
T .
Adema´s se tiene que
(1.25) ξˆηˆ − ηˆξˆ = ̂(ξ × η).
Esto es,
[ξˆ, ηˆ] = ξ̂ × η.
En resumen, si consideramos el a´lgebra de Lie en IR3 donde el corchete de Lie esta´ dado, por
definicio´n, por el producto cruz y, por otro lado, el a´lgebra de Lie en so(3) con el conmutador,
la aplicacio´nˆ resulta un isomorfismo de a´lgebras de Lie.
El producto interno cano´nico de IR3, 〈〈ξ, η〉〉 = ξ1η1 + ξ2η2 + ξ3η3 esta´ dado por
(1.26) 〈〈ξ, η〉〉 = −1
2
Tr(ξˆηˆ).
Indicaremos a veces ξ.η = ξˆηˆ = 〈〈·, ·〉〉
Calculemos ahora una forma expl´ıcita para la estructura del a´lgebra de Lie se(3). Dados
(ξˆ, u), (ηˆ, v) ∈ se(3), el corchete de Lie esta´ dado por[









(A(t), a(t))(B(s), b(s))(A(t), a(t))−1
)
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donde las curvas (A(t), a(t)) y (B(t), b(t)) en se(3) son tales que
(A(0), a(0)) = (I, 0) = (B(0), b(0))
y
(A′(0), a′(0)) = (ξˆ, u), (B′(0), b′(0)) = (ηˆ, v).
Entonces,[






+ (−A(t)B′(s)A(t)−1)a′(t) +A′(t)b′(t)) |t=0,s=0
=
(
ξˆηˆ − ηˆξˆ, ξˆv − ηˆu
)
,
por lo tanto [




[ξˆ, ηˆ], ξˆv − ηˆu
)
Usando la identificacio´n (1.23) y las propiedades (1.24) y (1.25), resulta
[(ξ, u), (η, v)] = (ξ × η, ξ × v − η × u) .
Accio´n coadjunta de SE(3).
Calculemos primero la accio´n adjunta Ad : SE(3)× se(3)→ se(3) del grupo SE(3) sobre el
a´lgebra de Lie se(3). Sea (A, a) ∈ SE(3), (ξˆ, u) ∈ se(3) y sea (B(t), b(t)) una curva en se(3) tal
que



















(1.27) Ad(A,a)(ξˆ, u) = (AξˆA
−1,−AξˆA−1a+Au)
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El espacio dual del a´lgebra de Lie se(3) esta´ dado por
se(3)∗ = so(3)∗ × (IR3)∗.
La accio´n coadjunta del grupo SE(3), φ : SE(3)× se(3)∗ → se(3)∗ es una accio´n a izquierda
y esta´ dada por φ((A, a), (κ, λ)) = Ad∗(A,a)−1(κ, λ), donde se tiene por definicio´n que
〈Ad∗(A,a)−1(κ, λ), (ξˆ, u)〉 = 〈(κ, λ), Ad(A,a)−1(ξˆ, u)〉,
para (A, a) ∈ SE(3), (κ, λ) ∈ se(3)∗ y (ξˆ, u) ∈ se(3).
Utilizando la identificacio´n (1.23), la identificacio´n entre IR3 y (IR3)∗, y tambie´n entre so(3)
y so(3)∗ dadas por el producto interior 〈〈·, ·〉〉, se tiene la siguiente identificacio´n
(1.28)
se(3)∗ = (so(3))∗ × (IR3)∗ ∼= IR3 × IR3
(αˆ , u) ∼= (α, u)
Mas precisamente, indicaremos para u ∈ IR3,
(1.29) u = 〈〈u, ·〉〉.
Usaremos la misma notacio´n para la identificacio´n entre so(3) y so(3)∗, es decir
αˆ = 〈〈αˆ, ·〉〉.
Usando la identificacio´n (1.28), la aplicacio´n coadjunta esta´ dada por
Ad∗(A,a)−1(α, u) = (Aα−Au× a,Au).
En efecto, veamos primero, que para (A, a) ∈ SE(3), ξˆ ∈ so(3) y v ∈ IR3 se tiene que
(1.30) (A−1ξˆA)v = A−1ξˆ(Av) = A−1(ξ ×Av) = A−1ξ × v = Â−1ξv,
y adema´s
(1.31) A−1ξˆAA−1a = Â−1ξA−1a = A−1ξ ×A−1a = A−1(ξ × a).
Sean ahora (A, a) ∈ SE(3), (αˆ, u) ∈ se(3)∗ y (ξˆ, v) ∈ se(3), entonces
〈Ad∗(A,a)−1(αˆ, u), (ξˆ, v)〉 = 〈(αˆ, u), (A−1ξˆA,A−1ξˆAA−1a+A−1v)〉
= 〈α,A−1ξˆA〉+ 〈u,A−1ξˆAA−1a〉+ 〈u,A−1v〉
= 〈〈α,A−1ξ〉〉+ 〈〈u,A−1(ξ × a)〉〉+ 〈〈u,A−1v〉〉 (1,23), (1,29), (1,30) y (1,31)
= 〈〈Aα, ξ〉〉+ 〈〈Au, ξ × a〉〉+ 〈〈Au, v〉〉
= 〈〈Aα−Au× a, ξ〉〉+ 〈〈Au, v〉〉




En este cap´ıtulo se describe el momento optimo de Ortega y Ratiu, que es es el concepto
clave de esta tesis. Vamos a seguir la exposicio´n original del libro [OR04] y el paper [OR02]
en los aspectos que nos interesan espec´ıficamente para esta tesis, con el objeto de simplificar su
lectura.
Por lo tanto, si bien los temas tratado corresponden solo a una parte del contenido de
[OR04], esta exposicio´n tiene un esp´ıritu pedago´gico con la intencio´n de motivar una audiencia
lo mas amplia posible ya que el tema puede ser de intere´s en diversos campos.
2.1. Definicio´n y Ejemplos
Sea (M, {·, ·}) una variedad de Poisson, G un grupo de Lie actuando cano´nicamente en M
y U un subconjunto abierto G-invariante de M . Definimos
C∞(U)G := {f ∈ C∞(U) : f es G - invariante}.
Consideremos la familia de campos locales
E = {Xf : f ∈ C∞(U)G, con U abierto G - invariante de M}.
Se define la G-distribucio´n caracter´ıstica E como la distribucio´n generalizada
(2.1) E(x) := {Xf (x) : f ∈ C∞(U)G, x ∈ U} ⊆ TxM.
Lema 2.1. Si φ : G×M −→M es propia, la definicio´n de la distribucio´n E se simplifica y
(2.1) puede escribirse como
E(x) = {Xf (x) : f ∈ C∞(M)G}.
Demostracio´n. Ver Ape´ndice A. 
Proposicio´n 2.2. Sea (M, {·, ·}) una variedad de Poisson y sea φ : G ×M −→ M una
accio´n cano´nica. La G-distribucio´n caracter´ıstica E es diferenciable, completamente integrable
y cano´nica.
Demostracio´n. E es diferenciable por definicio´n.
Para ver que es completamente integrable usaremos el Teorema 1.8 que adema´s nos provee
de una caracterizacio´n de las hojas integrales en te´rmino de las GE-o´rbitas.
Sea x ∈ M y por simplicidad tomamos FT = Ft ∈ GD donde Ft es el flujo de Xf con
f ∈ C∞(U)G y U un entorno abierto G-invariante de x. Para el caso general en el cual Ft es la
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composicio´n de un nu´mero finito de flujos se usa induccio´n junto al argumento que usaremos a
continuacio´n.
Recordemos que la G-invariancia de f implica que Xf y su flujo Ft son G-equivariantes lo
que implica que Dom(Ft) es un subconjunto abierto G-invariante de U .
Queremos ver que
TxFt(E(x)) = E(Ft(x)).
Sea Xg(x) ∈ E(x) con g ∈ C∞(W )G y W un subconjunto abierto G-invariante de Dom(Ft).
Como todo flujo Hamiltoniano es un mapa de Poisson (ver (1.16)), por el Lema 1.4 se tiene que
TxFt(Xg(x)) = TxFt(X(g◦F−t)◦Ft(x)) = Xg◦F−t(Ft(x)) ∈ E(Ft(x)),
porque g ◦ F−t es G-invariante por la G-invariancia de g y la G-equivariancia de Ft. Esto
implica que TxFt(E(x)) ⊆ E(Ft(x)).
Sea ahora Xg(Ft(x)) ∈ E(Ft(x)). Usando nuevamente el Lema 1.4 se tiene que
Xg(Ft(x)) = TxFt(Xg◦Ft(x))
y claramente se ve que Xg◦Ft(x) pertenece a E(x) por ser g ◦ Ft G-invariante. Por lo tanto
E(Ft(x)) ⊆ TxFt(E(x)).
Para ver que E es cano´nica o Poisson, consideremos f, g ∈ C∞(M) tales que df |E = dg|E =
0.
Sea x ∈M y h ∈ C∞(U)G con U un entorno abierto G-invariante de x. Entonces
d{f, g}(x)Xh(x) = Xh[{f, g}](x)
= {{f, g}, h}(x)
= −{{h, f}, g}(x)− {{g, h}, f}(x)
= {Xh[f ], g}(x)− {Xh[g], f}(x)
= 0,
porque, por hipo´tesis Xh[f ] = Xh[g] = 0.

Sea (M, {·, ·}) una variedad de Poisson, G un grupo de Lie actuando cano´nicamente sobre
M y E la G-distribucio´n caracter´ıstica asociada la cual, como hemos visto, es integrable. Sea
J : M −→M/GE la proyeccio´n cano´nica de M en el espacio de las GE-orbitas. LLamaremos a
J la aplicacio´n momento o´ptimo de la G-accio´n cano´nica sobre (M, {·, ·}). Nos referiremos
a M/E := M/GE como el espacio de momentos. En ejemplos concretos suele ser conveniente
identificar al espacio de momentos M/GE con estructuras matema´ticas tales como variedades,
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espacios topolo´gicos, etc. como se vera´ en los ejemplos que siguen. Para evitar confusiones de
notacio´n identificaremos J (m) con {GE .m} y no con GE .m.
Una consecuencia importante de la definicio´n anterior es el siguiente Teorema.
Teorema 2.3. (Teorema de Noether O´ptimo.) Sea (M, {·, ·}) una variedad de Poisson, G
un grupo de Lie actuando cano´nicamente sobre M , E la G-distribucio´n caracter´ıstica integrable
asociada y J la aplicacio´n momento o´ptimo. Entonces J es una constante de movimiento de
la dina´mica generada por cualquier Hamiltoniano G-invariante h, es decir
J ◦ Ft = J ,
donde Ft es el flujo de Xh.
Dos observaciones importantes son las siguientes. Primero, por la construccio´n de J , sus
conjuntos de nivel son las subvariedades sumergidas mas chicas tales que son respetadas por
cualquier dina´mica Hamiltoniana con Hamiltoniano G-invariante. Esto justifica el nombre de
momento o´ptimo.
Por otro lado, en contraste con la aplicacio´n momento usual J , la aplicacio´n momento o´ptimo
J esta´ siempre definida.
Ejemplo 2.4. Leyes de conservacio´n sin aplicacio´n momento.
Para el Teorema de Noether se necesita contar a priori con la existencia de una aplicacio´n
momento la cual da las cantidades conservadas asociadas a la simetr´ıa cano´nica dada. Sin
embargo, aunque el sistema posea simetr´ıa cano´nica, la existencia de aplicacio´n momento no
esta´ garantizada.
Por ejemplo, consideremos M = S1 × S1 = T 2 con la forma simple´ctica dada por ω =
dθ1 ∧ dθ2. Sea G = S1 actuando en M de la siguiente manera
ψ : S1 × (S1 × S1) −→ S1 × S1
(eiφ, (eiθ1 , eiθ2)) 7−→ (ei(φ+θ1), eiθ2).
Se comprueba enseguida que ψ es cano´nica, es decir, ψ∗g(ω) = ω.
Esto implica que, para ξ ∈ g, el generador infinitesimal Xξ es localmente Hamiltoniano.
Veamos que no es globalmente Hamiltoniano. Sea x ∈ M , x = (eiθ1 , eiθ2) y φ(t) ⊂ S1 tal que









= (eiθ1 , eiθ2 , ξeiθ1 , 0).
Como ψ es cano´nica, existe f definida localmente en S1 × S1 tal que
(2.2) iXξω = df.
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Veamos que f no puede estar globalmente bien definida. Si existiese una tal f , sea
(2.3) df = fθ1dθ1 + fθ2dθ2.
Por otro lado, el te´rmino de la izquierda en (2.2) es
(2.4)
iXξω = (dθ1 ∧ dθ2)(Xξ, · )
= dθ1(Xξ)dθ2(·)− dθ1(·)dθ2(Xξ)
= (eiθ1 , eiθ2 , 0, ξdθ2).
De (2.3) y (2.4) se deduce que fθ2 = ξ lo cual es imposible. Por lo tanto Xξ no es globalmente
Hamiltoniano y entonces no existe aplicacio´n momento.
Para calcular la aplicacio´n momento o´ptimo J , necesitamos calcular primero la S1-distribucio´n
caracter´ıstica E.
Es fa´cil ver que las funciones f ∈ C∞(T 2)S1 pueden ser escritas como
f(eiθ1 , eiθ2) = g(eiθ2),
con g ∈ C∞(T 2)S1 .
Para f ∈ C∞(T 2)S1 , por un razonamiento ana´logo al que vimos, puede verse que el campo
Hamiltoniano Xf esta´ dado por
Xf = (fθ2 , 0).
Por lo tanto, la S1-distribucio´n caracter´ıstica E esta´ dada por
E(θ1, θ2) := E(e
iθ1 , eiθ2) = {(fθ2 , 0) : f ∈ C∞(U)S
1
, U entorno abierto S1−invariante de (eiθ1 , eiθ2)}.
Para x = (eiθ1 , eiθ2), las hojas integrales de E esta´n dadas por
Ox = {(eiϕ, eiθ2) : ϕ ∈ IR}.
Entonces el espacio de momentos (S1×S1)/GE es isomorfo a S1 y por lo tanto la aplicacio´n
momento o´ptimo esta´ dada por
J : S1 × S1 −→ S1
(eiθ1 , eiθ2) 7−→ eiθ2 .
♦
Ejemplo 2.5. Momento o´ptimo para una accio´n Poisson no Hamiltoniana.
Sea (IR3, {·, ·}) la variedad de Poisson formada por el espacio Euclideano de dimesio´n 3, IR3
junto con una estructura de Poisson inducida por el bivector de Poisson B que en coordenadas
Euclideanas toma la forma
B =
 0 1 0−1 0 1
0 −1 0

2.1 Definicio´n y Ejemplos 35
Puede verse que para f, g ∈ C∞(IR3), el corchete de Poisson se escribe como



















y entonces para f ∈ C∞(IR3), el campo Hamiltoniano asociado Xf esta´ dado por



















Consideremos la accio´n del grupo aditivo (IR,+) sobre IR3 dada por
φ : IR× IR3 −→ IR3
(λ, (x, y, z)) 7−→ (x+ λ, y, z).
Para ξ ∈ Lie(IR3) ' IR3, se ve fa´cilmente que el generador infinitesimal de ξ esta´ dado por
Xξ(x, y, z) = (ξ, 0, 0)
y por lo tanto se deduce que la accio´n φ no admite aplicacio´n momento porque usando (2.5)
se ve que, para ξ 6= 0, Xξ 6= Xf para toda f ∈ C∞(IR3).
Sin embargo podemos construir una aplicacio´n momento o´ptimo. Notar que las funciones
IR-invariantes f ∈ C∞(IR3)IR son de la forma
f(x, y, z) = f¯(y, z),
con f¯ ∈ C∞(IR2) arbitraria.
Para dichas funciones, los campos Hamiltonianos asociados son de la forma















Para encontrar las IRE o´rbitas sobre IR






Para una condicio´n inicial (x0, y0, z0), las soluciones son de la forma (x(t), y(t), z(t)) con
x(t)+z(t) = x0 +z0. Esto indica que la solucio´n de (2.6) es de la forma (x0 +µ(t), y(t), z0−µ(t)),
para cierta µ(t) variando arbitrariamente con f(x, y, z) = g(y, z).
Luego, los puntos alcanzables a partir de (x0, y0, z0) son de la forma (x0 +µ, y0 + ν, z0−µ).
Esto implica que las IRE o´rbitas sobre IR
3 coinciden con las o´rbitas de la accio´n de IR2 sobre
IR3 dada por
ψ : IR2 × IR3 −→ IR3
(µ, ν, (x, y, z)) 7−→ (x+ µ, y + ν, z − µ).
Entonces el espacio de momentos IR3/IRE puede ser identificado con IR y la aplicacio´n
momento o´ptimo esta´ dada por
J : IR3 −→ IR
(x, y, z) 7−→ x+ z.
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Es inmediato que los flujos asociados a toda funcio´n IR-invariante f(x, y, z) = f¯(y, z) preser-
van los conjuntos de nivel de J ; mas au´n, la funcio´n J es un Casimir de la variedad de Poisson
(IR3, {·, ·}).
♦
Ejemplo 2.6. Una accio´n lineal cano´nica.
Consideremos C3 con la forma simple´ctica dada por
ω(z, z′) = −Im〈z, z′〉.
Puede verse que ω es equivalente a la forma simple´ctica cano´nica en IR6 v´ıa la identificacio´n
de C3 con IR6 = IR3 × IR3.
Consideremos las accio´n natural del grupo de Lie SU(3) sobre C3 dada por
φ : SU(3)× C3 −→ C3
(A, z) 7−→ Az.
Es claro que φ es una accio´n lineal, veamos que es cano´nica. Sean z, z′ ∈ C3 y A ∈ SU(3),
entonces
φ∗Aω(z, z
′) = ω(Az,Az′) = −Im〈Az,Az′〉 = −Im〈z, z′〉 = ω(z, z′).
Sea ξ ∈ su(3) = Lie(SU(3)) y sea A(t) ⊂ SU(3) tal que A(0) = I y A′(0) = ξ. Entonces el











(2.7) ξ + ξ¯T = 0.
En efecto, sea A(t) ⊂ SU(3) tal que A(0) = I y A′(0) = ξ. Vale que A(t)A¯T (t) = I para
todo t. Luego derivando se obtiene (2.7).
Por definicio´n de aplicacio´n momento, J¯(ξ) es el Hamiltoniano del generador infinitesimal




Puede verse que J¯ depende linealmente de ξ y entonces puede definirse J : C3 −→ su(3)∗
como
J(z)(ξ) = J¯(ξ)(z).
Para z ∈ C3 se tiene que el subgrupo de isotrop´ıa de z esta´ dado por
SU(3)z = {A ∈ SU(3) : Az = z}.
Sea ϕz : SU(3) −→ C3 dada por ϕ(A) = z − Az. Se sabe que la dimIR SU(3) = 9. Por otro
lado, la ecuacio´n ϕz(A) = 0 consta de 6 ecuaciones y entonces se deduce que la dimIR SU(3)z = 3,
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salvo en el caso en que z = 0 para el cual SU(3)z = SU(3). Luego KerTzJ = Ker dJ(z) ⊇ suz
lo que implica que TzJ no puede ser suryectivo y entonces la aplicacio´n momento J es siempre
singular.
Calculemos ahora la aplicacio´n momento o´ptimo. Como SU(3) es compacto, la accio´n φ
es propia y entonces la G-distribucio´n caracter´ıstica E esta´ generada por los campos Xh con
h ∈ C∞(C3)SU(3).
Puede verse que toda funcio´n h ∈ C∞(C3)SU(3) se escribe como
h = ψ ◦ f,




〈|z1|2 + |z2|2 + |z3|2〉 = 1
2
〈z, z〉.
Sea h = ψ ◦ f con ψ ∈ C∞(IR), entonces
dh(z) = ψ′(f(z))df(z).
Por lo tanto basta con conocer el campo Hamiltonianos de la funcio´n f ∈ C∞(C) de la
forma (2.8). Puede verse que dicho campo Hamiltonianos esta´ dado por
Xf (z) = −iz.
En efecto, para δz ∈ TzC3 se tiene que
df(z)(δz) = 12〈z, δz〉+ 12〈δz, z〉




Luego el flujo Hamiltoniano de Xf esta´ dado por
Ft(z1, z2, z3) = (z1e
−it, z2e−it, z3e−it)
y entonces el espacio de o´rbitas C3/SU(3)E coincide con C3/S1 con S1 actuando en C3 de la
siguiente manera




Luego se tiene que
J : C3 −→ C3/S1.
El espacio cociente puede ser identificado con (CP(2) × IR+) ∪ {∗} donde {∗} denota ”
a singleton”, o dicho de otra manera se identifica con el cono C(CP(2)) sobre CP(2). Si pi :
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si z 6= 0
∗ si z = 0
Luego se tiene la siguiente expresio´n para la aplicacio´n momento o´ptimo









si z 6= 0
∗ si z = 0
♦
2.2. Momento O´ptimo para acciones propias globalmente Hamiltonianas
En esta seccio´n asumiremos que (M,ω) es una variedad simple´ctica y que G es un grupo
de Lie cuya accio´n sobre M es propia y globalmente Hamiltoniana con aplicacio´n momento
asociada J : M −→ g∗. Para x ∈M , definimos el conjunto
MGx = {y ∈M : Gy = Gx}.
Se tiene el siguiente teorema.
Teorema 2.7. Sea (M,ω) una variedad simple´ctica y G un grupo de Lie actuando sobre
M en forma globalmente Hamiltoniana (no necesariamente propia) con aplicacio´n momento
asociada J : M −→ g∗. Si E es la G-distribucio´n caracter´ıstica, entonces para todo x ∈M
(2.9) E(x) ⊆ Ker TxJ ∩ TxMGx .
Equivalentemente se tiene que
J −1(J (x)) ⊆ (J−1(µ) ∩MGx)c.c.x
donde µ = J(x) ∈ g∗.
Demostracio´n. Sea x ∈ M , U un entorno abierto G-invariante de x y sea f ∈ C∞(U)G.
Queremos ver que Xf (x) ∈ Ker TxJ ∩ Tx(MGx).
Veamos primero que Xf (x) ∈ Ker TxJ = Tx(J−1(µ)). Como f ∈ C∞(U)G, se tiene por el
teorema de Noether que
J(Ft(x)) = J(x), ∀t
donde Ft es el flujo de Xf . De aqu´ı se deduce que Ft(x) ⊆ J−1(µ) y verifica que F0(x) = x. Por
lo tanto Xf (x) =
d
dtFt(x)|t=0 ∈ Tx(J−1(µ)).
Queremos probar ahora que Xf (x) ∈ TxMGx , es decir, que GFt(x) = Gx para t lo suficiente-
mente chico. Se tiene que el flujo Ft : U → IR de Xf es G-invariante, esto es
Ft(gx) = gFt(x).
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Sea h ∈ Gx, se tiene que hFt(x) = Ft(hx) = Ft(x), luego h ∈ GFt(x). Por lo tanto Gx ⊆
GFt(x).
Sea ahora g ∈ GFt(x), luego gFt(x) = Ft(x) y se tiene que
x = F−t(Ft(x)) = F−t(gFt(x)) = gF−t(Ft(x)) = x,
donde se uso´ la G-invariancia de F−t. Entonces x = gx y se tiene que g ∈ Gx. Por lo tanto
GFt(x) ⊆ Gx. 
En lo que sigue veremos que pueden darse condiciones necesarias y suficiente para que se
verifique la igualdad en (2.9).
Teorema 2.8. Sea (M,ω) una variedad simple´ctica y G un grupo de Lie actuando pro-
piamente sobre M y en forma globalmente Hamiltoniana con aplicacio´n momento asociada
J : M −→ g∗. Si E es la G-distribucio´n caracter´ıstica, entonces para todo x ∈M
(2.10) E(x) = Ker TxJ ∩ TxMGx .
Mas au´n, la GE-orbita del punto x ∈M es la componente conexa de la subvariedad J−1(µ)∩
MGx que contiene a x, esto es
(2.11) J −1(J (x)) = (J−1(µ) ∩MGx)c.c.x
donde µ = J(x) ∈ g∗.
Para demostrar este teorema necesitamos los siguientes resultados previos.
Proposicio´n 2.9. (Ortega) Sea φ : G ×M −→ M una accio´n. Sea x ∈ M , H = Gx su
subgrupo de isotrop´ıa y Ox = G.x su o´rbita. Entonces
((TxOx)◦)H ⊇ span {df(x) : f ∈ C∞(M)G}.
Si adema´s la accio´n es propia, se verifica la igualdad.
Demostracio´n. Ver Ape´ndice A. 
Lema 2.10. Sea (M,ω) una variedad simple´ctica y B ∈ Λ2(T ∗M) el bivector de Poisson
asociado. Entonces para todo x ∈M y para todo subespacio vectorial V ⊂ TxM , se tiene que
V ω = B](x)(V ◦) =: (V ◦)].
Demostracio´n. Ver Ape´ndice A. 
Lema 2.11. Sea (M, {·, ·}) una variedad de Poisson y B ∈ Λ2(T ∗M) el bivector de Poisson
asociado. Sea G un grupo de Lie actuando cano´nicamente sobre M . Consideremos las acciones
levantadas al tangente y al cotangente. Entonces, para todo x ∈M se satisface que
1. B](x) : T ∗xM −→ TxM es Gx-equivariante.
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2. Si el corchete de Poisson {·, ·} es inducido por una forma simple´ctica ω entonces ω[ es
Gx-equivariante y para todo subespacio V ⊂ T ∗xM
B](x)(V Gx) = (B](x)(V ))Gx ,
o equivalentemente
(V Gx)] = (V ])Gx .
Demostracio´n. Ver Ape´ndice A. 
Lema 2.12. Sea (M,ω) una variedad simple´ctica y sea G un grupo de Lie actuando sobre M
de forma globalmente Hamiltoniana con aplicacio´n momento asociada J : M −→ g∗. Entonces,
para todo x ∈M y µ = J(x) se tiene que




Demostracio´n. Ver Ape´ndice A. 
Lema 2.13. Sea G un grupo de Lie y H un subgrupo compacto que actu´a a izquierda sobre
la variedad V . Consideremos el producto twist G×H V , entonces se tiene que
1. para [g, v]H ∈ G×H V ,
G[g,v]H = gHvg
−1
donde Hv es el subgrupo de isotrop´ıa de v ∈ V por la accio´n de H sobre V .
2. Hay una identificacio´n natural entre (G ×H V )H y N(H) ×H V H , donde N(H) es el
normalizador de H. Esta identificacio´n resulta ser una igualdad.
3. (G×H V )H es una subvariedad de G×H V y se tiene que
T[e,0]H ((G×H V )H) =
(
T[e,0]H (G×H V )
)H
.
Demostracio´n. Ver Ape´ndice A. 
Lema 2.14. Sea φ : G×M −→ M una accio´n cano´nica y propia del grupo de Lie G sobre
la variedad simple´ctica (M,ω). Sea x ∈ M , H = Gx y i : MH ↪→ M la inclusio´n. Entonces se
tiene que
1. (MH , i
∗ω) es una subvariedad simple´ctica de (M,ω),
2. el grupo L = N(H)/H actu´a en forma cano´nica, libre y propia sobre MH de la siguiente
forma
Ψ : L×MH −→ MH
(nH, z) 7−→ n.z
Demostracio´n. Ver Ape´ndice A. 
Demostracio´n. Demostracio´n del Teorema 2.8.
Sea x ∈ M tal que µ = J(x) ∈ g∗, J (x) = ρ y H := Gx. Como estamos trabajando
localmente se puede reemplazar, sin pe´rdida de generalidad, a M por un tubo G ×H V con
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V ⊂ TxM/TxG.x y al punto x ∈ M por el punto [e, 0]H ∈ G ×H V . Se elige una me´trica
H-invariante en TxM/TxG.x.
La expresio´n (2.10) se deduce de las siguientes igualdades.
E(x) = span{Xf (x) : f ∈ C∞(M)G}
= B](x)
(











]Gx Por 2. del Lema 2.11
= ((Tx(G.x))
ω)Gx Por Lema 2.10
= (Ker(TxJ))
Gx Por Lema 2.12
= Ker(TxJ) ∩ (TxM)Gx
= Ker(TxJ) ∩ TxMGx Por 3. del Lema 2.13.
Probaremos ahora la caracterizacio´n que da el Teorema de las variedades integrales de E .
Sea m ∈ M tal que µ = J(m) ∈ g∗, J (m) = ρ y H := Gm ⊂ G su grupo de isotrop´ıa.
Por el Lema (2.14) el subconjunto MH ⊂M es una subvariedad simple´ctica de M . Mas au´n, es
fa´cil ver que la restriccio´n J |MH de J a MH es una aplicacio´n con rango constante y entonces,
por el Teorema de Fibracio´n (Teorema de rango constante) (, Teorema 3.5.18), J |−1MH (µ) =
J−1(µ) ∩MH es una subvariedad de MH y entonces de M , que contiene al punto m. Dado
que para todo punto z ∈ J−1(µ) ∩ MH se tiene que Tz(J−1(µ) ∩ MH) = Tz(J |−1MH (µ)) =
Ker TzJ ∩ TzMH = E(z), podemos concluir que la componente conexa (J−1(µ) ∩MH)c.c.m de
la subvariedad J−1(µ) ∩MH que contiene el punto de m es una variedad integral de E que
contiene a m.
Al mismo tiempo, la caracterizacio´n de los conjuntos de nivel de J como las GE-o´rbitas
implica, v´ıa el Teorema de Noether y el principio de conservacio´n de la isotrop´ıa que J −1(ρ) =
GE .m ⊂ (J−1(µ) ∩MH)c.c.m. El resultado se sigue de la unicidad de las variedades integrales
maximales de la distribucio´n generalizada ([LM87], Teorema 2.3, Ape´ndice 3). 
2.3. Reduccio´n o´ptima
Consideremos (M,ω) una variedad simple´ctica y G un grupo de Lie actuando propia y
cano´nicamente sobre M . Sea E la G-distribucio´n caracter´ıstica con momento o´ptimo J : M →
M/GE y sea ρ ∈ GE . Nos interesa analizar en que´ casos los conjuntos de nivel J −1(ρ) son
subvariedades.
Esto se verifica para el caso en el cual la accio´n del grupo G es globalmente hamiltoniana y
propia, como vimos en el Teorema 2.8.
En los lemas siguientes veremos que esto se sigue verificando bajo hipo´tesis mas de´biles.
Lema 2.15. Sea (M,ω) una variedad simple´ctica y G un grupo de Lie que actu´a propia y
cano´nicamente sobre M . Sea E la G-distribucio´n caracter´ıstica con aplicacio´n momento optimo
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J : M → M/GE. Entonces para todo ρ ∈ M/GE, el conjunto J −1(ρ) ⊂ M esta´ incluido
en la componente conexa de alguna variedad MH , con H el subgrupo de isotrop´ıa para algu´n
m ∈ J −1(ρ).
Demostracio´n. Ver ([OR02]). 
Se tiene la siguiente definicio´n.
Definicio´n 2.16. Bajo las hipo´tesis del Lema anterior, diremos que ρ ∈M/GE satisface la
condicio´n de cerradura si J −1(ρ) es cerrada en MH .
Ejemplo 2.17. La condicio´n de cerradura se verifica siempre en el caso de acciones global-
mente hamiltonianas.
Ejemplo 2.18. Sea ρ ∈ M/GE tal que J −1(ρ) ⊂ MH . La G-accio´n cano´nica sobre M
induce una accio´n cano´nica natural del grupo N(H)/H sobre la variedad simple´ctica MH . Sea
Lρ := (N(H)/H)
ρ el subgrupo de N(H)/H que deja invariante a MρH , la componente conexa
de MH que contiene a ρ. Puede verse que si la accio´n Lρ ×MρH → MρH tiene una aplicacio´n
momento Jρ, entonces ρ satisface la condicio´n de cerradura.
Proposicio´n 2.19. Sea (M,ω) una variedad simple´ctica y G un grupo de Lie actuando
propia y cano´nicamente sobre M . Sea E la G-distribucio´n caracter´ıstica con aplicacio´n mo-
mento o´ptimo J : M −→ M/GE. Sea ρ un M/GE que satisface la condicio´n de cerradura. Si
MH es la variedad en la cual el conjunto de nivel J −1(ρ) esta´ incluido por el Lema (2.15),
entonces J −1(ρ) es una subvariedad cerrada de MH y entonces una subvariedad de M . Como
consecuencia, si MH es cerrada en M entonces J −1(ρ) es una subvariedad cerrada de M .
Proposicio´n 2.20. En las hipo´tesis de la Proposicio´n anterior, para todo ρ ∈ M/GE que
satisface la condicio´n de cerradura, el subgrupo de isotrop´ıa Gρ ⊂ G de ρ con respecto a la
G-accio´n sobre M/GE dada por ϕG(ρ) = J (m.ρ) ∈ M/GE, es un subgrupo de Lie cerrado de
G. Mas au´n, para todo m ∈ J −1(ρ) se tiene que
Tm(Gρ.m) = Tm(J −1(ρ)) ∩ Tm(G.m).
2.3.1. Me´todo de la reduccio´n o´ptima.
Proposicio´n 2.21. Sea (M,ω) una variedad simple´ctica y G un grupo de Lie actuando
propia y cano´nicamente sobre M . Sea E la G-distribucio´n caracter´ıstica con aplicacio´n mo-
mento o´ptimo J : M −→ M/GE. Entonces para todo ρ en M/GE que satisface la condicio´n
de cerradura, el subgrupo de isotrop´ıa Gρ actu´a sobre la subvariedad J −1(ρ) y el correspon-
diente espacio de o´rbitas Mρ := J −1(ρ)/Gρ es una variedad cociente regular, esto es, puede
ser dotada de de una u´nica estructura diferenciable suave que hace que la proyeccio´n natural
piρ : J −1(ρ) −→ J −1(ρ)/Gρ sea una submersio´n.
Estamos en condiciones de enunciar el resultado mas importante de esta seccio´n.
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Teorema 2.22. Sea (M,ω) una variedad simple´ctica y G un grupo de Lie actuando propia y
cano´nicamente sobre M . Sea E la G-distribucio´n caracter´ıstica con aplicacio´n momento o´ptimo
J : M −→ M/GE. Entonces para todo ρ en M/GE que satisface la condicio´n de cerradura, el




donde piρ : J −1(ρ) −→Mρ es la proyeccio´n cano´nica e iρ : J −1(ρ) −→M es la inclusi´ıon.
Se tiene el siguiente teorema para la reduccio´n o´ptima de la dina´mica.
Teorema 2.23. Consideremos una variedad simple´ctica (M,ω). Sea G un grupo que actu´a
propia y cano´nicamente sobre M . Sea E la G-distribucio´n caracter´ıstica con aplicacio´n momento
o´ptimo J : M −→M/GE y h ∈ C∞(M)G un Hamiltoniano G-invariante. Entonces,
1. El flujo Hamiltonianoa Ft de Hh deja invariante el conjunto de nivel de J , J −1(ρ) y
conmuta con la G-accio´n, entonces si ρ ∈ M/GE satisface la condicio´n de cerradura,
Ft induce un flujo F
ρ
t sobre Mρ un´ıvocamente determinado por
piρ ◦ Ft ◦ iρ = F ρt ◦ piρ,
donde iρ : J −1(ρ) ↪→M es la inclusio´n cano´nica y piρ : J −1(ρ)→Mρ es la proyeccio´n.
2. El flujo F ρt es Hamiltoniano en (Mρ, ωρ) co funcio´n Hamiltoniana hρ ∈ C∞(Mρ) defi-
nida por
hρ ◦ piρ = h ◦ iρ.
Llamaremos a hρ el Hamiltoniano reducido. Los campos vectoriales Xh y Xhρ
esta´n piρ-relacionados.
3. Sea k ∈ C∞(M)G otra funcio´n G-invariante. Entonces {h, k} es tambie´n G-invariante
y {h, k}ρ = {hρ, kρ}Mρ, donde { · , · }Mρ denota el corchete de Poisson sobre M asociado
a la estructura simple´ctica ωρ.

Cap´ıtulo 3
El Problema de los dos cuerpos
Realizaremos en este cap´ıtulo el estudio del problema de los dos cuerpos como un sistema
Hamiltoniano con Hamiltoniano arbitrario C∞, sime´trico con respecto a la simetr´ıa dada por la
accio´n diagonal levantada natural del grupo Euclidiano SE(3) sobre T ∗(IR3×IR3). Realizaremos
el estudio detallado de la topolog´ıa del momento o´ptimo y de la reduccio´n o´ptima para este
problema. Esto se logra en base a parametrizaciones precisas de estos objetos que los identifican
tambie´n como variedades diferenciales.
Se hace evidente de este modo como estas notables herramientas permiten usar al ma´ximo
la simetr´ıa del sistema para sacar conclusiones sobre la dina´mica.
En el Ape´ndice B (Capt´ulo 7) puede verse este estudio usando el momento esta´ndar y la
reduccio´n de Marsden-Weinstein.
3.1. Espacio de configuracio´n y grupo de simetr´ıa
Vamos a considerar primero la geometr´ıa del sistema.
Consideremos la accio´n diagonal a izquierda del grupo SE(3) sobre el espacio vectorial
IR3 × IR3,
φ : SE(3)× (IR3 × IR3) −→ (IR3 × IR3)
((A, a), (q1, q2)) 7−→ (Aq1 + a,Aq2 + a).
Indicaremos a veces (q1, q2) = q.
De acuerdo con la identificacio´n cano´nica
(3.1) T (IR3 × IR3) = (IR3 × IR3)× (IR3 × IR3),
escribiremos un elemento vq ∈ Tq(IR3 × IR3) en la forma
vq = (q
1, q2, v1, v2).
Tambie´n se tiene la identificacio´n cano´nica
(3.2) T ∗(IR3 × IR3) = (IR3 × IR3)× (IR3 × IR3)∗.
Escribiremos un elemento αq ∈ T ∗q (IR3 × IR3) en la forma
αq = (q
1, q2, p1, p2).
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Indicaremos a veces (p1, p2) = p.
Usando (1.29), notaremos pi al elemento de IR3 que satisface
(3.3) pi = 〈〈pi, ·〉〉, i = 1, 2.
Sea q ∈ IR3 × IR3. Calculemos la accio´n φ levantada al tangente,
Tqφ(A,a) : Tq(IR
3 × IR3) −→ Tφ(A,a)(q)(IR3 × IR3)
vq 7−→ Tqφ(A,a)(vq).
Usando la identificacio´n (3.1) puede verse que
Tqφ(A,a)(q
1, q2, v1, v2) = (Aq1 + a,Aq2 + a,Av1, Av2).
Calculemos ahora, la accio´n φ levantada al cotangente T ∗φ : SE(3) × T ∗(IR3 × IR3) →
T ∗(IR3 × IR3) que esta´ dada por (T ∗φ)(A,a)(αq) = T ∗q φ(A,a)(αq), para q ∈ IR3 × IR3, αq ∈
T ∗q (IR3 × IR3) y donde se tiene por definicio´n que
〈T ∗q φ(A,a)(αq), vφ(A,a)(q)〉 = 〈αq, Tφ(A,a)(q)φ(A,a)−1(vq)),
para vφ(A,a)(q) ∈ Tφ(A,a)(q)(IR3 × IR3).
Usando las identificaciones (3.1), (3.2) y (3.3) se tiene que
〈T ∗q φ(A,a)(αq), vφ(A,a)(q)〉 = 〈〈p1, A−1v1〉〉+ 〈〈p2, A−1v2〉〉
= 〈〈Ap1, v1〉〉+ 〈〈Ap2, v2〉〉.
Por lo tanto,
(T ∗φ)(A,a)(q, p) = (Aq1 + a,Aq2 + a,Ap1, Ap2)
Veamos que la accio´n T ∗φ es propia. Sean (qn, pn) y (An, an) sucesiones en T ∗(IR3 × IR3) y
SE(3) respectivamente tales que
(3.4) (qn, pn) −→n→∞ (q, p) ∈ T ∗(IR3 × IR3),








n) −→n→∞ (q, p) ∈ T ∗(IR3×IR3).
De (3.4) se obtiene que (q1n, q
2
n) = qn −→n→∞ q = (q1, q2) y como An1 es una sucesio´n de
SO(3) y SO(3) es compacto se tiene que existe una subsucesio´n Ank de An que es convergente.









+ ank −→k→∞ q1.
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De (3.6) y (3.7) se obtiene que ank −→k→∞ q1 − Aq1, es decir que la sucesi´ıon {an}n tiene
una subsucesio´n convergente.
Por lo tanto la sucesio´n (An, an) tiene una subsucesio´n convergente como se quer´ıa probar.
3.1.1. Ca´lculo de la aplicacio´n momento.
Para q ∈ IR3 × IR3 el generador infinitesimal de la accio´n φ sobre IR3 × IR3 correspondiente
al elemento (ξˆ, u) ∈ se(3) esta´ dado por
(ξˆ, u)(IR3×IR3)(q) = (ξˆq1 + u, ξˆq2 + u).
Usando la identificacio´n (1.24) se tiene para (ξ, u) ∈ IR3 × IR3,
(ξ, u)(IR3×IR3)(q) = (ξ × q1 + u, ξ × q2 + u).
La aplicacio´n momento J : T ∗(IR3 × IR3) −→ se(3)∗ para la accio´n levantada al cotangente
T ∗φ de la accio´n φ esta´ dada por
J(αq)(ξˆ, u) = αq((ξˆ, u)(IR3×IR3)(q)),
donde q ∈ IR3 × IR3, αq ∈ T ∗q (IR3 × IR3), (ξˆ, u) ∈ se(3).
Usando las identificaciones (1.24), (3.2) y (3.3), se tiene que
J(q, p)(ξ, u) = 〈p1, ξ × q1 + u〉+ 〈p2, ξ × q2 + u〉
= 〈p1, ξ × q1〉+ 〈p1, u〉+ 〈p2, ξ × q2〉+ 〈p2, u〉
= 〈〈q1 × p1 + q2 × p2, ξ〉〉+ 〈〈p1 + p2, u〉〉.
Por lo tanto, se tiene finalmente
(3.8) J(q, p) = (q1 × p1 + q2 × p2 , p1 + p2).
3.2. Reduccio´n o´ptima de Ortega- Ratiu para el problema de los dos cuerpos con
Hamiltoniano sime´trico arbitrario
En este cap´ıtulo calcularemos, para cada ρ = J (q, p) ∈ T ∗(IR3 × IR3)/GE , el cociente
Mρ = J −1(ρ)/Gρ
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donde Gρ es el subgrupo de isotrop´ıa de ρ por la accio´n de SE(3) sobre T
∗(IR3× IR3)/GE dada
por
φ¯ : SE(3)× T ∗(IR3 × IR3)/GE −→ T ∗(IR3 × IR3)/GE
((A, a), ρ) 7−→ J ((A, a).(q, p).
Para ello calcularemos primero el momento o´ptimo J (q, p) para cada (q, p) ∈ T ∗(IR3× IR3),
es decir, calcularemos las componentes conexas de
J−1(α, u) ∩ T ∗(IR3 × IR3)SE(3)(q,p) .
Como ya vimos, la accio´n levantada al cotangente de la accio´n diagonal T ∗φ : SE(3) ×
T ∗(IR3 × IR3)→ T ∗(IR3 × IR3) esta´ dada por
(T ∗φ)(A,a)(q1, q2, p1, p2) = (Aq1 + a,Aq2 + a,Ap1, Ap2).
Como vimos admite una aplicacio´n momento J : T ∗(IR3 × IR3)→ se(3) y esta´ dada por
J(q1, q2, p1, p2) = (q1 × p1 + q2 × p2, p1 + p2).
Ca´lculo de todos los posibles subgrupos de isotrop´ıa de la accio´n T ∗φ.








(A, a) ∈ SE(3) : Aq1 + a = q1, Aq2 + a = q2, Ap1 = p1, Ap2 = p2}
Consideremos los siguientes casos.
Caso (0): m0 = (0, 0, 0, 0).
Es claro que
(3.10) SE(3)m0 = {(A, a) ∈ SE(3) : a = 0}.
Puede verse de (3.10) que existe un isomorfismo
SE(3)m0 −→ SO(3)
(A, 0) 7−→ A.
Caso (1): m1 = (q
1, q2, 0, 0) con q1 − q2 = 0.
Sea (A, a) ∈ SE(3)m1 . Puede verse que para cada A ∈ SO(3) existe a ∈ IR3 tal que
Aq1 + a = q1.
Por lo tanto en este caso se tiene
(3.11) SE(3)m1 = {(A, a) ∈ SE(3) : a = q1 −Aq1}
Puede verse de (3.11) que existe un isomorfismo
SE(3)(q1,q1,0,0) −→ SO(3)
(A, q1 −Aq1) 7−→ A.
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Vamos a ver que si m = (q1, q2, p1, p2) es tal que SE(3)m = SE(3)(q1,q1,0,0) entonces p
1 =
p2 = 0 y q1 = q2. En efecto, para todo A ∈ SO(3) se tiene que Ap1 = p1 y Ap2 = p2 de donde
resulta que p1 = p2 = 0. Adema´s, para todo A ∈ SO(3) se tiene Aq2 + q1 −Aq1 = q2 de donde
resulta que A(q2 − q1) = q2 − q1 y por lo tanto q1 = q2.
Caso (2): m2 = (q
1, q2, 0, 0) con q1 y q2 paralelos, q1 6= q2.
Sea (A, a) ∈ SE(3)m2 , entonces A(q1 − q2) = q1 − q2 y a = q1 − Aq1. Del hecho de que q1
es paralelo a q2 se desprende que a = 0.
Por lo tanto en este caso se tiene
(3.12) SE(3)m2 = {(A, a) ∈ SE(3) : A(q1 − q2) = q1 − q2 y a = 0}
Puede verse de (3.12) que existe un isomorfismo
SE(3)m2 −→ S1
(A, 0) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de q
1 − q2 en el sentido positivo dado por
q1 − q2 y la orientacio´n del espacio.
Puede verse que los puntos m = (λ(q1− q2), β(q1− q2), 0, 0) con λ, β ∈ IR y λ 6= β tienen el
mismo grupo de isotrop´ıa que m2, para todo λ, β ∈ IR y λ 6= β, es decir
SE(3)m = SE(3)m2 .
Caso (3): m3 = (q
1, q2, 0, 0) con q1 y q2 no paralelos.
Sea (A, a) ∈ SE(3)m3 , entonces A(q1 − q2) = q1 − q2. Adema´s puede verse que para cada
A ∈ SO(3) tal que A(q1 − q2) = q1 − q2 existe un u´nico a ∈ IR3 tal que Aq1 + a = q1 y
Aq2 + a = q2 dado por a = q1 −Aq1 = q2 −Aq2.
Por lo tanto en este caso se tiene
(3.13) SE(3)m3 = {(A, a) ∈ SE(3) : A(q1 − q2) = q1 − q2 y a = q1 −Aq1 = q2 −Aq2}
Puede verse de (3.13) que existe un isomorfismo
SE(3)m3 −→ S1
(A, q1 −Aq1) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de q
1 − q2 en el sentido positivo dado por
q1 − q2 y la orientacio´n del espacio.
Puede verse que los puntos m = (λ(q1− q2) + q1, β(q1− q2) + q1, 0, 0) con λ, β ∈ IR y λ 6= β
tiene el mismo grupo de isotrop´ıa que m3 para todo λ, β ∈ IR y λ 6= β, es decir
SE(3)m = SE(3)m3 .
Observar que un punto (λ¯(q1 − q2) + q2, β¯(q1 − q2) + q2, 0, 0) se puede pensar como antes
tomando λ = λ¯+ 1.
50 El Problema de los dos cuerpos
Caso (4): m4 = (q
1, q2, 0, p2) con p2 6= 0, q1 − q2 no paralelo a p2.
Sea (A, a) ∈ SE(3)m4 . Entonces Ap2 = p2 A(q1 − q2) = q1 − q2. Del hecho de que q1 − q2
no paralelo a p2 puede verse que A = I. Por otro lado se tiene que a = q1 −Aq1 = 0
Por lo tanto en este caso se tiene
(3.14) SE(3)m4 = {(I, 0)}
Caso (5): m5 = (q
1, q2, 0, p2) con p2 6= 0, q1 − q2 paralelo a p2, q1 y q2 no paralelos a p2.
Sea (A, a) ∈ SE(3)m5 . Entonces Ap2 = p2 y puede verse que para cada A ∈ SO(3)p2 existe
un u´nico a ∈ IR3 tal que Aq1 + a = q1 y Aq2 + a = q2.
Por lo tanto en este caso se tiene
(3.15) SE(3)m5 = {(A, a) ∈ SE(3) : Ap2 = p2 y a = q1 −Aq1 = q2 −Aq2}
Puede verse de (3.15) que existe un isomorfismo
SE(3)m5 −→ S1
(A, q1 −Aq1) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de p
2 en el sentido positivo dado por p2 y
la orientacio´n del espacio.
Sea m = (λp2 + q1, βp2 + q1, 0, γp2) con λ, β, γ ∈ IR y γ 6= 0. Puede verse que SE(3)m =
SE(3)m5 .
Caso (6): m6 = (q
1, q2, 0, p2) con p2 6= 0, q1 y q2 paralelos a p2.
Sea (A, a) ∈ SE(3)m6 . Entonces Ap2 = p2 y a = q1 − Aq1 = q2 − Aq2. Como q1 y q2 son
paralelos a p2 se tiene que a = 0.
Por lo tanto en este caso se tiene
(3.16) SE(3)m6 = {(A, a) ∈ SE(3) : Ap2 = p2 y a = 0}
Puede verse de (3.16) que existe un isomorfismo
SE(3)m6 −→ S1
(A, 0) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de p
2 en el sentido positivo dado por p2 y
la orientacio´n del espacio.
Sea m = (λp2, βp2, 0, γp2) con λ, β, γ ∈ IR, γ 6= 0. Puede verse que SE(3)m = SE(3)m6 .
Caso (7): m7 = (q
1, q2, p1, 0) con p1 6= 0, q1 − q2 no paralelo a p1.
Sea (A, a) ∈ SE(3)m7 . Entonces Ap1 = p1 y A(q1 − q2) = q1 − q2. Del hecho de que q1 − q2
no es paralelo a p1 puede verse que A = I. Por otro lado se tiene que a = q1 −Aq1 = 0
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Por lo tanto en este caso se tiene
(3.17) SE(3)m7 = {(I, 0)}
Caso (8): m8 = (q
1, q2, p1, 0) con p1 6= 0, q1 − q2 paralelo a p1, q1 y q2 no paralelos a p1.
Sea (A, a) ∈ SE(3)m8 . Entonces Ap1 = p1 y puede verse que para cada A ∈ SO(3)p1 existe
un u´nico a ∈ IR3 tal que Aq1 + a = q1 y Aq2 + a = q2.
Por lo tanto en este caso se tiene
(3.18) SE(3)m8 = {(A, a) ∈ SE(3) : Ap1 = p1 y a = q1 −Aq1 = q2 −Aq2}
Puede verse de (3.18) que existe un isomorfismo
SE(3)m8 −→ S1
(A, q1 −Aq1) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de p
1 en el sentido positivo dado por p1 y
la orientacio´n del espacio.
Sea m = (λp1 + q1, βp1 + q1, γp1, 0) con λ, β, γ ∈ IR y γ 6= 0. Puede verse que SE(3)m =
SE(3)m8 .
Caso (9): m9 = (q
1, q2, p1, 0) con p1 6= 0, q1 y q2 paralelos a p1.
Sea (A, a) ∈ SE(3)m9 . Entonces Ap1 = p1 y a = q1 − Aq1 = q2 − Aq2. Como q1 y q2 son
paralelos a p1 se tiene que a = 0.
Por lo tanto en este caso se tiene
(3.19) SE(3)m9 = {(A, a) ∈ SE(3) : Ap1 = p1 y a = 0}
Puede verse de (3.19) que existe un isomorfismo
SE(3)m9 −→ S1
(A, 0) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de p
1 en el sentido positivo dado por p1 y
la orientacio´n del espacio.
Sea m = (λp1, βp1, γp1, 0) con λ, β, γ ∈ IR, γ 6= 0. Puede verse que SE(3)m = SE(3)m9 .
Caso (10): m10 = (q
1, q2, p1, p2) con p1 paralelo a p2, p1 6= 0, p2 6= 0, q1 − q2 no paralelo a p1.
Sea (A, a) ∈ SE(3)m10 . Entonces Ap1 = p1 y A(q1− q2) = q1− q2. Del hecho de que q1− q2
no es paralelo a p1 puede verse que A = I. Por otro lado se tiene que a = q1 −Aq1 = 0
Por lo tanto en este caso se tiene
(3.20) SE(3)m10 = {(I, 0)}
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Caso (11): m11 = (q
1, q2, p1, p2) con p1 paralelo a p2, p1 6= 0, p2 6= 0 y q1 − q2 paralelo a p1, q1
y q2 no paralelos a p1.
Sea (A, a) ∈ SE(3)m11 . Entonces Ap1 = p1 y como antes puede verse que para cada A ∈
SO(3)p1 existe a ∈ IR3 tal que Aq1 + a = q1 y Aq2 + a = q2.
Por lo tanto en este caso se tiene
(3.21) SE(3)m11 = {(A, a) ∈ SE(3) : Ap1 = p1 y a = q1 −Aq1 = q2 −Aq2}
Puede verse de (3.21) que existe un isomorfismo
SE(3)m11 −→ S1
(A, q1 −Aq1) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de p
1 en el sentido positivo dado por p1 y
la orientacio´n del espacio.
Sea m = (λp1+q1, βp1+q1, γp1, δp1) con γ, δ no nulos. Puede verse que SE(3)m = SE(3)m11 .
Caso (12): m12 = (q
1, q2, p1, p2) con p1 paralelo a p2, p1 6= 0, p2 6= 0, q1 y q2 paralelos a p1.
Sea (A, a) ∈ SE(3)m12 . Entonces Ap1 = p1 y a = q1 − Aq1 = q2 − Aq2. Como q1 y q2 son
paralelos a p1 se tiene que a = 0.
Por lo tanto en este caso se tiene
(3.22) SE(3)m12 = {(A, a) ∈ SE(3) : Ap1 = p1 y a = 0}
Puede verse de (3.22) que existe un isomorfismo
SE(3)m12 −→ S1
(A, 0) 7−→ eiβA ,
donde βA es el a´ngulo de la rotacio´n A alrededor de p
1 en el sentido positivo dado por p1 y
la orientacio´n del espacio.
Sea m = (λp1, βp1, γp1, δp1) con λ, β, γ, δ ∈ IR, γ, δ 6= 0. Puede verse que SE(3)m =
SE(3)m12 .
Caso (13): m13 = (q
1, q2, p1, p2) con p1 y p2 no paralelos.
Sea (A, a) ∈ SE(3)m13 entonces Ap1 = p1 y Ap2 = p2, luego A = I. Adema´s Aq1 + a = q1,
luego a = 0.
Por lo tanto en este caso se tiene
(3.23) SE(3)m13 = {(I, 0)}.
De este modo se han determinado todos los grupos SE(3)m para m ∈ T ∗(IR3×IR3) posibles.
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Ca´lculo de los espacios (T ∗(IR3 × IR3))SE(3)(q,p) = MSE(3)(q,p) .
Recordemos que
(T ∗(IR3 × IR3))SE(3)(q,p) = {(q¯, p¯) ∈ T ∗(IR3 × IR3) : SE(3)(q¯,p¯) = SE(3)(q,p)}.
Vamos a introducir una notacio´n u´til.
Sea x ∈ IR3 y sea
G1(x) = {(A, a) ∈ SE(3) : a = x−Ax} ' SO(3).
Para (q, p) = (q1, q1, 0, 0) se ve de (3.11) que SE(3)(q,p) = G
1(q1). Por lo tanto se tiene que
para x ∈ IR3,
(3.24) MG1(x) = {(x, x, 0, 0)}.
Sea y ∈ IR3 con y 6= 0 y sea
G2(y) = {(A, a) ∈ SE(3) : Ay = y, a = 0} ' S1.
Para (q, p) = (q1, q2, 0, 0) con q1 y q2 paralelos y distintos entre s´ı , se tiene de (3.12) que
SE(3)(q,p) = G
2(q1 − q2).
Por otro lado, para (q, p) = (q1, q2, 0, p2) con q1 y q2 paralelos a p2; p2 no nulo se tiene de
(3.16) que SE(3)(q,p) = G
2(p2).
Por u´ltimo se tiene que para
(q, p) = (q1, q2, p1, 0) con q1 y q2 paralelos a p1; p1 no nulo
(q, p) = (q1, q2, p1, p2) con p1 paralelo a p2; q1 y q2 paralelos a p1; p1 y p2 no nulos
se tiene respectivamente de (3.19), (3.22) que SE(3)(q,p) = G
2(p1).






= {(λy, βy, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy, βy, 0, δy) : λ, β, δ ∈ IR, δ 6= 0}
∪ {(λy, βy, γy, 0) : λ, β, γ ∈ IR, γ 6= 0}
∪ {(λy, βy, γy, δy) : λ, β, γ, δ ∈ IR, γ, δ 6= 0}
Sean x, y ∈ IR3 tal que x× y 6= 0 y sea
G3(x, y) = {(A, a) ∈ SE(3) : Ay = y, a = x−Ax} ' S1.
Para (q, p) = (q1, q2, 0, 0) con q1 no paralelo a q2 se tiene de (3.13) que SE(3)(q,p) =
G3(q2, q1 − q2) = G3(q1, q1 − q2).
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Adema´s, para (q, p) = (q1, q2, 0, p2) con q1 − q2 paralelo a p2; q1 y q2 no paralelos a p2 se
tiene de (3.15) que SE(3)(q,p) = G
3(q1, p2) = G3(q2, q1 − q2).
Por otro lado, para (q, p) = (q1, q2, p1, 0) con q1 − q2 paralelo a p1; q1 y q2 no paralelos a p1
se tiene de (3.18) que SE(3)(q,p) = G
3(q1, p1) = G3(q2, q1 − q2).
Por u´ltimo, para (q, p) = (q1, q2, p1, p2) con p1 paralelo a p2; q1− q2 paralelo a p1; q1 y q2 no
paralelos a p1; p2 6= 0, se tiene de (3.21) que SE(3)(q,p) = G3(q1, p1) = G3(q2, p1) = G3(q1, p2) =
G3(q2, p2).







= {(λy + x, βy + x, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy + x, βy + x, 0, δy) : λ, β, δ ∈ IR, δ 6= 0}
∪ {(λy + x, βy + x, γy, 0) : λ, β, γ ∈ IR, γ 6= 0}
∪ {(λy + x, βy + x, γy, δy) : λ, β, γ, δ ∈ IR, γ 6= 0, δ 6= 0}
Sea G4 = {(I, 0)}, entonces de (3.14), (3.17), (3.20) y (3.23) se tiene que
(3.27)
MG4 = {(q1, q2, 0, p2) : q1 − q2 no es paralelo a p2}
∪ {(q1, q2, p1, 0) : q1 − q2 no es paralelo a p1}
∪ {(q1, q2, p1, p2) : p1 es paralelo a p2; q1 − q2no es paralelo a p1; p2 6= 0}
∪ {(q1, q2, p1, p2) : p1 no es paralelo a p2}
= {(q1, q2, p1, p2) : q1 − q2 no es paralelo a p1}
∪ {(q1, q2, p1, p2) : q1 − q2 no es paralelo a p2}





Ca´lculo de las componentes conexas de J−1(α, u) ∩MSE(3)(q,p) .
Consideremos los siguientes casos.
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1. Caso (q0, p0) ∈MG1(x0), (q0, p0) = (x0, x0, 0, 0) con x0 ∈ IR3.
En este caso J(x0, x0, 0, 0) = (0, 0) y
J−1(0, 0) = {(q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) : q1 × p1 + q2 × p2 = 0, p1 + p2 = 0}.
Entonces es fa´cil ver de (3.24) que
J−1(0, 0) ∩ T ∗(IR3 × IR3)G1(x0) = {(x0, x0, 0, 0)}.
Por lo tanto si ρ
G1(x0)
(0,0) = J (x0, x0, 0, 0) ∈ T ∗(IR3 × IR3)/GE con x0 ∈ IR3 se tiene que
J −1(ρG1(x0)(0,0) ) = (J−1(0, 0) ∩ T ∗(IR3 × IR3)G1(x0))c.c.(q0,p0) = {(x0, x0, 0, 0)}.
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρ
G1(x0)









= {(A, a) ∈ SE(3) : Ax0 + a = x0}.








calculemos la o´rbita del elemento
m0 = (x0, x0, 0, 0) ∈ J −1(ρG
1(x0)
(0,0) ) por el grupo GρG
1(x0)
(0,0)
. Se tiene que
Om0 = {(A, a)(x0, x0, 0, 0) : (A, a) ∈ GρG1(x0)
(0,0)
}











= {[(x0, x0, 0, 0)]},
con [(x0, x0, 0, 0)] = {(x0, x0, 0, 0)}.
2. Caso (q0, p0) ∈MG2(y0), con J(q0, p0) = (0, 0), y0 ∈ IR3 − {0}.
Como en el caso anterior se tiene que
(3.28)
J−1(0, 0) = {(q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) : q1 × p1 + q2 × p2 = 0,
p1 + p2 = 0}.
Usando (3.25), calculemos ahora
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- J−1(0, 0) ∩ B1 = B1 pues para todo (q1, q2, p1, p2) ∈ B1 se verifica que p1 = p2 = 0 y
usando esto en (3.28) se ve lo que quer´ıamos probar.
- J−1(0, 0)∩B2 = ∅ pues para todo (q1, q2, p1, p2) ∈ B2 se verifica que p1 = 0 y usando esto
en la segunda ecuacio´n de (3.28) se obtiene que p2 = 0 que es absurdo en B2.
- J−1(0, 0) ∩B3 = ∅. La demostracio´n es ana´loga al caso anterior.
- J−1(0, 0)∩B4. Sea (q, p) ∈ B4, entonces existen λ, β, γ, δ ∈ IR, γ, δ 6= 0 tales que q1 = λy0,
q2 = βy0, p
1 = γy0 y p
2 = δy0. De la segunda ecuacio´n de (3.28) se obtiene que (γ + δ)y0 = 0
lo que implica que γ + δ = 0 pues y0 6= 0.
Se ve fa´cilmente que la primera ecuacio´n de (3.28) se verifica directamente. Por lo tanto
J−1(0, 0) ∩B4 = {(λy0, βy0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0}.
Por lo tanto se tiene que
(3.29)
J−1(0, 0) ∩MG2(y0) = {(λy0, βy0, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy0, βy0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0}.
Puede verse que este conjunto es conexo.
Por lo tanto si (q0, p0) ∈ MG2(y0) con J(q0, p0) = (0, 0), y0 ∈ IR3 − {0} y si ρG
2(y0)
(0,0) ∈
T ∗(IR3 × IR3)/GE es tal que ρG
2(y0)
(0,0) = J (q0, p0) entonces
(3.30)





= {(λy0, βy0, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy0, βy0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0} ' IR3 − {`},
donde ` es la recta dada por γ = 0 y λ− β = 0.
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρ
G2(y0)
(0,0) por la accio´n de φ¯. Sea (q¯, p¯) ∈
J −1(ρG2(y0)(0,0) ), entonces (A, a) ∈ GρG2(y0)
(0,0)
si (A, a)(q¯, p¯) ∈ J −1(ρG2(y0)(0,0) ).
- Caso (q¯, p¯) = (λ¯y0, β¯y0, 0, 0) ∈ C1 con λ¯, β¯ ∈ IR, λ¯ 6= β¯.
Sea (A, a) ∈ SE(3), entonces (A, a)(q¯, p¯) = (λ¯Ay0 + a, β¯Ay0 + a, 0, 0) ∈ J −1(ρG
2(y0)
(0,0) ) si
existen λ, β ∈ IR con λ 6= β tales que{
λ¯Ay0 + a = λy0
β¯Ay0 + a = βy0,
de donde se deduce que
(λ¯− β¯)Ay0 = (λ− β)y0
Ay0 = y0,
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y tambie´n λ¯− β¯ = λ− β por ser λ¯ 6= β¯.
Por otro lado se tiene que
a = (β − β¯)y0 = (λ− λ¯)y0.
- Caso (q¯, p¯) = (λ¯y0, β¯y0, γ¯y0,−γ¯y0) ∈ C2 con λ¯, β¯, γ¯ ∈ IR, γ¯ 6= 0.
Sea (A, a) ∈ SE(3), entonces (A, a)(q¯, p¯) = (λ¯Ay0+a, β¯Ay0+a, γ¯Ay0,−γ¯Ay0) ∈ J −1(ρG
2(y0)
(0,0) )
si existen λ, β, γ ∈ IR con γ 6= 0 tales que
λ¯Ay0 + a = λy0
β¯Ay0 + a = βy0
γ¯Ay0 = γy0,




por ser γ¯ 6= 0.
Se tiene, como en el caso anterior, que






= {(A, a) ∈ SE(3) : Ay0 = y0 y a = ηy0, η ∈ IR}.








calculemos la o´rbita del elemento
(q¯0, p¯0) ∈ J −1(ρG
2(y0)
(0,0) ) por el grupo GρG
2(y0)
(0,0)










sobre J −1(ρG2(y0)(0,0) ) no es libre.
- Caso (q¯0, p¯0) = (λ¯0y0, β¯0y0, 0, 0) ∈ C1, λ0 6= β0.
O(q¯0,p¯0) = {(A, a)(q¯0, p¯0) : (A, a) ∈ GρG2(y0)
(0,0)
}
= {(λ¯0Ay0 + ηy0, β¯0Ay0 + ηy0, 0, 0) : Ay0 = y0, η ∈ IR}
= {(λ¯0 + η)y0, (β¯0 + η)y0, 0, 0) : η ∈ IR}.




consideremos (q¯, p¯) = (λ¯y0, β¯y0, 0, 0) ∈ C1 con λ¯ 6= β¯.
Se tiene que (q¯, p¯) ∈ O(q¯0,p¯0) si existe η ∈ IR tal que{
λ¯y0 = (λ¯0 + η)y0
β¯y0 = (β¯0 + η)y0.
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De las dos ecuaciones se obtiene que
λ¯0 − β¯0 = λ¯− β¯.






donde el isomorfismo esta´ dado por
[(λ¯0y0, β¯0y0, 0, 0)]←→ λ¯0 − β¯0,
y [(λ¯0y0, β¯0y0, 0, 0)] = {(λy0, βy0, 0, 0) : λ− β = λ¯0 − β¯0}.
- Caso (q¯0, p¯0) = (λ¯0y0, β¯0y0, γ¯0y0,−γ¯0y0) ∈ C2 con λ¯0, β¯0, γ¯0 ∈ IR y γ¯0 6= 0.
O(q¯0,p¯0) = {(A, a)(q¯0, p¯0) : (A, a) ∈ GρG2(y0)
(0,0)
}
= {(λ¯0Ay0 + ηy0, β¯0Ay0 + ηy0, γ¯0Ay0,−γ¯0Ay0) : Ay0 = y0, η ∈ IR}
= {(λ¯0 + η)y0, (β0 + η)y0, γ¯0y0,−γ¯0y0) : η ∈ IR}.




consideremos (q¯, p¯) = (λ¯y0, β¯y0, γ¯y0,−γ¯y0) ∈ C2 con
γ¯ 6= 0. Se tiene que (q¯, p¯) ∈ O(q¯0,p¯0) si existe η ∈ IR tal que
λ¯y0 = (λ¯0 + η)y0
β¯y0 = (β¯0 + η)y0
γ¯y0 = γ¯0y0.
De la tercera ecuacio´n se deduce que γ¯ = γ¯0 por ser y0 6= 0. Como antes, de las dos primeras
ecuaciones se deduce que λ¯0 − β¯0 = λ¯− β¯.





' IR× (IR− {0}),
donde el isomorfismo esta´ dado por
[(λ¯0y0, β¯0y0, γ¯0y0,−γ¯0y0)]←→ (λ¯0 − β¯0, γ¯0)






' IR× IR− {(0, 0)}.
Mas au´n, el cociente es isomorfo al plano paralelo al eje γ y perpendicular a la recta λ = β,
γ = 0, menos el or´ıgen. El isomorfismo esta´ dado por
[(λ¯0y0, β¯0y0, γ¯0y0,−γ¯0y0)]←→ (−(λ¯0 − β¯0), (λ¯0 − β¯0), γ¯0).
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3. Caso (q0, p0) ∈MG2(y0) con J(q0, p0) = (0, δ0y0), δ0 ∈ IR, δ0 6= 0, y0 ∈ IR3 − {0}.
En este caso
(3.31)
J−1(0, δ0y0) = {(q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) : q1 × p1 + q2 × p2 = 0,
p1 + p2 = δ0y0}.
Usando (3.25) calculemos ahora




- J−1(0, δ0y0) ∩ B1 = ∅ pues para todo (q1, q2, p1, p2) ∈ B1 se verifica que p1 = p2 = 0 y la
segunda ecuacio´n de (3.31) queda 0 = δ0y0 que es absurdo pues tanto δ0 como y0 son no nulos.
- J−1(0, δ0y0)∩B2. Sea (q1, q2, p1, p2) ∈ B2 entonces p1 = 0 y existen λ, β, δ ∈ IR, δ 6= 0 tales
que q1 = λy0, q
2 = βy0 y p
2 = δy0. De la segunda ecuacio´n de (3.31) se obtiene δy0 = δ0y0, lo
que implica que δ = δ0 pues y0 6= 0. Reemplazando en la primera ecuacio´n de (3.31) se obtiene
una tautolog´ıa. Por lo tanto
J−1(0, δ0y0) ∩B2 = {(λy0, βy0, 0, δ0y0) : λ, β ∈ IR}.
- J−1(0, δ0y0) ∩ B3. Sea (q1, q2, p1, p2) ∈ B3 entonces existen λ, β, γ ∈ IR, γ 6= 0 tales que
q1 = λy0, q
2 = βy0 y p
1 = γy0. De la segunda ecuacio´n de (3.31) se obtiene γy0 = δ0y0, lo que
implica que γ = δ0 pues y0 6= 0. Reemplazando en la primera ecuacio´n de (3.31) se obtiene una
tautolog´ıa. Por lo tanto
J−1(0, δ0y0) ∩B3 = {(λy0, βy0, δ0y0, 0) : λ, β ∈ IR}.
- J−1(0, δ0y0) ∩ B4. Sea (q1, q2, p1, p2) ∈ B4 entonces existen λ, β, γ, δ ∈ IR, con γ, δ 6= 0
tales que q1 = λy0, q
2 = βy0, p
1 = γy0 y p
2 = δy0. De la segunda ecuacio´n de (3.31) se obtiene
que (γ + δ)y0 = δ0y0 lo que implica que γ + δ = δ0 pues y0 6= 0. La primera ecuacio´n de (3.31)
resulta una tautolog´ıa. Por lo tanto se tiene que
J−1(0, δ0y0) ∩B4 = {(λy0, βy0, γy0, (δ0 − γ)y0) : λ, β, γ ∈ IR, γ 6= 0, γ 6= δ0}.
Por lo tanto se tiene que
J−1(0, δ0y0) ∩MG2(y0) = {(λy0, βy0, 0, δ0y0) : λ, β ∈ IR}
∪ {(λy0, βy0, δ0y0, 0) : λ, β ∈ IR}
∪ {(λy0, βy0, γy0, (δ0 − γ)y0) : λ, β, γ ∈ IR, γ 6= 0, γ 6= δ0}
= {(λy0, βy0, γy0, (δ0 − γ)y0) : λ, β, γ ∈ IR}
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Este conjunto es conexo y por lo tanto si (q0, p0) ∈MG2(y0) tal que J(q0, p0) = (0, δ0y0) con
δ0 ∈ IR, δ0 6= 0, y0 ∈ IR3 − {0} y si ρG
2(y0)
(0,δ0y0)





J −1(ρG2(y0)(0,δ0y0)) = (J−1(0, δ0y0) ∩ T ∗(IR3 × IR3)G2(y0))c.c.(q0,p0)
= {(λy0, βy0, γy0, (δ0 − γ)y0) : λ, β, γ ∈ IR} ' IR3
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρ
G2(y0)
(0,δ0y0)
por la accio´n de φ¯. Sea (q¯, p¯) ∈





si (A, a)(q¯, p¯) ∈ J −1(ρG2(y0)(0,δ0y0)).
Sea (A, a) ∈ SE(3), entonces (A, a)(q¯, p¯) = (λ¯Ay0 + a, β¯Ay0 + a, γ¯Ay0, (δ0 − γ¯)Ay0) ∈
J −1(ρG2(y0)(0,δ0y0)) si existen λ, β, γ ∈ IR tales que
λ¯Ay0 + a = λy0
β¯Ay0 + a = βy0
γ¯Ay0 = γy0
(δ0 − γ¯)Ay0 = (δ0 − γ¯)y0.




por ser y0 6= 0.
Se tiene adema´s que






= {(A, a) ∈ G : Ay0 = y0 y a = ηy0, η ∈ IR}




sobre J −1(ρG2(y0)(0,δ0y0)) no es libre.








calculemos la o´rbita del ele-
mento (q¯0, p¯0) ∈ J −1(ρG
2(y0)
(0,δ0y0)




. Sean λ¯0, β¯0, γ¯0 ∈ IR tales que (q¯0, p¯0) =
(λ¯0y0, β¯0y0, γ¯0y0, (δ0 − γ¯0)y0), entonces se tiene que
O(q¯0,p¯0) = {(A, a)(q¯0, p¯0) : (A, a) ∈ GρG2(y0)
(0,δ0y0)
}
= {(λ¯0Ay0 + ηy0, β¯0Ay0 + ηy0, γ¯0Ay0, (δ0 − γ¯0)Ay0) : Ay0 = y0, η ∈ IR}
= {(λ¯0 + η)y0, (β¯0 + η)y0, γ¯0y0, (δ0 − γ¯0)y0) : η ∈ IR}.
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Consideremos (q¯, p¯) = (λ¯y0, β¯y0, γ¯y0, (δ0 − γ¯)y0) ∈ J −1(ρG
2(y0)
(0,δ0y0)
) con λ¯, β¯, γ¯ ∈ IR. Se tiene
que (q¯, p¯) ∈ O(q¯0,p¯0) si existe η ∈ IR tal que
λ¯y0 = (λ¯0 + η)y0
β¯y0 = (β¯0 + η)y0
γ¯y0 = (δ0 − γ¯0)y0.
De la tercera ecuacio´n se deduce que γ¯ = (δ0 − γ¯0) por ser y0 6= 0. Como antes, de las dos
primeras ecuaciones se deduce que λ¯0 − β¯0 = λ¯− β¯.






donde el isomorfismo esta´ dado por
[(λ¯0y0, β¯0y0, γ¯0y0, (δ0 − γ¯0)y0)]←→ (λ¯0 − β¯0, (δ0 − γ¯0))
y [(λ¯0y0, β¯0y0, γ¯0y0, (δ0 − γ¯0)y0)] = {(λy0, βy0, γ¯0y0, (δ0 − γ¯0)y0) : λ− β = λ¯0 − β¯0}.
4. Caso (q0, p0) ∈MG3(x0,y0) con J(q0, p0) = (0, 0), x0, y0 ∈ IR3, x0 × y0 6= 0.
Como en (3.28) se tiene que
(3.33)
J−1(0, 0) = {(q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) : q1 × p1 + q2 × p2 = 0,
p1 + p2 = 0}.
Usando (3.26) calculemos ahora




- J−1(0, 0) ∩D1 = D1 Sea (q, p) ∈ D1 entonces p1 = p2 = 0 y existen λ, β ∈ IR con λ 6= β
tales que q1 = λy0 + x0 y q
2 = βyo + x0. Reemplazando en la primer y segunda ecuacio´n de
(3.33) se obtiene una tautolog´ıa.
- J−1(0, 0) ∩D2 = ∅. Sea (q, p) ∈ D2 entonces p1 = 0 y existen λ, β, δ ∈ IR con δ 6= 0 tales
que q1 = λy0 + x0, q
2 = βyo + x0 y p
2 = δy0. De la segunda ecuacio´n de (3.33) se obtiene que
δy0 = 0 lo que es un absurdo pues tanto y0 como δ son no nulos.
- J−1(0, 0) ∩D3 = ∅. Se deduce con un razonamiento ana´logo al caso anterior.
- J−1(0, 0) ∩D4. Sea (q, p) ∈ D4 entonces existen λ, β, γ, δ ∈ IR con γ 6= 0 y δ 6= 0 tales que
q1 = λy0 + x0, q
2 = βyo + x0, p
1 = γy0 y p
2 = δy0. Reemplazando en la segunda ecuacio´n de
(3.33) se obtiene que (γ + δ)y0 = 0 lo que implica que γ + δ = 0 pues y0 6= 0. Reemplazando en
la primera ecuacio´n de (3.33) se obtiene una tautolog´ıa. Por lo tanto
J−1(0, 0) ∩D4 = {(λy0 + x0, βy0 + x0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0}.
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Por lo tanto
J−1(0, 0) ∩MG3(x0,y0) = {(λy0 + x0, βy0 + x0, 0, 0)} : λ, β ∈ IR λ 6= β}
∪ {(λy0 + x0, βy0 + x0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0}.
Se ve directamente que este conjunto es conexo.
Entonces si (q0, p0) ∈MG3(x0,y0) con x0, y0 ∈ IR3, x0 × y0 6= 0 tal que J(q0, p0) = (0, 0), y si
ρ
G3(x0,y0)
(0,0) = J (q0, p0) ∈ T ∗(IR3 × IR3)/GE entonces





= {(λy0 + x0, βy0 + x0, 0, 0) : λ, β ∈ IR λ 6= β}
∪ {(λy0 + x0, βy0 + x0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0}
' IR3 − {`},
donde ` es la recta dada por γ = 0 y λ− β = 0.
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρ
G3(x0,y0)
(0,0) por la accio´n de φ¯. Sea (q¯, p¯) ∈
J −1(ρG3(x0,y0)(0,0) ), entonces (A, a) ∈ GρG3(x0,y0)
(0,0)
si (A, a)(q¯, p¯) ∈ J −1(ρG3(x0,y0)(0,0) ).
- Caso (q¯, p¯) = (λ¯y0 + x0, β¯y0 + x0, 0, 0) ∈ E1 con λ¯, β¯ ∈ IR, λ¯ 6= β¯.
Sea (A, a) ∈ SE(3), entonces (A, a)(q¯, p¯) = (λ¯Ay0 + Ax0 + a, β¯Ay0 + Ax0 + a, 0, 0) ∈
J −1(ρG3(x0,y0)(0,0) ) si existen, λ, β ∈ IR con λ 6= β tales que λ¯Ay0 +Ax0 + a = λy0 + x0β¯Ay0 +Ax0 + a = βy0 + x0,
de donde se deduce que
(λ¯0 − β¯0)Ay0 = (λ0 − β0)y0
que por ser λ0 − β0 6= 0 implica que Ay0 = y0 y que λ¯0 − β¯0 = λ0 − β0.
Por otro lado puede verse que
a = (λ0 − λ¯0)y0 + (x0 −Ax0) = (β0 − β¯0)y0 + (x0 −Ax0).
- Caso (q¯, p¯) = (λ¯y0 + x0, β¯y0 + x0, γ¯y0,−γ¯y0) ∈ E2 con λ¯, β¯, γ¯ ∈ IR, γ¯ 6= 0.
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Sea (A, a) ∈ SE(3), entonces (A, a)(q¯, p¯) = (λ¯Ay0+Ax0+a, β¯Ay0+Ax0+a, γ¯Ay0,−γ¯Ay0) ∈
J −1(ρG3(x0,y0)(0,0) ) si existen, λ, β, γ ∈ IR con γ 6= 0 tales que
λ¯Ay0 +Ax0 + a = λy0 + x0
β¯Ay0 +Ax0 + a = βy0 + x0
γ¯Ay0 = γy0
−γ¯Ay0 = −γy0.
De la tercera ecuacio´n se deduce que Ay0 = y0 por ser γ¯ 6= 0 y que γ¯ = γ.
Como en el caso anterior puede verse que






= {(A, a) ∈ SE(3) : Ay0 = y0 y a = ηy0 + x0 −Ax0, η ∈ IR}.








calculemos la o´rbita del
elemento (q¯0, p¯0) ∈ J −1(ρG
3(x0,y0)
(0,0) ) por el grupo GρG
3(x0,y0)
(0,0)
. Puede verse que, tanto E1 como E2













- Caso (q¯0, p¯0) = (λ¯0y0 + x0, β¯0y0 + x0, 0, 0) ∈ E1 con λ¯0, β¯0 ∈ IR, λ¯0 6= β¯0.
O(q¯0,p¯0) = {(A, a)(q¯0, p¯0)1 : (A, a) ∈ GρG3(x0,y0)
(0,0)
}
= {(λ¯0Ay0 +Ax0 + ηy0 + x0 −Ax0, β¯0Ay0 +Ax0 + ηy0 + x0 −Ax0, 0, 0) : Ay0 = y0, η ∈ IR}
= {(λ¯0 + η)y0 + x0, (β¯0 + η)y0 + x0, 0, 0) : η ∈ IR}.




consideremos (q¯, p¯) = (λ¯y0 +x0, β¯y0 +x0, 0, 0) ∈ D1
con λ¯ 6= β¯. Se tiene que (q¯, p¯) ∈ O(q¯0,p¯0) se existe η ∈ IR tal que{
λ¯y0 + x0 = (λ¯0 + η)y0 + x0
β¯y0 + x0 = (β¯0 + η)y0 + x0.
De las dos ecuaciones se obtiene que
λ¯0 − β¯0 = λ¯− β¯.






donde el isomorfismo esta´ dado por
[(λ¯0y0 + x0, β¯0y0 + x0, 0, 0)]←→ λ¯0 − β¯0,
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y [(λ¯0y0 + x0, β¯0y0 + x0, 0, 0)] = {(λy0 + x0, βy0 + x0, 0, 0) : λ− β = λ¯0 − β¯0}.
- Caso (q¯0, p¯0) = (λ¯0y0 + x0, β¯0y0 + x0, γ¯0y0,−γ¯0y0) ∈ E2 con λ¯0, β¯0, γ¯0 ∈ IR, γ¯0 6= 0.
O(q¯0,p¯0) = {(A, a)(q¯0, p¯0) : (A, a) ∈ GρG3(x0,y0)
(0,0)
}
= {(λ¯0Ay0 +Ax0 + ηy0 + x0 −Ax0, β¯0Ay0 +Ax0 + ηy0 + x0 −Ax0, γ¯0,−γ¯0) : Ay0 = y0, η ∈ IR}
= {(λ¯0 + η)y0 + x0, (β¯0 + η)y0 + x0, γ¯0,−γ¯0) : η ∈ IR}.




consideremos (q¯, p¯) = (λ¯y0+x0, β¯y0+x0, γ¯y0,−γ¯y0) ∈
D2 con γ¯ 6= 0. Se tiene que (q¯, p¯) ∈ O(q¯0,p¯0) se existe η ∈ IR tal que
λ¯y0 + x0 = (λ¯0 + η)y0 + x0
β¯y0 + x0 = (β¯0 + η)y0 + x0
γ¯y0 = γ¯0y0.
De la tercera ecuacio´n se deduce que γ¯ = γ¯0 por ser y0 6= 0. Como antes, de las dos primeras
ecuaciones se deduce que λ¯0 − β¯0 = λ¯− β¯.





' IR× (IR− {0}),
donde el isomorfismo esta´ dado por
[(λ¯0y0 + x0, β¯0y0 + x0, γ¯0y0,−γ¯0y0)]←→ (λ¯0 − β¯0, γ¯0)






' IR× IR− {(0, 0)}.
El isomorfismo esta´ dado por
[(λ¯0y0 + x0, β¯0y0 + x0, γ¯0y0,−γ¯0y0)]←→ (λ¯0 − β¯0, γ¯0)
y [(λ¯0y0 + x0, β¯0y0 + x0, γ¯0y0,−γ¯0y0)] = {(λy0 + x0, βy0 + x0, γ¯0y0,−γ¯0y0) : λ− β = λ¯0 − β¯0}.
5. Caso (q0, p0) ∈MG3(x0,y0), x0, y0 ∈ IR3, x0×y0 6= 0 tal que J(q0, p0) = (δ0(x0×y0), δ0y0),
δ0 ∈ IR, δ0 6= 0.
En este caso J(q0, p0) = (δ0(x0 × y0), δ0y0) = (u0, α0) y se tiene que
(3.34)
J−1(δ0(x0 × y0), δ0y0) = {(q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) : q1 × p1 + q2 × p2 = δ0x0 × y0,
p1 + p2 = δ0y0}.
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Usando (3.26) calculemos ahora




- J−1(u0, α0) ∩D1 = ∅. Sea (q, p) ∈ D1 entonces p1 = p2 = 0. Reemplazando en la segunda
ecuacio´n de (3.34) se obtiene δ0y0 = 0 lo que es un absurdo pues tanto y0 como δ0 son no nulos.
- J−1(u0, α0) ∩ D2. Sea (q, p) ∈ D2 entonces p1 = 0 y existen λ, β, δ ∈ IR con δ 6= 0 tales
que q1 = λy0 + x0, q
2 = βy0 + x0 y p
2 = δy0. De la segunda ecuacio´n de (3.34) se obtiene que
δy0 = δ0y0 lo que implica que δ = δ0 pues y0 es no nulo. Reemplazando en la primer ecuacio´n
de (3.34) se obtiene el mismo resultado. Por lo tanto
J−1(u0, α0) ∩D2 = {(λy0 + x0, βy0 + x0, 0, δ0y0) : λ, β ∈ IR}.
- J−1(0, 0) ∩ D3. Sea (q, p) ∈ D3 entonces p2 = 0 y existen λ, β, γ ∈ IR con γ 6= 0 tales
que q1 = λy0 + x0, q
2 = βy0 + x0 y p
1 = γy0. Se deduce con un razonamiento ana´logo al caso
anterior que
J−1(u0, α0) ∩D3 = {(λy0 + x0, βy0 + x0, δ0y0, 0) : λ, β ∈ IR}.
- J−1(0, 0) ∩D4. Sea (q, p) ∈ D4 entonces existen λ, β, γ, δ ∈ IR con γ 6= 0 y δ 6= 0 tales que
q1 = λy0 + x0, q
2 = βy0 + x0, p
1 = γy0 y p
2 = δy0. Reemplazando en la segunda ecuacio´n de
(3.34) se obtiene que (γ+ δ)y0 = γ0y0 lo que implica que γ+ δ = γ0 pues y0 6= 0. Reemplazando
en la primera ecuacio´n de (3.33) se obtiene lo mismo. Por lo tanto
J−1(u0, α0) ∩D4 = {(λy0 + x0, βy0 + x0, (δ0 − δ)y0, δy0) : λ, β, δ ∈ IR, δ 6= 0, δ 6= δ0}.
Por lo tanto
J−1(u0, α0) ∩MG3(x0,y0) = {(λy0 + x0, βy0 + x0, 0, δ0y0) : λ, β ∈ IR}
∪ {(λy0 + x0, βy0 + x0, δ0y0, 0) : λ, β ∈ IR}
∪ {(λy0 + x0, βy0 + x0, (δ0 − δ)y0, δy0) : λβ, δ ∈ IR, δ 6= 0, δ 6= δ0}
= {(λy0 + x0, βy0 + x0, δ0y0, 0) : λ, β ∈ IR}
∪ {(λy0 + x0, βy0 + x0, (δ0 − δ)y0, δy0) : λ, β, δ ∈ IR, δ 6= 0}
= {(λy0 + x0, βy0 + x0, (δ0 − δ)y0, δy0) : λ, β, δ ∈ IR}
Se ve directamente que este conjunto es conexo.
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Entonces si (q0, p0) ∈ MG3(x0,y0) con x0, y0 ∈ IR3, x0 × y0 6= 0 tal que J(q0, p0) = (δ0(x0 ×
y0), δ0y0) con δ0 ∈ IR, δ0 6= 0 y si ρG
3(x0,y0)
(δ0(x0×y0),δ0y0) = J (q0, p0) ∈ T ∗(IR3 × IR3)/GE , entonces





= {(λy0 + x0, βy0 + x0, (δ0 − δ)y0, δy0) : λ, β, δ ∈ IR}
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρ
G3(x0,y0)
(δ0(x0×y0),δ0y0) por la accio´n de φ¯. Sea (q¯, p¯) ∈
J −1(ρG3(x0,y0)(δ0(x0×y0),δ0y0)), entonces (A, a) ∈ GρG3(x0,y0)
(δ0(x0×y0),δ0y0)
si (A, a)(q¯, p¯) ∈ J −1(ρG3(x0,y0)(δ0(x0×y0),δ0y0)).
Sea (A, a) ∈ SE(3), entonces (A, a)(q¯, p¯) = (λ¯Ay0+Ax0+a, β¯Ay0+Ax0+a, (δ0−δ¯)y0, δ¯y0) ∈
J −1(ρ3b(δ0,x0,y0)) si existen, λ, β, δ ∈ IR tales que
λ¯Ay0 +Ax0 + a = λy0 + x0
β¯Ay0 +Ax0 + a = βy0 + x0
(δ0 − δ¯)Ay0 = (δ0 − δ)y0
δ¯Ay0 = δy0.
Si δ = 0 entonces de la cuarta ecuacio´n se deduce que δ¯ = 0 y de la tercera ecuacio´n se
obtiene que Ay0 = y0 por ser δ0 6= 0. Si δ 6= 0, de la cuarta ecuacio´n se deduce que Ay0 = y0
por ser δ¯ 6= 0. Tambie´n se deduce que δ¯ = δ.
Por otro lado puede verse de la primera y segunda ecuacio´n que (λ¯ − β¯)y0 = (λ − β)y0, lo
que implica que
λ¯− β¯ = λ− β,
por ser y0 6= 0. Resulta entonces






= {(A, a) ∈ SE(3) : Ay0 = y0 y a = ηy0 + x0 −Ax0η ∈ IR}.









la o´rbita del elemento (q¯0, p¯0) ∈ J −1(ρG
3(x0,y0)
(δ0(x0×y0),δ0y0)) por el grupo GρG3(x0,y0)
(δ0(x0×y0),δ0y0)
.
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Sea (q¯0, p¯0) = (λ¯0y0 +x0, β¯0y0 +x0, (δ0− δ¯0)y0, δ¯0y0) ∈ J −1(ρG
3(x0,y0)
(δ0(x0×y0),δ0y0)) con λ¯0, β¯0, δ¯0 ∈
IR.
O(q¯0,p¯0) = {(A, a)(q¯0, p¯0) : (A, a) ∈ GρG3(x0,y0)
(δ0(x0×y0),δ0y0)
}
= {(λ¯0Ay0 +Ax0 + ηy0 + x0 −Ax0, β¯0Ay0 +Ax0 + ηy0 + x0 −Ax0, (δ0 − δ¯0)Ay0, δ¯0Ay0) :
Ay0 = y0, η ∈ IR}
= {(λ¯0 + η)y0 + x0, (β¯0 + η)y0 + x0, (δ0 − δ¯0)y0, δ¯0y0) : η ∈ IR}.







Se tiene que (q¯, p¯) ∈ O(q¯0,p¯0) si existe η ∈ IR tal que
λ¯y0 + x0 = (λ¯0 + η)y0 + x0
β¯y0 + x0 = (β¯0 + η)y0 + x0
(δ0 − δ¯)y0 = (δ0 − δ¯0)y0
δ¯y0 = δ¯0y0.
De la cuarta ecuacio´n se deduce que δ¯ = δ¯0 por ser y0 6= 0. Como antes, de las dos primeras
ecuaciones se deduce que λ¯0 − β¯0 = λ¯− β¯.






donde el isomorfismo esta´ dado por
[(λ¯0y0 + x0, β¯0y0 + x0, (δ0 − δ¯0)y0, δ¯0y0)]←→ (λ¯0 − β¯0, δ¯0)
y [(λ¯0y0+x0, β¯0y0+x0, (δ0−δ¯0y0, δ¯0y0)] = {(λy0+x0, βy0+x0, (δ0−δ¯0)y0, δ¯0y0) : λ−β = λ¯0−β¯0}.
Caso (q0, p0) ∈MG4 con J(q0, p0) = (α0, u0).
Consideremos primero las siguientes coordenadas cil´ındricas en IR3.
Coordenadas cil´ıdricas proyectivas
Para x = (x1, x2, x3) ∈ IR3 consideremos el siguiente cambio de coordenadas
(3.35)

x1 = r cos(2s),
x2 = r sen(2s),
x3 = x3,
donde r ∈ IR, s ∈ [0, pi).
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Si (x1)2 + (x2)2 = 0 entonces se tiene que r = 0, s indeterminado. Si (x1)2 + (x2)2 6= 0
entonces se puede determinar r y s con la condicio´n de que s ∈ [0, pi).
El mapa S1 → IR2 dado por (cos s, sen s) 7→ `s, con `s la recta que pasa por 0 y a´ngulo
s ∈ [0, pi) es biun´ıvoco y establece una estructura de variedad en IRP 1 difeomorfa a S1.
Sea u0 ∈ IR3 − {0} y elegimos una base ortogonal (e1, e2, u0), |e1| = |e2| = 1 positivamente
orientada.
Sea Π0 el plano (e1, u0). Para cada s ∈ [0, pi) sea βs = (cos s, sen s, 0) un vector en el plano
(e1, e2) y Πs el plano (βs, u0). Cada Πs tiene una orientacio´n dada por este orden.
Los puntos x ∈ Πs pueden ser representados de la siguiente manera
x = rβs + µu0, r, µ ∈ IR.
Para cada s ∈ [0, pi) existe una aplicacio´n lineal fs : Π0 → Πs definida por
fs(rβ0 + µu0) = rβs + µu0.
Observar que en el l´ımite s→ pi la aplicacio´n fs se transforma en la aplicacio´n fpi : Π0 → Π0
dada por fpi(rβ0 + µu0) = (−rβ0 + µu0) la cual invierte la orientacio´n de Π0.
Sea
(3.36) `u0 = {τu0 : τ ∈ IR}.
Entonces, `u0 ⊂ Πs para todo s ∈ [0, pi). Si x /∈ `u0 entonces existe s ∈ [0, pi) un´ıvocamente
determinado tal que x ∈ Πs.
Para cada x ∈ Πs − {0} con s ∈ [0, pi) se define wx ∈ Πs tal que |wx| = 1, < wx, x >= 0 y
el par (wx, x) esta´ positivamente orientado.
Entonces, cada τ ∈ IR determina una recta
`(x,τ) = {τwx + νx : ν ∈ IR}.
Observar que si x ∈ `u0 entonces wx = βs y adema´s, si τ = 0 entonces `(x, 0) = `u0 .
Recordemos ahora que en este caso
(3.37)
J−1(α0, u0) = {(q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) : q1 × p1 + q2 × p2 = α0,
p1 + p2 = u0}.
Recordemos tambie´n que MG4 esta´ formado por los puntos (q, p) ∈ T ∗(IR3 × IR3) tales que
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(3.38)
M1 = {(q1, q2, p1, p2) : q1 − q2 no es paralelo a p1}
M2 = {(q1, q2, p1, p2) : q1 − q2 no es paralelo a p2}
M3 = {(q1, q2, p1, p2) : p1 no es paralelo a p2}.
Queremos calcular ahora, para cada (α0, u0)
(3.39)













donde (q0, p0) ∈MG4 y J(q0, p0) = (α0, u0).
Notar que si (α0, u0) = (0, 0) entonces J
−1(α0, u0) ∩MG4 = ∅. Consideremos los siguientes
casos para (α0, u0).
6. Caso α0 6= 0 y u0 = 0.
En este caso J−1(α0, u0) esta´ formado por los elementos (q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) que
verifican
q1 × p1 + q2 × p2 = α0,(3.40)
p1 + p2 = 0.(3.41)
De (3.40) y (3.41) resulta que
(q1 − q2)× p1 = α0.
De lo anterior y del hecho de que α0 6= 0 se tiene que todas las soluciones de (3.40) y
(3.41) pertenecen a M1 y a M2. Por lo tanto J
−1(α0, 0) ∩MG4 = J−1(α0, 0) y se tiene que
(q, p) ∈ J−1(α0, 0) ∩MG4 si y solo si verifica{
(q1 − q2)× p1 = α0,
p1 + p2 = 0.
Parametrizacio´n
Para cada p1 ∈ IR3 − {0} tal que < p1, α0 >= 0 existe un u´nico vp1 con vp1 × p1 = α0,
< vp1 , p
1 >= 0. Luego existe un u´nico λ ∈ IR tal que
q1 − q2 = vp1 + λp1.
Se tiene entonces la siguiente parametrizacio´n de J−1(α0, 0) ∩MG4
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





donde q2 ∈ IR3, p1 ∈ IR3 − {0} con < p1, α0 >= 0 y λ ∈ IR.




:= J (q0, p0) y se tiene que J −1(ρG4(α0,0)) es una variedad de dimensio´n 6 parametrizada
por
(q2, p1, λ) ∈ IR3 × (IR2 − {0})× IR.
Luego
J −1(ρG4(α0,0)) ' IR3 × (IR2 − {0})× IR,
el cual no es simplemente conexo.
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρG
4
(α0,0)
por la accio´n de φ¯. Sea (q, p) ∈
J −1(ρG4(α0,0)), entonces por definicio´n (A, a) ∈ GρG4(α0,0)
si y so´lo si (A, a)(q, p) ∈ J −1(ρG4(α0,0)).
Sea (A, a)(q, p) ∈ J −1(ρG4(α0,0)). De (3.40) se obtiene que A(q1−q2)×Ap1 = A((q1−q2)×p1) =
Aα0 = α0. Luego A ∈ S1α0 , donde S1α0 es el grupo de rotaciones alrededor de α0 el cual es isomorfo





= {(A, a) ∈ SE(3) : Aα0 = α0} ' S1 × IR3.







Para α0 ∈ IR3 − {0} elegimos una base ortogonal (f1, f2, α0), |f1| = |f2| = 1 positivamente
orientada. Para todo (q0, p0) ∈ J −1(ρ4(α0,0)) existe un u´nico A ∈ S1α0 que representa un giro
alrededor de α0, positivo con respecto a la orientacio´n (f1, f2, α0) del espacio tal que lleva p
1 al
semiplano que contiene a f1 y α0. Como p
1 es perpendicular a α0 se tiene que la rotacio´n lleva
p1 a p˜1 dado por
p˜1 = Ap1 = c1f1, c
1 > 0.
Por otro lado, se elige una traslacio´n a ∈ IR3 tal que Aq2 +a = 0 y entonces q2 se transforma
en q˜2 dado por q˜2 = 0.




se identifican con los puntos (q˜1, q˜2, p˜1, p˜2) que
se escriben
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











' IR+ × IR ' IR2,
el cual es conexo.
Se deduce de todo lo anterior que
J −1(ρG4(α0,0)) −→MρG4
(α0,0)
es un fibrado principal trivial con grupo isomorfo a S1 × IR3.
Por lo tanto se tiene que





' S1 × IR3 × IR+ × IR.
En particular J −1(ρG4(α0,0)) no es simplemente conexo.
7. Caso α0 = 0 y u0 6= 0.
En este caso consideraremos frecuentemente puntos (q, p) tales que q1, q2, p1, p2 ∈ Πs, por
lo cual indicaremos abreviadamente esta situacion escribiendo simplemente (q, p) ∈ Πs, por un
abuso de notacio´n.
En este caso J−1(α0, u0) esta´ formado por los elementos (q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) que
verifican
q1 × p1 + q2 × p2 = 0,(3.43)
p1 + p2 = u0.(3.44)
Para cada s ∈ [0, pi), vamos a ver que J−1(0, u0) ∩MG4 ∩ Πs esta´ dado parame´tricamente
por
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(3.45)

q1 = rq1βs + µq1u0, rq1 , µq1 ∈ IR
q2 = (rq1 + rq1q2)βs + µq2u0, rq1q2 , µq2 ∈ IR
p1 = rpβs + λu0, λ, rp ∈ IR
p2 = −rpβs + (1− λ)u0,
con las condiciones
(3.46) rp 6= 0 o (rp = 0 y rq1q2 6= 0),
(3.47) rq1 + rq1q2(1− λ) + rp(µq2 − µq1) = 0.
Sea ρs(0, u0) el conjunto de puntos (q, p) que satisfacen (3.45), (3.46) y (3.47).Queremos ver
que para cada s ∈ [0, pi), se tiene que ρs(0, u0) = J−1(0, u0) ∩MG4 ∩Πs.
Sea s ∈ [0, pi). Veamos primero que (q, p) satisface (3.45) junto con (3.47) equivale a que
(q, p) pertenece a Πs, y es solucio´n de (3.43) y de (3.44).
Sea (q, p) que satisface (3.45) junto con (3.47). Se ve directamente que (q, p) ∈ Πs y por
como se definen p1 y p2 en (3.45) se deduce directamente que satisfacen (3.44). Por otro lado,
la condicio´n (3.47) implica que (q, p) satisface (3.43).
Reciprocamente si (q, p) ∈ Πs y satisface (3.44) es fa´cil ver que puede ser parametrizado
como en (3.45). Reemplazando (3.45) en (3.43) se obtiene (3.47).
Veamos ahora que (q, p) satisface (3.45) y (3.46) equivale a que (q, p) ∈ MG4 . En efecto,
p1 × p2 = rpβx × u0 de donde se obtiene que p1 × p2 6= 0 si y solo si rp 6= 0.
Por otro lado se tiene que
(q1 − q2)× p1 = (−rq1q2λ− (µq1 − µq2)rp)βs × u0(3.48)
(q1 − q2)× p2 = (−rq1q2(1− λ) + (µq1 − µq2)rp)βs × u0.(3.49)
Resulta sumando que
(q1 − q2)× p1 + (q1 − q2)× p2 = −rq1q2βs × u0.
Luego, si rq1q2 6= 0, alguno de los sumandos del lado izquierdo al menos, debe ser no nulo.
Por otro lado, si rp = 0, de (3.48) y (3.49) se deduce que si (q
1− q2)×p1 6= 0 entonces λ 6= 0
y rq1q2 6= 0 y si (q1 − q2) × p2 6= 0 entonces se tiene que 1 − λ 6= 0 y rq1q2 6= 0. Por lo tanto si
rp = 0 y adema´s (q
1 − q2)× p1 6= 0 o (q1 − q2)× p1 6= 0, entonces rq1q2 6= 0.
Por lo tanto hemos probado que que para todo s ∈ [0, pi), se tiene que
ρs(0, u0) = J
−1(0, u0) ∩MG4 ∩Πs.
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Luego, ρ(0, u0) :=
⋃
s∈[0,pi)
ρs(0, u0) satisface que
ρ(0, u0) = J
−1(0, u0) ∩MG4 .
Para probar esto u´ltimo basta ver que si (q, p) ∈ J−1(0, u0)∩MG4 existe un u´nico s ∈ [0, pi)
tal que (q, p) ∈ Πs. Si p1 × p2 6= 0, entonces p1 y p2 no son paralelos a u0 pues verifican (3.44).
Entonces existe un u´nico s ∈ [0, pi) tal que p1 ∈ Πs. Adema´s de (3.43) se tiene que q1 × p1 es
paralelo a q2×p2. Como adema´s, q1×p1 es perpendicular a p1 y por lo anterior, es perpendicular
a p2 se tiene que q1 × p1 es paralelo a p1 × p2 y entonces tambie´n q2 × p2 es paralelo a p1 × p2.
Se tiene entonces que q1 y q2 pertenecen al plano normal a p1× p2 que es el plano determinado
por p1 y p2, plano al cual tambie´n pertenece u0. Se tiene en consecuencia que q
1, q2, p1, p2 y u0
pertenecen todos al plano Πs.
Si p1 × p2 = 0, entonces
(3.50) (q1 − q2)× p1 6= 0 o (q1 − q2)× p1 6= 0.
De (3.44) se obtiene que existe λ ∈ IR tal que p1 = λu0 y p2 = (1 − λ)u0. Reemplazando en
(3.50) se obtiene que (q1− q2)×u0 6= 0, entonces existe un u´nico s ∈ [0, pi) tal que q1− q2 ∈ Πs.
Reemplazando ahora en (3.43) se obtiene que (λq1 + (1−λ)q2)×u0 = 0, lo que implica que
en la recta que une a q1 y q2 hay un vector paralelo a u0. Luego q
1, q2, (λq1 + (1 − λ)q2) y u0
pertenecen todos al plano Πs.
En consecuencia, si (q, p) ∈ J−1(0, u0) ∩MG4 se tiene que existe un u´nico s ∈ [0, pi) tal que
(q, p) ∈ Πs como quer´ıamos probar.
Estudiaremos ahora la topolog´ıa de ρs(0, u0) y de ρ(0, u0). Primero veamos que para cada
s ∈ [0, pi), ρs(0, u0) es conexo.
En efecto, sea s fijo y sean (qa, pa), (qb, pb) ∈ ρs(0, u0). Vamos a ver que se pueden conectar
por una curva continua contenida en ρs(0, u0). Esta curva esta´ formada por trozos lineales que
unen puntos intermedios.
Consideremos el caso rpa > 0 y rpb > 0. Partiendo del punto
(qa, pa) =
(
rq1aβs + µq1au0, (rq1a + rq1aq2a)βs + µq2au0, rpaβs + λau0,−rpaβs + (1− λa)u0
)
consideremos una curva (q(t), p(t)) que conecta el punto (qa, pa) con un punto intermedio a
saber
(q(t), p(t)) = (rq1(t)βs + µq1(t)u0, (rq1(t) + rq1q2(t))βs + µq2(t)u0, rp(t)βs + λ(t)u0,
−rp(t)βs + (1− λ(t))u0),
donde para t ∈ [0, 1]
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µq1(t) = µq1a , rq1q2(t) = rq1aq2a ,
µq2(t) = µq2a , λ(t) = λa,
rp(t) = trpb + (1− t)rpa , rq1(t) = (λa − 1)rq1aq2a − rp(t)(µq1a − µq2a).
Se llega as´ı, para t = 1, al punto intermedio
(q1, p1) =
(
rq11βs + µq1au0, (rq11 + rq1aq2a)βs + µq2au0, rpbβs + λau0,−rpbβs + (1− λa)u0
)
,
donde se define rq11 = rq1(1). Se observa que para cada tm (q(t), p(t)) satisface (3.45),(3.46)
y (3.47).
De manera similar, partiendo del punto (q1, p1) se considera otra curva que por abuso de
notacio´n seguiremos llamando (q(t), p(t)), que conecta el punto (q1, p1) con otro punto interme-
dio donde se cambia el para´metro λa por λb, se deja fijos los para´metros rpb , µq1a , rq1aq2a , µq2a , y se
cambia el para´metro rq11 por uno que llamaremos rq12 de manera que a lo largo de la curva se
siga satisfaciendo (3.45), (3.46) y (3.47), a saber
(q(t), p(t)) = (rq1(t)βs + µq1(t)u0, (rq1(t) + rq1q2(t))βs + µq2(t)u0, rp(t)βs + λ(t)u0,
−rp(t)βs + (1− λ(t))u0),
donde para t ∈ [0, 1]
µq1(t) = µq1a , rq1q2(t) = rq1aq2a ,
µq2(t) = µq2a , λ(t) = tλb + (1− t)λa,
rp(t) = rpb , rq1(t) = (λ(t)− 1)rq1aq2a − rpb(µq1a − µq2a).
Se llega as´ı, para t = 1, al punto intermedio
(q2, pb) =
(
rq12βs + µq1au0, (rq12 + rq1aq2a)βs + µq2au0, rpbβs + λbu0,−rpbβs + (1− λb)u0
)
,
donde se define rq12 = rq1(1).











u0, (rq14 + rq1b q
2
b
)βs + µq2au0, rpbβs + λbu0,−rpbβs + (1− λb)u0
)
.
Por u´ltimo, partiendo del punto (q4, pb) se considera la curva (q(t), p(t)) que conecta el punto
(q4, pb) con el punto (qb, pb) dada por
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(q(t), p(t)) = (rq1(t)βs + µq1(t)u0, (rq1(t) + rq1q2(t))βs + µq2(t)u0, rp(t)βs + λ(t)u0,
−rp(t)βs + (1− λ(t))u0),
donde para t ∈ [0, 1]
µq1(t) = µq1b





+ (1− t)µq2a , λ(t) = λb,
rp(t) = rpb , rq1(t) = (λb − 1)rq1b q2b − rpb(µq1b − µq2(t)).
Luego, rq1(1) = (λb − 1)rq1b q2b − rpb(µq1b − µq2b ) y como (qb, pb) verifica (3.47) se obtiene que
rq1(1) = rq1b










u0, rpbβs + λbu0,−rpbβs + (1− λb)u0
)
.
De modo ana´logo se pueden conectar por una curva continua puntos tales que rpa < 0 y
rpb < 0.
Veremos ahora como conectar puntos tales que rpa = 0 y rpb > 0. Si rpa = 0 se tiene de
(3.46) que rq1aq2a 6= 0 y de (3.47) se obtiene que
rq1a + rq1aq2a(1− λa) = 0.
Como antes, partiendo del punto
(qa, pa) =
(
rq1aβs + µq1au0, (rq1a + rq1aq2a)βs + µq2au0, λau0, (1− λa)u0
)
se considera una curva (q(t), p(t)) que lleva el punto (qa, pa) en un punto intermedio y que
cambia el para´metro rpa = 0 por rpb , que por hipo´tesis es mayor que 0 y que adema´s deja
fijos los para´metros λa, µq1a , rq1aq2a , µq2a , y cambia el para´metro rq1a por uno que llamaremos rq11 de
manera que a lo largo de la curva se siga satisfaciendo (3.45), (3.46) y (3.47) a saber
(q(t), p(t)) = (rq1(t)βs + µq1(t)u0, (rq1(t) + rq1q2(t))βs + µq2(t)u0, rp(t)βs + λ(t)u0,
−rp(t)βs + (1− λ(t))u0),
donde para t ∈ [0, 1]
µq1(t) = µq1a , rq1q2(t) = rq1aq2a ,
µq2(t) = µq2a , λ(t) = λa,
rp(t) = trpb , rq1(t) = (λa − 1)rq1aq2a − rp(t)(µq1a − µq2a).
Se llega as´ı, para t = 1, al punto intermedio
(q1, p1) =
(
rq11βs + µq1au0, (rq11 + rq1aq2a)βs + µq2au0, rpbβs + λau0,−rpbβs + (1− λa)u0
)
.
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Luego estamos en la situacio´n vista anteriormente donde se trata de conectar dos puntos
cuyos para´metros rp son mayores a 0 (a saber ambos son rpb).
De modo similar se prueba que los puntos tales que rpa = 0 se unen con los que cumplen
que rpb < 0, que los puntos tales que rpa > 0 se unen con los que cumplen que rpb = 0 y que los
puntos tales que rpa < 0 se unen con los que cumplen que rpb = 0.
Por u´ltimo combinando los casos anteriores se puede unir un punto (qa, pa) tal que rpa > 0
con un punto (qb, pb) tal que rpb < 0. En efecto, se considera una curva que lleve el punto
(qa, pa) a un punto intermedio (q1, p1) tal que rp1 = 0. Luego se une el punto (q1, p1) con
(qb, pb). Ana´logamente se unen los puntos tales que rpa < 0 y rpb > 0.
Con esto queda probado que ρs(0, u0) es conexo para cada s ∈ [0, pi).
Ahora veremos que ρ(0, u0) es conexo. En efecto, sean (qa, pa) ∈ Πsa y (qb, pb) ∈ Πsb . Es
claro que se puede rotar el plano Πsa para llevarlo a coincidir con el plano Πsb un a´ngulo sb−sa.
El punto (qa, pa) ∈ Πa se lleva a coincidir con un punto (q¯b, p¯b) ∈ Πb el cual esta´ conectado
con (qa, pa) por un arco de c´ırculo. Luego se pueden unir (q¯b, p¯b) ∈ Πb con (qb, pb) como se
explico´ antes mediante una curva continua.
Habiendo probado que ρ(0, u0) es conexo ahora resulta posible calcular el momento o´ptimo.
En efecto para todo (q, p) ∈MG4 tal que J(q, p) = (0, u0) se define ρG4(0,u0) := J (q, p) y se tiene
que
(3.51)
J −1(ρG4(0,u0)) = ρ(0, u0)
=
{
(rq1βs + µq1u0, (rq1 + rq1q2)βs + µq2u0, rpβs + λu0,−rpβs + (1− λ)u0) :
s ∈ [0, pi), rq1 , µq1 , µq2 , λ, rp ∈ IR, (rp 6= 0 o (rp = 0 y rq1q2 6= 0))
y rq1 + rq1q2(1− λ) + rp(µq2 − µq1) = 0
}
Reduccio´n o´ptima.
Calculemos ahora el subgrupo de isotrop´ıa de ρG
4
(0,u0)
por la accio´n de φ¯. Sea (q, p) ∈
J −1(ρG4(0,u0)), entonces por definicio´n (A, a) ∈ GρG4(0,u0)
si y so´lo si (A, a)(q, p) ∈ J −1(ρG4(0,u0)).
Sea (A, a)(q, p) ∈ J −1(ρG4(0,u0)). De (3.44) se obtiene que Ap1 + Ap2 = Au0 = u0. Luego
A ∈ S1u0 , donde S1u0 es el grupo de rotaciones alrededor de u0 el cual es isomorfo a S1.
Por otra parte de (3.43) resulta sucesivamente
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(Aq1 + a)×Ap1 + (Aq2 + a)×Ap2 = 0
Aq1 ×Ap1 +Aq2 ×Ap2 + a×A(p1 + p2) = 0
A(q1 × p1 + q2 × p2) + a× (p1 + p2) = 0.
Luego, como (q, p) verifica (3.43) y (3.44) se obtiene que
a× u0 = 0.





= {(A, a) ∈ SE(3) : Au0 = u0 y a = ξu0, ξ ∈ IR}
Sea M0 = {(q, p) ∈M : (q, p) satisface (3.45) y (3.47)}. Entonces se tiene que
J −1(ρG4(0,u0)) = M0 − {(q, p) ∈M : rp = 0, rq1q2 = 0)}.
Sean
Sp = {(q, p) ∈ J −1(ρG4(0,u0)) : rp = 0},
Sq1q2 = {(q, p) ∈ J −1(ρG4(0,u0)) : rq1q2 = 0}.
Sp es una subvariedad conexa de J −1(ρG4(0,u0)). Para cada s ∈ [0, pi), Sp ∩ Πs tiene dos
componentes conexas dadas por las condiciones rq1q2 > 0, rq1q2 < 0, respectivamente.
Sq1q2 es una subvariedad conexa de J −1(ρG4(0,u0)). Para cada s ∈ [0, pi), Sq1q2 ∩ Πs tiene dos
componentes conexas dadas por las condiciones rp > 0, rp < 0, respectivamente.
Se tiene adema´s que Sp ∩ Sq1q2 = ∅.
Vamos a definir dos cartas para caracterizar J −1(ρG4(0,u0)) como variedad. Sean
Wp = J −1(ρ4(0,u0))− Sp,
Wq1q2 = J −1(ρ4(0,u0))− Sq1q2 .










Dado (q, p) ∈ Wp existe un u´nico (q¯, p¯) ∈ Wp ∩ Π0 de la forma (q¯, p¯) = (Ap, ξpu0)(q, p) tal
que µq¯1 = 0, rp¯ > 0. En efecto, basta tomar Ap la u´nica rotacio´n de a´ngulo op ∈ [0, 2pi) tal que
p¯1 = App
1 ∈ Π0 y rp¯ > 0, y adema´s, ξp = −µq1 . De este modo, la o´rbita del punto (q, p) por




se identifica con el punto (q¯, p¯) y el espacio de o´ribtas se identifica con la
variedad W p ⊂ Π0 que es un abierto de Π0, definida parame´tricamente por
(rq¯1q¯2 , µq¯2 , λ¯, rp¯) ∈ IR× IR× IR× IR+.
Esto resulta as´ı teniendo en cuenta que µq¯1 = 0 y que rq¯1 se despeja de (3.47).
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De este modo resulta que Wp es un fibrado principal trivial con base isomorfa a IR
3× IR+ '




' S1 × IR.





Dado (q, p) ∈Wq1q2 existe un u´nico (q˜, p˜) ∈Wq1q2∩Π0 de la forma (q˜, p˜) = (Aq1q2 , ξq1q2u0)(q, p)
con la propiedad rq˜1q˜2 > 0 y µq˜1 = 0. Como en el caso de la carta Wp basta elegir ξq1q2 = −µq1
y Aq1q2 una rotacio´n adecuada que lleve q
2 − q1 al plano Π0 de a´ngulo oq1q2 ∈ [0, 2pi).
Entonces el espacio de o´rbitas se identifica con la variedad W˜q1q2 ⊂ Π0 que es un abierto de
Π0, la cual esta´ parametrizada por
(rq˜1q˜2 , µq˜2 , rp˜, λ˜) ∈ IR+ × IR× IR× IR.






La interseccio´n de las cartas W p y W˜q1q2 tiene dos componentes conexas. En la carta W p
estas componentes conexas estan dadas por las condiciones rq¯1q¯2 > 0 y rq¯1q¯2 < 0 y en la carta
W˜q1q2 estan dadas, respectivamente, por las condiciones rp˜ > 0 y rp˜ < 0.
El isomorfismo de transicio´n entre las cartas W p y W˜q1q2
(rq¯1q¯2 , µq¯2 , λ¯, rp¯)→ (rq˜1q˜2 , µq˜2 , λ˜, rp˜)
esta dado por las condiciones
λ˜ = λ¯
µq˜2 = µq¯2
rp˜ = rp¯, y rq˜1q˜2 = rq¯1q¯2 si rq¯1q¯2 > 0
rp˜ = −rp¯, y rq˜1q˜2 = −rq¯1q¯2 si rq¯1q¯2 < 0.
Una interpretacio´n gra´fica de como se pegan las cartas esta´ dada por las siguientes figuras.
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La figura 1 representa las cartas W p y W˜q1q2 . En la figura 2 se han pegado las componentes
conexas rp¯ > 0, rq¯1q¯2 > 0 de W p y rp˜ > 0, rq˜1q˜2 > 0 de W˜q1q2 mediante el isomorfismo rp˜ = rp¯,
rq˜1q˜2 = rq¯1q¯2 .
Resta pegar las dos componentes que quedan sueltas en la Figura 2 mediante el isomorfismo
rp˜ = −rp¯, rq˜1q˜2 = −rq¯1q¯2 . Esta operacio´n se visualiza en dos pasos. En el primero, se pegan
las flechas verticales (coordenadas rp) y se obtiene el cono de la Figura 3, sin el ve´rtice que
corresponde al origen (0, 0). Observar que la flecha que indica hacia abajo en la Figura 2 no
forma parte de W˜q1q2 pero se indica el pegado para ilustrar el me´todo gra´fico. Por u´ltimo, resta
pegar la componente rp¯ > 0, rq¯1q¯2 < 0, que queda suelta en la Figura 3, con la superficie del
cono. Para esto, se identifica con la regla dada por el isomorfismo rp˜ = −rp¯, rq˜1q˜2 = −rq¯1q¯2 y
se obtiene el cono indicado en la Figura 4 sin el ve´rtice que es isomorfo a IR2 − {(0, 0)}. Los
puntos  y • ilustran como se debe pegar.
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, el cual sabemos que es isomorfo a W p ∪ W˜q1q2 . Por lo
tanto J −1(ρG4(0,u0)) es isomorfo a S1×IR×S1×IR3, lo cual describe sus estructuras diferenciable,
topolo´gica y de fibrado principal.
Probaremos a continuacio´n la trivialidad de este fibrado.
Lema 3.1. Sea pi : M → X un fibrado con fibra pi−1(x) isomorfa a una variedad conexa F y
base X de dimension 1, la cual, por simplicidad, asumiremos conexa. Entonces hay una seccio´n
σ : X →M .
Demostracio´n. Asumamos primero el caso X = S1. Sean xk = exp iϕk, donde
ϕ0 < ϕ0 <, ..., < ϕ2n = ϕ0 + 2pi
tales que hay cartas
α0 : pi
−1(x0, x2)→ (ϕ0, ϕ2)× F
α1 : pi
−1(x1, x3)→ (ϕ1, ϕ3)× F
....
α2n−2 : pi−1(x2n−2, x2n)→ (ϕ2n−2, ϕ2n)× F
α2n−1 : pi−1(x2n−1, x1)→ (ϕ2n−1, ϕ1)× F
Para f0, ..., f2n arbitrarios en F se pueden elegir curvas ck : (ϕk, ϕk+2) → F tales que
ck(ϕk) = fk, k = 0, ..., 2n y tales que las secciones locales σk : (xk, xk+2)→M se pegan en una
u´nica seccio´n σ : X →M .
El caso en que X es difeomorfo a IR se prueba de modo similar. 
Lema 3.2. Sea pi : M → X × IRn un fibrado principal con grupo G y asumamos que hay
una seccio´n σ0 : X × {0} →M . Entonces M es un fibrado principal trivial.
Demostracio´n. El caso n = 0 es consecuencia del Lema 3.1 y del hecho de que un fibrado
principal que admite una seccio´n es trivial. Para probar el caso n = 1, elijamos una conexio´n
principal y definamos σ(x, t) como el levantamiento horizontal de la curva t→ (x, t) con condi-
cio´n inicial σ(x, 0) = σ0(x, 0). Entonces σ es una seccio´n de pi, luego el caso n = 1 esta probado.
El caso general se sigue por induccio´n asumiendo el caso n− 1 y usando el isomorfismo natural
X × IRn ≡ (X × IR)× IRn−1. 
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es difeomorfo a S1×IR3. Por













es isomorfo al fibrado trivial S1× IR×S1× IR3.
8. Caso α0 = δ0u0, δ0 6= 0 y u0 6= 0.
En este caso J−1(α0, u0) esta´ formado por los elementos (q1, q2, p1, p2) ∈ T ∗(IR3 × IR3) que
verifican
q1 × p1 + q2 × p2 = δ0u0.(3.53)
p1 + p2 = u0.(3.54)
Si p1× p2 = 0, se tiene (3.54) que p1 = λu0 y p2 = (1− λ)u0 para λ ∈ IR. Reemplazando en
(3.53) se obtiene que
(λq1 + (1− λ)q2)× u0 = δ0u0,
lo cual es una contradiccio´n. Por lo tanto las soluciones de (3.53) y (3.54) se encuentran conte-
nidas en M3.
Sea N = p1 × p2, se tiene entonces que N ∈ IR3 − {0}. Los vectores p1, p2, p1 − p2 y u0
pertenecen todos al plano normal a N que llamaremos ΠN .
Sea qi = τ iN + qiN , i = 1, 2, donde τ
i ∈ IR y qiN es perpendicular a N . Entonces (3.53) y
(3.53) son equivalentes a
τ1N × p1 + τ2N × p2 = δ0u0,(3.55)
q1N × p1 + q2N × p2 = 0,(3.56)
p1 + p2 = u0.(3.57)
Como p1 y p2 son linealmente independientes, tambie´n lo son N × p1 y N × p2 y esta´n en
el plano ΠN . Entonces (3.55), que es equivalente a
τ1(N × p1) + τ2(N × p2) = δ0u0,
tiene u´nica solucio´n (τ1, τ2). Dado que p2 = u0 − p1 resulta τ1 = τ1(p1), τ2 = τ2(p1).
Como (3.56) es una ecuacio´n homoge´nea sobre el espacio de 4 variables (q1N , q
2
N ), sus solu-
ciones forman, para cada p1, un espacio vectorial de dimensio´n 3, que llamaremos V (p1). En




2, i = 1, 2. Entonces (3.56) es equivalente a
(s11p
1 + s12p
2)× p1 + (s21p1 + s22p2)× p2 = 0,
que a su vez es equivalente a
s12p
2 × p1 + s21p1 × p2 = 0,
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que resulta una ecuacio´n escalar cuya solucio´n es s12 = s
2
1.
Entonces, las soluciones de (3.55), (3.56) y (3.57) pueden ser descriptas de la siguiente
manera: eligiendo p1 no paralelo a u0, p
2 = u0 − p1 resulta no paralelo a u0 ni a p1. Entonces,
podemos encontrar (τ1(p1), τ2(p1)) solucio´n de (3.55) y adema´s q1N , q
2












Es decir, los puntos de J−1(α0, u0) ∩MG4 son de la forma
(3.58)






q2 = τ2N + s12p
1 + s22p
2, s22 ∈ IR
p1 ∈ IR3 − `u0
p2 = u0 − p1.
Observar que, como se probo´ en el caso anterior, q1N , q
2
N , p
1, p2 y u0 son coplanares.
Se ve directamente que este conjunto es conexo. Entonces para todo (q0, p0) ∈ M tal que









2) ∈ (IR3 − `u0)× IR× IR× IR.
Se tiene entonces que
J −1(ρG4(δ0u0,u0)) ' (IR3 − `u0)× IR3,
que es conexo pero no simplemente conexo.
Reduccio´n o´ptima.
Calculemos primero el subgrupo de isotrop´ıa de ρG
4
(δ0u0,u0)
por la accio´n de φ¯. Sea (q, p) ∈
J −1(ρG4(δ0u0,u0)), entonces por definicioo´n (A, a) ∈ GρG4(δ0u0,u0)
si y so´lo si (A, a)(q, p) ∈ J −1(ρG4(δ0u0,u0)).
Sea (A, a)(q, p) ∈ J −1(ρG4(δ0u0,u0)). De (3.54) se obtiene que Ap1 + Ap2 = Au0 = u0. Luego
A ∈ S1u0 .
Por otra parte de (3.53) resulta sucesivamente
(Aq1 + a)×Ap1 + (Aq2 + a)×Ap2 = δ0u0
Aq1 ×Ap1 +Aq2 ×Ap2 + a×A(p1 + p2) = δ0u0
A(q1 × p1 + q2 × p2) + a× (p1 + p2) = δ0u0.
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Luego, como (q, p) verifica (3.53), (3.54) y Au0 = u0, se obtiene que
a× u0 = 0.






= {(A, a) ∈ SE(3) : Au0 = u0 y a = ξu0, ξ ∈ IR}







Dado (q, p) ∈ J −1(ρG4(δ0u0,u0)) existe un u´nico A ∈ S1u0 que representa un giro alrededor de
u0, positivo con respecto a la orientacio´n (e1, e2, u0) del espacio tal que lleva p
1 al semiplano
que contiene a e1 y u0 dado por {z1e1 + z2u0 : z1 > 0}. Es decir, lleva p1 en p¯1 dado por
p¯1 = Ap1 = c1e1 + c
2u0, c
1 > 0, c2 ∈ IR.





1 − s12)c1e1 + (s11c2 + s12(1− c2))u0
q¯2N = (s
1
2 − s22)c1e1 + (s12c2 + s22(1− c2))u0.
Elegimos ahora una traslacio´n ξu0 de manera que
ξ = −(s11c2 + s12(1− c2)).
Entonces q¯1N , q¯
2






2 − s22)c1e1 + ((s22 − s12)(1− c2) + (s12 − s11)c2)u0.
Sean d1 = s11 − s12 y d2 = s22 − s12, luego se tiene que
q˜1N = d
1c1e1
q˜2N = −d2c1e1 + (d2(1− c2)− d1c2)u0.




se identifican con los puntos (q˜1, q˜2, p˜1, p˜2)
que se escriben 
q˜1 = τ1N + d1c1e1
q˜2 = τ2N − d2c1e1 + (d2(1− c2)− d1c2)u0
p˜1 = c1e1 + c
2u0
p˜2 = −c1e1 + (1− c2)u0,
con c1 > 0, c2, d1, d2 ∈ IR.






' IR+ × IR× IR× IR ' IR4,
el cual es conexo.
Se deduce de todo lo anterior que
J −1(ρG4(δ0u,u0)) −→MρG4
(δ0u0,u0)
es un fibrado principal trivial con grupo isomorfo a S1 × IR.
Por lo tanto se tiene que





' S1 × IR× IR+ × IR× IR× IR.
En particular J −1(ρG4(δ0u,u0)) no es simplemente conexo.
Caso α0 6= 0, u0 6= 0, α0 × u0 6= 0.
Se puede reducir este caso al caso α0 = δ0u0 con δ0 ∈ IR− {0}, a trave´s de una traslacio´n.
En efecto, J tiene la siguiente propiedad
J ((A, a)(q0, p0)) = (A, a)J (q0, p0), ∀(A, a) ∈ SE(3),
lo cual se deduce de las definiciones.
Usando una traslacio´n (I, a) se tiene que
J (q0 + a, p0) = (I, a)J (q0, p0).
Las ecuaciones en (3.37) bajo una traslacio´n se transforman en
{
(q1 + a)× p1 + (q2 + a)× p2 = α0.
p1 + p2 = u0.
que es equivalente a
{
q1 × p1 + q2 × p2 = α0 − a× u0.
p1 + p2 = u0.
Entonces, se tiene que, eligiendo a apropiadamente, se puede cancelar la componente de α0
normal a u0 de donde se obtendr´ıa que α0 + a× u0 = δ0u0 para algu´n δ0 ∈ IR.
Por lo tanto este caso se reduce al caso α0 = 0 y u0 6= 0.
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3.3. Resumen y conclusiones
La accio´n levantada al cotangente T ∗φ del grupo SE(3) sobre T ∗(IR3 × IR3) esta´ dada por
(T ∗φ)(A,a)(q, p) = (Aq1 + a,Aq2 + a,Ap1, Ap2).
La aplicacio´n momento J : T ∗(IR3 × IR3) −→ se(3)∗ para la accio´n levantada al cotangente
T ∗φ esta´ dada por
J(q, p) = (q1 × p1 + q2 × p2 , p1 + p2).
Todos los subgrupos de isotrop´ıa de la accio´n levantada cotangente esta´n clasificados de la
siguiente manera, para x, y ∈ IR3:
G1(x) = {(A, a) ∈ SE(3) : a = x−Ax} ' SO(3)
G2(y) = {(A, a) ∈ SE(3) : Ay = y, a = 0} ' S1, y 6= 0
G3(x, y) = {(A, a) ∈ SE(3) : Ay = y, a = x−Ax} ' S1, x× y 6= 0
G4 = {(I, 0)}.
Se obtiene as´ı una clasificacio´n de todos los espacios (T ∗(IR3 × IR3))SE(3)(q,p) = MSE(3)(q,p)
dada por
MG1(x) = {(x, x, 0, 0)}
MG2(y) = {(λy, βy, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy, βy, 0, δy) : λ, β, δ ∈ IR, δ 6= 0}
∪ {(λy, βy, γy, 0) : λ, β, γ ∈ IR, γ 6= 0}
∪ {(λy, βy, γy, δy) : λ, β, γ, δ ∈ IR, γ, δ 6= 0}
MG3(x,y) = {(λy + x, βy + x, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy + x, βy + x, 0, δy) : λ, β, δ ∈ IR, δ 6= 0}
∪ {(λy + x, βy + x, γy, 0) : λ, β, γ ∈ IR, γ 6= 0}
∪ {(λy + x, βy + x, γy, δy) : λ, β, γ, δ ∈ IR, γ 6= 0, δ 6= 0}
MG4 = {(q1, q2, p1, p2) : q1 − q2 no es paralelo a p1}
∪ {(q1, q2, p1, p2) : q1 − q2 no es paralelo a p2}
∪ {(q1, q2, p1, p2) : p1 no es paralelo a p2}.
Notaremos ρG˜(α,u) = J (q, p) ∈ T ∗(IR3×IR3)/GE el momento o´ptimo de (q, p) ∈ T ∗(IR3×IR3)
tal que (q, p) ∈ M
G˜
y J(q, p) = (α, u). En la siguiente lista pueden verse, en cada caso, el va-
lor del momento o´ptimo ρ, el subgrupo de isotrop´ıa de ρ por la accio´n φ¯ de SE(3) sobre
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T ∗(IR3× IR3)/GE , SE(3)ρ y el cociente Mρ = J −1(ρ)/SE(3)ρ . Tambie´n indicaremos la estructu-
ra diferencial y topolo´gica de los espacios en cada caso. Cualquier otro caso que no este´ en la
lista puede reducirse a uno de los casos considerados.










= {[(x0, x0, 0, 0)]}, con [(x0, x0, 0, 0)] = {(x0, x0, 0, 0)}.
2.
J −1(ρG2(y0)(0,0) ) = {(λy0, βy0, 0, 0) : λ, β ∈ IR, λ 6= β}
∪ {(λy0, βy0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0} ' IR3 − {l},










' IR× IR− {(0, 0)}.
Mas au´n, el cociente es isomorfo al plano paralelo al eje γ y perpendicular a la recta
λ = β, γ = 0, menos el or´ıgen. El isomorfismo esta´ dado por
[(λ¯0y0, β¯0y0, γ¯0y0,−γ¯0y0)]←→ (−(λ¯0 − β¯0), (λ¯0 − β¯0), γ¯0).











El isomorfismo esta´ dado por
[(λ¯0y0, β¯0y0, γ¯0y0, (δ0 − γ¯0)y0)]←→ (λ¯0 − β¯0, (δ0 − γ¯0))
y [(λ¯0y0, β¯0y0, γ¯0y0, (δ0 − γ¯0)y0)] = {(λy0, βy0, γ¯0y0, (δ0 − γ¯0)y0) : λ− β = λ¯0 − β¯0}.
4.
J −1(ρG3(x0,y0)(0,0) ) = {(λy0 + x0, βy0 + x0, 0, 0) : λ, β ∈ IR λ 6= β}
∪ {(λy0 + x0, βy0 + x0, γy0,−γy0) : λ, β, γ ∈ IR, γ 6= 0} ' IR3 − {`},










' IR× IR− {(0, 0)}.
El isomorfismo esta´ dado por
[(λ¯0y0 + x0, β¯0y0 + x0, γ¯0y0,−γ¯0y0)]←→ ((λ¯0 − β¯0), γ¯0)
y [(λ¯0y0 + x0, β¯0y0 + x0, γ¯0y0,−γ¯0y0)] = {(λy0 + x0, βy0 + x0, γ¯0y0,−γ¯0y0) : λ− β =
λ¯0 − β¯0}.
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El isomorfismo esta´ dado por
[(λ¯0y0 + x0, β¯0y0 + x0, (δ0 − δ¯0)y0, δ¯0y0)]←→ (λ¯0 − β¯0, δ¯0)
y [(λ¯0y0 + x0, β¯0y0 + x0, (δ0 − δ¯0y0, δ¯0y0)] = {(λy0 + x0, βy0 + x0, (δ0 − δ¯0)y0, δ¯0y0) :
λ− β = λ¯0 − β¯0}.
6. α0 6= 0, u0 = 0, J −1(ρG4(α0,0)) = {(q2 + vp1 + λp1, q2, p1,−p1) : q2, p1 ∈ IR3, p1 6=










' IR+ × IR ' IR2.
Se tiene adema´s que





' S1 × IR3 × IR+ × IR.
7. α0 = 0, u0 6= 0,
J −1(ρG4(0,u0)) =
{
(rq1βs + µq1u0, (rq1 + rq1q2)βs + µq2u0, rpβs + λu0,−rpβs + (1− λ)u0) :
s ∈ [0, pi), rq1 , µq1 , µq2 , λ, rp ∈ IR, (rp 6= 0 o (rp = 0 y rq1q2 6= 0))












' S1 × IR3.
Se tiene adema´s que





' S1 × IR× S1 × IR3.
8. α0 = δ0u0, δ0 6= 0 y u0 6= 0
J −1(ρG4(δ0u0,u0)) = {(τ1N + s11p1 + s12p2, τ2N + s12p1 + s22p2, p1, u0 − p1) :
p1 ∈ IR3 − `u0 , s11, s12, s22 ∈ IR}











' IR+ × IR× IR× IR ' IR4.
Se tiene adema´s que





' S1 × IR× IR+ × IR× IR× IR.
Desde el punto de vista meca´nico, o dina´mico, el momento o´ptimo tiene importancia en tanto
que es una cantidad conservada. Esto significa que si la condicio´n inicial esta en un conjunto de
nivel del momento o´ptimo, la solucio´n permanece all´ı. Esto implica que el momento y el grupo de
isotrop´ıa son tambie´n conservados. Por ejemplo, si α0 = 0 y u0 6= 0, los vectores q1, q2, p1, p2 son
coplanares y continu´an siendo coplanares como puede verse en el Caso 7. Adema´s, si los vectores
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q1, q2, p1, p2 son colineales, continu´an siendo colineales lo que esta´ directamente relacionado con
el Cap´ıtulo 1 de ([Arn78]).
Tambie´n hay que destacar que dos puntos cualesquiera de un conjunto de nivel del momento
o´ptimo se pueden conectar por un numero finito de trayectorias de campos con Hamiltoniano
invariante, lo cual es potencialmente importante en problemas de control.
La reduccio´n o´ptima en el sistema de dos cuerpos lleva el sistema a uno cuya dimension es
0, 2 o 4, lo cual permite simplificar las preguntas sobre dina´mica.
















































































































































































































































































































































































































Momento o´ptimo para acciones no propias
Se considerara´n en este cap´ıtulo algunos ejemplos interesantes para los cuales se verifica la
fo´rmula (2.11) del Cap´ıtulo 2 pero donde la accio´n del grupo de Lie sobre la variedad considerada
no es propia.
4.1. Ejemplos
4.1.1. Ejemplo 1. Consideremos el grupo de Lie H = IR+ con el producto usual en IR y
la accio´n de H sobre IR dada por
φ : H × IR −→ IR
(λ, q) 7−→ λq
Sea h el a´lgebra de Lie de H. Se tiene que [αˆ, βˆ] = 0 y Adλαˆ = αˆ para todo αˆ, βˆ ∈ h y todo
λ ∈ H. Se tiene tambie´n que Ad∗λ(αˆ) = αˆ para todo αˆ ∈ h y todo λ ∈ H.
Indicaremos la indentificacio´n h∗ ∼= IR mediante ξˆ ∼= ξ. En lo sucesivo frecuentemente escri-
biremos α en lugar de αˆ.
Para q ∈ IR y λ ∈ H la accio´n levantada al tangente Tqφλ : TqIR −→ Tφλ(q)IR esta´ dada por
Tqφλ(q, v) = (λq, λv),
para (q, v) ∈ T IR ∼= IR× IR.
La accio´n levantada al cotangente T ∗φ : H × T ∗IR→ T ∗IR esta´ dada por
(T ∗φ)λ(q, p) = (T ∗λqφλ−1)(q, p)
donde se tiene que T ∗λqφλ−1 : T
∗
q IR −→ T ∗λqIR esta´ dada por
T ∗λqφλ−1(q, p) = (λq, λ
−1p),
para λ ∈ H y (q, p) ∈ T ∗IR ' IR× IR.
Para q ∈ IR el generador infinitesimal de la accio´n φ correspondiente a λˆ ∈ h esta´ dado por
λˆIR(q) = λˆq.
La aplicacio´n momento J : T ∗IR −→ h∗ esta´ dada por J(αq)(λˆ) = αq(λˆIR(q)). Puede verse
que
J(q, p) = pq.
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Veamos que la accio´n levantada al cotangente no es propia. Consideremos la sucesio´n en H
dada por λn = n y la sucesio´n en T






), luego se tiene que
(T ∗φ)λn(qn, pn) = (λnqn, λ
−1
n pn) = (1,
1
n2
) −→n→∞ (1, 0),
y adema´s






) −→n→∞ (0, 0).
Sin embargo es claro que no existe una subsucesio´n de λn = n que sea convergente.
Vamos a verificar que la fo´rmula (2.11) del teorema (2.8) vale en este caso donde la accio´n
no es propia.
Dados (q, p) ∈ T ∗IR, sea α = qp = J(q, p). Queremos calcular las componentes conexas de
J−1(α) ∩ T ∗IRH(q,p) ,
donde H(q,p) es el subgrupo de isotrop´ıa del elemento (q, p) por la accio´n T
∗φ y
(T ∗IR)H(q,p) = {(q¯, p¯) ∈ T ∗IR : H(q¯,p¯) = H(q,p)}.
Calculamos primero los subgrupos de istrop´ıa por la accio´n T ∗φ. Sea (q, p) ∈ IR×IR entonces
(4.1)
H(q,p) = {λ ∈ H : T ∗q φλ(q, p) = (q, p)}
= {λ ∈ H : (λq, λ−1p) = (q, p)}.
Se puede verificar fa´cilmente que
H(0,0) = IR
+
H(q,p) = {1}, (q, p) 6= (0, 0).
Calculemos ahora los espacios
(T ∗IR)H(q,p) = {(q¯, p¯) ∈ T ∗IR : H(q¯,p¯) = H(q,p)}.
Es claro que
(4.2) (T ∗IR)H(0,0) = {(0, 0)},
(4.3) (T ∗IR)H(q0,p0) = {(q, p) ∈ T
∗IR : q 6= 0 o p 6= 0} = IR2 − {(0, 0)},
para (q0, p0) ∈ T ∗IR con (q0, p0) 6= (0, 0).
Calculemos ahora las componentes conexas de J−1(α) ∩ (T ∗IR)H(q,p) , con J(q, p) = α.
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-Caso (q0, p0) = (0, 0).
En este caso J(0, 0) = 0 y
J−1(0) = {(q, p) ∈ T ∗IR : pq = 0}
= {(q, p) : p = 0 o q = 0}
= {(q, 0) : q ∈ IR− {0}} ∪ {(0, p) : p ∈ IR− {0}} ∪ {(0, 0)}.
Usando esto y (4.2) se tiene que
J−1(0) ∩ (T ∗IR)H(0,0) = {(0, 0)}.
Entonces se tiene que
(4.4) (J−1(0, 0) ∩ (T ∗IR)H(0,0))c.c.(0,0) = {(0, 0)}.
-Caso (q0, 0), con q0 > 0.
En este caso J(q0, 0) = 0 y como en el caso anterior
J−1(0) = {(q, 0) : q ∈ IR− {0}} ∪ {(0, p) : p ∈ IR− 0} ∪ {(0, 0)}.
Usando esto y (4.3) se tiene que
J−1(0) ∩ (T ∗IR)H(q,p) = {(q, 0) : q ∈ IR− {0}} ∪ {(0, p) : p ∈ IR− {0}}.
Este conjunto es disconexo y se tiene que
(J−1(0) ∩ (T ∗IR)H(q0,0))c.c.(q0,0) = {(q, 0) : q ∈ IR, q > 0}.
Procediendo ana´logamente al caso anterior se tiene que si (q0, 0) ∈ T ∗IR con q0 < 0, entonces
(4.5) (J−1(0) ∩ (T ∗IR)H(q0,0))c.c.(q0,0) = {(q, 0) : q ∈ IR, q < 0}.
Del mismo modo, si (0, p0) ∈ T ∗IR con p0 > 0, se tiene que
(4.6) (J−1(0) ∩ (T ∗IR)H(0,p0))c.c.(0,p0) = {(0, p) : p ∈ IR, p > 0}.
Por u´ltimo, si (0, p0) ∈ T ∗IR con p0 < 0, se tiene que
(4.7) (J−1(0) ∩ (T ∗IR)H(0,p0))c.c.(0,p0) = {(0, p) : p ∈ IR, p < 0}.
-Caso (q0, p0), con q0 > 0, p0 6= 0.
En este caso J(q0, p0) = q0p0 y entonces
J−1(q0p0) = {(q, p) ∈ T ∗IR : qp = q0p0}
= {(q, q0p0
q
) : q ∈ IR− {0}}.
Usando esto y (4.3) se tiene que
J−1(q0p0) ∩ (T ∗IR)H(q0,p0) = {(q,
q0p0
q
) : q ∈ IR− {0}}.
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Este conjunto es claramente disconexo y se tiene que
(4.8) (J−1(0) ∩ (T ∗IR)H(q0,p0))c.c.(q0,p0) = {(q,
q0p0
q
) : q ∈ IR, q > 0}.
Procediendo ana´logamente al caso anterior se tiene que, si (q0, p0) ∈ T ∗IR con q0 < 0, p0 6= 0,
entonces
(4.9) (J−1(0) ∩ (T ∗IR)H(q0,p0))c.c.(q0,p0) = {(q,
q0p0
q
) : q ∈ IR, q < 0}.
Ca´lculo del momento o´ptimo por definicio´n.
Queremos calcular para cada abierto H-invariante U ⊆ T ∗IR el conjunto
(4.10)
C∞(U)H = {f ∈ C∞(U) : f(T ∗φλ(q, p)) = f(q, p), ∀λ ∈ H y ∀(q, p) ∈ U}
= {f ∈ C∞(U) : f(λq, λ−1p) = f(q, p),∀λ ∈ H y ∀(q, p) ∈ U}
Puede verse fa´cilmente que
C∞(U)H = {f ∈ C∞(U) : f(q, p) = g(qp), para g ∈ C∞(U)},
Para (q, p) ∈ T ∗IR se tiene que
E(q, p) = {Xf (q, p) : f ∈ C∞(U)H , (q, p) ∈ U}.
Dada f ∈ C∞(U)H , puede verse que su campo Hamiltoniano esta´ dado por
Xf (q, p) = (g
′(qp)q,−g′(qp)p).
Ahora, el pseudogrupo correspondiente a la distribucio´n E esta´ formado por los flujos de los
campos Hamiltonianos de las funciones H-invariantes. Si Xf ∈ E, entonces para todo (q, p) ∈ U
con U abierto H-invariante , el flujo Ft verifica que F0(q, p) = (q, p) y
d
dt
|t=0Ft(q, p) = Xf (q, p).
Puede verse que para (q, p) ∈ U abierto H-invariante se tiene que
Ft(q, p) = (q e
g′(qp)t, p e−g
′(qp)t).
Calculemos ahora el espacio cociente T ∗IRupslopeGE .
Dado (q0, p0) ∈ T ∗IR, la clase de (q0, p0) por la relacio´n dada por el pseudogrupo GE es
[(q0, p0)] = {(q, p) ∈ T ∗IR : ∃Ft ∈ GE y t0 tal que Ft0(q0, p0) = (q, p)}
- Caso (q0, p0) = (0, 0).
Se tiene que Ft(0, 0) = (0, 0) para todo t. Por lo tanto
[(0, 0)] = {(0, 0)}.
-Caso (q0, p0) = (q0, 0), con q0 > 0.
Se tiene que Ft(q0, 0) = (q0 e
g′(0)t, 0). Por lo tanto
[(q0, 0)] = {(q, 0) : q > 0}.
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-Caso (q0, p0) = (q0, 0), con q0 < 0.
Se tiene que Ft(q0, 0) = (q0 e
g′(0)t, 0). Por lo tanto
[(q0, 0)] = {(q, 0) : q < 0}.
-Caso (q0, p0) = (0, p0), con p0 > 0.
Se tiene que Ft(0, p0) = (0, p0 e
g′(0)t). Por lo tanto
[(0, p0)] = {(0, p) : p > 0}.
-Caso (q0, p0) = (0, p0), con p0 < 0.
Se tiene que Ft(0, p0) = (0, p0 e
g′(0)t). Por lo tanto
[(0, p0)] = {(0, p) : p < 0}.
-Caso (q0, p0) con q0 > 0 y p0 6= 0.
Se tiene que Ft(q0, p0) = (q0 e
g′(q0p0)t, p0 e
−g′(q0p0)t). Por lo tanto (q, p) ∈ T ∗IRupslopeGE si existe
t ∈ IR tal que {
q = q0 e
g′(q0p0)t
p = p0 e
−g′(q0p0)t.
Por lo tanto
[(q0, p0)] = {(q, q0p0
q
) : q > 0}.
-Caso (q0, p0) con q0 < 0 y p0 6= 0.
Procediendo ana´logamente al caso anterior se tiene que
[(q0, p0)] = {(q, q0p0
q
) : q < 0}.
En conclusio´n, vale la fo´rmula que quer´ıamos probar.
4.1.2. Ejemplo 2. Consideremos el grupo de Lie H = IR+sIR. Para (λ, a), (β, b) ∈ H,
el producto esta´ dado por (λ, a)(β, b) = (λβ, λb + a). La unidad del grupo es (1, 0) y dado
(λ, a) ∈ H su inverso esta´ dado por (λ−1,−λ−1a).
Consideremos la accio´n φ de H sobre IR dada por
φ : H × IR −→ IR
((λ, a), q) 7−→ λq + a
Sea h el a´lgebra de Lie de H. Se tiene que [(λˆ, aˆ), (βˆ, bˆ)] = (0, λˆbˆ − βˆaˆ) y Ad(λ,a)(βˆ, bˆ) =
(βˆ, λbˆ− βˆa).
Se tiene que Ad∗(λ,a)(γˆ, cˆ) = (γˆ + λ
−1acˆ, λ−1cˆ).
Indicaremos el isomorfismo h∗ ∼= IR× IR mediante (γˆ, cˆ) ∼= (γ, c). En lo sucesivo, frecuente-
mente escribiremos (γ, c) en lugar de (γˆ, cˆ).
96 Momento o´ptimo para acciones no propias
Para q ∈ IR y (λ, a) ∈ H puede verse que la accio´n levantada al tangente Tqφ(λ,a) : TqIR −→
Tφ(λ,a)(q)IR esta´ dada por
Tqφ(λ,a)(q, v) = (λq + a, λv),
para (q, v) ∈ T IR ∼= IR× IR.
La accio´n levantada al cotangente T ∗φ : H × T ∗IR −→ T ∗IR esta´ dada por
(T ∗φ)(λ,a)(q, p) = T ∗q φ(λ,a)(q, p),
para (λ, a) ∈ H, (q, p) ∈ IR× IR ' T ∗IR y donde T ∗q φ(λ,a) : T ∗q IR −→ T ∗φ(λ,a)(q)IR esta´ dada por
T ∗q φ(λ,a)(q, p) = (λq + a, λ
−1p),
para (λ, a) ∈ H y (q, p) ∈ T ∗IR ' IR× IR.
Para q ∈ IR el generador infinitesimal de la accio´n φ correspondiente a (λ, a) ∈ h esta´ dado
por (λ, a)IR(q) = λq + a.
La aplicacio´n momento J : T ∗IR −→ h∗ esta´ dada por J(αq)(λ, a) = αq((λ, a)IR(q)). Para
q ∈ IR y (q, p) ∈ T ∗q IR se tiene que
J(q, p) = (qp, p).
Veamos que la accio´n levantada al cotangente no es propia. Consideremos la sucesio´n en
H dada por (λn, an) = (n








(λn, an)(qn, pn) = (λnqn + an, λ
−1
n pn) = (2,
1
n3
) −→ (2, 0).
Tambie´n es fa´cil ver que







Sin embargo es claro que no existe una subsucesio´n de (λn, an) = (n
2, 1) que sea convergente.
Vamos a verificar que la fo´rmula (2.11) del teorema (2.8) vale en este caso donde la accio´n
no es propia.
Dados (q, p) ∈ T ∗IR, sea (α, u) = (qp, p) = J(q, p). Queremos calcular las componentes
conexas de
J−1(α, u) ∩ T ∗IRH(q,p) ,
donde H(q,p) es el subgrupo de isotrop´ıa del elemento (q, p) por la accio´n T
∗φ y
(T ∗IR)H(q,p) = {(q¯, p¯) ∈ T ∗(IR) : H(q¯,p¯) = H(q,p)}.
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Calculamos primero los subgrupos de istrop´ıa por la accio´n T ∗φ. Sea (q, p) ∈ IR×IR entonces
(4.11)
H(q,p) = {(λ, a) ∈ H : (T ∗φ)(λ,a)(q, p) = (q, p)}
= {(λ, a) ∈ H : (λq + a, λ−1p) = (q, p)}.
Puede verse fa´cilmente que
(4.12)
H(0,0) = {(λ, 0) ∈ H}
H(q,0) = {(λ, q(1− λ)) : λ ∈ IR+}, q 6= 0
H(q,p) = {(1, 0)}, p 6= 0.
Calculemos ahora los espacios
(T ∗IR)H(q,p) = {(q¯, p¯) ∈ T ∗IR : H(q¯,p¯) = H(q,p)}.
Es claro que
(4.13)
(T ∗IR)H(0,0) = {(0, 0)}
(T ∗IR)H(q0,0) = {(q0, 0)}, q0 6= 0
(T ∗IR)H(q0,p0) = {(q, p) ∈ T ∗IR : p 6= 0}, p0 6= 0.
Calculemos ahora las componentes conexas de J−1(α, u)∩ (T ∗IR)H(q,p) , con J(q, p) = (α, u).
-Caso (q0, p0) = (0, 0).
En este caso J(0, 0) = (0, 0) y
J−1(0, 0) = {(q, p) ∈ T ∗IR : pq = 0 ∧ p = 0}
= {(q, 0) : q ∈ IR}.
Usando esto y (4.13) se tiene que
J−1(0, 0) ∩ (T ∗IR)H(0,0) = {(0, 0)}.
Entonces se tiene que
(4.14) (J−1(0, 0) ∩ (T ∗IR)H(0,0))c.c.(0,0) = {(0, 0)}.
-Caso (q0, p0) = (q0, 0), con q0 6= 0.
En este caso J(q0, 0) = (0, 0) y como antes
J−1(0, 0) = {(q, p) ∈ T ∗IR : pq = 0 ∧ p = 0}
= {(q, 0) : q ∈ IR}.
Usando esto y (4.13) se tiene que
J−1(q0, 0) ∩ (T ∗IR)H(q0,0) = {(q0, 0)}.
Entonces para (q0, 0) ∈ T ∗IR con q0 6= 0 se tiene que
(4.15) (J−1(q0, 0) ∩ (T ∗IR)H(q0,0))c.c.(q0,0) = {(q0, 0)}.
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-Caso (q0, p0), con p0 6= 0.
En este caso J(q0, p0) = (p0q0, p0) y
J−1(p0q0, p0) = {(q, p) ∈ T ∗IR : pq = p0q0 ∧ p = p0}
= {(q0, p0)}.
Usando esto y (4.13) se tiene que
J−1(p0q0, p0) ∩ (T ∗IR)H(q0,p0) = {(q0, p0)}.
Entonces, para (q0, p0) ∈ T ∗IR con p0 6= 0, se tiene que
(4.16) (J−1(q0p0, p0) ∩ (T ∗IR)H(q0,p0))c.c.(q0,p0) = {(q0, p0)}.
Por lo tanto se tiene que para todo (q0, p0) ∈ T ∗IR(




Ca´lculo del momento o´ptimo por definicio´n.
Recordemos que estamos considerando la accio´n levantada al cotangente T ∗q φ(λ,a) : T ∗q IR −→
T ∗φ(λ,a)(q)IR que esta´ dada por
T ∗q φ(λ,a)(q, p) = (λq + a, λ
−1p),
para (λ, a) ∈ H y (q, p) ∈ T ∗q IR.
Queremos calcular el conjunto
(4.17)
C∞(U)H = {f ∈ C∞(U) : f(T ∗φ(λ,a)(q, p)) = f(q, p),∀(λ, a) ∈ H y ∀(q, p) ∈ U}
= {f ∈ C∞(U) : f(λq + a, λ−1p) = f(q, p), ∀(λ, a) ∈ H y ∀(q, p) ∈ U}
Puede verse que
C∞(U)H = {f ∈ C∞(U) : f es constante en U}.
Para (q, p) ∈ T ∗IR se tiene que
E(q, p) = {Xf (q, p) : f ∈ C∞(U)H , (q, p) ∈ U}.
Como las funciones H-invariante son las constantes, el campo Hamiltoniano correspondiente
a cada funcio´n es el campo nulo, en efecto, para cada f ∈ C∞(U), su campo Hamiltoniano se
identifica con la 1-forma df tal que ω(Xf , ·) = df , donde ω es la 2-forma simple´ctica cano´nica
en IR2. Pero df = 0 en este caso, por lo tanto se tiene que ω(Xf , ·) = 0 de donde se deduce,
usando que ω es no degenerada, que Xf = 0.
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Por lo tanto para cada U abierto H-invariante y todo (q, p) ∈ U se tiene que
(4.18) E(q, p) = {0}.
El pseudogrupo correspondiente a la distribucio´n E esta´ formado por los flujos de los campos
Hamiltonianos de las funciones H-invariantes. Si Xf ∈ E, entonces para todo (q, p) ∈ U con U
abierto H-invariante , el flujo Ft verifica que
d
dt
|t=0Ft(q, p) = Xf (q, p) = 0,
de donde se obtiene que Ft(q, p) es constante en t. Como adema´s se tiene que F0(q, p) = (q, p),
por lo tanto
GE = {Id : T ∗IR→ T ∗IR}.
Dado (q0, p0) ∈ T ∗IR, la clase de (q0, p0) por la relacio´n dada por el pseudogrupo GE es
[(q0, p0)] = {(q, p) ∈ T ∗IR : ∃Ft ∈ GE y t0 tal que Ft0(q0, p0) = (q, p)}
= {(q, p) ∈ T ∗IR : (q0, p0) = (q, p)}
= {(q0, p0)}.
Recordemos que la aplicacio´n momento o´ptimo J esta´ dada por la proyeccio´n cano´nica de
T ∗IR en el espacio de las GE-o´rbitas. Por lo tanto, para (q0, p0) ∈ T ∗IR se tiene que
(4.19) J −1(J (q0, p0)) = {(q0, p0)}.
4.1.3. Ejemplo 3.
Sean G1 y G2 dos grupos de Lie que actu´an sobre las variedades de Poisson M1 y M2 res-
pectivamente, φi : Gi×Mi −→Mi, i = 1, 2. Sean Ji las aplicaciones momento correspondientes
a las acciones φi
J1 : M1 −→ g∗1
J2 : M2 −→ g∗2,
dadas por
J1(m1)(ξ1) = J¯1(ξ1)(m1),
con J1 : g1 −→ C∞(M1) y
J2(m2)(ξ2) = J¯2(ξ2)(m2),
con J¯2 : g2 −→ C∞(M2).
Para este ejemplo tendremos en cuenta las siguientes identificaciones esta´ndar:
T(m1,m2)(M1 ×M2) ' Tm1M1 × Tm2M2,
T ∗(m1,m2)(M1 ×M2) ' T ∗m1M1 × T ∗m2M2,
C∞(M1)× C∞(M2) ⊂ C∞(M1 ×M2),
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Lie(G1 ×G2) ' g1 × g2 y Lie(G1 ×G2)∗ ' g∗1 × g∗2.
Recordemos que la forma simple´ctica ω en M1 ×M2 esta´ dada por
ω(m1,m2)((u1, u2), (v1, v2)) = ω1(m1)(u1, v1) + ω2(m2)(u2, v2),
donde ω1 y ω2 son las formas simple´cticas en M1 y M2 respectivamente y (m1,m2) ∈
M1 ×M2, u1, v1 ∈ Tm1M1, u2, v2 ∈ Tm2M2.
Consideremos la accio´n Φ del grupo G1 ×G2 sobre M1 ×M2 dada por
Φ : (G1 ×G2)× (M1 ×M2) −→ M1 ×M2
((g1, g2), (m1,m2)) 7−→ (φ1(g1,m1), φ2(g2,m2)).
Veamos que la aplicacio´n momento J : M1 ×M2 −→ (Lie(G1 × G2))∗ correspondiente a la
accio´n Φ esta´ dada por
(4.20) 〈J(m1,m2), (ξ1, ξ2)〉 = 〈(J1 × J2)(m1,m2), (ξ1, ξ2)〉 := J¯1(ξ1)(m1) + J¯2(ξ2)(m2).
Hay que probar que
X(J1×J2)(ξ1,ξ2) = (ξ1, ξ2)M1×M2 .


























Sean (v1, v2) ∈ T(m1,m2)(M1 ×M2) ' Tm1M1 × Tm2M2. Por definicio´n se tiene que
iX(J1×J2)(ξ1,ξ2)




(v1, v2) = ω
(










= dJ¯1(ξ1)(v1) + dJ¯2(ξ2)(v2)
= d
(




de donde se obtiene lo que quer´ıamos probar.
Veamos ahora que
(4.21) J−1(µ1, µ2) = J−11 (µ1)× J−12 (µ2),
para µ1 ∈ g∗1, µ2 ∈ g∗2 tal que µ1 = J1(m1) y µ2 = J2(m2) con m1 ∈M1 y m2 ∈M2.
En efecto, sea (m1,m2) ∈M1 ×M2, entonces se tiene que
(m1,m2) ∈ J−1(µ1, µ2) ⇐⇒ J(m1,m2) = (µ1, µ2)
⇐⇒ (J1(m1), J2(m2)) = (µ1, µ2)
⇐⇒ J1(m1) = µ1 y J2(m2) = µ2
⇐⇒ m1 ∈ J−1(µ1) y m2 ∈ J−1(µ2).
Estamos en condiciones de probar el siguiente lema.
Lema 4.1. Sean G1 y G2 dos grupos de Lie que actu´an sobre las variedades de Poisson M1
y M2 respectivamente, φi : Gi ×Mi −→Mi, i = 1, 2. Supongamos que se verifica
(4.22) J −1i (Ji(mi)) =
(
J−1i (µi) ∩ (Mi)φiHmi
)
c.c.mi
donde Ji son las aplicaciones momento o´ptimo correspondientes a las acciones φi, Ji son las
aplicaciones momento tal que Ji(mi) = µi para mi ∈Mi, µi ∈ (Lie(Gi))∗, i = 1, 2.
Entonces se tiene que
(4.23) J −1(J (m1,m2)) =
(




donde µ = (µ1, µ2), µ = J(m1,m2), J es la aplicacio´n momento o´ptimo y J es la aplicacio´n
momento correspondientes a la accio´n
Φ : (G1 ×G2)× (M1 ×M2) −→ M1 ×M2
((g1, g2), (m1,m2)) 7−→ (φ1(g1,m1), φ2(g2,m2)).
Demostracio´n.
Ca´lculo del lado derecho de 4.23
Veamos primero que
(4.24) H(m1,m2) = H
1
m1 ×H2m2 .
En efecto, dado (g1, g2) ∈ G1 ×G2 se tiene que
(g1, g2) ∈ H(m1,m2) ⇐⇒ (g1m1, g2,m2) = (m1,m2)
⇐⇒ g1m1 = m1 y g2m2 = m2
⇐⇒ g1 ∈ H1m1 y g2 ∈ H2m2 .
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Veamos ahora que








Sea (m1,m2) ∈ (M1 ×M2)ΦH(m1,m2) , vamos a ver que m1 ∈ (M1)
φ1
Hm1
y m2 ∈ (M2)φ2Hm2 . Por
definicio´n H(m1,m2) = H(m1,m2) y usando (4.24) resulta que H
1
m1
×H2m2 = H1m1 ×H2m2 . Vamos






Sea g1 ∈ H1m1 , entonces g1m1 = m1. Tambie´n se tiene que e2m2 = m2 y entonces (g1, e2) ∈
H1m1 ×H2m2 = H1m1 ×H2m2 y por lo tanto g1 ∈ H1m1 , con lo cual se ha probado que H1m1 ⊆ H1m1 .
Ana´logamente se prueba que H1m1 ⊆ H1m1 y entonces queda probado que H1m1 = H1m1 .
De modo enteramente similar se prueba que H2m2 = H
2





Veamos ahora que (M1)
φ1
Hm1
× (M2)φ2Hm2 ⊆ (M1 ×M2)
Φ
H(m1,m2)




, entonces m1 ∈ (M1)φ1Hm1 y m2 ∈ (M2)
φ2
Hm2







. Directamente se deduce que H1m1 × H2m2 = H1m1 × H2m2 y usando (4.24) resul-
ta H(m1,m2) = H(m1,m2). Luego se tiene que (m1,m2) ∈ (M1 ×M2)ΦH(m1,m2) .
Recordemos de (4.21) que
J−1(µ1, µ2) = J−11 (µ1)× J−12 (µ2).
Usando esto, (4.22) y (4.25) se obtiene que(


































En efecto, queremos probar que si Z = X × Y entonces, (Z)c.c. = (X)c.c. × (Y )c.c..
Sean A ⊆ X y B ⊆ Y componentes conexas en X e Y respectivamente. Puede verse
fa´cilmente que A × B es conexo. Para ver que A × B es una componente conexa de Z, sea C
conexo tal que A×B ⊆ C ⊆ Z y sean CX = PX(C) y CY = P (C) las proyecciones de C sobre
X e Y respectivamente. Es fa´cil ver que tanto CX como CY son conexos y adema´s se tiene que
A ⊆ CX y B ⊆ CY y entonces, como A y B son componentes conexas se tiene que A = CX y
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B = CY . Como adema´s C ⊆ CX × CY , se tiene que C = CX × CY y entonces A × B es una
componente conexa de Z.
Por otro lado, sea C ⊂ Z una componente conexa de Z. Como C ⊆ CX × CY y como CX
y CY son conexos por serlo C, se tiene que tambie´n CX × CY es conexo. Como C es maximal
por ser componente conexa, entonces C = CX ×CY donde CX y CY son componentes conexas
de A y B respectivamente, como ya probamos en el pa´rrafo anterior.
Ca´lculo del lado izquierdo de 4.23
Puede verse que algunos de los abiertos (G1 ×G2)-invariantes son de la forma U1 × U2 con
U1 abierto G1-invariante de M1 y U2 abierto G2-invariante de M2.
Sea U = U1 × U2 ⊂M1 ×M2 (G1 ×G2)-invariante y sea f ∈ C∞(U) (G1 ×G2)-invariante,
entonces se verifica que
f(Φ((g1, g2), (m1,m2))) = f(m1,m2),
esto es
f(φ1((g1,m1), φ2(g2,m2))) = f(m1,m2).




Puede verse fa´cilmente que fmi es Gj-invariante para i, j = 1, 2, i 6= j.
Veamos que el campo hamiltoniano correspondiente a una funcio´n f ∈ C∞(U), (G1 ×G2)-
invariantes esta´ dado por
(4.27) Xf (m1,m2) =
(
Xfm2 (m1), Xfm1 (m2)
)
,
para (m1,m2) ∈M1 ×M2.
Por definicio´n se tiene que iXfω(u1, u2) = df(u1, u2). Por otro lado se tiene que
ω
(










= (dfm2)m1 (u1) + (dfm1)m2 (u2)
= (df)(m1,m2) (u1, 0) + (df)(m1,m2) (0, u2)
= (df)(m1,m2) (u1, u2),
lo que demuestra la igualdad en (4.27).
Sea ∆i ⊂ TMi y consideremos la distribucio´n dada por
∆i(mi) = {Xfi(mi) : fi ∈ F(Ui)Gi , Ui abierto Gi − invariante, mi ∈ Ui}, i = 1, 2.
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Por otro lado, sea ∆ ⊂ T (M1 × TM2) y consideremos la distribucio´n dada por
∆(m1,m2) = {Xf (m1,m2) : f ∈ F(U1×U2)G1×G2 , U1×U2 abiertoG1×G2−invariante, (m1,m2) ∈ G1×G2}.
Entonces vale que
(4.28) ∆(m1,m2) = ∆1(m1)×∆2(m2).
Para probarlo, consideremos m¯1 ∈ M1 y U1 un entorno abierto G1-invariante de m¯1. Sea
f1 ∈ F(U1) y definimos la funcio´n f¯1 dada por f¯1(m¯1,m2) = f1(m1), para m2 ∈ M2. Es fa´cil
ver que resulta G1 ×G2-invariante. De (4.27) se tiene que
Xf¯1(m¯1,m2) = (Xf1(m¯1), 0),
y entonces podemos concluir que
∆1(m¯1)× {0} ⊆ ∆(m¯1,m2), ∀ m2 ∈M2.
Como vale para todo m¯1 ∈M1 se tiene que
(4.29) ∆1(m1)× {0} ⊆ ∆(m1,m2), ∀ m1 ∈M1, m2 ∈M2.
Ana´logamente se prueba que
(4.30) {0} ×∆2(m2) ⊆ ∆(m1,m2), ∀ m1 ∈M1, m2 ∈M2.
De (4.29) y (4.30) se concluye que
(4.31) ∆(m1,m2) ⊇ ∆1(m1)×∆2(m2).
Para probar la otra inclusio´n, sea (m¯1, m¯2) ∈ M1 × M2 y U1 × U2 un entorno abierto
G1 × G2-invariante de (m¯1, m¯2). Consideremos f ∈ F(U1 × U2)G1×G2 , entonces de (4.27) se
tiene que
Xf (m¯1, m¯2) = (Xfm¯2 (m¯1), Xfm¯1 (m¯2)).
Por lo tanto se concluye que
(4.32) ∆(m1,m2) ⊆ ∆1(m1)×∆2(m2).
De (4.31) y (4.32) se obtiene (4.28).
Recordemos que en el caso anal´ıtico el teorema de Sussmann se simplifica.
En el caso anal´ıtico, es conocido que dada una distribucio´n D ⊆ TM , esta genera una
distribucio´n integrable D¯ ⊇ D del modo siguiente.
1. Se consideran dos campos X,Y paralelos a D, esto es X(x), Y (x) ∈ Dx para todo
x ∈M , se calcula [X,Y ] y se genera la nueva distribucio´n D(1)x dada por
D(1)x = {λX(x) + β[Y,Z](x) : X,Y, Z son paralelos a D,λ, β ∈ IR}.
4.1 Ejemplos 105
2. Por recursio´n se obtiene la distribucio´n D
(2)
x dada por
D(2)x = {λX(x) + β[Y,Z](x) : X,Y, Z son paralelos a D(1), λ, β ∈ IR}.





Volviendo al caso particular donde M = U1×U2, cerrar por el corchete de Lie la familia de
campos {Xf1}×{Xf2} es cerrar por el corchete las familias {Xf1} y {Xf2} y luego multiplicarlas.
Por el teorema de Sussmann se tiene que el conjunto de los puntos alcanzables de la familia
{Xf} donde Xf es como en (4.27) es el producto de los conjuntos de puntos alcanzables por
de las familias Xfi . El caso general donde los datos no son necesariamente anal´ıticos se puede




En esta tesis se da una casificacio´n de todos los momentos o´ptimos J (q, p) para (q, p) ∈
T ∗(IR3 × IR3) para el problema de los dos cuerpos con simetr´ıa dada por la accio´n diagonal de
SE(3) en IR3 × IR3 levantada al cotangente. Este estudio incluye una identificacio´n de J (q, p)
como variedad diferencial y de su topolog´ıa.
Se realiza tambie´n un estudio e identificacio´n de la reduccio´n o´ptima.
De este estudio se deducen propiedades interesantes de la dina´mica que se relacionan, desde
el punto de vista Hamiltoniano, con los resultados mencionados en el Cap´ıtulo 1 de [Arn78].
Se ha enfatizado con algunos ejemplos, que la condicio´n de propiedad de la accio´n no es
necesaria para la validez de la formu´la (2.11) del Cap´ıtulo 2, Seccio´n 2.2. Esto sugiere que




Proposicio´n 1.12. φ es una accio´n propia si y solo si se cumple que, para sucesiones {gn} y
{xn} en G y M respectivamente
(6.1) si gnxn −→ y¯ y xn −→ x¯, existe una subsucesio´n {gnk} de {gn} tal que gnk −→ g¯
En este caso vale que y¯ = g¯ x¯.
Demostracio´n. Supongamos que φ es propia y sean {gn} y {xn} tales que gnxn −→ y¯ y
xn −→ x¯. Consideremos φ˜ como en (1.18).
Es un hecho ba´sico en topolog´ıa que el conjunto
K = {(xn, gnxn)} ∪ {(x¯, y¯)}
es compacto. Por hipo´tesis φ˜−1(K) es compacto y adema´s {(gn, xn)} ⊆ φ˜−1(K). Luego existe
una subsucesio´n convergente {(gnk , xnk)} y por lo tanto {gnk} es convergente.
Para probar la rec´ıproca se usa la caracterizacio´n de conjuntos compactos por sucesiones.
Sea K ⊆M ×M compacto. Hay que probar que φ˜−1(K) = {(g, x) : (x, gx) ∈ K} es compacto.
Sea {(gn, xn)} ⊆ φ˜−1(K). Se sabe que φ˜(gn, xn) = (xn, gnxn) pertenece a K para todo
n ∈ N, lo que implica que {(xn, gnxn)} ⊆ K para todo n ∈ N. Como K es compacto, existe una
subsucesio´n de {(xn, gnxn)} convergente, es decir, existe {(xnk , gnkxnk)} tal que
(xnk , gnkxnk) −→ (x¯, y¯),
con (x¯, y¯) ∈ K.
Por hipo´tesis resulta que existe una subsucesio´n {gnkl} de {gnk} convergente. Se ve que
(xnkl , gnklxnkl ) −→ (x¯, y¯) y gnkl −→ g¯.
Resulta entonces que {(gn, xn)} tiene una subsucesio´n convergente a saber {(gnkl , xnkl )}.
Adema´s
(gnkl , xnkl ) = φ˜
−1(xnkl , gnklxnkl ) −→ φ˜
−1(x¯, y¯) ∈ φ˜−1(K).

Lema 1.14. Sea G×M −→M una accio´n propia. Entonces, para x ∈M , los grupos de isotrop´ıa
Gx := {g ∈ G : gx = x} son compactos. Adema´s el espacio cociente M/G es Hausdorff.
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Demostracio´n. Sea x ∈ M y sea {gn} una sucesio´n en Gx. Tomando xn = x para todo
n ∈ N se tiene que gnxn = gnx = x y por lo tanto se tienen {xn} y {gn} sucesiones de M y de
G respectivamente tales que xn −→ x y gnxn −→ x.
Como la accio´n es propia, existe una subsucesio´n convergente {gnk} de {gn} tal que gnk −→






Por lo tanto g ∈ Gx lo que implica que Gx es compacto.
Ahora bien, el espacio cociente esta´ dado por
M/G = {[x]G : x ∈M}
con [x]G = G.x, la clase de equivalencia de x correspondiente a la accio´n de G en M .
Sea Π : M −→ M/G la proyeccio´n cano´nica. Por definicio´n, un abierto de M/G es un
subconjunto V ⊆ M/G tal que Π−1(V ) es abierto en M . Queremos probar que dados dos
puntos distintos en M/G, pueden ser separados con abiertos. Es decir, dados [x]G 6= [y]G,
existen abiertos V1 y V2 de M/G tales que [x]G ∈ V1, [y]G ∈ V2 y V1 ∩ V2 = ∅.
Es fa´cil ver que dados V1 y V2 abiertos de M/G tales que [x]G ∈ V1 e [y]G ∈ V2,
V1 ∩ V2 = ∅ ⇐⇒ U1 ∩ U2 = ∅,
siendo
U1 = Π
−1(V1) y U2 = Π−1(V2).
Veamos entonces que existen abiertos U1, U2 ⊂ M tales que U1 ∩ U2 = ∅. Dados x, y ∈ M
con [x]G 6= [y]G, consideremos las sucesiones de subconjuntos abiertos de M {W1n} y {W2n}






Consideremos los abiertos invariantes GW1n y GW2n, y supongamos que GW1n∩GW2n 6= ∅
para todo n ∈ N. Entonces existen sucesiones {gn} y {hn} en G y {xn} en W1n, {yn} en W2n
tales que
gnxn = hnyn
lo que implica que
xn = g
−1
n hnyn =: g¯nyn.
Por otro lado se sabe que xn −→ x y yn −→ y y como la accio´n es propia existe g¯nk −→ g¯,
lo que implica que x = g¯y que es un absurdo pues [x]G 6= [y]G. 
Lema 1.15. Si la accio´n de H en A es propia, entonces la G-accio´n sobre G×H A definida en
(1.21) tambie´n es propia.
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n, an]H) = [gng
′
n, an]H −→ [g¯, a¯]H
y
(6.3) [gn, an]H −→ [g0, a0]H .
Queremos probar que existe una subsucesio´n convergente {gnk} de {gn}.
Como la proyeccio´n natural Π : G × A −→ G ×H A es una submersio´n, admite secciones
locales. Sean σ0 y σ¯ secciones suaves de Π alrededor de [g0, a0]H y [g¯, a¯]H respectivamente.

Lema 1.17. Sea H un grupo compacto y φ : H ×M → M una accio´n. Supongamos que x
queda fijo por la accio´n de H, es decir Hx = {x}. Sea U un entorno de x, entonces
1. existe un entorno V de x, V ⊆ U , tal que V es H-invariante,
2. existe en V una me´trica Riemanniana σ que es H-invariante,
3. existen bolas Sr′ ⊂ Sr ⊂M centradas en x y una funcio´n bump H-invariante b : M −→
IR tal que  b|Sr′ ≡ 1b|M−Sr ≡ 0.
Demostracio´n. 1. Es claro que φ−1(U) ⊇ φ−1(x) = H × {x}. Para cada h ∈ H, el
elemento (h, x) pertenece a φ−1(U), entonces existen Wh ⊆ H y Vh ⊆ U entornos de
h y x respectivamente tal que Wh × Vh ⊆ φ−1(U). Por la compacidad de H existen







Vhi y V := HV¯ =
⋃
h¯∈H
h¯V¯ . Es claro que x ∈ V pues x ∈ V¯
y Hx = {x}. Adema´s V ⊆ U ya que Whi V¯ ⊆ U para todo i. Por u´ltimo V resulta
invariante por definicio´n.
2. Por la parte 1, existe un entorno V de x H-invariante. Sea σ¯ una me´trica Riemanniana
en V (puede tomarse a σ¯ = ψ∗f donde (ψ, V ) es una carta y f cualquier me´trica
Riemanniana en ψ(V ) ⊆ IRn, por ejemplo la Euclideana).





donde la integral esta´ definida usando la medida dµ(h) invariante en el grupo de Lie
compacto H normalizada. Por construccio´n σ es una me´trica Riemanniana H-invariante
sobre V .
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3. Sea x ∈ M y V un entorno en las condiciones de 1 y 2. Tomando r lo suficientemente
pequen˜o, la aplicacio´n exponencial expx : TxV → V se restringe a un difeomorfismo de
Sr ⊆ TxV en expx(Sr) ⊆ V . Vamos a identificar a Sr con expx(Sr).
Tomamos ahora r′ < r y una funcio´n ψ : M → IR tal que ψ|Sr′ > 0ψ|M−Sr ≡ 0.





Se tiene que  b˜|Sr′ > 0b˜|M−Sr ≡ 0.





Se tiene entonces que  b˜
′|M > α > 0
b˜|Sr′ ≡ b˜.
Definimos por u´ltimo b(x) =
b˜(x)
b˜′(x)
la cual verifica que b˜|Sr′ ≡ 1b˜|M−Sr ≡ 0.

Lema 2.1 Si φ : G ×M −→ M es propia, entonces la distribucio´n caracter´ıstica E esta´ dada
por
E(x) = {Xf (x) : f ∈ C∞(M)G}.
Demostracio´n. Primero probaremos el siguiente resultado. Sea φ : G ×M −→ M una
accio´n propia, U ⊆ M un abierto G-invariante y f ∈ C∞(U)G. Entonces, dado x ∈ U , existen
un abierto G-invariante V ⊆ U con x ∈ V y una funcio´n F ∈ C∞(M)G tales que
F |V = f |V .
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En efecto, sea H = Gx el subgrupo de isotrop´ıa de x. La accio´n φ : G × U −→ U tambie´n
es propia. Por el Teorema 1.16, existe un entorno tubular
Φ : G×H S −→ U,
donde S es un entorno abierto de 0, H-invariante en un espacio vectorial en el cual H actu´a
linealmente.
Como H es compacto, por 3. del Lema 1.17, existen bolas Sr′ ⊂ Sr centradas en x y una
funcio´n bump b H-invariante tal que  b|Sr′ = 1b|S−Sr = 0,
Se define la funcio´n h˜ : G×H S −→ IR dada por
h˜([g, s]H) = b(s).
Veamos que esta´ bien definida. Sean [g, s]H , [g
′, s′]H ∈ G×H Sr tales que [g, s]H = [g′, s′]H .
Entonces existe h ∈ H tal que (g′, s′) = h(g, s) = (gh, h−1s) y entonces s′ = h−1s. Como b es
H-invariante, entonces b(h−1s) = b(s) y por lo tanto
h˜([g, s]H) = b(s) = b(h
−1s) = h˜([g′, s′]H).
Adema´s vale que
h˜|G×HSr′ = 1 y h˜|G×H(S−Sr) = 0.
Se define ahora
F˜ : Φ(G×H S) −→ IR
como
F˜ (Φ([g, s]H)) = h˜([g, s]H)f(Φ([e, s]H)).
Por u´ltimo, se define F ∈ C∞(M)G mediante F |Φ(G×HS) = F˜F |M−Φ(G×HS) = 0
Del hecho de que Φ es un difeomorfismo G-invariante sobre su ima´gen y que f es G-invariante
se deduce que F es G-invariante.
Para probar el Lema, usamos el resultado anterior y el hecho de que XF (x) = Xf (x).

Proposicio´n 2.9.([Ort98]) Sea φ : G × M −→ M una accio´n. Sea x ∈ M , H = Gx su
subgrupo de isotrop´ıa y Ox = G.x su o´rbita. Entonces
((TxOx)◦)H ⊇ span {df(x) : f ∈ C∞(M)G}.
Si adema´s la accio´n es propia, se verifica la igualdad.
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Demostracio´n. Recordemos que dado un subespacio W ⊆ V , se define el anulador de W
como
W ◦ = {α ∈ V ∗ : α|W = 0}.
Se tiene que TxOx ⊆ TxM y entonces (TxOx)◦ ⊆ (TxM)∗ =: T ∗xM . Sea f ∈ C∞(M)G,
veamos que df(x) ∈ ((TxOx)◦)H . La accio´n de H sobre T ∗xM se define de modo natural, es decir
(hdf(x))(u) = df(x)(h−1u), donde u ∈ TxM y hu = Tφh(u).
Es claro que los elementos de TxOx son de la forma v = ξx, para ξ ∈ g. Sea ξ ∈ g y g(t)










donde se uso´ que f es G-invariante. Por lo tanto df(x) ∈ (TxOx)◦.
Veamos ahora que df(x) es H-invariante. Sean h ∈ H, u ∈ TxM y x(t) una curva contenida










Por lo tanto df(x) ∈ ((TxOx)◦)H .
Supongamos ahora que la accio´n es propia y probamos la inclusio´n inversa. Como vamos a
trabajar localmente, por el Teorema 1.16 se puede reemplazar M por un tubo G ×H V donde
V = TxM/TxOx y el punto x ∈M por el punto [e, 0]H .
Se sabe que G ×H V es un fibrado con base G/H y que para cada [g] ∈ G/H, la fibra
(G×H V )[g] es difeomorfa a V .








son el mismo si y solo si g′1(0)− g′2(0) ∈ h. En conclusio´n se tiene que
T[e,0]HO[e,0]H ' g/h.
Resulta entonces que
T[e,0]H (G×H V ) ∼= T[e,0]HO[e,0]H ⊕ T[e,0]H (G×H V )[e] ∼= g/h⊕ V,
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donde T[e,0]H (G×H V )[e] es la fibra del fibrado G×H V sobre el elemento base [e] ∈ G/H y
su identificacio´n con V esta´ dada por ddt |t=0[e, v(t)]H ∼= v′(0). Esta identificacio´n conmuta con
la accio´n de H, es decir h ddt |t=0[e, v(t)]H ∼= hv′(0).
Se tiene la identificacio´n
(T[e,0]H (G×H V ))∗ ∼= (T[e,0]HO[e,0]H )∗ ⊕ (T[e,0]H (G×H V )[e])∗,
dada por, γ = γ|T[e,0]HO[e,0]H ⊕ γ|T[e,0]H (G×HV )[e] , para γ ∈ (T[e,0]H (G×H V ))
∗.
De aqu´ı resulta una identificacio´n cano´nica entre (T[e,0]HO[e,0]H )◦ y (T[e,0]H (G ×H V )[e])∗ y
entonces se tiene que
((T[e,0]HO[e,0]H )◦)H ' (V ∗)H .
Las funciones en C∞(G ×H V )G se calculan de la siguiente manera. Sea f¯ ∈ C∞(V )H ,
consideremos f ∈ C∞(G×H V ) dada por
(6.4) f([g, v]H) = f¯(v).
Esta es la u´nica funcio´n de C∞(G×H V )G tal que f([e, v]H) = f¯(v).
Veamos que f esta´ bien definida, en efecto para [g, v]H , [g
′, v′]H ∈ G ×H V con [g, v]H =
[g′, v′]H se tiene que existe h ∈ H tal que v′ = h−1v y entonces
f([g′, v′]H) = f¯(v′) = f¯(h−1v) = f¯(v) = f([g, v]H).
Para ver que f es G-invariante, sea [g, v]H ∈ G×H V y g′ ∈ G, entonces
f(g′[g, v]H) = f([g′g, v]H) = f¯(v) = f([g, v]H).
Dada f ∈ C∞(G×H V )G es claro que f¯(v) = f([e, v]H) es H-invariante. De lo anterior re-
sulta que las funciones en C∞(G×H V )G esta´n en correspondencia biun´ıvoca con las funciones
f¯ H-invariantes.
Queremos ver ahora que
(V ∗)H ' {df¯(0) : f¯ ∈ C∞(V )H}.
Sea f¯ ∈ C∞(V )H y h ∈ H arbitrario. Sea v ∈ T0V y v(t) una curva en V con v(0) = 0 y












Para probar la inclusio´n inversa consideremos la descomposicio´n de V en sus componentes
irreducibles H-invariantes
V = W1 ⊕ ...⊕Wk ⊕ U1 ⊕ ...⊕ Ur,
donde dimWi = 1 para i = 1, ..., k y dimUj > 1 para j = 1, ..., r. Entonces se tiene que
V H = W1 ⊕ ...⊕Wk.
Sea {w1, ..., wk} una base de V H y definimos pi1, ..., pik ∈ V ∗ por pii(wj) = δij , i, j ∈ {1, ..., k}pii|Up = 0, i ∈ {1, ..., k}, p ∈ {1, ..., r}.
Por construccio´n, los funcionales pi1, ..., pik ∈ V ∗ son invariantes lineales por la accio´n de H
en V .
Si α : U1 ⊕ ...⊕Ur → IR es otro invariante lineal no trivial, entonces existe p ∈ {1, ..., r} tal
que α|Up 6= 0. Entonces ker(α|Up) es un subespacio H-invariante no trivial de Up. Como Up es
irreducible, esto no puede pasar y entonces se deduce que un tal α no existe.
Probaremos ahora que pi1, ..., pik ∈ V ∗ o en general, que toda base de (V H)∗ genera el
conjunto de todos los invariantes lineales de la accio´n de H sobre V .
Usando la compacidad de H, el Teorema de Schwarz ([Sch75]) garantiza que toda funcio´n
f ∈ C∞(V )H puede ser escrita como
f = g(pi1, ..., piq),
con g ∈ C∞(IRq) y donde pik+1, ..., piq verifican que dpij(0) = 0, para j = k + 1, ..., q.
Sea ahora α ∈ (V ∗)H ∼= (V H)∗ arbitrario. La forma α puede ser escrita como
α = α1pi1 + ...+ αkpik,
con α1, ..., αk ∈ IR. Sea g ∈ C∞(IRq) tal que
∂g
∂pii
(0) = αi, i ∈ {1, ..., k}.








= α1pi1 + ...+ αkpik,
donde usamos que dpij(0) = 0 para j ∈ {k + 1, ..., q}.
Como α es arbitrario se ve lo que quer´ıamos probar.

Lema 2.10. Sea (M,ω) una variedad simple´ctica y B ∈ Λ2(T ∗M) el bivector de Poisson aso-
ciado. Entonces para todo x ∈M y para todo subespacio vectorial V ⊂ TxM , se tiene que
V ω = B](x)(V ◦) =: (V ◦)].
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Demostracio´n. Sea αx ∈ V ◦ y f ∈ C∞(M) tal que df(x) = αx. Entonces, para todo
v ∈ V se tiene que




Por lo tanto B](x)(V ◦) ⊆ V ω.
Inversamente, sea Xf (x) ∈ V ω. Esto significa que
ω(x)(Xf (x), v) = df(x)(v) = 0,
para todo v ∈ V . Entonces df(x) ∈ V ◦ y adema´sXf (x) = B](df(x)). LuegoXf (x) ∈ B](V ◦).

Lema 2.11. Sea (M, {·, ·}) una variedad de Poisson y B ∈ Λ2(T ∗M) el bivector de Poisson
asociado. Sea G un grupo de Lie actuando cano´nicamente sobre M . Consideremos las acciones
levantadas al tangente y al cotangente. Entonces, para todo x ∈M se satisface que
1. B](x) : T ∗xM −→ TxM es Gx-equivariante.
2. Si el corchete de Poisson {·, ·} es inducido por una forma simple´ctica ω entonces ω[ es
Gx-equivariante y para todo subespacio V ⊂ T ∗xM
B](x)(V Gx) = (B](x)(V ))Gx ,
o equivalentemente
(V Gx)] = (V ])Gx .
Demostracio´n. 1. Dados h ∈ Gx y αx, βx ∈ T ∗xM se tiene que





donde se uso´ que la accio´n es cano´nica.
2. Ana´logamente a como se hizo en el inciso 1., puede probarse que ω[ = (B])−1 es Gx-
equivariante.
Sea βx ∈ V Gx , queremos ver que B](x)(βx) ∈ (B](x)(V ))Gx . Se ve directamente que






Por lo tanto B](x)(V Gx) ⊆ (B](x)(V ))Gx .









= V Gx .
Luego, aplicando B](x) en ambos miembros se obtiene
(B](x)(V ))Gx ⊂ B](x)(V Gx).

Lema 2.12. Sea (M,ω) una variedad simple´ctica y sea G un grupo de Lie actuando sobre M
de forma globalmente Hamiltoniana con aplicacio´n momento asociada J : M −→ g∗. Entonces,
para todo x ∈M y µ = J(x) se tiene que
1. Ker TxJ = Tx(J
−1(µ))
2. (Tx(G.x))
ω = Ker TxJ .
Demostracio´n. 1. La demostracio´n es consecuencia de una definicio´n de espacio tan-
gente a un conjunto de nivel. En efecto, para v ∈ Ker(TxJ), se tiene que
TxJ(v) = 0 ⇔ d
dt
|t=0J(γ(t)) = 0, γ(t) ⊂M,γ(0) = x, γ′(0) = v
⇔ J(γ(t)) = µ, γ(t) ⊂M,γ(0) = x, γ′(0) = v
⇔ J(γ(t)) ⊆ J−1(µ), γ(t) ⊂M,γ(0) = x, γ′(0) = v
⇔ v ∈ Tx(J−1(µ)).
2. Sean ξ ∈ g, v ∈ TxM . Se tiene que
ω(ξM (x), v) = (dJˆ(ξ))(x)(v)
= (TxJ)(v)(ξ).
Usando esto se tiene que
v ∈ Ker(TxJ) ⇔ TxJ(v)(ξ) = 0, ∀ξ ∈ g
⇔ ω(ξM (x), v) = 0, ∀ξ ∈ g
⇔ v ∈ {ξM (x), ξ ∈ g}ω
⇔ v ∈ Tx(G.x)ω.

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Lema 2.13. Sea G un grupo de Lie y H un subgrupo compacto que actu´a a izquierda sobre la
variedad V . Consideremos el producto twist G×H V , entonces se tiene que
1. para [g, v]H ∈ G×H V ,
G[g,v]H = gHvg
−1
donde Hv es el subgrupo de isotrop´ıa de v ∈ V por la accio´n de H sobre V .
2. Hay una identificacio´n natural entre (G ×H V )H y N(H) ×H V H , donde N(H) es el
normalizador de H. Esta identificacio´n resulta ser una igualdad.
3. (G×H V )H es una subvariedad de G×H V y se tiene que
T[e,0]H ((G×H V )H) =
(
T[e,0]H (G×H V )
)H
.
Demostracio´n. 1. Sea [g, v]H ∈ G×H V y sea g′ ∈ G[g,v]H entonces, por definicio´n se tiene
que
[g′g, v]H = g′[g, v]H = [g, v]H .
Luego existe h ∈ H tal que g′g = gh y v = h−1v. Por lo tanto h ∈ Hv y g′ = ghg−1 y
entonces g′ ∈ gHvg−1.
Inversamente para h ∈ Hv se tiene que
ghg−1[g, v]H = [gh, v]H = [g, hv]H = [g, v]H .
Por lo tanto G[g,v]H = gHvg
−1.
2. Consideremos [g, v] ∈ N(H)× V H . Entonces para h ∈ H se tiene que
h[g, v]H = [hg, v]H = [gh
′, v]H = [g, h′v]H = [g, v]H .
Por lo tanto G[g,v]H ⊇ H. Sea ahora g′ ∈ G[g,v]H entonces
[g′g, v]H = g′[g, v]H = [g, v]H .
Luego existe h ∈ H tal que g′g = gh y entonces g′ ∈ H. Por lo tanto G[g,v]H ⊆ H. Hemos
probado hasta aqu´ı que (G×H V )H ⊇ N(H)×H V H ,.
Para ver la otra inclusio´n consideremos [g, v]H ∈ (G ×H V )H , de donde se tiene que H =
G[g,v]H . Queremos ver que [g, v]H ∈ N(H)×H V H . Veamos primero que g ∈ N(H). Sea h ∈ H,
entonces
[hg, v]H = h[g, v]H = [g, v]H ,
luego existe h′ ∈ H tal que h = gh′g−1. Esto implica que H ⊆ gHg−1 y por un resultado
esta´ndar (ver Proposicio´n 2.1.14 de ([OR04]) se tiene que H = gHg−1 y por lo tanto g ∈ N(H).
Veamos ahora que v ∈ V H . Se tiene que
[g, hv]H = [gh, v]H = [h
′g, v]H = h′[g, v]H = [g, v]H .
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Por lo tanto hv = v como se quer´ıa probar.
Notar que existe una identificacio´n natural, o sea una inclusio´n cano´nica i : N(H)×HV H −→
G×H V entre [g, v]H calculada en N(H)×H V H y la misma calculada en (G×H V )H .
3. Considerando la inclusio´n cano´nica i : N(H)×H V H −→ G×H V resulta que T[g,v]H i es
inyectiva y entonces N(H)×H V H es una subvariedad sumergida de G×H V .
Sea w ∈ (T[e,0]H (G ×H V ))H . Si piH : G × V −→ G ×H V es la proyeccio´n cano´nica, existe
ξ ∈ g y v ∈ T0V tal que w = T(e,0)piH(ξ, v). El hecho de que w sea H-invariante es equivalente
a
(6.5) (T[e,0]HΨh(T(e,0)piH(ξ, v)) = T(e,0)piH(ξ, v), ∀h ∈ H.
Si v(t) es una curva en V tal que v(0) = 0 y v′(0) = v, entonces (6.5) equivale a
d
dt
|t=0piH(h exp(tξ), v(t)) = d
dt
|t=0piH(exp(tξ), v(t)) ∀h ∈ H,




|t=0piH(h exp(tξ)h−1, hv(t)) = d
dt
|t=0piH(exp(tξ), v(t)) ∀h ∈ H.
Si φ denota la accio´n de H en V , entonces se tiene que (6.6) es equivalente a
(6.7) T[e,0]HpiH(Adhξ − ξ, T0φhv − v) = 0.
Usando que Ker(T(e,0)piH) = h×{0}, la expresio´n (6.7) es equivalente a que Adhξ− ξ ∈ h y
T0φhv = v para todo h ∈ H. De esto se deduce que v ∈ T0V H . Por el Lema 2.1.13 en ([OR04]),
se tiene que ξ ∈ Lie(N(H)).
Por lo tanto (T[e,0]H (G ×H V ))H ⊆ Lie(N(H)) ×H T0V H = T[e,0]H (N(H) ×H V H) =
T[e,0]H ((G×H V )H).
Veamos ahora que T[e,0]H ((G ×H V )H) ⊆ (T[e,0]H (G ×H V ))H . Es claro que T[e,0]H ((G ×H
V )H) ⊆ T[e,0]H (G×H V ). Veamos que todo [ξ, v]H ∈ T[e,0]H ((G×H V )H) es H- invariante.
Sea [ξ, v]H ∈ T[e,0]H ((G×H V )H) = Lie(N(H))×H T0V H y sean g(t) y v(t) curvas en N(H)
y V H respectivamente tales que g(0) = e, v(0) = 0 y g′(0) = ξ, v′(0) = v. Siendo Ψ la accio´n





















= [ξ, v]H .
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
Lema 2.14. Sea φ : G ×M −→ M una accio´n cano´nica y propia del grupo de Lie G sobre
la variedad simple´ctica (M,ω). Sea x ∈ M , H = Gx y i : MH ↪→ M la inclusio´n. Entonces se
tiene que
1. (MH , i
∗ω) es una subvariedad simple´ctica de (M,ω),
2. el grupo L = N(H)/H actu´a en forma cano´nica, libre y propia sobre MH de la siguiente
forma
Ψ : L×MH −→ MH
(nH, z) 7−→ n.z
Demostracio´n.
1. Por 3. del Lema 2.13 se sabe que MH es una subvariedad de M . La 2-forma i
∗ω es
cerrada y antisime´trica porque ω lo es. Veamos que i∗ω es no degenerada.
Sea z ∈MH y u ∈ TzMH = (TzM)H . Supongamos que ω(z)(u, v) = i∗ω(z)(u, v) = 0
para todo v ∈ TzMH . Se sabe que existe una me´trica definida positiva H-invariante 〈·, ·〉
en TzM . Adema´s existe un mapa H-equivariante ϕ : TzM −→ TzM dado por
(6.8) 〈u, v〉 = ω(z)(u, ϕv),
para todo u, v ∈ TzMH .
Como ϕ es H-equivariante se tiene que ϕ(TzMH) = ϕ((TzM)
H) ⊂ (TzM)H y en-
tonces de (6.8) se obtiene que
〈u, v〉 = ω(z)(u, ϕv) = 0,
para todo v ∈ (TzM)H . Como 〈·, ·〉 es definida positiva en TzM , tambie´n lo es en (TzM)H
y entonces u = 0.
2. La accio´n de L sobre MH es propia porque N(H) es cerrado en G.
Veamos que la accio´n Ψ es libre. Sea [g′] ∈ L tal que Ψ[g′](z) = z, que es equivalente
a g′.z = z. Entonces se tiene que g′ ∈ H lo que implica que [g′] = e.
Por u´ltimo veamos que Ψ es cano´nica, es decir Ψ∗(i∗ω) = i∗ω. Sean u, v ∈ TxM∗H ,
se tiene que
Ψ∗[g′](i
∗ω)(u, v) = i∗ω((Ψ[g′])∗u, (Ψ[g′])∗v)
= i∗ω((φg′)∗u, (φg′)∗v)
= ω(u, v),
donde se uso´ que ω es cano´nica y donde, si u(t) es una curva en MH tal que u(0) = z
















Reduccio´n de Marsden-Weinstein para el problema de los dos cuerpos
con Hamiltoniano sime´trico arbitrario.
Para (αˆ, u) ∈ se(3)∗, consideremos la accio´n T ∗φ restringida a SE(3)(αˆ,u) × J−1(αˆ, u),
T ∗φ : SE(3)(αˆ,u) × J−1(αˆ, u) −→ J−1(αˆ, u),
donde recordemos que SE(3)(αˆ,u) es el subgrupo de isotrop´ıa de la accio´n coadjunta de SE(3).
Sabemos que J−1(αˆ, u) es invariante por la accio´n de SE(3)(αˆ,u).
Queremos calcular los espacios reducidos (ver seccio´n (1.5.1))
J−1(αˆ, u)/SE(3)(αˆ,u).
Este espacio es, como conjunto, la coleccio´n de o´rbitas O(q,p) con (q, p) ∈ J−1(αˆ, u) bajo la
accio´n de SE(3)(αˆ,u).
Para el ca´lculo de estos espacios, necesitamos primero realizar el ca´lculo de los subgrupos
de isotrop´ıa de la accio´n coadjunta.




(A, a) ∈ SE(3) : Ad∗(A,a)−1(αˆ, u) = (αˆ, u)
}
.
Trabajando con la identificacio´n (1.28), resulta que, SE(3)(αˆ,u) esta´ formado por los ele-
mentos (A, a) ∈ SE(3) que cumplen
(7.1)
{
Aα−Au× a = α
Au = u
Las ecuaciones en (7.1) son equivalentes a
(7.2)
{
a× u = (I −A)α
Au = u
Dado u ∈ IR3 consideremos el subgrupo de isotrop´ıa de la accio´n natural SO(3)× IR3 → IR3
SO(3)u = {A ∈ SO(3) : Au = u} .
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Puede verse que SO(3)u es isomorfo a S
1 para todo u ∈ IR3 − {0} y que SO(3)0 = SO(3).
Consideremos los siguientes casos para (αˆ, u) ∈ se(3)∗ donde usaremos la identificacio´n
(1.28).
Caso (αˆ, u) ∈ se(3)∗, αˆ = 0, u = 0.
Es claro que
SE(3)(0,0) = SE(3).
En este caso, dim SE(3)(0,0) = dim SE(3) = 6.
Caso (αˆ, u) ∈ se(3)∗, αˆ 6= 0, u = 0.
De la primera ecuacio´n de (7.2) se obtiene que
Aα = α.
Por lo tanto,
SE(3)(αˆ,0) = {(A, a) ∈ SE(3) : Aα = α} .
Puede verse que en este caso, dim SE(3)(αˆ,0) = 4.
Caso (αˆ, u) ∈ se(3)∗, u paralelo a α, u 6= 0.
De la segunda ecuacio´n de (7.2) se obtiene que A ∈ SO(3)u.
Como Au = u y u es paralelo a α, se tiene que Aα = α, y entonces la primer ecuacio´n de
(7.2) se transforma en
a× u = 0
de donde se obtiene que a debe estar en la recta lu que tiene como vector director el vector u.
Concluimos que, dado (αˆ, u) ∈ so(3)∗ × (IR3)∗ con u paralelo a α, y u 6= 0 el subgrupo de
isotrop´ıa de la accio´n coadjunta esta´ dado por
SE(3)(αˆ,u) = {(A, a) ∈ SE(3) : A ∈ SO(3)u, a× u = 0}
Cabe destacar que, en este caso, dim SE(3)(αˆ,u) = 2.
Caso (αˆ, u) ∈ se(3)∗, u no paralelo a α.
De la segunda ecuacio´n de (7.2) se obtiene que A ∈ SO(3)u.
Para cada A ∈ SO(3)u se verifica que (I − A)α es perpendicular a u y usando esto resulta
que a var´ıa en una l´ınea recta paralela a u definida por la ecuacio´n (I −A)α = a× u.
Concluimos que,
SE(3)(αˆ,u) = {(A, a) ∈ SE(3) : A ∈ SO(3)u y a× u = (I −A)α} .
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En este caso, dim SE(3)(αˆ,u) = 2.
Ahora si, estamos en condiciones de calcular los espacios reducidos para cada elemento de
se(3)∗.




αq ∈ T ∗qQ : J(αq) = (αˆ, u)
}
.
Usando las identificaciones (1.28), (3.1) y (3.2) resulta
J−1(α, u) =
{
(q, p) ∈ (IR3 × IR3)× (IR3 × IR3) : J(q, p) = (α, u)} .




q1 × p1 + q2 × p2 = α
p1 + p2 = u
De la segunda ecuacio´n de (7.3) se obtiene que
p2 = u− p1.
Usando esto en la primera ecuacio´n de (7.3) se obtiene que
(q1 − q2)× p1 + q2 × u = α.




(q1 − q2)× p1 + q2 × u = α
p2 = u− p1
Vamos a calcular ahora la coleccio´n de o´rbitas Oαq .
Sea αq ∈ J−1(αˆ, u). La o´rbita de αq por la accio´n T ∗φ esta´ dada por
Oαq =
{
βq ∈ J−1(αˆ, u) : ∃ (A, a) ∈ SE(3)(αˆ,u) tal que βq = (T ∗q φ)(A,a)(αq)
}
Usando las identificaciones (1.28), (3.1) y (3.2) resulta
O(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(α, u) : ∃ (A, a) ∈ SE(3)(α,u) tal que
x1 = Aq1 + a, x2 = Aq2 + a, y1 = Ap1, y2 = Ap2
}
.
Consideraremos los siguientes casos.
Caso (α, u) = (0, 0).
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Sea (q, p) = (q1, q2, p1, p2) ∈ J−1(0, 0), queremos calcular O(q,p) que esta´ dada por
O(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃ (A, a) ∈ SE(3)(0,0) tal que
x1 = Aq1 + a, x2 = Aq2 + a, y1 = Ap1, y2 = Ap2
}
.
En este caso (7.4) se reduce a
(7.5)
{





(q, p) ∈ (IR3 × IR3)× (IR3 × IR3) : (q1 − q2)× p1 = 0 y p2 = −p1}
y por otro lado, vimos que
SE(3)(0,0) = SE(3).
Consideraremos los siguientes casos para (q1, q2, p1, p2) ∈ J−1(0, 0).
1. q1 − q2 = 0, p1 = 0.
Sea (x1, x2, y1, y2) ∈ O(q,p), entonces existe (A, a) ∈ SE(3)(0,0) tal que
x1 = Aq1 + a, x2 = Aq2 + a,
y1 = 0, y2 = 0.




(x1, x2, y1, y2) ∈ J−1(0, 0) : x1 ∈ IR3, x2 = x1, y1 = 0, y2 = 0}
Se deduce fa´cilmente de (7.6) que existe un isomorfismo
O(q,p) −→ IR3
(x1, x2, y1, y2) 7−→ x1,
cuya inversa esta´ dada por
IR3 −→ O(q,p)
x 7−→ (x, x, 0, 0).
2. q1 − q2 = 0, p1 6= 0.
Como en el caso anterior, sea (x1, x2, y1, y2) ∈ O(q,p), entonces existe (A, a) ∈
SE(3)(0,0) = SE(3) tal que
x1 = Aq1 + a, x2 = Aq2 + a,
y1 = Ap1, y2 = Ap2.
Como q1 = q2 se deduce que x1 = x2 para todo (A, a) ∈ SE(3). Adema´s, como p1 6= 0,
puede verse que y1 ∈ |p1|S2. Por lo tanto en este caso la o´rbita O(q,p) esta´ dada por
(7.7) O(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(0, 0) : x1 ∈ IR3, x2 = x1, y1 ∈ |p1|S2, y2 = −y1} .
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Se deduce fa´cilmente de (7.7) que existe un isomorfismo
O(q,p) −→ IR3 × S2
(x1, x2, y1, y2) 7−→ (x1, z(y1, y2)),
donde z(y1) ∈ S2 es tal que z(y1) = y1/|p1|.
Su inversa esta´ dada por
IR3 × S2 −→ O(q,p)
(x, y) 7−→ (x, x, |p1|y,−|p1|y).
3. q1 − q2 6= 0, p1 = 0.
Sea (x1, x2, y1, y2) ∈ O(q,p), entonces existe (A, a) ∈ SE(3)(0,0) = SE(3) tal que
x1 = Aq1 + a, x2 = Aq2 + a.
Para cada (x1, x2) ∈ IR3 × IR3 consideremos el siguiente conjunto
A(x1, x2) = {A ∈ SO(3) : x1 − x2 = A(q1 − q2)} .
Si |x1 − x2| 6= |q1 − q2|, puede verse fa´cilmente que A(x1, x2) = ∅.
Consideremos el caso en que |x1 − x2| = |q1 − q2| pero x1 − x2 6= ±(q1 − q2).
Puede verse en este caso que el conjunto A(x1, x2) tiene al menos un elemento
A(x1, x2) que se calcula de la siguiente manera. En efecto se considera el eje de rotacio´n
con el sentido y la direccio´n de e = (q1− q2)× (x1− x2). Entonces A(x1, x2) es la u´nica




(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃(A, a) ∈ SE(3) tal que x1 = Aq1 + a, x2 = Aq2 + a,




x2 + |q1 − q2|z, x2, 0, 0) : x2 ∈ IR3, z ∈ S2 − {Nq, Sq}} ,
donde Nq =
q1 − q2
|q1 − q2| y Sq = −
q1 − q2
|q1 − q2| .
Se puede deducir de (7.8) que existe un isomorfismo
O1(q,p) −→ (S2 − {Nq, Sq})× IR3
(x1, x2, y1, y2) 7−→ (z(x1), x2),
donde z(x1) ∈ S2 es tal que z(x1) = (x1 − x2)/|q1 − q2|.
Su inversa esta´ dada por
(S2 − {Nq, Sq})× IR3 −→ O(q,p)
(y, x) 7−→ (x+ |q1 − q2|y, x, 0, 0).
128 Ape´ndice B
Consideremos ahora el caso en que x1 − x2 = q1 − q2. En este caso el conjunto
A(x1, x2) se reduce a




(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃(A, a) ∈ SE(3) tal que x1 = Aq1 + a, x2 = Aq2 + a,




(x2 + q1 − q2, x2, 0, 0) : x2 ∈ IR3} .
Se deduce fa´cilmente de (7.9) que existe un isomorfismo
O(2)+(q,p) −→ IR3
(x1, x2, y1, y2) 7−→ x2,
cuya inversa esta´ dada por
IR3 −→ O(2)+(q,p)
x 7−→ (x+ q1 − q2, x, 0, 0).
Por u´ltimo para el caso en que x1 − x2 = −(q1 − q2). En este caso el conjunto
A(x1, x2) se reduce a
A−(q1, q2) := A(x1, x2) = {A ∈ SO(3) : A(q1 − q2) = −(q1 − q2)} .
Se define como antes
O(2)−(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃(A, a) ∈ SE(3) tal que x1 = Aq1 + a, x2 = Aq2 + a,




x2 − (q1 − q2), x2, 0, 0) : x2 ∈ IR3} .
Se deduce fa´cilmente de (7.10) que existe un isomorfismo
O(2)−(q,p) −→ IR3
(x1, x2, y1, y2) 7−→ x2,
cuya inversa esta´ dada por
IR3 −→ O(2)−(q,p)
x 7−→ (x− (q1 − q2), x, 0, 0).
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Por lo tanto, dado (q1, q2, p1, p2) ∈ J−1(0, 0) con q1 − q2 6= 0 y p1 = 0 resulta de
(7.8), (7.9), (7.10) que







x2 + |q1 − q2|z, x2, 0, 0) : x2 ∈ IR3, z ∈ S2 − {Nq, Sq}}
∪{(x2 + q1 − q2, x2, 0, 0) : x2 ∈ IR3}
∪{(x2 − (q1 − q2), x2, 0, 0) : x2 ∈ IR3}
=
{(
x2 + |q1 − q2|z, x2, 0, 0) : x2 ∈ IR3, z ∈ S2} ,
y adema´s existe un isomorfismo
O(q,p) −→ S2 × IR3.
4. q1 − q2 6= 0, p1 6= 0.
Ana´logamente a lo que hicimos en el caso 3. consideremos para cada (x1, x2) ∈
IR3 × IR3 el conjunto
A(x1, x2) = {A ∈ SO(3) : x1 − x2 = A(q1 − q2)} .
Como ya vimos, si |x1 − x2| 6= |q1 − q2| resulta A(x1, x2) = ∅.
Para el caso en que |x1 − x2| = |q1 − q2| pero x1 − x2 6= ±(q1 − q2) el conjunto




(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃(A, a) ∈ SE(3) tal que x1 = Aq1 + a, x2 = Aq2 + a,




x2 + |q1 − q2|z, x2, A(z)p1, A(z)p2) : x2 ∈ IR3, z ∈ S2 − {Nq, Sq}} ,
donde Nq =
q1 − q2
|q1 − q2| , Sq = −
q1 − q2
|q1 − q2| y A(z) ∈ SO(3) es tal que A(z)(q
1 − q2) =
|q1 − q2|z.
Se puede deducir de (7.11) que existe un isomorfismo
O(1)(q,p) −→ (S2 − {Nq, Sq})× IR3
(x1, x2, y1, y2) 7−→ (z(x1, x2), x2),
donde z(x1, x2) ∈ S2 es tal que x1 = x2 + |q1 − q2|z(x1, x2).
Su inversa esta´ dada por
(S2 − {Nq, Sq})× IR3 −→ O(1)(q,p)
(y, x) 7−→ (x+ |q1 − q2|y, x, sg(λ)|p1|y,−sg(λ)|p1|y),
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donde λ es tal que p1 = λ(q1 − q2).
Para el caso en que x1−x2 = q1−q2, como ya vimos, el conjunto A(x1, x2) se reduce
a
A+(q1, q2) := A(x1, x2) = {A ∈ SO(3) : A(q1 − q1) = q1 − q2} ,




(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃(A, a) ∈ SE(3) tal que x1 = Aq1 + a, x2 = Aq2 + a,
x1 − x2 = q1 − q2, y1 = Ap1, y2 = Ap2} .
Recordando de (7.4) que p1 es paralelo a q1 − q2, resulta
(7.12) O(2)+(q,p) =
{
(x2 + q1 − q2, x2, p1,−p1) : x2 ∈ IR3} .
Se deduce fa´cilmente de (7.12) que existe un isomorfismo
O(2)+(q,p) −→ IR3
(x1, x2, y1, y2) 7−→ x2,
cuya inversa esta´ dada por
IR3 −→ O(2)+(q,p)
x 7−→ (x+ (q1 − q2), x, p1,−p1).
Analogamente para el caso en que x1 − x2 = −(q1 − q2) sea
O(2)−(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(0, 0) : ∃(A, a) ∈ SE(3) tal que x1 = Aq1 + a, x2 = Aq2 + a,




x2 − (q1 − q2), x2,−p1, p1) : x2 ∈ IR3} .
Se deduce fa´cilmente de (7.10) que existe un isomorfismo
O(2)−(q,p) −→ IR3
(x1, x2, y1, y2) 7−→ x2,
cuya inversa esta´ dada por
IR3 −→ O(2)−(q,p)
x 7−→ (x− (q1 − q2), x,−p1, p1).
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Por lo tanto, dado (q1, q2, p1, p2) ∈ J−1(0, 0) con q1 − q2 6= 0 y p1 6= 0 resulta de
(7.11), (7.12), (7.13) que







x2 + |q1 − q2|z, x2, A(z)p1,−A(z)p1) : x2 ∈ IR3, z ∈ S2 − {Nq, Sq}}
∪{(x2 + q1 − q2, x2, p1,−p1) : x2 ∈ IR3}
∪{(x2 − (q1 − q2), x2, p1,−p1) : x2 ∈ IR3}
=
{(
x2 + |q1 − q2|z, x2, A(z)p1,−A(z)p1) : x2 ∈ IR3, z ∈ S2} ,
y adema´s existe un isomorfismo
O(q,p) −→ S2 × IR3.
Caso u = 0, α 6= 0. En este caso (7.4) se reduce a
(7.14)
{





(q, p) ∈ (IR3 × IR3)× (IR3 × IR3) : (q1 − q2)× p1 = α y p2 = −p1}
Observemos que, como α 6= 0, entonces q1 6= q2 y p1 6= 0, luego p2 6= 0. Adema´s de (7.14) se
deduce que q1 − q2 y p1 son perpendiculares a α y vimos que
SE(3)(α,0) = {(A, a) ∈ SE(3) : Aα = α} .
Sea (q, p) = (q1, q2, p1, p2) ∈ J−1(α, 0), entonces (q, p) verifica (7.14) y O(q,p) esta´ dada por
O(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(α, 0) : ∃ (A, a) ∈ SE(3)(α,0) tal que
x1 = Aq1 + a, x2 = Aq2 + a, y1 = Ap1, y2 = Ap2
}
.
Para cada (x1, x2) ∈ IR3 × IR3 consideremos el siguiente conjunto
A(x1, x2) = {A ∈ SO(3) : Aα = α, x1 − x2 = A(q1 − q2)} .
Puede verse que si |x1 − x2| 6= |q1 − q2| resulta A(x1, x2) = ∅.
En el caso en que |x1−x2| = |q1−q2|, el conjunto A(x1, x2) tiene un solo elemento A(x1, x2)
que se calcula de la siguiente manera. En efecto se considera el eje de rotacio´n con el sentido y
la orientacio´n de α. A(x1, x2) es la u´nica rotacio´n que lleva q1− q2 en x1− x2 positiva respecto
a α y a la orientacio´n del espacio.
Consideremos una trasformacio´n ortonormal cualquiera Cα que lleva la terna (e1, e2, e3) en
(E1, E2, α) y consideremos la curva
C1 = CαS1,
donde S1 = {(x1, x2, 0) ∈ IR3 : (x1)2 + (x2)2 = 1}.
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Puede verse que existe un isomorfismo
A(x1, x2) −→ CαS1
A(x1, x2) 7−→ Cαeiβ(x1,x2) ,
donde β(x1,x2) es el a´ngulo de la rotacio´n A(x
1, x2) positivo respecto a α y a la orientacio´n del
espacio.
Puede verse entonces que existe un isomorfismo
O(q,p) −→ IR3 × S1
(x1, x2, y1, y2) 7−→ (x2, eiβ(x1,x2)),
cuya inversa esta´ dada por
IR3 × S1 −→ O(q,p)
(x, eiβ) 7−→ (x+ |q1 − q2|Cαeiβ, x, |p1|Cαei(β+δ),−|p1|Cαei(β+δ)),
donde δ es el a´ngulo que forman p1 y q1 − q2.
Caso α paralelo a u, u 6= 0. En este caso se tiene de (7.4) que J−1(α, u) esta´ formado por
los elementos (q1, q2, p1, p2) ∈ (IR3 × IR3)× (IR3 × IR3) que cumplen
(7.15)
{
(q1 − q2)× p1 + q2 × u = α
p2 = u− p1
Recordemos que en este caso
SE(3)(α,u) = {(A, a) ∈ SE(3) : Au = u y a× u = 0} .
Sea (q, p) = (q1, q2, p1, p2) ∈ J−1(α, u) con α paralelo a u y u 6= 0, entonces O(q,p) esta´ dada por
O(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(α, u) : ∃ (A, a) ∈ SE(3)(α,u) tal que
x1 = Aq1 + a, x2 = Aq2 + a, y1 = Ap1, y2 = Ap2
}
.
Para cada x2 ∈ IR3 consideremos el siguiente conjunto
(7.16)
A(x2) = {(A, a) ∈ SE(3)(α,u) : Aq2 + a = x2}
=
{
(A, a) ∈ SE(3) : Aq2 + a = x2, Au = u y a× u = 0} .
Consideremos los siguientes casos para (q1, q2, p1, p2) ∈ J−1(α, u).
1. q2 no paralelo a u.
Sean x2 ∈ IR3, γ el a´ngulo que forman q2 y u y r = |q2|senγ.
En primer lugar para el caso en que |x2|sen(γx2) 6= r donde γx2 es el a´ngulo que
forman x2 y u, se puede ver fa´cilmente que el conjunto A(x2) es vac´ıo.
Por otro lado, para el caso en que |x2|sen(γx2) = r, puede verse que el conjunto
A(x2) contiene un solo elemento (A(x2), a(x2)) que se calcula de la siguiente manera.
En primer lugar a(x2) = (|x2|cos(γx2) − |q2|cosγ) u|u| . Consideramos ahora el eje de
rotacio´n con el sentido y la orientacio´n de u. Entonces A(x2) es la u´nica rotacio´n que
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lleva q2 a x2− a(x2) positiva respecto a u y a la orientacio´n del espacio. Por ejemplo, si
x2 = q2 entonces (A(x1), a(x1)) = (I, 0).




(x1, x2, y1, y2) ∈ J−1(α, u) : ∃A ∈ SO(3)u, ν ∈ IR tal que x1 = Aq1 + νu,
x2 = Aq2 + νu, y1 = Ap1, y2 = Ap2
}
.
Entonces puede verse de (7.17) que existe un isomorfismo
O(q,p) −→ S1 × IR
(x1, x2, y1, y2) 7−→ (eiβx2 , λx2),
donde βx2 es el a´ngulo de la rotacio´n A(x
2) positivo respecto de u y la orientacio´n
del espacio y λx2 = |x2|cos(γx2)− |q2|cos(γ).
Consideremos una transformacio´n ortonormal cualquiera Cu que lleva la terna (e1, e2, e3)
a (E1, E2, u) y consideremos la curva
(7.18) C1 = CuS1.
La inversa del isomorfismo anterior esta´ dada por
S1 × IR −→ O(q,p)
(eiβ, λ) 7−→
(
rq1Cuei(β+δq1 ) + (|q1|cos(γq1) + λ) u|u| , rCueiβ + (|q2|cos(γ) + λ) u|u| ,
|p1|Cuei(β+δp1 ), u− |p1|Cuei(β+δp1 )
)
,
donde δq1 es el a´ngulo que forman q
1−|q1|cos(γq1).u y q2−|q2|cos(γ).u con γq1 el a´ngulo
entre q1 y u; δp1 es el a´ngulo que forman p
1 − |p1|cos(γp1).u y q2 − |q2|cos(γ).u con γp1
el a´ngulo entre p1 y u; rq1 = |q1|sen(γq1).
2. q2 paralelo a u, q1 − q2 no paralelo a u.
Sea x2 ∈ IR3. El conjunto A(x2) se reduce a
A(x2) = {(A, a) ∈ SE(3) : x2 = q2 + a,Au = u, a× u = 0} .
En el caso en que x2 no es paralelo a u el conjunto A(x2) resulta vac´ıo.
Por otro lado, si x2 es paralelo a u puede verse que existe un isomorfismo
A(x2) −→ SO(3)u × IR
(A, a) 7−→ (A, λa),
donde λa ∈ IR es tal que x2 = a+ q2 = λau.
Consideremos ahora para cada (x1, x2) ∈ IR3 × IR3 el siguiente conjunto
B(x1, x2) = {A ∈ SO(3) : Au = u, x1 − x2 = A(q1 − q2)} .
Puede verse que en el caso en que |x1−x2| 6= |q1− q2| el conjunto B(x1, x2) es vac´ıo.
Por otro lado en el caso en que el a´ngulo formado por x1 − x2 y u sea distinto al
a´ngulo formado por q1 − q2 y u, el conjunto B(x1, x2) tambie´n resulta vac´ıo.
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Por u´ltimo en el caso en que |x1−x2| = |q1−q2| y el a´ngulo formado por x1−x2 y u
sea igual al a´ngulo formado por q1− q2 y u, puede verse que el conjunto B(x1, x2) tiene
un solo elemento A(x1, x2) que se calcula de la siguiente manera. Se considera el eje de
rotacio´n con la direccio´n y el sentido de u. Entonces A(x1, x2) es la u´nica rotacio´n que
lleva q1 − q2 en x1 − x2 en el sentido positivo dado por u y la orientacio´n del espacio.





(x1, x2, y1, y2) ∈ J−1(α, u) : x1 = A(x1, x2)(q1 − q2) + x2, x2 = λq2, y1 = A(x1, x2)p1,
y2 = A(x1, x2)p2 con λ ∈ IR, A(x1, x2) ∈ B(x1, x2)} .
Puede verse de (7.19) que existe un isomorfismo
O(q,p) −→ IR× S1
(x1, x2, y1, y2) 7−→ (λ, eiβ(x1,x2)),
donde β(x1,x2) es el a´ngulo de la rotacio´n A(x
1, x2) positivo respecto a u y la orientacio´n
del espacio.
Su inversa esta´ dada por
IR× S1 −→ O(q,p)
(λ, eiβ) 7−→ (λq2 + |q1 − q2|Cueiβ, λq2, |p1|Cuei(β+δ), u− |p1|Cuei(β+δ)),
donde δ es el a´ngulo que forman (q1 − q2)− |q1 − q2|cos(γ).u y p1 − |p1|cos(γp1).u, con
γp1 el a´ngulo entre p
1 y u y donde Cu se define como en el caso anterior.
3. q2 paralelos a u, q1 − q2 paralelo a u, q1 − q2 6= 0.
Luego q1 es paralelo a u y resulta de (7.15) que
(q1 − q2)× p1 = α,
es decir q1 − q2 es perpendicular a α o α = 0. Como adema´s en este caso α y q1 − q2
son ambos paralelos a u por lo tanto resulta que α = 0. Luego, q1 − q2 es paralelo a p1.
Como en el caso 2, dado x2 ∈ IR3 consideramos el conjunto
A(x2) = {(A, a) ∈ SE(3) : x2 = q2 + a, Au = u, a× u = 0} .
Como vimos antes si x2 no es paralelo a u resulta que A(x2) = ∅ y si x2 es paralelo
a u, A(x2) es isomorfo a SO(3)u × IR.
Consideremos como antes para (x1, x2) ∈ IR3 × IR3 el conjunto
B(x1, x2) = {A ∈ SO(3) : Au = u, x1 − x2 = A(q1 − q2)}
= {A ∈ SO(3) : Au = u, x1 − x2 = q1 − q2}.
Puede verse fa´cilmente que si x1 − x2 6= q1 − q2 resulta B(x1, x2) = ∅ y si x1 − x2 =
q1 − q2 resulta B(x1, x2) = SO(3)u.
Entonces en este caso resulta que
(7.20) O(q,p) =
{(
λu+ (q1 − q2), λu, p1, u− p1) : λ ∈ IR} .
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Se deduce de (7.20) que existe un isomorfismo
O(q,p) −→ IR
(x1, x2, y1, y2) 7−→ λx2 ,
donde λx2 ∈ IR es tal que x2 = λx2u.
Su inversa esta´ dada por
IR −→ O(q,p)
λ 7−→ (λu+ (q1 − q2), λu, p1, u− p1).
4. q2 paralelo a u, q1 − q2 = 0, p1 paralelo a u.
Sea x2 ∈ IR3. En este caso el conjunto A(x2) se reduce a
A(x2) = {(A, a) ∈ SE(3) : x2 = q2 + a, Au = u, a× u = 0} .
Si x2 no es paralelo a u entonces resulta A(x2) = ∅.
En el caso en que x2 es paralelo a u puede verse como antes que existe un isomorfismo
A(x2) −→ SO(3)u × IR
(A, a) 7−→ (A, λa),
donde λa ∈ IR es tal que a = λau.
Para (x1, x2) ∈ IR3 × IR3 consideremos como antes el conjunto
B(x1, x2) = {A ∈ SO(3) : Au = u, x1 − x2 = A(q1 − q2)} .
En este caso B(x1, x2) se reduce a
B(x1, x2) = {A ∈ SO(3) : Au = u, x1 − x2 = 0} .
Puede verse que si x1 6= x2 entonces B(x1, x2) = ∅ y si x1 = x2 el conjunto B(x1, x2)




λu, λu,Ap1, u−Ap1) : λ ∈ IR, Au = u} .
Se deduce de (7.21) que existe un isomorfismo
IR −→ O(q,p)
λx2 7−→ (x1, x2, y1, y2),
donde λx2 ∈ IR es tal que x2 = λx2u.
Su inversa esta´ dada por
IR −→ O(q,p)
λ 7−→ (λu, λu, p1, u− p1).
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5. q2 paralelo a u, q1 − q2 = 0, p1 no paralelo a u.
Sea x2 ∈ IR3. Ana´logamente al caso anterior se tiene que el conjunto A(x2) se reduce
a
A(x2) = {(A, a) ∈ SE(3) : x2 = q2 + a, Au = u, a× u = 0} .
Si x2 no es paralelo a u entonces resulta A(x2) = ∅.
En el caso en que x2 es paralelo a u puede verse como antes que existe un isomorfismo
A(x2) −→ SO(3)u × IR
(A, a) 7−→ (A, λa),
donde λa ∈ IR es tal que a = λau.
Para (x1, x2) ∈ IR3 × IR3 consideremos como antes el conjunto
B(x1, x2) = {A ∈ SO(3) : Au = u, x1 − x2 = A(q1 − q2)} .
Como vimos B(x1, x2) se reduce a
B(x1, x2) = {A ∈ SO(3) : Au = u, x1 − x2 = 0}





λu, λu,Ap1, u−Ap1) : λ ∈ IR, Au = u} .
Se deduce de (7.22) que existe un isomorfismo
IR× S1 −→ O(q,p)
(λx2 , e
iβ 7−→ (x1, x2, y1, y2),
donde λx2 ∈ IR es tal que x2 = λx2u y β es el a´ngulo de rotacio´n positivo respecto a u
y la orientacio´n del espacio que lleva p1 en y1.
Su inversa esta´ dada por
IR× S1 −→ O(q,p)
(λ, β) 7−→ (λu, λu, |p1|Cueiβ, u− |p1|Cueiβ),
donde Cu de define como antes.
Caso (α, u), u no paralelo a α. En este caso se tiene de (7.3) que J−1(α, u) esta´ formado
por los elementos (q1, q2, p1, p2) ∈ (IR3 × IR3)(IR3 × IR3) que cumplen
(7.23)
{
(q1 − q2)× p1 + q2 × u = α
p2 = u− p1
y recordemos que en este caso
SE(3)(α,u) = {(A, a) ∈ SE(3) : Au = u y a× u = α−Aα} .
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Sea (q, p) = (q1, q2, p1, p2) ∈ J−1(α, u) entonces (q, p) verifica (7.23) y O(q,p) esta´ dada por
O(q,p) =
{
(x1, x2, y1, y2) ∈ J−1(α, u) : ∃ (A, a) ∈ SE(3)(α,u) tal que
x1 = Aq1 + a, x2 = Aq2 + a, y1 = Ap1, y2 = Ap2
}
.
Consideremos los siguientes casos.
1. q1 − q2 no paralelo a u.
Para (x1, x2) ∈ IR3 × IR3 consideremos el conjunto
A(x1, x2) = {(A, a) ∈ SE(3) : x2 = Aq2 + a, x1− x2 = A(q1− q2), Au = u, a× u = α−Aα}.
Puede verse que si |x1 − x2| 6= |q1 − q2| resulta A(x1, x2) = ∅.
Sea γ el a´ngulo que forman q1 − q2 y u y γx1−x2 es el a´ngulo que forman x1 − x2 y
u. En el caso en que |x1 − x2| = |q1 − q2| y γx1−x2 6= γ resulta A(x1, x2) = ∅.
En el caso en que |x1−x2| = |q1− q2| y γx1−x2 = γ, puede verse que existe un u´nico
A(x1, x2) ∈ SO(3)u tal que x1 − x2 = A(x1, x2)(q1 − q2) que se calcula de la siguiente
manera. Se considera el eje de rotacio´n con el sentido y la orientacio´n de u, entonces
A(x1, x2) es la u´nica rotacio´n que lleva q1 − q2 en x1 − x2 positiva respecto a u y a la
orientacio´n del espacio.
Sean (x1, x2) ∈ IR3 × IR3 como antes. Para A(x1, x2) sea a(x1, x2) ∈ IR3 tal que
(7.24)
{
a(x1, x2)× u = α−A(x1, x2)α
x2 = A(x1, x2)q2 + a(x1, x2).
Resulta que α−A(x1, x2)α es perpendicular a u y entonces se tiene que
a(x1, x2) = a(x1,x2) + λu,
donde a(x1,x2) es perpendicular a u y λ ∈ IR.
Entonces (7.24) se reduce a
(7.25)
{
a(x1,x2) × u = α−A(x1, x2)α
x2 = A(x1, x2)q2 + a(x1,x2) + λu.
Por lo tanto, dados x1, x2 ∈ IR3 con |x1 − x2| = |q1 − q2| y γx1−x2 = γq1−q2 se tiene
que si x2 /∈ {A(x1, x2)q2 + a(x1,x2) + λu} entonces A(x1, x2) = ∅. Si x2 ∈ {A(x1, x2)q2 +
a(x1,x2) + λu} entonces los elementos de A(x1, x2) son de la forma (A(x1, x2), a(x1, x2))
donde A(x1, x2) se calcula como antes y a(x1, x2) = a(x1,x2) + λu.
Se tiene entonces que
(7.26)
O(q,p) = {(x1, x2, y1, y2) ∈ J−1(α, u) : x1 = x2 + |q1 − q2|A(x1, x2), x2 = A(x1, x2)q2 + a(x1, x2) + λu,
y1 = A(x1, x2)p1, y2 = A(x1, x2)p2, (a(x1, x2), A(x1, x2)) ∈ A(x1, x2), λ ∈ IR}.
Se deduce de (7.26) que existe un isomorfismo
O(q,p) −→ S1 × IR
(x1, x2, y1, y2) 7−→ (eiβ(x1,x2) , λ(x1,x2)),
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donde β(x1,x2) es el a´ngulo de la rotacio´n A(x
1, x2) positivo respecto a u y a la orientacio´n
del espacio y λ(x1,x2) ∈ IR es tal que x2 = A(x1, x2)q2 + aA(x1,x2) + λ(x1,x2)u.
Su inversa esta´ dada por
S1 × IR −→ O(q,p)
(eiβ, λ) 7−→
(
(|q2|cos(γq2)Cuei(β+δq2 ) + aβ + λu) + |q1 − q2|Cueiβ ,






||u|| Cue1 con βα el a´ngulo que forman (q1 − q2) − |q1 − q2|cosγ.u y α −
|α|cos(γα).u, γα el a´ngulo entre α y u,
δq2 es el a´ngulo que forman (q
1 − q2)− |q1 − q2|cosγ.u y q2 − |q2|cos(γq2).u, con γq2
el a´ngulo que forman q2 y u,
δp1 es el a´ngulo que forman (q
1− q2)− |q1− q2|cosγ.u y p1− |p1|cos(γp1).u, con γp1
el a´ngulo que forman p1 y u.
2. q1 − q2 paralelo a u, p1 no paralelo a u.
Para x2, y1 ∈ IR3 consideremos el conjunto
B(x2, y1) = {(A, a) ∈ SE(3) : x2 = Aq2 + a, y1 = Ap1, a× u = α−Aα}.
Puede verse que si |y1| 6= |p1| resulta B(x2, y1) = ∅.
Sea γp1 el a´ngulo que forman p
1 y u y γy1 el a´ngulo que forman y
1 y u. En el caso
en que |y1| = |p1| y γp1 6= γy1 , resulta B(x2, y1) = ∅.
En el caso en que |y1| = |p1| y γp1 = γy1 , puede verse que existe un u´nico A(y1) ∈
SO(3)u tal que y
1 = A(y1)p1 que se calcula de la siguiente manera. Se considera el eje
de rotacio´n con el sentido y la orientacio´n de u, entonces A(y1) es la u´nica rotacio´n que
lleva p1 en y1 positiva respecto a u y a la orientacio´n del espacio.
Sea y1 como antes y x2 ∈ IR3. Para A(y1) sea a(x2, y1) ∈ IR3 tal que
(7.27)
{
a(x2, y1)× u = α−A(y1)α
x2 = A(y1)q2 + a(x2, y1).
Resulta que α−A(y1)α y a(x2, y1) son perpendiculares a u y entonces se tiene que
a(x2, y1) = a(x2,y1) + λu,
donde a(x2,y1) es perpendicular a u y λ ∈ IR.
Entonces (7.27) se reduce a
(7.28)
{
a(x2,y1) × u = α−A(y1)α
x2 = A(y1)q2 + a(x2,y1) + λu.
Por lo tanto, dados x2, y1 ∈ IR3 con |y1| = |p1| y γy1 = γp1 se tiene que si x2 /∈
{A(y1)q2 + a(x2,y1) + λu} entonces B(x2, y1) = ∅. Si x2 ∈ {A(y1)q2 + a(x2,y1) + λu}
entonces los elementos de B(x2, y1) son de la forma (A(y1), a(x2, y1)) donde A(y1) se
calcula como antes y a(x2, y1) = a(x2,y1) + λu.
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(x1, x2, y1, y2) ∈ J−1(α, u) : x2 = A(y1)q2 + a(x2, y1), x1 = q1 − q2 + x2, y1 = A(y1)p1,
y2 = u−A(y1)p1, (A(y1), a(x2, y1)) ∈ B(x2, y1)} .
Se deduce de (7.29) que existe un isomorfismo
O(q,p) −→ S1 × IR
(x1, x2, y1, y2) 7−→ (eiβy1 , λ(x2,x1)),
donde βy1 es el a´ngulo de la rotacio´n A(y
1) positivo respecto a u y a la orientacio´n del
espacio y λ(x2,y1) ∈ IR es tal que x2 = A(y1)q2 + a(x2,y1) + λ(x2,y1)u.
Su inversa esta´ dada por
S1 × IR −→ O(q,p)
(eiβ, λ) 7−→
(





δq2 es el a´ngulo que forman p
1−|p1|cos(γp1).u y q2−|q2|cos(γq2).u, con γz el a´ngulo
entre z y u, para z = p1, q2.
3. q1 − q2 paralelo a u, p1 paralelo a u.
Puede verse que en este caso
O(q,p) =
{
(q1 − q2 + x, x, p1, u− p1) : x ∈ IR3} .
Se deduce que existe un isomorfismo
O(q,p) −→ IR3
(x1, x2, y1, y2) 7−→ x2.
Su inversa esta´ dada por
IR3 −→ O(q,p)
x 7−→ (q1 − q2 + x, x, p1, u− p1).
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