ABSTRACT
INTRODUCTION
Over the past decades, many advances have been made in cancer care, as in radiation oncology [1] [2] . Thanks to these advances, "Personalized medicine" is gaining importance, and it is becoming one of the challenges faced by clinicians. In order to adequately support the resulting decisionmaking process, there is a need to develop new tools. Traditionally, clinical practice has been based on evidence-based guidelines, crafted by considering meta-analyses and randomized trials. Generally, the population subgroup enrolled shows homogeneous features, often without considering costs, and is impossible to include all possible characteristics and values [3] . For this reason, resulting evidence are sometimes hard to adapt in daily clinical practice, where actual patients may significantly differ from those enrolled in the subgroups. Moreover, trials need a long follow up: resulting evidence could be outdated at the time of publication [3] . Even if large randomized trials and meta-analyses or systematic reviews play a key role, they need the integration of emerging new different approaches, also the findings of observational studies and the variability of patients' features [4] . Moreover, a large amount of different types of data, with their increased complexity, and also the technologies progress need to be considered in the decision-making process [4] . Owing to the heterogeneous features of tumours and patients, the decision-making process needs to consider a lot of different variables, without the possibility to trail every combination [1] . This increasing amount of covariates is hardly analysed by human cognitive capacity, which discriminates a limited number of factors per each decision process [5] . To reach a "personalized medicine" level, there is therefore a growing need of decision support systems. A clear systematic data-collection, and the identification of variables of interest, are two essential steps to create large databases, that can be used for fostering personalized medicine. Collecting data for such purposes implies a standardized way to represent the meaning of any variable, and the adoption of a well-defined methodology, to share such meaning, addresses the point of frequent innovation in cancer care. This problem can be tackled using an explicit representation of the involved ontology. In this paper we will adopt the "ontology" definition proposed by Gruber [6] : "ontology is a (formal) specification of concepts, relations and functions in a domain and hence focus on concepts". The ontology-based methodology supports the creation of large databases. Over the last twenty years, Computer Science research has been carried out in order to develop personalized medicine goals, providing tools for diagnosis, treatment, supporting decision-making process and knowledge representation [7] . Due to the limited number of variables analysed by human capacity [5] , solid DSSs become relevant in clinical decisions and a significant amount of research is focusing on this aspect [8] [9] [10] [11] . In a recent publication, the TRIPOD statement introduces recommendations on quality of prediction models reporting [12] . Several interactive DSSs (Partin Tables, Kattan nomograms, D'Amico tables, CAPRA score, CaPSURE/CPDR Recurrence Equation) and many different ontologies (as the Unified Medical Language System (UMLS), National Cancer Institute Thesaurus (NCI), etc) have been developed for prostate cancer issues in clinical practice, but none of them are: a) specific for radiation therapy issues and b) designed to deal with the frequent innovation in radiotherapy and in the broad area of oncology. The strategy to collect data in a standard and consistent manner, and to analyse data in a way that suits decision support purposes, is called "umbrella protocol" [13] . The aim of PRODIGE project is to elaborate an Umbrella Protocol related to prostate cancer, able to: collect a standardized large amount of heterogeneous features in large databases; use both retrospective and prospective data; analyse variables by modern and advanced statistical techniques; be flexible, for being able to deal with different non pre-determined endpoints. This methodology would cover all aspects of prostate cancer care through the mentioned collection of heterogeneous data from patients in large database, using the "semi-formal ontology" developed.
Furthermore, after testing and validation, DSSs will be delivered according to specific needs and used in clinical workflow to choose the better way to treat patient. Application of a model into daily clinical practice requires also the comparing, in a "controlled way", with the results of pre-existing trials: future perspectives will also include this comparison between DSSs results and "regular" human decisions.
MATERIALS AND METHODS
The Umbrella Protocol workflow developed (Fig. 1) is characterized by the following phases: -Standardized Knowledge Sharing (SKS), that is the definition of a system to collect heterogeneous data in a standardized way, to create large databases; -Standardized DSS Development (SDSSD), concerning the definition of a specific study, analysis method identification, model validation, model delivering, and respecting ethical issues at every step.  Knowledge refinement: to share the output of these steps with other medical centres, collect the suggestions, and repeat the entire loop. The success of this step is not the blind "agreement" of the proposed representation but the suggestions, feedback, and improvement requests obtained from it.
The main goal of SKS is to provide a more formal representation of clinical knowledge, overcoming the limitations of natural language ambiguity, which is to attribute the same meanings to the variables. The aims are to: a) build a shared knowledge, b) build a semi-formal representation of the knowledge, c) enlighten current standards and the feasibility of an IT infrastructure supporting the study, d) share the knowledge with other centres, e) support a constant update, to be aligned with the advances of the state of the art.
Standardized DSS development
The main steps of this phase are:
 Data Entry: it can be performed manually into specific electronic forms, assisted by software agents (SA) checking that data is correct, or can be totally performed by SA, i.e. by an integration with an existing Electronic Health Record (EHR). In this scenario, the documents produced in the variable representation and variable presentation steps are fundamental.
 Data Analysis: this step has to face several important tasks:
• Pre-processing: the actual features to be used for the generation of the models are chosen, according to both their mutual correlation or by exploiting some selection strategy techniques. Data quality is improved by identification and correction of missing data, outliers and bias [14] [15] . In order to validate the model, training and validation sets can be considered: the training set is used to train the mathematical models, and the testing set to measure performance and confirm the usefulness of models. If an external validation set is not available, available data could be split into two groups. Models trained can also be used to improve the quality of the chosen features, i.e. by the adoption of greedy forward or backward elimination approaches.
• Data Quality Assurance: a formal ontology allows the implementation of appropriate data quality assurance policies to: a) detect lexical (i.e.: error in data format), or semantic errors (i.e.: the end of a therapy registered before the beginning) b) identify and reduce the missing data effect, c) find hidden bias in the enrolled population.
• Computation of predictive models is based on two families of data analysis tools: techniques from Classical Statistics and from Machine Learning (ML). Classical Statistics include inferential regression analysis tools (linear and non-linear), survival models, etc.; ML methods include, for instance, Bayesian Network, Support Vector Machines, Random Forests, Artificial Neural Networks, etc. ML is a branch of artificial intelligence frequently used in cancer diagnosis and detection, and more recently also in prognosis and prediction [16] [17] , modelling the main outcomes of cancerous conditions.
• Patients' Privacy Protection: the local Ethics Committees (EC) shall approve the protocol before patient's accrual, according to the legislation of each country. Written informed consent for anonymized treatment data collection and approval of related research will be collected from each patient, according to local practice.
Two methods were adopted to preserve patient's privacy:
(a) Centralized consolidation of data records, (b) Distributed Learning approach.
In the former (a), patient's privacy is protected by the architectural design: data from a local repository is anonymously transferred, through an encrypted pipeline, to a main repository, either by internet or other channels, without the possibility of associating clinical data to the patient. In this scenario, the mapping between data record and patients is protected by software procedures and such association never leaves the original centre. In this way, the centre's endpoint, queried by other research group member's out the institute, does not expose with any method to associate clinical data to the patient [13] .
When encryption is considered insufficient, a Distributed Learning approach (b) allows no patient data transfer out of the centre, but only the transfer of results, which are obtained via the computation on a big set of clinical data (for example the regression curve coefficients). This approach, for some algorithms, has been proven to have the same performance reached by joining all the datasets [18] . Moreover it can guarantee the highest level of patient's privacy, because no clinical data leaves the centre.
 Model Validation: Every model should be built using a training set and validated using an independent internal or external testing set, in accordance to TRIPOD statements [12] . The choice between internal or external depends on the data availability and the predictor aims. In any case, an analytic form of mathematical models is provided in order to rearrange the predictor using a different representation (for instance, for internal purposes, an external independent testing set is not the best choice). The coefficients of the mathematical models are provided, in order to allow a user to rearrange the predictor using a different configuration. Similarly, residual analysis, performance indexes like c-statistics, Area Under the Curve (AUC), Receiver Operating Characteristics (ROC), calibration plot, F-score, etc., are provided. Furthermore, the application of a model into daily clinical practice requires the matching between the results of pre-existing trials and meta-analyses, to compare the standard care with the personalized care [11] . All the process needs to be clear and published.
 Model Delivery: final model, optimised and validated, can be delivered through many channels, such as a nomogram, interactive website, scientific paper, app for smartphone, etc., according to specific needs. The product is delivered with clear instructions about the population it refers to, methods and results of the experimental phase of its development.
RESULTS
The proposed workflow has been developed to provide results for the Variable Identification and Representation steps, as showed before (Figure 1 ). The SKS considers two kinds of partitioning: horizontal, where patients' data come from different centres, and vertical, where data, regarding each patient, refers to different features (clinical, pathological, imaging, etc).
Variable Identification and Representation All prostate cancer patients can be enrolled, including both retrospective and prospective information related to diagnosis and treatment. Each feature was included in a terminological system with measurement units' specification, acquisition modality, range, etc., based on pre-existing ontologies, when available. Despite these preliminary results, this methodology makes features meaning clearer and shareable, allowing data's re-usability both in space (among different research groups), in time and also in different research aims. A team of prostate cancer specialists selected more than 200 features, organized into a dictionary divided in three tiers, according to the level of granularity. Each concept has been described with a unique reference, preferably correlated to a published coding system (e.g. NCI Thesaurus, CTCAE, SNOMED-CT etc.) and a trade-off has been adopted between the formal explication of the ontology and its effective usability, to increase simplicity. Therefore, this ontology is explicit, furthermore not formal, and designed to be "easily" formalized by one of the available languages (i.e. RDFS, OWL, etc. [26] . Pre-existing general and prostate quality of life questionnaires (EuroQol-5D-5L, EORTC QLQ-C30, EROTC QLQ-PR25, IPSS or EPIC score) and other tumour features are collected. Diagnostic imaging and radiotherapy planning information are uploaded for future re-elaboration, feature extraction and dose distribution analysis.
In parallel, we began to explore DSSs validation, to clearly identify and describe performance and limitations [28] .
In particular, our methodology and tools have been verified on a small sample of 123 prostate cancer patients, to provide a validation of our software, that we will use for our next analysis on a big sample [29] to elaborate DSSs. We focused our tests on developing techniques and methodologies to train DSS in multi-centric environment ensuring patient's privacy, without exchanging patient's data [18] . The text of the whole umbrella protocol developed for all cancer sites and approved by our Ethical
Committee is at https://doi.org/10.17195/candat.2016.09.1 (www.cancerdata.org).
DISCUSSION
The PRODIGE project created a prostate cancer Umbrella Protocol supporting DSS' development, with the proposal of a procedure and an ontology, in a multi centric/specialistic environment. Umbrella Protocol requires a flexible strategy to: collect a large amount of heterogeneous data, and also in a flexible manner; data mining; develop DSSs and report outcome [3] . Building DSSs is a complex task, due to multidisciplinary professionalism interaction, heterogeneous data (clinical data, images, molecular/genomic data, etc.) and geographically distributed data sources (Clinical Databases, Image Repositories, Excel data sheets, ECG/EEG/ABPM, etc.).
After identification of the main features related to prostate cancer in the Variables Identification step, patients' history variables were assorted in categories (e.g., diagnostic variables, staging, or treatment) into a dictionary in the subsequent Variable Representation step. Because of the possible ambiguity of some terms, we tried to base our dictionary on pre-existing ontologies, looking for a reference for each variable. Selected variables were encoded as a tabular representation, and defined using a table in natural language composed by: <class name, variable name, definition, measurement>. No lexical/syntactical rules were defined.
Considering Variable Presentation, we are still developing a model, an ontology and data entry workflow, for SA. The dictionary is designed to be compatible to exchange data in a common format, for possible future certification.
To end SKS and complete and integrate the semi-structured knowledge's representation, a step of knowledge optimization will take place towards a consensus achievement of the dictionary among other centres. The choice of the language to represent ontology was the first critical problem. While many formal languages (such RDF, OWL) and software tools are available for this purpose [27] , a lot of them are not designed to be used by physicians, and will increase the complexity of writing, checking, and upgrading [6] . After an in-depth analysis of existing approaches, performed by a multidisciplinary team (clinicians, engineers, mathematicians), we identified the best trade-off in terms of simplicity and a structured representation of the interested concepts, even if it does not use formal representation. For this reason, we used pre-existing formal ontologies (like NCI, etc) to build this "semi-formal" tool to collect data in a standardized way. "Semi-formal" is a technical term, concerning with the level of "ambiguity" allowed by the language. The so built ontology is explicit, even not formal, and can be "easily" formalized by one of the available languages for this purpose (i.e. RDFS, OWL, etc.).
In parallel, exploiting SDSSD, another key point was related to the distributed learning architecture: due to the high heterogeneity of hospital technologies and policies, in terms of patient's privacy and technicalities (firewall rules and IT offices), a team of engineers and mathematicians proposed a flexible solution adaptable to local needs and able to work in the general multi-centric framework.
A small sample of 123 prostate cancer patients was used only to validate our methodology and our developed software [29] : DSSs elaboration will need a bigger sample, even from multiple centres.
After the previous experience in colo-rectal cancer [3, 7, 13] , we are adopting umbrella protocol framework for prostate and further for all cancer sites, even if few centres are investing in these new tools and methodology; to overcome this possible limitation, a larger network is going to be created, to share and consolidate this methodology and elaborate and validate predictive models.
The future of cancer research is based on a deeper multidisciplinary collaboration, for a hybrid discipline encompassing oncology. The common challenge is to effectively exploit the massive amount of data generated by researchers and clinicians, in order to develop accurate and scientifically-based decision tools for a shared decision-making process [30] . These decision tools will allow moving towards participative medicine [15] and, in the case of expensive treatments, involve a-priori individualized cost effectiveness analysis [31] .
CONCLUSIONS
Nowadays, emerging observational studies, the so-called "Rapid Learning Approaches", are crucial to confirm trials and meta-analyses results, identifying new population risks groups and check whether practice has appropriately changed [32] . By these research pathways interactions, predictive models could integrate existing guidelines and consensus, overcoming risks of patient over/under-treatment [3] hence having an impact also on the cost [4] . The analysis of cost-effectiveness will be an important endpoint for further investigations and it is a challenge to better address resources. Through designing, developing and testing a framework to represent data in a re-usable way, DSSs' development will be possible, based on automatic extraction of the appropriate features for considered outcome. Obtained DSSs will provide a practical support to clinical choices for a specifically tailored medicine, by combining routinely collected clinical treatment data and innovative features (i.e. outcome information, diagnostic and treatment images). It will be an opportunity to move towards participative medicine, with evidence level 1 [11, 33] . According to the emerging approaches in this field, the DSSs will be able to overcome the limitation of classical clinical data and analyse innovative features (i.e. features extracted from images, etc.
). An emerging necessity of multidisciplinary integration with different figures beside the clinicians is a crucial step to answer the need of care of often complex and puzzling diseases as cancer [34] . Even a multicentric collaboration is needed to realize this methodology and obtain robust DSSs. It is pivotal to bear in mind that a predictor can be useful and can show great performance, but it remains only a tool; it is not the decision maker that will be the multidisciplinary equip together with the patient. 
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SUMMARY POINTS Personalized Medicine
 "Personalized medicine" is defined by the National Cancer Institute (NCI) as a "form of medicine that uses information about a person's genes, proteins, and environment to prevent, diagnose, and treat disease. In cancer, personalized medicine uses specific information about a person's tumour to help diagnose, plan treatment, find out how well treatment is working, or make a prognosis".  The tendency towards individualised medicine and the increasing amount and complexity of data, makes extremely difficult to identify which clinical decisions are better for a specific patients.  In daily clinical practice, Decision Support Systems (DSSs) could help to personalize clinical choice.  We propose a general conceptual/procedural framework (an Umbrella Protocol) which can help to represent and share the knowledge in clinical domain and reduce misunderstanding and improve efficacy in predictors development, in particular in studies among different institutes using large databases. We focus our attention on a specific implementation of such framework for prostate cancer.
Umbrella Protocol
 "The strategy to collect data in a standard and consistent manner and to analyze them properly for decision support is called <umbrella protocol>." [13] PRODIGE  The main features of an Umbrella Protocol, created in Radiotherapy Division of the Fondazione Policlinico Universitario A. Gemelli in Rome, for standardizing data and procedures to create a consistent dataset useful to obtain a trustful analysis for a Decision Support System (DSS) for prostate cancer are reported.  It is a part, specific for prostate cancer, of a whole protocol for all cancer sites, named ULISSE, approved by the Ethical Committee of Fondazione Policlinico Universitario A.
Gemelli, in Rome
Standardized Knowledge Sharing process  A phase to realize a formal or semi-formal representation of knowledge, in order to overcame the limitations of the ambiguity of the natural language.  This phase will benefit of an "ontology": a linguistic/logical model used to represent the concepts which composes the knowledge of a clinical domain. An ontology contains all the relevant concepts, related to a clinical field, organized in a formal (or informal, in any case explicit) way that allows to perform reasoning by automatic inference. It includes:  Variable identification: list of variables of major interest.  Variable representation: describing in a non-ambiguous way the identified variables.  Variable presentation: to present the identified variables in a formal and structured way, compatible with the state of the art of Medical Informatics.  Knowledge tuning: for supporting a continuous verification, upgrade and correction of the previous steps.
Standardized DSS development (SDSSD)
It concerns with the development of Decision Support Systems  Data Entry: manually or assisted, it is crucial and it requires the variable representation and presentation steps, for a correct input of data in a non-ambiguous way.  Data Analysis: ensuring patients privacy protection, it includes: a pre-processing step, to correct bias and missing data, and to identify a training and a validation sets to model development and test; data quality assurance, and; a computation step, with technique form classical statistics and machine learning.  Model Validation: every model has to be built using a training set and evaluated by an independent internal or external testing set, for validation, with various performance measures.  Model Delivery: provides a mean for delivering the generated models, under the form of nomogram, interactive website, scientific paper, app for smartphone, etc.
Future Perspectives  Personalized cancer treatment is a challenge for the modern radiotherapy and for cancer disciplines in general. The development of Decision Support System, based on a Standardized Knowledge, represent the corner stone of a highly individualized, shared and participative decision making process.
