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Abstrakt
Pra´ce se zaby´va´ te´matem srovna´vac´ıch vy´pocˇt˚u algebraicky´ch rovnic. Pra´ce nejprve popi-
suje srovna´n´ı celkove´ho pocˇtu operac´ı u prˇ´ımy´ch a iteracˇn´ıch metod, za´rovenˇ na konkre´tn´ıch
prˇ´ıkladech demonstruje metody a vysveˇtluje pouzˇit´ı prˇ´ımy´ch a iteracˇn´ıch metod. V dalˇs´ı
cˇa´sti pra´ce se zameˇrˇuji na mozˇne´ metody prˇevodu soustav linea´rn´ıch algebraicky´ch rov-
nic (SLAR) na soustavy diferencia´ln´ıch rovnic (SDR). V za´veˇru je popsa´n zp˚usob pra´ce
s programy TKSL/C, Matlab a Maple. V ra´mci bakala´rˇske´ pra´ce bylo navrzˇeno graficke´
uzˇivatelske´ rozhran´ı pro program TKSL/C slouzˇ´ıc´ı k pohodlne´ komunikaci s programem.
Graficke´ uzˇivatelske´ rozhran´ı bylo otestova´no na konkre´tn´ıch u´loha´ch demonstruj´ıc´ıch prˇevod
SLAR na SDR.
Abstract
The thesis deals with the topic of comparative calculation of algebraic equations. First it
describes the comparison of the overall number of operations at direct and iteration met-
hods, as well as gives concrete examples of the methods and explains solutions of direct and
iteration methods. Another part focuses on possible methods of converting systems of linear
algebraic equations to the system of differential equations. The end of the thesis describes
method of working with TKSL/C, Matlab and Maple. In this thesis, there was designed
graphical user interface serving for comfortable communication with TKSL/C programme.
Graphical user interface was tested on concrete tasks demonstrating the conversion of sys-
tem of linear algebraic equations to the system of differential equations.
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Kapitola 1
U´vod
V dnesˇn´ı dobeˇ rostou pozˇadavky rˇesˇit sta´le rozsa´hlejˇs´ı u´lohy. Na´rocˇne´ vy´pocˇty jsou za-
potrˇeb´ı v r˚uzny´ch veˇdecky´ch oborech a pro rˇesˇen´ı multidisciplina´rn´ıch proble´mu˚. Vyuzˇ´ıvaj´ı
se k rˇesˇen´ı slozˇity´ch vy´pocˇetn´ıch u´loh, jako jsou naprˇ´ıklad fyzika´ln´ı modelova´n´ı, modelova´n´ı
chemicky´ch cˇi biologicky´ch proces˚u, vyhodnocova´n´ı velke´ho mnozˇstv´ı nameˇrˇeny´ch dat.
Tato pra´ce se zaby´va´ problematikou vy´pocˇetn´ı na´rocˇnosti algebraicky´ch rovnic. Vysveˇtlu-
je pouzˇit´ı prˇ´ımy´ch a iteracˇn´ıch metod, za´rovenˇ seznamuje s jejich vy´pocˇetn´ı na´rocˇnost´ı. Prˇi
vy´pocˇtu soustav linea´rn´ıch algebraicky´ch rovnic, at’ uzˇ prˇ´ımy´mi nebo iteracˇn´ımi metodami,
se mu˚zˇeme setkat s nestabilitou metod. Mozˇne´ rˇesˇen´ı, jak se s t´ımto proble´mem vyporˇa´dat,
je prˇeve´st soustavu linea´rn´ıch algebraicky´ch rovnic (SLAR) na soustavu diferencia´ln´ıch rov-
nic (SDR), cˇ´ımzˇ je vzˇdy zajiˇsteˇna stabilita rˇesˇen´ı soustavy rovnic. K prˇevodu byl vyuzˇit
program TKSL/C UI, ktery´ vznikl v ra´mci bakala´rˇske´ pra´ce jako graficke´ uzˇivatelske´ roz-
hran´ı k programu TKSL/C. Samotny´ vy´pocˇet prob´ıha´ pomoc´ı programu TKSL/C, ktery´
je vola´n z aplikace TKSLC/UI.
C´ılem pra´ce je podat uceleny´ prˇehled metod rˇesˇen´ı algebraicky´ch rovnic, sezna´mit se
principem vy´pocˇtu algebraicky´ch rovnic pomoc´ı rovnic diferencia´ln´ıch a analyzovat vznik
tuhy´ch (stiff) syste´mu˚.
Pra´ce je rozdeˇlena do sˇesti kapitol. Druha´ kapitola je veˇnova´na prˇ´ımy´m metoda´m, jako
jsou Cramerovo pravidlo, Gaussova eliminacˇn´ı metoda, Gauss-Jordanova eliminacˇn´ı metoda
a inverzn´ı matice. V druhe´ kapitole se zameˇrˇujeme na iteracˇn´ı metody. Je zde uka´za´na
Jacobiho a Gauss-Seidelova metoda. Trˇet´ı kapitola je veˇnova´na diferencia´ln´ım rovnic´ım.
Strucˇneˇ nastinˇuje mozˇne´ metody rˇesˇen´ı diferencia´ln´ıch rovnic, prˇedevsˇ´ım se vsˇak zameˇrˇuje
na prˇevod SLAR na SDR pomoc´ı transformacˇn´ıho algoritmu cˇi elementa´rn´ıho prˇevodu.
Kapitola na´s take´ seznamuje s programem TKSL/C a se zp˚usobem za´pisu SDR v neˇm. Za´veˇr
kapitoly je veˇnova´n tuhy´m syste´mu˚m a jejich analy´ze. Pa´ta´ kapitola srovna´va´ programy
TKSL/C, Matlab a Maple. Take´ byla v ra´mci te´to kapitoly provedena srovna´n´ı vy´pocˇetn´ı
na´rocˇnosti rˇesˇen´ı SLAR a SDR pomoc´ı programu˚ TKSL/C a Matlab. Sˇesta´ a posledn´ı
kapitola popisuje zp˚usob pra´ce s programem TKSL/C UI. Pra´ce obsahuje prˇ´ılohy.
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Kapitola 2
Prˇ´ıme´ metody
Pomoc´ı prˇ´ımy´ch metod se dostaneme k rˇesˇen´ı soustavy linea´rn´ıch algebraicky´ch rovnic
po konecˇne´m pocˇtu krok˚u. Vı´ce informac´ı o tomto te´matu jsem v te´to kapitole cˇerpala z
[4, 10, 11, 3, 6]. Pro matice, ktery´mi se budeme v tomto textu zaby´vat, prˇedpokla´da´me, zˇe
jsou regula´rn´ı a jejich rˇa´dky jsou linea´rneˇ neza´visle´. Nalezene´ rˇesˇen´ı by bylo prˇesne´, pokud
bychom se v pr˚ubeˇhu vy´pocˇtu nedopousˇteˇli zaokrouhlovac´ıch chyb. U´kolem je rˇesˇit soustavu
n linern´ıch rovnic o n nezna´my´ch.
a11x1 + a12x2 + · · ·+ a1nxn = b1 (2.1)
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
an1x1 + an2x2 + · · ·+ annxn = bn
Soustavu lze zapsat take´ ve vektorove´m tvaru.
A · ~x = ~b (2.2)
Pro oveˇrˇen´ı rˇesˇitelnosti soustavy linea´rn´ıch algebraicky´ch rovnic lze vyuzˇ´ıt Frobeninovu
veˇtu.
Veˇta 2.1. Nehomogenn´ı soustava linea´rn´ıch algebraicky´ch rovnic ma´ rˇesˇen´ı pouze tehdy,
kdyzˇ hodnost matice soustavy h(A) je rovna hodnosti rozsˇ´ırˇene´ matice soustavy h(A|~b).
Pokud je h(A) rovno pocˇtu nezna´my´ch, potom ma´ soustava jedno rˇesˇen´ı. Pokud je h(A)
mensˇ´ı nezˇ pocˇet nezna´my´ch, rˇesˇen´ı je nekonecˇneˇ mnoho. Pokud je h(A) veˇtˇs´ı nezˇ pocˇet
nezna´my´ch, soutava nema´ rˇesˇen´ı.
Du˚kaz veˇty 2.1 je uveden v [5].
2.1 Cramerovo pravidlo
Pokud je matice soustavy regula´rn´ı, tj. jej´ı determinant je nenulovy´, pak rˇesˇen´ı soustavy
lze vypocˇ´ıtat jako
x1 =
D1
D
, x2 =
D2
D
, . . . , xn =
Dn
D
, (2.3)
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kde D je determinant soustavy A a Dk, k = 1, . . . , n jsou determinanty matic, ktere´ vznik-
nou z matice A nahrazen´ım k-te´ho sloupce matice vektorem pravy´ch stran b. Prˇi pouzˇit´ı
Cramerova pravidla je tedy zapotrˇeb´ı sestavit n+1 determinant˚u rˇa´du n. Nyn´ı se pokus´ıme
spocˇ´ıtat pocˇet operac´ı, ktery´ je k vy´pocˇtu potrˇeba. Pocˇty operac´ı, ktere´ budeme zjiˇst’ovat,
rozdeˇl´ıme do dvou skupin:
• pocˇet soucˇin˚u a pod´ıl˚u,
• pocˇet soucˇt˚u a rozd´ıl˚u.
Definice 2.1. Pokud je rˇa´d deteminantu mensˇ´ı nebo roven trˇem, lze aplikovat Sarrusovo
pravidlo. Neˇcht’
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33

potom
det(A) = a11a22a33 + a12a23a31 + a13a21a32 − a13a22a31 − a12a21a33 − a11a23a32 .
Prˇ´ıklad 2.1. Vyrˇesˇte n´ıˇze uvedenou soustavu dvou linea´rn´ıch rovnic o dvou nezna´my´ch
pomoc´ı Cramerova pravidla.
3x+ 2y = 2
5x+ 4y = 6
Determinant soustavy je
D =
∣∣∣∣ 3 25 4
∣∣∣∣ = 3 · 4− 2 · 5 = 2 .
Determinanty vznikle´ za´meˇnou k-te´ho sloupce matice vektorem pravy´ch stran b jsou uve-
deny n´ızˇe.
Dx =
∣∣∣∣ 3 25 6
∣∣∣∣ = 3 · 6− 2 · 5 = 8
Dy =
∣∣∣∣ 2 26 4
∣∣∣∣ = 2 · 4− 2 · 6 = −4
Rˇesˇen´ı je
x =
Dx
D
=
8
2
= 4, y =
Dy
D
=
−4
2
= −2 .

Vid´ıme, zˇe pro kazˇdy´ determinant bylo potrˇeba
• 2 soucˇiny,
• 1 rozd´ıl.
Teˇchto determinant˚u je n+1. Je tedy 6 operac´ı na´soben´ı a 3 operace odecˇ´ıta´n´ı. K na´soben´ı
jesˇteˇ ale mus´ıme zapocˇ´ıtat 2 operace deˇlen´ı pro z´ıska´n´ı vysledk˚u. Teˇchto pod´ıl˚u je vzˇdy
pra´veˇ n.
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Celkem tedy pro soustavu 2× 2 ma´me
• 8 soucˇin˚u/pod´ıl˚u,
• 3 rozd´ıly.
Nyn´ı vezmeme soustavu trˇ´ı linea´rn´ıch rovnic o trˇech nezna´my´ch.
Prˇ´ıklad 2.2. Vyrˇesˇte na´sleduj´ıc´ı soustavu rovnic s vyuzˇit´ım Cramerova pravidla.
3x+ y + z = 3
2x+ 2y + 5z = −1
x− 3y − 4z = 2
Determinant soustavy je
D =
∣∣∣∣∣∣
3 1 1
2 2 5
1 −3 −4
∣∣∣∣∣∣ = 3 ·2 · (−4)+1 ·5 ·1+1 ·2 · (−3)−1 ·2 · (−4)−3 ·5 · (−3)−1 ·2 ·1 = 26 .
Determinanty vznikle´ za´meˇnou k-te´ho sloupce matice vektorem pravy´ch stran b jsou uve-
deny n´ızˇe.
Dx =
∣∣∣∣∣∣
3 1 1
−1 2 5
2 −3 −4
∣∣∣∣∣∣ = 3·2·(−4)+1·5·2+1·(−1)·(−3)−1·(−1)·(−4)−3·5·(−3)−1·2·2 = 26
Dy =
∣∣∣∣∣∣
3 3 1
2 −1 5
1 2 −4
∣∣∣∣∣∣ = 3 · (−1) · (−4)+3 ·5 ·1+1 ·2 ·2−3 ·2 · (−4)−3 ·5 ·2−1 · (−1) ·1 = 26
Dz =
∣∣∣∣∣∣
3 1 3
2 2 −1
1 −3 2
∣∣∣∣∣∣ = 3 ·2 ·2+1 ·(−1) ·1+3 ·2 ·(−3)−1 ·2 ·2−3 ·(−1) ·(−3)−3 ·2 ·1 = −26
Rˇesˇen´ı soustavy rovnic je
x =
Dx
D
=
26
26
= 1, y =
Dy
D
=
26
26
= 1, z =
Dz
D
=
−26
26
= −1.

Vid´ıme, zˇe pro kazˇdy´ determinant bylo potrˇeba
• 12 soucˇin˚u,
• 5 soucˇt˚u/rozd´ıl˚u.
Teˇchto determinant˚u je n + 1. Je tedy 48 operac´ı na´soben´ı a 20 operac´ı scˇ´ıta´n´ı/odecˇ´ıta´n´ı.
Opeˇt mus´ıme zapocˇ´ıtat operace deˇlen´ı pro z´ıska´n´ı vysledk˚u. Teˇchto pod´ıl˚u je vzˇdy pra´veˇ
n.
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Celkovy´ pocˇet operac´ı je
• 52 soucˇin˚u/pod´ıl˚u,
• 20 soucˇt˚u/rozd´ıl˚u.
Pokud je ovsˇem rˇa´d determinantu veˇtsˇ´ı nezˇ 3, je nutne´ pro pouzˇit´ı Cramerova pravidla
aplikovat nejprve Laplace˚uv rozvoj determinantu.
Veˇta 2.2. Pro cˇtvercovou matici A rˇa´du n plat´ı: det A=
∑n
j=1(−1)(i+j)aij ·det Aij je rozvoj
determinantu podle i-te´ho rˇa´dku, det A=
∑n
i=1(−1)(i+j)aij · det Aij je rozvoj determinantu
podle j-te´ho sloupce, kde matice Aij vznikne z matice A vynecha´n´ım i-te´ho rˇa´dku a j-te´ho
sloupce.
Du˚kaz veˇty 2.2 je uveden v [5].
Prˇ´ıklad 2.3. Proved’te Laplace˚uv rozvoj determinantu rˇa´du 4 podle 1. rˇa´dku.
2w + 3x+ 4y + 5z = 7
4w + 7x+ 9y + 8z = 9
2w + x+ 5y + 3z = 8
7w + 9x+ 4y + 2z = 5
D =
∣∣∣∣∣∣∣∣
2 3 4 5
4 7 9 8
2 1 5 3
7 9 4 2
∣∣∣∣∣∣∣∣ = 2 · (−1)
(1+1) ·
∣∣∣∣∣∣
7 9 8
1 5 3
9 4 2
∣∣∣∣∣∣+ 3 · (−1)(1+2) ·
∣∣∣∣∣∣
4 9 8
2 5 3
7 4 2
∣∣∣∣∣∣+
+4 · (−1)(1+3) ·
∣∣∣∣∣∣
4 7 8
2 1 3
7 9 2
∣∣∣∣∣∣+ 5 · (−1)(1+4) ·
∣∣∣∣∣∣
4 7 9
2 1 5
7 9 4
∣∣∣∣∣∣

Prˇi pouzˇit´ı Cramerova pravidla mus´ıme sestavit n+ 1 determinant˚u rˇa´du n. Pokud ma´me
soustavu rovnic o cˇtyrˇech nezna´my´ch, tak potom budeme vytva´rˇet celkem 4 determinanty
rˇa´du 3. Vytva´rˇene´ determinanty budou na´sleduj´ıc´ı:
• determinant soustavy,
• subdeterminanty.
Subdeterminanty jsou determinanty matic, ktere´ vzniknou z p˚uvodn´ı matice soustavy na-
hrazen´ım k-te´ho sloupce matice vektorem pravy´ch stran b. Ten mu˚zˇeme umı´stit na 3 r˚uzne´
pozice, vzniknou na´m tedy celkem 3 determinanty.
Je-li dany´ determinant vysˇsˇ´ıho rˇa´du nezˇ 3, potom mus´ıme pro kazˇdy´ determinant se-
stavit n determinant˚u rˇa´du n − 1. Konkre´tneˇ pro determinant cˇtvrte´ho rˇa´du to znamena´,
zˇe mus´ıme sestavit 5 determinant˚u cˇtvrte´ho rˇa´du a pro kazˇdy´ z teˇchto 5 determinant˚u je
nutne´ sestavit 4 determinanty trˇet´ıho rˇa´du.
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2.1.1 Pocˇet operac´ı na´soben´ı a deˇlen´ı
Nyn´ı spocˇteme pocˇet operac´ı na´soben´ı/deˇlen´ı potrˇebny´ pro 1 Laplace˚uv rozvoj determi-
nantu cˇtvrte´ho rˇa´du.
• Pocˇet na´soben´ı prˇed determinanty rˇa´du n−1 v Laplaceoveˇ rozvoji je 8 (teˇchto soucˇin˚u
je vzˇdy pra´veˇ 2n).
• Pocˇet na´soben´ı pro vy´pocˇet determinantu trˇet´ıho rˇa´du je 12 (viz prˇ´ıklad 2.2).
• Pocˇet na´soben´ı pro vy´pocˇet 4 determinant˚u trˇet´ıho rˇa´du je 12 · 4 = 48.
Pocˇet operac´ı deˇlen´ı je vzˇdy pra´veˇ n, kde n prˇedstavuje rˇa´d soustavy. Celkovy´ pocˇet operac´ı
na´soben´ı pro 1 Laplace˚uv rozvoj determinantu cˇtvrte´ho rˇa´du je tedy 48+8 = 56. Toto cˇ´ıslo
prohla´s´ıme za konstantu, protozˇe ji budeme da´le vyuzˇ´ıvat. Budeme pracovat s determinanty
vysˇsˇ´ıch rˇa´d˚u nezˇ 3, cozˇ znamena´, zˇe dany´ determinant budeme pomoc´ı Laplaceova rozvoje
rozkla´dat tak dlouho, dokud se nedopracujeme k determinant˚um trˇet´ıho rˇa´du, ktere´ jizˇ
umı´me vycˇ´ıslit pomoc´ı Sarrusova pravidla 2.1.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant cˇtvrte´ho rˇa´du je
56 · (n+ 1) + n , kde n=4.
Vytva´rˇ´ıme 5 determinant˚u cˇtvrte´ho rˇa´du a zapocˇ´ıta´me pod´ıly potrˇebne´ pro zisk vy´sledku.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant pa´te´ho rˇa´du je
[n · 56 + 2n] · (n+ 1) + n , kde n=5.
Vytva´rˇ´ıme 6 determinant˚u (cˇlen (n + 1)) pa´te´ho rˇa´du (vsˇechny cˇleny obsazˇene´ v hranate´
za´vorce). Pro 1 determinant pa´te´ho rˇa´du je potrˇeba vytvorˇit 5 determinant˚u cˇtvrte´ho rˇa´du
(cˇlen n · 56). Pro kazˇdy´ determinant cˇtvrte´ho rˇa´du je zapotrˇeb´ı sestavit 4 determinanty
trˇet´ıho rˇa´du, cˇemuzˇ odpov´ıda´ konstanta 56. Na za´veˇr zapocˇ´ıta´me pod´ıly potrˇebne´ pro zisk
vy´sledku (cˇlen n). Vsˇimneˇme si, zˇe na´m zde prˇibyl cˇlen 2n, ktery´ vyjadrˇuje pocˇet na´soben´ı
v Laplaceoveˇ rozvoji pro pa´ty´ rˇa´d determinantu. Tento cˇlen jsme museli zapocˇ´ıtat, protozˇe
jizˇ nen´ı soucˇa´st´ı konstanty 56.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant sˇeste´ho rˇa´du je
n[2n+ 2(n− 1) + (n− 1)56] · (n+ 1) + n , kde n=6.
Vytva´rˇ´ıme 7 determinant˚u sˇeste´ho rˇa´du a zapocˇ´ıta´me pod´ıly potrˇebne´ pro zisk vy´sledku.
Pro prˇehlednost rozebereme, co znamenaj´ı jednotlive´ cˇleny ve vzorci:
• n vyjadrˇuje, zˇe vytva´rˇ´ıme 6 determinant˚u,
• 2n uda´va´ pocˇet soucˇin˚u v Laplaceoveˇ rozvoji pro determinant rˇa´du 6,
• 2(n− 1) prˇedstavuje pocˇet soucˇin˚u v Laplaceoveˇ rozvoji pro determinant rˇa´du 5,
• (n− 1)56 uda´va´, zˇe je zde zahrnuto 5 determinant˚u rˇa´du 4 a 4 determinanty rˇa´du 3
• (n+ 1) vyjadrˇuje, zˇe vsˇechny tyto operace bude potrˇeba prove´st (n+ 1) kra´t, protozˇe
(n+ 1) je pocˇet determinant˚u, ktere´ mus´ıme vytvorˇit prˇi pouzˇit´ı Cramerova pravidla,
• n je pocˇet pod´ıl˚u k dosazˇen´ı vy´sledk˚u.
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Od vysˇsˇ´ıch rˇa´d˚u determinant˚u k nizˇsˇ´ım se dosta´va´me prˇes postupne´ Laplaceovy rozvoje, ale
zapocˇ´ıta´va´me zde pouze operace na´soben´ı prˇed determinanty rˇa´du n− 1. Hlavn´ı mysˇlenka
je ta, zˇe skutecˇneˇ pocˇ´ıta´me azˇ ty determinanty, ktere´ jsou trˇet´ıho rˇa´du. Jejich vycˇ´ıslen´ım
dostaneme hodnoty determinantu cˇtvrte´ho rˇa´du a tyto hodnoty determinant˚u cˇtvrte´ho rˇa´du
jsou vyuzˇity pro vy´pocˇet determinant˚u pa´te´ho rˇa´du, atd.
Takto analogicky postupujeme da´le – tedy od nizˇsˇ´ıch rˇa´d˚u determinant˚u k vysˇsˇ´ım. Nyn´ı
uvedeme dalˇs´ı vztahy pro vy´pocˇet pocˇtu operac´ı na´soben´ı/deˇlen´ı.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant sedme´ho rˇa´du je
n[2n+ 2(n− 1) + 2(n− 2) + (n− 2)56] · (n+ 1) + n , kde n=7.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant osme´ho rˇa´du je
n[2n+ 2(n− 1) + 2(n− 2) + 2(n− 3) + (n− 3)56] · (n+ 1) + n , kde n=8.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant deva´te´ho rˇa´du je
n[2n+ 2(n− 1) + 2(n− 2) + 2(n− 3) + 2(n− 4) + (n− 4)56] · (n+ 1) + n , kde n=9.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant desa´te´ho rˇa´du je
n[2n+ 2(n− 1) + 2(n− 2) + 2(n− 3) + 2(n− 4) + 2(n− 5) + (n− 5)56]·
·(n+ 1) + n , kde n=10.
Lze si vsˇimnout, zˇe s nar˚ustaj´ıc´ım rˇa´dem determinantu ve vztaz´ıch prˇiby´vaj´ı cˇleny
2(n − x), kde x = 0, . . . , n − 5, cozˇ jsou cˇleny vyjadrˇuj´ıc´ı jizˇ zmı´neˇne´ na´soben´ı v dane´m
Laplaceoveˇ rozvoji prˇed determinanty rˇa´du n− 1.
Obecny´ vztah pro vytvorˇen´ı vzorce pro rˇa´d n > 5 ukazuje vztah (2.4).
n[2n+ · · ·+ 2(n− x) + (n− x)56] · (n+ 1) + n, pro x = 0, . . . , n− 5 (2.4)
2.1.2 Pocˇet operac´ı scˇ´ıta´n´ı a odcˇ´ıta´n´ı
Princip vy´pocˇtu je podobny´ jako u operac´ı na´soben´ı a deˇlen´ı. Opeˇt zava´d´ıme konstantu,
tentokra´t pro pocˇet scˇ´ıta´n´ı a odcˇ´ıta´n´ı pro 1 Laplace˚uv rozvoj determinantu cˇtvrte´ho rˇa´du.
• Pocˇet scˇ´ıta´n´ı/odcˇ´ıta´n´ı prˇed determinanty rˇa´du n−1 v Laplaceoveˇ rozvoji je 3 (teˇchto
soucˇin˚u je vzˇdy pra´veˇ n− 1).
• Pocˇet scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro vy´pocˇet determinantu trˇet´ıho rˇa´du je 5, pocˇet scˇ´ıta´n´ı/odcˇ´ıta´n´ı
pro vy´pocˇet 4 determinant˚u trˇet´ıho rˇa´du je 4 · 5 = 20.
Celkem tedy
20 + 3 = 23
operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı. Toto cˇ´ıslo prohla´s´ıme opeˇt za konstantu.
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant cˇtvrte´ho rˇa´du je
23 · (n+ 1) , kde n=4.
Vytva´rˇ´ıme 5 determinant˚u cˇtvrte´ho rˇa´du.
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Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant pa´te´ho rˇa´du je
{[(n− 1) + n · 23] · (n+ 1)} , kde n=5.
Vytva´rˇ´ıme 6 determinant˚u pa´te´ho rˇa´du. Vsˇimneˇme si, zˇe na´m zde prˇibyl cˇlen (n−1), ktery´
vyjadrˇuje pocˇet na´soben´ı v Laplaceoveˇ rozvoji prˇed determinantem cˇtvrte´ho rˇa´du. Tento
cˇlen bylo nutne´ zapocˇ´ıtat, protozˇe jizˇ nen´ı soucˇa´st´ı konstanty 23.
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant sˇeste´ho rˇa´du je
{(n− 1) + n · [(n− 2) + (n− 1) · 23]} · (n+ 1) , kde n=6.
Vytva´rˇ´ıme 7 determinant˚u sˇeste´ho rˇa´du.
Nyn´ı podrobneˇji vysveˇtl´ıme jednotlive´ cˇleny ve vztahu:
• (n− 1) je pocˇet soucˇt˚u v Laplaceoveˇ rozvoji,
• n vyjadrˇuje, zˇe vytva´rˇ´ıme 6 determinant˚u rˇa´du 5,
• (n− 2) uda´va´ pocˇet soucˇt˚u v Laplaceoveˇ rozvoji pro determinant rˇa´du 5,
• (n− 1)23 znacˇ´ı, zˇe je zde zahrnuto 5 determinant˚u rˇa´du 4 a 4 determinanty rˇa´du 3,
• (n+ 1) znamena´, zˇe vsˇechny vy´sˇe uvedene´ vy´pocˇty bude nutne´ prove´st (n+ 1) kra´t,
protozˇe (n+ 1) je pocˇet determinant˚u, ktere´ mus´ıme vytvorˇit prˇi pouzˇit´ı Cramerova
pravidla.
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant sedme´ho rˇa´du je
{(n− 1) + n · [(n− 2) + (n− 1) · [(n− 3) + (n− 2) · 23]]} · (n+ 1) , kde n=7.
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant osme´ho rˇa´du je
{(n−1) +n · [(n−2) + (n−1) · [(n−3) + (n−2) · [(n−4) + (n−3) ·23]]]} · (n+ 1) , kde n=8.
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant deva´te´ho rˇa´du je
{(n−1)+n·[(n−2)+(n−1)·[(n−3)+(n−2)·[(n−4)+(n−3)·[(n−5)+(n−4)·23]]]]}·(n+1) ,
kde n=9.
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant desa´te´ho rˇa´du je
{(n− 1) + n · [(n− 2) + (n− 1) · [(n− 3) + (n− 2) · [(n− 4) + (n− 3) · [(n− 5) + (n− 4)·
·[(n− 6) + (n− 5) · 23]]]]]} · (n+ 1) , kde n=10.
Lze si vsˇimnout, zˇe s nar˚ustaj´ıc´ım rˇa´dem determinantu ve vztaz´ıch prˇiby´vaj´ı cˇleny (n−x).
S kazˇdy´m krokem prˇiby´va´ v´ıce a v´ıce za´vorek, protozˇe vzˇdy vycha´z´ıme z prˇedchoz´ıho kroku,
ktery´ vyuzˇijeme k vycˇ´ıslen´ı pocˇtu operac´ı pro aktua´ln´ı rˇa´d. Obecny´ tvar vy´pocˇtu mu˚zˇeme
popsat vztahem (2.5).
{(n− 1) + n · [slozenaZavorka]} · (n+ 1), (2.5)
kde slozenaZavorka je obsah slozˇene´ za´vorky z prˇedesˇle´ho kroku sn´ızˇeny´ o 1. T´ımto me-
chanismem docha´z´ı k
”
mnozˇen´ı za´vorek“. Pocˇet operac´ı prˇi pouzˇit´ı Cramerova pravidla
zna´zornˇuje tabulka 2.1.
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Tabulka 2.1: Pocˇty operac´ı prˇi rˇesˇen´ı soustavy rovnic Cramerovy´m pravidlem
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly
2x2 8 3
3x3 52 20
4x4 284 115
5x5 1745 714
6x6 12690 5033
7x7 17703 40312
8x8 23912 362871
9x9 31509 3628790
10x10 40710 39916789
. . . . . . . . .
2.2 Gaussova eliminacˇn´ı metoda
Dalˇs´ı beˇzˇneˇ pouzˇ´ıvanou metodou pro rˇesˇen´ı soustav linea´rn´ıch algebraicky´ch rovnic je Gaus-
sova eliminacˇn´ı metoda, ktera´ je podrobneˇ rozvedena v [2]. C´ılem te´to metody je prˇeve´st
rozsˇ´ıˇrenou matici soustavy na horn´ı troju´heln´ıkovy´ tvar pomoc´ı elementa´rn´ıch rˇa´dkovy´ch
u´prav, cozˇ jsou:
1. libovolna´ za´meˇna porˇad´ı rˇa´dk˚u,
2. vyna´soben´ı libovolne´ho rˇa´dku nenulovy´m cˇ´ıslem,
3. prˇicˇten´ı linea´rn´ı kombinace neˇkolika rˇa´dk˚u k jednomu rˇa´dku.
Algoritmus Gaussovy eliminacˇn´ı metody 2.1 je uveden n´ızˇe.
Algoritmus 2.1. 1. Prˇ´ımy´ chod – zde je c´ılem danou rozsˇ´ırˇenou matici soustavy prˇeve´st
na horn´ı troju´heln´ıkovy´ tvar. Postupujeme na´sledovneˇ:
• uprav´ıme matici soustavy tak, aby prvek a11 6= 0,
• odecˇteme vhodny´ na´sobek prvn´ıho rˇa´dku od ostatn´ıch tak, abychom z´ıskali nulove´
cˇleny pod prvkem akk, kde k = 1, . . . , n,
• takto postupujeme da´le tak dlouho, dokud nez´ıska´me vsˇechny nulove´ pozice pod
hlavn´ı diagona´lou matice.
Cı´lem je z´ıskat horn´ı troju´heln´ıkovy´ tvar.
A =

a11 a12 . . . a1n b1
0 a22 . . . a2n b2
...
...
. . .
...
...
0 0 . . . ann bn

2. Zpeˇtny´ chod – zde postupneˇ vypocˇ´ıta´va´me hodnoty rˇesˇen´ı. Postupujeme v obra´cene´m
porˇad´ı, z´ıska´va´me tedy nejprve hodnotu xn a nakonec hodnotu x1. Po skoncˇen´ı Gaus-
sovy eliminacˇn´ı metody ma´me soustavu ve vy´sˇe uvedene´m tvaru.
Vy´pocˇet nezna´me´ m˚uzˇeme vyja´drˇit na´sleduj´ıc´ım vztahem, ktery´ se nazy´va´ zpeˇtnou
substituc´ı, viz (2.6).
xi =
1
dii
· (ei − di,i+1xi+1 − di,i+2xi+2 − . . .− di,nxn) pro i = 1, . . . , n. (2.6)
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2.2.1 Pocˇet operac´ı na´soben´ı a deˇlen´ı
Nejprve si uveˇdomı´me, zˇe rozsˇ´ıˇrena´ matice soustavy ma´ vzˇdy rozmeˇry n× (n+ 1), protozˇe
zapocˇ´ıta´va´me i vektor pravy´ch stran. Pokus´ıme se spocˇ´ıtat, kolik operac´ı na´soben´ı a deˇlen´ı
je potrˇeba pro prvn´ı iteraci Gaussovy eliminacˇn´ı metody. Pro ilustraci vezmeˇme prˇ´ıklad
A.1, ve ktere´m vyrˇesˇ´ıme jednoduchou soustavu 3 linea´rn´ıch rovnic o 3 nezna´my´ch.
Nebudeme totizˇ na´sobit vsˇech (n + 1) rˇa´dk˚u rozsˇ´ıˇrene´ matice soustavy, protozˇe pokud
vezmeme v u´vahu naprˇ´ıklad prvn´ı rˇa´dek matice, ten vyna´sob´ıme cˇ´ıslem−(a21/a11) a pote´ ho
cely´ prˇicˇ´ıta´me k druhe´mu rˇa´dku matice. Druhou mozˇnost´ı je rˇa´dek na´sobit cˇ´ıslem (a21/a11)
a pote´ od neˇj odecˇ´ıst druhy´ rˇa´dek. Je ale jasne´, zˇe koeficient (a21/a11) byl zvolen tak,
abychom na mı´steˇ (a21) z´ıskali nulu. Proto je tedy na u´pravu druhe´ho rˇa´dku potrˇeba
• n+ 1 operac´ı na´soben´ı/deˇlen´ı.
Pokud prˇihle´dneme k nasˇemu prˇ´ıkladu, znamenalo by to, zˇe bychom cˇleny 1, 2 a 3 z prvn´ıho
rˇa´dku matice na´sobili koeficientem−(a21/a11) = −(2/1) = −2. Pocˇet operac´ı odpov´ıda´ vy´sˇe
uvedene´mu vztahu. Takto mus´ıme upravit vsˇech (n−1) rˇa´dk˚u pod prvn´ım rˇa´dkem rozsˇ´ıˇrene´
matice soustavy. Celkem tedy cela´ prvn´ı iterace pozˇaduje
• (n+ 1) · (n− 1) = n2 − 1 operac´ı na´soben´ı/deˇlen´ı.
Pod´ıvejme se nyn´ı, jak to bude vypadat v druhe´ iteraci. Nyn´ı se jizˇ nemus´ıme zaby´vat prvky
v prvn´ım rˇa´dku a prvn´ım sloupci. Pocˇet operac´ı je
• n · (n− 2) = (n− 1)2 − 1 operac´ı na´soben´ı/deˇlen´ı.
Celkovy´ pocˇet operac´ı na´soben´ı/deˇlen´ı pro soustavu rˇa´du n vyjadrˇuje vztah (2.7).
n∑
i=1
(i2 − 1) (2.7)
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro zpeˇtnou substituci, jej´ızˇ vy´pocˇet z´ıska´me dle vztahu (2.6)
je
n∑
i=1
(n− i+ 2) =
n∑
i=1
(i+ 1) . (2.8)
Pro objasneˇn´ı uvedeme prˇ´ıklad 2.4.
Prˇ´ıklad 2.4. Z´ıska´n´ı rˇesˇen´ı soustavy rovnic z prˇ´ıkladu A.1 zpeˇtnou substituc´ı dle vztahu
(2.6).
A =
 1 2 3 40 −1 −1 −1
0 0 −9 −15

z = −1
9
· −15
y = −1
1
· (−1− (−1) · x3)
x =
1
1
· (4− 2 · x2 − 3 · x3)
Rˇesˇen´ı soustavy je
x =
1
3
, y = −2
3
, z =
5
3
.
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Vid´ıme, zˇe pro i = 1 (tedy pro x1) potrˇebujeme 4 operace (3 soucˇiny a 1 pod´ıl), pro i = 2
(tedy pro x2) 3 operace (2 soucˇiny a 1 pod´ıl) a konecˇneˇ pro i = 3 (tedy pro x3) 2 operace
(1 soucˇin a 1 pod´ıl). Pokud vyja´drˇ´ıme pocˇet operac´ı na´soben´ı/deˇlen´ı v prˇ´ıme´m i zpeˇtne´m
chodu Gaussovy eliminace dostaneme vy´sledny´ vztah (2.9).
n∑
i=1
(i2 − 1) +
n∑
i=1
(i+ 1) (2.9)
2.2.2 Pocˇet operac´ı scˇ´ıta´n´ı a odcˇ´ıta´n´ı
Princip je podobny´ jako prˇi zjiˇst’ova´n´ı pocˇtu operac´ı na´soben´ı/deˇlen´ı. Pro na´zornost mu˚zˇeme
pouzˇ´ıt prˇ´ıklad A.1. Zde bylo rˇecˇeno, zˇe prvn´ı rˇa´dek na´sob´ıme koeficientem 2 a nyn´ı od tohoto
rˇa´dku budeme cht´ıt odecˇ´ıst druhy´ rˇa´dek, cˇ´ımzˇ z´ıska´me nulu na pozici a21. Tedy odecˇ´ıta´me
pouze na´sleduj´ıc´ı cˇleny.
2 · 2− 3 = 1
2 · 3− 5 = 1
2 · 4− 7 = 1
Na u´pravu 2. rˇa´dku matice (1. iterace) je potrˇeba
• n scˇ´ıta´n´ı/odcˇ´ıta´n´ı.
T´ımto zp˚usobem mus´ım upravit vsˇech zby´vaj´ıc´ıch (n − 1) rˇa´dk˚u pod prvn´ım rˇa´dkem
rozsˇ´ıˇrene´ matice soustavy. Cela´ druha´ iterace Gaussovy eliminace pozˇaduje
• n · (n− 1) = n2 − n scˇ´ıta´n´ı/odcˇ´ıta´n´ı.
Ve trˇet´ı iteraci Gaussovy eliminace se jizˇ nemus´ıme zaby´vat prvky v prvn´ım rˇa´dku a prvn´ım
sloupci, trˇet´ı iterace tedy pozˇaduje
• (n− 2) · (n− 1) = (n− 1)2 − (n− 1) scˇ´ıta´n´ı/odcˇ´ıta´n´ı.
Vztah (2.10) zna´zornˇuje pocˇet operac´ı ssˇ´ıta´n´ı/odcˇ´ıta´n´ı pro prˇ´ımy´ chod Gaussovy eliminace.
n∑
i=1
(i2 − i) (2.10)
Pocˇet operac´ı pro zpeˇtny´ chod mu˚zˇeme vycˇ´ıst z prˇ´ıkladu 2.4. Pro i = 1 (tedy pro x1)
potrˇebujeme 2 operace scˇ´ıta´n´ı/odcˇita´n´ı, pro i = 2 (tedy pro x2) 1 operaci a pro i = 3 (tedy
pro x3) 0 operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı. Pocˇet operac´ı pro zpeˇtny´ chod je uveden ve vztahu (2.11).
n∑
i=1
(n− i) =
n−1∑
0
i (2.11)
Celkovy´ pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro prˇ´ımy´ i zpeˇtny´ chod Gaussovy eliminace ukazuje
vztah (2.12).
n∑
i=1
(i2 − i) +
n−1∑
0
i (2.12)
Pocˇty operac´ı jsou shrnuty do tabulky 2.2.
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Tabulka 2.2: Pocˇty operac´ı prˇi pouzˇit´ı Gaussovy eliminacˇn´ı metody
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly
2x2 6 3
3x3 17 11
4x4 36 26
5x5 65 50
6x6 106 85
7x7 161 133
8x8 232 196
9x9 321 276
10x10 430 375
. . . . . . . . .
2.3 Gaussova eliminace s cˇa´stecˇny´m vy´beˇrem hlavn´ıho prvku
Tato metoda je modifikac´ı Gaussovy eliminacˇn´ı metody, ktera´ slouzˇ´ı ke zmensˇen´ı zaokrouh-
lovac´ıch chyb. Je-li absolutn´ı hodnota neˇktere´ho z deˇlitel˚u a
(i−1)
ii mala´ ve srovna´n´ı s abso-
lutn´ı hodnotou prvk˚u a
(i−1)
ki , k > i, potom mu˚zˇe hrozit nebezpecˇ´ı velky´ch zaokrouhlovac´ıch
chyb. Zaokrouhlovac´ı chyba v absolutn´ı hodnoteˇ male´ho cˇ´ısla zp˚usob´ı velkou chybu v jeho
prˇevra´cene´ hodnoteˇ a tedy i v cˇ´ıslech, jimizˇ na´sob´ıme rˇa´dky prˇi eliminaci. Abychom se vy-
hnuli deˇlen´ı cˇ´ısly, ktera´ jsou mala´ vzhledem k ostatn´ım velicˇina´m, prova´d´ıme vy´beˇr hlavn´ıho
prvku.
Algoritmus 2.2. 1. Hleda´me rovnici, jej´ıˇz koeficient v absolutn´ı hodnoteˇ u x1 je nejveˇtˇs´ı.
Nalezenou rovnici zameˇn´ıme s prvn´ı rovnic´ı a pomoc´ı jejich na´sobk˚u eliminujeme x1
z ostatn´ıch rovnic.
2. Hleda´me rovnici, jej´ıˇz koeficient v absolutn´ı hodnoteˇ u x2 je nejveˇtˇs´ı. Nalezenou rovnici
zameˇn´ıme s druhou rovnic´ı a pomoc´ı jejich na´sobk˚u eliminujeme x2 z ostatn´ıch rovnic.
3. Obecneˇ: v k-te´m kroku eliminace hleda´me mezi zby´vaj´ıc´ımi n − k + 1 rovnicemi tu,
ktera´ ma´ v absolutn´ı hodnoteˇ nejveˇtˇs´ı koeficient, vymeˇn´ıme ji s k-tou rovnic´ı a pak
pomoc´ı n´ı eliminujeme.
2.3.1 Pocˇet operac´ı porovna´n´ı
Prˇi pocˇ´ıta´n´ı pocˇtu operac´ı budeme vycha´zet z jizˇ zna´my´ch vztah˚u pro Gaussovu eliminaci,
viz vztahy (2.9) a (2.12). Nav´ıc mus´ıme uvazˇovat operace porovna´va´n´ı pro nalezen´ı hlavn´ıho
prvku (pivota) a take´ operace prohozen´ı rovnic. Meˇjme matici o rozmeˇrech m× n. Potom
pocˇet operac´ı porovna´n´ı je v ra´mci prvn´ıho sloupce matice m− 1, v ra´mci druhe´ho sloupce
m − 2 . . . ,m − n v ra´mci n-te´ho sloupce. Vztah pro pocˇet operac´ı porovna´n´ı je uveden ve
vztahu (2.13).
n−1∑
i=1
(n− i) (2.13)
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2.3.2 Pocˇet operac´ı prohozen´ı rovnic
Pocˇet operac´ı vyply´va´ prˇ´ımo z algoritmu 2.2. Pocˇet operac´ı prohozen´ı bude odpov´ıdat pocˇtu
rovnic v soustaveˇ sn´ızˇene´mu o 1, kde pocˇet rovnic je oznacˇen jako n.
n− 1 (2.14)
Celkovy´ pocˇet operac´ı pro Gaussovu eliminaci s cˇa´stecˇny´m vy´beˇrem hlavn´ıho prvku zna´zornˇuje
vztah (2.15).
n∑
i=1
(i2 − 1) +
n∑
i=1
(i+ 1) +
n∑
i=1
(i2 − i) +
n−1∑
i=1
i+
n−1∑
i=1
(n− i) + (n− 1) (2.15)
Pro lepsˇ´ı orientaci si shrneme vy´znam jednotlivy´ch cˇlen˚u (scˇ´ıtanc˚u) ve vy´sˇe uvedene´m
vztahu, postupujeme zleva:
• pocˇet operac´ı na´soben´ı/deˇlen´ı pro prˇ´ımy´ chod Gaussovy eliminacˇn´ı metody,
• pocˇet operac´ı na´soben´ı/deˇlen´ı pro zpeˇtny´ chod Gaussovy eliminacˇn´ı metody,
• pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro prˇ´ımy´ chod Gaussovy eliminacˇn´ı metody,
• pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro zpeˇtny´ chod Gaussovy eliminacˇn´ı metody,
• pocˇet operac´ı porovna´n´ı,
• pocˇet operac´ı prohozen´ı rovnic.
Opeˇt pro lepsˇ´ı prˇehlednost uva´d´ıme pocˇet operac´ı v tabulce 2.3. Pro u´plnost uvedeme
prˇ´ıklad A.2, zada´n´ı je stejne´ jako u prˇ´ıkladu A.1 pro Gaussovu eliminacˇn´ı metodu.
Tabulka 2.3: Pocˇty operac´ı prˇi pouzˇit´ı Gausovy eliminacˇn´ı metody a cˇa´stecˇny´m vy´beˇrem
hlavn´ıho prvku
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly Porovna´n´ı Prohozen´ı
2x2 6 3 1 1
3x3 17 11 3 2
4x4 36 26 6 3
5x5 65 50 10 4
6x6 106 85 15 5
7x7 161 133 21 6
8x8 232 196 28 7
9x9 321 276 36 8
10x10 430 375 45 9
. . . . . . . . . . . . . . .
2.4 Gaussova eliminace s u´plny´m vy´beˇrem hlavn´ıho prvku
Prˇi te´to modifikaci Gaussovy eliminace vol´ıme v k-te´m kroku za hlavn´ı prvek ten, ktery´
je nejveˇtsˇ´ı v absolutn´ı hodnoteˇ v submatici tvorˇene´ vynecha´n´ım prvn´ıch k − 1 rˇa´dk˚u a
sloupc˚u v dane´ matici soustavy. Je snahou, abychom v k-te´m kroku na pozici akk dostali
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prvek s nejveˇtsˇ´ı absolutn´ı hodnotou. Proto tedy neprˇehazujeme pouze rˇa´dky, ale i sloupce.
Poznamenejme, zˇe je potrˇeba da´vat pozor na to, zˇe zmeˇnou porˇad´ı sloupc˚u se zmeˇn´ı porˇad´ı
vy´sledk˚u a je tedy vhodne´ si zmeˇnu porˇad´ı sloupc˚u v pr˚ubeˇhu vy´pocˇtu vhodneˇ poznacˇit.
Tato metoda ma´ ovsˇem vysˇsˇ´ı cˇasovou na´rocˇnost, protozˇe je nutne´ vyhleda´vat nejveˇtsˇ´ı
prvek v cele´ submatici. Proto se sp´ıˇse pouzˇ´ıva´ Gaussova eliminace s cˇa´stecˇny´m vy´beˇrem
hlavn´ıho prvku.
Prˇi urcˇova´n´ı pocˇtu operac´ı budeme postupovat stejneˇ jako u Gaussovy eliminace s
cˇa´stecˇny´m vy´beˇrem hlavn´ıho prvku. Opeˇt je nutne´ uvazˇovat operace porovna´va´n´ı a proha-
zova´n´ı porˇad´ı rovnic.
2.4.1 Pocˇet operac´ı porovna´n´ı
Algoritmus 2.3. 1. Inicializujeme promeˇnnou max na hodnotu prvn´ıho prvku z matice
soustavy.
2. Procha´z´ıme matici prvek po prvku a pokud naraz´ıme na prvek, ktery´ ma´ veˇtˇs´ı hodnotu
nezˇ promeˇnna´ max, promeˇnnou max prˇep´ıˇseme hodnotou noveˇ nalezene´ho prvku.
3. Takto postupujeme tak dlouho, dokud neprojdeme celou matici. Na konci pr˚uchodu
bude v promeˇnne´ max nejveˇtˇs´ı prvek.
Prˇ´ıklad 2.5. Je da´na na´sleduj´ıc´ı matice soustavy.
A =
 1 2 3 42 3 5 7
5 6 2 1

Operace porovna´n´ı uvedeme spolecˇneˇ s indexy prvk˚u tabulky 2.4. Zde jsou zna´zorneˇny
operace porovna´n´ı prˇi prvn´ı iteraci vy´pocˇtu. Je zrˇejme´, zˇe prvek na pozici a32 je nejveˇtsˇ´ı a
ma´ hodnotu 6.
Trˇet´ı rˇa´dek, kde se nacha´z´ı nejveˇtsˇ´ı prvek, prohod´ıme s prvn´ım rˇa´dkem a take´ prohod´ıme
prvn´ı sloupcec s druhy´m sloupcem, abychom dostali nejveˇtsˇ´ı prvek na pozici akk, tedy a11.
Matice soustavy ma´ nyn´ı na´sleduj´ıc´ı tvar.
A =
 6 5 2 13 2 5 7
2 1 3 4

Pozor na to, zˇe nyn´ı jsou v prvn´ım sloupci hodnoty nezna´me´ z a v druhe´m sloupci hodnoty
nezna´me´ x. Prˇi druhe´ iteraci vy´pocˇtu bychom vynechali prvn´ı rˇa´dek a prvn´ı sloupec, hledali
bychom nejveˇtsˇ´ı prvek v te´to submatici.
A =
(
2 5 7
1 3 4
)
Nejveˇtsˇ´ı prvek se nacha´z´ı na pozici a23 v p˚uvodn´ı matici a ma´ hodnotu 5. Opeˇt prohod´ıme
prvn´ı sloupec s druhy´m sloupcem a dosta´va´me n´ızˇe uvedeny´ tvar.
A =
(
5 2 7
3 1 4
)
Pocˇty operac´ı porovna´n´ı pro 2. iteraci jsou v tabulce 2.5. Dalˇs´ı iterace by jizˇ byla
zbytecˇna´, protozˇe vynecha´n´ım prvn´ıho sloupce a rˇa´dku z matice o rozmeˇrech 2× 2 bychom
dostali pouze jednoprvkovou matici.
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Tabulka 2.4: Pocˇty operac´ı prˇi pouzˇit´ı Gaussovy eliminacˇn´ı metody s u´plny´m vy´beˇrem
hlavn´ıho prvku prˇi rozmeˇru matice 3× 3
krok cˇ´ısla k porovna´n´ı indexy prvk˚u promeˇnna´ max
1 |1| < |2| a11 < a12 2
2 |2| < |3| a12 < a13 3
3 |3| > |2| a13 < a21 3
4 |3| = |3| a13 < a22 3
5 |3| < |5| a13 < a23 5
6 |5| = |5| a23 < a31 5
7 |5| < |6| a23 < a32 6
8 |6| > |2| a32 < a33 6
Tabulka 2.5: Pocˇty operac´ı prˇi pouzˇit´ı Gaussovy eliminacˇn´ı metody s u´plny´m vy´beˇrem
hlavn´ıho prvku prˇi rozmeˇru matice 2× 2
krok cˇ´ısla k porovna´n´ı indexy prvk˚u promeˇnna´ max
1 |2| < |5| a11 < a12 5
2 |5| > |1| a12 < a21 5
3 |5| > |3| a12 < a22 5

Vsˇimneˇme si, zˇe pro matici o rozmeˇrech 3× 3 je pocˇet operac´ı porovna´n´ı 8 a pro matici o
rozmeˇrech 2×2 je pocˇet operac´ı porovna´n´ı 3. Pro celkovy´ pocˇet operac´ı matice o rozmeˇrech
n× n lze odvodit vztah (2.16).
n−2∑
i=0
(n− i)2 − 1 (2.16)
2.4.2 Pocˇet operac´ı prohozen´ı
V pr˚ubeˇhu prvn´ı iteraci lze prove´st azˇ 2 operace prohozen´ı, protozˇe prohazujeme nejen
rˇa´dky, ale i sloupce matice. Prohazova´n´ı prova´d´ıme do rˇa´du matice n = 2, da´le jizˇ nema´
smysl z d˚uvodu, ktery´ je uveden vy´sˇe. Proto je pocˇet operac´ı prohozen´ı
2 · (n− 1) . (2.17)
Na za´veˇr uvedeme kompletn´ı prˇ´ıklad A.3.
2.5 Gauss-Jordanova eliminace
U te´to metody prˇeva´d´ıme rozsˇ´ıˇrenou matici soustavy na jednotkovou matici, tj. tvar,
kde nad i pod hlavn´ı diagona´lou matice budou same´ nuly. Toho dosa´hneme pomoc´ı ele-
menta´rn´ıch rˇa´dkovy´ch u´prav, ktere´ byly zmı´neˇne´ jizˇ v podkapitole 2.2. Vı´ce informac´ı na-
lezneme v [2]. Algoritmus je obdobny´ jako u Gaussovy eliminacˇn´ı metody, ovsˇem s t´ım
rozd´ılem, zˇe zde jizˇ neprova´d´ıme zpeˇtnou substituci.
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Rˇesˇen´ı soustavy vycˇteme z vy´sledne´ matice. Po skoncˇen´ı Gauss-Jordanovy eliminace
bude soustava ve tvaru uvedene´m n´ızˇe.
A =

1 0 . . . 0 v1
0 1 . . . 0 v2
...
...
. . .
...
...
0 0 . . . 1 vn

2.5.1 Pocˇty operac´ı na´soben´ı a deˇlen´ı
V pr˚ubeˇhu prvn´ı iterace bude potrˇeba
• n na´soben´ı/deˇlen´ı pro na´soben´ı prv´ıho rˇa´dku cˇ´ıslem 1/a11,
• n na´soben´ı/deˇlen´ı pro z´ıska´n´ı nuly na pozici a21.
Tyto operace je nutne´ prove´st se vsˇemi (n − 1) rˇa´dky. Pocˇet na´soben´ı/deˇlen´ı pro prvn´ı
iteraci je tedy
n+ (n− 1)n .
Druha´ iterace vyzˇaduje
• n− 1 na´soben´ı/deˇlen´ı pro na´soben´ı prv´ıho rˇa´dku cˇ´ıslem 1a22 ,
• n− 1 na´soben´ı/deˇlen´ı pro z´ıska´n´ı nuly na pozici a21.
Tyto operace provedeme se vsˇemi (n− 1) rˇa´dky. Pocˇet operac´ı na´soben´ı/deˇlen´ı je
(n− 1) + (n− 1)(n− 1) .
Celkovy´ pocˇet operac´ı na´soben´ı/deˇlen´ı pro Gauss-Jordanovu eliminaci je uveden ve vztahu
(2.18).
n∑
i=1
(i+ (n− 1)i) (2.18)
2.5.2 Pocˇty operac´ı scˇ´ıta´n´ı a odcˇ´ıta´n´ı
Pro prvn´ı iteraci je potrˇeba
• n scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro z´ıska´n´ı nuly na pozici a21.
Tyto operace provedeme se vsˇemi (n−1) rˇa´dky. Celkovy´ pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro
prvn´ı iteraci je
(n− 1)n .
V druhe´ iteraci potrˇebujeme z´ıskat nuly nad i pod prvkem matice a22. Nezaby´va´me se jizˇ
prvn´ım rˇa´dkem ani sloupcem. Pocˇet scˇ´ıta´n´ı/odcˇ´ıta´n´ı je
(n− 1)(n− 1) .
Pouzˇit´ı Gauss-Jordanovy eliminace ukazuje prˇ´ıklad A.4. Celkovy´ pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ı-
ta´n´ı uveden n´ızˇe, viz vztah (2.19).
n∑
i=1
(n− 1)i (2.19)
Celkovy´ pocˇet operac´ı je zna´zorneˇn v tabulce 2.6.
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Tabulka 2.6: Pocˇty operac´ı prˇi pouzˇit´ı Gauss-Jordanovy eliminacˇn´ı metody
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly
2x2 6 3
3x3 18 12
4x4 40 30
5x5 75 60
6x6 126 105
7x7 196 168
8x8 288 252
9x9 405 360
10x10 550 495
. . . . . . . . .
2.6 Inverzn´ı matice
Inverzn´ı matici mu˚zˇeme pocˇ´ıtat pouze tehdy, pokud je matice cˇtvercova´ a take´ regula´rn´ı.
Inverzn´ı matici k matici A znacˇ´ıme A−1. Pro inverzn´ı matici plat´ı vztahy
(A−1) ·A−1 = A (2.20)
a take´
(A−1) ·A = E, (2.21)
kde E je jednotkova´ matice. Vypocˇ´ıtat inverzn´ı matici mu˚zˇeme dveˇma zp˚usoby:
1. Gauss-Jordanovou eliminacˇn´ı metodou,
2. pomoc´ı determinant˚u.
Postupneˇ si uka´zˇeme obeˇ zmı´neˇne´ metody.
2.6.1 Vy´pocˇet inverzn´ı matice pomoc´ı Gauss-Jordanovy eliminacˇn´ı me-
tody
Postup vy´pocˇtu lze shrnout do teˇchto krok˚u, jak ukazuje algoritmus 2.4.
Algoritmus 2.4. 1. Nap´ıˇseme matici soustavy, ke ktere´ chceme nale´zt inverzn´ı matici
a vedle n´ı umı´st´ıme matici jednotkovou (stejne´ho rˇa´du jako je matice soustavy).
2. Pomoc´ı ekvivaletn´ıch rˇa´dkovy´ch u´prav se snazˇ´ıme dostat jednotkovou matici na levou
stranu. Na straneˇ prave´ se pote´ nacha´z´ı vy´sledna´ inverzn´ı matice. Kazˇda´ u´prava se
prova´d´ı na obou matic´ıch soucˇasneˇ.
3. Pro nalezen´ı vektoru nezna´my´ch promeˇnny´ch mus´ıme vypocˇ´ıtat x = A−1 · b, tedy
vyna´sobit z´ıskanou inverzn´ı matici A−1 s vektorem pravy´ch stran b.
4. Spra´vnost vy´sledku lze oveˇrˇit zkousˇkou tak, zˇe vyna´sob´ıme p˚uvodn´ı matici soustavy s
jej´ı inverzn´ı matic´ı, meˇli bychom dostat jednotkovou matici.
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Sche´maticke´ zna´zorneˇn´ı postupu vy´pocˇtu lze videˇt n´ızˇe.
M =
(
A En
)
=

a11 a12 . . . a1n 1 0 . . . 0
0 a22 . . . a2n 0 1 . . . 0
...
...
. . .
...
...
...
. . .
...
0 0 . . . amn 0 0 . . . 1
→
→ ( En A ) =

1 0 . . . 0 a11 a12 . . . a1n
0 1 . . . 0 0 a22 . . . a2n
...
...
. . .
...
...
...
. . .
...
0 0 . . . 1 0 0 . . . amn

U Gaussovy eliminacˇn´ı metody jsme potrˇebovali z´ıskat nulove´ pozice pouze pod hlavn´ı
diagona´lou. Zde he nutne´ splnit na´sleduj´ı u´koly:
• z´ıskat nuly pod i nad hlavn´ı diagona´lou,
• z´ıskat jednicˇky na hlavn´ı diagona´le.
Pocˇet operac´ı na´soben´ı a deˇlen´ı
Na zacˇa´tek uvedeme kompletn´ı prˇ´ıklad A.5. Pocˇet operac´ı na´soben´ı pro nalezen´ı vektoru
nezna´my´ch je
n · n . (2.22)
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı je
(n− 1) · n . (2.23)
Pod´ıva´me se nyn´ı, kolik operac´ı na´soben´ı/deˇlen´ı bude potrˇeba pro prvn´ı iteraci Gauss-
Jordanovy metody. Rozmeˇry matice jsou 2n×n. Z prˇ´ıkladu A.5 z vy´choz´ıho tvaru soustavy
si lze vsˇimnout, zˇe na kazˇde´m rˇa´dku je v nejhorsˇ´ım mozˇne´m prˇ´ıpadeˇ n+1 cˇlen˚u nenulovy´ch,
ostatn´ı jsou nulove´. Prˇi prova´deˇn´ı vy´pocˇtu nen´ı trˇeba nulove´ cˇleny uvazˇovat.
Konkre´tneˇ na zacˇa´tku ma´me na prave´ straneˇ jednotkovou matici rˇa´du n = 3, ktera´ v
kazˇde´m rˇa´dku obsahuje dveˇ nuly. Po prvn´ım kroku vy´pocˇtu jsme z´ıskali nulu na pozici a21
a naopak ubyla nula na pozici a24. V dalˇs´ım kroku jsme z´ıskali nulu na pozici a31 a za´rovenˇ
ubyla nula na pozici a34. Nyn´ı ma´me pod hlavn´ı diagona´lou jizˇ same´ nuly. Prˇi z´ıska´va´n´ı
nul nad hlavn´ı diagona´lou je situace obdobna´, tedy take´ se na´m nuly postupneˇ prˇesouvaj´ı
na jine´ indexy.

Pocˇet operac´ı na´soben´ı/deˇlen´ı je stejny´ jako pro Gauss-Jordanovu eliminaci, viz (2.18).
n∑
i=1
(i+ (n− 1)i) (2.24)
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Tabulka 2.7: Pocˇty operac´ı prˇi pocˇ´ıta´n´ı inverzn´ı matice pomoc´ı Gauss Jordanovy eliminace
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly
2x2 14 5
3x3 45 24
4x4 104 66
5x5 200 140
6x6 342 255
7x7 539 420
8x8 800 644
9x9 1134 936
10x10 1550 1305
. . . . . . . . .
Pocˇet operac´ı scˇ´ıta´n´ı a odcˇ´ıta´n´ı
Jak bylo rˇecˇeno vy´sˇe, lze vycha´zet ze vztah˚u pro Gauss-Jordanovu eliminaci, viz vztah
(2.19). Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı je uveden ve vztahu (2.25).
n∑
i=1
(n− 1)i (2.25)
Na za´veˇr opeˇt uva´d´ıme tabulku 2.7 shrnuj´ıc´ı pocˇet operac´ı.
2.6.2 Vy´pocˇet inverzn´ı matice pomoc´ı determinant˚u
Necht’ A je cˇtvercova´ matice rˇa´du n. Potom k n´ı existuje inverzn´ı matice A−1 a plat´ı vztah
(2.26).
A−1 =
1
detA
· (Aij)T = 1
detA
·

a11 a21 . . . an1
a12 a22 . . . an2
...
...
. . .
...
a1n a2n . . . ann
 ≈
≈

|A11|
|A|
|A21|
|A| . . .
|An1|
|A|
|A12|
|A|
|A22|
|A| . . .
|An2|
|A|
...
...
. . .
...
|A1n|
|A|
|A2n|
|A| . . .
|Ann|
|A|
 , (2.26)
kde cˇ´ısla Aij jsou algebraicky´mi doplnˇky k prvk˚um aij ∈ {1, . . . , n} matice A. Algebraicky´m
doplnˇkem prvku aij matice A ≡ (aij) nazy´va´me cˇ´ıslo Aij = (−1)i+jMij , kde Mij je sub-
determinant (minor) vznikly´ z matice A vynecha´n´ım i-te´ho rˇa´dku a j-te´ho sloupce. Vzorec
pro vy´pocˇet inverzn´ıho prvku je uveden ve vztahu 2.27.
a−1ij =
(−1)i+j · |Aj,i|
|A| (2.27)
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Vy´pocˇet pocˇtu operac´ı rozdeˇl´ıme do teˇchto bod˚u.
• Pro determinant soustavy rˇa´du n bude potrˇeba urcˇity´ pocˇet operac´ı, v za´vislosti na
jeho rˇa´du (pro determinanty rˇa´du ≤ 3 pouzˇ´ıva´me Sarrusovo pravidlo, pro determi-
nanty rˇa´du > 3 Laplace˚uv rozvoj determinantu).
• Ke kazˇde´mu prvku matice soustavy budeme vytva´rˇet subdeterminant. Celkem tedy
vzˇdy vytvorˇ´ıme pra´veˇ n · n determinant˚u rˇa´du n− 1.
• Da´le ve vzorci (2.27) vid´ıme pod´ıl. Teˇch bude tolik, kolik je celkem subdeterminant˚u,
tedy n · n.
Pro rˇesˇen´ı soustavy je nutne´ prove´st vy´pocˇet podle vztahu x = A−1 · b, podobneˇ jako
u pocˇ´ıta´n´ı inverzn´ı matice pomoc´ı Gauss-Jordanovy eliminacˇn´ı metody. Pocˇet operac´ı je
uveden ve vztahu (2.22).
Pocˇet operac´ı na´soben´ı a deˇlen´ı
Nyn´ı se pod´ıva´me podrobneˇji na pocˇty operac´ı na´soben´ı a deˇlen´ı. Proces zjiˇst’ova´n´ı pocˇtu
operac´ı rozdeˇl´ıme do na´sleduj´ıc´ıch cˇa´st´ı:
1. pocˇet operac´ı na´soben´ı a deˇlen´ı pro determinant soustavy (budeme ho znacˇit detA),
2. pocˇet operac´ı na´soben´ı a deˇlen´ı pro determinanty rˇa´du n− 1,
3. pocˇet operac´ı deˇlen´ı.
Ad 1. Pocˇet operac´ı na´soben´ı a deˇlen´ı pro determinant soustavy
Prˇi vyja´drˇen´ı operac´ı vycha´z´ıme z jizˇ zna´my´ch vztah˚u, ktere´ byly zjiˇsteˇny u Cramerova
pravidla (viz kapitola 2.1.1), ovsˇem v upravene´ podobeˇ. Pocˇet operac´ı na´soben´ı pro deter-
minant o rozmeˇrech 4× 4 je 56. Jedna´ se o konstantu, kterou jsme zavedli jizˇ u Cramerova
pravidla. Pocˇet operac´ı na´soben´ı pro determinant o rozmeˇrech 5× 5 je
56n+ 2n .
Vsˇimneˇme si, zˇe oproti vzorc˚um, ktere´ jsme uvedli u Cramerova pravidla neuvazˇujeme v
teˇchto vzorc´ıch cˇleny za hranatou za´vorkou, tedy (n− 1) + n. To proto, zˇe pro Cramerovo
pravidlo jsme vytva´rˇeli (n + 1) determinant˚u rˇa´dnu n, pocˇet pod´ıl˚u pro z´ıska´n´ı rˇesˇen´ı
soustavy rovnic byl n. Pocˇty operac´ı na´soben´ı/deˇlen´ı pro determinant soustavy o rozmeˇrech
6× 6 je
n[2n+ 2(n− 1) + (n− 1)56] , kde n=6.
Pocˇet operac´ı na´soben´ı/deˇlen´ı pro determinant o rozmeˇrech 7× 7 je
n[2n+ 2(n− 1) + 2(n− 2) + (n− 2)56] , kde n=7,
pro determinant o rozmeˇrech 8× 8
n[2n+ 2(n− 1) + 2(n− 2) + 2(n− 3) + (n− 3)56] , kde n=8,
pro determinant o rozmeˇrech 9× 9
n[2n+ 2(n− 1) + 2(n− 2) + 2(n− 3) + 2(n− 4) + (n− 4)56] , kde n=9,
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pro determinant o rozmeˇrech 10× 10
n[2n+ 2(n− 1) + 2(n− 2) + 2(n− 3) + 2(n− 4) + 2(n− 5) + (n− 5)56] , kde n=10.
Obecny´ vztah pro vytvorˇen´ı vzorce pro dany´ rˇa´d je uveden ve vztahu (2.28).
n ·
[
n−5∑
i=0
2 · (n− i) + (n− (n− 5)) · 56
]
, kde n > 5 (2.28)
Ad 2. Pocˇet operac´ı na´soben´ı a deˇlen´ı pro determinanty rˇa´du n− 1
V prˇ´ıpadeˇ, zˇe mus´ıme pro vy´pocˇet determinantu pouzˇ´ıt Laplace˚uv rozvoj, mu˚zˇeme prˇi
pocˇ´ıta´n´ı determinant˚u rˇa´du n − 1 usˇetrˇit n operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı i na´soben´ı/deˇlen´ı z
celkove´ho mnozˇstv´ı teˇchto determinant˚u, protozˇe pra´veˇ teˇchto n determinant˚u bude jizˇ
spocˇteno v ra´mci Laplaceova rozvoje. Naprˇ´ıklad pro determinant cˇtvrte´ho rˇa´du budeme
mı´t v Laplaceoveˇ rozvoji 4 determinanty trˇet´ıho rˇa´du a pra´veˇ tyto 4 determinanty jizˇ
nebudeme muset pocˇ´ıtat.
Pocˇet determinant˚u rˇa´du n− 1, ktere´ bude nutne´ vypocˇ´ıtat je
(n · n)− n = n2 − n . (2.29)
Prˇi vy´pocˇtu determinantu rˇa´du 4 a vy´sˇe vyuzˇ´ıva´me drˇ´ıve vypocˇteny´ch hodnot. Pocˇet ope-
rac´ı na´soben´ı, ktery´ je uveden v prˇedchoz´ım kroku pro determinant soustavy, je vyuzˇit v
aktua´ln´ım kroku pro vy´pocˇet pocˇtu operac´ı na´soben´ı u determinant˚u rˇa´du n − 1. Jiny´mi
slovy: determinant soustavy z prˇedchoz´ıho kroku slouzˇ´ı k vytvorˇen´ı subdeterminant˚u v
kroku na´sleduj´ıc´ım. Hodnotu z´ıskanou v prˇedchoz´ım kroku na´sob´ıme vy´razem n2 − n.
Ad 3. Pocˇet operac´ı pod´ıl˚u
Pod´ıl˚u je tolik, kolik je determinant˚u rˇa´du n− 1, tedy n2.
Pocˇet operac´ı scˇ´ıta´n´ı a odcˇ´ıta´n´ı
Zjiˇst’ova´n´ı pocˇtu operac´ı rozdeˇl´ıme na 2 sekce:
1. pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant soustavy,
2. pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro subdeterminanty (determinanaty rˇa´du n− 1).
Ad 1. Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant soustavy
Podobneˇ jako u operac´ı na´soben´ı/deˇlen´ı i zde vyuzˇ´ıva´me upravene´ vztahy pro soucˇet/rozd´ıl
odvozene´ ze vztah˚u pro Cramerovo pravidlo (viz sekce 2.1.1). Neuvazˇujeme cˇleny za hra-
naty´mi za´vorkami (n+ 1).
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 4×4 je konstanta 23. Pocˇet
operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 5× 5 je
{(n− 1) + n · 23} .
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 6× 6 je
{(n− 1) + n · [(n− 2) + (n− 1) · 23]} .
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Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 7× 7 je
{(n− 1) + n · [(n− 2) + (n− 1) · [(n− 3) + (n− 2) · 23]]} .
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 8× 8 je
{(n− 1) + n · [(n− 2) + (n− 1) · [(n− 3) + (n− 2) · [(n− 4) + (n− 3) · 23]]]} .
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 9× 9 je
{(n− 1) + n · [(n− 2) + (n− 1) · [(n− 3) + (n− 2) · [(n− 4) + (n− 3)·
·[(n− 5) + (n− 4) · 23]]]]} .
Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro determinant o rozmeˇrech 10× 10 je
{(n− 1) + n · [(n− 2) + (n− 1) · [(n− 3) + (n− 2) · [(n− 4) + (n− 3) · [(n− 5) + (n− 4) ·
·[(n− 6) + (n− 5) · 23]]]]]} .
Pro tvorbu obecne´ho vztahu pocˇtu operac´ı na´soben´ı/deˇlen´ı pro determinant dane´ho rˇa´du
vyuzˇ´ıva´me stejne´ho postupu jako tomu bylo u Cramerova pravidla v sekci 2.1.
{(n− 1) + n · [slozenaZavorka]},
kde slozenaZavorka je obsah slozˇene´ za´vorky z prˇedesˇle´ho kroku sn´ızˇeny´ o 1. T´ımto mecha-
nismem docha´z´ı k
”
mnozˇen´ı za´vorek“.
Ad 1. Pocˇet operac´ı scˇ´ıta´n´ı/odcˇ´ıta´n´ı pro subdeterminanty
Postup vy´pocˇtu je stejny´ jako u pocˇtu operac´ı pro subdeterminanty pro na´soben´ı/deˇlen´ı
(viz sekce 2.6.2). Na za´veˇr uvedeme kompletn´ı prˇ´ıklad A.6. Tabulka 2.8 zna´zornˇuje pocˇty
operc´ı, v tabulce 2.9 potom mu˚zˇeme videˇt, kolik je potrˇeba operac´ı prˇi z´ıska´va´n´ı vy´sledk˚u
pomoc´ı vztahu x = A−1 · b.
26
Tabulka 2.8: Pocˇty operac´ı prˇi pocˇ´ıta´n´ı inverzn´ı matice pomoc´ı determinant˚u
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly
2x2 6 1
3x3 39 14
4x4 216 83
5x5 1435 579
6x6 10548 4289
7x7 78365 35237
8x8 126592 322503
9x9 194463 3265847
10x10 287300 36287909
. . . . . . . . .
Tabulka 2.9: Pocˇty operac´ı pro z´ıska´n´ı vy´sledk˚u prˇi pocˇ´ıta´n´ı s inverzn´ı matic´ı
matice (rˇa´dky x sloupce) Pocˇet soucˇin˚u Pocˇet soucˇt˚u
2x2 4 2
3x3 9 6
4x4 16 12
5x5 25 20
6x6 36 30
7x7 49 42
8x8 64 56
9x9 81 72
10x10 100 90
. . . . . . . . .
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Kapitola 3
Iteracˇn´ı metody
Iteracˇn´ı metody vyuzˇ´ıva´me k rˇesˇen´ı linea´rn´ıch rovnic pomoc´ı postupne´ho prˇiblizˇova´n´ı se k
vy´sledku. Vol´ıme pocˇa´tecˇn´ı aproximaci prˇiblizˇne´ho rˇesˇen´ı a urcˇity´m zp˚usobem ji v kazˇde´m
kroku iteracˇn´ı metody zprˇesnˇujeme. K rˇesˇen´ı se ovsˇem prˇiblizˇujeme limitneˇ. Je potrˇeba tedy
urcˇit, kdy vy´pocˇet ukoncˇ´ıme. Vy´pocˇet lze ukoncˇit pokud dosa´hneme pozˇadovane´ prˇesnosti
nebo je prˇedem da´n pocˇet krok˚u, ktery´ se bude prova´deˇt. Vy´sledkem je prˇiblizˇne´ rˇesˇen´ı
soustavy. Podrobneˇji se iteracˇn´ımi metodami zaby´vaj´ı publikace [4, 13, 14, 10].
3.1 Jacobiho metoda
Prˇi rˇesˇen´ı soustavy pomoc´ı Jacobiho metody postupujeme na´sleduj´ıc´ım zp˚usobem.
3.1.1 Oveˇrˇen´ı konvergence Jacobiho metody
Je-li matice soustavy ostrˇe sloupcoveˇ nebo rˇa´dkoveˇ dominantn´ı, potom Jacobiho metoda
konverguje.
• Rˇa´dkoveˇ dominantn´ı: v kazˇde´m rˇa´dku matice je absolutn´ı hodnota prvku na hlavn´ı
diagona´le veˇtsˇ´ı nezˇ soucˇet absolutn´ıch hodnot vsˇech ostatn´ıch prvk˚u v onom rˇa´dku.
• Sloupcoveˇ dominantn´ı: v kazˇde´m sloupci matice je absolutn´ı hodnota prvku na dia-
gona´le veˇtsˇ´ı nezˇ soucˇet absolutn´ıch hodnot vsˇech ostatn´ıch prvk˚u v onom sloupci.
Pokud podmı´nka ostrosti nen´ı splneˇna, potom nen´ı zarucˇeno splneˇn´ı podmı´nky konver-
gence. Poznamenejme, zˇe tento zp˚usob oveˇrˇova´n´ı konvergence metody nen´ı vhodny´ pro
velke´ soustavy. V teˇchto prˇ´ıpadech je potom lepsˇ´ı stanovit maxima´ln´ı pocˇet krok˚u metody
nebo pozˇadovanou prˇesnost.
3.1.2 Iteracˇn´ı vztahy
Ma´me na´sleduj´ıc´ı soustavu linea´rn´ıch rovnic zapsanou v obecne´m tvaru.
a11x1 + a12x2 + · · ·+ a1nxn = b1 (3.1)
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
an1x1 + an2x2 + · · ·+ annxn = bn
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Nyn´ı postupujeme tak, zˇe z prvn´ı rovnice vyja´drˇ´ıme x1, z druhe´ rovnice x2, azˇ z n-te´ rovnice
vyja´drˇ´ıme xn. Vztahy (3.2) nazy´va´me iteracˇn´ı vztahy.
x1 =
1
a11
(b1 − a12x2 − a13x3 − . . .− a1nxn) (3.2)
x2 =
1
a22
(b2 − a21x1 − a23x3 − . . .− a2nxn)
...
xn =
1
ann
(bn − an1x1 − an2x2 − . . .− ann−1xn−1)
3.1.3 Volba pocˇa´tecˇn´ı apoximace
Vol´ıme libovolnou pocˇa´tecˇn´ı aproximaci x0 = (x01, x
0
2, . . . x
0
n)
T . Zvolene´ hodnoty pocˇa´tecˇn´ı
aproximace dosad´ıme do prave´ strany rovnice (3.2). T´ımto zp˚usobem dostaneme novou
aproximaci rˇesˇen´ı x1 = (x11, x
1
2, . . . x
1
n)
T . Z´ıskane´ hodnoty opeˇt dosad´ıme do prave´ strany
rovnice 3.2, atd. Pro na´zornost uvedeme prˇ´ıklad 3.1.
Prˇ´ıklad 3.1. Pomoc´ı Jacobiho metody vyrˇesˇte na´sleduj´ıc´ı soustavu rovnic. Prˇedpokla´dejte
prˇesnost ε=0,01.
10x1 − 2x2 + 3x3 = 20
4x1 − 8x1 + x3 = 25
x1 + 4x2 + 16x3 = 30
Nejprve oveˇrˇ´ıme konvergenci metody. Matice soustavy je
A =
 10 −2 3 204 −8 1 25
1 4 16 30
 .
Zkus´ıme oveˇrˇit, zda je matice ostrˇe rˇa´dkoveˇ diagona´lneˇ dominantn´ı.
|10| > | − 2|+ |3|
| − 8| > |4|+ |1|
|16| > |1|+ |4|
Podmı´nka konvergence je tedy splneˇna. Dalˇs´ım krokem je tvorba iteracˇn´ıch vztah˚u.
x
(r+1)
1 =
1
10
(20 + 2x
(r)
2 − 3x(r)3 )
x
(r+1)
2 =
−
1
8(25− 4x(r)1 − x(r)3 )
x
(r+1)
3 =
1
16
(30 + x
(r)
1 − 4x(r)2 )
Zvol´ıme pocˇa´tecˇn´ı aprosimaci x = (0, 0, 0)T . Aproximace rˇesˇen´ı budeme zapisovat pro
prˇehlednost do tabulky 3.1.
Prˇenost je stanovena na 0,01 a vy´pocˇet mu˚zˇeme po sedmi iterac´ıch ukoncˇit, protozˇe
|x71 − x61| < 0, 01 ,
|x72 − x62| < 0, 01 ,
|x73 − x63| < 0, 01.
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Tabulka 3.1: Aproximace rˇesˇen´ı pomoc´ı Jacobiho metody
r xr1 x
r
2 x
r
3
0 0 0 0
1 2 -3,125 1,875
2 0,8125 -1,8906 2,5313
3 0,8625 -2,4023 2,2969
4 0,8305 -2,4066 2,4217
5 0,7922 -2,4070 2,4247
6 0,7912 -2,4258 2,4277
7 0,7867 -2,4263 2,4320

Vsˇimneˇme si, zˇe za´lezˇ´ı na porˇad´ı rovnic. Kdybychom naprˇ´ıklad prohodili druhou a trˇet´ı
rovnici, podmı´nka konvergence metody by jizˇ nebyla splneˇna.
Prˇ´ıklad 3.2. Pomoc´ı Jacobiho metody vyrˇesˇte na´sleduj´ıc´ı soustavu rovnic. Prˇedpokla´dejte
prˇesnost ε=0,01.
10x1 − 2x2 + 3x3 = 20
x1 + 4x2 + 16x3 = 30
4x1 − 8x1 + x3 = 25
Nejdrˇ´ıve oveˇrˇ´ıme konvergenci metody. Matice soustavy je
A =
 10 −2 3 201 4 16 30
4 −8 1 25
 .
Zkus´ıme oveˇrˇit, zda je matice soustavy ostrˇe rˇa´dkoveˇ diagona´lneˇ dominantn´ı.
|10| > | − 2|+ |3|
|4| < |1|+ |16|
|1| < |4|+ | − 8|
Podmı´nka konvergence nen´ı splneˇna. Nen´ı tedy zarucˇeno, zˇe Jacobiho metoda bude kon-
vergovat.

3.1.4 Pocˇty operac´ı u oveˇrˇova´n´ı konvergence metody
Zacˇneme pocˇty operac´ı, ktere´ je potrˇeba prove´st jesˇteˇ prˇed zapocˇet´ım vy´pocˇtu. Jedna´ se
o fa´zi, kdy zjiˇst’ujeme podmı´nky konvergence. Vypocˇteme pocˇty operac´ı, ktere´ je nutne´
prove´st prˇi oveˇrˇova´n´ı, zda je matice soustavy ostrˇe diagona´lneˇ dominantn´ı.
Pro matici 3× 3
A =
 10 −2 3 204 −8 1 25
1 4 16 30

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|10| > | − 2|+ |3| ,
| − 8| > |4|+ |1| ,
|16| > |1|+ |4| .
Byly tedy potrˇeba 3 operace porovna´n´ı a 3 operace soucˇtu
Pro matici 4× 4
A =

10 −2 3 2 20
4 −8 1 1 25
1 4 16 3 30
2 7 3 20 45

|10| > | − 2|+ |3|+ |2| ,
| − 8| > |4|+ |1|+ |1| ,
|16| > |1|+ |4|+ |3| ,
|20| > |2|+ |7|+ |3| .
Zde je zapotrˇeb´ı prove´st 4 operace porovna´n´ı a 8 operac´ı soucˇt˚u.
Pro matici 5× 5
A =

10 −2 3 2 1 20
4 −8 1 1 2 25
1 4 16 3 5 30
2 7 3 20 4 45
3 2 7 5 22 48

|10| > | − 2|+ |3|+ |2|+ |1| ,
| − 8| > |4|+ |1|+ |1|+ |2| ,
|16| > |1|+ |4|+ |3|+ |5| ,
|20| > |2|+ |7|+ |3|+ |4| ,
|22| > |3|+ |2|+ |7|+ |5| .
V prˇ´ıpadeˇ rozmeˇr˚u matice 5× 5 je nutne´ prove´st 5 operac´ı porovna´n´ı a 15 operac´ı soucˇt˚u.
Vid´ıme, zˇe pocˇet operac´ı porovna´n´ı bude vzˇdy pra´veˇ n a to bez ohledu na to, zda oveˇrˇujeme
sloupcovou cˇi rˇa´dkovou diagona´ln´ı dominantnost, protozˇe matice soustavy je vzˇdy cˇtvercova´.
Pocˇet cˇlen˚u na prave´ straneˇ nerovnice je vzˇdy pra´veˇ n − 1, protozˇe diagona´ln´ı cˇlen, se
ktery´m porovna´va´n´ı prova´d´ıme, je na straneˇ leve´. Teˇchto n−1 mimodiagona´ln´ıch cˇlen˚u lze
propojit pomoc´ı n− 2 operac´ı scˇ´ıta´n´ı. Celkoveˇ tedy ma´me n− 2 operac´ı scˇ´ıta´n´ı pro jeden
rˇa´dek matice soustavy. Celkovy´ pocˇet rˇa´dk˚u matice je n. Vy´sledny´ vztah pro pocˇet operac´ı
scˇ´ıta´n´ı je tedy
(n− 2)n . (3.3)
31
3.1.5 Pocˇet operac´ı pro iteracˇn´ı vztahy metody
Iteracˇn´ı vztahy pro soustavu o trˇech nezna´my´ch jsme uvedli v prˇ´ıkladu 3.1. Lze si vsˇimnout,
zˇe potrˇebujeme 6 operac´ı na´soben´ı/deˇlen´ı a 6 operac´ı scˇ´ıta´n´ı/odecˇ´ıta´n´ı.
Iteracˇn´ı vztahy pro soustavu o cˇtyrˇech nezna´my´ch uvedeme na smysˇlene´m prˇ´ıkladu n´ızˇe.
x
(r+1)
1 =
1
10
(20 + 2x
(r)
2 − 3x(r)3 − x(r)4 )
x
(r+1)
2 = −
1
8
(25− 4x(r)1 − x(r)3 + 2x(r)4 )
x
(r+1)
3 =
1
16
(30 + x
(r)
1 − 4x(r)2 − x(r)4 )
x
(r+1)
4 =
1
5
(32 + 3x
(r)
1 − 2x(r)2 − 2x(r)4 )
Bylo potrˇeba 8 operac´ı na´soben´ı/deˇlen´ı a 12 operac´ı scˇ´ıta´n´ı/odecˇ´ıta´n´ı.
Pro vy´pocˇet jedne´ nezna´me promeˇnne´ Jacobiho metodou, cozˇ odpov´ıda´ jedne´ bunˇce
tabulky 3.1, jsou potrˇeba 2 operace na´soben´ı/deˇlen´ı. Celkovy´ pocˇet nezna´my´ch je vzˇdy n.
Proto tedy celkovy´ vztah pro pocˇet operac´ı na´soben´ı/deˇlen´ı potrˇebny´ch na jednu iteraci
Jacobiho metody je 2n.
Tabulka 3.2: Pocˇty operac´ı prˇi oveˇrˇova´n´ı, zda je matice soustavy ostrˇe diagona´lneˇ domi-
nantn´ı
matice (rˇa´dky x sloupce) porovna´n´ı soucˇty
2x2 2 0
3x3 3 3
4x4 4 8
5x5 5 15
6x6 6 24
7x7 7 35
8x8 8 48
9x9 9 63
10x10 10 80
. . . . . . . . .
Pro operace scˇ´ıta´n´ı/odcˇ´ıta´n´ı postupujeme podobneˇ. Pro vy´pocˇet jedne´ nezna´me promeˇnne´
Jacobiho metodou, cozˇ odpov´ıda´ jedne´ bunˇce tabulky 3.1 je potrˇeba (n−1) operac´ı scˇ´ıta´n´ı/od-
cˇ´ıta´n´ı. Celkovy´ pocˇet nezna´my´ch je vzˇdy n. Proto tedy celkovy´ vztah pro pocˇet operac´ı
scˇ´ıta´n´ı/odcˇ´ıta´n´ı potrˇebny´ch na jednu iteraci Jacobiho metody je
(n− 1)n . (3.4)
Celkovy´ pocˇet operac´ı pro vy´pocˇet jedne´ aproximace rˇesˇen´ı (tedy jednoho rˇa´dku tabulky
3.1) zna´zornˇuje vztah (3.5).
2n+ (n− 1)n (3.5)
Tabulky 3.2 a 3.3 plat´ı jak pro Jacobiho metodu, tak i pro Gauss-Seidelovu metodu. V
tabulce 3.3 jsou uvedeny pocˇty operac´ı potrˇebne´ pro z´ıska´n´ı jedne´ aproximace rˇesˇen´ı – tedy
jednoho rˇa´dku tabulky. Pocˇet operac´ı za´vis´ı na prˇesnosti, ktere´ chceme dosa´hnout. Pokud
je stanoven prˇ´ımo pocˇet krok˚u metody, potom stacˇ´ı hodnoty pro dany´ rozmeˇr soustavy v
tabulce 3.3 vyna´sobit pocˇtem krok˚u.
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Tabulka 3.3: Pocˇty operac´ı pro Jacobiho a Gauss-Seidelovu metodu
matice (rˇa´dky x sloupce) soucˇiny/pod´ıly soucˇty/rozd´ıly
2x2 4 2
3x3 6 6
4x4 8 12
5x5 10 20
6x6 12 30
7x7 14 42
8x8 16 56
9x9 18 72
10x10 20 90
. . . . . . . . .
3.2 Gauss-Seidelova metoda
Gauss-Seidelova metoda je zalozˇena na stejne´m principu jako metoda Jacobiho. Odliˇsnost
je v tom, zˇe k vy´pocˇtu dalˇs´ı aproximace rˇesˇen´ı pouzˇ´ıva´ vzˇdy nejnoveˇjˇs´ı dostupne´ hodnoty
x1, x2, . . . , xn, ktere´ jsou k dispozici. Cˇlen x
(r+1)
1 vypocˇteme stejneˇ jako u Jacobiho metody,
prˇi vy´pocˇtu x
(r+1)
2 ale ihned vyuzˇ´ıva´me pra´veˇ vypocˇtene´ho x
(r+1)
1 , prˇi vy´pocˇtu x
(r+1)
3
vyuzˇ´ıva´me nove´ hodnoty x
(r+1)
1 i x
(r+1)
2 , atd.
3.2.1 Oveˇrˇen´ı konvergence
• Je-li matice soustavy ostrˇe rˇa´dkoveˇ nebo sloupcoveˇ diagona´lneˇ dominantn´ı, Gauss-
Seidelova metoda konverguje.
• Je-li matice soustavy ve tvaru Ax = b pozitivneˇ definitn´ı, Gauss-Seidelova metoda
konverguje.
Pozitivn´ı definitnost matice lze zjistit dveˇma zp˚usoby:
1. Sylvestrovo krite´rium,
2. vlastn´ı cˇ´ısla.
Sylvestrovo krite´rium
Je-li matice soustavy ve tvaru Ax = b pozitivneˇ definitn´ı, Gauss-Seidelova metoda konver-
guje. Necht’
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
. . .
...
...
an1 an2 . . . ann

je symetricka´ matice. Pak A je pozitivneˇ definitn´ı pra´veˇ tehdy, kdyzˇ
∣∣ a11 ∣∣ > 0, ∣∣∣∣ a11 a12a21 a22
∣∣∣∣ > 0,
∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣ > 0, . . . ,
∣∣∣∣∣∣∣∣∣
a11 . . . a1n
a21 . . . a2n
...
...
. . .
an1 . . . ann
∣∣∣∣∣∣∣∣∣ > 0 .
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Tedy matice je pozitivneˇ definitn´ı, jsou-li vsˇechny hlavn´ı subdetetminanty kladne´. Hlavn´ımi
subdeterminanty rozumı´me determinanty submatic 1×1, 2×2,. . . , n×n vysˇetrˇovane´ matice
A.
Prˇ´ıklad 3.3. Oveˇrˇte, zda je dana´ matice pozitivneˇ definitn´ı.
A =
 3 2 16 5 4
3 1 2

Subdeterminant 1× 1 je ∣∣ 3 ∣∣ = 3 > 0 ,
subdeterminant 2× 2 je ∣∣∣∣ 3 26 5
∣∣∣∣ = 3 > 0 ,
subdeterminant 3× 3 je ∣∣∣∣∣∣
3 2 1
6 5 4
3 1 2
∣∣∣∣∣∣ = 9 > 0 .
Matice je tedy pozitivneˇ definitn´ı. Je patrne´, zˇe mus´ıme vzˇdy vytva´rˇet pra´veˇ n determinant˚u
a vycˇ´ıslit je. Vztahy pro urcˇen´ı pocˇtu operac´ı lze vycˇ´ıst z podkapitoly 2.1.
Vlastn´ı cˇ´ısla
Cˇtvercova´ matice A je pozitivneˇ definitn´ı pra´veˇ tehdy, kdyzˇ vsˇechna jej´ı vlastn´ı cˇ´ısla jsou
kladna´. Vlastn´ı cˇ´ısla z´ıska´me z vy´pocˇtu korˇen˚u charakteristicke´ rovnice. Tuto rovnici se-
stav´ıme tak, zˇe determinant matice A vyna´sob´ıme s jednotkovou matic´ı E s konstantou
λ.
|A− λ · E| (3.6)
Tento vy´raz polozˇ´ıme roven nule a dosta´va´me
|A− λ · E| = 0 . (3.7)
Pokud pro korˇeny charakteristicke´ rovnice plat´ı podmı´nka
Re(λ) > 0 (3.8)
potom je matice A pozitivneˇ definitn´ı.
Prˇ´ıklad 3.4. Najdeˇte korˇeny charakteristicke´ rovnice. Je da´na na´sledjuj´ıc´ı matice.
A =
(
1 2
0 4
)
Uprav´ıme ji dle vztahu 3.7 a dostaneme∣∣∣∣ 1− λ 20 4− λ
∣∣∣∣ = 0 .
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Vycˇ´ısl´ıme determinant
(1− λ) · (4− λ)− 2 · 0 .
Dostaneme charakteristickou rovnici
λ2 − 5λ+ 4 = 0 .
Pomoc´ı vzorce pro vy´pocˇet kvadraticke´ rovnice z´ıska´va´me korˇeny charakteristicke´ rovnice.
λ1,2 =
5±√25− 4 · 1 · 4
2
λ1 = 4, λ2 = 1
Oba korˇeny charakteristicke´ rovnice jsou kladne´, a tedy dana´ matice je pozitivneˇ definitn´ı.

3.2.2 Iteracˇn´ı vztahy
Iteracˇn´ı vztahy maj´ı stejny´ tvar jako u Jacobiho metody.
x1 =
1
a11
(b1 − a12x2 − a13x3 − . . .− a1nxn)
x2 =
1
a22
(b2 − a21x1 − a23x3 − . . .− a2nxn)
...
xn =
1
ann
(bn − an1x1 − an2x2 − . . .− ann−1xn−1)
Pocˇet operac´ı pro iteracˇn´ı vztahy je totozˇny´ se vztahy pro Jacobiho metodu, jak bylo
uvedeno v podkapitole 3.1.5.
3.2.3 Volba pocˇa´tecˇn´ı aproximace
Opeˇt vycha´z´ıme ze vztah˚u v kapitole 3.1. Postup vy´pocˇtu je naprosto totozˇny´ s princi-
pem uvedeny´m u Jacobiho metody, rozd´ıl spocˇ´ıva´ v rychlosti konvergence metod. Gauss-
Seidelova metoda konverguje rychleji. Na za´veˇr uvedeme prˇ´ıklad 3.5 na vy´pocˇet pomoc´ı
Gauss-Seidelovy metody.
Prˇ´ıklad 3.5. Pomoc´ı Gauss-Seidelovy metody vyrˇesˇte na´sleduj´ıc´ı soustavu rovnic. Prˇedpokla´-
dejte prˇesnost ε=0,01.
10x1 − 2x2 + 3x3 = 20
4x1 − 8x1 + x3 = 25
x1 + 4x2 + 16x3 = 30
Zada´n´ı prˇ´ıkladu je stejne´ jako u prˇ´ıkladu 3.1 na Jacobiho metodu, aby bylo mozˇne´
prove´st srovna´n´ı obou metod. Uvedeme tedy pouze tabulku 3.4.
Prˇesnost je stanovena na 0,01 a vy´pocˇet nyn´ı mu˚zˇeme po sˇesti iterac´ıch ukoncˇit, protozˇe
|x61 − x51| < 0, 01 ,
|x62 − x52| < 0, 01 ,
|x63 − x53| < 0, 01 .

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Tabulka 3.4: Aproximace rˇesˇen´ı pomoc´ı Gauss-Seidelovy metody
r xr1 x
r
2 x
r
3
0 0 0 0
1 2 2,125 1,2188
2 2,0597 -1,9428 2,2320
3 0,9418 -2,3751 2,4099
4 0,8020 -2,4228 2,4306
5 0,7863 -2,4280 2,4329
6 0,7845 -2,4286 2,4331
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Kapitola 4
Diferencia´ln´ı rovnice
Deferencia´ln´ı rovnice (da´le DR) je rovnice, kde nezna´mou je funkce a rovnice obsahuje i
derivaci te´to funkce. Na zacˇa´tek uva´d´ıme definici 4.1. Podrobneˇjˇs´ı informace jsou uvedeny
v [6, 4, 14, 11].
Definice 4.1. Rovnice ve tvaru F (yn, yn−1, . . . , y′, y, x) = 0 se nazy´va´ diferencia´ln´ı rov-
nice n-te´ho rˇa´du pro funkci y = y(t). Specia´lneˇ je
F (y′, y, t) = 0 nebo y′ = f(t, y)
diferencia´ln´ı rovnic´ı prvn´ıho rˇa´du. Rˇa´d diferencia´ln´ı rovnice je rˇa´d nejvysˇsˇ´ı promeˇnne´
hledane´ funkce y(x).
Rovnice, ktere´ jsme uvedli v definici 4.1, se nazy´vaj´ı obycˇejne´ diferencia´ln´ı rovnice.
Diferencia´ln´ı rovnice mu˚zˇeme rozdeˇlit podle derivac´ı na´sledovneˇ:
• obycˇejne´ DR – obsahuj´ı derivace hledane´ funkce podle jedne´ promeˇnne´,
• parcia´ln´ı DR – obsahuj´ı derivace hledane´ funkce podle v´ıce promeˇnny´ch.
Abychom z´ıskali jednoznacˇne´ rˇesˇen´ı soustavy je nutne´ specifikovat pro kazˇdou rovnici pocˇa´tecˇn´ı
podmı´nku.
Definice 4.2. Necht’ x0, y0 ∈ R. U´loha naj´ıt rˇesˇen´ı DR, ktere´ splnˇuje tzv. pocˇa´tecˇn´ı
podmı´nku
y(x0) = y0,
se nazy´va´ pocˇa´tecˇn´ı u´loha. Jej´ım rˇesˇen´ım je funkce, ktera´ splnˇuje pocˇa´tecˇn´ı podmı´nku a je
na neˇjake´m otevrˇene´m intervalu, obsahuj´ıc´ım bod x0, rˇesˇen´ım DR.
4.1 Metody rˇesˇen´ı diferencia´ln´ıch rovnic
Diferencia´ln´ı rovnice lze rˇesˇit:
• analyticky,
• numericky.
V prˇ´ıpadeˇ analyticke´ho rˇesˇen´ı prova´d´ıme integraci podle prave´ strany rovnice. Analyticke´
rˇesˇen´ı je ovsˇem cˇasto prˇ´ıliˇs vy´pocˇetneˇ na´rocˇne´ nebo nen´ı mozˇne´.
Pomoc´ı numericke´ho rˇesˇen´ı z´ıska´va´me prˇiblizˇne´ rˇesˇen´ı. Metod pro numericke´ rˇesˇen´ı
diferencia´ln´ıch rovnic je neˇkolik.
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Metody lze rozdeˇlit na
• jednokrokove´,
• v´ıcekrokove´.
Jednokrokove´ metody vyuzˇ´ıvaj´ı pro vy´pocˇet informace pouze z jedine´ho prˇedchoz´ıho kroku.
Nejjednodusˇ´ı metodou tohoto typu je Eulerova metoda (jedna´ se o numerickou metodu
prvn´ıho rˇa´du). Dalˇs´ı metoda je Runge-Kutta rˇa´du 4. Jej´ı vy´pocˇet je sice na´rocˇny´, ale je
vyva´zˇen vysˇsˇ´ı prˇesnost´ı d´ıky vysˇsˇ´ımu rˇa´du metody.
U v´ıcekrokovy´ch metod vyuzˇ´ıva´me pro vy´pocˇet informace z neˇkolika prˇedchoz´ıch krok˚u.
Mezi v´ıcekrokove´ metody patrˇ´ı naprˇ´ıklad Adams-Bashforthovy metody, Adams-Moultonovy
metody a metoda prediktor-korektor.
4.2 Prˇevod SLAR na SDR
Soustavu linea´rn´ıch algebraicky´ch rovnic (SLAR) lze rˇesˇit pomoc´ı prˇevodu na soustavu dife-
rencia´ln´ıch rovnic (SDR). Podrobneˇjˇs´ı informace nalezneme v [12]. Du˚vod, procˇ je vy´hodne´
rˇesˇit SLAR pomoc SDR je ten, zˇe nalezene´ rˇesˇen´ı je potom vzˇdy stabiln´ı. Stabilitu mu˚zˇeme
zjistit pomoc´ı vlastn´ıch cˇ´ısel. Abychom z´ıskali vlastn´ı cˇ´ısla, je potrˇeba sestavit charakteris-
tickou rovnici (4.1). Tu z´ıska´me tak, zˇe determinant soustavy A vyna´sob´ıme s jednotkovou
matic´ı E s konstantou λ, polozˇ´ıme roven nule a na´sledneˇ vyrˇesˇ´ıme. Korˇeny charakteristicke´
rovnice nazy´va´me vlastn´ı cˇ´ısla.
|A− λ · E| = 0 (4.1)
Soustavu diferencia´ln´ıch rovnic lze zapsat v exponenica´ln´ım tvaru eλt. Tento vy´raz lze
rozepsat jako e(Re(λ)+iIm(λ))t = C + eRe(λ)t · eIm(λ)t. Absolutn´ı hodnota cˇlenu |eIm(λ)t| = 1,
tento cˇlen odpov´ıda´ popisu kruzˇnice, nebude na´s tedy da´le zaj´ımat. Zameˇrˇ´ıme se na rea´lnou
cˇa´st vy´razu, tedy na eRe(λ)t. Pokud za promeˇnnou λ dosad´ıme cˇ´ıslo, ktere´ je veˇtsˇ´ı nezˇ nula,
potom dostaneme rostouc´ı exponencia´ln´ı funkci. Na zacˇa´tku jsme uvedli, zˇe rˇesˇen´ı soustavy
diferencia´ln´ıch rovnic lze vyja´drˇit pra´veˇ pomoc´ı te´to exponencia´ln´ı funkce. V tomto prˇ´ıpadeˇ
ovsˇem bude rˇesˇen´ı nestabiln´ı, protozˇe funkce je rostouc´ı.
Aby byla soustava diferencia´ln´ıch rovnic stabiln´ı, mus´ı pro korˇeny charakteristicke´ rov-
nice plat´ı podmı´nka (4.2), potom je zarucˇeno, zˇe dostaneme rˇesˇen´ı SLAR v usta´lene´m stavu.
Re(λ) < 0 (4.2)
S prˇihle´dnut´ım k podmı´nce (4.2) ma´ potom soustava diferencia´ln´ıch rovnic tvar e−λt = 1
eλt
.
V tomto prˇ´ıpadeˇ je exponencia´ln´ı funkce klesaj´ıc´ı, tedy rˇesˇen´ı soustavy diferencia´ln´ıch rovnic
je stabiln´ı. Z vy´sˇe uvedene´ho plyne, zˇe je potrˇeba tedy zajistit, aby matice soustavy byla
negativneˇ definitn´ı.
V prˇ´ıkladu 3.4 jsme mohli videˇt situaci, kdy oba korˇeny charakteristicke´ rovnice byly
kladne´. Nyn´ı si uka´zˇeme prˇ´ıklad 4.1, kde tomu tak nen´ı.
Prˇ´ıklad 4.1.
A =
(
1 2
0 −4
)
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Matici uprav´ıme podle vy´sˇe zmı´neˇne´ho vztahu 4.1.∣∣∣∣ 1− λ 20 −4− λ
∣∣∣∣ = 0
Vycˇ´ısl´ıme determinant.
(1− λ) · (−4− λ)− 2 · 0
Dostaneme charakteristickou rovnici.
λ2 + 3λ− 4 = 0
Pomoc´ı vzorce pro vy´pocˇet kvadraticke´ rovnice z´ıska´me korˇeny charakteristicke´ rovnice.
λ1,2 =
−3±√9− 4 · 1 · (−4)
2
λ1 = −4, λ2 = 1

Korˇen charakteristicke´ rovnice λ2 je kladny´. Nen´ı tedy splneˇna podmı´nka (4.2) a dana´
soustava rovnic nebude stabiln´ı.
Nyn´ı si uka´zˇeme, jak zarucˇit, aby byla vzˇdy splneˇna podmı´nka (4.2), a tedy aby byla
libovolna´ soustava vzˇdy stabiln´ı. Mozˇne´ rˇesˇen´ı nab´ız´ı vyuzˇit´ı transponovane´ matice. Pro
jistotu prˇipomeneme definici transponovane´ matice.
Definice 4.3. Necht’ A = (aij) je matice typu m× n. Pak matice AT = (aTij) typu n×m,
kde
aTji = aij
pro i ∈ {1, 2, . . . ,m} a i ∈ {1, 2, . . . , n} se nazy´va´ transponovana´ matice k matici A. Trans-
ponovanou matici z´ıska´me z p˚uvodn´ı matice za´meˇnou rˇa´dk˚u za sloupce.
Algoritmus pro prˇevod SLAR na SDR se nazy´va´ transformacˇn´ı algoritmus a sesta´va´ z
na´sleduj´ıc´ıch krok˚u.
Algoritmus 4.1. 1. Pro SLAR vytvorˇ´ıme matici soustavy A a vektor pravy´ch stran ~b.
2. Matici soustavy A vyna´sob´ıme zleva za´pornou transponovanou matic´ı AT .
3. Podle vztahu 4.3 z´ıska´me SDR.
−AT ·A · x+AT ·~b = x′ (4.3)
Prˇedpokla´da´me, zˇe matice A je regula´rn´ı. Matice A · AT je za kazˇdy´ch okolnost´ı pozitivneˇ
definitn´ı. Take´ plat´ı na´sleduj´ıc´ı charakteristicka´ rovnice (4.4).
| −AT ·A− λ · E| = 0 (4.4)
Korˇeny te´to charakteristicke´ rovnice jsou vzˇdy za´porne´ a dosta´va´me tedy vzˇdy stabiln´ı
rˇesˇen´ı soustavy. Poznamenejme, zˇe transformac´ı (4.4) docha´z´ı ke zvy´sˇen´ı tuhosti syste´mu.
O tuhy´ch syste´mech pojedna´va´ podkapitola 4.4. Nyn´ı zkus´ıme pomoc´ı algoritmu 4.1 upravit
prˇ´ıklad 4.1 tak, abychom z´ıskali stabiln´ı rˇesˇen´ı.
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Prˇ´ıklad 4.2. Matice soustavy je
A =
(
1 2
0 −4
)
.
Sestav´ıme charakteristickou rovnici k p˚uvodn´ı matici A.
A =
∣∣∣∣ 1− λ 20 −4− λ
∣∣∣∣ = 0
Po vycˇ´ıslen´ı determinantu detA dosta´va´me na´sleduj´ıc´ı kvadratickou rovnici.
λ2 + 3λ− 4 = 0
Korˇeny charakteristicke´ rovnice jsou
λ1 = 1, λ2 = −0, 25 .
Sestav´ıme za´pornou transponovanou matici k matici A.
AT =
( −1 0
−2 4
)
Soucˇin matic −AT ·A je uveden n´ıˇze.(
1 2
0 −4
)
·
( −1 0
−2 4
)
=
( −5 8
8 −16
)
Sestav´ıme charakteristickou rovnici.∣∣∣∣ −5− λ 88 −16− λ
∣∣∣∣ = 0
Po vycˇ´ıslen´ı determinantu detA dosta´va´me na´sleduj´ıc´ı kvadratickou rovnici.
λ2 + 21λ+ 16 = 0
Korˇeny charakteristicke´ rovnice jsou
λ1 = −20, 2083, λ2 = −0, 7918 .
Oba korˇeny jsou za´porne´, je tedy zarucˇena stabilita rˇesˇen´ı soustavy.

4.3 Za´pis SLAR pomoc´ı SDR v TKSL/C
Program TKSL/C vyzˇaduje pro svou funkcˇnost specia´ln´ı za´pis SDR. Nezapomenˇme take´,
zˇe pro kazˇdou DR je potrˇeba uve´st pocˇa´tecˇn´ı podmı´nku. Pokud ji neuvedeme, program
TKSL/C ji nastav´ı na nulu. Uka´zˇeme si postupneˇ dva mozˇne´ postupy, ktery´mi mu˚zˇeme
prˇeve´st SLAR na SDR. Za´rovenˇ je uvedeny´mi postupy zajiˇsteˇna stabilita rˇesˇen´ı. Vı´ce in-
formac´ı uva´d´ı literatura [12, 9].
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4.3.1 Transformacˇn´ı algoritmus
Tento postup pouzˇijeme v prˇ´ıpadeˇ, zˇe neˇktery´ z korˇen˚u charakteristicke´ rovnice nen´ı za´porny´.
Vy´pocˇet je zalozˇen na vyuzˇit´ı transponovane´ matice, podobneˇ jako jsme mohli videˇt vy´sˇe
v algoritmu 4.1. Na´zvy promeˇnny´ch si samozrˇejmeˇ mu˚zˇeme zvolit i jine´ nezˇ ty, ktere´
pouzˇ´ıva´me n´ızˇe. Meˇjme SLAR v obecne´m tvaru, viz (4.5).
a11x1 + a12x2 + · · ·+ a1nxn = b1 (4.5)
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
an1x1 + an2x2 + · · ·+ annxn = bn
Nyn´ı prave´ strany vsˇech rovnic prˇevedeme na levou stranu. Na pravou stranu dosad´ıme
parametry qi, kde i ∈ 1, . . . , n. Pocˇet rovnic oznacˇuje p´ısmeno n.
a11x1 + a12x2 + · · ·+ a1nxn − b1 = q1 (4.6)
a21x1 + a22x2 + · · ·+ a2nxn − b2 = q2
...
an1x1 + an2x2 + · · ·+ annxn − bn = qn
Za´pisem (4.6) z´ıska´me prvn´ı cˇa´st zdrojove´ho ko´du. Druhou cˇa´st z´ıska´me tak, zˇe z matice
soustavy vytvorˇ´ıme transponovanou matici a nahrad´ıme nezna´me´ parametry na´sleduj´ıc´ım
zp˚usobem.
x1 = q1, x2 = q2, . . . , xn = qn (4.7)
Potom na prave´ strany rovnic dosad´ıme za´porne´ promeˇnne´ v diferencia´ln´ım tvaru a dosta´va´me
jizˇ kompletn´ı podobu za´pisu druhe´ cˇa´sti zdrojove´ho ko´du (4.8).
a11q1 + a12q2 + · · ·+ a1nqn = −x′1 (4.8)
a21q1 + a22q2 + · · ·+ a2nqn = −x′2
...
an1q1 + an2q2 + · · ·+ annqn = −x′3
Konecˇny´ tvar je uveden ve vztahu (4.9). Rovnice jsme prˇevedli z jedne´ strany na druhou a
vyna´sobili cˇ´ıslem -1.
x′1 = −(a11q1 + a12q2 + · · ·+ a1nqn) (4.9)
x′2 = −(a21q1 + a22q2 + · · ·+ a2nqn)
...
x′n = −(an1q1 + an2q2 + · · ·+ annqn))
Pokud bychom si chteˇli nastavit pocˇa´tecˇn´ı podmı´nky na jinou hodnotu, nezˇ na nulu,
vyuzˇijeme za´pis (4.10), ve ktere´m se za znakem & nacha´z´ı pocˇa´tecˇn´ı podmı´nky ppn.
x′1 = −(a11q1 + a12q2 + · · ·+ a1nqn) &pp1 (4.10)
x′2 = −(a21q1 + a22q2 + · · ·+ a2nqn) &pp2
...
x′n = −(an1q1 + an2q2 + · · ·+ annqn)) &ppn
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Uka´zˇeme si konkre´tn´ı prˇ´ıklad. Ve zdrojovy´ch ko´dech pro TKSL/C se jednotlive´ rovnice
oddeˇluj´ı strˇedn´ıkem.
Prˇ´ıklad 4.3. Meˇjme SLAR v na´sleduj´ıc´ım tvaru.
35y1 + 17y2 − 11y3 = 36
17y1 + 11y2 − 9y3 = 12
−11y1 − 9y2 + 9y3 = −2
Vytvorˇ´ıme prvn´ı cˇa´st zdrojove´ho ko´du dle vztahu (4.6).
35y1 + 17y2 − 11y3 − 36 = q1;
17y1 + 11y2 − 9y3 − 12 = q2;
−11y1 − 9y2 + 9y3 + 2 = q3;
Druhou cˇa´st zdrojove´ho ko´du vytvorˇ´ıme podle vztahu (4.8).
y1′ = −(35q1 + 17q2 − 11q3);
y2′ = −(17q1 + 11q2 − 9q3);
y3′ = −(−11q1 − 9q2 + 9q3);

4.3.2 Elementa´rn´ı prˇevod
Druhou metodou prˇevodu SLAR na SDR je elementa´rn´ı prˇevod. Tento postup vyuzˇijeme,
pokud zjist´ıme, zˇe korˇeny charakteristicke´ rovnice jsou za´porne´, a tedy nen´ı jizˇ potrˇeba
prova´deˇt u´pravy pomoc´ı transponovane´ matice, protozˇe je jizˇ splneˇna podmı´nka stability
rˇesˇen´ı 4.2. Pomoc´ı te´to metody mu˚zˇeme tedy SLAR prˇepsat rovnou na SDR. U neˇktery´ch
soustav mu˚zˇe elementa´rn´ı prˇevod take´ slouzˇit k tomu, aby bylo nalezeno stabiln´ı rˇesˇen´ı,
podobneˇ jako tomu bylo u transformacˇn´ıho algoritmu. Meˇjme SLAR v obecne´m tvaru.
a11x1 + a12x2 + · · ·+ a1nxn = b1 (4.11)
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
an1x1 + an2x2 + · · ·+ annxn = bn
Nyn´ı prave´ strany vsˇech rovnic prˇevedeme na levou stranu. Na prave´ straneˇ ponecha´me
nulu.
a11x1 + a12x2 + · · ·+ a1nxn − b1 = 0 (4.12)
a21x1 + a22x2 + · · ·+ a2nxn − b2 = 0
...
an1x1 + an2x2 + · · ·+ annxn − bn = 0
Na pravou stranu umı´st´ıme za´porne´ promeˇnne´ v diferencia´ln´ım tvaru.
a11x1 + a12x2 + · · ·+ a1nxn − b1 = −x′1 (4.13)
a21x1 + a22x2 + · · ·+ a2nxn − b2 = −x′2
...
an1x1 + an2x2 + · · ·+ annxn − bn = −x′3
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Nakonec rovnice prˇevedeme z jedne´ strany na druhou a vyna´sob´ıme cˇ´ıslem −1.
x′1 = −(a11x1 + a12x2 + · · ·+ a1nxn) (4.14)
x′2 = −(a21x1 + a22x2 + · · ·+ a2nxn)
...
x′n = −(an1x1 + an2x2 + · · ·+ annxn)
Uka´zˇeme si nyn´ı, jak pomoc´ı elementa´rn´ıho prˇevodu z´ıskat z nestabiln´ı SDR stabiln´ı SDR.
Danou SDR lze modifikovat pomoc´ı u´prav uvedeny´ch n´ızˇe.
• Neˇkterou z rovnic nebo vsˇechny rovnice na´sob´ıme cˇ´ıslem −1,
• zameˇn´ıme porˇad´ı diferencia´ln´ıch promeˇnny´ch.
Pro kazˇdou upravenou soustavu rovnic potom mus´ıme spocˇ´ıtat jej´ı determinant a zjistit,
jestli je veˇtsˇ´ı nezˇ nula. Pokud ano, pak jsme nalezli stabiln´ı rˇesˇen´ı. Pro lepsˇ´ı pochopen´ı
uvedeme prˇ´ıklady A.7 a A.8, ktere´ nalezneme v prˇ´ıloze A. Vid´ıme, zˇe pocˇet za´pis˚u sou-
stavy rovnic se s nar˚ustaj´ıc´ım pocˇtem rovnic znacˇneˇ zvysˇuje. Proto nyn´ı zkus´ıme odvodit
obecny´ vztah, ktery´ bude urcˇovat, kolika zp˚usoby lze danou soustavu linea´rn´ıch rovnic o n
nezna´my´ch zapsat.
Rozdeˇl´ıme si u´kol na 2 cˇa´sti:
1. pocˇet zp˚usob˚u, jak mu˚zˇeme meˇnit zname´nka rovnic soustavy,
2. pocˇet zp˚usob˚u, jak mu˚zˇeme zameˇnit diferencia´ln´ı promeˇnne´.
Pocˇet zp˚usob˚u za´meˇn zname´nek rovnic soustavy
U soustavy dvou linea´rn´ıch rovnic jsme videˇli, zˇe zname´nka lze zameˇnit 4 zp˚usoby, u sou-
stavy trˇ´ı linea´rn´ıch rovnic lze tote´zˇ ucˇinit 8 zp˚usoby. Bude tedy zrˇejmeˇ platit vztah 2n, kde
n je pocˇet rovnic dane´ soustavy.
Pocˇet zp˚usob˚u za´meˇn diferencia´ln´ıch promeˇnny´ch
Nyn´ı se pod´ıva´me, kolika zp˚usoby mu˚zˇeme zameˇnit porˇad´ı diferencia´ln´ıch promeˇnny´ch na
pravy´ch strana´ch rovnice. Potrˇebujeme vybrat do skupiny pra´veˇ n prvk˚u a r˚uzneˇ zameˇnit
jejich porˇad´ı. Zvol´ıme proto pro vy´pocˇet permutaci.
Definice 4.4. Permutace z n prvk˚u je usporˇa´dana´ ntice z teˇchto prvk˚u. Znamena´ to, zˇe
do skupiny vyb´ıra´me vsˇech n prvk˚u a jejich porˇad´ı zameˇnˇujeme. Pocˇet vsˇech permutac´ı z n
prvk˚u znacˇ´ıme P(n). Pocˇet permutac´ı urcˇ´ıme jako P(n)=n!.
Celkovy´ vztah je uveden n´ızˇe.
2n.P (n) (4.15)
Na za´veˇr uvedeme tabulku 4.1, ktera´ uda´va´, kolika zp˚usoby lze SDR zapsat pomoc´ı ele-
menta´rn´ıho prˇevodu.
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Tabulka 4.1: Pocˇty mozˇny´ch zp˚usob˚u za´pis˚u SDR pomoc´ı elementa´rn´ıho prˇevodu
matice (rˇa´dky x sloupce) Dosazen´ı do vzorce Vy´sledek
2x2 2n.P (2) 8
3x3 3n.P (3) 162
4x4 4n.P (4) 6144
5x5 5n.P (5) 375000
6x6 6n.P (6) 4150656720
. . . . . . . . .
10x10 10n.P (10) 3715891200
4.4 Tuhe´ syste´my
Tuhe´ syste´my se take´ nazy´vaj´ı soustavy se silny´m tlumen´ım nebo anglicky stiff systems.
Pokud jsou vlastn´ı cˇ´ısla soustavy rˇa´doveˇ rozd´ılna´, potom docha´z´ı k situaci, kdy do celkove´ho
rˇesˇen´ı na urcˇite´m intervalu neˇktere´ z vlastn´ıch cˇ´ısel prˇisp´ıva´ svou slozˇkou zcela minima´lneˇ.
Potom je mozˇne´ tuto slozˇku zanedbat. Avsˇak toto vlastn´ı cˇ´ıslo nut´ı k tomu, abychom zvolili
integracˇn´ı krok h maly´. Tato volba zaprˇ´ıcˇin´ı, zˇe vy´pocˇet je neefektivn´ı a rˇesˇen´ı konverguje
velmi pomalu. Vı´ce je problematika rozvedena v [15, 1, 6].
K detekci tuhy´ch syste´mu˚ mu˚zˇeme vyuzˇ´ıt vlast´ı cˇ´ısla soustavy. Pokud plat´ı vztah
|Reλmax|  |Reλmin| (4.16)
potom SLAR je tuhy´m syste´mem. Cˇ´ım mensˇ´ı je Reλmin, t´ım rˇesˇen´ı konverguje pomaleji a
t´ım delˇs´ı cˇasovy´ interval k vyrˇesˇen´ı soustavy potrˇebujeme. Uvedeme vzorec (4.17), pomoc´ı
neˇhozˇ mu˚zˇeme zjistit koeficinent tuhosti s. Neˇkdy by´va´ take´ nazy´va´n jako stiff koeficient.
s =
|Re(λmax)|
|Re(λmin)| (4.17)
Plat´ı, zˇe cˇ´ım veˇtsˇ´ı je tento koeficient, t´ım je syste´m v´ıce tuhy´. Vra´t´ıme se k prˇ´ıkladu 4.2 a
vypocˇ´ıta´me koeficienty tuhosti.
Prˇ´ıklad 4.4. Vy´pocˇteˇte koeficienty tuhosti pro prˇ´ıklad 4.2. Pro vy´pocˇet pouzˇijeme vztah
(4.17). Nejprve vypocˇ´ıta´me koeficient tuhosti pro p˚uvodn´ı matici soustavy A.
s =
1
0, 25
= 4
Nyn´ı vypocˇ´ıta´me koeficient tuhosti pro transponovanou matici soustavy.
s =
20, 2083
0, 7918
= 25, 5220

Koeficient tuhosti p˚uvodn´ı matice soustavy (s = 4) je mensˇ´ı nezˇ koeficient tuhosti transpo-
novane´ matice (s = 25, 5220). Zde je tedy uka´za´no, zˇe na´soben´ım p˚uvodn´ı soustavy rovnic
transponovanou matic´ı se zvysˇuje tuhost syste´mu.
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Kapitola 5
Dosazˇene´ vy´sledky
5.1 Srovna´n´ı programu˚ TKSL/C, Matlab a Maple
V te´to podkapitole se zameˇrˇ´ıme, jak lze rˇesˇit SLAR pomoc´ı programu˚ TKSL/C, Matlab a
Maple. Informace byly cˇerpa´ny z [9, 8, 7].
5.1.1 Program TKSL/C
Program TKSL/C vznikl na Fakulteˇ informacˇn´ıch technologi´ı v Brneˇ. Je napsa´n v jazyce
C++ a k rˇesˇen´ı vyuzˇ´ıva´ metodu Taylorova typu. Program TKSL/C rˇesˇ´ı SLAR prˇevodem na
SDR. Program se ovla´da´ z prˇ´ıkazove´ rˇa´dky. Chova´n´ı programu lze ovlivnit rˇadou parametr˚u
uvedeny´ch v tabulce 5.1.
Tabulka 5.1: Parametry programu TKSL/C
Parametr Vy´znam parametru
-h vytiskne na´poveˇdu
-V verze programu
-s velikost kroku (implicitneˇ 0,1)
-t horn´ı mez vy´pocˇtu (implicitneˇ 1)
-W sˇ´ıˇrka cˇ´ısel v bitech (implicitneˇ 80)
-O maxima´ln´ı rˇa´d (implicitneˇ 50)
-A prˇesnost (implicitneˇ 1e-15)
-Z pocˇet nulovy´ch hodnot pro detekci konce kroku (implicitneˇ 4)
-w forma´t vy´stupu – sˇ´ıˇrka cˇ´ısel (implicitneˇ 16)
-p forma´t vy´stupu – pocˇet desetinny´ch cˇ´ısel (implicitneˇ 10)
-f forma´t vy´stupu – definice promeˇnny´ch, pro ktere´ zobrazujeme vy´pocˇty
-x forma´t vy´stupu – XML forma´t
-n text pro nedefinovaou hodnotu (implicitneˇ ”n/a”)
-c kontroluje sˇpatnou konvergenci (implicitneˇ 0)
-i zvy´sˇen´ı kroku o zadanou hodnotu
-I horn´ı hranice zvysˇova´n´ı kroku (implicitneˇ 0,5)
Soustavu diferencia´ln´ıch rovnice lze do programu TKSL/C zadat bud’ z textove´ho sou-
boru nebo manua´lneˇ prˇes prˇ´ıkazovou rˇa´dku.
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Prˇ´ıklad 5.1. Meˇjme soustavu linea´rn´ıch algebraicky´ch rovnic.
6x1 + 5x2 + 4x3 = 3
5x1 + 4x2 + 3x3 = 2
4x1 + 3x2 + 2x3 = 1
Pomoc´ı vztah˚u pro transformacˇn´ı algoritmus (4.6) a (4.8) ji prˇevedeme na soustavu dife-
rencia´ln´ıch rovnic. Dosta´va´me za´pis, ktery´ je jizˇ prˇipraven pro program TKSL/C. Pocˇa´tecˇn´ı
podmı´nky jsou nulove´, proto by zde nemusely by´t uvedeny. Pro prˇehlednost je ale radeˇji
uvedeme.
q1 = +6 ∗ x1 + 5 ∗ x2 + 4 ∗ x3− 3;
q2 = +5 ∗ x1 + 4 ∗ x2 + 3 ∗ x3− 2;
q3 = +4 ∗ x1 + 3 ∗ x2 + 2 ∗ x3− 1;
x1′ = −(+6 ∗ q1 + 5 ∗ q2 + 4 ∗ q3) &0;
x2′ = −(+5 ∗ q1 + 4 ∗ q2 + 3 ∗ q3) &0;
x3′ = −(+4 ∗ q1 + 3 ∗ q2 + 2 ∗ q3) &0;

Vy´stup programu TKSL/C je zna´zorneˇn na obra´zku 5.1. Jednotlive´ sloupce odpov´ıdaj´ı po
rˇadeˇ promeˇnny´m: t, q1, . . . , qn, x1, . . . , xn, #.
Obra´zek 5.1: Program TKSL/C – uka´zka vy´stupu programu
5.1.2 Program Matlab
Program Matlab je integrovane´ prostrˇed´ı pro veˇdeckotechnicke´ vy´pocˇty, modelova´n´ı, na´vrhy
algoritmu˚, simulace, atp. V programu Matlab lze k rˇesˇen´ı soustav linea´rn´ıch algebraicky´ch
rovnic vyuzˇ´ıt funkce linsolve a mldivide. Postupneˇ si vysveˇtl´ıme, jak se obeˇ tyto funkce
pouzˇ´ıvaj´ı.
Funkce linsolve
Funkce linsolve ma´ dva povinne´ parametry a jeden nepovinny´. Mezi povinne´ parametry
patrˇ´ı matice soustavy a vektor pravy´ch stran. Trˇet´ım a nepovinny´m parametrem je potom
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na´zev metody, pomoc´ı ktere´ si prˇejeme soustavu rˇesˇit. Mu˚zˇeme vyb´ıtaz z metod, ktere´ jsou
uvedeny v tabulce 5.2.
Tabulka 5.2: Metody rˇesˇen´ı SLAR pro funkci linsolve
Na´zev parametru Vy´znam parametru
LT Doln´ı troju´heln´ıkova´ matice
UT Horn´ı troju´heln´ıkova´ matice
UHESS Horn´ı Hessenbergova matice
SYM Rea´lna´ symetricka´ nebo komplexn´ı Hermitovska´ matice
POSDEFF Pozitivneˇ definitn´ı matice
RECT Obecna´ cˇtvercova´ matice
TRANSA Transponovana´ matice
Prˇedpokla´dejme, zˇe v promeˇnne´ A ma´me matici soustavy a v promeˇnne´ x ma´me vektor
pravy´ch stran. Pokud chceme naprˇ´ıklad nastavit, aby se soustava rovnic rˇesˇila pomoc´ı horn´ı
troju´heln´ıkove´ matice, mus´ıme ve strukturˇe opts nastavit polozˇku LT na hodnotu true.
Poznamenejme, zˇe do vesˇkery´ch polozˇek struktury opts lze ukla´dat pouze logicke´ hodnoty,
tedy true nebo false. Defaultneˇ jsou vsˇechny polozˇky struktury nastaveny na hodnotu false.
Implicitn´ı metoda rˇesˇen´ı soustavy rovnic je LU rozklad.
Na´sleduj´ıc´ı tabulka ukazujem jak lze kombinovat jednotlive´ metody mezi sebou. Hod-
nota true je oznacˇena jako T, hodnota false jako F.
Tabulka 5.3: Mozˇne´ kombinace parametr˚u uda´vaj´ıc´ı typ metody pro funkci linsolve
LT UT UHESS SYM POSTDEFF RECT TRANSA
T F F F F T/F T/F
F T F F F T/F T/F
F F T F F F T/F
F F F T T/F F T/F
F F F F F T/F T/F
Nyn´ı uvedeme prˇ´ıklad 5.2, ze ktere´ho budeme i nada´le vycha´zet.
Prˇ´ıklad 5.2. Prˇ´ıklad pouzˇit´ı funkce linsolve. Definujeme matici A, vektor pravy´ch stran
b a zvol´ıme metodu rˇesˇen´ı naprˇ´ıklad pomoc´ı horn´ı troju´heln´ıkove´ matice.
A = [1 2 3; 2 3 5; 5 6 2];
b = [4; 7; 1];
opts.UT=true;
linsolve(A,b,opts)

Funkce linsolve ma´ nevy´hodu v tom, zˇe na´s nijak neupozorn´ı, pokud zvol´ıme metodu
nevhodnou k rˇesˇen´ı dane´ soustavy rovnic. Funkce vra´t´ı vy´sledky, ktere´ ovsˇem nemus´ı by´t
spra´vne´.
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Funkce mldivide
Funkce mldivide ma´ dva povinne´ parametry – matici soustavy a vektor pravy´ch stran. Na
rozd´ıl od funkce linsolve si nemu˚zˇeme zvolit metodu, kterou se bude soustava rovnic rˇesˇit.
Funkce mldivide totizˇ provede sadu r˚uzny´ch test˚u a na jejich za´kladeˇ vyhodnot´ı, ktera´
metoda je pro danou soustavu rovnic nejlepsˇ´ı. Vy´hodou je to, zˇe nemu˚zˇeme zvolit metodu,
ktera´ by nebyla pro rˇesˇen´ı soustavy rovnic vyhovuj´ıc´ı. Za´pis mldivide (A,b) prˇedstavuje
ekvivalent k A\b (leve´ maticove´ deˇlen´ı). Za´pis mrdivide (b,A) prˇedstavuje ekvivalent k
b/A (prave´ maticove´ deˇlen´ı).
Prˇ´ıklad 5.3. Prˇ´ıklad pouzˇit´ı funkce mldivide. Definujeme matici A, vektor pravy´ch stran
b. Uvazˇujme matici soustavy a vektor pravy´ch stran jako v prˇ´ıkladu 5.2.
A = [1 2 3; 2 3 5; 5 6 2];
b = [4; 7; 1];
mldivide(A,b)

Funkce pro rˇesˇen´ı diferencia´ln´ıch rovnic
Nyn´ı se pod´ıva´me, jak lze v syste´mu Matlab rˇesˇit soustavy diferencia´ln´ıch rovnic. K tomuto
u´cˇelu je k dispozici rˇada funkc´ı, jak mu˚zˇeme videˇt n´ızˇe:
• ode23 – pro non-stiff rovnice (Runge-Kuttova metoda, rˇa´d 2–3),
• ode45 – pro non-stiff rovnice (Runge-Kuttova metoda, rˇa´d 4–5),
• ode113 – pro non-stiff rovnice (Runge-Kuttova metoda, rˇa´d 2–3),
• ode113 – pro non-stiff rovnice (Adams-Bashforth-Moultonova metoda),
• ode23t – pro pr˚umeˇrneˇ stiff rovnice (lichobeˇzˇn´ıkove´ pravidlo),
• ode15s – pro stiff rovnice (Gearova metoda),
• ode23s – pro stiff rovnice (modifikovana´ Rosenbrockova metoda),
• ode23b – pro stiff rovnice (implicitn´ı Runge-Kuttova metoda kombinovana´ se zpeˇtnou
diferencˇn´ı formul´ı druhe´ho rˇa´du).
Syntaxi vsˇech vy´sˇe zmı´neˇny´ch funkc´ı lze zapsat ve tvaru [T,Y] = ode funkce(funkce,
interval integrace, vektor PP). Promeˇnna´ T oznacˇuje sloupcovy´ vektor cˇasovy´ch u´daj˚u,
promeˇnna´ Y obsahuje pole hodnot rˇesˇen´ı. Kazˇdy´ rˇa´dek koresponduje s cˇasovy´m u´dajem
ulozˇeny´m v promeˇnne´ T. Nyn´ı se dosta´va´me k parametr˚um funkce. Prvn´ım parametrem
je ukazatel na funkci, ktera´ vypocˇ´ıta´ pravou stranu diferencia´ln´ı rovnice. Druhy´ parametr
urcˇuje interval integrace. Trˇet´ım parametrem je vektor pocˇa´tecˇn´ıch podmı´nek.
Prˇ´ıklad 5.4. Prˇ´ıklad pouzˇit´ı funkce ode45 a take´ definice funkce myfun. Opeˇt uvazˇujeme
matici soustavy a vektor pravy´ch stran jako v prˇ´ıkladech 5.2.

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global At bt;
A = [1 2 3; 2 3 5; 5 6 2];
b = [4; 7; 1];
At = -A’ * A;
bt = -A’ * b;
[t y] = ode45(@myfun,[0 100],zeros(50, 1));
5.1.3 Program Maple
Program Maple je syste´m pocˇ´ıtacˇove´ algebry pro vy´uku a vyuzˇit´ı matematiky v prˇ´ırodoveˇdny´ch,
technicky´ch a ekonomicky´ch oborech. Byl vyvinut firmou Waterloo Maple Software.
Funkce pro rˇesˇen´ı linea´rn´ıch algebraicky´ch rovnic
Nejdrˇ´ıve si uka´zˇeme, jak se programu Matlab rˇesˇ´ı soustavy linea´rn´ıch algebraicky´ch rovnic.
K tomuto u´cˇelu mu˚zˇeme vyuzˇ´ıt funkci solve.
Obecny´ za´pis funkce ma´ tvar solve(soustava rovnic, promenne). Funkce ma´ 2 pa-
rametry, prvn´ım je soustava rovnic, kterou si prˇejeme vyrˇesˇit, druhy´m parametrem je
promeˇnna´ (nebo promeˇnne´), ktere´ chceme z rovnice vypocˇ´ıtat. Pokud nezada´me druhy´
parametr, potom se rovnice vyrˇesˇ´ı pro vsˇechny promeˇnne´, ktere´ obsahuje. Funkce solve
ma´ r˚uzne´ varianty (msolve, dsolve, isolve, fsolve).
Prˇ´ıklad 5.5. Prˇ´ıklad pouzˇit´ı funkce solve. Zada´n´ı opeˇt vycha´z´ı z prˇ´ıkladu 5.2.
soustava:={x+2*y+3*z=4, 2*x+3*y+5*z=7, 5*x+6*y+2*z=1};
solve(soustava);

Funkce pro rˇesˇen´ı diferencia´ln´ıch rovnic
Pro rˇesˇen´ı soustav diferencia´ln´ıch rovnic je v programu Maple k dispozici funkce dsolve.
Povinny´m parametrem je diferencia´ln´ı rovnice. Pro vyja´drˇen´ı derivace se pouzˇ´ıva´ prˇ´ıkaz
diff. Pocˇa´tecˇn´ı podmı´nky jsou uvedeny ve slozˇeny´ch mnozˇinovy´ch za´vorka´ch spolu s rov-
nic´ı. Pokud si prˇejeme rˇesˇit diferencia´ln´ı rovnice numericky, pouzˇijeme volbu type=numeric.
Pomoc´ı volby method si lze zvolit metodu, pomoc´ı ktere´ se bude vy´pocˇet prova´deˇt. Metody
mu˚zˇeme volit na´sleduj´ıc´ı:
• rkf45 – metoda Runge-Kuttova typu (Fehlberg) 4–5 rˇa´du,
• dverk78 – metoda Runge-Kuttova typu 7–8 rˇa´du,
• classical – Eulerova metoda,
• gear – Gearova jednokrokova´ extrapolacˇn´ı metoda,
• lsode – metody pro stiff rovnice, Adamsova metoda, zpeˇtna´ diferencˇn´ı formule,
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• taylorseries – metody Taylorovy´ch rozvoj˚u.
Pokud neuvedeme volbu method, potom se implicitneˇ pouzˇije metoda rkf45. Pozname-
nejme jesˇteˇ, jake´ parametry ma´ prˇ´ıkaz diff. Prvn´ım parametrem je derivovana´ funkce a
druhy´m parametrem je promeˇnna´ podle ktere´ budeme derivovat. V prˇ´ıpadeˇ derivac´ı funkce
jedne´ promeˇnne´ to znamena´, zˇe kolikra´t danou promeˇnnou uvedeme, tolika´tou derivaci
bude syste´m Maple pocˇ´ıtat. Pokud chceme vypocˇ´ıtat naprˇ´ıklad cˇtvrtou derivaci funkce f ,
bude mı´t prˇ´ıkaz diff tvar diff(f,x,x,x,x). Mu˚zˇeme take´ pouzˇ´ıt zkra´cenou formu za´pisu
diff(f,x$4).
Existuje take´ podobny´ prˇ´ıkaz Diff. Ten se liˇs´ı od prˇ´ıkazu diff t´ım, zˇe neprovede prˇ´ımo
symbolickou derivaci, ale pouze ho rozep´ıˇse do rˇa´dne´ matematicke´ notace.
Prˇ´ıklad 5.6. Prˇ´ıklad pouzˇit´ı funkce dsolve. Rˇesˇte rovnici y′ = y+y2, pocˇa´tecˇn´ı podmı´nka
je y(0) = 1. K rˇesˇen´ı vyuzˇijeme metodu Runge-Kutta 4–5 rˇa´du, tato metoda je implicitn´ı,
proto ji nemus´ıme uva´deˇt.
diff rovnice := ({diff(y(x), x) = y(x) + y(x) ∗ y(x), y(0) = 1}, y(x), type = numeric);
Program vra´t´ı vy´sledek ve tvaru uvedene´m n´ızˇe.
diff rovnice := proc(rkf45 x) . . . endproc
Pro z´ıska´n´ı hodnoty rˇesˇen´ı naprˇ´ıklad v bodeˇ 0, 5, mus´ıme napsat prˇ´ıkaz diff rovnice(0.5);.

5.2 Srovna´n´ı cˇasove´ na´rocˇnosti rˇesˇen´ı SLAR a SDR
Pro srovna´n´ı cˇasove´ na´rocˇnosti rˇesˇen´ı SLAR a SDR byly provedeny na´sleduj´ıc´ı experimenty:
• vy´pocˇet SLAR programem Matlab,
• vy´pocˇet SDR programem Matlab,
• vy´pocˇet SDR programem TKSL/C.
Nyn´ı prˇibl´ızˇ´ıme postup jednotlivy´ch experiment˚u a vyhodnot´ıme z´ıskane´ vy´sledky. V ra´mci
vsˇech experiment˚u byl vy´pocˇet s dany´m rˇa´dem matice soustavy proveden vzˇdy dvacetkra´t.
Z teˇchto hodnot byl pote´ vypocˇ´ıta´n aritmeticky´ pr˚umeˇr. Experimenty byly prova´deˇny pod
syste´mem Linux, na sˇkoln´ım serveru merlin.fit.vutbr.cz.
5.2.1 Program pro generova´n´ı koeficient˚u soustavy rovnic
Pro snadneˇjˇs´ı pr˚ubeˇh tohoto experimentu byl napsa´n pomocny´ program v syste´mu Matlab.
Program gensystem.m slouzˇil k vygenerova´n´ı matice soustavy o dane´m rozmeˇru. Koefi-
cienty matice soustavy byly generova´ny na´hodneˇ, v rozsahu 1 – 10. Program take´ ulozˇil
vygenerovanou matici soustavy do datove´ho souboru Matlabu.
Da´le byla vytvorˇena funkce saveeq.m, ktera´ prˇevedla vygenerovane´ koeficienty matice
soustavy na textovy´ soubor se soustavou rovnic podle obecne´ho tvaru, viz vztah (2.1),
soubor byl pote´ ulozˇen. Tato funkce byla vola´na z programu gensystem.m.
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5.2.2 Vy´pocˇet SLAR programem Matlab
Program pro vy´pocˇet SLAR byla pouzˇita funkce mldivide (viz podkapitola 5.1.2). Vy´sledky
test˚u jsou uvedeny v tabulce 5.4.
Tabulka 5.4: Pr˚umeˇrny´ cˇas rˇesˇen´ı SLAR funkc´ı mldivide v programu Matlab
rozmeˇr matice n× n Pr˚umeˇrny´ cˇas rˇesˇen´ı
50× 50 4, 068500 · 10−4
100× 100 7, 294000 · 10−4
150× 150 1, 239050 · 10−3
200× 200 3, 257750 · 10−3
250× 250 3, 564200 · 10−3
300× 300 5, 771050 · 10−3
350× 350 1, 111190 · 10−2
400× 400 1, 642725 · 10−2
450× 450 2, 265670 · 10−2
5.2.3 Vy´pocˇet SDR programem TKSL/C
K tomuto u´cˇelu byl vytvorˇen skript v jazyce Python, ktery´ volal program TKSL/C. Para-
metry TKSL/C byly nastaveny takto: -t 1.0 -A 1e-15. Vy´znam parametr˚u byl jizˇ uveden
v tabulce 5.1. Vy´sledky experiment˚u ukazuje tabulka 5.5.
Tabulka 5.5: Pr˚umeˇrny´ cˇas rˇesˇen´ı SDR v programu TKSL/C
rozmeˇr matice n× n Pr˚umeˇrny´ cˇas rˇesˇen´ı
50× 50 0, 0940515518188
100× 100 0, 356560730934
150× 150 0, 795030450821
200× 200 1, 58277004957
250× 250 2, 3172401049
300× 300 3, 19485945702
350× 350 4, 31315324306
400× 400 5, 38396792412
450× 450 6, 83516882658
5.2.4 Vy´pocˇet SDR programem Matlab
C´ılem experimentu bylo vyzkousˇet, jak rychle doka´zˇe program Matlab vyrˇesˇit SLAR prˇevodem
na SDR. Opeˇt byl vytvorˇen specia´ln´ı program, ktery´ cely´ experiment automatizoval. Pro
rˇesˇen´ı SDR byla pouzˇita nejprve funkce ode45, viz sekce 5.1.2. Vy´sledky test˚u zna´zornˇuje
tabulka 5.6.
Z tabulky 5.6 si mu˚zˇeme vsˇimnout, zˇe vy´pocˇet je pomaly´. To mu˚zˇe by´t zaprˇ´ıcˇineˇno t´ım,
zˇe mohla by´t vygenerova´na soustava, ktera´ je tuha´. Funkce ode45 (viz podkapitola 5.1.2 je
urcˇena k rˇesˇen´ı non-stiff rovnic, tedy rovnic, ktere´ nejsou tuhy´mi syste´my.
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Tabulka 5.6: Pr˚umeˇrny´ cˇas rˇesˇen´ı SDR funkc´ı ode45 v programu Matlab
rozmeˇr matice n× n Pr˚umeˇrny´ cˇas rˇesˇen´ı
2× 2 1, 808855
4× 4 2, 642267
6× 6 9, 162519
8× 8 16, 84653
10× 10 41, 37285
Proto byla provedena dalˇs´ı sada experiment˚u, tentokra´t s vyuzˇit´ım funkce ode15s, ktera´
se s tuhy´mi syste´my umı´ vyporˇa´dat. Funkce ode15s patrˇ´ı narozd´ıl od funkce ode45 mezi
v´ıcekrokove´ metody a je velmi efektivn´ı. Vy´sledky mu˚zˇeme videˇt n´ızˇe, v tabulce 5.7.
Tabulka 5.7: Pr˚umeˇrny´ cˇas rˇesˇen´ı SDR funkc´ı ode15s v programu Matlab
rozmeˇr matice n× n Pr˚umeˇrny´ cˇas rˇesˇen´ı
2× 2 1, 714856 · 10−2
4× 4 2, 518945 · 10−2
6× 6 3, 695310 · 10−2
8× 8 3, 992515 · 10−2
10× 10 4, 047385 · 10−2
. . . . . .
50× 50 6, 025805 · 10−2
100× 100 9, 699655 · 10−2
150× 150 2, 257759 · 10−1
200× 200 2, 616328 · 10−1
250× 250 4, 716819 · 10−1
300× 300 6, 140634 · 10−1
350× 350 8, 533643 · 10−1
400× 400 1, 196343
450× 450 1, 621755
5.3 Shrnut´ı z´ıskany´ch vy´sledk˚u
V podkapitole 5.2 jsme mohli videˇt srovna´n´ı programu˚ TKSL/C a Matlab. Z vy´sˇe uvedeny´ch
experiment˚u vyply´va´, zˇe SLAR byly nejrychleji vyrˇesˇeny v programu Matlab prˇi pouzˇit´ı
metod pro vy´pocˇet SLAR.
Pokud srovna´me rˇesˇen´ı SDR pomoc´ı programu Matlab a TKSL/C, mu˚zˇeme konstatovat,
zˇe v tomto ohledu je syste´m Matlab rychlejˇs´ı nezˇ program TKSL/C, ovsˇem za prˇedpokladu,
zˇe k rˇesˇen´ı SDR pouzˇijeme metody programu Matlab takove´, ktere´ jsou vhodne´ pro pocˇ´ıta´n´ı
i s tuhy´mi syste´my.
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Kapitola 6
Uzˇivatelske´ rozhran´ı pro TKSL/C
Program TKSL/C lze ovla´dat pouze prˇes prˇ´ıkazovou rˇa´dku, proto bylo v ra´mci bakala´rˇske´
pra´ce navrzˇeno graficke´ uzˇivatelske´ rozhran´ı, ktere´ by pra´ci s programem TKSL/C usnad-
nilo. Aplikace byla vytvorˇena v jazyce C# ve vy´vojove´m prostrˇed´ı Microsoft Visual Studio
10.0. Pro spra´vnou funkcˇnost aplikace je potrˇeba mı´t nainstalovany´ .NET framework re-
distributable1. Uzˇivatel zada´ do programu vstupn´ı data (bud’ manua´lneˇ anebo ze souboru),
program data transformuje na tvar, ktery´ prˇij´ıma´ TKSL/C, viz vztahy (4.6) a (4.8). Obra´zek
B.1 ukazuje, jak uzˇivatelske´ rozhran´ı vypada´.
6.1 Zp˚usob zada´va´n´ı vstupn´ıch dat
Program umozˇnˇuje zadat vstupn´ı data dveˇma zp˚usoby:
• manua´lneˇ,
• ze souboru.
V prˇ´ıpadeˇ manua´ln´ıho zada´va´n´ı koeficient˚u rovnic je nutne´ zadat rˇa´d soustavy rovnic.
Poznamenejme, zˇe manua´ln´ı zada´va´n´ı je mozˇne´, pokud je rˇa´d soustavy mensˇ´ı nebo roven
deseti. Pro rozsa´hlejˇs´ı soustavy by bylo manua´ln´ı zada´va´n´ı nepohodlne´, proto rozsa´hlejˇs´ı
rovnice je mozˇne´ zada´vat pouze ze souboru.
Pokud jsme zadali cˇ´ıslo mensˇ´ı nebo rovno deseti, po stisknut´ı tlacˇ´ıtka Zadat se zob-
raz´ı formula´rˇ B.2. sloupce oznacˇene´ x1, . . . , xn slouzˇ´ı pro zada´n´ı jednotlivy´ch koeficientu
soustavy, sloupec oznacˇeny´ jako P.Str. slouzˇ´ı pro zada´n´ı pravy´ch stran soustavy.
Nyn´ı tedy mu˚zˇeme zadat jednotlive´ koeficienty rovnic, nevyplneˇne´ koeficienty jsou auto-
maticky nastaveny na hodnotu 0. Po stisknut´ı tlacˇ´ıtka OK se zobraz´ı hlavn´ı okno aplikace,
viz obra´zek B.1.
Pokud se rozhodneme zadat data ze souboru, oznacˇ´ıme prˇep´ınacˇ Ze souboru v horn´ı cˇa´sti
obrazovky. Po stisknut´ı tlacˇ´ıtka Procha´zet se zobraz´ı dialog, pomoc´ı ktere´ho mu˚zˇeme zvolit
prˇ´ıslusˇny´ textovy´ soubor, ve ktere´m ma´me nachystanou soustavu linea´rn´ıch algebraicky´ch
rovnic v obecne´m tvaru (4.5). Na kazˇde´m rˇa´dku vstupn´ıho souboru se nacha´z´ı jedna rov-
nice. Popsanou situaci lze videˇt na obra´zku B.3. Prˇ´ıklad vstupn´ıho textove´ho souboru je
na obra´zku B.4. Vstupn´ı soubor mu˚zˇe obsahovat i blokove´ komenta´rˇe. Text komenta´rˇe je
uzavrˇen mezi dvojic´ı znak˚u { a }. Na´zvy promeˇnny´ch mohou by´t r˚uzne´, jen nesmı´ zacˇ´ınat
prefixem tkslc, protozˇe takto jsou oznacˇova´ny intern´ı promeˇnne´ v programu TKSL/C UI.
1Dostupny´ zdarma na http://www.microsoft.com/en-us/download/details.aspx?id=17718.
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6.2 Nastaven´ı parametr˚u
Pro nastaven´ı parametr˚u pro program TKSL/C mu˚zˇeme vyuzˇ´ıt pravou spodn´ı cˇa´st okna
aplikace. Pro zada´n´ı parametru nejprve zatrhneme pol´ıcˇko a pote´ do textove´ho pole vep´ıˇseme
pozˇadovanou hodnotu dane´ho parametru. Vy´znam jednotlivy´ch parametr˚u byl popsa´n v ta-
bulce 5.1.
Na obra´zku B.5 mu˚zˇeme videˇt situaci po vybra´n´ı textove´ho souboru. Obsah souboru se
zobrazuje v prave´ horn´ı cˇa´sti obrazovky.
6.2.1 Parametr -A a parametr Uzˇivatelska´ prˇesnost
Vysveˇtl´ıme si nyn´ı rozd´ıl mezi parametrem -A (Accuracy) a parametrem Uzˇivatelska´ prˇesnost.
Parametr -A je parametr programu TKSL/C, ktery´ zajiˇst’uje nastaven´ı prˇesnosti tak, jak
je zvykem u numericky´ch metod. Tedy kontroluje, zda rozd´ıl hodnot v posledn´ı aproximaci
rˇesˇen´ı a prˇedposledn´ı aproximaci rˇesˇen´ı je mensˇ´ı nezˇ stanovena´ prˇesnost dana´ parametrem
-A. Implicitn´ı hodnota tohoto parametru je 1 · 10−50.
Uzˇivatelska´ prˇesnost funguje na podobne´m principu jako prˇesnost dana´ parametrem -A,
ovsˇem bere v u´vahu rozd´ıl hodnot nezna´my´ch x1, . . . , xn. Ma´me naprˇ´ıklad soustavu dvou
linea´rn´ıch algebraicky´ch rovnic o dvou nezna´my´ch, jejichzˇ jme´na jsou x1 a x2. Potom z
vy´sledk˚u, ktere´ z´ıska´me od programu TKSL/C kontrolujeme, zda rozd´ıl posledn´ı hodnoty
x1 a prˇedposledn´ı hodnoty x1 nebo rozd´ıl posledn´ı hodnoty x2 a prˇedposledn´ı hodnoty
x1 nen´ı mensˇ´ı nezˇ uzˇivatelska´ prˇesnost. Stacˇ´ı aby tato podmı´nka byla splneˇna u jedne´
nezna´me´. Znamena´ to, zˇe jsme nalezli usta´lene´ rˇesˇen´ı soustavy. Po dosazˇen´ı uzˇivatelske´
prˇesnosti vy´pocˇet ukoncˇen. Implicitn´ı hodnota tohoto parametru je 1 · 10−10.
6.2.2 Parametr -t a postup vy´pocˇtu
Vysveˇtl´ıme nyn´ı, jak do vy´pocˇtu zasahuje tento parametr. Parametr -t urcˇuje horn´ı mez
vy´pocˇtu. Implicitn´ı hodnota je 1. Uzˇivatel mu˚zˇe tuto hodnotu libovolneˇ zmeˇnit. Rˇekneˇme,
zˇe parametr -t je nastaven na implicitn´ı hodnotu a uzˇivatel zadal parametr Uzˇivatelska´
prˇesnost 1 · 10−5. Spust´ıme vy´pocˇet s teˇmito parametry. Jakmile se vra´t´ı vy´sledky od pro-
gramu TKSL/C, zkontrolujeme, zda byla hodnota parametru Uzˇivatelska´ prˇesnost u neˇktere´
z nezna´my´ch promeˇnny´ch dosazˇena. Pokud ne, potom zdvojna´sob´ıme hodnotu parametru
-t a spust´ıme vy´pocˇet znovu.
Bylo ovsˇem nutne´ osˇetrˇit prˇ´ıpad, kdy koeficienty soustavy rovnic jsou zada´ny tak, zˇe
soustava diferencia´ln´ıch rovnic konverguje velmi pomalu nebo je tuhy´m syste´mem. Dalˇs´ım
prˇ´ıpadem, kdy tato situace mu˚zˇe nastat je, pokud uzˇivatel nastav´ı velkou hodnotu parame-
tru Uzˇivatelska´ prˇesnost (naprˇ´ıklad 1 · 10−20) a malou prˇesnost parametru -A (naprˇ´ıklad
1 · 10−2). Proto bylo zvoleno rˇesˇen´ı pomoc´ı cˇasovacˇe, ktery´ je spusˇteˇn po dobu 30 sekund
od spusˇteˇn´ı vy´pocˇtu. Pokud ani po te´to dobeˇ nen´ı hodnota parametru Uzˇivatelska´ prˇesnost
dosazˇena, potom je vy´pocˇet ukoncˇen a zobraz´ı se varovne´ hla´sˇen´ı, jak mu˚zˇeme videˇt na
obra´zku B.6. Zde je tato situace vyvola´na velky´m rozd´ılem hodnot mezi parametry -t a
Uzˇivatelska´ prˇesnost.
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6.3 Spusˇteˇn´ı vy´pocˇtu
Prˇed samotny´m spusˇteˇn´ım vy´pocˇtu si jesˇteˇ mu˚zˇeme vybrat, zda budeme cht´ıt vy´sledky
zobrazovat ve veˇdecke´m forma´tu nebo zda budeme cht´ıt zobrazit postup vy´pocˇtu. Pokud
jsme zadali vstupn´ı data a prˇ´ıpadneˇ parametry, lze spustit vy´pocˇet pomoc´ı tlacˇ´ıtka Start.
Zobrazene´ vy´sledky i s postupem vy´pocˇtu mu˚zˇeme videˇt na obra´zku B.7. V leve´ spodn´ı
cˇa´sti okna je uvedena informace, v jake´ hodnoteˇ parametru -t bylo dosazˇeno uzˇivatelske´
prˇesnosti.
Aplikaci lze ukoncˇit tlacˇ´ıtkem Konec. Pro zobrazen´ı na´poveˇdy k programu TKSL/C
UI, k programu TKSL/C cˇi informac´ı o verz´ıch programu˚ slouzˇ´ı menu v leve´ horn´ı cˇa´sti
obrazovky.
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Kapitola 7
Za´veˇr
C´ılem pra´ce bylo zpracova´n´ı prˇehledu metod rˇesˇen´ı algebraicky´ch rovnic, uve´st principy
vy´pocˇtu algebraicky´ch rovnic pomoc´ı rovnic diferencia´ln´ıch, a take´ detekovat vznik tuhy´ch
syste´mu˚. Bylo vytvorˇeno uzˇivatelske´ rozhran´ı TKSL/C UI, ktere´ umozˇnˇuje prˇevod SLAR
na SDR a zajiˇst’uje pohodlnou komunikaci s programem TKSL/C.
Byl proveden rozbor matematicky´ch operac´ı prˇ´ımy´ch i iteracˇn´ıch metod. Vy´sledkem roz-
boru bylo nalezen´ı obecny´ch vztah˚u vyjadrˇuj´ıc´ıch pocˇty operac´ı na´soben´ı/deˇlen´ı a scˇ´ıta´n´ı/od-
cˇ´ıta´n´ı. Tyto vztahy je mozˇno uplatnit i prˇi zkouma´n´ı vy´pocˇetn´ı na´rocˇnosti pro libovolny´
rozmeˇr matic soustavy. Da´le byly provedeny experimenty srovna´vaj´ıc´ı vy´pocˇetn´ı na´rocˇnost
v programech TKSL/C a Matlab. Na za´kladeˇ vy´sledk˚u teˇchto experiment˚u lze rˇ´ıci, zˇe pro-
gram Matlab je rychlejˇs´ı pro rˇesˇen´ı SDR, ovsˇem jen tehdy, pokud zvol´ıme spra´vnou metodu.
Oproti tomu program TKSL/C nenab´ız´ı mozˇnost zvolit si metodu rˇesˇen´ı SDR. To ovsˇem
mu˚zˇe by´t vy´hodne´, protozˇe uzˇivatel tedy nemu˚zˇe zvolit metodu, ktera´ by byla pro rˇesˇen´ı
SDR zcela nevyhovuj´ıc´ı.
Mozˇny´m zdokonalen´ım programu TKSLC/UI by mohla by´t detekce, zda je matice sin-
gula´rn´ı nebo regula´rn´ı, cozˇ by usnadnilo detekci tuhy´ch soustav. Dalˇs´ım rozsˇ´ıˇren´ım by mohla
by´t mozˇnost graficke´ho vy´stupu aplikace ve formeˇ graf˚u pro vizualizaci rˇesˇen´ı soustav.
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Prˇ´ıloha A
Prˇ´ıklady
Prˇ´ıklad A.1. Soustavu rovnic rˇesˇte pomoc´ı Gaussovy eliminacˇn´ı metody.
A =
 1 2 3 42 3 5 7
5 6 2 1

Rˇesˇen´ı pomoc´ı Gaussovy eliminacˇn´ı metody vypada´ na´sledovneˇ. 1 2 3 42 3 5 7
5 6 2 1
 | · (−2) ≈
 1 2 3 40 −1 −1 −1
5 6 2 1
 | · (−5) ≈
≈
 1 2 3 40 −1 −1 −1
0 −4 −13 −19
 | · (−4) ≈
 1 2 3 40 −1 −1 −1
0 0 −9 −15


Prˇ´ıklad A.2. Na´sleduj´ıc´ı soustavu rovnic, zapsanou v maticove´ podobeˇ, vyrˇesˇte pomoc´ı
Gaussovy eliminacˇn´ı metody s cˇa´stecˇny´m vy´beˇrem hlavn´ıho prvku.
A =
 1 2 3 42 3 4 7
5 6 2 1

Postup vy´pocˇtu je uveden n´ızˇe. 1 2 3 42 3 4 7
5 6 2 1
 | · vy´meˇna pivota ≈
 5 6 2 12 3 4 7
1 2 3 4
 | · −25 ≈
≈
 5 6 2 10 0, 6 4, 2 6, 6
1 2 3 4
 | · −15 ≈
 5 6 2 10 0, 6 4, 2 6, 6
0 0, 8 2, 6 3, 8
 | · vy´meˇna pivota ≈
≈
 5 6 2 10 0, 8 2, 6 3, 8
0 0, 6 4, 2 6, 6
 | · −34 ≈
 5 6 2 10 0, 6 4, 2 6, 6
0 0 2, 25 3, 75

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Rˇesˇen´ı soustavy rovnic je
z =
5
3
, y = −2
3
, x =
1
3
.

Prˇ´ıklad A.3. Vypocˇteˇte na´sleduj´ıc´ı soustavu linea´rn´ıch rovnic pomoc´ı Gaussovy eliminace
s u´plny´m vy´beˇrem hlavn´ıho prvku.
1 2 3 14
4 5 6 32
9 6 5 36
 ≈

9 6 5 36
4 5 6 32
1 2 3 14

| · 49
≈

9 6 5 36
0 −73 −349 −16
1 2 3 14

| · 19
≈
≈

9 6 5 36
0 −73 −349 −16
0 −129 −229 −10
 ≈

9 6 5 36
0 −219 −349 −16
0 −129 −229 −10
 ≈
≈
 9 6 5 360 −349 −219 −16
0 −229 −129 −10
 | · 1117 ≈
 9 6 5 360 −349 −219 −16
0 0 −14551 −34617


Prˇ´ıklad A.4. Vyrˇesˇte soustavu rovnic pomoc´ı Gauss-Jordanovy metody. 1 2 3 42 3 5 7
5 6 2 1
 | · (−2) ≈
 1 2 3 40 −1 −1 −1
5 6 2 1
 | · (−5) ≈
≈
 1 2 3 40 −1 −1 −1
0 −4 −13 −19
 | · (−4) ≈
 1 2 3 40 −1 −1 −1
0 0 −9 −15
 | · (−1) ≈
≈
 1 2 3 40 1 1 1
0 0 −9 −15

| · −19
≈
 1 2 3 40 1 1 1
0 0 1 53

| · (−1)
≈
≈
 1 2 3 40 1 0 −23
0 0 1 53

| · (−3)
≈
 1 2 0 −10 1 0 −23
0 0 1 53
 | · (−2) ≈
≈
 1 0 0 130 1 0 −23
0 0 1 53

Ihned lze vycˇ´ıst rˇesˇen´ı soustavy
x1 =
1
3
, x2 = −2
3
, x3 =
5
3
.

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Prˇ´ıklad A.5. Je da´na soustava rovnic o 3 nezna´my´ch. Rˇesˇte soustavu pomoc´ı Gauss-
Jordanovy eliminacˇn´ı metody.
3x− 2y + 2z = 2
2x+ 3z = 3
6x− 3y + 2z = 1

3 −2 2 1 0 0
2 0 3 0 1 0
6 −3 2 0 0 1

| · 23
≈

3 −2 2 1 0 0
0 43
5
3 −23 1 0
6 −3 2 0 0 1

| · (−2)
≈
≈

3 −2 2 1 0 0
0 43
5
3 −23 1 0
0 1 −2 −2 0 1

| · −43
≈

3 −2 2 1 0 0
0 43
5
3 −23 1 0
0 0 133 2 1 −43

| · 13
≈
≈

1 −23 23 13 0 0
0 43
5
3 −23 1 0
0 0 133 2 1 −43

| · 43
≈

1 −23 23 13 0 0
0 1 54 −12 34 0
0 0 133 2 1 −43

| · 113
≈
≈

1 −23 23 13 0 0
0 1 54 −12 34 0
0 0 1 613
3
13
4
13

| · −54
≈

1 −23 23 13 0 0
0 1 0 −1413 613 − 513
0 0 1 613
3
13
4
13

| · −23
≈
≈

1 −23 0 139 − 213 − 839
0 1 0 −1413 613 − 513
0 0 1 613
3
13
4
13
 | · 23 ≈

1 0 0 − 913 213 − 613
0 1 0 −1413 613 − 513
0 0 1 613
3
13
4
13

Pro nalezen´ı vektoru nezna´my´ch promeˇnny´ch mus´ıme vypocˇ´ıtat x = A−1 · b.
− 913 213 − 613
−1413 613 − 513
6
13
3
13
4
13


2
1
3
 =

−1813
−1513
25
13


Prˇ´ıklad A.6. Najdeˇte inverzn´ı matici pomoc´ı determinant˚u.
A =
 3 −4 52 −3 1
3 −5 −1

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Nejprve vypocˇ´ıta´me determinant matice A.
A =
∣∣∣∣∣∣
3 −4 5
2 −3 1
3 −5 −1
∣∣∣∣∣∣ = 9− 12− 50− 8 + 15 + 45 = −1
Nyn´ı postupneˇ vytvorˇ´ıme n2 determinant˚u rˇa´du 2 a postupneˇ je vycˇ´ısl´ıme.
a−111 =
∣∣∣∣ −3 1−5 −1
∣∣∣∣ = 8
a−112 =
∣∣∣∣ −4 5−5 −1
∣∣∣∣ = 29
a−113 =
∣∣∣∣ −4 5−3 1
∣∣∣∣ = 11
a−121 =
∣∣∣∣ 2 13 −1
∣∣∣∣ = −5
a−122 =
∣∣∣∣ 3 53 −1
∣∣∣∣ = −18
a−123 =
∣∣∣∣ 3 52 1
∣∣∣∣ = −7
a−131 =
∣∣∣∣ 2 −33 −5
∣∣∣∣ = −1
a−132 =
∣∣∣∣ 3 −43 −5
∣∣∣∣ = −3
a−133 =
∣∣∣∣ 3 −42 −3
∣∣∣∣ = −1
Nyn´ı postupujeme podle vzorce, ktery´ jsme uvedli na zacˇa´tku podkapitoly 2.27.
a−111 =
(−1)1+1 · 8
−1 = −8
a−112 =
(−1)1+2 · 29
−1 = 29
a−113 =
(−1)1+3 · 11
−1 = −11
a−121 =
(−1)2+1 · (−5)
−1 = −5
a−122 =
(−1)2+2 · (−18)
−1 = 18
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a−123 =
(−1)2+3 · 8
(−7) = −7
a−131 =
(−1)3+1 · (−1)
−1 = 1
a−132 =
(−1)3+2 · 8
(−3) = −3
a−133 =
(−1)3+3 · (−1)
−1 = 1
Vy´sledna´ inverzn´ı matice je uvedena n´ıˇze.
A−1 =
 −8 29 −11−5 18 −7
1 −3 1

Pro z´ıska´n´ı vy´sledku mus´ıme vypocˇ´ıtat vektor nezna´my´ch dle vztahu x = A−1 · b.
x =
 −8 29 −11−5 18 −7
1 −3 1
 ·
 54
2
 =
 5433
−5


Prˇ´ıklad A.7. Je da´na soustava dvou linea´rn´ıch rovnic.
x+ y = 1
x− y = 3
Uprav´ıme ji na na´sleduj´ıc´ı tvar.
x+ y − 1 = 0
x− y − 3 = 0
1. rovnice – za´kladn´ı tvar.
x+ y − 1 = x′
x− y − 3 = y′
2. rovnice – zmeˇna zname´nka u 1.rovnice.
−x− y + 1 = x′
x− y − 3 = y′
3. rovnice – zmeˇna zname´nka u 2.rovnice.
x+ y − 1 = x′
−x+ y + 3 = y′
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4. rovnice – zmeˇna zname´nka u obou rovnic.
−x− y + 1 = x′
−x+ y + 3 = y′
Nyn´ı provedeme dasˇ´ı druh u´pravy, zameˇn´ıme porˇad´ı diferencia´ln´ıch promeˇnny´ch.
5. rovnice - za´meˇna promeˇnny´ch – vycha´z´ıme z 1. rovnice.
x+ y − 1 = y′
x− y − 3 = x′
6. rovnice - za´meˇna promeˇnny´ch – vycha´z´ıme z 2. rovnice.
−x− y + 1 = y′
x− y − 3 = x′
7. rovnice - za´meˇna promeˇnny´ch – vycha´z´ıme z 3. rovnice.
x+ y − 1 = y′
−x+ y + 3 = x′
8. rovnice - za´meˇna promeˇnny´ch – vycha´z´ıme z 4. rovnice.
−x− y + 1 = y′
−x+ y + 3 = x′
Celkem vycha´z´ı tedy 8 mozˇnost´ı za´pisu te´to soustavy linea´rn´ıch rovnic.

Prˇ´ıklad A.8. Je da´na soustava trˇ´ı linea´rn´ıch rovnic.
x+ y + z = 1
x− y − z = 3
x+ y − z = 5
Uprav´ıme na tvar uvedeny´ n´ıˇze.
x+ y + z − 1 = 0
x− y − z − 3 = 0
x+ y − z − 5 = 0
1. rovnice – za´kladn´ı tvar.
x+ y + z − 1 = x′
x− y − z − 3 = y′
x+ y − z − 5 = z′
2. rovnice – zmeˇna zname´nka u 1. rovnice.
−x− y − z + 1 = x′
x− y − z − 3 = y′
x+ y − z − 5 = z′
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3. rovnice – zmeˇna zname´nka u 2. rovnice.
x+ y + z − 1 = x′
−x+ y + z + 3 = y′
x+ y − z − 5 = z′
4. rovnice – zmeˇna zname´nka u 3. rovnice.
x+ y + z − 1 = x′
x− y − z − 3 = y′
−x− y + z + 5 = z′
5. rovnice – zmeˇna zname´nka u 1. a 2. rovnice.
−x− y − z + 1 = x′
−x+ y + z + 3 = y′
x+ y − z − 5 = z′
6. rovnice – zmeˇna zname´nka u 2. a 3. rovnice.
x+ y + z − 1 = x′
−x+ y + z + 3 = y′
−x− y + z + 5 = z′
7. rovnice – zmeˇna zname´nka u 1. a 3. rovnice.
−x− y − z + 1 = x′
x− y − z − 3 = y′
−x− y + z + 5 = z′
8. rovnice – zmeˇna zname´nka u vsˇech 3 rovnic.
−x− y − z + 1 = x′
−x+ y + z + 3 = y′
−x− y + z + 5 = z′
Nyn´ı provedeme dalˇs´ı druh u´pravy, zameˇn´ıme porˇad´ı derivovany´ch promeˇnny´ch.
9. rovnice - za´meˇna promeˇnny´ch.
x+ y + z − 1 = x′
x− y − z − 3 = z′
x+ y − z − 5 = y′
. . .

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Prˇ´ıloha B
Obra´zky
Obra´zek B.1: Uzˇivatelske´ rozhran´ı pro TKSL/C
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Obra´zek B.2: Uzˇivatelske´ rozhran´ı pro TKSL/C – manua´ln´ı zada´va´n´ı koeficient˚u rovnic
Obra´zek B.3: Uzˇivatelske´ rozhran´ı pro TKSL/C – zada´va´n´ı dat z textove´ho souboru
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Obra´zek B.4: Uzˇivatelske´ rozhran´ı pro TKSL/C – forma´t textove´ho souboru
Obra´zek B.5: Uzˇivatelske´ rozhran´ı pro TKSL/C – po vybra´n´ı dat z textove´ho souboru
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Obra´zek B.6: Uzˇivatelske´ rozhran´ı pro TKSL/C – varovne´ hla´sˇen´ı prˇi nedosazˇen´ı hodnoty
parametru Uzˇivatelska´ prˇesnost
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Obra´zek B.7: Uzˇivatelske´ rozhran´ı pro TKSL/C – zobrazen´ı vy´sledk˚u vy´pocˇtu
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Prˇ´ıloha C
Obsah prˇilozˇene´ho CD
Prˇilozˇene´ CD obsahuje na´sleduj´ıc´ı polozˇky:
• soubor BP Necasova.pdf – technicka´ zpra´va bakala´rˇske´ pra´ce,
• slozˇka BP Text – zdrojove´ ko´dy a dalˇs´ı soubory bakala´rˇske´ pra´ce,
• slozˇka BP UI – zdrojove´ ko´dy uzˇivatelske´ho rozhran´ı TKSL/C UI,
• slozˇka BP Matlab – zdrojove´ ko´dy, ktere´ byly pouzˇity pro prova´deˇn´ı experiment˚u v
kapitole 5.
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