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Abstract
While the Quasi-Monte Carlo method of numerical integration achieves 
smaller integration error than standard Monte Carlo, its use in particle physics 
phenomenology has been hindered by the abscence of a reliable way to es­
timate that error. The standard Monte Carlo error estimator relies on the 
assumption that the points are generated independently of each other and, 
therefore, fails to account for the error improvement advertised by the Qua­
si-Monte Carlo method. We advocate the construction of an estimator of 
stochastic nature, based on the ensemble of pointsets with a particular dis­
crepancy value. We investigate the consequences of this choice and give 
some first empirical results on the suggested estimators.
1 Monte Carlo and Quasi-Monte Carlo
1.1 Introduction
In  num erica l in teg ra tion , th e  m ain  p rob lem  is n o t to  ob ta in  a n um erical an sw er3 
fo r th e  in tegra l, b u t rather, on  th e  one hand , to  ensu re  th a t th e  in h eren t n u m er­
ical erro r is as sm all as possib le , and, on  th e  o th er hand , to  es tim ate  th is  erro r 
as p rec ise ly  as possib le . F o r in teg ran d s w ith  w e ll-k n o w n  sm oo thness properties, 
a -p r io r i  e stim ates o f  th e  num erical erro r are possib le , b u t fo r m o st p ractical ap ­
p lica tio n s  th e  sm oo thness p ro p erties  o f  th e  in teg ran d  can  only  b e  in vestigated  in  
th e  cou rse  o f  th e  in teg ra tio n  itself, th a t is, by  rep ea ted  num erical eva lua tion  o f  the  
in tegrand .
In  th is  paper, w e  shall b e  concerned  w ith  th e  in teg ra tio n  errors aris ing  in  M o n ­
te  C arlo  and  Q u asi-M o n te  C arlo  in tegra tion . In  th ese  m ethods, th e  in teg ra tio n
' r .Kl e i s s @ s c i e n c e . r u . n l
2A . L a z o p o u l o s @ s c i e n c e . r u . n l
3which is known to be 42, see [1].
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n odes are d istribu ted  in  a (m ore  o r less) stochastic  m anner, and  th e  in teg ra tio n  
errors are th e re fo re  o f  an  essen tia lly  p ro b ab ilis tic  nature. T he d iffe rence b e tw een  
M o n te  C arlo  and  Q u asi-M o n te  C arlo  is th a t in  th e  form er, th e  in teg ra tio n  po in ts  
are iid 4 u n ifo rm  in  th e  in teg ra tio n  reg io n 5, w h ile  in  th e  la tte r th e  in teg ra tio n  po in ts  
are n o t chosen  independen tly , b u t ra th e r w ith  an  exp lic it in terd ep en d en ce  so th a t 
th e ir  overall d istrib u tio n  is ‘sm o o th e r’, in  a sense d iscu ssed  below .
In  s tochastic  in teg ra tio n  m eth o d s o f  th e  M o n te  C arlo  o r Q u asi-M o n te  C arlo  
types, th e  in teg ra tio n  erro r is i ts e lf  an  estim ate , w h ich  con ta ins its  ow n error. T hat 
th is  is n o t an  academ ic  p o in t b eco m es c lea r w h en  w e  realize  th a t th e  erro r es ti­
m ate  is ro u tin e ly  u sed  to  p ro v id e  con fid en ce  le v e ls  fo r  th e  in tegra l es tim ate  (be 
it b ased  e ith er on  C h ebyshev  o r C en tra l-L im it-T h eo rem , G aussian  ru les); and  a 
m is-estim a te  o f  th e  in teg ra tio n  erro r can  lead  to  a serious un d er- o r overestim ate  
o f  th e  confidence level. A s an  exam ple , suppose th a t th e  C entral L im it T heorem  
is app licab le , so th a t th e  in teg ra tio n  re su lt is d raw n from  a G aussian  d istribu tion  
cen tered  around  th e  tru e  in tegra l value. O ne standard  dev iation , as estim ated  by 
M o n te  C arlo , co rresponds to  a tw o -sid ed  confidence level o f  68% . I f  th e  erro r 
estim ate  is o ff  by  50%  (ad m itted ly  a large  value), th e  actual confidence level m ay 
th en  b e  any th in g  b e tw een  38%  and  87% .
F ro m  th is  consideration , w e  are th ere fo re  led  to  a h iera rchy  o f  erro r estim ates: 
th e  f ir s t-o rd e r  e rro r is th a t on  th e  in tegra l estim ate, w h ile  th e  s e c o n d -o r d e r  e rro r 
is th e  erro r on th e  erro r estim ate. T his in  tu rn  has, o f  course, its  ow n th ird -o rd e r  
error, and  so on. H ig h e r o rders th an  th e  second  one, how ever, ap p ear to  b e  too  
academ ic  fo r  p ractica l re levance, b u t w e  sh o u ld  like  to  argue that, in  any serious 
in teg ra tio n  p rob lem , th e  seco n d -o rd er erro r o u g h t to  b e  included . In  w h a t fo llow s 
w e  shall d iscuss th e  first- and  seco n d -o rd er erro r estim ates.
D u e  to  th e  absence o f  a Q u asi-M o n te  C arlo  erro r estim ator, u sers  o f  Q u asi­
-M on te  C arlo  have b een  estim atin g  th e  in teg ra tio n  erro r w ith  th e  c lassica l M o n ­
te  C arlo  fo rm ula , as i f  th e  p o in t set w as iid. T his system atica lly  o verestim ates 
th e  erro r in  any case w h ere  th e  quasi p o in t-se t is o f  any w orth . M oreover, no  
confidence levels can  b e  assig n ed  since th e  c lassica l estim ato r does n o t average to  
th e  erro r m ad e by  th e  quasi, n o n -iid  po in t-sequence. T he p u rp o se  o f  th is  p ap e r is
4iid stands for ‘independent, identically distributed’.
5 This ignores the possible interpretation of stratified and importance sampling methods of vari­
ance reduction. These can, at any rate, always be formulated in terms of methods using iid uniform 
integration points.
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to  investigate  p o ssib le  estim ato rs fo r Q u asi-M o n te  C arlo  in teg ra tio n  tak in g  u n d er 
co n sid era tio n  th e  no n -iid  n a tu re  o f  th e  u n d erly in g  p o in t-se t6.
1.2 Monte Carlo estimators
In  th is  sec tion  w e  briefly  rev iew  th e  p ro b ab ilis tic  th eo ry  u n d erly in g  M o n te  C ar­
lo  in tegra tion . T his is o f  cou rse  w ell know n, b u t w e  in c lu d e  it here  so th a t the  
sign ifican t d ifference w ith  Q u asi-M o n te  C arlo  can  b eco m e clear.
T h ro u g h o u t th is  p ap e r w e  shall co n sid er in teg ra tio n  p ro b lem s over th e  d -d i­
m ensional u n it h y p ercu b e  C =  [0,1 ) d. T he in teg ran d  is a fu n c tio n  f  (x) ,  w h ich  w e 
shall assum e real and  non-negative , and, o f  course, in teg rab le  over C. W e shall 
define
Jm f ( x ) m d dx  , m  =  1 , 2 , 3 , . . .  , (1)
so th a t Ji is th e  req u ired  in tegral. N o te  th a t Jm is n o t necessarily  fin ite fo r m  >  2. 
In  M o n te  C arlo  w e  assum e N in teg ra tio n  po in ts, to  b e  chosen  iid  from  th e  un ifo rm  
p ro b ab ility  d is trib u tio n  over C. T his m eans th a t th e  p o in t  s e t  X =  (X i , x 2, . . . ,  x N} 
on  w h ich  th e  in teg ra tio n  is b ased  is a ssu m e d  to  b e  a typ ical m em b er o f  an  en sem ­
b le  o f  such p o in t sets, in  such a w ay  th a t th e  co m b in ed  p ro b ab ility  d istrib u tio n  o f  
th e  N p o in ts  over th is  ensem ble  is th e  u n ifo rm  iid  one:
P n (X i ,  X2, . . . ,  X n) =  1 . (2 )
W e shall tak e  th e  averages over th is  ensem ble . O th er assu m p tio n s on  th e  u n d er­
ly in g  en sem b le  from  w h ich  th e  p o in t set X is be lieved  to  b e  chosen  are possib le , 
lead in g  to  a d iffe ren t fo rm  o f  P N. In  th is, th e  situation  is n o t d iffe ren t from  th a t 
encoun te red  in  sta tistica l m echan ics. T he above assum ption , how ever, is th e  one 
th a t is a lw ays m ad e  in  reg u la r M o n te  C arlo  and  is ju s tif ied  to  som e ex ten t by  the  
fac t th a t go o d -q u a lity  (p seu d o )ran d o m  n u m b er gen era to rs  are ac tua lly  available , 
a llow ing  u s to  b u ild  ensem bles o f  p o in t sets X th a t in d eed  have th e  above p roperty  
(2 ) .
C
6The opposite direction - re-introducing randomness by reshuffling the points of the Quasi­
-Monte Carlo sequence in a way that preserves their uniformity properties, thus allowing for the 
use of a ‘classical’-type estimator - has been studied extensively in the literature (see [9] and 
references therein). Such point-sequences behave better than Monte Carlo sequences and, for 
integrands with certain properties, as good as Quasi-Monte Carlo sequences. Estimating the error, 
however, requires the use of a number r  of different reshufflings of a point-set with n  points, 
thereby trading off accuracy for knowledge of the error.
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L et u s assum e th a t a p o in t se t X has been  generated , and  th e  va lu es o f  the  
in teg ran d  f  (x) at all th ese  p o in ts  have b een  com puted . T hese  w e  shall d eno te  by 
fj =  f  (Xj), j =  1 , 2 , . . . ,  N . F rom  th ese  w e  can  com p u te  th e  d iscre te  ana logues o f  
th e  in teg ra ls  Jm, w h ich  are com pu tab le  in  lin ea r tim e  (that is, tim e  p roportiona l to  
N ):
N
Sm  = ^ ( f j ) m . (3)
j=1
T he M o n te  C arlo  estim ate  o f  th e  in tegra l is th en
E, =  ÍS, ■ (4)
T he expected  v a lu e  o f  E 1 over th e  above ensem ble  o f  p o in t sets is g iven  by
f ( x )  d dx  =  Ji , (5)
N
1 C
w h ich  is in d eed  th e  req u ired  in tegral: th is  is th e  basis  fo r th e  M o n te  C arlo  m ethod. 
Its u sefu ln ess  appears i f  w e  com p u te  th e  v arian ce  o f  E 1 :
a(E,)2 =  (Ei)-{E,}2 =  i ( j 2 -J?) ■ (6)
Since th is  decreases as N - 1 , th e  M o n te  C arlo  m eth o d  ac tua lly  converges fo r large 
N . N o te  th a t th e  lead ing , O ( N 0), te rm s o f  (Ef) and  (E 1)2 cancel ag a in st each 
other: th is  is a reg u la r p h en o m en o n  in  v arian ce  estim ates o f  th is  k in d 7. T he vari-
o r ‘p seu d o ’ estim ato r in  w h a t fo llow s)
is2-i
N 2 2 N 3 ' 
fo r w h ich  w e  have
(E 2) =  a  (E 1)2 +  O ( N - 2 ) . (8)
S ince N is u su a lly  qu ite  large, a t least 10,000 o r so, w e  feel ju s tif ied  in  w o rk in g  
only  to  lead in g  o rder in  N . T he squared  erro r o f  E2 is co m p u ted  to  be, to  lead ing  
o rder in  N ,
2
ance a  (E 1 ) is estim ated  by  th e  firs t-o rder erro r estim ato r (a lso  ca lled  ‘c lass ica l’
E2 =  r ^ S ^ S f ,  (7)
cr (E2)2 —  i j  (I4 —  4J3I, —  T2 +  Shi2 —  4|f) , (9)
7It should be pointed out that what we estimate is the average of the squared error, rather than 
the error itself, and squaring and averaging do not commute. In fact, this is another reason why 
the second-order estimate is relevant.
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E4 =  ^ 7  (N 3S4 - 4 N 2S3S1 - N 2S| +  8NS2S f - 4 S | )  . (10) 
w h ich  can  also  b e  co m p u ted  in  lin ear tim e; w e  have
(E4) =  a ( E 2)2 +  O ( N - 4 ) . ( 1 1 )
Som e deta ils  on  th e  com p u ta tio n  o f  lead in g -o rd er ex p ecta tio n  va lu es o f  th is  type, 
as w ell as (fo r pu rp o ses  o f  illu stra tio n ) th e  fo rm  o f  th e  th ird - and  fo u rth -o rd er er­
ro r  estim ators, E 8 and  E 16, respectively , are g iven  in  th e  A ppend ix .
A  final rem ark  is in  o rd e r here. T he C entral L im it theo rem , w h ich  ensu res th a t 
th e  erro r estim ate  can  b e  u sed  to  derive G a u ssia n  confidence levels, can  also  be  
in ferred  from  th e  co m p u ta tio n  o f  th e  h ig h er cum ulan ts  o f  th e  erro r d istribu tion : 
w e  find fo r th e  skew ness
((E,-<E,»3) =  ± ( J 3 - 3 J 2J, +21?) , (12)
and th e  u n n o rm alized  kurtosis:
( ( E 1 - ( E 1 ) ) 4) - 3 a ( E 1 )2 =  ¿ ( j 4 - 4 J 3J 1 - 3 J 2 + 1 2 J 2J2 - 6 J í )  , (13)
w h ich  in d ica te  th a t th e  h ig h er cum ulan ts  decrease  fas te r th an  th e  v arian ce  w ith  
in creasin g  N ; w e  shall exam ine th is  la te r on  fo r th e  case o f  Q u asi-M o n te  C arlo.
1.3 Quasi-Monte Carlo estimators
1.3.1 Multi-point distribution and correlation functions
In  con trast to  th e  case  o f  reg u la r M o n te  C arlo, th e  tech n iq u e  o f  Q u asi-M o n te  C arlo  
re lies on p o in t sets in  w h ich  th e  p o in ts  are n o t  chosen  iid  from  th e  u n ifo rm  d is­
tribu tion , b u t ra th e r in terdependen tly . To m ake th is  m ore  specific, le t u s consider 
a p o in t set X o f  N poin ts. F o r each such  a p o in t set, w e  m ay  define a m ea su re  o f  
n o n -u n ifo rm ity , ca lled  a d isc re p a n c y  or, as in  th is  paper, a d iaph on y . Its  p recise  
defin ition  is p resen ted  below : fo r  now, suffice it to  dem and  th a t th ere  ex ist a fu n c ­
tio n  D ( X )  o f  th e  p o in t set, w h ich  in creases w ith  its n o n -un ifo rm ity : D ( X )  =  0 
i f  th e  p o in t se t is perfec tly  u n ifo rm  in  all p o ssib le  respects, an  ideal situ a tio n  th a t 
can  never b e  ob ta in ed  fo r any fin ite  p o in t set. T he Q u asi-M o n te  C arlo  m eth o d
for which the estimator is
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consists  o f  u sin g  p o in t sets X fo r w h ich  D ( X )  has som e va lu e  s w h ich  is (very 
m uch ) sm alle r th an  (s), th e  v a lu e  th a t m ay  b e  expected  fo r tru ly  iid  u n ifo rm  ones.
G iven  th a t such  ‘q u as i-ran d o m ’ p o in t sets can  b e  ob tained , ho w  does one u se  
th em  in  num erical in teg ra tion? T he obv ious issu e  here  is to  d e term in e  o f  w h a t 
ensem ble  th e  qu asi-ran d o m  p o in t set X can  b e  con sid ered  to  b e  a ‘ty p ic a l’ m em ­
ber. In  th is  paper, w e  shou ld  like to  advocate  th e  v iew p o in t that, s ince th e  m ain  
add itional p roperty  o f  th e  qu asi-ran d o m  p o in t set th a t d is tin g u ish es  it from  tru ly  
random  p o in t sets is its  ‘an o m alo u sly  sm a ll’ d iscrepancy  D , th e  en sem b le  o u g h t to  
co n sis t o f  th o se  p o in t sets th a t are iid  un ifo rm ly , w ith  th e  add itional co n stra in t th a t 
th e  d iscrepancy  D  has th e  p articu la r va lu e  D ( X )  =  s fo r th e  ac tua lly  u sed  p o in t 
set8. O n th is  p rem ise , th e  Q u asi-M o n te  C arlo  ana lo g u e  o f  E q .(2) w o u ld  th en  be  
th e  assum ption
P n ( s ; x - | , X 2 , • • • , * n )  =  — s) , (14)
H (s )
w h ere  s is, again , th e  observed  v a lu e  o f  th e  d iscrepancy  o f  X, on w h ich  P N m ust 
no w  o f  cou rse  depend; and  H ( s )  is th e  p ro b ab ility  density  to  hap p en  u p o n  a p o in t 
sets X w ith  th is  d iscrepancy  in  th e  reg u la r-M o n te  C arlo  ensem ble:
H ( s )  = 6 ( D ( X )  — s) d dx 1 d dx 2 d dx N (15)
T he actual co m p u ta tio n  o f  H ( s )  fo r g iven  defin ition  o f  th e  d iscrepancy  is re ferred  
to  th e  nex t section. W h a t in terests  u s here  is th e  fac t th a t P N is no w  no  lo n g er 
sim ply  unity , since th a t w o u ld  im p ly  in d ep en d en ce  o f  th e  p o in ts  in  th e  p o in t set. 
L e t u s th e re fo re  w rite  th e  m u lti-p o n t d is tr ib u tio n  as
P n ( s ; x - | ,X 2 , • • • , * n )  =  1 — ^ - F 2( s ; x i , X 2 , • • • , * n )  , (16)
w h ere  w e  have an tic ip a ted  a fac to r 1 / N  in  th e  m u lti-p o in t c o rre la tio n  F.
C
1.3.2 Properties of the correlation function
Since th e  va lu e  o f  th e  d iscrepancy  o f  a g iven  p o in t-se t X, shou ld  b e  in d ep en d en t 
o f  th e  o rder in  w h ich  th e  p o in ts  are generated , Fk ( s ; x 1 . .  . x k) m u st b e  to ta lly
8We do not examine the possible alternative that the point sets in the ensemble must have 
discrepancy in the neighborhood of the observed value s ; this amounts to the distinction between 
the micro-canonical and the canonical ensemble in statistical mechanics.
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sym m etric; m oreover, w e  m u st have
Fk (s; x i ,  X2 , . . . ,  x k )  =  Fk+1 (s; x i ,  X2 , . . . ,  x k , x k + i ) d dx k+i , (17)
C
w h ich  is n o t as triv ial as it m ig h t seem  since th e  va lu e  o f  th e  d iscrepancy , s, is 
b ased  on  th e  fu ll N p o in ts  and  n o t on  th e  sm alle r set o f  k  o r k  +  1 poin ts. F inally , 
fo r th e  Q u asi-M o n te  C arlo  in tegra l to  b e  unb iased , w e  m u st have
T hese  rem ain , o f  course, to  b e  p roven  and  w e  shall do  so in  th e  n ex t section, 
fo r a p articu la r cho ice  o f  d iscrepancy. M oreover, w e shall show  th ere  th a t the  
m u lti-p o in t co rre la tio n  FN is, to  lead in g  o rd e r in  1 / N ,  m ad e  up  from  tw o -p o in t 
co rre la tio n s F2:
T his estab lish es th e  p ro p erties  o f  ou r ensem ble  o f  p o in t sets X on w h ich , in  our 
view , th e  Q u asi-M o n te  C arlo  estim ates o u g h t to  b e  based .
1.3.3 Estimators
W e shall in d ica te  th e  ‘Q u asi-M o n te  C a rlo ’ n a tu re  o f  th e  estim ato rs  by  th e  super­
scrip t (q) .  T he first estim ato r is th a t o f  th e  in tegral:
H ere, and  in  th e  re s t o f  th is  section , th e  sum s w ill run  from  1 to  N . D en o tin g  by 
th e  subscrip t (q )  averages w ith  re sp ec t to  th e  ‘q u as i-ran d o m ’ en sem b le  d iscussed  
above, w e  th en  have
P i ( s ;  x i )  =  1 , (18)
so th a t
F2 (s; x i , x 2) d dx 2 =  0 . (19)
C
(20 )
i < m<n< k
(2 1 )
(22)
C
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as before: ow ing  to  th e  fac t th a t th e  o n e-p o in t d istrib u tio n  is u n ifo rm , th e  Q u a­
si-M on te  C arlo  estim ate  is in d eed  as u n b iased  as th e  M o n te  C arlo  one. T he d is­
tin c tio n  b e tw een  th e  tw o  m eth o d s appears in  th e  firs t-o rd er erro r estim ate. L e t us 
define
etcetera. A s before , w e  shall in so u cian tly  n eg lec t te rm s th a t are sub -lead ing  in  
1 / N .  T he advan tage o f  th e  Q u asi-M o n te  C arlo  m eth o d  is no w  clear: i f  w e  can 
ensu re  th a t a 12 > 1  ‘w h ere  it c o u n ts ’, th a t is, generally , w h en  x  and X2 are ‘c lo se ’ 
in  som e sense, th en  th e  Q u asi-M o n te  C arlo  erro r w ill b e  sm aller th an  th e  M o n te  
C arlo  one. A  go o d  Q u asi-M o n te  C arlo  p o in t set, therefore , is one in  w h ich  the  
p o in ts  ‘re p e l’ each  o th er to  som e extent.
T he first-o rder erro r estim ate  is no w  sim ply
a ( x i , x j )  =  1 +  F2(s;X i, Xj) ; (23)
then , w e  have
w h ere  w e  have adop ted  the  stra igh tfo rw ard  conven tion  fo r  in teg ra ls
f 1f 2a 12 =  f (X 1) f (X2) <x(X1 ,X2) d dX1 d dX2 , (25)
C
(26)
It is s im p le  to  show  that, indeed
(27)
how ever, e v a lu a tin g  E 2q) is less triv ial since it is n o t obv ious ho w  to  do  th is  in  
tim e  lin ear in  N . W e shall d iscuss th is  later. T he v arian ce  o f  th e  estim ato r E2q) 
can  b e  evalua ted  to
+ 4  f 2fk f  iO ika kl +  4  f 2f kf  l OikOil
(28)
8
+ 4 N  L  f 2f kf l a ika kl +  4 N  f 2f kf l a ika il
—4  y  f j f j fk f i t t i j t t jk a k i)  . (29)
T he deta ils  o f  th is  co m p u ta tio n  are d iscussed  in  th e  A ppend ix . It goes w ith o u t 
say ing  th a t th e  su b stitu tio n  coy —> 1 w ill reduce all th e  Q u asi-M o n te  C arlo  resu lts  
to  th e  reg u la r M o n te  C arlo  ones.
W e can  no w  see w h y  th e  ‘c la ss ica l’ estim ato r E q .(7) overestim ates th e  error. 
U n d e r th e  quasi d istrib u tio n  P 2 o f  E q .(16) th e  c lassica l estim ato r averages to
'  i  -y 1 (q)
for which the corresponding estimator (to leading order) is
f(x)f(y)F(x,y) +  C>(^-j) (30)
T he te rm  invo lv ing  th e  co rre la to r is suppressed  by  w h ich  show s th a t E 2 aver­
ages to  so m eth in g  d iffe ren t th an  th e  v arian ce  o f  E-| u n d e r th e  quasi d istribu tion . 
M oreover, w e  w ill show  in  sec tion  2.3 th a t9 th e  in tegra l o f  th e  suppressed  term  
is stric tly  p ositive  fo r any p o in t-se t th a t is b e tte r  th an  a tru ly  ran d o m  one. So E 2 
om its  a stric tly  negative  te rm  w h en  estim atin g  th e  error.
W h ile  it is tru e  th a t th e  estim ato r E q .(26) averages to  a quan tity  w h o se  lead ing  
o rder in  N is equal to  th e  lead in g  o rder o f  a  ÍE2q))  , it suffers from  th e  fo llo w in g2
d isag reeab le  p roperty : fo r a co n stan t in tegrand , w h ile  th e  firs t tw o  te rm s van ish  
identically , th e  th ird  app roaches zero  asy m p to tica lly  from  negative  values. T his 
leads to  a negative  squared  erro r fo r all p ractical pu rposes. A lth o u g h  th is  is n o t 
d isastrous p e r se, it in d ica tes  th e  reaso n  fo r th e  appearance o f  negative  errors also  
fo r n o n -co n stan t in tegrands, as w ill b eco m e app aren t once w e  have a concrete  
exp ression  fo r th e  co rre la tio n  function . It is, thus, desirab le  to  ob ta in  an  estim ato r 
th a t van ish es id en tica lly  fo r co n stan t functions. T his is ach ieved  by
1 1 ^  1 ^
^ 1 = n i  L f? -  Ñ Ñ í L fif< -  ñ ñ í  L f *f <( Fij -  - F i j+ Fi* > (3 !)
i  i,j i,j,k,l
9under fairly general conditions for the function f (x).
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w h ere  th e  £.y... deno tes a sum  w ith  all in d ices d ifferen t, and  Fi>j =  F2( s ; x i ,Xj). 
T his quan tity  averages to
E (q2 ) d x d y d z d w  f ( x ) f ( y )  [Fx,y — Fx,w — FZ)y +  FZ)W]
2 (32)
w h ich  equals  th e  lead in g  p art o f  a  (E2q))  th an k s to  E q .(1 9 ). I t is easy  to  check  
th a t th e  estim ato r o f  E q .(3 1) van ish es id en tica lly  fo r  a co n stan t in teg ran d  and  any 
N , th an k s to  th e  an tisy m m etry  p roperty  o f  th e  quadrup le  sum .
1.3.4 Cumulants of E 1
A s a final rem ark , w e  m ay  a lso  investigate  th e  cum ulan ts  o f  th e  Q u asi-M o n te  C ar­
lo  estim ato r E 1. W e w rite  th e  ex pansion  o f  th e  co rre la tio n  fu n c tio n  Fk over 1 / N  
as
Fk ( s ; x 1 ( . . .  , x k) =  F™ +  ¿ F f  +  - U f  +  . . .
and define
(i
(a) _
i-i >... jik f ( x i ) ii . .  . f (X k) ikFka)(s; X i , . . . ,  Xk)
It is ev iden t th a t i f  E q .(20) ho lds, w e  have
.... , =  y
T he cum ulan ts  are defined  as
Cn = (  ( E i q) — ( E iq) (q) (q)
T he variance  o f  E i is th en
C2 -  jÿj"( J2 )]- M(^) +  0 ( ^ 2 )
T he skew ness is
(33)
(34)
(35)
(36)
(37)
C3 — ^ 2 ( J3—3 J i J 2+ 2 J3— A ^ 2j + 6 J-|.A/f — ( 38)
N 3
T he u n n o rm alized  k u rto sis  is
c4 — 3 c 2 =  (—- ^ ^ 1 ,1,1 — 3 ( A Í i 1])2 +  4 J 1A Í i2] )i — 6 j f A í i 2]) +  O ( ^ )  (39)N 3
10
2
n
T he above resu lts  in d ica te  th a t a co rre la tio n  fu n c tio n  th a t satisfies th e  p roperty  o f  
E q .(20) leads to  a d is trib u tio n  w h o se  skew ness decreases fas te r w ith  N th an  does 
th e  variance, b u t w h en  it com es to  th e  ku rto sis  (and  h ig h er cum ulan ts), add itional 
p ro p erties  reg ard in g  th e  n ex t-to -lead in g  o rd e r exp ression  fo r F (den o ted  above 
by  M ^ ) .  ik) are need ed  to  secure G aussian  cu m u lan ts10. T hese  p roperties  ho ld  
w h en ev er th e  sadd le  p o in t ap p ro x im a tio n  o f  E q .(6 6 -67) is valid . In  such  cases one 
expects  G aussian  confidence levels fo r th e  Q u asi-M o n te  C arlo  estim ato r E i .
2 Multi-point distributions with diaphonies
2.1 Diaphony
W e co n sid er a p o in t se t X w ith  N elem ents, g iven  in  C. T he n o n -u n ifo rm ity  o f  the  
p o in t set X can  b e  d escribed  by  its  d ia p h o n y 11:
ND(X) =  ^ X  > (40)
j,k=l
w ith
ß ( x j , Xk) =  a n  e n (Xj)e*(Xk) ,
n
e n (x) =  e x p ( 2 i n n  ■ x ) . (41)
H ere, th e  v ec to rs  n  =  ( n i , n 2, . . . ,  n d) fo rm  th e  in teg er la ttice, and  th e  h a t d e­
n o tes th e  sum  over all n  excep t n  =  0. W e m ay  also  w rite
N
d(x) = ñ L an y  e n ( x j ) 
j=i
(42)
so th a t w e  reco g n ize  th e  d iaphony  as a m easu re  o f  ho w  w ell th e  v ario u s  F o u rier 
m o d es are in teg ra ted  by  th e  p o in t set X. T he d iaphony  is th e re fo re  seen  to  be  
re la ted  to  th e  ‘spectral te s t’, w e ll-k n o w n  in  th e  field  o f  ran d o m -n u m b er g en e ra to r 
testing . F o r th e  m o d e  s tre n g th s  cr2. w e  have
(43)
10Approach to a Gaussian distribution,for iid random variables, would require Cn/(C2)n/2 to 
approach 0 for large N .
"som e of the concepts of this section have also been discussed in [2] and [3].
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T he la tte r conven tion  sim ply  estab lish es th e  overall n o rm aliza tio n  o f  D . T he ad ­
v an tag e  o f  th is  d iaphony  over, say, th e  u sual (s tar)d iscrepancy  is th e  fac t th a t it  is 
transl ation-i nvari an t :
ß(Xj,  Xk) =  ß(Xj -  Xk) , (44)
so th a t p o in t sets X and  X ' th a t d iffe r on ly  by  a tran sla tio n  (m o d u lo  1) have the  
sam e n o n -un ifo rm ity : th e  d iaphony  is ac tua lly  defined  on th e  h yper-to rus ra th e r 
th an  on th e  hypercube. A lso , th e  d iaphony  is tadpo le-free:
ß(X) d dx  =  0 . (45)
C
M oreover, w e  shall u se  a n  such th a t a n  =  an / i f  th e  tw o  la ttice  v ec to rs n  and  n ' 
d iffe r on ly  by  a p erm u ta tio n  o f  th e ir  com ponen ts. T hus, X and  X ' w ill a lso  have 
th e  sam e n o n -u n ifo rm ity  i f  th ey  d iffer by  a g lobal p erm u ta tio n  o f  th e  coo rd ina tes 
o f  th e  points.
2.1.1 Some numerical results
In  th is  sec tion  th e  b eh av io r o f  a specific d iaphony  is p resen ted , fo r th ree  p o in t 
sequences, as th e  n u m b er o f  p o in ts  N increases.
T he d iaphony  is defined by  E q .(42) w ith
a n  =  K e -An2 K- i  =  Y _  e - ^  A =  0.1 (46)
T he reaso n  fo r ex p erim en tin g  w ith  th is  defin ition  lies in  th e  fac to riz in g  p roperty  
o f  th e  a n . D u e  to  K- i  b e in g  re la ted  to  Jacob i th e ta  functions, w e  call th is  the  
‘Jacob i d iap h o n y ’. W e w ill b e  u s in g  th is  d iaphony  in  m o st o f  w h a t fo llow s.
In  th is  p ap e r w e  w ill b e  u sin g  th ree  p o in t sequences th a t w e  w ill b e  ca lling  
R a n l u x ,  V a n  D e r  C o r p u t  and N i e d e r r e i t e r .  R a n l u x  is a p seu d o ­
random  p o in t sequence gen era ted  by  th e  R a n l u x  algo rithm  (see [4]) w ith  luxury  
level equal to  3. V a n  D e r  C o r p u t  is a q uasi-random  sequence g en e ra ted  by  an 
im p lem en ta tio n  o f  th e  algo rithm  by  H a lto n  th a t genera lizes to  m any  d im ensions 
an  o ld er algo rithm  by  Van der C orpu t (see [5]) w ith  p rim e b ases 2 , 3 , 5 , 7 , 1 1 , . . . .  
F in a lly  N i e d e r r e i t e r  is another, o p tim a l12 q uasi-random  sequence b ased  on 
th e  algo rithm  in  (see [7]). In  particu lar, w e  fo llo w  th e  cho ices o f  [8] and  construc t 
th e  sequence in  w h ich ev er b ase  is op tim al fo r th e  cu rren t d im en sio n  (see [7]).
12in a sense described in [7] and [8].
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It shou ld  also  b e  n o ted  th a t on ly  m o d es w ith  square len g th  up  to  n 2 <  15 are 
in c lu d ed  in  th e  ca lcu la tion  o f  th e  d iaphony  (in c lu d in g  th e  d e term in a tio n  o f  K), in  
an tic ip a tio n  o f  th e  sam e re str ic tio n  on  th e  estim ato r sum s in  la te r sections.
In  th e  p lo ts  th a t follow , th e  d iaphony  o f  th e  Niederreiter sequence in  
particu lar, b u t a lso  th a t o f  th e  van der Corput sequence, exh ib ited  a large 
v aria tio n  in  re la tive ly  sm all in terva ls  o f  N . A s th e  n u m b er o f  p o in ts  N  approaches 
certa in  critica l va lu es th e  d iaphony  reaches very  sm all levels, on ly  to  re tu rn  to  
its  ‘c ru is in g ’ va lu es a few  p o in ts  later. To avoid  c lu tte ring  th e  p lo ts  w e  p resen t 
here  th e  d iaphony  averaged  in  packs o f  500  p o in ts  w ith o u t in fo rm atio n  on  the  
m in im u m  or m ax im u m  valu e  fo u n d  in  each  pack. T he m in im u m  values fo r  each 
pack , th a t co rresp o n d  to  excep tional p o in t configurations, are very  in te re stin g  on 
th e ir  ow n b u t do  n o t affec t th e  p resen t study.
F ig u re  1: D = 2  (left) and  D =3 (right). T he d iaphony  o f  RANLUX (red  line), Van 
Der Corput (g reen  line) and  Niederreiter (b lue line).
T he d iaphony  o f  th e  RANLUX sequence is seen  to  o sc illa te  a round  1, as ex­
pected . M o reo v er th e  b eh av io r o f  th e  N i e d e r r e i t e r  sequence im p ro v es w ith  
th e  n u m b er o f  d im ensions w h en  co m p ared  w ith  c rude V a n  d e r  C o r p u t ,  an 
en co u rag in g  h in t fo r h ig h er d im ensions.
2.2 Generating function
W e shall no w  com p u te  a 1 / N  ap p ro x im atio n  to  th e  m o m en t-g en e ra tin g  d is trib u ­
tio n  o f  th e  p -p o in t p ro b ab ility  d istribu tion , th a t is,
Gp(z )  =  ( e x p ( z D ( X ) ) \  x x , (47)
\ / Xp+1 ,Xp + 2,...,XN
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Figure 2: D =4 (left) and D=5 (right). The diaphony o f  RANLUX (red line), Van 
Der Corput (green line) and Niederreiter (blue line).
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w here w e have indicated that the points x 1 ,x 2, . . .  ,x p are kept fixed w hile the 
rem aining N — p  points are integrated over. Gp (z) therefore still depends on 
x 1, . . .  ,Xp. This is m ost easily achieved using a diagram m atic approach, w hich 
has been introduced in [2]. We shall indicate w ith crosses those points that are 
kept fixed (w ith an im plied sum over them , from  1 to  p ), and w ith dots ( ‘beads’) 
those points that are integrated over (again, w ith an im plied sum running from  
p  + 1  to  N). The function ß is indicated by a solid line. As the sim plest examples, 
then, w e have
1 1 N
i f p  =  N: — X--------X =  - X ß ( x V ^ ) = D ( X )  , (48)
j,k=1
and
if  p  =  0: (D (X ))c1,...xN =  ß ( 0 ) = Q =  1 .  (49)
O ther exam ples are
ß ( x 1 — x 2)2 d dx 1 d dx 2 ,
C
ß ( x 1 — x 2) ß (x 2 — x 3) ß (x 3 — X1) d dX1 d dx 2 d dx 3 , (50)
C
and so on: a general closed loop w ith precisely n  beads will be denoted by @ .
N ote that, since, the functions en (x) form  an orthonorm al (and even a com plete)
14
set, w e have © =  L  ( ° n ) n . (5 i)
n
We can now  sim ply w rite out all possible (connected and disconnected) diagram s 
w here every solid line ends in a cross or a bead, and apply the follow ing Feynm an 
rules:
1. A  factor 2 z /N  for every ß line (where the factor 2 arises from  the tw o 
possible orientations);
2. A  factor (N — p ) -  for every diagram  (or product o f  diagram s) that contains 
precisely q beads13;
3. In addition, the usual sym m etry factors arising from  equivalent lines and 
vertices, and from  the repetition o f  identical (sub)diagram s.
We shall com pute Gp (z) including term s o f  order 1 and those o f  order 1 /N .  N ote 
that
( N — p )ä =  N " f l - ^ — ‘' ‘‘i " ’ 1)  + 0 ( N - 2) (52)
as long as N »  p q , q 2. In the follow ing w e shall always assum e this.
First, w e consider contributions w ithout any crosses or nontrivial vertices. A  
general term  in this class is given by
, N ~ p ) S ' '-or^ or^ o T3N Q Til V 2! V r 3! y 3
where
Q =  r  i +  2t2 +  3t3 +  • • • ; (53)
up to  order 1 /N 2, this contribution to  the generating function can therefore be 
w ritten as
-  o-K-éë)«^ •
G(0)(z) =  exp ^ ¿ l o g  ( l - 2 z f f ^ ) j  . (54)
13The ‘fallingpower’ is defined as a -  =  a !/(a  — b) ! =  a(a  — 1 )(a — 2) • • • (a — b +  1 ).
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U p to 1 / N 2, one diagram  w ith a four-point vertex m ay be present: a generic 
contribution o f  this type is
(JSJ p  j  Q+m+1 +TTV2 +1 /  ^2z jTTv1+ m 2+2
]\] Q+mi +TTV2 +2
m DOm
x z QTi 1 T2 _L  ( ^ L .r  11 V J r 2! V '•+' J r 3! I 30 O. T3
w here m 1,2 denote the num ber o f  beads on each loop, excluding the one on the 
four-vertex. L et us define
2 z a 2
(55)
then, this contribution can be w ritten as
G{,2)(z ) =  ——(f>(z;0)2G (o)(z) .
8N
(56)
N ote that the lem niscate graph is actually equal to  the product o f  tw o closed loops: 
this is a consequence o f  the translational invariance o f  the diaphony. A  generic 
contribution containing tw o three-vertices is
(JSJ _  p  j Q+rrvi +m2 +m3 +2 
N Q+mi +m2 +m3 +3
/ m i \
(2 z) mi +m2 +m3 +3
12
x - * -  I Z  
r i  l OTi 1 0T2l V ' • ' /  T3I \  3 
so that this contribution to  the generating function reads
g “ (z) = iÍñg(0,(z) ^ ( z ; x )3 d dx  . (57)
The diagram s w ith crosses have the generic contribution
(N - p) Q+m
N Q+m+i z (2z ) m x •  « » > xx. m xJ ky
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2
C
X —  I z  
r i! OTi 1 r 2 l 0 T2 _L  ( ^ 1 o . T3
leading to
Gp4)(z) =  — G (0)(z) y  ( f ) ( z ; x j - x k)
2N
1
Ñ
j,k=i
G (0)(z) ( y 4 ) (z ;0 )2 +  ^  4 > ( z ; x j - x k) ) , (58) 
i <j<k<p
w here w e have singled out the contributions w ith j =  k. All other possible di­
agram s either vanish because o f  translational invariance and tadpole-freedom , or 
are o f  order 1 /N 2 or lower. The final result for the generating function up to  order
1 / N 2 is therefore
(
G p(z) =  G ,0>(z) L
4N
^ ( z ; x )2 d dx  +
1
12N
^ (z ;  x )3 d dx
(59)
i<j<k<p
N ote that the term  in G (i 1 (z) containing p  cancels precisely against that in G (4) (z), 
so that the only reference to  p  is in the last term  in brackets in E q .(59), and indeed 
w e have
Gp(z) d dXp =  G p -i(z )  . (60)
In A ppendix B w e give the result for the higher order ( 0 ( ^ - ) )  term  in Gp . 
There are 25 term s that contribute but only three o f  them  include p . The condition 
60 still holds.
1 2z
C C
C
2.3 Multi-point distribution by Laplace transform
From  the generating function, w e can recover the actual probability distributions. 
As discussed above, let H (s) be the probability that the point set X has diaphony 
equal to  s, that is, D (X ) =  s. The underlying ensem ble o f  point sets is that o f  sets
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o f  N iid uniform ly distributed points, i.e . the sam e ensem ble underlying the usual 
M onte Carlo error estim ates. Then, w e have
H (s) = d dx i d dx 2 ■ ■ ■ d dx N 6 (D (X ) — s)
C
+■100
2 i n
e zs Go(z) d z  , (61)
w here the integration contour runs to  the left o f  all the singularities o f  G 0(z); 
and the m ulti-point distribution for p  points averaged over all point sets X w ith 
diaphony s, is given by
Pp(s;xi ,x2, . . .  ,xp) =  ——- R p ( s ; x i , x 2) . . .  ,xp) ,
R p (s ;x 1(x 2, . . . , x p ) =  ^73
1
H (s)
+ico
e -zs Gp (z) d z  . (62)
1
2X71
Since w e w rite the deviation from  uniform ity o f  the m ulti-point distribution as
P p (s ;x 1(x 2 ). . .  ,Xp) =  1 -  ^ F p ( s ; x i , x 2 ) . . .  ,Xp) , (63)
w e see that the m ulti-point correlation Fp is, up to  O ( ^  ), as claim ed, built up from  
tw o-point correlators14: for p  >  3,
p -i
F p (s ;x i,X 2, . . . , Xp) =  F p - i ( s ;X i,X 2, . . . , X p-i) +  F2(s;Xj,Xp) , (64)
j=i
so that the p -po in t correlator is sim ply the sum o f  all p (p  — 1 ) /2  2 -point cor­
relators. In the approxim ation used, the sub-leading term s in H (s) are actually 
irrelevant, and w e m ay w rite
+ÍCO
H ( s )  K  ¿
e x p (^ (s ;  z )) d z
14This doesn’t hold for the next order in Jj- as seen in Appendix B. Terms like the one of 
Eq.(109), that don’t factorize, appear for p > 3.
1
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1 >2
^ ( s ; z )  =  - s z - - X l o g ( l - 2 z o ^
2- n
+■100
- 1
F2( s ;x 1(x 2) =
2 m H (s )
e x p ( ^ ( s ;z ) ) ^ ( z ;x i  — X2) d z  . (65)
Except in the very sim plest cases15, a com plete evaluation o f  E q .(65) is nontrivial. 
A  sim plification arises i f  s is m uch sm aller than its expectation value 1 (which 
is anyway the aim  in quasi-M onte Carlo), or i f  the G aussian lim it is applicable, 
nam ely w hen the num ber o f  m odes w ith non-negligible ff? becom es large in such 
a way that no single m ode dom inates. In practice, this happens w hen the dim en­
sionality o f  C becom es large. Fortunately, these are precisely the situations o f 
interest. The position o f  the saddle point for H (s), 2, is given by
2  ff2
(66>n  n
For s ^  1, therefore, 2  is large and negative. Since to  first order the same saddle 
point m ay be used for R2, w e find the attractive result
2  _  22 ff2 
F 2 (s ;x i ,x 2) «  e* (* i)  e ft(^2) » =  2 £ g 2 ^  1 • (67)
nf fn
The form ulae (66) and (67) suffice, in our approxim ation, to  com pute all the m ulti­
point correlations.
We finish this section w ith the follow ing observation. Suppose that F2 is given 
as a function o f  X i, x 2. By Fourier integration w e can then com pute the œ n . 
The assum ption that the saddle-point approxim ation is valid, together w ith the 
norm alization condition Y .  fff. =  1, then allows us to  w rite
nf
We see that F2 not only determ ines the fo rm  o f  the diaphony, but in addition also 
its value.
5See section 4.3.
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3 Application of Quasi-Monte Carlo estimators
3.1 The mechanism behind error reduction
A fter the above prelim inaries w e can now  exam ine the m echanism  by w hich Q ua­
si-M onte Carlo can outdo M onte Carlo. We shall assum e the saddle-point approx­
im ation to  be valid. For s <  1, w e then have 2  < 0 ,  and all the œ n  are positive, 
and as 2  —> —od they approach unity from  below  (although for |n | —> oo they 
m ust always, o f  course, go to  zero). N ow  notice that the set o f  functions en (x) is 
com plete, that is,
Y  e n (x i)  e n (£2) =  6d(Xi -  £ 2) . (69)
n
This allows us to  w rite the variance o f  the M onte Carlo error as
2
f(x )  en (x) d  x (70)
w here the contribution from  the zero m ode n  =  0 is canceled by the Jf term. For 
Quasi-M onte Carlo on the other hand, w e find
a
N
f(£ ) en (x) d d£ (71)
We see that those m odes n  for w hich œ n  is positive tend to  lead to  an error re­
duction. In the saddle-point approxim ation, therefore, a n y  value 0 <  s <  1 will 
lead to  a decreased error w ith respect to  standard M onte Carlo. On the other hand, 
since
1
for s >  1 , (72)0 <  £  <  m in —-j- 
n  2 a 2
large values o f  the diaphony will actually lead to  an in c re a se  in the error. N ote that 
in the above w e have only used the fact that the en  form  a co m p le te , o r th o n o rm a l  
set o f  functions: therefore, the error-reduction result holds for a m uch w ider class 
o f  discrepancies than ju st the diaphonies discussed in this paper.
C
2
C
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3.2 Estimators analyzed
We can now  arrive at an estim ator for the Q uasi-M onte Carlo error. The sim plest 
form  is obtained by inserting E q .(67) in the equation for E2 (Eq.2 6 ):
E2q) = ¿ Z fi - ¿(Z f^2 - ^  Z Z fie*M2 (73)
w ith
!n
- 2 £ 4 _
We are still free to  choose the exact form  o f  the w eights ct"  at w ill, under the
Wii ~  1 — 2ÎO -1 (74)
nT
16constraints o f  E q .(43). O ur choice is the so called Jacobi w eights
a n  =  Ke-An2 (75)
w ith
K-1 =  V  e -An2 (76)
Tn
The param eter À controls the ‘sensitivity’ o f  the diaphony: as À —> 0 w e get 
ffn  —> 1 for every m ode w hich corresponds to  a super-sensitive diaphony, useless 
for practical purposes, w hile as À —> oo only the m odes w ith n 2 =  1 contribute 
m aking the diaphony fairly non-sensitive. We choose À =  0.1. O ther values o f  À, 
w ithin a ‘reasonable range’ do not alter, in practice, the num erical value o f  E2q), 
as shown in section 4 .1 .
It is easy to  see that the estim ator averages (to leading order in N ) in a positive 
definite quantity 17. This leaves still open the possibility for a negative error esti­
m ate, particularly for relatively sm ooth functions w here the cancellation betw een 
the tw o sums o f  the pseudo estim ate are large leading to  a small error. The source 
o f  the negative error effect is clear in the case o f  a constant function. Then
1
f(x) =  C => E2q = - — C2 ^ c u Tl^ i x Tt(xi )ixTt(xj) (77)
n  i,j
and the point sum o f  every Fourier m ode can be anything from  0 (w hen the points 
are spread evenly enough to  produce com plete cancellations for all the included 
m odes) to  N 2 (when all the points are on top o f  each other). The average o f  this
16due to their convenient factorizing property.
17It averages to Eq.(71) which is positive definite as long as s < 1.
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sum is N (for truly random  points), but for Q uasi-M onte Carlo points w e expect 
that this sum will be significantly sm aller than that. For non-constant functions 
sim ilar effects can be expected, apart from  the fact that the first tw o term s o f  E2q) 
do not cancel anymore. Thus, w e expect negative squared errors for h igher m odes 
or small num ber o f  points, and this is w hat has been observed in a num ber o f  plots. 
U nfortunately there is no way to  predict precisely w hen, as N increases, the esti­
m ator gets a useful, positive value. One could resort to  the error o f  E2q), but that 
is cubic in the num ber o f  m odes (see E q.29) and hence prohibitively expensive in 
realistic calculations.
The way out o f  this is the estim ator o f  E q .(3 1) w hich can be w ritten in a form  
w ith unrestricted sum s as follows:
where
1 C 1 c 2  ( N  —  1 ) 3  | w  !
m S l  ~  Ñ Ñ 1 S ' "  “ Ñ Ñ 3-  4 - cualn
2
3(N — 1 )- N -  1
N N 4
S2 Y _  o^Tt +  Y _  cvn ( 2 S ,m  {W flU n} -  2Ü i { U n Q n } )
N N 4 y  ^ n ( N — 2 +  |U n |2)(S2 — S2)
n
U n  ^  u n (Xi) 
i
W n  =  u n  (x i)f(x i)  
i
Q n  =  u n ( x i ) f 2(xi) 
i
S2 ft
i
Si =  f i  
i
(78)
(79)
It is identically zero for a constant function, as can be easily checked, and av­
erages to  the leading order o f  the squared variance o f  E-|. The correction term s are 
o f  higher than leading order in N , but that does n o t  m ean that w e have selectively 
included some N L O  corrections to  the variance. The correction term s above are 
such that the N LO  term s vanish on the average.
1
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In practice the infinite sum over m odes in both estim ators has to  be truncated. 
This should not be perceived as an approxim ation o f  any kind. It am ounts to 
a redefinition o f  the diaphony. Looking at E q .(66) w e see that as the value o f 
s becom es small the saddle point becom es quickly large and negative: £  ^  0 . 
Then — —> oo for low  m odes and — 2£añn —> 0 for higher m odes, w hen 
crñn/|£| —> 0. We can, thus, safely neglect these higher m odes in the estimator. As 
long as the value o f  the diaphony is small, w hich is in any case the goal in Q uasi­
-M onte Carlo , the profile o f  œ n  depends only on the choice o f  A, which, as said, 
also regulates the sensitivity o f  the diaphony. We see therefore that the estim ator 
inherits the sensitivity o f  the diaphony in a direct way.
It is w orth noting that the factorized form  o f  the ß-function in the diaphony 
definition is directly responsible for the fact that the tw o estim ators are now  o f 
com plexity N x M  (with M  the num ber o f  m odes) instead o f  quadratic in N . 
This is a desirable achievem ent as long as M  <  N , w hich w e shall always assum e 
to be the case.
3.3 Numerical results
In the follow ing w e will present a num ber o f  plots that show how  both the ‘clas­
sical’ and the quasi error estim ates18 behave as a function o f  the num ber o f  points 
N . In the process w e will use the three types o f  point sequences defined in section
2 .1.1.
A  num ber o f  test functions w ere used for integrands. They consist o f  a subset 
o f  the test functions used by Schlier in [6], along w ith a G aussian function w ith 
dim ension-dependent w idth. We have
T F 1 3 : f ( x ) = n | 4Xk~ 2 ' +  k  (80)
k=1 ' +  k
w hich averages to  J1 =  1. This test function is especially tailored for a Van der 
Corput sequence, since in D  =  1 it is perfectly integrated by such a sequence w ith 
base 2 .
D
TF2 : f (x)  =  ^  k c o s (k x k) (81)
_______________________________ k=1
18The ‘classical’ or ‘pseudo’ estimator, E2, is the one of Eq.(7), constructed on the assumption 
that the points are iid. By ‘quasi’ estimator, E2q), we mean the ‘improved’ estimator Eq.(78).
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w hich averages to  Ji =  k s in (k ) .  This function should be difficult to  integrate 
in high dim ensions.
D k
TF4 : f ( x ) = X n x j (82)
k=1 j=1
w hich averages to  Ji =  1 — ^b-. It is chosen as a sim ple exam ple o f  a function that 
is not a product o f  single-variable functions.
A  G aussian w ith fixed w idth suffers from  a rapid decrease, in h igher dim en­
sions, o f  the region o f  the integration volum e w here the function is non-zero, 
m aking the integration cum bersom e (the h igher the dim ension, the m ore points 
are needed and inter-dim ensional com parison is difficult). To avoid this w e use 
instead
w hich is a product o f  superpositions o f  a G aussian and its tails outside the [0,1] 
interval. We w ish to  keep the variance o f  this function independent o f  the num ber 
o f  dim ensions, so w e define a  such that
w here in practice it suffices to  keep the first couple o f  term s in the sum. The 
function averages to  Ji =  1 and spreads as the num ber o f  dim ension grow s ( a  —>
oo as D  —> oo).
In the follow ing plots the error and its estim ates as functions o f  the num ber o f 
points N are shown in a double logarithm ic scale.
The ‘classical’ error estim ate is presented, along w ith three versions o f  quasi 
error estim ators, E q5, E qi0, E q15. The superscript next to  q denotes the squared 
length o f  the h ighest m odes included in the sum s o f  E q .(78). Thus Eq10 includes19 
m odes w ith n 2 <  10. In table 1 w e give the num ber o f  m odes w ith n 2 <  15, 
and n  <  5 for different dim ensions. It is evident that the num ber o f  m odes grows 
rapidly w ith the dimensionality.
19please note that the square length of a mode is the sum of the squares of D inte­
gers. So for D =  2, for example, the modes present are those with square equal to 
1 ,2 ,4 ,5 ,9 ,10,13,16,17,... and, thus, E2q15) actually contains modes with squared length up
D g—(xi —X0i+ni )2/2o2
TF6 : f ( x ) = n  Y - (83)
i=1 n  =—oo
(84)
to 13.
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D #  o f  m odes
1 6
2 44
3 250
4 1256
5 5182
Table 1 : num ber o f  m odes w ith
D #  o f  m odes
1 4
2 20
3 56
4 136
5 332
2 <  15 (left) and n 2 <  5 (right)
The real error m ade is included for com parison. The data w ere collected in 
a point per point basis up to  N =  105. In the plots w e have included the av­
erage value o f  each error for successive subsets o f  500 points, suppressing any 
inform ation on m inim um  or m axim um  values in the subset20.
All integrations are perform ed in the unit hypercube [0 ,1]D. The dim ension­
ality varies from  2 to  6.
D=2 TF2 points vdc l=0.1 max=15 D=2 TF2 points niederreiter l=0.1 max=15
Figure 3: TF2, d=2 log-plot using a Van der Corput sequence (left) and a 
Niederreiter sequence (right). The classical error estim ator is far o ff the real 
error w hereas the quasi estim ators are approaching the real error as m ore m odes 
are added to  the sum. The need for m ore m odes is, however, obvious, in both 
plots.
20The real error (in particular) fluctuates a lot as the quasi sets complete their successive cycles 
of low diaphony, but knowledge of the specific point where the error minimizes is of course not 
available a priori.
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D=3 TF13 porntsvdc l=0.1 max=15 D=3 TF13 points niederreiter l=0.1 max=15
Figure 4: TF13, d=3 log-plot using a Van der Corput sequence (left) and a 
Niederreiter sequence (right). The quasi estim ators follow  the error w ith  the 
appropriate N -dependence contrary to  the pseudo estimator. N ote that the E q14 
is in this case w orse than E q10 or E q5 for all N <  100000. The higher m odes 
converge slow er to  their average value, but the cross-over point is not know n in 
advance and it is function-dependent.
Figure 5: TF6, d=4 log-plot using a Van der Corput sequence (left) and a 
Niederreiter sequence (right). The quasi estim ators approxim ate well the 
error. M oreover w e see here a clearer instance o f  the crossover o f  higher m odes 
in large N m entioned in the previous figure.
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D=5 TF6 points:vdc l=0.1 max=15 D=5 TF6 points niederreiter l=0.1 max=15
Figure 6: TF6, d=5 log-plot using a Van der Corput sequence (left) and 
a Niederreiter sequence (right). The use o f  the im proved estim ator (Eq.78) 
reduces the probability o f  a negative error square estim ate but, naturally, it doesn’t 
rem ove it altogether. The plot on the right dem onstrates this effect. As expected, 
the estim ator returns to  positive values and stabilizes as the num ber o f  points 
increases and the estim ator converges to  its average value.
D=6 TF6 points:vdc l=0.1 max=15 D=6 TF6 points:niederreiter l=0.1 max=15
Figure 7: TF6, d=6 log-plot using a Van der Corput sequence (left) and a 
Niederreiter sequence (right). In this case the estim ators describe very well 
the real error m ade in the integration.
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4 Alternative approaches
4.1 Raising the value of À in the Jacobi diaphony
In general the real Q uasi-M onte Carlo error is approached by including m ore and 
m ore m odes in the estim ator sum. A t the same tim e, by including higher m odes, 
one increases the error on this estim ate (the error on E2) because one attem pts 
to  estim ate by M onte Carlo m eans the integral ƒ f (x )e n (x) w hich will fluctuate 
vigorously for h igher m odes.
One m ight then attem pt to  raise the value o f  À, thus decreasing the num ber 
o f  active m odes (that give an appreciably non-zero œ n )). This w ould o f  course 
reduce the sensitivity o f  the diaphony, artificially low ering its value. Im prove­
m ent in the error estim ate originating from  higher m odes w ould be lost but the 
contribution o f  the m odes close to  the origin (which are the ones included) w ould 
be relatively enhanced, as can be seen from  the behavior o f  the w eights (see 
E q .67) .
D=3 Van der Corput D=3 Niederreiter
Figure 8: TF6, d=4 log-plot using the Van der Corput (left) and the 
Niederreiter (right) sequences. E q15 is shown for different values o f  À in ­
dicated in the key, along w ith the real error and the classical estimate. Average 
values o f  all quantities for sets o f  500 points are shown in each case. The value 
o f  À doesn’t alter the estimator, as long as that value stays w ithin a specific range. 
We see that, in this case, the value À =  1.6 is out o f  the safe range.
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D=3 TF13 points vdc l=0.1 max=15 D=5 TF6 points:vdc l=0.1 max=15
Figure 9: The ratio o f  different quasi estim ators w ith the classical estim ator for 
d  =  3 and TF13 (left) and d  =  5 TF6 (right). In both cases Van der Corput 
point-sets w ere used.
4.2 Monitored estimator
The estim ators Eq5 , Eq10 and Eq15 are not always proportional to  the classical 
estim ate, and, in som e cases they decreases quite faster w ith  N than the classical 
estim ate does. They never decrease slow er than the classical estim ate, though, and 
one can use that as follows. One m onitors the ratio o f  Eq15, for exam ple, to  the 
‘classical’ error estim ate, and after a certain point21, the ‘classical’ error is only 
estim ated and m ultiplied w ith that ratio. This is a purely linear algorithm  and 
therefore very fast. Caution has to  be exercised, though, in the way the critical 
ration is chosen, in order to  avoid configurations w here the estim ators acquire a 
very low  value for som e exceptional value o f  N .
This approach relies heavily on the, frequently false, assum ption that the quasi 
and classical estim ators scale. I f  this is not so, the new  estim ate is conservative. 
One has, thus, the option to  trade accuracy for cpu time.
The plots o f  fig.9 show the ratio o f  Eq5 , Eq10 and Eq15 w ith E2 for tw o partic­
u lar cases.
21which depends on the resources of the user.
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4.3 The box approximation
There is a choice for the diaphony that allows us to  perform  the integrals o f  E q .(65) 
w ithout resorting to  the saddle point approxim ation. That choice is
°* = EI - m) (85)
|j.=1.. d
for som e arbitrary m . The norm alization (Eq.43) determ ines M  =  (2 m  + 1  )D - 1.
This diaphony includes only a finite num ber o f  m odes, all o f  w hich are equally 
weighted. It can be seen as an approxim ation to  the Jacobi diaphony since for 
small À the latter gives o n  «  1 for |n | <  n c and o n  ~  0 for |n | >  n c w here n c is 
determ ined im plicitly by the value o f  the Jacobi diaphony. The diaphony can be 
evaluated as a quadratic function on the point-set from
s = r!jLf«iLe«ra|2 = Ñ7ü ^  =ff i  |n.|<m i i,j
(86)
w ith
^  s i n  f (2m  +  1 ) n ( x f  — x ^ ))
«„(„r-,;.) ”7’
The distribution o f  point-sets w ith a particular value for s is then found by explic­
itly perform ing the z-integrals o f  E q .(65):
k KsK-1
H ( s )  =  - w - Ks (88)
w ith K =  M /2 . H ence the correlation function is
(1 — S)
F(s ;Xi -Xj )  =  M  ^ ( X i - X j )  (89)
and the estim ator22 o f  E q .(73) becom es
E2fll =  ÍJ2 L  f ? -  f *>2 -  m  -  i i l f t f )  (90)
i,j
22The use of the improved estimator of eq.78 in the box approximation is prohibited by the 
quadruple sums that it would contain.
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This form  has the advantage o f  including all m odes up to  an arbitrary m  w ith ­
out m uch effort, w ith  the overhead, o f  course, o f  being quadratic in N . As N 
grows beyond 105 this becom es particularly im practical. For investigating pur­
poses, however, this approach is useful in testing the behavior o f  E2q) w ith m ore 
m odes included (that is presum ably the small À limit).
It is rem arkable that in the lim it m  —> oo w e have ^ ( x i — Xj) =  M S-y, and 
this leads to  s =  1
( » o
In that lim it a good point-set w ould have to  integrates well any m ode using a finite 
num ber o f  points N. Since that is im possible, all point-sets will be evaluated as 
equally bad by the particular diaphony.
It is evident that one has to  find an optim al value for m . In the follow ing plot 
the estim ator E2q) is shown for TF5 in 2 dim ensions w ith different values for m  
ranging from  3 to  30.
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Figure 10: TF6, d=2 log-plot o f  the real error, and then from  top to  bottom  the 
classical estim ate, Eq w ith m  =  2, w ith m  =  3 and m  =  5. The m ore m odes 
one adds to  the estim ator the better it behaves. We also include the case m  =  30 
(orange line), to  dem onstrate that there is a turning point in  m  above w hich the 
estim ate becom es worse. N ote that m  =  5 m eans square length up to  2 m 2 =  50, 
m uch higher than 15 that was our ceiling in the plots o f  the previous sections.
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5 Concluding remarks
•  The use o f  Q uasi-M onte Carlo point-sets in num erical integration achieves 
a sm aller error than the use o f  pseudo-random  M onte Carlo point-sets. This 
advantage cannot be put in use w ithout a reliable m ethod for estim ating the 
integration error.
•  The ‘classical’, stochastic, error estim ator relies on the assum ption that the 
points in the point-set are uncorrelated. W hen used w ith a Q uasi-M onte 
Carlo point-set, th is assum ption no longer holds. We saw that this leads to 
overestim ating the error, thereby canceling any advantage gained by using 
the Q uasi-M onte Carlo point-set.
•  A n estim ator o f  stochastic nature is still possible but the underlying ensem ­
ble can not be the ensem ble o f  all point-sets. We advocate the use o f  the 
ensem ble o f  point-sets w ith the same degree o f  uniform ity, as m easured by 
a chosen diaphony. This approach leads to  a prescription for a correlation 
function and an estimator, w ithout the use o f  any inform ation on the partic­
u lar point-set or integrand.
•  The price to  pay is the raise in the com putational com plexity o f  the estim ator 
from  linear to  quadratic in the num ber o f  points, w hich reflects the inclusion 
in the estim ator o f  correlations betw een pairs o f  points. U sing properties o f 
diaphonies one can revert to  a com plexity that is linear tim es the num ber o f 
m odes involved.
•  The error estim ator suggested in this paper is shown to perform  better than 
the ’classical‘ error estimator, resulting in an estim ate up to  an order o f 
m agnitude sm aller than the ‘classical’ one.
•  The flexibility o f  the construction (reflected in the freedom  to choose the 
precise diaphony and the num ber o f  m odes included) allows one to  trade ac­
curacy for com putational cost. In com putationally expensive applications, 
the m onitoring approach o f  section 4.2 could be used to  obtain an estim ate 
that lies som ew here betw een the ‘classical’ and the quasi regime.
A  num ber o f  further investigations have to  be undertaken before im plem enting 
Q uasi-M onte Carlo in the dem anding field o f  phase space integration in particle 
physics. We defer these and further testing o f  the error estim ator suggested above, 
in realistic cases, to  further work.
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Appendix A: Estimators by diagrammatics
Diagrammatics for Quasi-Monte Carlo and Monte Carlo
O ur strategy for obtaining the form  o f  the estim ators is best described by an ex­
ample. Consider the triple sum
N
Sp,SK SM =  £  f p f f  . (92)
i,j,k=1
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In our approach w e need to  com pute the expectation value o f  th is object including 
the first sub-leading order in 1 / N . It is given by
(Spi Sp2SP3) =  N - I 1 -  ^  ( ^ ( i ,  j) +  F2( i (k) +  F2( j , k) )
+ N - f  +p2 fP3 +  fpi +P3 f p2 +  fpi fp2 +P3) +  O ( N )
N 3
+ N 2
fPl fPj fP3 _  N 2 fPi fpjfP3 (a i , +  a ik  +  Ojk)
f  +P2 fp3 +  fpi +P3 f P2 +  fpi fP2 +P^  , (93)
w ith im plied integration over the subscripts. The sub-leading term s in the expecta­
tion value are, therefore, obtained by either connecting any tw o o f  the sum m ands 
in the m ultiple sum Q  w ith a factor - a ,  or by contracting them . Now, any es­
tim ator E consists o f  a linear com bination o f  term s like the above. Its variance, 
(E2) — (E )2, contains both leading and sub-leading term s. The leading term s, 
however, cancel completely, and so do the sub-leading term s com ing from  a con­
nection/contraction in s id e  one o f  the factors E. We arrive at the follow ing dia­
gram m atic prescription. A  sum o f  powers o f  f  will be represented by a labeled 
dot, and a connection (including the —a )  by a link  betw een dots. For example,
3
•  •  •
1 4 2
N
N
i,j,k,l=
f i f jf kf 2a jka k l (94)
Now, suppose that the estim ator E is given as a linear com bination o f  c o n n e c te d  
diagram s. The estim ator o f  its variance is the given by the c o n n e c te d  su b - le a d in g  
diagram s that can be obtained from  E x E. The factors 1 / N  can be added in 
a straightforw ard m anner: each sum w ith p  different sum m ing indices carries a 
factor N -P , and there is an additional overall factor N 1-2k in E2k.
Estimators for Quasi-Monte Carlo
We apply the above considerations to  the first estim ators E!q2,4 for Q uasi-M onte 
Carlo. Squaring and constructing the connected sub-leading diagram s, w e find
E (q)
E1
E (q)
E2
1
1 1 2
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E4q) =  4 »  •  •  •  +  4 »  •  •  +  4 *  •  •  +  4 
4 1 1 1 1  1 2 1  2 1 1  3 1
+ r? +  • .  (95)
U pon insertion o f  the correct factors o f  1 / N ,  w e arrive precisely at the estim ators 
E jq2,4 given in this paper. The construction o f  E^q) is straightforward: at that 
order, tree diagram s w ith branches develop. It m ay be w orth noting that in this 
diagram m atic approach it becom es im m ediately clear that no diagram s w ith loops 
(that is, occurrences o f  a , ,  or a i,a j i , or a i,a jka ki, and so on) are possible to  this 
order in 1 / N .
Estimators for Monte Carlo
The M C estim ators are o f  course precisely those o f  Q uasi-M onte Carlo, w ith the 
replacem ent a y  —> 1. This m eans that the topology o f  the tree diagram s becom es 
irrelevant, and w e can feasibly go up to  E-| 6. We find
Ek =
1 K—i
N 2K-
T Y _  E k,sN s , K =  1 , 2 , 4 , 8 , 1 6 ,
s=0
w here the coefficients o f  the various pow ers o f  N are given by
E 1,0
E2,0
E2,1
E4,0
E4,1
E4,2
E4,3
E8,0
Es,1
E8,2
E8,3
E8,4
E8,5
E8,6
=  S 1 ,
=  _ S1 ,
=  S2 ,
=  —4S1 ,
=  8S1S2 ,
=  _ S^ _  4 S 1 S3 ,
=  S4 ,
=  —256S1 ,
=  1024S1S2 ,
=  —1152S1S2_ 512S5S3 ,
=  352S2S3+  832S1S2S3+ 224S4S4 ,
=  —4S2 _  224S 1S2S3 _  128S1S3 _  208S1S2S4 — 96S3S5
=  32S2S3 +  8S2S4 +  4 8 S 1S3S4 +  4 8 S 1S2S5 +  32S2S6 ,
=  —S2 — 8S3S5 — 4 S2S6 — 8S 1S7 ,
(96)
(97)
(98)
(99)
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E8,7 =  S8 , (100)
E16,0 =  _ 4194304S16 ,
E 16,1 =  33554432S14S2 ,
E 1 6,2 =  —104857600S 1 2S2 — 16777216S 1 3S3 ,
E 1 6,3 =  162922496S 1 0S2 +  93585408S 1 1 S2S3 +  7733248S 1 %  ,
E 1 6,4 =  _ 132579328S1s2 — 189530112S?S2S3 — 20185088S 1 °S2 
—37552128S10S2S4 — 3 5 3 8 9 4 4 S 1 %  ,
E 16,5 =  54444032S6S5 +  1 72064768S7S|S3 +  69861376S1S2S2 +  63553536S1s2S4 
+ 15532032S1S3S4+ 14942208S^S2S5+ 1507328S10S6 ,
E16,6 =  _ 9806848S1s6 — 69660672S5s4S3 — 77729792S1s2s2 — 45197312S1s|S4  
—43855872S1S2S3S4 — 5931008S8S3S5 — 21135360S7s2S5 
—622592S9S7 — 5357568S8S2S6 — 8060928S1s3 — 2802688S1s4 ,
E 16,7 =  551936S2s2 +  14180352S1S2S3 +  10500096S1s2S3 +  3 2 006144S 4s2s | 
+ 1 2 8 1 6384S1S4S4 +  6193152S1S2S2 +  36679680S5s2S3S4 
+701 6448S1s3S4 +  1 3725696S1S2S3S5 +  11 722752S5s2S5 
+2007040S1S4S5 +  6072320S1s2S6 +  1994752S1S3S6 
+ 250880S 1S 8+ 1798144S1S2S7 ,
E 16,8 =  _ 256S2 _  6438912S3s2s3 — 3819520S1s2s2 — 3 6 6 5 9 2 S ^ 3  
—104601 6S2s2S4 _  3568128S4s2s2 — 8730624S1S2S2S4 
—2233344S1s4S5 — 1 807360S5S3S4 — 9879552S1S^S3S4 
—8638464S4s2S3S5 — 203571 2S1s2S5 — 34201 6 S 6 s | — 2471 936S1s|S6  
—3492864S1S2S4S5 — 1 542144S1s2S7 — 570368S6S2S8 — 618496S6S3S7 
—607232S6S4S6 _  851968S4s4 — 96256S1S9 — 3602432S5S2S3S6 ,
E 16,9 =  542208S1S4S3S4 +  2359296S 1s2s |S 4  +  1404160S1S2S3S4 
+1608704S3s2S3S6 +  514432S2S|S4 +  924672S4S3S4S5 
+ 765952S4S2S4S6 +  552960S2S2S4 +  1405952S1s2S3S5 
+1814528S3S2S2S5 +  540672S1S2s3 +  1394688S1s2S4S5 
+262656S2s2S6 +  808960S1S2S3S7 +  90624S1SfS5 +  575488S3s3S4 
+ 451584S4S2S2+ 191488S5S5S6+ 475136S4s2S6+ 164864S1S4S7 
+422912S3s2S7 +  1 79200S5S3S8 +  343296S4s2S8 +  1 67936S1S2S9 
+1024S2S4 +  33792S6S 10 +  1 33760S1s4 +  60416 S fS | ,
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E16,10
E 16,11
E 16,12
E 16,13
E 16,14
—174336S1S2S3S4 — 191488S1S2S3S4 — 49920S2S2S4 — 120832S1S3S3S6 
—290304S2S2S3S6 — 183936S1s2S4S6 — 242688S1S2S2S5 — 99328S1S2S4S5 
—87040S3s4S5 _  231936S1s2S3S7 — 134400S1S2S4S7 — 153728S1S2S3S8 
—174080S3S2S5S6 _  64512S |s2S4  — 105216S 2s|s2  — 172288S3S3S4S6 
—29184S2S3S5 _  1 00352S2s3S5 — 1 05472S3S3S| — 111360010205 
—90112S1s5S7 _  22528S1S2S7 _  40000S4S4S8 — 4 7 1 04S4S5S7 
—68608S1s2S9 _  49088S2s2S8 — 47616S4S3S9 — 42240S1S2S1 0 
—10752S5S1 1 — 11 52S4s4 — 23552S2S4 — 512SfS6 — 23296S1s6 
—4569600102030405 — 16384S1S5 ,
3 3 2 8 S |S | +  20352S2S3S4S5 +  16576S1S2S2S5 +  25088S1S2S4S5 
+ 2 7 1 36S 1S2S3S5 +  4096S4S4 +  33024S1S3S5S6 +  26240S1S2S3S9 
+32768S1S2S2S7 +  17536S1S2S4S7 +  5184S1S3S3 +  24064S2S3S4S7 
+ 25856S2S2S5S7 + 1 9456S1S2S3S8 + 16448S1S2S4S8+ 20224S 1S2S5S6 
+ 1 1 392S 2S |s2  +  13440S2S2S2 +  11328S1s4S6 +  10240S2S3S5 
+16000010402 +  224S4S8 +  11520S2s2S6 +  832S3S4S6 + 13312S1S3S6 
+13568S1S2S8 +  9472S1S6S7 +  6912S3S3S7 +  9984S1S5S8 
+ 8832S3S2S 11 +  10368S3S3S 10 +  4224S1S2S9 +  8576S3S4S9 
+101760102010 +  352S2s3 +  46336S1S2S3S4S6 +  3008S4S12 ,
—7 6 8 S |s2  — 2944S2S3S5S6 _  1024S3S4S5 _  2208S 1S2S5S8 _  1664S1S2S4S9 
—1216S2S4SI — 3072S 1S2S3S 10 — 2944S2S3S4S7 _  3584S1S3S5S7 
—2944S 1S2S6S7 _  2016S1S3S4S8 _  3008S 1S4S5S6 _  768S2s7 _  1 024S3S7 
—1536S2S4S6_ 1472S1S6S8—224S2S2S 6 — 1920S 1S3S6 — 1024S1S2S7 
—1472S2S3S8 _  1408S2S5S7 — 208S2S4S8 — 960S1S2Sn  — 17920103011 
—1440S2S2S12 _  13120104010 — 1 7 9 2 0 ^ 9  — 1088S2S3S9 
—1856S1S5S9 _  768S 1S5 — 128S2s2 — 704S1S13 — 4S4 — 96S2S10 ,
128S2S2 +  128S5S6 +  3 2 S4S6 +  160S3S5S8 +  4 8 S2S6S8 +  8S^S8 
+ 256S3S6S7 +  192S4S5S7 +  128S2S10 +  2 2 4 S1S5S 10 +  160S2S5S9 
+ 128S3S4S9 +  192S 1S6S9 +  160S 1S7S8 +  2 2 4 S1S3S 12 +  4 8 S2S4S 10 
+32S2S12 +  192S2S3S 11 +  128S 1S4S 11 +  160S1S2S 13 +  128S1S14 ,
—S2 — 16S5S 11 — 16S7S9 — 8S6S 10 
_ 4S 4S 12 _  1 6S3S 13 _  1 6S 1 S 15 _  8S2S 14 >
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E 16,15 =  S 16 (101)
The num ber o f  individual term s in each EK is that o f  the partitions n ( K)  of  K: 
n ( 1 )  =  1, n (2 )  =  2, n (4 )  =  5, n (8 )  =  22, and n ( 16 )  =  231. Likew ise, the 
num ber o f  term s in each EKs is the partition o f  K into (K — s) parts. We have not 
extended our results to  the fifth-order error estim ator w ith K =  32 and n (3 2 )  =  
8349, since already E8 and E 16 are purely academ ic and w e have included them  
only as an illustration o f  the m ethod.
Appendix B: The O (^ )  contribution to Gp
The second order contribution to  Gp can be found by sum m ing up O ( ^ )  term s 
com ing from
1. the pure rings (containing only 2-point vertices)
2. the three graphs contributing to  Gp1,2,3 (containing one 4-vertex, tw o 3- 
vertices or tw o external points)
3. products o f  a pure ring and one o f  the three graphs above or tw o o f  the 
graphs above.
4. the new  graphs (containing one 6-vertex,one 5-vertex and one 3-vertex, tw o 
4-vertices, one 4-vertex and tw o 3-vertices, four 3-vertices, one 3-vertex and 
three external points, tw o 3-vertices and tw o external points or one 4-vertex 
and tw o external points)
A fter a lengthy but straightforw ard calculation (involving som e cancellations) we 
get
GS?’ ( ^ f - ^ K 3 - ì ( K 2)2 - Ì K 2(x1, x )) )
4  3 4  2  2
3 1 1 1
( gK5 + - K 4 — — K f — -K2Ki(*i ,Xj)
K .  , 1 . 1 1
— -^1.1.1 — 4 ^ 2,2,1
—4 g ^ 3L i , i , i  — +  g K i ( x i>x j ) 2 +  - Q i ( x i , X j , X k )
+  ^ Q2(xi )Xj) +  ^Q3(Xi,Xj,Xk) +  ^ Q 4(xi )Xj)
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1 1 1 2
+ - L 1 )1 )1 ( x i , x j , x k )  +  — L ^ i K ^ X i . X j )  +  2 3 3  L 1 ,1,1
+¿M, + SMj + ¿Mí + iílvw
where
Ka,b,... =  y _  PiaP b . . .  (102)
1,2,...
/
K a (* i,x .)  =  £ £  Paen. 1 (xi)e*n(xj) (103)
i,j 1
La,b,c =  Y _  Pia pbp351+2+3 (104)
1,2,3
/
Q 1 (x i,x j,x k )  =  LL p 1p2en 1 (xi )e ft1 (x j )e ff2 (x j )e ff2 (xk) (105) 
i,j,k 1,2
/
Q 2 (x i,x j)  =  LL p 1 p2en.1 (xi )e TV| (x j )e iX2 (xi )e fÎ2 (xi ) (106) 
i,j 1,2
i
Q 3 (x i)x j ,x k) =  LL p 1 p2eff1 (xi )e ix1 (x j )e ff2 (x j )e fÍ2 (xk)e ff3 (x j )e ft.3 (xk)
i,j,k 1,2,3
(107)
Q 4 (x i,x j)  =  LL pTp1+2ef1 (xi)eff1 (xj) (108)
i,j 1,2
/
La,b,c(xi)x j,x k ) =  LL PiaPbP3eff1 (x i)eft2 (x j)eff3 (x k)51+2+3 (109)
i,j,k 1,2,3 
/
Q a,b(xi> x j> x k) =  LL p 1 p2en1 (xi )e if1 (x j)e ff2 (x j )e if2 (xk) (110) 
i,j,k 1,2
M.1 =  ^  P1 P2P3P4§1+2+3+4 (111)
1,2,3,4
M 2 =  P1 P2P3P4P561+2—5^3+4—1—2^5—3—4 (112)
1,2,3,4,5
M 3 =  L p1 p2p3p4p5p601—2—5^2—3—6^3—1—4Ô4+5+6 (113)
1,2,3,4,5,6
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Mw ith
and Z  i ,j,k,... =  
f 2  +  . . . ) .
4 =  P1 P2P3P4P5P6Ô1—2—5^2—3—6^3+6—4^4—5—1 (114)
1,2,3,4,5,6
2 z o ^
f'Tti
Z x i  =xj=xk. . . ^  1,2,... =  L f f  ,ft2,... and ¿1+8—2+... =  M f 1 +  f 8 _
p , s r a r  <115>
41
1 0 0 0
10000
