A roadmap for a semi-algebraic set S is a curve which has a non-empty and connected intersection with all connected components of S. Hence, this kind of object, introduced by Canny, can be used to answer connectivity queries (with applications, for instance, to motion planning) but has also become of central importance in effective real algebraic geometry, since it is used in higher-level algorithms.
work over a real field Q with real closure R and algebraic closure C (the reader may replace Q by the field of rational numbers Q, R by the field of reals R and C by the field of complex numbers C). To estimate running times, we count arithmetic operations (+, −, ×, ÷) in Q at unit cost.
Prior Results
Let S ⊂ R n be a semi-algebraic set. If S is defined by s equations and inequalities with coefficients in Q of degree bounded by D, the cost of Canny's algorithm is s n log(s)D O(n 4 ) operations in Q [Canny 1993 ]; a Monte Carlo version of it runs in time s n log(s)D O(n 2 ) . Subsequent contributions [Heintz et al. 1994; Gournay and Risler 1993] gave algorithms of cost (sD) n O(1) ; they culminate with the algorithm of Basu et al. [1996 Basu et al. [ , 1999 of cost s d+1 D O(n 2 ) , where d ≤ n is the dimension of the algebraic set defined by all equations in the system.
None of these algorithms has cost lower than D O(n 2 ) , and none of them returns a roadmap of degree lower than D O(n 2 ) . Yet, in the case of real algebraic sets, one would expect that a much better cost D O(n) be achievable, since this is an upper bound on the number of connected components of S, and many other questions (such as finding at least one point per connected component) can be solved within that cost.
In Safey El Din and Schost [2011] , we proposed a probabilistic algorithm for the hypersurface case that extended Canny's original approach; under smoothness and compactness assumptions, the cost of that algorithm is (nD) O(n 1.5 ) . In a nutshell, the main new idea introduced in that paper is the following. Canny's algorithm and his successors, including that In Safey El Din and Schost [2011] , share a recursive structure, where the dimension of the input drops through recursive calls; the main factor that determines their complexity is the depth r of the recursion, since the cost grows roughly like D O(rn) for inputs of degree D. In Canny's version, the dimension drops by one at each step, so the recursion depth r can reach n − 1.
In Safey El Din and Schost [2011] , we introduced new proof techniques for connectivity results that leave more freedom in the construction of a roadmap, allowing us to decrease the depth of the recursion. The algorithm in Safey El Din and Schost [2011] used baby-steps/giant-steps techniques, combining steps of size O( √ n) (where the dimension decreases by roughly √ n) and steps of unit size, leading to an overall recursion depth of O( √ n). The results in Safey El Din and Schost [2011] left many questions open, such as making the algorithm deterministic, removing the smoothness-compactness assumptions or generalizing the approach from hypersurfaces to systems of equations. In , we answered these questions, while still following a baby-steps/giant-steps strategy: we showed how to obtain a deterministic algorithm for computing a roadmap of a general real algebraic set within a cost of D O(n 1.5 ) operations in Q.
The next step is obviously to use a divide-and-conquer strategy, that would divide the current dimension by two at every recursive step, leading to a recursion tree of depth O(log(n)). recently obtained such an important result: given f in Q[X 1 , . . . , X n ], their algorithm computes a roadmap for V ( f ) ∩ R n in time polynomial in n n log 3 (n) D n log 2 (n) while the output has size polynomial in n n log 2 (n) D n log(n) . Note that this algorithm is not polynomial in its output size; the extra logarithmic factors appearing in the exponents reflect the cost of computing with O(log(n)) infinitesimals. Since that algorithm makes no smoothness assumption on V ( f ), it can as well handle the case of a system of equations f 1 = · · · = f s = 0 by taking f = i f 2 i . Note also that this algorithm is deterministic.
In this article, we present as well a divide-and-conquer roadmap algorithm. Compared to Basu and Roy's recent work, our algorithm is probabilistic and handles less general situations (we still rely on smoothness and compactness). However, it features a better running time for such inputs: both output degree and running time are polynomial in (nD) n log(d) (where d is the dimension of the algebraic set we consider), the running time of our algorithm is subquadratic in the size of the output, and the complexity constants that lie in the exponent are made explicit.
Roadmaps: Definition and Data Representation
Definition. Our definition of a roadmap in the algebraic case is as follows. Let V ⊂ C n be an algebraic set (the set of common solutions in C n to some polynomial equations). An algebraic set R ⊂ C n is a roadmap of V if the following holds:
• R is either an algebraic curve, or empty;
• R is contained in V ;
• each semi-algebraically connected component of V ∩ R n has a non-empty and semialgebraically connected intersection with R ∩ R n .
Finally, if C is a finite subset of C n , we say that R is a roadmap of (V, C) if we have, in addition:
The set C will be referred to as control points. For instance, computing a roadmap of (V, {P 1 , P 2 }) enables us to test if the points P 1 , P 2 are on the same connected component of V ∩ R n . This definition is from Safey El Din and Schost [2011] ; it slightly differs from the one in, for example, Basu et al. [2006] but serves the same purpose: compared to Basu et al. [2006] , our definition is coordinate-independent, and does not involve a condition (called RM 3 in Basu et al. [2006] ) that is specific to the algorithm used in that reference. Most importantly, we do not deal here with semi-algebraic sets, but with algebraic sets only.
Straight-line programs. Our algorithms handle mainly multivariate polynomials, as well as finite sets of points and algebraic curves.
The input polynomials will be given by straight-line programs. Informally, this is a representation of polynomials by means of a sequence of operations (+, −, ×), without test or division. Precisely, a straight-line program computing polynomials in Q[X 1 , . . . , X N ] is a sequence γ 1 , . . . , γ E , where for i ≥ 1, we require that one of the following holds:
, with op i ∈ {+, −, ×}, λ i ∈ Q and −N +1 ≤ a i < i (non-positive indices will refer to input variables);
To , we can associate polynomials G −N+1 , . . . , G E defined in the following manner: for −N + 1 ≤ i ≤ 0, we take G i = X i+N ; for i ≥ 1, G i is defined inductively in the obvious manner, as either G i = λ i , G i = λ i op i G a i or G i = G a i op i G b i . We say that computes some polynomials f 1 , . . . , f s if all f i belong to {G −N+1 , . . . , G E }. Finally, we call E the length of .
The reason for this choice is that we will use algorithms for solving polynomial systems that originate in the references [Giusti et al. 1995 [Giusti et al. , 1998 Lecerf 2000] , where such an encoding is used. This is not a restriction, since any polynomial of degree D in n variables can be computed by a straight-line program of length O(D n ), obtained by evaluating and summing all its monomials.
Representing the output. To represent finite algebraic sets and algebraic curves, we respectively use zero-dimensional and one-dimensional parametrizations.
A zero-dimensional parametrization Q = ((q, v 1 , . . . , v n ), l) with coefficients in Q consists in polynomials (q, v 1 , . . . , v n ) , such that q ∈ Q[T ] is squarefree and all v i are in Q[T ] and satisfy deg(v i ) < deg(q), and in a Q-linear form l in the variables X 1 , . . . , X n , such that l(v 1 , . . . , v n ) = T . The corresponding algebraic set, denoted by Z(Q) ⊂ C n , is defined in a parametric manner by q(α) = 0,
it is thus a finite set of points parametrized by the finitely many roots of q. The constraint on l says that the roots of q are the values taken by l on Z(Q). The degree of Q is defined as deg(q) = |Z(Q)|. By convention, the sequence (1) is considered as a zero-dimensional parametrization that defines the empty set. Any finite subset Q of C n defined over Q (i.e., which can be written as the zero-set of polynomials in Q[X 1 , . . . , X n ]) can be represented as Q = Z(Q), for a suitable Q. This kind of description goes back to work of Kronecker [1882] and Macaulay [1996] , and has been used in computer algebra since the 1980s [Gianni and Mora 1989; Giusti et al. 1995; Alonso et al. 1996; Giusti et al. , 1998 Rouillier 1999; Lecerf 2000 ].
Next, we discuss the extension of this idea to algebraic curves. A one-dimensional parametrizationQ = ((q, v 1 , . . . , v n ), l, l ) with coefficients in Q consists in polynomials (q, v 1 , . . . , v n ), such that we have:
• q ∈ Q[U, T ] is squarefree and monic in U and T , with deg(q,
and in linear forms l, l in X 1 , . . . , X n , such that
The corresponding algebraic set, denoted by Z(Q) ⊂ C n , is now defined as the smallest algebraic set containing the curve defined in a parametric manner by
The degree δ of Z(Q) is the maximum of the cardinalities of the finite sets obtained by intersecting Z(Q) with a hyperplane (whenever such sets are finite). In all cases, we use one-dimensional parametrizations, we request additionally that δ = deg(q).
Using for instance Schost's theorem [Schost 2003, Theorem 1] , we deduce that all polynomials q, v 1 , . . . , v n have total degree at most δ; this is the reason why we use these polynomials: if we were to invert the denominator ∂q/∂ T modulo q in Q(U )[T ] in (1), thus involving rational functions in U , the degree in U would be quadratic in δ.
Thus, we are now using the points of the plane curve V (q) ⊂ C 2 defined by q(η, ξ ) = 0 to parametrize the space curve Z(Q); the condition on l and l means that the plane curve V (q) is the smallest algebraic set containing the image of Z(Q) through the projection x → (l (x), l(x)).
Any algebraic curve in C n defined by polynomials with coefficients in Q can be written as Z(Q), for some one-dimensional parametrization Q, by choosing l and l as random linear forms in Q[X 1 , . . . , X n ] (this is classical; see for instance ). For a curve of degree δ, such a description involves O(nδ 2 ) monomials.
The output of our algorithm is a roadmap R of an algebraic set V : it will thus be represented by a one-dimensional parametrization. Given such a data structure, we explained in Safey El Din and Schost [2011] how to construct paths between points in V ∩ R n , so as to answer connectivity queries.
Main Result
With these definitions, our main result is the following theorem. The input polynomials are given by means of a straight-line program, whose length will be called E; as mentioned earlier, we can always use a trivial straight-line program of length O(D n ) to encode a polynomial of degree D, so in the worst case, we can take E = O(nD n ). We make a regularity assumption on these polynomials, that they should form a reduced regular sequence. This means that for all i in {1, . . . , s}, V ( f 1 , . . . , f i ) is equidimensional of dimension n− i and the ideal f 1 , . . . , f i is radical, in the sense that any polynomial vanishing on V ( f 1 , . . . , f i ) must belong to that ideal (in the next section, we review basic concepts of algebraic geometry along these lines).
In all this work, the soft-O notation O˜(g) denotes the class g log(g) O(1) .
given by a straight-line program of length E. Suppose that V (f) ⊂ C n has finitely many singular points, that V (f) ∩ R n is bounded, and that the polynomials f form a reduced regular sequence. Given a zero-dimensional parametrization C of degree μ, one can compute a roadmap of (V (f), Z(G ) of degree O˜ μ16 3d (n log 2 (n)) 2(2d+12 log 2 (d))(log 2 (d)+6) D (2n+1)(log 2 (d)+4) using O˜ μ 3 16 9d E(n log 2 (n)) 6(2d+12 log 2 (d))(log 2 (d)+7) D 3(2n+1)(log 2 (d)+5) arithmetic operations in Q, with d = n − p.
In other words, both output degree and running time are polynomial in the quantity μ (nD) n log(d) ; the running time is essentially cubic in the output degree and subquadratic in the output size-recall that if the bivariate polynomials returned as output have degree δ, the output size, in terms of number of coefficients in Q, is essentially nδ 2 .
The algorithm is probabilistic in the following sense: at several steps, we have to choose random elements from the base field, typically in the form of matrices or vectors. Every time a random element γ is chosen in a parameter space such as Q i , there will exist a non-zero polynomial such that success is guaranteed as soon as (γ ) = 0.
To our knowledge, this is the best known result for this question; compared to the recent result of , the exponents appearing here are better. Even under our assumptions, Basu and Roy's algorithm relies on the introduction of several infinitesimals, which allow them to alleviate problems such as the presence of singularities; our algorithm avoids introducing infinitesimals, which improves running times and output degree but requires stronger assumptions.
Structure of the Article
This article is accompanied by an electronic appendix. The goal of the main text is to give the reader a global view and understanding of the objects and properties that are used; most proofs are postponed to the appendix. Sections in the main text are indexed as 1, 2, . . . ; sections in the appendix as A, B, . . .
We start with a short section of notation and background definitions. In Section 3, we introduce the notions of polar varieties and fibers that will play a crucial role in our algorithm. Geometric properties of polar varieties and fibers allow us to give an abstract version of our algorithm in Section 4, where data representation is not discussed yet.
We then introduce in Section 5 a construction based on Lagrange systems, which we call generalized Lagrange system, to represent all intermediate data (as the more standard techniques using minors of Jacobian matrices to describe polar varieties do not lead to acceptable complexity results), from which the final form of our algorithm follows.
Properties of generalized Lagrange systems and their connection with polar varieties and fibers are summarized in Section 5. The description of our concrete algorithm and its complexity analysis are given in Section 7; they are based on several subroutines, which are presented in Section 6.
ALGEBRAIC SETS
In this section, we first recall some basic definitions related to algebraic sets, that is, zero-sets of systems of polynomial equations (for proofs and standard notions not recalled here, see for instance Zariski and Samuel [1958] , Mumford [1976] , Shafarevich [1977] , and Eisenbud [1995] ). The last subsection introduces the concepts of charts and atlases, which will form the basis of the correctness proofs of our algorithms.
Generalities on Algebraic Sets
An algebraic set V ⊂ C n is the set of common zeros of some polynomials . . . , X n ] that vanish at all points of V ; the set V is said to be defined over Q if I(V ) can be generated by polynomials with coefficients in Q.
Two fundamental integer quantities associated to algebraic sets are dimension and degree. Before defining them, let us mention that an algebraic set V can be uniquely decomposed into a finite union of irreducible algebraic sets (i.e., algebraic sets that themselves cannot be written as a finite union of proper algebraic subsets); they will be called the irreducible components of V .
• The dimension dim(V ) of an algebraic set V ⊂ C n can be defined either as the Krull dimension of C[X 1 , . . . , X n ]/I(V ), or equivalently as the number of generic hyperplanes needed to obtain a finite set after intersection with V . We often write d = dim(V ), and the codimension of V is defined as c = n − dim(V ). For instance, an algebraic set V ⊂ C n defined by a single equation f = 0 (where f is not a constant) has dimension n− 1: intersecting V with n− 1 generic hyperplanes (defined by generic linear equations) and eliminating n − 1 variables thanks to the linear equations leads to a univariate polynomial which has finitely many roots.
When all irreducible components of V have the same dimension, we say that V is equidimensional, or d-equidimensional if we want to make it clear that this dimension is d.
• The degree of an irreducible algebraic set V ⊂ C n is the number of intersection points between V and dim(V ) generic hyperplanes (this is also the maximal number of such intersection points); the degree of an arbitrary algebraic set is defined as the sum of the degrees of its irreducible components [Heintz 1983 ]. For instance, the degree of an algebraic set V ⊂ C n defined by a single squarefree equation f = 0 equals the degree of the polynomial f . Crucial for us will be the Bézout bound [Heintz 1983] : if polynomials f = ( f 1 , . . . , f s ) have degree at most D, their zero-set V (f) has degree at most D s .
Most important for our purposes will be algebraic sets of dimension zero, and equidimensional algebraic sets of dimension 1. The former are thus finite sets of points, for which degree equals cardinality; the latter are algebraic curves, for which the degree is the number of intersection points with a generic hyperplane.
Finally, we mention that algebraic sets are the closed sets for the so-called Zariski topology on C n ; the Zariski closure S of an arbitrary subset S of C n is thus the smallest algebraic set that contains it. For f = ( f 1 , . . . , f s ) as shown earlier, the complement C n − V (f) will be written O(f); it is open for the Zariski topology.
Local Properties
Next, we discuss regular and singular points of an algebraic set. Thus, let V be an algebraic set in C n . For f in C[X 1 , . . . , X n ] and x in C n , we denote by grad x ( f ) the evaluation of the gradient vector of f at x. Then, the tangent space to V at x ∈ V is the vector space T x V defined by the equations grad x ( f ) · v = 0, for all polynomials f in the ideal I(V ).
If V is equidimensional, we define regular points on V as those points x where dim(T x V ) = dim(V ) and singular points as all other points in V . The set of regular (singular, respectively) points is denoted by reg(V ) (sing(V ), respectively); the latter is an algebraic subset of V , of smaller dimension than V . An equidimensional algebraic set V is said to be smooth when sing(V ) is empty.
For
, jac(f) denotes the Jacobian matrix of ( f 1 , . . . , f s ) with respect to X 1 , . . . , X n ; later on, we will also use the notation jac(f, i), which for i ≤ n denotes the matrix obtained by removing the first i columns from jac(f). As for gradients, jac x (f) and jac x (f, i) denote the same matrices, with entries evaluated at a point x in C n .
The following lemma is a direct consequence of Eisenbud [1995, Corollary 16.20] , and gives us a more concrete description of the objects defined earlier.
. . , f s ), then we have the following:
• at any point x of reg(V ), jac x (f) has full rank c = n − dim(V ) and its kernel is T x V ; • sing(V ) is the zero-set of f and all c-minors of jac(f).
Changes of Variables
Several statements will depend on linear changes of variables. If K is a field (typically for us C or Q), we denote by GL(n, K) the set of n× n invertible matrices with entries in K; when K = C, we simply write GL(n) for GL(n, C). The subset of matrices in GL(n, K) which leave invariant the first e coordinates and which act only on the last n − e ones is denoted by GL(n, e, K); such matrices have a 2 × 2 block diagonal structure, the first block being the identity. If extra variables are added on top of X = X 1 , . . . , X n , these matrices will act only on the X variables.
Given f in C[X 1 , . . . , X n ], and A in GL(n), f A denotes the polynomial f (AX) and for V ⊂ C n , V A denotes the image of V by the map φ A : x → A −1 x. Thus, we have that for
The success of our algorithms will depend on our change of variables being "lucky," in a sense that will always be made explicit. Our statements will take the form: "there exists a non-empty Zariski open subset O of GL(n) such that for A in O, . . . (some desirable properties are guaranteed)." Strictly speaking, we have only defined Zariski open and closed sets in C n , but the definition carries over to subsets of GL(n) (which itself is open in C n 2 ) by considering the induced topology.
Fixing Coordinates
The structure of the main algorithm will require us to constantly consider situations where the first coordinates are fixed. For a fixed ambient dimension n (which will always be clear from the context) and integers 0 ≤ e ≤ n and 0 ≤ d ≤ n − e, we denote by π e,d the projection π e,d :
For e = 0, π 0,d is the projection on the space of the first d coordinates; in this case, we simply write π d .
For d = 0, we let C 0 be a singleton of the form C 0 = {•}, and π e,0 is the constant map x → • (in this respect, we also make the convention that the empty sequence ( ) is seen as a zero-dimensional parametrization encoding the singleton {•}).
Consider a set V in C n and a subset Q of C d , for some d ∈ {1, . . . , n}. Then, the fiber of V above Q for the projection π d is the set fbr(V, Q) = V ∩ π d −1 (Q); we say that V lies over Q if π d (V ) is contained in Q. For y in C d , we will further write fbr(V, y) instead of the more formally correct fbr(V, {y}).
Charts and Atlases
An equidimensional algebraic set V ⊂ C n is a complete intersection if it can be defined by a number of equations equal to its codimension. This is a particularly convenient situation, as many geometric properties are easier to comprehend in such a case.
We will not be able to ensure this property throughout our algorithm, so we will replace it by a local version. We will also impose a smoothness property, leading us to the following notion of chart. This definition applies to an algebraic set V lying over a finite set Q, together with a set S lying over Q that we wish to exclude (this will be typically the set of singular points of V , or a superset of it).
Definition 2.2. Let n, e be integers, with e ≤ n, let Q ⊂ C e be a finite set, and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q.
We say that a pair of the form ψ = (m, h), with m and h = (h 1 , . . . , h c ) in C[X 1 , . . . , X n ], is a chart of (V, Q, S) if the following properties hold:
the Jacobian matrix jac(h, e) has full rank c at x. This definition is inspired by the construction in Bochnak et al. [1998, Proposition 3.3.8] . The salient points are the set equality C 2 , together with the rank condition C 4 . To understand the latter, consider the particular case where the finite set Q is a single point (x 1 , . . . , x e ). Then, the fiber fbr(V (h), Q) in C 2 is defined by the equations (X i − x i ) 1≤i≤e and h, and the rank condition in C 4 says that the Jacobian matrix of these equations has full rank at x.
An easy consequence of this definition is that when V is equidimensional of dimension d, if ψ = (m, (h 1 , . . . , h c )) is a chart of (V, Q, S), then as one would expect, c = n − e − d. This result is proved as Lemma A.8 in the electronic appendix.
Continuing the analogy with differential geometry, we will also rely on the notion of atlas of (V, Q, S). Definition 2.3. Let n, e be integers, with e ≤ n, let Q ⊂ C e be a finite set, and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q.
An atlas of (V, Q, S) is the data of ψ = (ψ i ) 1≤i≤s , with ψ i = (m i , h i ) for all i, such that:
A 1 . each ψ i is a chart of (V, Q, S); A 2 . s ≥ 1 (i.e., ψ is not the empty sequence);
If V is equidimensional, there always exists an atlas for (V, Q, sing(V )). Conversely, the existence of an atlas for (V, Q, S), for some set S, is not enough to ensure that V is equidimensional. However, if this is known to be the case, and if (V, Q, S) admits an atlas, then all singular points of V are in S. As another example of a useful property, if (V, Q, S) admits an atlas ψ = (ψ i ) 1≤i≤s , with ψ i = (m i , h i ) for all i, and if all h i have the same cardinality c, then V is d-equidimensional, with d = n − e − c. These properties are proved in Section A of the electronic appendix.
Given a matrix A in GL(n, e), and an atlas ψ = (ψ i ) 1≤i≤s of (V, Q, S), with V and S in C n , Q in C e and
It is worth noting that the algorithms will never explicitly compute any chart or atlas; however, we will rely on the properties of these objects to establish correctness.
FIBERS AND POLAR VARIETIES
The basic geometric constructions on which our algorithm relies are fibers, described earlier, and polar varieties. In this section, we state the main geometric properties (dimension, smoothness) of these objects.
Polar Varieties
Let Q be a finite subset of C e , and let V be an algebraic subset of C n lying over Q. If V is d-equidimensional, for any integerd in {1, . . . , d} the open polar variety W • (e,d, V ) is defined as the set of critical points of π e,d on reg(V ), that is, the set of points x in reg(V ) such that π e,d (T x V ) has dimension less thand. We further define the following objects:
The set K(e,d, V ) turns out to be closed for the Zariski topology. For instance, if e = 0 and if the defining ideal of V is generated by polynomials f = ( f 1 , . . . , f s ), using Lemma 2.1, we can deduce that K(0,d, V ) is the subset of V where jac(f,d) has rank less than c, where c = n − d is the codimension of V (this is proved as Lemma A.3 in the electronic appendix).
Since K(e,d, V ) contains W • (e,d, V ), and since it is Zariski closed, it must contain W(e,d, V ) as well. Although we will be mostly interested in W(e,d, V ), the superset K(e,d, V ) will turn out to be slightly simpler to compute, as suggested by the earlier remark. In cases where V has no singular point, this distinction becomes irrelevant, as the sets W • (e,d, V ), W(e,d, V ) and K(e,d, V ) all coincide.
Polar varieties as considered for instance in references [Bank et al. 1997 [Bank et al. , 2001 and their successors correspond to e = 0.
Polar varieties were introduced by algebraic geometers Severi and Todd in the 1930s as a means to define characteristic classes, and they played an important role in singularity theory in the 1970s and 1980s (see Piene [1978] and Teissier [1988] for a history of this subject. They were used for algorithmic purposes in real geometry by Bank et al. [1997] in a series of papers starting in 1997, whose goal was to compute sample points on real algebraic sets [Bank et al. 2001 [Bank et al. , 2005 [Bank et al. , 2010 Safey El Din and Schost 2003 ] and for polynomial optimization [Bank et al. 2014; Greuet and Safey El Din 2014] . While these ideas are close in essence to other forms of critical point methods [Basu et al. 2006 ], the rich geometry underlying the construction of polar varieties is the key to many useful results (see also Rouillier et al. [2000] and Aubry et al. [2002] ). 
Example 3.1. Figure 1 shows the real points of the polar varieties W(0, 1, V ) and W(0, 2, V ), where V ⊂ C 3 is the 2-dimensional sphere defined by X 2 1 + X 2 2 + X 2 3 − 1 = 0; these polar varieties correspond to critical points of projections on a line and a plane, respectively. In this particular case, we see that W(0, 1, V ) is defined by
This example suggests that when V is smooth and equidimensional, W(0,d, V ) has dimensiond − 1. The next proposition will show that this dimension property indeed holds, provided we are in generic coordinates. In this respect, one should notice that in general, W(e, d, V A ) differs from W(e, d, V ) A : the geometry of polar varieties, in particular their dimension, may change when one applies a linear change of variables to V .
The precise form of this dimension statement (which will be required in the proof of Proposition 5.17) is constructive: given an atlas for V , we build atlases for its polar varieties.
Let Q ⊂ C e be a finite set, and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q. Suppose that V is equidimensional of dimension d and consider an atlas ψ = (ψ i ) 1≤i≤s for the triple (V, Q, S). We are interested in the polar variety W(e,d, V ), for an indexd in {1, . . . , d}. Locally, in the chart ψ i = (m i , h i ), this polar variety can be defined by the cancellation of all minors in the Jacobian matrix jac(h i , e +d), but all these minors give us too many polynomials for them to define a chart for W(e,d, V ). To resolve this issue, we localize further, using in a critical manner the so-called exchange lemma of Bank et al. [2001, Lemma 4 ]. This idea is best seen on an example.
Example 3.2. We will use the following less straightforward example several times. Take n = 6, c = 2 and f = ( f 1 , f 2 ), with f 1 = X 2 1 + X 2 4 + X 2 5 − 1 and
We take e = 0, so Q = {•}; one then easily checks that the algebraic set V defined by f 1 = f 2 = 0 is smooth and has dimension d = 4 in C 6 ; the polynomials (m = 1, f) form a chart, and actually an atlas, of (V, Q, S), with S = ∅. This example was chosen to have rather simple defining equations, while displaying the "generic" behavior. Choosed = d+3 2 = 3, as we will do in our main algorithm; the corresponding truncated Jacobian matrix for the two polynomials ( f 1 , f 2 ) is
The set of all x in V where jac x (f, 3) has rank less than two is defined by ( f 1 , f 2 ), together with three minors:
While none of these equations can be omitted in this definition, in the open set O(X 1 ) defined by X 1 = 0, only two of them suffice, namely 2X 1 X 5 and 2X 1 X 4 . Factoring out the monomial X 1 , we see that in O(X 1 ), the polar variety
The polynomial X 1 was chosen as a non-zero 1-minor of jac(f, 3). The other such minors are (up to a constant) X 3 , X 4 , X 5 . One can verify that the open sets O(X 1 ), O(X 3 ), O(X 4 ) and O(X 5 ) cover the polar variety W(0, 3, V ), and that in each of these open sets, we can define W(0, 3, V ) using only f 1 , f 2 and two further equations.
The following definition generalizes the construction in the previous example, starting from a (c − 1)-minor of jac(h,d). We can then state the basic construction of charts for polar varieties, which will be immediately followed by the corresponding construction for atlases. In addition to the choice of a (c − 1)-minor of the truncated Jacobian matrix of jac(h,d), the construction involves the choice of a c-minor of jac(h) as well (as the non-vanishing of such a minor allows us to guarantee that jac(h) has full rank). Taking into account arbitrary values of e, and not only e = 0 as in the example, we arrive at the following definition.
Definition 3.4. Let Q ⊂ C e be a finite set and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q. Let ψ = (m, h) be a chart of (V, Q, S) and letd be an integer in {1, . . . , d}. Suppose that h = (h 1 , . . . , h c ). For every c-minor m of jac(h, e) and every (c − 1)-minor m of jac(h, e +d), we define W chart (ψ, m , m ) as the polynomials
Once we have made explicit the construction of charts, the construction of the whole atlas follows readily.
Definition 3.5. Let Q ⊂ C e be a finite set and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q. Suppose that V is d-equidimensional, let ψ = (ψ i ) 1≤i≤s be an atlas of (V, Q, S) and letd be an integer in {1, . . . , d}. Write W = W(e,d, V ) and for i in {1, . . . , s}, write ψ i = (m i , h i ).
We define W atlas (ψ, V, Q, S,d) as the sequence of all those W chart (ψ i , m , m ), for i in {1, . . . , s} and for m , m , respectively a c-minor of jac(h i , e) and a (c − 1)-minor jac(h i , e +d), for which O(m i m m ) ∩ W − S is not empty.
The following result is important in several aspects: it establishes dimension properties of polar varieties, and does so in a constructive manner, by relating the atlas of V to that of the polar variety. This proposition is proved in Section B of the electronic appendix.
PROPOSITION 3.6. Let Q ⊂ C e be a finite set and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d. Let ψ be an atlas of (V, Q, S), and letd be an S,d) , the following holds:
The bound (d + 3)/2 ford is sharp: for higher values ofd, polar varieties develop high-dimensional singularities [Bank et al. 2010] .
For e = 0, these claims were previously established by Bank et al. [2005 Bank et al. [ , 2010 in the particular case where V is smooth and a complete intersection. Without these properties, the proof becomes more involved, but in the end relies on a local version of those in the aforementioned references, working locally using the charts defined by ψ. Let us also point out here the results in Bank et al. [2015] that deal with other situations: using arguments in the same vein as the aforementioned references, that paper proves in particular equidimensionality of polar varieties, in generic coordinates, when we work over a smooth quasi-affine algebraic set.
The valued = 1 is excluded from the aforementioned proposition, essentially because the proof for that case would require a slight change in the arguments we use. We now show that a stronger statement actually holds.
Our algorithm will compute the set K(e, 1, W), with W = W(e,d, V A ) andd as the earlier proposition and will require this set to be finite. Even if we had stated the previous proposition withd = 1, we would not be able to apply it to W, since K(e, 1, W) = K(e, 1, W(e,d, V A )) is in general different from K(e, 1, W(e,d, V ) A ). However, this finiteness result holds as well; for a proof of the following proposition, see Section D of the electronic appendix. PROPOSITION 3.7. Let Q ⊂ C e be a finite set, and let V ⊂ C n be an algebraic set lying over Q. Suppose that V is equidimensional of dimension d, with finitely many singular points, and letd be an integer such that 2 ≤d ≤
with finitely many singular points, and K(e, 1, W) is finite.
As claimed earlier, this implies in particular that W(e, 1, V A ) is finite, as one can prove that W(e, 1, V A ) is a subset of K(e, 1, W) (this is proved as Lemma A.5 in the electronic appendix).
The aforementioned proposition was proved in Safey El Din and Schost [2011] in the case where V is a hypersurface, that is, defined by a single equation. In general, the basic idea of the proof remains the same (study a suitable incidence variety and relate the choices of A that do not satisfy our constraint to this incidence variety), but the proof requires significant adaptations, as polar varieties cannot be described as simply as in the hypersurface case.
Fibers of a Projection
In our algorithm, V ⊂ C n is an algebraic set lying over a finite set Q ⊂ C e , equidimensional of dimension d and with finitely many singular points. The following result shows that if we are in generic coordinates, these properties carry over to fibers of the projection π e+d−1 .
Precisely, starting from an atlas for (V, Q, S), with Q in C e , and given a finite set Q ⊂ C e+d−1 lying over Q, we show how to get an atlas of (V , Q , S ), where V is the fiber fbr(V, Q ), for a suitable choice of S (the notation used in the following text is the one we will use in the algorithm). The construction is straightforward: we mainly replace Q by the new set Q and remove some useless charts from the collection. The only subtle point lies in the definition of the set S : we take S = fbr (S ∪ W(e,d, V ) , Q ), as this set can be proved to contain all singularities of the fiber V .
Definition 3.8. Let Q ⊂ C e be a finite set and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q. Suppose that V is d-equidimensional, let ψ = (ψ i ) 1≤i≤s be an atlas of (V, Q, S), and letd be an integer in {1, . . . , d}.
The following statement is a counterpart of Proposition 3.6 in the context of fibers. For a proof of this statement, see Section C of the electronic appendix. PROPOSITION 3.9. Let Q ⊂ C e be a finite set and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d. Let ψ be an atlas of (V, Q, S), and letd be an S,d) , the following holds.
Define W = W(e,d, V A ), and let Q ⊂ C e+d−1 be a finite set lying over Q; define V = fbr(V A , Q ). Let further S = fbr(S A ∪ W(e,d, V A ), Q ). Then:
The dimension claim is natural: imposing that V lies over a finite subset Q of C e+d−1 , we expect to reduce the number of degrees of freedom byd − 1. Similar statements were proved for instance in Safey El Din and Schost [2003] in the case e = 0, for V a complete intersection; the proof of Proposition 3.8 reduces to this situation by working locally on V , using the charts provided by the atlas ψ.
A FAMILY OF ALGORITHMS
In this section, we describe in a high-level manner a family of algorithms to compute roadmaps, that are inspired by Canny's original design. While all geometric constructions are specified, we do not discuss data representation yet. Correctness, and in particular the dimension equalities written as comments in the pseudo-code, are subject to genericity properties; the main contribution of this section is to make these requirements entirely explicit.
Description
The family of algorithms described hereafter is based on a connectivity result which is the combination of Theorem 14 and Proposition 2 in Safey El Din and Schost [2011] ; roughly speaking, this result says that if we are in generic coordinates, to compute a roadmap of an algebraic set V , it is enough to compute the union of (i) a roadmap of a well-chosen polar variety of V and (ii) a roadmap of fibers of a corresponding projection.
In the resulting algorithm, we take as input an integer e ≤ n, an algebraic set V ⊂ C n that lies over a finite set Q ⊂ C e , and a finite set C of control points. We make the following assumptions:
• V has finitely many singular points,
As output, we return a roadmap of (V, C). The algorithm is recursive, the top-level call being with e = 0, and thus Q = {•} ⊂ C 0 .
When V is a curve, we simply return V . Else, we first choose a random change of variables A and an indexd denoted byd = Choose(d). The choice ofd is the subject of Section 4.3; our only constraints are thatd is in {2, . . . , (d + 3)/2 } (the lower bounds ensures that the corresponding polar variety has dimension at least one; the upper bound allows us to apply the results of the previous section).
After applying A, we determine a finite set of points in Cd −1 written Q in the pseudo-code; explicitly, they are obtained as a projection of K(e, 1, W) ∪ C A , with W = W(e,d, V A ). We recursively compute roadmaps of the polar variety W and of the fiber V = fbr(V, Q ), updating the control points, and we return the union of these roadmaps.
In the recursive call for the polar variety, the index e does not change; when we deal with V , we increase the value of e to e +d − 1.
The following pseudo-code describes this recursive algorithm. The dimension statements on the right border are the expected dimensions of the corresponding objects; genericity conditions on the change of coordinates A will ensure that these claims are indeed valid (except when said objects turn out to be empty).
The main algorithm performs an initial call to RoadmapRec with V satisfying the same assumptions as earlier, e = 0, Q = {•} ⊂ C 0 , and C 0 an arbitrary finite set of control points. We add sing(V ) to C 0 at the top-level call, resulting in the following main algorithm.
The nature of Algorithm RoadmapRec implies that the recursive calls can be organized into a binary tree T , whose structure depends only on the dimension d of the top-level input V and our choice function Choose. Describing this tree explicitly will be useful for the proof of the following theorem.
Given a positive integer d, the tree T is defined as follows. Each node τ is labeled with a pair (d τ , e τ ) of integers:
• a node τ is a leaf if and only if d τ = 1. Otherwise, it has two children τ (on the left) and τ (on the right). Defined τ = Choose(d τ ). Then, τ and τ have respective labels (d τ , e τ ) and (d τ , e τ ), with
In other words, (d τ , e τ ) are the last two arguments given to RoadmapRec at the recursive call considered at node τ , so the recursive calls of the main algorithm correspond to the nodes of T . The total number of nodes in T is 2d − 1.
The following theorem proves correctness of Algorithm MainRoadmap using this formalism. In the statement of the theorem, we mention in particular internal nodes of T ; these are the nodes that are not leaves, and they correspond to recursive calls where the dimension is greater than 1. We also refer to proper ancestors of a node τ : they consist of the parent of τ , the parent of its parent, . . . , all the way to the root. THEOREM 4.1. Assume that V is a d-equidimensional algebraic set with finitely many singular points and that V ∩ R n is bounded. Let C 0 ⊂ C n be a finite set of points, and let (A τ ) τ internal node of T be a family of matrices, with A in GL(n, e τ , Q) for all τ .
There exists a family of non-empty Zariski open sets (G τ ) τ internal node of T , where for all τ , G τ is in GL(n, e τ ) and depends on the matrices (Aτ )τ proper ancestor of τ , such that the following holds: if, for all internal nodes τ of T , A τ is in G τ and if it is used as the change of variables in the corresponding recursive call of RoadmapRec, MainRoadmap(V, C 0 ) returns a roadmap of (V, C 0 ). This theorem is proved in Section E of the electronic appendix. Here, we briefly discuss the ingredients involved in the proof.
Consider the algebraic set V given as top-level input to MainRoadmap, together with an atlas ψ of (V, {•}, sing(V )). First, we show that the algorithm runs its course. To each node τ of T , we associate the geometric objects V τ , Q τ , C τ that are given as input in the corresponding recursive call, as well as all objects defined there, such as the
This is done in a recursive manner. Assuming we have reached a node τ , we define the Zariski open set G τ as the intersection of those sets obtained by applying Propositions 3.6, 3.7, and 3.9 to V τ , Q τ , S τ and the atlas ψ τ . This allows us to ensure that the dimension claims on the right border of the description of the algorithm are valid (unless the corresponding object is empty) and to define atlases for the children of τ , so we can continue the construction.
Correctness itself then follows from connectivity results proved in Safey El Din and Schost [2011] . Propositions 3.6 and 3.7 imply that at each node τ , V τ satisfies the assumptions of Theorem 14 in Safey El Din and Schost [2011] ; this result establishes that W τ ∪ V τ has a non-empty and connected intersection with all connected components of V τ ∩ R n . Knowing this, Proposition 2 in that same reference then shows that given roadmaps R τ and R τ for (W τ , C τ ) and (V τ , C τ ), for C τ and C τ as defined in Steps 8 and 9, R τ ∪ R τ is a roadmap of (V A τ τ , C A τ τ ). Restoring the initial coordinates proves our claim.
Discussion
Let us now suggest what kind of complexity one should expect in an idealized model. As we will see, the function Choose which selects the integerd is the key factor to determine the efficiency of the algorithm. Assume that the input V is described by polynomials of degree D in n variables; the Bézout bound [Heintz 1983] implies that it has degree at most D n ; initially, the set Q is empty, and we may assume for simplicity that the set C of control points has cardinality 2.
If we suppose that we enter RoadmapRec with V of degree at most δ and Q and C of cardinality at most δ, a reasonable rule of thumb is that the polar variety W (used in one recursive call) and the set V (used in the other recursive call) will have degree at most δ D n and that the same would hold in terms of cardinality for the new points Q and C. Under the further assumption that all computations at a given recursive call can be done in time polynomial in δ D n , we deduce that the overall running time is polynomial in δ D nr , where r is the depth of the recursion.
Canny's algorithm corresponds to definingd = Choose(d) = 2 at every step, so r is at most d = dim(V ) ≤ n − 1. For this choice, one can implement all required operations within the complexity estimates claimed earlier without much difficulty, since all polar varieties we consider are curves (so there is no further recursion on their side); this leads to a cost polynomial in D nd .
Decreasing the depth r means increasingd, so we have to deal with higherdimensional polar varieties; this in turn raises the question of how to efficiently represent them. In the baby-steps/giant-steps algorithm of Safey El Din and Schost [2011] , we assume that V is defined by a single polynomial, and we letd = Choose(d) √ n. In that case, the polar variety has dimension close to √ n, and we use Canny's algorithm to process it, since polar varieties of hypersurfaces can be described easily.
One expects to do better by choosingd = Choose(d) = (d + 3)/2 dim(V )/2, yielding a genuine divide-and-conquer algorithm, with a recursion depth of log 2 (d). We illustrate this in the next subsection.
However, in the context of such divide-and-conquer algorithms, given algebraic sets V, Q passed as input to RoadmapRec, it does not seem manageable from the complexity viewpoint to use generators of the defining ideal of V to define W(e,d, V A ): we already mentioned that polar varieties can be defined by the cancellation of minors of a Jacobian matrix but that there are too many of them for us to control the complexity in a reasonable manner. Our solution will be to represent V in C n as the Zariski closure of the projection of an open subset of an algebraic set lying in a higher-dimensional space.
In Section 5, we introduce this main technical contribution, the use of a data structure that we call generalized Lagrange systems, for which we can describe all objects arising throughout the algorithm and perform all required operations using the cost matching description provided earlier.
Examples
For an algebraic set V of dimension d = 2 in 3-dimensional space, there is only one possible behavior for the algorithm, which is to choosed = 2; in this case, we recover Canny's algorithm. The polar variety W and the fiber V are then both curves, so there is no need to work further in the recursive calls. Figure 2 illustrates this process on the familiar example of a torus (see also LaValle [2006] and Basu et al. [2006] ). The main features of the algorithm appear on this example: because they are critical loci, polar varieties intersect each connected component of V ∩ R n , but the intersection may not be connected; taking fibers allows us to re-establish connectivity.
As mentioned in the previous subsection, we will be interested in the divide-andconquer approach where one takesd = d+3 2 at every step. In order to illustrate the difference between this and Canny's original design, we consider the algebraic set V ⊂ C 6 defined by the polynomials f = ( f 1 , f 2 ) introduced in Example 3.2. The algebraic set V is smooth, equidimensional of dimension 4 and V ∩ R 6 is compact. We take C 0 = ∅; thus, on input (V, C 0 ), MainRoadmap simply performs a call to RoadmapRec with input V , Q = {•}, C = ∅, d = 4 (we are in dimension 4) and e = 0 (we have fixed the value of no variable).
In the following text, we describe the behaviour of RoadmapRec with the function Choose(d) = d+3 2 , assuming that all changes of variables satisfy the assumptions of Theorem 4.1.
Steps 1-4. We choose a matrix A ∈ GL(6, 0, Q), and we taked = (4 + 3)/2 = 3.
Step 5. We compute a representation of the polar variety W = W(0, 3, V A ). By Proposition 3.6, if W is not empty, it is equidimensional of dimension 2.
Steps 6-9. Propositions 3.7 and 3.9 imply that the sets B, Q , C , C considered at these steps are finite, with Q ⊂ C 2 .
Step 11. We do a recursive call to RoadmapRec with input W, Q = {•} C , d = 2 (we are in dimension 2) and e = 0 (we have not fixed the value of any coordinate). A new matrix A ∈ GL(6, 0, Q) is chosen at Step 3, and we setd = (2 + 3)/2 = 2. The finite sets computed at Steps 6-9 are denoted by B 1 , Q 1 , C 1 , C 1 , and we have Q 1 ⊂ C.
• Proposition 3.6 implies that the algebraic set R 1 = W(0, 2, W A ) considered at
Step 5 has dimension 1 or is empty; it is returned by the recursive call of Step 11. • Proposition 3.9 implies that the algebraic set R 2 = fbr(W A , Q 1 ) considered at
Step 10 has dimension 1 or is empty; it is returned by the recursive call of Step 12.
Step 10. We compute a representation of the fiber V = fbr(V A , Q ). Proposition 3.9 implies that V is either empty or equidimensional of dimension 2.
Step 12. We do a recursive call to RoadmapRec with input V , Q , C , d = 2 (we are in dimension 2) and e = 2 (since V lies over the finite set Q ⊂ C 2 ). Since dim(V ) = 2, a new matrix A ∈ GL(6, 2, Q) is chosen at Step 3, and we setd = (2 + 3)/2 = 2. The finite sets computed at Steps 6-9 are denoted by B 2 , Q 2 , C 2 , C 2 , and we have Q 2 ⊂ C. • Proposition 3.6 implies that the algebraic set R 1 = W(2, 2, V A ) considered at
Step 5 has dimension 1 or is empty. It is returned by the recursive call of Step 11. • Proposition 3.9 implies that the algebraic set R 2 = fbr(V A , Q 2 ) considered at
Step 10 has dimension 1 or is empty. It is returned by the recursive call of Step 12.
Step 13. We take the union of the algebraic sets returned by the recursive calls of Steps 11 and 12 and undo the linear change of variables induced by A.
Hence, the binary tree T defined in Section 4.2 has the following structure. The depth of the recursion is only 2, while it would be 3 using Canny's algorithm.
GENERALIZED LAGRANGE SYSTEMS

Overview
The core of our construction is the following definition. When we use this definition, the indeterminates will be X = X 1 , . . . , X n together with some pre-existing blocks of Lagrange multipliers. In the definition, we write these indeterminates as Y.
Definition 5.1. Let h = (h 1 , . . . , h c ) be polynomials in K[Y], where K is a field and Y a sequence of N indeterminates, let (L 1 , . . . , L c ) be new indeterminates, and letd be an integer in {1, . . . , N − c}. Then, Lagrange(h,d, (L 1 , . . . , L c ) ) denotes the entries of the vector [ L 1 · · · L c ] · jac(h,d).
Because our assumption ond implies that c ≤ N−d, the existence of a non-zero vector = ( 1 , . . . , c ) that cancels the new equations Lagrange(h,d, (L 1 , . . . , L c )) characterizes the set where the c × (N −d) matrix jac(h,d) does not have full rank c; this will allow us to describe polar varieties as projections of zeros of such systems. The following example illustrates this idea.
Example 5.2. We continue with the polynomials f = ( f 1 , f 2 ) defined in Example 3.2. We let [L 1 , L 2 ] be a row vector of two new indeterminates, and we choose againd = 3. Then, Lagrange(f, 3, (L 1 , L 2 )) denotes the entries of the vector
If we assume that X 1 is non-zero, the last equation becomes L 2 = 0, and the second and third ones give L 1 X 4 = L 1 X 5 = 0. If we furthermore introduce a dehomogenization equation, such as for instance 2L 1 − L 2 = 1, we obtain L 1 = 1/2, L 2 = 0, together with X 4 = X 5 = 0.
In this example, we can see the main feature of such Lagrange systems: locally, one can solve for the unknowns L 1 , . . . , L c . The projection of the solution set on the X-space gives us equations X 4 = X 5 = 0; together with the original polynomials f 1 , f 2 , this yields the equations that locally define the polar variety seen in Example 3.2. The following proposition shows that this is the case in general (in this proposition, we do not discuss yet the dehomogenization we applied earlier, so all equations remain homogeneous with respect to the Lagrange multipliers).
In what follows, given a non-zero polynomial min K[Y, L 1 , . . . , L c ], for some sequences of indeterminates Y and (L 1 , . . . , L c ) and a field K, K[Y, L 1 , . . . , L c ] m denotes the ring of rational functions of the form P/m r , for P in K[Y, L 1 , . . . , L c ] and r in N. PROOF. Without loss of generality, we write the proof in the case where m is the upper-left minor of jac(h,d). In particular, ι = c and the minors in H(h,d, m ) are built by successively adding to m the last row and columns c, . . . , n −d of jac(h,d); in the following, we denote these minors by M 1 , . . . , M d−d+1 . Write jac(h,d) as the matrix
where subscripts denote dimensions. Since m = det(m) is a unit in K[Y, L 1 , . . . , L c ] m , the ideal considered in the proposition is generated in K[Y, L 1 , . . . , L c ] m by the entries of
The first c − 1 entries are of the form L j + [um −1 ] j L c , so they are as prescribed, and the latter are checked to be M 1 L c /m , . . . , M d−d+1 L c /m , by computing minors of both sides the equality.
The construction presented so far would be sufficient if only one polar variety was needed. However, our abstract algorithm computes polar varieties of polar varieties; as a result, we will have to introduce several blocks of Lagrange multipliers. Our starting point will be the n-dimensional space, endowed with variables X = X 1 , . . . , X n . To construct polar varieties in an iterated manner, our blocks of Lagrange multipliers will be written L 1 , . . . , L k , where each block L i has the form L i = L i,1 , . . . , L i,n i , for some integers n 1 , . . . , n k . The systems thus obtained will be called generalized Lagrange systems.
The purpose of this section is to give the precise definitions of these objects and describe their main properties. Of particular importance will be the notion of normal form, which expresses the fact that one can solve for the Lagrange multipliers, as we did earlier in the case of a single block of multipliers.
Definition of Generalized Lagrange Systems
The definition of generalized Lagrange systems is simple: it involves straight-line programs and zero-dimensional parametrizations as defined in Section 1.2.
Definition 5.4. A generalized Lagrange system is a triple L = ( , Q, S ), where
• is a straight-line program evaluating a sequence F of polynomials in Q[X, L] of the form F = (f, f 1 , . . . , f k ), with L = (L 1 , . . . , L k ) and where -X = (X 1 , . . . , X n )
. . , L i ] of cardinality p i and f i, j has total degree at most 1 in L s for 1 ≤ j ≤ p i and 1 ≤ s ≤ i; • Q is a zero-dimensional parametrization with coefficients in Q, defining a finite set Q = Z(Q) ⊂ C e ; • S is a zero-dimensional parametrization with coefficients in Q, defining a finite set S = Z(S ) ⊂ C n lying over Q; • for i = 0, . . . , k, (n + n 1 + · · · + n i ) − ( p + p 1 + · · · + p i ) ≥ e.
We will also write F = (F 1 , . . . , F P ) for the whole set of equations and let N be the total number of variables, so N = n + n 1 + · · · + n k and P = p + p 1 + · · · + p k .
Finally, we will write d = N − e − P, so by the last item just described, we have d ≥ 0.
We also attach to a generalized Lagrange system a combinatorial information, its type, which allows us to easily derive complexity estimates.
Definition 5.5. Let L = ( , Q, S ) be a generalized Lagrange system. Its type is the 4-tuple T = (k, n, p, e), where k, n = (n, n 1 , . . . , n k ), p = ( p, p 1 , . . . , p k ) and e are as in Definition 5.4.
In geometric terms, we will consider the set of zeros of F that lie over Q and avoid S, and most importantly the projection of this set on the X-space. In all that follows, this particular projection will be denoted by π X : C N → C n ; the canonical projection (x 1 , . . . , x n ) → (x 1 , . . . , x e ) is still denoted by π e .
Definition 5.6. Let L = ( , Q, S ) be a generalized Lagrange system, let F in Q[X, L] be the sequence evaluated by , and let Q, S and N be as in Definition 5.4. We define the following objects:
• D(L) = fbr(V (F), Q) − π −1 X (S); this is thus the set of all (x, ) in C N that cancel F, such that π e (x) belongs to Q and x is not in S;
Since U (L) is the object we will be most interested in, we will say that L defines U (L).
A few remarks are in order. First, note that the integer d in Definition 5.4 is the dimension one would expect for D(L), if for instance the equations F define a reduced regular sequence. Second, while we have U (L) ⊂ U (L) − S, the inclusion may be strict, as the following example shows (with S = ∅).
Example 5.7. We illustrate these notions with the polynomials f = ( f 1 , f 2 ) of Examples 3.2 and 5.2; the only mild difference with the previous example is that Lagrange multipliers will now be denoted by L 1 = [L 1,1 , L 1,2 ] instead of [L 1 , L 2 ]. In this example, and its extensions provide in the following text, we denote by any given straight-line program that evaluates f.
Since V (f) is smooth, L = ( , Q, S ) is a generalized Lagrange system that defines V (f), where the zero-dimensional parametrizations Q = ( ) and S = (1) respectively define {•} ⊂ C 0 and the empty set. There is nothing else to say for L, since there are actually no Lagrange multipliers in it.
We saw that Lagrange(f, 3, L 1 ) is the sequence of polynomials 2L 1,1 X 4 , 2L 1,1 X 5 + L 1,2 X 3 , L 1,2 X 1 .
Consider then the linear form = 2L 1,1 − L 1,2 − 1 already used in Example 5.2; from this, we can derive a straight line program that evaluates (f, Lagrange(f, 3, L 1 ) , ). The triple L = ( , Q, S ) is then a generalized Lagrange system of type T = (1, (6, 2), (2, 4), 0).
Example 5.2 implies that in the open set O(X 1 ) defined by X 1 = 0, U (L ) is defined by f 1 = f 2 = X 4 = X 5 = 0, so U (L ) coincides locally with the polar variety W(0, 3, V ) . Globally, a calculation shows that the set U (L ) consists of the polar variety W(0, 3, V ) , minus the lines (0, 2, 1, 0, −1, u) u∈C and (0, −2, −1, 0, 1, u) u∈C . The Zariski closure of U (L ) is exactly W(0, 3, V ).
Definition of Local and Global Normal Form Properties
We now introduce some properties, called local and global normal forms, which will be satisfied by the generalized Lagrange systems that we consider to compute roadmaps. Given a generalized Lagrange system L = ( , Q, S ) that defines V = U (L), these properties will in particular allow us to define charts and atlases related to V , establish dimension and smoothness properties, and assert correctness of our algorithms.
We start with a definition of systems where the variables L are "solved" in terms of the variables X. In all that follows, we still write L = (L 1 , . . . , L k ), with L i = (L i,1 , . . . , L i,n i ) and N = n + n 1 + · · · + n k . = h 1 , . . . , h c , (L 1, j − ρ 1, j ) j=1,...,n 1 , . . . , (L k, j − ρ k, j ) j=1,...,n Remark that in this case, the total number of polynomials in H is c + N − n.
We can now define local normal forms for generalized Lagrange systems; the existence of such local normal forms expresses the fact that we can locally solve for the variables L over V = U (L), while having a convenient local description of V .
Definition 5.9. Let L = ( , Q, S ) be a generalized Lagrange system that defines a set V , and let all notation Q, S, . . . be as in Definition 5.4. A local normal form for L is the data of φ = (m, d, h, H) that satisfies the following conditions:
The idea behind this definition is that the systems F and H define the same solutions (x, ), at least for those x that lie above Q and do not cancel md (this is L 3 ). We ask that m defines the open set corresponding to a chart of V (this is L 4 ), but we need more: expressing the variables L in terms of X necessarily introduces a denominator, which is the polynomial d; we authorize that it may vanish somewhere on V , but not on O(m) ∩ U (L); this is L 5 . Given a local normal form φ as done earlier, we will call ψ the chart associated with φ.
Example 5.10. Continuing with the same example as done earlier,
is a local normal form for L , corresponding to the open set O(X 1 ), giving us the chart (X 1 , ( f 1 , f 2 , X 4 , X 5 )) of (W(0, 3, V ), {•}, ∅); here, we have d = 1 since solving for L 1,1 and L 1,2 introduces no further denominator.
Corresponding to the open set O(X 3 ), a calculation gives the local normal form
with in particular the chart (X 3 , ( f 1 , f 2 , X 4 , X 1 X 5 )) of (W(0, 3, V ), {•}, ∅). Here, we have d = X 3 + X 5 , which is the denominator we introduce in order to solve the linear equations for L 1,1 and L 1,2 over O(X 3 ). The locus where this denominator vanishes on O(X 3 ) ∩ W(0, 3, V ) is precisely the two lines mentioned in Example 5.7.
We can finally introduce the global version of the previous property. Starting from a family of local normal forms φ i = (m i , d i , h i , H i ), we will cover V − S using the open sets O(m i ), in effect obtaining an atlas of (V, Q, S). However, we may not be able to ensure that the smaller open sets O(m i d i ) cover V − S as well (since U (L) may be smaller than V − S, as in the previous example). Instead, given an "interesting" irreducible set Y contained in V , but not in S, we add the condition that as soon as some m i does not vanish identically on Y , m i d i itself does not vanish identically on Y , so we can make sense of the corresponding description by the polynomials H i almost everywhere on Y . For instance, if Y = {y} is a single point, and m i does not vanish at y, d i m i does not vanish there either.
Taking into account several such Y 's, not necessarily irreducible, we are led to the following definition.
Definition 5.11. Let L = ( , Q, S ) be a generalized Lagrange system that defines a set V , and let all notation Q, S, . . . be as in Definition 5.4. A global normal form of L is the data of φ = (φ i ) 1≤i≤s such that:
Let further Y = (Y 1 , . . . , Y r ) be algebraic sets in C n . A global normal form of (L; Y ) is the data of φ = (φ i ) 1≤i≤s such that G 1 and G 2 hold, and such that we also have, for i in {1, . . . , s} and j in {1, . . . , r}:
We say that L ((L, Y ), respectively) has the global normal form property when there exists φ as before satisfying (G 1 , G 2 ) ((G 1 , G 2 , G 3 ), respectively). Given a global normal form φ as before, we will call ψ the atlas associated with φ.
Example 5.12. We already saw two charts for L above, built in the open sets O(X 1 ) and O(X 3 ), where X 1 and X 3 are two non-zero 1-minors of the truncated Jacobian of the original system f. Two more minors can be considered, namely X 4 and X 5 . The Lagrange system we consider has no solution over O(X 4 ) ∩ V , so we need not consider X 4 . For X 5 , we obtain the local normal form
One then checks that φ = (φ 1 , φ 2 , φ 3 ) is a global normal form for L .
When L possesses the global normal form property, one can deduce several useful properties on the sets D(L) and U (L). For instance, the following proposition is proved in Section F of the electronic appendix. PROPOSITION 5.13. Let L = ( , Q, S ) be a generalized Lagrange system, and let F = (F 1 , . . . , F P ) in Q[X, L] and e ≥ 0 be as in Definition 5.4. If L has the global normal form property, the following holds:
• the Jacobian matrix jac(F, e) has full rank P at every point (x, ) in D(L); • the restriction π X : D(L) → U (L) is a bijection.
It is important to note that just as for charts and atlases, while local and global normal forms are a useful tool to establish properties such as the ones described earlier, the algorithms will not explicitly compute any global normal form.
Initialization and Changes of Variables
The simplest generalized Lagrange systems involve no Lagrange multipliers at all: they essentially consist in a straight-line program that computes a reduced regular sequence f = ( f 1 , . . . , f p ) in Q[X 1 , . . . , X n ], together with a zero-dimensional parametrization of the singular locus of V (f). Here, we take e = 0, and thus Q = {•}; in this case, recall that we make the convention that the empty sequence ( ) is seen as a zerodimensional parametrization of such a Q.
Because there is no canonical choice for a zero-dimensional parametrization of the singular locus, we will take it as input. When V (f) is smooth, so that sing(V (f)) is empty, we represent it using the sequence (1).
PROPOSITION 5.14. Let be a straight-line program that evaluates polynomials f =  ( f 1 , . . . , f p ) in Q[X] that define a reduced regular sequence and such that sing(V (f)) is finite, and let S be a zero-dimensional parametrization of sing(V (f)).
If p < n, then L = ( , ( ), S ) is a generalized Lagrange system of type (0, (n), ( p), 0) such that U (L) = V (f). If Y = (Y 1 , . . . , Y r ) are algebraic sets contained in C n , then (L; Y ) has the global normal form property, with φ = ((1, 1, f, f) ) as a global normal form.
The proof is an immediate consequence of the definitions.
Our abstract algorithm in Section 4 uses several changes of variables. In all cases, they are chosen in GL(n, e, Q), for some integers e ≤ n. Suppose then that L = ( , Q, S ) is a generalized Lagrange system of type (k, n, p, e), and recall that is a straight-line program that evaluates a sequence of polynomials F in Q[X, L] as in Definition 5.4. For A in GL(n, e), we define L A as L A = ( A , Q, S A ) , where A is obtained from by applying the change of variable to the X-variables X 1 , . . . , X n only; it computes polynomials F A . It is immediate that L A is a generalized Lagrange system, of the same type as L. Note also the following straightforward equalities:
We can apply the same construction to systems in normal form. Given a local normal form φ = (m, d, h, H) of L, we define φ A in the natural manner, as the 4-tuple (m A , d A , h A , H A ). Here as well, for the last entry, we let A act on the X variables of the polynomials H; thus, if H has the form H = h 1 , . . . , h c , (L 1, j − ρ 1, j ) j=1,...,n 1 , . . . , (L k, j − ρ k, j ) j=1,...,n k , then H A is 1, j j=1,...,n 1 , . . . , L k, j − ρ A k, j j=1,...,n k .
)).
Generalized Lagrange Systems and Polar Varieties
Starting from a generalized Lagrange system L that defines an algebraic set V = U (L), we are now interested in constructing generalized Lagrange systems for polar varieties of V . The following definition associates to L a new generalized Lagrange system W Lagrange (L, u,d) , whered will denote the index of the polar variety we consider, and u is a vector of constants. This definition generalizes the process described in Example 5.2.
Definition 5.15. Let L = ( , Q, S ) be a generalized Lagrange system of type (k, n, p, e), with n = (n, n 1 , . . . , n k ), p = ( p, p 1 , . . . , p k ) and L = L 1 , . . . , L k , and let F ⊂ Q[X, L] be the polynomials computed by . Let N = n + n 1 + · · · + n k , P = p + p 1 + · · · + p k , and letd be an integer in {1, . . . , N − e − P}.
Let L k+1 = L k+1,1 , . . . , L k+1,P be new indeterminates. For u = (u 1 , . . . , u P ) in Q P , define
where Lagrange(F, e +d, L k+1 ) denotes the entries of the vector [ L k+1,1 · · · L k+1,P ] · jac(F, e +d).
We define W Lagrange (L, u,d) as the triple ( u , Q, S ), where u is a straight-line program that evaluates F u .
In other words, we take our input equations and we add the linear equations involving Lagrange multipliers that describe that jac(F, e +d) is rank-deficient. The affine form involving the coefficients u allows us to dehomogenize the equations involving the new Lagrange multipliers.
In order to make this definition unambiguous, let us explain how to construct u : take the straight-line program , together with the straight-line program obtained by applying Baur-Strassen's differentiation algorithm [Baur and Strassen 1983] (to compute the Jacobian of F u ), and do the matrix-product vector and the dot product in the direct manner.
LEMMA 5.16. With notation as before, W Lagrange (L, u,d) is a generalized Lagrange system of type (k + 1, n , p , e) , with n = (n, n 1 , . . . , n k , P) and p = ( p, p 1 , . . . , p k , N − e −d + 1). In particular, the total numbers of indeterminates and equations involved in W Lagrange (L, u,d) PROOF. The only point that deserves mention is that N − P ≥ e, which is true because N − P = e + (d − 1) andd ≥ 1.
In the following proposition, we state how normal form properties are transferred from L to W Lagrange (L, u,d) . The statement of the proposition is technical; here is what it says in essence. If L defines V ⊂ C n and has the global normal form property, we expect W Lagrange (L, u,d) to possess it as well, and we expect this generalized Lagrange system to define the polar variety W(e,d, V ) , at least in generic coordinates. However, this may not be the case: the global normal form of L involves denominators, and if these denominators vanish identically on some irreducible component of W (e,d, V ) , we are not able to derive a meaningful description at these points.
This proposition shows why we introduced the notion of global normal form attached to (L; Y 1 , . . . , Y r ), for some algebraic sets Y 1 , . . . , Y r . Indeed, we will prove that for a generic choice of u and of a change of coordinates A, if we assume that (L A , W(e,d, V A ) ), or equivalently (L, W(e,d, V A ) A −1 ), have the global normal form property, then our claim indeed holds. Since we may have to prove the same property for further constructions of polar varieties (or fibers, where the same issue will arise), we are led to the general kind of statement made here, involving some extra algebraic sets Y i . The proof of the following proposition is in Section G of the electronic appendix.
PROPOSITION 5.17. Let Q ⊂ C e be a finite set, and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d, with finitely many singular points.
Let ψ be an atlas of (V, Q, S), letd be an integer in {2, . . . , d} such thatd ≤ (d + 3)/2, and let A ∈ GL(n, e) be in the open set G 1 (ψ, V, Q, S,d) defined in Proposition 3.6; write W = W(e,d, V A ).
Let L = ( , Q, S ) be a generalized Lagrange system such that V = U (L), Q = Z(Q) and S = Z(S ). Let Y = (Y 1 , . . . , Y r ) be algebraic sets in C n and let finally φ be a global normal form for (L; (W A −1 , Y ) ) such that ψ is the associated atlas of (V, Q, S) .
There exists a non-empty Zariski open set I (L, φ, A, Y ) ⊂ C P such that for all u in I (L, φ, A, Y ) ∩ Q P , the following holds:
• W Lagrange (L A , u,d) is a generalized Lagrange system that defines W;
• If W is not empty, then (W Lagrange (L A , u,d) ; Y A ) admits a global normal form whose atlas is W atlas (ψ A , V A , Q, S A ,d) (Definition 3.5).
Example 5.18. We illustrate Definition 5.15 starting from the polynomials f = ( f 1 , f 2 ) we have been using since Example 3.2, namely
Recall that denotes a straight-line program that evaluates f. Since V (f) is smooth, we saw that L = ( , ( ), (1)) is a generalized Lagrange system that defines V (f).
Next, take the generalized Lagrange system L = ( , ( ), (1)) of Example 5.7, where is a straight-line program that evaluates F = (f, Lagrange(f, 3, L 1 ), ) and is the linear form = 2L 1,1 − L 1,2 − 1. This generalized Lagrange system was built according to Definition 5.15, starting from polynomials f = ( f 1 , f 2 ); we saw in Example 5.7 that U (L ) is none other than W(0, 3, V (f)), which has dimension 2 (in this case, no change of variables was necessary).
To do one more step, we now consider a (6 × 6) invertible matrix A with entries in Q. Taking L 2 = [L 2,1 , . . . , L 2,6 ] and a random vector u = (u 1 , u 2 , u 3 , u 4 , u 5 , u 6 ) ∈ Q 6 , we build now a new generalized Lagrange system W Lagrange (L A , 2, u) = ( , Q, S ) as in Definition 5.15, where is a straight-line program that evaluates F A , Lagrange(F A , 2) and the linear form = u 1 L 2,1 + u 2 L 2,2 + u 3 L 2,3 + u 4 L 2,4 + u 5 L 2,5 + u 6 L 2,6 − 1.
Proposition 5.17 shows that for a generic choice of A and u, U (W Lagrange (L A , 2, u) ) coincides with W(0, 2, W(0, 3, V (f)) A ).
Since the type of L was (1, (6, 2), (2, 4), 0), and since we add 7 equations and 6 variables, the type of the new generalized Lagrange system is (2, (6, 2, 6), (2, 4, 7), 0).
Generalized Lagrange Systems and Fibers
Suppose that L = ( , Q, S ) is a generalized Lagrange system that defines an algebraic set V = U (L) ⊂ C n ; let Q = Z(Q). We now build a generalized Lagrange system that defines a fiber of the form fbr(V, Q ), for some Q ⊂ C e+d−1 lying over Q, and we study its properties (remark that the notation Q ord are those that were used in our abstract algorithm).
Definition 5.19. Let L = ( , Q, S ) be a generalized Lagrange system of type (k, n, p, e). Let N = n + n 1 + · · · + n k and P = p + p 1 + · · · + p k , and letd be an integer in {1, . . . , N − e − P}.
Let Q be a zero-dimensional parametrization that encodes a finite set Q ⊂ C e+d−1 , and let finally S be a zero-dimensional parametrization that encodes a finite set S ⊂ C n lying over Q . We define F Lagrange (L, Q , S ) as the triple ( , Q , S ) .
In all cases where we use this construction, L will have the global normal form property; then, the aforementioned quantity N −e− P is none other than the dimension d of U (L).
LEMMA 5.20. With notation as before, F Lagrange (L, Q , S ) is a generalized Lagrange system of type (k, n, p, e +d − 1). In particular, the total numbers of indeterminates and equations involved in F Lagrange (L, Q , S ) are N = N and P = P, respectively, that N − (e +d − 1) − P = d − (d − 1).
PROOF. The only point that deserves a verification is that (n + n 1 + · · · + n k ) − ( p + p 1 + · · · + p k ) ≥ e +d − 1, or equivalently that N − e − P ≥d − 1; this inequality actually holds by definition ofd.
We can finally show how global normal form properties are inherited through this construction. The following statement is a close analogue for fibers of the one we obtained previously for polar varieties; its proof is in Section H of the electronic appendix.
PROPOSITION 5.21. Let Q ⊂ C e be a finite set and let V ⊂ C n and S ⊂ C n be algebraic sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d, with finitely many singular points.
Let ψ be an atlas of (V, Q, S), letd be an integer in {2, . . . , d} such thatd ≤ (d + 3)/2, and let A ∈ GL(n, e) be in the open set G 3 (ψ, V, Q, S,d) defined in Proposition 3.9; write W = W(e,d, V A ).
Let Q and S be zero-dimensional parametrizations with coefficients in Q that respectively define a finite set Q ⊂ C e+d−1 lying over Q and the set S = fbr(S A ∪ W, Q ), and let V = fbr(V A , Q ).
Let L = ( , Q, S ) be a generalized Lagrange system such that V = U (L), Q = Z (Q) and S = Z (S ). Let Y = (Y 1 , . . . , Y r ) be algebraic sets in C n , and finally let φ be a global normal form for (L; (V A −1 , Y )) such that ψ is the associated atlas of (V, Q, S). Then, the following holds:
SOLVING GENERALIZED LAGRANGE SYSTEMS
We now describe the routines used in our main algorithm for "solving" generalized Lagrange systems-for instance, to compute a one-dimensional parametrization of a set of the form U (L), when it is known to have dimension one, or compute critical points on this set. These routines rely on variants of algorithms in , and as such, their running time depends on degree bounds for the varieties defined by the systems we have to solve (see Section 2 for preliminaries on degrees of algebraic sets). Generalized Lagrange systems possess a multi-homogeneous structure, which will allow us to give strong degree bounds for these varieties. We start by stating these bounds; they are variants of the classical one (see, e.g., van der Waerden [1929 van der Waerden [ , 1978 ) adapted to our setting. Next we state our complexity results for various computational problems as mentioned earlier.
Degree Bounds
Let e be a non-negative integer. In this section, we consider polynomials F = (F 1 , . . . , F P ) in C[X, L 1 , . . . , L k ], with n − e, n 1 , . . . , n k variables in the respective blocks X, L 1 , . . . , L k , and having degrees in X, L 1 , . . . , L k , respectively, bounded by (D 1 , 0, 0, . . . , 0) for F 1 , . . . , F p (D 2 , 1, 0, . . . , 0) for F p+1 , . . . , F p+ p 1 . . . . . . 1, 1, . . . , 1) for F p+···+ p k−1 +1 , . . . , F p+···+ p k , so that P = p + p 1 + · · · + p k ; the total number of variables is N − e, with N = n + n 1 + · · · + n k . We assume that all p i 's and n i 's are positive (including n and p).
The structure of these systems is essentially that of the generalized Lagrange systems our algorithm will construct by repeating the constructions defined in Section 5, except that we only have n − e variables in the first block: this accounts for the fact that in generalized Lagrange systems, we will ensure that the first e variables can assume finitely many values (so we may essentially see them as being constant for such degree calculations). As for generalized Lagrange systems, we assume that the following properties are satisfied for 0 ≤ i ≤ k: N i − e ≥ P i , with N i = n + · · · + n i and P i = p + · · · + p i .
(2) Remark in particular that N = N k and P = P k .
Definition 6.1. Given integers k, e, D 1 , D 2 and sequences of integers n = (n, n 1 , . . . , n k ) and p = ( p, p 1 , . . . , p k ) as before, we define Dg(k, e, n, p, D 1 , D 2 ), as Dg(k, e, n, p, D 1 ,
The quantity Dg(k, e, n, p, D 1 , D 2 ) is derived from calculations that are in essence intersection products in the Chow ring of the multi-projective space P n−e × P n 1 × · · · × P n k . Concretely, this means that it is an upper bound on the sum of coefficients of a truncated product of the form
Let be the ideal generated by all P-minors of jac(F). We consider the Zariski closure V of V (F) − V ( ): the irreducible components of V are thus those irreducible components of V (F) where jac(F) has generically full rank P. For i ≤ P, let V i be the Zariski closure of V (F 1 , . . . , F i ) − V ( ); thus, V P = V . Our main result in this subsection is the following degree bound. PROPOSITION 6.2. Suppose that all inequalities in (2) hold. Then, for i in {1, . . . , P}, V i has degree at most Dg(k, e, n, p, D 1 , D 2 ).
This proposition is proved in Section I of the electronic appendix of this article. The key feature in this bound is that even though we have many equations of degree D 1 or D 2 (later on, we will have P n 2 such equations), these degrees only appear with exponent O(n); the other terms in the product are of a combinatorial nature. This is to be compared with a direct application of Bézout's theorem, which would lead to bounds of the form D p 1 D P− p 2 and would be unsuitable for our purposes. We will use this result in the following context. If L = ( , Q, S ) is a generalized Lagrange system with the global normal form property, Proposition 5.13 will allow us to apply the previous proposition; it will imply that the algebraic set U (L) has degree at most κδ, with κ = deg(Q) and δ = Dg(k, e, n, p, D, D − 1): indeed, there are κ points in Z(Q), and we apply the aforementioned proposition to each of these points.
Algorithms for Generalized Lagrange Systems
Let L = ( , Q, S ) be a generalized Lagrange system of type (k, n, p, e) , where is a straight-line program of length E that computes polynomials F = (f, f 1 , . . . , f k ), with f ⊂ Q[X] and f i ⊂ Q[X, L 1 , . . . , L i ] for 1 ≤ i ≤ k. In the following, the integer D denotes the maximum degree of the polynomials in f; then, by Definition 5.4, for 1 ≤ i ≤ k, the maximum of the degrees in X (L 1 , . . . , L i , respectively) of the polynomials in f i is at most D − 1 (1, respectively). We write d = N − e − P, still using the notation of Definition 5.4.
The goal of this subsection is to state complexity estimates for routines which take as input L, assuming that L has the global normal form property, and do the following:
• return a one-dimensional parametrization of U (L), when this set has dimension d = 1; • return a zero-dimensional parametrization of W(e, 1, U (L)) − S, with S = Z(S ), assuming that this set is well defined and finite; • take a zero-dimensional parametrization Q as an additional input and return a zero-dimensional parametrization of the fiber fbr(U (L), Z(Q )), assuming that this set is finite.
Whenever the following algorithms return parametrizations, these parametrizations will have coefficients in Q. These algorithms are based on the geometric resolution algorithm of and Lecerf [2000] (that itself follows previous work of Giusti et al. [1995 Giusti et al. [ , 1998 ]), with a slight modification. Indeed, since the generalized Lagrange system L = ( , Q, S ) defines an algebraic set V = U (L) lying over Q = Z(Q), our algorithms need to "solve" equations with coefficients in Q[T ]/ q , where q is the squarefree polynomial appearing in Q. If q was irreducible, we could directly apply the techniques in and Lecerf [2000] , but in general, we have to rely on dynamic evaluation techniques [Della Dora et al. 1985] . Details are given in Section J.
The quantity δ = Dg(k, e, n, p, D, D − 1) introduced in Definition 6.1 will play a crucial role in the cost analysis of our algorithms, as will the degrees κ = deg(Q) and σ = deg (S ) . The main feature of the geometric resolution algorithm of and Lecerf [2000] , which will be crucial for our main result, is that its running time is polynomial in these quantities.
We recall that our algorithms are randomized, in a sense that was described in the introduction: failure can occur only if one of our randomly chosen values happens to belong to some hypersurface of the corresponding parameter space.
We start with the routine SolveLagrange that computes a one-dimensional parametrization of U (L) when it has dimension d = 1; the proof is in Section K of the electronic appendix. PROPOSITION 6.3. There exists a probabilistic algorithm SolveLagrange, which takes as input a generalized Lagrange system L of type (k, n, p, e) such that N −e − P = 1, and returns either a one-dimensional parametrization with coefficients in Q or fail using
operations in Q, using the notation introduced earlier. If either • U (L) is empty, • or L has a global normal form, then in case of success, the output of SolveLagrange describes U (L). In addition, U (L) has degree at most κδ.
Next, we state complexity estimates for computing W(e, 1, U (L)) − S, with S = Z(S ), whenever this set is well defined and zero-dimensional. For a proof of the following proposition, see Section L of the electronic appendix. PROPOSITION 6.4. There exists a probabilistic algorithm W 1 which takes as input a generalized Lagrange system L of type (k, n, p, e) and returns either a zero-dimensional parametrization with coefficients in Q or fail using
operations in Q, using the notation just introduced. If either U (L) is empty, or
• W(e, 1, U (L)) is finite, • and (L; W(e, 1, U (L))) has a global normal form, then in case of success, the output of W 1 describes W(e, 1, U (L)) − S, with S = Z(S ). In addition, the finite set W(e, 1, U (L)) − S has degree at most κδN d (D − 1 + k) d .
Finally, we give complexity estimates for the computation of fibers. The following proposition is proved in Section M of the electronic appendix. In addition, fbr(U (L), Q ) − S has degree at most κ δ.
MAIN ALGORITHMS
We finally describe and prove the correctness of our main algorithms; they are the concrete version of the abstract algorithms RoadmapRec and MainRoadmap given in Section 4. Whereas we had maintained some flexibility in the choice of the parameter d in these abstract algorithms, we now choose the valued = (d + 3)/2 , as we saw that it leads to a recursion tree of logarithmic depth. The geometric objects taken as input or constructed in the algorithms of Section 4 will be encoded by the generalized Lagrange systems introduced in Section 5 and (for finite sets) by zero-dimensional parametrizations; the output is encoded by a one-dimensional parametrization.
Description
We start with the description of our recursive algorithm RoadmapRecLagrange, which is the concrete counterpart of algorithm RoadmapRec of Section 4. It takes as input • a generalized Lagrange system L = ( , Q, S ), which has the global normal form property; • a zero-dimensional parametrization C that describes control points.
In order to implement all operations, we use basic subroutines manipulating zerodimensional or one-dimensional parametrizations such as Union (of zero-dimensional or one-dimensional parametrizations), Projection (of zero-dimensional parametrizations) and Lift (that computes fbr(Z(C ), Z(Q)) where C and Q are zero-dimensional parametrizations). These routines are described in Section J of the electronic appendix; here, we will simply mention that they run in time polynomial in N and all involved degrees. We also use the routines SolveLagrange, W 1 , and Fiber, which were described in the previous section.
Some of these routines may return fail; in that case, by convention, the algorithm RoadmapRecLagrange and the upcoming top-level algorithm MainRoadmapLagrange return fail as well. Finally, in the algorithm, for A ∈ GL(n, e, Q), we use notation such as C A for readability; more precisely, this should be read as ChangeVariables (C , A) where ChangeVariables is a routine that takes as input C and A and returns a zerodimensional parametrization that encodes Z(C ) A .
(2) let A be a random change of variables in GL(n, e, Q) and u be a random vector in Q P (3) letd = (d + 3)/2 d ≥ 2;d d/2 (4) let L = W Lagrange (L A , u,d) d L =d − 1 d/2 (5) let B = Union(W 1 (L ), C A ) d i m ( Z(B)) = 0 (6) let Q = Projection(B, e +d − 1) dim(Z(Q )) = 0 (7) let C = Union(C A , Fiber(L , Q )) new control points; dim(Z(C )) = 0 (8) let C = Lift(C , Q ) new control points; dim(Z(C )) = 0 (9) let S = Union(S A , Fiber(L , Q )) dim(Z(S )) = 0 (10) let S = Lift(S , Q ) d i m ( Z(S )) = 0 (11) let R = RoadmapRecLagrange(L , C ) (12) let L = F Lagrange (L A , Q , S )
Our main algorithm takes the following input:
• a straight-line program that computes a reduced regular sequence f = ( f 1 , . . . , f p ) in Q[X] = Q[X 1 , . . . , X n ], such that V (f) satisfies the assumptions of our main theorem, • a zero-dimensional parametrization C encoding a finite set of points in V .
It starts by constructing a zero-dimensional parametrization S that encodes sing(V (f)) using a routine SingularPoints, then calls RoadmapRecLagrange, taking as input the generalized Lagrange system ( , ( ), S ). The routine SingularPoints is described in Section J.5.4 of the electronic appendix.
MainRoadmapLagrange( , C 0 )
(1) S = SingularPoints( ) (2) return RoadmapRecLagrange(( , ( ), S ), Union(C 0 , S ))
Correctness
To prove the correctness of MainRoadmapLagrange on input ( , C 0 ), it is sufficient to prove the correctness of RoadmapRecLagrange with input ( , ( ), S ) and Union(C 0 , S ).
The strategy of our proof is to establish that this algorithm computes the same objects as RoadmapRec when takingd = (d + 3)/2 . As in Section 4.2, we consider the binary tree T recording the recursive calls to RoadmapRec.
To each node of the tree T , one can now associate integers (k τ , n τ , p τ , e τ ), that will be the type of the generalized Lagrange system L τ given as input to RoadmapRecLagrange in the corresponding recursive call. We can then denote by P τ the sum of the entries of p τ (i.e., the total number of equations in L τ ). With this notation, our correctness statement can be formulated as follows.
PROPOSITION 7.1. Consider polynomials f = f 1 , . . . , f p in Q[X 1 , . . . , X n ], given by a straight-line program , that define a reduced regular sequence.
Suppose that V = V (f) ⊂ C n has finitely many singular points and that V (f) ∩ R n is bounded. Consider also a zero-dimensional parametrization C 0 that describes a finite set C 0 ⊂ C n .
Suppose that the matrices (A τ ) τ internal node of T satisfy the assumptions of Theorem 4.1. Then, there exists a family of non-empty Zariski open sets I τ ⊂ C P τ , for τ an internal node of T , such that the following holds.
Consider vectors (u τ ) τ internal node of T , with u τ in Q P τ for all τ . If, for all internal nodes τ of T , u τ is in I τ , A τ and u τ are used in the corresponding recursive call of RoadmapRecLagrange, and if all calls to subroutines such as Union, Projection, W 1 , Lift are successful, then MainRoadmapLagrange( , C 0 ) returns a roadmap of (V, C 0 ).
The proof is given in Section N of the electronic appendix; we briefly discuss its main points here.
As in Section 4.2, to each node τ of T are associated the algebraic sets V τ , B τ , . . . that are used by our abstract algorithm at the corresponding recursive call. In addition, we now also have a generalized Lagrange system L τ , together with zero-dimensional parametrizations B τ , Q τ , and so on. The gist of the proof is to establish that at each such node τ , L τ defines V τ , and similarly Z(B τ ) = B τ , and so on.
In order to prove this by induction, we rely on Propositions 5.17 and 5.21. They show the existence of a Zariski open I τ ⊂ C P τ such that if u τ belongs to I τ , then the generalized Lagrange systems L τ and L τ defined at Steps 4 and 12, respectively, define the polar variety W τ and the fiber V τ .
In order to apply these propositions, we need to assume that L τ has the global normal form property; then, we know that this property is transferred to the descendants L τ and L τ . However, we pointed out while stating the two aforementioned propositions that we need slightly stronger assumptions: when, for instance, we build polar varieties, we actually need (L τ , W A −1 τ τ ) to have the global normal form property in order to deduce that it is still the case for L τ . Having in mind to apply this property recursively means that at the top level, the initial generalized Lagrange system must have the global normal form property in conjunction with a host of algebraic sets, corresponding in essence to all objects built throughout the algorithm. This is, however, precisely guaranteed by Proposition 5.14.
Complexity Analysis
This final subsection is devoted to the complexity analysis of Algorithm MainRoadmapLagrange. In the last section of the electronic appendix, we prove the following result. Taken with Proposition 7.1, it establishes the main result stated in the introduction. PROPOSITION 7.2. Consider polynomials f = f 1 , . . . , f p in Q[X 1 , . . . , X n ] of degrees bounded by D, given by a straight-line program of length E, that define a reduced regular sequence.
Suppose that V = V (f) ⊂ C n has finitely many singular points and that V (f) ∩ R n is bounded. Consider also a zero-dimensional parametrization C 0 of degree μ that describes a finite set C 0 ⊂ C n .
Suppose that all matrices A τ and all vectors u τ satisfy the assumptions of Proposition 7.1, and that all calls to subroutines such as Union, Projection, W 1 , and Lift are successful. Then, MainRoadmapLagrange( , C 0 ) either returns fail or returns a onedimensional parametrization of degree bounded by O˜ μ16 3d (n log 2 (n)) 2(2d+12 log 2 (d))(log 2 (d)+6) D (2n+1)(log 2 (d)+4) using O˜ μ 3 16 9d E(n log 2 (n)) 6(2d+12 log 2 (d))(log 2 (d)+7) D 3(2n+1)(log 2 (d)+5) arithmetic operations in Q, with d = n − p.
We refer the reader to Section O of the electronic appendix for the detailed cost analysis of this proposition. Instead, we give here the main lines of an argument that shows that the running time is polynomial in μ(nD) n log(d) .
The divide-and-conquer nature of the algorithm implies that at all stages, the total number of variables N in the generalized Lagrange systems we handle is O(n 2 ); as a result, the quantity Dg(k, e, n, p, D, D − 1) associated to any of these generalized Lagrange systems is seen to become (nD) O(n) .
In geometric terms, all the inputs to our algorithms are pairs of the form (V, Q), with V lying over a finite set Q, together with control points C. Using the aforementioned upper bound, Proposition 6.2 implies that the degree of the fiber of V above each point of Q is (nD) O(n) .
We also need to control the growth of the sets Q. Using the degree bound in Proposition 6.4, one can deduce that the degree of Q (as well as that of all finite sets computed in the algorithm, and in particular the set of control points) grows by a factor (nD) O(n) through each recursive call. Hence, all these sets admit an overall degree bound of the form μ(nD) O(n log(d)) . The running time of the algorithm can be analyzed along the same lines, once we notice that for the subroutines we use, the running time is essentially polynomial in the input and output degrees.
Example
We illustrate the execution of MainRoadmapLagrange when is a straight-line program evaluating the polynomials f = ( f 1 , f 2 ) ⊂ Q[X 1 , . . . , X 6 ] given in Example 3.2 and C 0 = (1) is the parametrization encoding the empty set (so we have no control points).
In the example of Section 4.4, we showed the execution of the divide-and-conquer version of the abstract algorithm RoadmapRec on the variety V = V (f). In what follows, we focus on data representation by means of generalized Lagrange systems, and in particular on their types; recall that they take the form (k, n, p, e), where k is the number of blocks of Lagrange multipliers that were introduced, n gives the number of unknowns in each block, p gives the number of equations in each block, and e indicates how many variables are fixed. The set U (L) defined by a generalized Lagrange system L is expected to have dimension |n| − e − |p|, where | | denotes the sum of the entries of a vector. The reader can then verify how the following description matches that in Section 4.4.
Since V is smooth, the parametrization S computed by SingularPoints defines the empty set and RoadmapRecLagrange is called with inputs the generalized Lagrange system L = ( , ( ), (1)) and the parametrization (1); the generalized Lagrange system L has type (0, (6), (2), 0).
In what follows, we assume that we are under the assumptions of Proposition 7.1, so correctness is guaranteed.
Steps 1-3. We have d = 6 − 2 = 4; a matrix A ∈ GL(6, 0, Q) and a vector u = (u 1 , u 2 ) ∈ Q 2 are randomly chosen ( Step 2) and we haved = 3 (Step 3).
Step 4. We construct the generalized Lagrange system L = W Lagrange (L A , u, 3) ; it is the triple ( , (), (1)), where is a straight-line program evaluating
This construction is essentially what was described in Examples 5.2 and 5.7 (except that we did not apply a change of variables in those examples). The type of L is (1, (6, 2), (2, 4), 0). By Proposition 5.17, U (L ) is the polar variety W = W(0, 3, V (f A )); by Proposition 3.6, if it is not empty, it has dimension 2, as confirmed by the type of L , since 2 = (6 + 2) − 0 − (2 + 4).
Step 11. This step consists in a recursive call to RoadmapRecLagrange with inputs L and C , where C is constructed in Steps 5-10. In this recursive call, we have d = 2 andd = 2. Denoting by A ∈ GL(6, 0, Q) the matrix chosen at Step 2 of that recursive call, the behavior is as follows:
• the generalized Lagrange system constructed at Step 4 has type (2, (6, 2, 6), (2, 4, 7), 0); it encodes W(0, 2, W A ), which either is empty or has dimension 1 = (6 + 2 + 6) − 0 − (2 + 4 + 7). Its construction was illustrated in Example 5.18. • the generalized Lagrange system constructed at Step 12 has type (1, (6, 2), (2, 4), 1) and encodes the fiber fbr(W A , Z(Q 1 )), where Q 1 is built at Step 6 of that recursive call; it is either empty or has dimension 1 = (6 + 2) − 1 − (2 + 4). The recursive calls at Steps 11 and 13 will consist in executing SolveLagrange on their respective inputs and return one-dimensional parametrizations. The last step takes the union of the curves encoded by these parametrizations.
Step 12. At this step the generalized Lagrange system L = F Lagrange (L A , Q , S ) is constructed. It has type (0, (6), (2), 2). Proposition 5.21 ensures that L defines the fiber V = fbr(V A , Z(Q )), which is equidimensional of dimension 2 = 6 − 2 − 2, if it is not empty.
Step 13. This step consists in a recursive call to RoadmapRecLagrange with inputs L and C . Here, we have d = 2 andd = 2. Denoting by A ∈ GL(6, 2, Q) the matrix chosen at Step 2, we now have the following behavior:
• the generalized Lagrange system constructed at Step 4 has type (1, (6, 2), (2, 3), 2); it encodes W(2, 2, V A ), which either is empty or has dimension 1; • the generalized Lagrange system constructed at Step 12 has type (0, (6), (2), 3) and will encode the fiber fbr(V A , Z(Q 2 )), which is either empty or has dimension 1. The output of this step is a one-dimensional parametrization of the union of these curves.
Step 14. This last step takes the union of the one-dimensional parametrizations computed through the recursive calls of Steps 11 and 13, and restores the initial coordinates.
In the following figure, we show how the recursive calls are organized into a binary tree. The labels of the internal nodes of the tree indicate the input of RoadmapRecLagrange and the dimension of the set it defines; at the leaves, the input defines a curve.
