Abstract-Frame aggregation (FA) mechanisms improve the throughput of WLANs. In this paper, the effect of the FA mechanism on the throughput of wireless local area networks (WLANs) has been investigated. To this end, we propose an analytical model in order to analyze an IEEE 802.11n network comprised of an access point (AP) and several conventional nodes (CNs), all in the coverage area of each other. With respect to the heavier download traffic compared to the upload one, in our scenario, only the AP uses an FA mechanism and the other nodes use the basic IEEE 802.11 standard. In our proposed analytical model, the maximum downlink (DL) throughput is derived. Regarding the asymmetry among nodes, our analytical model consists of two different queueing networks: one for the AP and the other one for CNs. We verify the accuracy of our analytical results by simulations, i.e., less than 5% mismatch between the analytical and simulation results. We show that there is a tradeoff between the DL saturation throughput and performance of CNs. In other words, the FA improves the AP saturation throughput at the cost of a little degradation of the performance for CNs.
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I. INTRODUCTION
During recent years, the market of wireless networks has been rapidly expanded. IEEE 802.11 standard groups are among the most popular wireless networking standards, which are implemented in most new electronic devices. One of the most important market demands is supporting video/audio streams, which needs high throughputs. Up to now, the maximum data rate of the IEEE 802.11 standard reaches to Gigabit per second due to physical layer improvements in IEEE 802.11ac [1] . However, improving the maximum data rate does not always equal throughput improvements, especially in distributed networks. Hence, in order to gain higher throughputs, improvements in both the medium access control (MAC) and physical (PHY) layers are needed. In the MAC layer, a solution is the frame aggregation (FA) mechanism. The FA puts some subframes into a single frame, i.e., an aggregated frame and improves the transmission opportunities [2] .
Several studies have focused on analyzing the IEEE 802.11 standard. For simplicity, in some studies (e.g., [3] , [4] , and [5] ), it is assumed that all nodes are saturated, i.e., the transmission queue at each node is always non-empty. However, this assumption is not realistic since the total delay of the packets will be infinite. In [3] , Bianchi proposed a two-dimensional Markov chain to analyze the performance of 802.11 networks and derived the saturation throughput of such networks. In [6] , the authors modified the proposed model in [3] by adding a post-backoff stage, in order to eliminate the saturation condition. However, the proposed model is not valid in relatively low loads. Note that the proposed models in [3] and [6] are based on the basic-802.11 standard. In [7] , the throughput analysis of the FA was considered. The proposed model in [7] is based on the model in [3] and [6] . Although the authors in [7] have analyzed a non-saturated network, they considered post-backoff stages similar to [6] which are not completely matched with the standard. Moreover, the channel was ideal and the authors assumed arriving packets during the transmission process are dropped, i.e., there is no buffer. Authors in [8] focused on the aggregated selective repeat automatic repeat request (ASR-ARQ) retransmission mechanism, and evaluated the mean service time in non-saturated conditions based on the proposed model in [3] . Authors in [4] proposed a novel design of the retransmission mechanism and analyzed some parameters such as the service time distribution. However, they assumed saturation conditions.
Note that in the aforementioned papers, the access point (AP) and conventional nodes (CNs) use the same rule for the transmission process and there is no difference between them. In other words, a symmetric environment has been considered. However, the AP usually needs higher throughputs compared to the other nodes in practical scenarios. It also appears that upgrading APs is more feasible. Thus, we consider an asymmetric scenario, in which the users work based on the conventional IEEE 802.11, and the AP is upgraded, i.e., it works based on the IEEE 802.11n standard.
In this paper, we consider an asymmetric scenario comprised of an AP working based on the IEEE 802.11n standard and CNs working based on the basic 802.11 standard. We propose an analytical model for our WLAN scenario, under the assumption that the AP is saturated and uses the FA, and the other nodes are non-saturated and use the conventional IEEE 802.11 standard. In our proposed model, we derive the download (DL) saturation throughput, i.e., the maximum DL rate. This model is based on modeling the transmission process of the AP and CNs by suitable distinct queueing networks (QN) [9] . We also investigate the effect of channel error probabilities and the aggregation size on the DL saturation throughput. In our evaluation, we also focus on the sum throughput, i.e., the summation of upload (UL) and DL throughputs in saturated conditions. We show that although the FA degrades the channel access opportunities for the CNs, it enhances the sum throughput. Our simulations confirm the accuracy of our proposed analytical approach.
The remaining of the paper is as follows. In Section II, we describe our scenario and the related assumptions. In Section III, we first introduce our analytical model and extract important parameters such as the transmission and collision probabilities, utilization factor, DL saturation throughput, etc. In Section IV, we consider the accuracy of our model and investigate the effect of the FA and channel error probability. In Section V, we conclude the paper.
II. NETWORK SCENARIO AND PROTOCOL DESCRIPTION
Our analytical environment is under the basic service set (BSS) assumption of an 802.11 WLAN, in which the nodes are within the transmission range of each other and there is not any hidden node problem. Moreover, the number of nodes is assumed to be fixed. Our analytical model is based on a four-way handshaking, i.e., request-tosend (RTS), clear-to-send (CTS), data, and acknowledgement (ACK) (see, e.g., [3] ).
In our model, the channel is error prone and the error probability of every subframe is constant and independent of the others. We assume that no error occurs in control frames since they are transmitted with the low rate (i.e., the basic rate) and their lengths are much smaller than data frames. The arrival process of fixed size packets at each node is assumed to be a Poisson process. In our scenario, the AP is considered to be saturated and uses the frame aggregation (FA) but the other nodes are unsaturated and use the basic IEEE 802.11 standard in their UL transmissions. It appears that this scenario is more matched with practical conditions in which the DL traffic load is heavier than the UL one. Moreover, we consider a unicast scenario, i.e., the AP sends the packets of only one CN when it accesses the channel. In other words, the FA is done among the packets related to only one CN. In addition, CNs send their packets only to the AP.
We also use the A-MPDU mechanism for implementing the FA, which is more suitable for error prone channels [2] . Since we have assumed that the AP is saturated, the AP always has sufficient subframes to produce a new aggregated frame. We also assume that a complete aggregated frame contains K subframes. The retransmission process in our scenario, is based on the ASR-ARQ mechanism. It means that if an aggregated frame failed to be transmitted successfully, only the corrupted subframes are retransmitted in the next transmission, and for each retransmission, due to the collision or channel error, we go to the next backoff stage. In the IEEE 802.11/802.11n standard, nodes should spend some backoff slots before sending RTS. In any backoff stage, the number of backoff slots has a uniform distribution, between 0 and the corresponding contention window size (CWS) which by any retransmission is doubled up to the last backoff stage. In the last backoff stage, the CWS remains unchanged regardless of the number of retransmissions. If one of the retransmissions is successful, the CWS will be reset. Furthermore, similar to the IEEE 802.11 standard, during the data transmission, all the other nodes have been frozen, i.e., their backoff stages and down-counters remain unchanged [2] .
III. PROPOSED ANALYTICAL MODEL FOR THROUGHPUT ANALYSIS
In this section, we propose an analytical model for deriving the DL saturation throughput. Since the main bottleneck in the DL throughput is due to collision with the UL transmissions, we need to model the transmission process at CNs. According to the standard, the packets or frames are transmitted one by one. Regarding the assumption of Poisson arrival process, every wireless node is considered as an M/G/1 node in our scenario. We model the transmission process of the wireless nodes, equeivalent to the serving process of M/G/1 nodes, by a queueing network (QN). In Sections III-A and III-B, we describe our model and formulate the corresponding traffic models, respectively. In Section III-C, we calculate some parameters such as the transmission and collision probabilities for each node. Finally, in Section III-D, we derive the DL saturation throughput.
A. Model Description
In our modeling approach, since nodes are similar in UL, we need two different QNs, i.e., one corresponding to the AP and another one corresponding to CNs. In the QN corresponding to the AP, each queueing node represents one of the stages of the transmission process, i.e., backoff, RTS, and data transmission (see Fig.1 ). Moreover, the customers play the role of aggregated frames. In this network, queueing nodes are divided into three categories. The first category corresponds to nodes B i , i = 1, 2, ..., m. The service time of node B i represents the i-th backoff stage. The second category comprises nodes RT S i . When the backoff time ends, an RTS packet is transmitted. Nodes RT S i model the transmission of RTS packets. Hence, when the service time of a customer ends in node B i , the customer enters node RT S i . The third category contains nodes T X i that model the transmission on the physical channel. According to the standard, when RTS packets collide, we move to the next backoff stage, except the last stage, in which the backoff stage remains unchanged (see Fig. 1 ). Moreover, if an error occurs on the physical channel, the corrupted subframes should be retransmitted. In this case, the corrupted subframes comprise a new aggregated frame, and the related backoff stage changes the same as when a collision occurs. In other words, by any retransmission, due to the collision or physical channel error, the backoff stage increases except in the last stage. Due to the retransmission mechanism, aggregated frames can be different, since some subframes can be received successfully and only corrupted subframes should be retransmitted as an aggregated frame in the next transmission attempts. Thus, the transmission time (TXT) of aggregated frames could be different.
Our model is based on the contribution of [10] . However, unlike [10] , the channel is error prone. As a result, we add nodes T X i in order to model the transmission process. The other main difference between our proposed model and the one in [10] is the TXT variation, since aggregated frames could have different lengths. We map the number of subframes onto different classes of customers in the QN, which means that if an aggregated frame has j subframes, it 
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is modeled by a customer of class j. In the QN corresponding to the AP, with the assumption of Poisson process for the new packets and with respect to the FA mechanism, we assume that customers of class K enter node B 1 as a Poisson process with rate λ AP /K. Since we have customers of different classes within the QN, we need to consider the service time for each class at different queueing nodes. The service time of nodes RT S i and B i are the same for every class since the RTS packets and the spending backoff time are independent of the packet lengths. However, the service times in nodes T X i depend on the class of customers. Moreover, the AP knows which subframes within an aggregated frame are received successfully. It is due to using the ASR-ARQ mechanism.
If j subframes, out of total i, become corrupted during a transmission of an aggregated frame, we put the corrupted subframes into a new aggregated frame and continue the transmission process according to our scenario (see Section II). As the length of the new aggregated frame decreases compared to the original ones, its TXT reduces as well. In order to control such changes, we define different classes of customers, and model such events with changing the customer class from i to j. Consequently, the probability of such a class conversion has a binomial distribution as i j
where P e is the probability that a subframe is received erroneously. Note that we model the transmission process of CNs with the same QN. However, as CNs do not use the FA, we put the corresponding aggregation size K equal to one, leading to only one customer class in the corresponding QN.
B. Traffic Equations in the Proposed QN
In this part, we model the traffic behavior of the customers in our proposed model. In order to better perception, we summarize the transmission process at each node in Algorithm 1. The summary of notations are also given in Table  I . When a queueing node is stable, the corresponding arrival and departure rates for all classes of customers are equal. In a stable QN, traffic equations show that the arrival rate at a desired node equals the summation of the departure rates
of all nodes that are routed to the desired node [9] . As only class-K customers are routed to node B 1 , the arrival rate at node B 1 is
where α B1,j and K are the arrival rate of a class-j customer at node B 1 and maximum aggregation size, respectively. All customers are routed to node RT S i without any class change (see Algorithm 1). Thus, the arrival rate at node RT S i is
Moreover, customers are routed to node T X i with probability 1 − P col , when their service times end at node B i , regardless of their class number. The probability P col is the collision probability, which is derived in Section III-C. Hence, the arrival rate at node T X i is
Customers can be routed to node B i from node T X i−1 and RT S i−1 . In addition, the class of customers, which are routed from node T X i−1 , can be changed during a routing to node B i due to channel errors. Moreover, customers are routed to node B i from node RT S i−1 with the collision probability P col and without any class change. Thus, the arrival rate at node B i is
In the last backoff stage, the customers can be routed to node B m from node RT S m and node T X m . In other words, we have two other routings in addition to the previous routings in (4). Consequently, the arrival rate at node B m is
By solving the traffic equations in (1)- (5), we can obtain the arrival rates at each node. Note that we can model the transmission process in CNs by setting K = 1.
C. Transmission and Collision Probabilities
In this part, we derive the collision and transmission probabilities based on the arrival rates obtained via the traffic equations. According to the IEEE 802.11 standard, when a wireless node is in a backoff mode, it should wait for some slots. In general, a slot can be of idle type, collision type or transmission type. Hence, the experienced backoff slot for each wireless node has a variable length. As we consider the system in the steady state, we only consider the average length of different types of slots experienced by each wireless node in a backoff mode, and call it the virtual slot. The experienced virtual slot for the AP is different from the other wireless nodes since only the AP uses the FA. As the wireless nodes attempt to transmit packets in a slotted manner, in order to derive the collision probability at a typical wireless node, we need to know the status of the other wireless nodes at the beginning of the virtual slots. However, there is not sufficient evidences that wireless nodes see the status of each other at the beginning of the virtual slots, i.e., as in steady state. In order to determine the related probabilities, we exploit a model similar to the one used in [10] and modify it to include the effect of the FA. To this end, we first calculate the transmission probability (Γ ) on the condition that a wireless node is saturated. The saturated transmission probability is derived as the ratio of sending slots to all slots. There are two possible situations for a non-empty wireless node. It could be in a transmission mode (TXM) or in a backoff mode. TXMs include successful, unsuccessful and collided transmissions. There is no difference between TXMs in deriving the saturated transmission probability. Thus, we count all of them, or equivalently, all transmissions of RTS packets. We also put the average number of all backoff slots instead of its exact value for deriving the saturated transmission probability. As mentioned in Section II, backoff slots have a uniform distributions between 0 and w i − 1 in which w i is the CWS at the i-th backoff stage. Hence, we have
Although the expression in (6) depends on α i s, Γ is independent of the arrival rate λ. The reason is that α i s are directly proportional to λ (see (1)- (5)). According to our scenario, the AP is considered to be saturated, and thus, the transmission probability of the AP is equal to Γ . Now, we should eliminate the saturation condition in order to consider CNs. We define ρ l,k as the probability that node l (the AP or a CN) sees node k (a CN) as non-empty in the beginning of a slot. Thus, the probability that node l sees node k in a TXM is τ l,k and can be written as
Note that ρ l,k is different from ρ k , i.e., the time proportion that node k is non-empty. The reason is that different types of slots, i.e., backoff, transmission, and collision have different lengths. However, in ρ l,k , we need to know only the proportion of the number of virtual slots which node k is seen as non-empty. Therefore, similar to [10] for deriving ρ l,k , we use a two-state Markov chain in which state 1 and state 0 refer to the states that node l sees node k non-empty and empty, respectively. Thus, ρ l,k is approximately equal to the stationary probability of staying in state 1 in the two-state Markov chain as
where, P 01 refers to the probability that node l sees node k as empty at the current observation slot while it sees node k as non-empty at the next observation slot. Similarly, P 10 is the probability that node l sees node k as non-empty at the current observation slot while it sees node k as empty at the next observation slot. If node l is a CN, it could be empty for some slots. Thus, there is a possibility that its current and next observation slots are not consecutive. Therefore, we consider calculating P 01 and P 10 in two cases: a) l is the AP and, b) l is a CN.
Case 1 (l is the AP): Since the AP is saturated, the current and next observation slots are consecutive. Thus, P 01 refers to the probability that node k is empty at the beginning of the current slot, and then, at least one packet arrives in it during this slot. As indicated before, the packet arrival process at each node is assumed to be a Poisson process. Hence, the probability that at least one packet arrives in a node in an interval with length T is 1 − e −λT . The current slot for node l is of backoff type, collision type, and transmission type with the probability of P l b , P l c , and P l t , respectively. Thus, we have
where T l vs , T c , and T l t are the time duration of the virtual slot, the collision slot, and the transmission slot in the AP, respectively. We will explain in Section III.D how the time parameters are derived. Moreover, P 10 refers to the probability that node k is non-empty in the current slot and becomes empty in the consequent slot. This situation occurs when the current slot is of backoff type for the AP and is of transmission type for node k. Thus, P 10 is
where P e is the error probability of a subframe. Note that CNs do not use the FA. Thus, in (10), the error probability for only one subframe is considered. Moreover, since each CN is considered as an M/G/1 node, the state of node k is in a steady state at departure instants [11] . Hence, in (10), we consider 1−ρ k as the probability that at the packet departure instant of node k, node k is empty.
Case 2 (l is a CN): Since the AP is saturated, at each virtual slot, CNs see the AP transmission probability at each virtual slot equal to Γ in (6). Thus, we assume that nodes l and k are CNs. In this case, there is a possible situation that l becomes empty after a successful transmission. Thus, we should divide the transmission slots of node l into successful and unsuccessful transmissions. Hence, we can determine whether the next and the current observation slots are consecutive or not. If node l becomes empty at the end of a successful transmission, the next observation slot is after the next packet arrival at node l. Thus, expressions in (9) and (10) are modified as
(12) In (11) and (12), the last terms refer to the probability of the status that node l becomes empty after a successful transmission and, at the next observation slot, sees node k as the non-empty queue and empty queue, respectively. Since the arrivals at CNs are Poisson, based on PASTA (Poisson arrivals see time averages) property, node l sees node k in the steady state at the next observation slot [11] . Thus, in this case, node l sees node k as the non-empty queue and empty queue with probabilities ρ k and 1 − ρ k , respectively. The first terms in (11) and (12) are similar to (9) and (10), respectively; i.e., the case that the next and the current observation slots are consecutive. Moreover, P l b , P l c , and P l t are derived similar to (6), i.e., the ratio of the corresponding slots to all slots. They are calculated as in the following expressions
Now, we derive the collision probability experienced by user l. In other words, we want to calculate the probability that user l and at least another user transmit RTS packets simultaneously. Hence, the collision probability of user l, i.e. P l col , is
where N is the total number of users in the network, and τ l,k is obtained by (7) and (8).
D. Downlink Saturation Throughput
Since the AP is saturated in our model, there is always a frame in the transmission process of the AP. Equivalently, the QN corresponding to the AP is not empty, and we have
where ρ AP denotes the utilization factor of the queueing system corresponding to the QN. Thus, in order to calculate the AP saturation throughput, we should find the AP arrival rate (λ AP ) that leads to (17). Our QN model is comprised of several queueing nodes and represents the transmission process of the corresponding wireless node which is equivalent to the server of the corresponding M/G/1 queueing system. Hence, the utilization factor of this system is derived as
where ρ zi,j denotes the time proportion that queueing node z i is occupied by class-j customers. Equivalently, ρ zi,j indicates the average number of class-j customers at node z i . In order to derive ρ zi,j , we first derive the average service time of class-j costumers at node z i . The service time of node RT S is constant and can be easily derived similar to [10] . In node B i , we calculate the average time of the i-th backoff stage. Thus, the service time of node B i is
where T l vs refers to the virtual time slot. We derive the average length of the virtual time slot for each user. To this end, we should calculate the probability that node l is in a backoff state and sees the virtual slot as one of three types of slots: idle, collision, and transmission. The probability of each type is P l vs,i , P l vs,c , and, P l,k vs,t , respectively. The parameter P l vs,i is the probability that node l is in a backoff mode and sees none of the other users in a TXM as
The parameter P l,k vs,t is the probability that node l is in the backoff mode and sees only user k in a TXM as
Similarly, the parameter P l vs,c is the probability that node l is in the backoff mode and sees more than one user in the TXM as P 
Thus, the virtual time slot is
where T slot and T c are the time duration of the idle and collision slots, and can be derived as in [10] . Moreover, T k t is the TXT of node k. Since there is only one class of customers in CNs, the service time of nodes T X i in CNs (T k t , k = AP ) is constant and independent of the channel error probability, and can be derived as in [10] . However, as the AP uses the FA, we put its average TXT (T AP t ) in (23). Hence, the service time of nodes T X i for the AP is
where P s,n is the probability that the transmitted aggregated frame contains n subframes and T s,n is its corresponding TXT. The probability P s,n is the proportion of the transmission rate of the aggregated frames including n subframes to the total transmission rate as
where α T Xi,j refers to the arrival rate of class-j customer at node T X i corresponding to the transmission at the i-th backoff stage (see Fig. 1 ). 
IV. NUMERICAL RESULTS
In this section, we present some numerical results and investigate the effect of channel error probabilities and the FA on the DL saturation throughput and sum throughput. In simulations that is done in MATLAB environment, we compute the departure rate for the AP when it is saturated. The accuracy of our analytical results is confirmed by simulations.
In Fig. 2 , we show the effect of channel errors and the aggregation size on the DL saturation throughput. By increasing the aggregation size, the DL saturation throughput increases; however, the increment rate is a decreasing function of the aggregation size. This is because of the following reasons. The TXT of the AP is an increasing function of the aggregation size. Equivalently, the AP occupies the medium more by increasing the aggregation size, which means that CNs have to wait more. Therefore, the probability that CNs have a packet to transmit will be increased. It causes more transmission attempt rates and more collisions. Furthermore, the ratio of useful TXTs, i.e., payload transmissions to overhead times becomes approximately saturated in high aggregation sizes. Fig. 2 also shows that by raising the channel error probability, the DL saturation throughput decreases. Since we use the ASR-ARQ retransmission mechanism, the penalty of error is increased dramatically by raising the aggregation size. The reason is that the average number of subframes, transmitted by the AP in a steady state, significantly decreases. It results in the reduction in the aggregation benefits. In Fig. 3 , the accuracy of our model is investigated. The mismatch of the analytical and simulation results is less than 5%.
In Fig. 4 , we evaluate the effect of the FA on the saturation throughput of CNs and total saturation throughput of the network. In other words, we consider all nodes in the saturated condition. It is observed in Fig. 2 that when the error probability is increased, the saturation throughput of the network and the DL saturation throughput decrease, compared to the ideal channel. However, since the efficiency of the FA decreases in error prone channels, the saturation throughput of CNs can be increased compared to the ideal condition, especially in large aggregation sizes. Fig.  4 demonstrates that the FA improves the total throughput. Although the FA decreases the CNs saturation throughput, Fig. 4 . The frame aggregation effect on the sum throughput. The UL and DL saturation versus the aggregation size (K) in the ideal channel, and the subframe error probability equals to 0.05. the AP saturation throughput enhancement is sufficiently large to increase the saturation throughput of the network, i.e., the summation of the DL and UL saturation throughputs. Note that when all nodes are saturated, the sum throughput decreases compared to the state that CNs are non-saturated. This is due to the increment of transmission attempts, which causes more collisions. Thus, the successful transmissions decrease, and as a consequence, the sum throughput reduces (see Fig. 4 ).
V. CONCLUSION
In this paper, we proposed an analytical model to calculate the DL saturation throughput of a WLAN scenario that the AP has an advantage on the other nodes and uses the FA. Furthermore, other nodes were non-saturated. We modeled the transmission process of each wireless node by an open QN, such that every backoff stage and every data TXM were modeled by queueing nodes. Our modeling approach is sufficiently accurate, i.e., the mismatch between the simulation and analytical results is less than 5%. We showed that the FA improves the AP saturation throughput in the cost of degrading the performance of CNs; however, the sum saturation throughput increases as a result of FA. In addition, we observed that the channel error decreases the DL saturation throughput.
