Imbalanced classification is a challenging problem in the field of big data research and applications. Complex data distributions, such as small disjuncts and overlapping classes, make traditional methods unable to easily recognize the minority class and thus, lead to low sensitivity. The misclassification costs of the minority class are usually higher than that of the majority class. To deal with imbalanced datasets, typical algorithmic-level methods either introduce cost information or simply rebalance class distribution without considering the distribution of the minority class. In this paper, we propose an optimization embedded bagging (OEBag) approach to increase the sensitivity by learning the complex distributions in the minority class more precisely. By learning these base classifiers, OEBag selectively learns the minority examples that are misclassified easily by referring to examples in out-of-bag. OEBag is implemented by using two specialized under-sampling bagging methods. Nineteen real datasets with diverse levels of classification difficulties are utilized in this paper. Experimental results demonstrate that OEBag performs significantly better in sensitivity and has a great overall performance in terms of AUC (area under ROC curve) and G-mean when compared with several state-of-the-art methods.
Introduction
Imbalanced datasets are very common in the field of big data and real applications, especially, in safety critical areas, such as medical diagnosis [22] , intrusion detection [21] , etc. The class with less examples is usually called the positive class or the minority class; the class with more examples is usually called the negative class or the majority class. Typically, traditional classification methods are not suitable for such datasets, since they often assume approximately balanced class distribution or equal misclassification cost, and they try to minimize overall error rate or maximize accuracy. When confronting imbalanced datasets, the algorithms are often in favor of the majority class [5] . Consequently, decision boundary inclines to the minority class space, leading to many misclassifications of the minority class examples. Imbalanced recognition rates also attribute to the imbalanced dataset itself, such as small sizes of the positive class and complex data distributions [11] . Small sizes of the positive class indicate the absolute imbalance or imbalance due to rarity. Rarity leads to inadequate sub-concepts, and learning methods do not have sufficient training samples or well-represented class distributions to deduce the appropriate boundary.
Complex data distributions are key factors that lead to imbalanced recognition rates of the minority class and the majority class. Note that in the paper we only consider the binary imbalanced classification. Complex distributions mainly contain small disjuncts [10] , overlapping classes [16] , and too many rare cases and outliers [14] in the minority class space. Small disjuncts indicate the situation where a homogeneous area has several small clusters with different class labels. Basically, small disjuncts occur in the minority class space as a direct result of underrepresented cases. Decision trees tend to either specialize rules that cover disjunct examples or ignore these examples. Overlapping classes occurs near the class borders, where some instances from different classes have similar attributes. These borderline examples can obscure the class boundary and increase the likelihood of misclassifying minority class examples. Rare cases and outliers are the result of the underrepresented minority class, which are much likely to be identified as noisy examples. Usually, these difficult factors do not occur alone [19] .
On the other hand, correct recognition of the minority class is of crucial implication from the practical application viewpoint. Compared with the majority class, the minority class represents a more important aspect that we are interested in. The minority class is usually associated with a higher misclassification risk. For example, the correct recognition of cancer cases is more worthwhile than that of normal cases, since it is related to high cost and even a life risk. In light of these opinions, we can conclude that there exists a paradox between the inevitability of classification difficulty and the desirability of high recognition rate of the minority class in imbalanced datasets. Notice that we stress the high identification importance of the minority class; however, it does not mean that the recognition of the majority class is not important. We aim to improve the sensitivity of the minority class and ensure the overall performance at the same time.
Many works have studied the imbalanced classification problem and developed preprocessing techniques, cost-sensitive learning or ensemble approaches [11, 12] . Preprocessing includes over-sampling and under-sampling, which modify the class distribution by strategically increasing the positive examples and/or removing the negative examples [8, 17] . Cost-sensitive learning penalizes the misclassification of the minority class more to bias the learning towards the minority class intentionally [13, 20] . However, effective cost information is usually not available. Ensemble learning with resampling obtains diverse base learners by employing over-sampled or under-sampled subsets and integrates them by boosting or bagging [3, 6] .
These algorithmic-level methods either introduce misclassification costs or simply rebalance class distribution without considering intrinsic complicated distributions of the minority class. In this paper, we aim to increase the accuracy of the minority class by dealing with small disjuncts and borderline examples. We propose a general approach, optimization embedded bagging (OEBag), by employing a decision tree to learn the complex distributions of the minority class more precisely. In learning the base classifiers, OEBag optimizes decision trees iteratively by learning the minority class examples that are easily misclassified. In addition to the overall evaluation metric, we also utilize the minority class performance metric, i.e., sensitivity as the optimization metric. OEBag is implemented by employing two under-sampling bagging methods.
The proposed method has several advantages. The increased sensitivity is superior in imbalanced classification. This benefits from the fact that OEBag focuses more on minority class learning. Furthermore, OEBag performs well in solving small disjuncts and overlapping between classes, and it shows robustness against complex data distributions and diverse imbalance levels. Therefore, OEBag increases the sensitivity and has a great overall performance. In addition, the out-of-bag examples are not discarded. They act as the reference base for the decision tree to choose examples for optimization.
The rest of this paper is organized as follows. Section 2 describes the proposed OEBag using two specialized undersampling bagging methods. In Section 3, experimental setups and experimental results on 19 real datasets are reported. Section 4 gives the conclusions.
Optimization Embedded Bagging

Motivations
In this paper, the decision tree is employed as the base learner, which divides data space into homogeneous areas and builds the rules covering these areas. The difficult factors, small disjuncts and borderline examples mainly discussed in this paper can hinder the learning of the minority class and thus, degrade the classification performance of the minority class. Specifically, the decision tree tends to scatter the examples in small disjuncts and form data fragments, and it will increase the difficulty in learning the minority class. Furthermore, sampling can exclude some examples in small disjuncts when building each decision tree in bagging. In this paper, we use the impurity reduction as the split criterion and the Gini index as the measure of the node impurity; i.e., the Gini index minimization is enforced to choose the optimal feature and the optimal cut point. Hence, for borderline examples, especially in overlapping areas, the decision tree tends to bias towards the predominant class and leads the positive examples to reach the leaf node that is labelled as the negative class.
Therefore, we try to find the easily misclassified minority examples and learn them intentionally. This is achieved by using out-of-bag examples as a reference base and using sensitivity as the evaluation metric. In the framework of traditional bagging, several base learners are built and each base learner is trained using an under-sampled subset of the original training examples. Hence, for these base learners, different subsets of the original training examples are excluded. When we optimize a base learner, we use the excluded examples corresponding to the current base learner as a reference base. We call the excluded examples as out-of-bag examples.
Methods
Algorithm 1 is the pseudocode of OEBag. Given a training set with examples, each example consists of attributes. is composed of the positive (minority class) subset and negative (majority class) subset ; i.e., = ∪ . In each of iterations of OEBag, the maximum G-mean and sensitivity are initialized as 0. G-mean is the geometric mean of sensitivity and specificity [12] . Next, an initial subset is sampled from all training examples to learn a decision tree, and then all examples in the out-of-bag ( \ in line 5 of Algorithm 1) are classified. Specifically, the decision tree classifier is constructed based on the Gini index (Equations (1)- (2)) of the attribute are as follows:
(1)
where ( ℎ , ) denotes the Gini index for the ℎth node with size | ℎ | for the attribute A, ℎ and ℎ denote the subsets of ℎ corresponding to the left and right child nodes of the ℎth node split according to the attribute-value A = a, respectively; ( ) indicates the uncertainty of set , + and − denote the proportion of positive and negative examples in set , respectively. The attribute corresponding to the smallest Gini index will be selected to split the ℎth node. The process continues until the minimum example number of the leaf node is reached.
Algorithm 1 Optimization Embedded Bagging (OEBag)
Input: , training set; Φ, the sampling method;
, decision tree learning algorithm; , evaluation method; , number of iterations. Output: , OEBag ensemble classifier.
Initialization:
while ≥ _ and
Choosing misclassified minority examples in \ and feeding them into ; 9:
end while 12: end for 13 : ← , where = 1,2, … , .
Next, we select a misclassified minority example from each of the nodes where misclassified minority examples in the out-of-bag reach, and we put them in the current training subset for the next learning (line 8 of Algorithm 1) until G-mean and sensitivity do not increase any more. Since accuracy is not a good performance metric for imbalanced classification, we choose G-mean, a commonly used metric for imbalanced problems, to measure overall performance [12] . At last, all the optimized base classifiers are combined for the final decision with majority voting.
In this paper, the optimization is applied to RBBag and uNBBag, and we call the optimized methods OE-RBBag and OEuNBBag, respectively. Since the sampling strategies of RBBag and uNBBag are different, the details specialized for OERBBag and OE-uNBBag will be explained. In [18] , RBBag was performed using sampling with or without replacement, and experimental results have shown that their performances are similar. In OE-RBBag, we use sampling with replacement since we will use the minority examples in the out-of-bag to learn the positive class. The sampling in line 3 of Algorithm 1 is substituted as ← Φ ( ). Specifically, Φ samples subsets and from and randomly with replacement. Subsequently, we obtain the subset = ∪ . The size of each positive subset | | equals the number of the all positive examples in the training set | |; i.e., | | = | |. The size of each negative subset | | is generated by the function , which obeys the negative binomial distribution. The parameters in the distribution are set as follows: the number of successes is | |, and the probability of success is 0.5; i.e., | | = (| |, 0.5).
The uNBBag method draws the sample subset in each iteration according to the weights considering the sample's importance. The principle is to assign larger weights to the minority examples than to the majority examples, and to assign larger weights to less safe examples. Hence, the unsafe minority class examples tend to have larger weights and have higher probabilities to be drawn. Examples in bag, i.e., in weighted sampling subset, may construct a good decision tree for easy imbalanced datasets. However, for more difficult datasets, we still need to optimize the decision tree.
OE-uNBBag follows the weighted sampling proposed in [3] , and the weights are defined according to the form shown in Equation (3)
where represents the positive class or the negative class . The intuition behind the weight setting is that the more unsafe the example is, the more likely it should be drawn. Weights are at both global and local levels: at the global level, is set as 1 or | | | | ⁄ when the is positive or negative, respectively; at the local level, is set as 0, indicating that negative examples are more likely to be safe, whereas is set by counting the number of negative examples in the neighborhood.
= ( ) ⁄ , where is the number of negative example in nearest neighbors ( = 5), and is a scaling factor ( = 0.5). Notice that = 5 is adopted from [3] , and = 0.5 is chosen by empirical results. is set to 0.5 to keep an equal probability of being drawn when an example from the minority class or majority class is safe. Therefore, the weights for positive and negative examples are shown in Equations (4) and (5) The learning of individual classifiers in OEBag can be considered as an evaluation metric driven process. Algorithmic development should be application-dependent. For imbalanced classification, since we want to put more focus on the minority class, we develop the optimization process in OEBag by evaluating the sensitivity. In addition, to avoid poor performance of the majority class, we also evaluate G-mean, a popularly used comprehensive metric in imbalanced classification [3, 15, 20] .
Experimental framework
Experimental datasets and setups
We use 19 real datasets from the UCI repository [1] . For datasets with more than two classes, we choose the small one as the minority class and combine the rest as the majority class, as done in [3] . The characteristics of the 19 datasets are listed in Table 1 . Ins, Min, IR, and Attr denote sample size, minority class size, imbalance ratio and attribute dimension, respectively. These datasets are categorized into several groups according to the types of examples that form the minority class distribution [14] . The type of each dataset is defined as the prevailing type of the minority class examples: safe (S), borderline (B), rare (R) and outlier (O). Safe examples are located in relatively homogeneous areas, whereas borderline examples occur in the area surrounding the class boundary, no matter whether there is overlapping or no overlapping between the minority and majority classes. Rare cases are the few isolated examples in the opposite class space, which are distant from the class border. The outlier is a single example, representing a rare but valuable sub-concept. Here, we use AUC [4] , sensitivity and G-mean as performance evaluation metrics. AUC is the area under the Receiver Operating Characteristic (ROC) curve, which is depicted using the false positive rate as the x-axis and the true positive rate as the y-axis. AUC has been recommended in many works about imbalanced learning [2, 17] . However, we cannot find a method that can obtain the highest AUC or G-mean values for all of the datasets. We claim that when one method outperforms other competitors in most cases on comprehensive metrics, obtaining high sensitivity (true positive rate) should be the main objective.
The experimental results are obtained by performing a stratified 10-fold cross validation. For each time, 9 folds (training set) are used to train ensemble classifiers, and the remaining fold (test set) is used to evaluate the performance of the classifier; the procedure is repeated 10 times until each fold has been used as the test set. The whole cross validation process is repeated 5 times, and the final values of AUC, sensitivity, and G-mean are the averaged results of the 5 times. The number of iterations is set as 30. The decision tree is built without pruning and the node is split according to the Gini index. The minimum number of examples per leaf in the decision tree is set as 10. Tables 2 and 3 show the results of RBBag vs. OE-RBBag and uNBBag vs. OE-uNBBag on AUC, sensitivity, and G-mean. The better value for each dataset is highlighted in bold. From the two tables, we can observe that after optimization, OERBBag and OE-uNBBag win on most of the datasets in terms of sensitivity. Wilcoxon signed rank tests for RBBag vs. OERBBag and uNBBag vs. OE-uNBBag are also performed. The p-values of the comparisons associated with sensitivity are smaller than 0.05, indicating significant improvements on sensitivity after optimization. The comparisons on AUC and Gmean do not show significant differences. In such a case, OE-RBBag (OE-uNBBag) obtains a comparative overall performance and much better sensitivity than RBBag (uNBBag).
Comparisons before and after optimization
Comparisons of OEBag methods and boosting methods
Here, we compare the performance of OE-RBBag and OE-uNBBag vs. under-sampling boosting method RUSBoost and costsensitive boosting method AdaC3. Since [6] has shown that under-sampling boosting performs better than over-sampling boosting, we choose RUSBoost as the representative of under-sampling boosting ensemble methods. For cost-sensitive methods, we choose AdaC3 in the three AdaC methods [20] . The learning procedures of RUSBoost and AdaC3 are the same as that of OEBag methods. The parameters of the number of iterations and the minimum number of examples per leaf in the decision tree are the same as described in Section 3.1. Other experimental setups about RUSBoost and AdaC3 are as follows: in RUSBoost, RUS removes the majority class examples until the numbers of both classes are equal; referring to the original work of AdaC3 [20] , we set the costs of the positive class and the negative class as 1 and 0.6, respectively. Table 4 shows the results of two OEBag methods and two boosting methods in terms of AUC, sensitivity, and G-mean. The best value for each dataset is highlighted in bold. Note that from top to bottom, the real datasets are listed from easy to hard. We can observe that AdaC3 performs best on easy datasets considering the three metrics. However, for hard datasets such as yeast, the sensitivity is very small, whereas for the transfusion and postoperative datasets, the sensitivity is very large and the G-mean is very small. This may attribute to inappropriate cost terms. The drawbacks of cost-sensitive methods are that cost terms are difficult to obtain and the appropriate costs are different for datasets. The OEBag methods perform best on hard datasets, which benefits from the optimization procedure by considering the complicated distributions when learning base classifiers. OE-uNBBag obtains better AUC and sensitivity than OE-RBBag. This is because OE-uNBBag employs the weighted sampling, which focuses more on the minority class than on the majority class. As a result, the specificity values of OE-uNBBag decrease a little, and the G-mean values of OE-uNBBag are a bit lower than that of OE-RBBag on average. Note that G-mean is the geometric mean of sensitivity and specificity.
For comparing the four methods clearly, we also use the Aligned Friedman statistical test [7] to compute the average rankings and the p-values associated with the significance of differences among the methods. If the p-values are smaller than 0.05, there are significant differences among the compared methods. Then, a post-hoc test is performed to identify which method performs best significantly and the adjusted p-values of Hochberg's test [9] are computed. The statistical test results are shown in Table 5 . We can observe that the statistical test results are in accordance with the results shown in Table 4 . OERBBag and OE-uNBBag do not show significant differences on the three metrics. Compared with OEBag methods, AdaC3 shows no significant difference on sensitivity, but exhibits significantly poor results on AUC and G-mean. OEBag methods perform significantly better than RUSBoost on AUC and sensitivity. 
Conclusions
We propose an optimized bagging approach OEBag with a decision tree as the base learner to bias the imbalanced learning towards the minority class intentionally, which is realized by intensively dealing with small disjuncts and borderline examples in the minority class. Comparisons with the state-of-the-art ensemble methods on real datasets demonstrate OEBag's superiority in improving the sensitivity; meanwhile, OEBag ensures a comparative overall performance in terms of AUC and G-mean.
The fact that OEBag achieves better results than those of the competitors validates an important conclusion: taking complex distributions into consideration is beneficial for imbalanced classification. Hence, in future studies we should explore intrinsic distributions in imbalanced datasets and develop a general learning strategy to improve the performance, instead of using a decision tree alone. In the future, we expect to expand the proposed method into the field of big data and practical applications, since one of the main features of big data is unbalance. 
