This paper develops new model selection methods for forecasting panel data using a set of least squares (LS) vector autoregressions. Limited forms of heterogeneity (such as …xed e¤ects or heterogenous linear trends) are permitted in the forecasting regression. Model selection is based on minimizing the quadratic forecast loss (QFL) of the model. We derive an asymptotic expression for the QFL as both n (cross sections) and T (time series) approach in…nity, allowing the dimension of the …tted models to increase at a restricted rate in the asymptotics. Based on this expression we design an estimator of QFL that provides the basis for the model selection criterion. Relative to comparable selection criteria, our criterion places a heavier penalty on model dimensionality in order to account for the e¤ects of parameterized cross sectional heterogeneity. Extensions to permit common shocks and exogenous regressors are explored.
Introduction
There are signi…cant advantages to using panel data models to forecast economic variables. In empirical forecasting applications, panel models that permit limited cross sectional heterogeneity typically produce more accurate forecasts than the corresponding time series model speci…cation. This …nding holds across a wide range of macroeconomic and microeconomic data, and includes panel datasets with many time series observations. 1 For a detailed survey, see the "Forecasting Applications" section of Baltagi (2008) .
Despite the empirical advantages of panel data forecasting, there is little theory to guide the practitioner when choosing the speci…cation of a panel forecasting model. Much of the extant theoretical research on panel forecasting focuses on e¢ cient prediction for a given model speci…cation (see, among others, Taub, 1979; Baltagi and Li, 1992 ; Ballie and Baltagi, 1999; Baltagi, Bresson and Pirotte, 2010) . This literature also assumes strict exogeneity of the regressor, precluding models with lagged dependent variables. In contrast, research focusing on the relationship between model speci…cation and out-of-sample loss has been limited to a few papers (e.g., Greenaway-McGrevy, 2013; 2015) .
In this paper we provide new model selection criteria that are explicitly designed to choose a panel data model for the purpose of forecasting. We consider a set of panel vector autoregressions (VARs) of the general form y i;t = P p r=1 i;r (t 1) (r 1) + P k s=1 0 s y i;t s + e i;t ; i = 1; : : : ; n; t = k + 1; : : : ; T:
Dependence within each time series is modelled through a vector autoregressive structure, providing a natural basis for forecasting. Limited heterogeneity is permitted through a set of polynomial time trends interacting with cross section speci…c coe¢ cients i;r n;p i;r=1
. For example, setting p = 1 yields the conventional …xed e¤ects model, while setting p = 2 yields the heterogenous linear trends model. The panel VAR speci…cation (1) is quite ‡exible and nests many of the models commonly used to forecast panel data in practice. For example, because y i;t is a vector and we permit weak cross sectional dependence, the model admits spatial lag structures (such as in the time-space recursive models of Anselin, 2001 ). We also extend the model to permit common sources of variation, such as common exogenous regressors and period …xed e¤ects.
The proposed model selection methods are based on minimizing a quadratic measure of forecast loss. The …tted models are used to forecast the realization of each cross sectional unit in the next time period, and forecast loss is evaluated using an average out-of-sample quadratic forecast error loss function (with the average taken over the cross sectional units in the panel). We provide new estimators of the expected quadratic forecast loss (QFL) of a least squares (LS) …tting of (1), so that model selection can then proceed by choosing the model with the lowest estimated forecast risk. In contrast to similar model selection criteria used in the time series context, such as …nal prediction error (Akaike, 1970; Shibata, 1980) and Mallows'C p criterion (Mallows, 1973) , both the variance and the small sample bias of the LS …tting are penalized under this new model selection method. 2 The criteria therefore place a higher penalty on model complexity compared to time series criteria. The QFL estimators can also be used for other purposes, such as forecast averaging, although such applications are not pursued in the paper.
In studying the relationship between model speci…cation and the out-of-sample loss of panel data models such as (1), we will adhere to a similar framework to that set out in the theoretical time series forecasting literature. The relationship between model speci…cation and out-of-sample loss has been the subject of extensive research the time series …eld. For example Akaike (1970) , Shibata (1980) , Fuller and Hasza (1981) , Findley (1984) , Kunitomo and Yamamoto (1985) , Bhansali (1996 Bhansali ( , 1997 , Ing (2003) , Ing and Wei (2003, 2005) and Schorfheide (2005) , among others, derive expressions for the expected QFL of a set of LS autoregressive …ttings. These expressions form the basis for deriving and evaluating well-known forecasting model selection methods, such as minimization of Akaike's (1970) …nal prediction error (FPE), Shibata's (1980) FPE, Mallow's (1973) C p ; and the Akaike information criterion (Akaike, 1970; Shibata, 1980; Bhansali, 1996; Ing and Wei, 2005) . These forecast selection criteria are typically evaluated within an asymptotic framework that preserves the trade-o¤ between speci…cation error and over-parameterization that we face in practice when selecting the size of a model (e.g., Shibata, 1980; Speed and Yu, 1993; Bhansali, 1996; Ing and Wei, 2005; Schorfheide, 2005) . Most commonly the data is generated by an in…nite-dimensional speci…cation of the class of models under consideration, and the set of candidate models is permitted to increase with the sample size at a restricted rate. For example, Shibata (1980) , Bhansali (1996) and Ing and Wei (2003, 2005) consider …tting an AR (k) model to an AR (1) process, permitting the set of …tted lag orders to grow with the sample size T at an o(T 1=2 ) rate. In this framework, all candidate regression models can exhibit misspeci…cation, and the goal of model selection is to choose the model that can best balance misspeci…cation against over-parameterization in the adopted loss function.
Following this precedent we permit the vector autoregressive component of the underlying data to be of in…nite order, and allow the maximum number of lags (denoted k n;T ) in the …tted model to grow at a restricted rate as both n ! 1 and T ! 1. Under this framework we derive an asymptotic expression that uniformly (in k k n;T ) approximates the expected QFL of the LS …tting (see Theorem 3.1 below). We derive the asymptotic expression up to and including the relevant o (1) model complexity terms which are increasing in k and are therefore important for model selection. The asymptotic QFL is increasing in both the variance and a quadratic transformation of the …nite sample bias of the LS estimator: This result contrasts with the conventional time series result, where only the variance of the LS estimator a¤ects model complexity in the relevant approximation of the QFL. It is well-established that LS estimators of dynamic panel data models such as (1) exhibit O T 1 bias (Nickell, 1981; Hahn and Kuersteiner, 2002; Phillips and Sul, 2007 ; Lee, 2012) , and a quadratic transformation of this bias is manifest in the panel QFL (also see Greenaway-McGrevy, 2013; 2015) .
The manifestation of the O T 1 bias (or "Nickell bias") in the QFL implies that extant forecast selection criteria that penalize only the variance of the LS …tting, such as FPE or C p , are inappropriate in the panel data context. In addition, any cross sectional correlation between the time series must be accounted for when penalizing the variance of the …tting. We therefore use our …ndings to design new model selection methods that are tailored to panel data forecasting.
As a speci…c case, we modify the conventional Akaike FPE with a quadratic bias term, estimated using the …tted model parameters. In this sense our approach is in ‡uenced by the bias estimation methods proposed by Kiviet (1995) , Kuersteiner (2002, 2011) and Phillips and Sul (2003) . To account for potential cross sectional correlation we use a clustered covariance matrix estimator of the form studied by Hansen (2007) , whereby we cluster within time periods. The resultant "panel FPE"is shown to be an asymptotically unbiased estimator of the asymptotic QFL expression (see Theorem 3.3 below) . This result provides the basis for selecting k by minimizing the estimated QFL, in the vein of the model selection methods suggested by Akaike (1969 Akaike ( , 1970 ) Shibata (1980) and Bhansali (1996) . Due to LS estimator bias, this new selection criterion places a heavier penalty on model complexity compared to conventional forecast selection criteria, such as the Akaike and Shibata versions of FPE. In this sense it is similar to the panel data selection criteria recently proposed by Lee and Phillips (2015) , which also impose an additional penalty on model complexity in order to account for parameterized cross sectional heterogeneity. However, the panel FPE di¤ers from the Lee and Phillips criteria in some other key respects. The Lee and Phillips criteria are designed to select a model that best approximates the data after integrating out nuisance parameters (such as …xed e¤ects) from the likelihood function. The panel FPE selection criterion, on the other hand, imposes an additional penalty on model dimension in order to account for the impact of variability in the estimated heterogenous parameters on forecast loss. The FPE criterion therefore includes the impact of …tted nuisance parameters in the adopted loss function.
The remainder of the paper is organized as follows. In the following section we outline the data generating process (DGP) underlying the panel. In section 3 we derive an asymptotic expression for the expected QFL of the LS forecast, illustrating how this expression informs the structure of the panel FPE. The FPE is then shown to be an asymptotically unbiased estimator of the asymptotic QFL, which provides the basis for a model selection criterion based on FPE minimization. We go on to generalize the criterion to VARs augmented with exogenous regressors and period …xed e¤ects. In section 4 we conduct Monte Carlo studies in order to both validate the asymptotic theory and explore the small sample performance of the panel FPE selection criterion. Section 5 concludes. Throughout, ":=" is used as the de…nitional equality; C denotes an arbitrary …nite constant; tr( ) and det( ) denote the trace and determinant, respectively, of a square matrix; tr q ( ) = (tr( )) q ; k k denotes the spectral norm, i.e. kAk = tr 1=2 (A 0 A) for matrices A; 1 h denotes a h 1 vector of ones; I c denotes the c c identity matrix; and 0 c d denotes a c d matrix of zeros. Proofs are contained in the Appendix.
Forecasting Models and Assumptions
The set of candidate forecasting models under consideration is given by (1) above, where k = 1; : : : ; k n;T indexes the di¤erent models. Extensions of the forecasting models will be covered later in subsection 3.3. We outline the conditions imposed on the panel process y i;t in the following subsection before de…ning the least squares forecast.
Assumptions
The m 1 vector is generated by an in…nite dimensional VAR process of the form
s y i;t s + e i;t ; t = : : : ; 1; 0; 1; : : : ; i = 1; 2; : : :
Under the assumptions outlined below, e i;t are independently distributed across time, but weak cross sectional dependence will be permitted. Note that the order of the polynomial trend (p 1) in the panel process coincides with that used in the candidate models (1). 3 We impose the following assumptions on f s g 1 s=1 .
Assumption A det(I m P 1 s=1 z s s ) 6 = 0 for jzj 1 and
Under Assumption A the VAR process is invertible, i.e. there exist f s g 1 s=0 such that x i;t = P 1 s=0 0 s e i;t s . Moreover, the absolute summability condition placed on f s g 1 s=1 implies that P 1 s=1 s k s k is also bounded (see Theorem 3.8.4 of Brillinger, 1981) . This condition limits the dependence in the time series so that the e¤ect of LS estimator bias does not dominate the forecast variance in the asymptotic QFL. (See the Remarks in subsection 3.1 for more details.)
We also impose the following assumptions on the error vector e i;t .
Assumption B
(i ) For each i = 1; 2 : : :, fe i;t g is a sequence of independent random vectors with zero mean and variance i;i > 0 that satisfy sup 1<t<1 E ke i;t k q < C q for q = 1; 2; : : :
(ii ) For each i = 1; 2 : : : and t = : : : ; 1; 0; 1; : : :, sup 0 =1 P (b < 0 e i;t < a) C(a b) d for scalars d > 0, a and b satisfying 0 < a b c, and …nite C:
1 n P n i;j=1 k i;j k C < 1 for all n, where i;j := E e i;t e 0 j;t for each i; j = 1; 2; : : :
Under Assumption B (i) all moments of the errors are bounded, an assumption necessary for the relatively fast growth rate in model dimensionality permitted (see Theorem 3.1 below). For example, Ing and Wei (2003) show that the bound can be relaxed at the expense of a slower rate of growth in the model dimension. The sequence fe i;t g 1 t= 1 is independently and heterogeneously distributed 3 Methods for joint selection of k and p can be developed based on the results we provide. For example, Theorem 3.1 below shows that the polynomial trend introduces an O p 2 T 1 term into the QFL, indicating that over…tting the trend order can entail a large reduction in forecast accuracy. but with homogenous covariance i;i . Assumption (ii) characterizes the distribution of the error vector as uniformly Lipschitz, and it ensures that the expectation of the smallest eigenvalue of the moment matrix used in LS estimators is bounded above zero for su¢ ciently large T , even as k grows in the asymptotics (See, for example, Ing and Wei, 2003, 2005; Findley and Wei, 2002) . Assumptions A, B (i) and (ii) apply standard conditions made in the time series forecasting literature to each time series in the panel (see, e.g., Ing and Wei, 2005) . Assumption B (iii) characterizes the cross sectional dependence in the panel. Although e i;t is independently distributed over time under Assumption B (i), it is not necessarily independently distributed over cross sectional units. Assumption B (iii) therefore limits the cross sectional correlation in e i;t . Speci…cally we only permit weak-form cross sectional dependence (also see (4) below). This assumption permits spatial autoregressive, spatial moving average, and spatial error components models (see Pesaran and Tosetti, 2011 ).
It will be convenient to de…ne
such that x i;t is the stochastic component of the panel process y i;t . Assumptions B (i) and (iii) ensure that x i;t obeys a weak dependence condition of the form
(see Chudik, Pesaran and Tosetti, 2011) , where P 1 s=0 k s k C for some …nite C . In the following subsection we will consider …tting models of …nite lag order k to the panel y i;t generated by (2) . Because the panel process y i;t is potentially a VAR(1), these …nite order …tted models can be misspeci…ed. For each k = 1; 2; : : : we de…ne
where
such that s i;t (k) captures the speci…cation error of the VAR(k) model. It will be convenient to decompose the panel process fx i;t g as
where u i;t (k) := e i;t + s i;t 1 (k). Before proceeding, we also introduce the following notation. Let i;j (k) := E X i;t (k) X 0 j;t (k) for each i; j = 1; 2; : : : ;
where X i;t (k) := x 0 i;t ; : : : ; x 0 i;t k+1 0 ; and 4
Ordinary Least Squares Forecasts and Quadratic Forecast Loss
We focus on LS estimators of the VAR(k) model (1) . The LS estimator exhibits several appealing features as a potential predictor. First, the estimator is consistent for the population coe¢ cients f s (k)g k s=1 provided n ! 1 and T ! 1. Second, it is straightforward to compute, and it is often employed in empirical panel forecasts (see the "Forecasting Applications" section of Baltagi, 2008 , and the references cited therein).
The LS forecast based on k autoregressive lags and a heterogenous polynomial time trend of order (p 1) is given bŷ
where Y i;t (k) := y 0 i;t ; : : : ; y 0 i;t k+1 0 is a mk 1 vector, and^ (k) and
comprise the OLS estimator:
arg min
Note that (7) corresponds to equation-by-equation OLS estimation of (1). The …tted parameters are expressed as functions of the lag order k since our focus is the e¤ect of model speci…cation on model …t. It will be convenient to de…ne f^ s (k)g k s=1 such that
Thus^ s (k) is the estimated vector autoregressive matrix associated with the sth lag. Note we only consider forecasting one period ahead in (6). While we do not consider multistep forecasting in this paper, the theory provides the basis for the development of multistep forecasting selection that will be pursued in future work. See Greenaway-McGrevy (2013) for a discussion of the LS bias in correctly-speci…ed panel multistep regressions.
The vector Y i;T (k) used to produce the forecast in (6) and the data fy i;t g n;T i;t=1 used to …t model parameters in (7) are produced by the same process, corresponding to same-sample realization. This contrasts against independent sample realization, wherein the process to be forecast shares the same stochastic structure but is independent of the data used to …t the model (see, among others, Shibata, 1980; Bhansali, 1996 Bhansali, , 1997 Schorfheide, 2005) . Although it is mathematically convenient, the independent realization assumption is untenable in most empirical applications, and leads to an altogether di¤erent expression for the asymptotic QFL for panel VARs (Greenaway-McGrevy, 2015) .
Forecast accuracy will be evaluated based on a quadratic forecast error loss function. Let
y i;t+1 ; t = k; : : : ; T;
so that fû i;t+1 (k)g n;T 1 i=1;t=k are the OLS residuals while fû i;T +1 (k)g n i=1 are the one-step ahead forecast errors. Our quadratic forecast error loss function is then
3 Asymptotic Theory
In subsection 3.1 we derive an asymptotic expression for the panel QFL de…ned in (9) . We then use this expression in subsection 3.2 to derive an asymptotically unbiased estimator of the QFL. This estimator provides the basis for new model selection methods.
Asymptotic Quadratic Forecast Loss
Theorem 3.1 below provides a second order asymptotic expression for the expectation of the QFL de…ned in (9) . This asymptotic QFL is described as "second order" because we subtract the term 1 + p 2 T 1 from E (L (k)) before taking the limit. This transformation is innocuous for the purpose of studying the e¤ect of lag order on forecast loss since (10) where
and
Note that L n;T (k) is a sum of symmetric positive de…nite matrices, and hence L n;T (k) > 0 (in the matrix sense). The following Theorem characterizes L n;T (k) as the second order asymptotic QFL.
Theorem 3.1 Let k n;T > 0 denote a sequence satisfying either (a) T 1=2 k n;T = o (1) or (b) n 1=2 k n;T = o (1) and T 1 k n;T = o (1), as n ! 1 and T ! 1, and let y i;t be generated ac-cording to (2) . Then under Assumptions A and B,
for all m m matrices satisfying k k = 1:
Theorem 3.1 establishes L n;T (k) as the second order asymptotic expression for the expected QFL (or quadratic forecast risk) uniformly (in k k n;T ). Although L n;T (k) de…ned in (10) is rather complicated, each term comprising the sum has a natural interpretation, which we discuss in the following remarks.
Remarks.
(i ) The term (k) represents the e¤ect of speci…cation error on the QFL (it is sometimes referred to as goodness of …t). Mappings from (k) to the real line are a measure of distance between the regression model (5) and the data generating process. 5 The term is decreasing in k, corresponding to the fact that the speci…cation error of the model decreases as the …tted lag order increases. 6 (ii ) The remaining terms in the expression for L n;T (k) are model complexity terms that are increasing k, and these terms re ‡ect estimation error in the …tted model parameters. The term
captures the second order e¤ect of variance in the …tted heterogenous coe¢ cients
on QFL. The number of these coe¢ cients is independent of the lag order k, so that increasing k does not directly lead to an increase in QFL through these parameters. These coe¢ cients are however speci…c to each cross section i, so that the e¤ective number of time series available to estimate the parameters (i.e., T k) is decreasing in k. The lag order k therefore has a second order e¤ect on QFL that is captured in the above expression. The …rst order e¤ect of variance in the …tted heterogenous coe¢ cients on QFL is
T : As stated above, we subtract this term from the QFL before deriving L n;T (k). Because this term is independent of k it can be ignored in the model selection decision. (k) corresponds to the term k (k) k 2 used by Ing and Wei (2003, 2005) and Shibata (1980) for the time series autoregressive case. 6 Ing and Wei (2003) show that when m = 1
Thus if 
where the stochastic term d n;T (k) is asymptotically negligible, so that (k) is a quadratic transformation of the Nickell bias 7 For correctly-speci…ed models (i.e., k no less than the "true"lag order of the DGP), (k) simpli…es to the approximations derived elsewhere (e.g., Hahn and Kuersteiner, 2002) . Note that (k) = O (1), so that the Nickell bias induces an O kT 2 term in the QFL. The derivation of the quadratic bias term requires the summability condition imposed on f s g 1 s=1 under Assumption B (i): For highly dependent processes that violate this summability condition, we cannot ensure that the quadratic bias term is O kT 2 . Finally, note that in the time series context such bias terms are not included in asymptotic QFL expressions, despite the fact that it is well-known that the ordinary least squares (OLS) estimator of autoregressions exhibits O T 1 bias. This is because the e¤ect of this bias on the relevant approximation of the expected QFL is of smaller magnitude than the e¤ect of estimator variance.
Eq. (13) given under Theorem 3.1 is similar to that given in Proposition 3 of Ing and Wei (2005) for time series autoregressive forecasts of scalar variables. We generalize this concept to forecasts of vectors. Following Schorfheide (2005) and Greenaway-McGrevy (2013, 2015) the QFL in (13) is evaluated using a matrix . This matrix could be chosen by the practitioner according to which elements of y i;T +1 they are interested in forecasting. For example, if the focus is on forecasting the …rst variable in the m 1 system of VAR equations, then the …rst diagonal element in is set to one and all other elements to zero. We impose k k = 1 as a straightforward normalization.
The candidate set of VARs is permitted to grow at a restricted rate in the asymptotics under Theorem 3.1. Models are indexed by k = 1; : : : ; k n;T , where k n;T is a positive-valued sequence that is permitted to increase with n and T . k n;T obeying either n 1=2 k n;T = o (1) or T 1=2 k n;T = o (1) ensures that the dependence between the estimation sample and the process to be forecast is asymptotically negligible, albeit under very di¤erent arguments. Under n 1=2 k n;T = o (1) the dependence is shown to be negligible by exploiting the weak cross section dependence in the panel, as in Greenaway-McGrevy (2015) . Under T 1=2 k n;T = o (1) the dependence is shown to be negligible by exploiting the weak time series dependence in the panel, as in Ing and Wei (2003) . See the proof of Theorem 3.1 in the Appendix for further details. 7 For …xed k, kE (dn;T (k))k 2 is proportional to k (T k) 2 k (k)k, meaning that the e¤ect of dn;T (k) on QFL is dominated by (k) as T ! 1, and hence it need not be considered when deriving the asymptotic QFL expression.
Quadratic Forecast Loss Estimation and Model Selection
Estimators of quadratic forecast loss are often used as the basis for model selection methods (e.g., Akaike, 1970; Shibata, 1980 
The in-sample quadratic loss satis…es the following.
Theorem 3.2 Let k n;T be a sequence satisfying k n;T (nT ) 1=2 = o (1) and k n;T T 1 = o (1) as n ! 1 and T ! 1, and let y i;t be generated according to (2) . Under Assumptions A and B,
for all m m matrices satisfying k k = 1, where
Theorem 3.2 characterizes R (k) as an asymptotic expression for the expected in-sample quadratic loss uniformly in k k n;T . By comparing the asymptotic expression for the QFL given in (10) to the asymptotic expression for the in-sample quadratic loss given in (14) , we suggest an estimator of the form
where^ ,^ (k) and^ (k) denote estimates of , (k) and (k) to be speci…ed below. Following Akaike (1969 Akaike ( , 1970 and Shibata (1980) we use the …tted VAR(k) to estimate the expected QFL. Following the terminology set forth by Akaike (1970) , we refer to this estimator as panel …nal prediction error (panel FPE).
First we consider an estimate of (k). A key feature of our framework is that the error terms e i;t are permitted to be weakly correlated in the cross sectional dimension (but note that they are independent across time). This necessitates estimation of the variance of the LS …tting under these conditions. As shown by Hansen (2007) , by clustering within the correlated dimension of the panel one can consistently estimate the covariance matrix of the LS estimator provided that both n and T grow large in the asymptotics. 8 We therefore cluster within each time period in order to estimate the covariance of the LS estimator. First we require some preliminary notation before specifying the estimator. Let
:
Thus Y i is a (T k) km matrix of regressors for the ith cross section in the VAR(k), and MY i is the matrix of regressors after partialing out the polynomial trend. Our clustering estimator iŝ
where • Y 0 i;t (k) denotes the (t k + 1)th row of MY i . Next we require an estimate of the quadratic bias term (k). Kiviet (1995) and Kuersteiner (2002, 2011 ) use the …tted model parameters to provide a …rst order approximation of the O T 1 bias of the LS estimator. Following these authors we use the …tted model parameters f^ s (k)g k s=1 to estimate the quadratic bias function (k). Consider the following estimate of (k), adapted from Hahn and Kuersteiner (2002):
where we de…ne
Finally, we use the re-scaled in-sample quadratic lossR (k)
We then have Theorem 3.3 Let k n;T > 0 be a sequence satisfying k n;T (nT ) 1=2 = o (1) and k n;T T 1 = o (1) as n ! 1 and T ! 1, and let y i;t be generated according to (2) . Under Assumptions A and B,
within each time period to permit cross sectional dependence.
for all q = 1; 2; : : :; and
for all m m matrices satisfying k k = 1.
Theorem 3.3 characterizes the panel FPE as an asymptotically unbiased estimator of the second order asymptotic QFL uniformly in k k n;T : This property of the panel FPE provides a theoretical motivation for a lag selection criteria of the form
where k max denotes the maximum permissible lag order considered. Such a criteria is similar to model selection by minimization of estimated out of sample loss in the time series literature (Akaike, 1970; Shibata, 1980) . In contrast to these criteria however, minimizing the panel FPE imposes an additional penalty on model complexity through the …nal term in (15) . This additional penalty on over…tting accounts for the e¤ect of LS estimator bias on forecast loss. The second term in (15) ensures that the selection criterion (20) also imposes an additional penalty on model dimension to account for the e¤ect of variability in the …tted heterogenous parameters on forecast loss. It is straightforward to show that the panel FPE is also mean-square consistent for the full asymptotic QFL (i.e., L n;T (k) + 1 + T 1 p 2 ) in addition to being asymptotically unbiased. However, consistency for the full asymptotic QFL is a rather weak condition upon which to base model selection since the O kn 1 T 1 and O kT 2 model complexity terms in L n;T (k) are dominated by the larger order terms 1 + T 1 p 2 that are independent of k. We therefore rely on the asymptotic unbiasedness condition established in Theorem 3.3 as the motivation for the model selection rule (20) . 9 Theorem 3.3 holds despite the fact that the employed estimates of , (k) and (k) are inconsistent when the VAR(k) is misspeci…ed. In order to establish Theorem 3.3, we only require that the inconsistency is at most proportional to the e¤ect of speci…cation error on the asymptotic
, for example, we only require that kD (k)k C k (k)k for some …nite constant C, which in turn ensures that (18) holds. Intuitively, under severe misspeci…cation the QFLs are dominated by the quadratic speci…cation error (k) in large samples, so that the e¤ect of misspeci…cation on^ (k) is of second order importance. As model dimension increases, the e¤ect of speci…cation error on the QFL dissipates and the model complexity terms (including (k)) dominate the QFL. However, at the same time,^ (k) becomes more accurate as the speci…cation error diminishes. A similar bound on the inconsistency of^ (k) implies (19).
Although we have constructed a speci…c QFL estimator, other estimators (and associated lag selection rules) based on the general formula (15) are possible. For example, in a similar vein to the Mallow's (1973) criterion, the …tted VAR(k max ) model could be used to construct the estimates of , (k) and (k) used in the model complexity term, where k max denotes the largest lag order considered within the candidate set of VARs. These estimates would be subject to less misspeci…-cation than estimates based on the …tted VAR(k), but would likely exhibit greater variance, since less data are used in the estimation of the parameters. We can also consider basing the estimates of , (k) and (k) on a homogenous time series sample spanning t = k max ; : : : ; T 1, as Han et al. (2013) suggest. Finally, we could also use bias-corrected LS estimators when constructing the estimators of , (k) and (k), as in Lee and Phillips (2015) . These methods all present the potential for enhancing the performance of the forecast loss estimator and associated model selection methods.
Both the asymptotic QFL expression L n;T (k) and the FPE estimatorD (k) can be simpli…ed under additional restrictions on the panel process y i;t or the relative rate of expansion in n and T in the asymptotics. We consider some leading cases in the remarks below.
Remarks.
(i ) Cross Section Independence: If E e i;t e 0 j;t = 0 m m for i 6 = j, the term (k) becomes
The estimator of (k) can then exploit the independence restriction and be simpli…ed as follows:
(ii ) Cross Section Independence and Homoskedasticity: If E e i;t e 0 j;t = 0 m m for i 6 = j and i;i = for all i, the term (k) simpli…es as follows.
In this case the asymptotic expression for the QFL simpli…es substantially,
It is straightforward to show that the following simpli…ed estimator satis…es Theorem 3.3:
(Note however that we preclude …xed T asymptotics.) In this case the O T 2 terms in the asymptotic expression for the QFL dominate the O n 1 T 1 terms, so that
This would provide an equally valid approximation for the expected QFL. In this case the we can also omit the^ (k) 2k n(T k) term from the FPE estimator de…ned in (15) . In panels for which n is much larger than T; it is easier to estimate the term above since an estimate of (k) is not required. This simpli…ed FPE straightforwardly satis…es Theorem 3.3 when
(iv ) Large T asymptotics: Suppose that T grows faster than n so that n = o (T ) as T ! 1 and n ! 1. In this case
This would provide an equally valid approximation for the expected QFL. The model complexity terms are only determined by the variance of the LS …tting, and the e¤ect of LS estimator bias on the QFL is negligible. In this sense the asymptotic QFL above is similar to that already derived by Shibata (1980) and Ing and Wei (2005) for time series processes, although potential cross sectional correlation between time series should still be accounted for in the model complexity term. The FPE de…ned in (15) could then be simpli…ed tô
It is straightforward to show that this simpli…ed QFL estimator satis…es Theorem 3.3 when n = o (T ).
Extensions
In this section we pursue some basic extensions of the model given in (1) that are commonly used in practice. First, we consider augmenting the VAR with period …xed e¤ects. We then consider the VAR augmented with potentially common exogenous regressors.
Period Fixed E¤ects
Period …xed e¤ects are often used to account for common shocks to each cross sectional unit in the panel, and so we consider a DGP of the form
for t = : : : ; 1; 0; 1; : : : ; i = 1; 2; : : : : Note that the error term v i;t exhibits a composite structure in which f t is a common shock. We impose the following assumptions on these components.
Assumption C
(i ) ff t g is a sequence of independent random vectors with zero mean and variance f > 0 that satisfy sup 1<t<1 E kf t k q < C q for q = 1; 2; : : :
(ii ) For each t = : : : ; 1; 0; 1; : : :, sup 0 =1 P (b < 0 f t < a) C(a b) d for scalars d > 0, a and b satisfying 0 < a b c, and …nite C:
(iii ) ff t g and fe i;t g are independent.
(iv ) E e i;t e 0 j;t = 0 m m for i 6 = j.
Under Assumption C the common shock f t obeys the same conditions as e i;t under Assumption B. e i;t continue to obey Assumption B, but with the additional restriction given under Assumption C (iv): Because period …xed e¤ects are often used to account for common shocks to each cross sectional unit (a form of strong dependence), it is reasonable to assume that the panel is cross sectionally uncorrelated after conditioning on the common shocks. In order to increase estimator e¢ ciency in the presence of common shocks, period …xed e¤ects are parameterized directly into the regression. The LS estimator is then given by
denote the …tted period e¤ects. Because the common shock at time T + 1 is unforecastable, the estimated period …xed e¤ects are omitted from the forecast. Thus the forecast isŷ
The associated forecast error is de…ned asû
so that F (k) denotes the covariance matrix of Y i;t (k) after partialing out the polynomial time trends but not the period …xed e¤ects. Similarly, we de…ne F := + f , so that F is the covariance matrix of the composite error v i;t . We then have the following.
Theorem 3.4 Let k n;T > 0 be a sequence satisfying k n;T T 1=2 = o (1) as n ! 1 and T ! 1, and let y i;t be generated according to (23) . Then under Assumptions A, B, and C we have
n;T (k) as the second order asymptotic expression for the expected QFL uniformly in k k n;T . The expression for L (F ) n;T (k) re ‡ects the fact that the period …xed e¤ects are parameterized into the model for the purposes of model estimation, but omitted from the forecast. For example, F = + f is the covariance of the composite forecast error v i;T +1 = e i;T +1 + f T +1 . Note that the set of permissible models is more restricted compared to Theorem 3.1. This is because the period shocks f t generate strong cross sectional dependence in y i;t , such that the dependence between vector to be forecast and the estimator only becomes negligible as T grows large under the weak time series dependence in the panel ensured by Assumption A (i). As a result, model dimensionality becomes restricted by the time series dimension of the sample.
Designing a su¢ ciently accurate estimator of L (F ) n;T (k) is rather di¢ cult due to complications arising from the presence of common shocks in the panel. Within an FPE estimator, in-sample quadratic loss usually serves as an estimator of the O (1) components of quadratic forecast loss (i.e. F + F (k) in the case of L (F ) n;T (k)). A natural estimator is this case would be the in-sample quadratic loss based on the residuals from the …tted model with the estimated period e¤ects omitted. However, in this case the quadratic bias term in the in-sample quadratic loss becomes signi…cantly more complicated due to the presence of the common shocks in the …tted residuals. This e¤ect would have to be taken into account when designing the estimator of forecast risk. However, there is a straightforward way to circumvent the issue in the case of an autoregressive forecast. We discuss this case below. For more general VARs, applying a bias-correction to the LS estimator before making the forecast may prove more fruitful. However, we leave this approach for future work.
Forecast Model Selection for Autoregressions with Period E¤ects
; where L n;T (k) is de…ned as above in (10) . Thus arg min k L (F ) n;T (k) = arg min k (L n;T (k)) ; k = 1; 2; : : :. We therefore build an estimator of L n;T (k) which will provide the basis for model selection. As above this estimator is based on the in-sample quadratic loss of the LS estimator. For general m this is de…ned as
^ t (k) y i;t+1 ; t = k; : : : ; T 1;
denotes the LS residual (note this is di¤erent toû (f )
i;t+1 (k) de…ned above because the period e¤ects are removed). _ R (k) satis…es the following.
Theorem 3.5 Let k n;T be a sequence satisfying k n;T (nT ) 1=2 = o (1) and k n;T T 1 = o (1) as n ! 1 and T ! 1, and let y i;t be generated according to (23) . Then under Assumptions A, B, and C we have
n;T (k) as an asymptotic expression for the expected in-sample quadratic loss uniformly in k k n;T . The as the mk 1 vector of regressors after both the within and between transformations have been applied to remove the heterogenous polynomial trends and period …xed e¤ects, respectively (see (57) in the Appendix). Let
The panel FPE accommodating period …xed e¤ects is then de…ned as
where _ A (k) denotes the companion form of^ (f ) (k). We use _ R (k) scaled by
as an estimator of in (25) . The scaling ensures it is accurate up to the relevant approximation. Note the estimator _ (k) does not need to account for cross sectional correlation given that the time series are assumed to be independent of each other after conditioning on the period e¤ects.
We then have the following.
Theorem 3.6 Let k n;T be a sequence satisfying k n;T (nT ) 1=2 = o (1) and k n;T T 1 = o (1) as n ! 1 and T ! 1, and let y i;t be generated according to (23) . Then under Assumptions A, B, and C we have
Thus the modi…ed FPE is an asymptotically unbiased estimator of L n;T (k) uniformly in k k n;T :
n;T (k) , Theorem 3.6 provides the basis for a model selection criterion of the formk fpe-p := arg min 1 k kmax tr _ D (k) for an autoregression with period …xed e¤ects.
VARs with Exogenous Regressors
We next consider augmenting the panel VAR with an l 1 vector of exogenous variables z i;t . We consider a DGP of the form y i;t = P p r=1 i;r (t 1) (r 1) + P 1 s=1 0 s y i;t s + 0 z i;t 1 + e i;t ; z i;t = P 1 s=1 0 s z i;t s + u i;t ; (26) for t = : : : ; 1; 0; 1; : : :and i = 1; 2; : : :. We impose the following assumptions on the process z i;t :
(ii ) For each i = 1; 2 : : :, fu i;t g is a sequence of independent random vectors with zero mean and variance i;i > 0 that satisfy sup 1<t<1 E ku i;t k q < C q for q = 1; 2; : : : (iv ) i;j := E u i;t u 0 j;t satis…es sup 1 i;j<1 tr ( i;j ) C (v ) fu i;t g is independent of fe i;t g Assumption D (i) limits the time series dependence to ensure asymptotic independence between the estimation sample and the variable to be forecast. Assumptions D (ii) and (iii) are similar to Assumptions B (i) and (ii). Assumption D (iv) permits strong cross sectional dependence in the exogenous regressors in the sense de…ned by Chudik, Pesaran and Tosetti (2011). Note that common regressors (e.g. z i;t = z t for all i) straightforwardly satisfy this condition under Assumption D (ii). Common regressors may be used as an alternative to period …xed e¤ects to account for common variation. Common regressors may also be attractive when forecasting micro-level household or establishment data using both autoregressive lag structures and macro-level aggregates. Finally, assumption D (v) characterizes z i;t as strictly exogenous.
Note that although z i;t is speci…ed as a zero mean process, without loss of generality we can easily accommodate exogenous regressors that are covariance stationary around a polynomial time trend of order p 1 since we include a polynomial time trend of order p 1 in the regression. We work with so-de…ned z i;t to reduce the notational burden of the paper.
We express the stochastic component of y i;t as follows:
so that if u i;t are strongly cross section dependent, so are y i;t even when e i;t are only weakly cross section dependent. Moreover, y i;t will remain strongly cross section dependent even after conditioning on z i;t . This will have implications for the rate of convergence of relevant sample moments, as we will discuss below in more detail.
and de…ne the prediction error aŝ
Next we also de…ne
For each k = 1; 2; : : : we de…ne the population coe¢ cient matrices from a VAR(k) regression as follows
It will be convenient to decompose the panel process as x (z)
We then have Theorem 3.7 Let k n;T > 0 be a sequence satisfying k n;T T 1=2 = o (1) as n ! 1 and T ! 1 and let y i;t be generated according to (26) . Then under Assumptions A, B and D we have
n;T (k) as the second order asymptotic expression for the expected QFL uniformly in k k n;T . Note that the set of permissible models is more restricted compared to Theorem 3.1. This is because we permit strongly cross section dependent exogenous regressors (Assumption D (iv)). As under Theorem 3.4, the dependence between the forecast and the sample used in estimation becomes negligible only as T becomes large under the summability condition given in Assumption D (i).
As above, our estimator of forecast loss will be based on the in-sample measure of quadratic loss. We de…neR
ThenR Z (k) satis…es the following.
Theorem 3.8 Let k n;T > 0 be a sequence satisfying k n;T T 1=2 as n ! 1 and T ! 1 and let y i;t be generated according to (26) . Then under Assumptions A, B and D we have
n;T (k) as an asymptotic expression for the expected in-sample quadratic loss uniformly in k k n;T .
The panel FPE is then de…ned aŝ
: Z i;T 1 (k)] 0 , and
whereÂ Z (k) denotes the companion form of^ (z) (k), and
Theorem 3.9 Let k n;T > 0 be a sequence satisfying k n;T T 1=2 = o (1) as n ! 1 and T ! 1 and let y i;t be generated according to (26) . Then under Assumptions A, B and D we have
Thus the FPE is an asymptotically unbiased estimator of quadratic forecast risk uniformly in k k n;T : Theorem 3.9 provides the basis for a model selection criterion of the formk fpe-e := arg min 1 k kmax tr D Z (k) :
Monte Carlo Studies
We conduct a set of simulations in order to verify the theoretical results given above and to investigate the …nite sample properties of the panel FPE model selection criterion. We …t a set of AR(k) models to ARMA(1; 1) processes of the general form y i;t = 0:8 y i;t 1 + e i;t 1 + e i;t ; i = 1; : : : ; n; t = 2; : : : ; T + 1:
Misspeci…cation in the set of AR(k) models arises when 6 = 0. To generate weak cross sectional correlation e i;t follows a cross sectional AR(1) process: e i;t = e i 1;t + u i;t ; u i;t iidN 0; 1
For each simulated panel we …t an AR(k) model for each k = 1; : : : ; k n;T using data spanning i = 1; : : : ; n; t = 1; : : : ; T: The maximum lag order k n;T is determined by the sample size of the simulated panel. The …tted models include cross section …xed e¤ects (p = 1) and heterogenous linear trends (p = 2). We calculate both the QFL of the forecast of fy i;T +1 g n i=1 and the panel FPE for each …tted AR(k) model.
Verifying Asymptotic Expressions
In this section we verify the asymptotic QFL expressions derived above and demonstrate that the panel FPEs are asymptotically unbiased estimators. Each simulation is replicated 4,000 times. We consider values of ranging from 0:7 to 0:7, and we set = 0:5 so that the panels exhibit weak cross section dependence.
Large n simulations. We set n equal to the smallest integer larger than 0:1 T 2 , and consider T = 25; 50; 100; 200, so that T = o (n) as T grows large. We set k n;T = 0:2 T , so that the maximum lag order grows at a rate proportional T , which is just above the maximum permissible rate under the asymptotic theory. (We can consider larger k n;T , but the computational time quickly becomes burdensome due to the large lag lengths permitted and the large size of the panels considered.)
In order to verify Theorem 3.1 we compare the simulated QFLs to the analytic expression for L n;T (k) : Table 1 
over the 4,000 simulations, for various values of and T . Under Theorem 3.1 these entries should approach zero as T grows large. This is indeed the case. The rate of approach to zero is rather slow in some cases because the maximum lag k n;T is growing at just above the fastest permissible rate. Although not shown, when k n;T is restricted to grow at a slower rate, then the table entries approach zero faster as T grows large.
In order to verify Theorem 3.3 (the asymptotic unbiasedness of the FPE estimator), we compare the simulated QFL estimatorD (k) to the analytic expression for L n;T (k). Table 2 exhibits max 1 k k n;T L 1 n;T (k) D (k) 1 , where D (k) denotes the empirical average ofD (k) 1 p 2 T 1 over the 4,000 simulations. Because computation of^ (k) in panels with very large n is computationally burdensome, in construction of the QFL estimator we use the simpli…cation of the panel FPE given in (22) under the assumption of cross section independence and homoskedasticity. Although 6 = 0 in the DGP, this simpli…cation comes at little cost in terms of accuracy because 
, where L (k) denotes the empirical average of
The table entries approach zero as T grows large for all considered, in accordance with Theorem 3.3. As in Table 1 , the rate of approach to zero is rather slow in cases because the maximum lag number is growing at just above the fastest permissible rate.
Large n and T simulations. In this set of simulations we set n = T and consider T = 25; 50; 100; 200. We set k n;T to the largest integer less than or equal to p T , which is just above the maximum permissible lag under Theorem 3.1. Table 3 reports max 1 k k n;T L (k) =L n;T (k) 1 , where L (k) denotes the empirical average of 1 n P n i=1û i;T +1 (k)û 0 i;T +1 (k) 1 + p 2 T 1 across the 4,000 simulations. Evidently the table entries approach zero as the sample size grows large, in accordance with Theorem 3.1. Table 4 exhibits max 1 k k n;T D (k) =L n;T (k) 1 , where D (k) denotes the empirical average ofD (k) 1 p 2 T 1 over the 4,000 simulations. Again, the table entries approach zero as the sample size grows larger, in accordance with Theorem 3.3.
Models with Period Fixed E¤ects. We perform additional simulations in order to verify Theorems 3.4 and 3.6, which apply to models with period …xed e¤ects. To simulate data with common shocks we continue to use (28) , except the error term e i;t is generated as follows The time series are statistically independent after conditioning on the common shocks. The DGP is such that the common shocks generate one third of the standard deviation of y i;t . For brevity Table entries are max 1 k k n;T L (k) =L n;T (k) 1 , where L (k) denotes the empirical average of we only conduct "large n" simulations, setting n = int(0:1 T 2 ) and consider T = 25; 50; 100; 200:
We set k n;T = int p T , so that the maximum lag order grows at rate slightly faster than that permitted under Theorem 3.4. Table 5 reports
1 + p 2 T 1 over the 4,000 simulations. Table entries approach zero as T grows large, in accordance with Theorem 3.4. Turning to the panel FPE, Table 6 exhibits max 1 k k n;T D (k) =L n;T (k) 1 , where D (k) denotes the empirical average of _ D (k) 1 p 2 T 1 n 1 over the 4,000 simulations. Table entries approach zero as T grows large, in accordance with Theorem 3.6.
Models with Exogenous Regressors. We also perform additional simulations in order to verify Theorems 3.7 and 3.9, which cover models with exogenous regressors. Data is simulated according to (28) and (29) . However, in model estimation and forecasting an additional common regressor is included in the AR(k) regression. These are generated according to the following AR(1); z t = 0:5 z t 1 + u t ; u t iidN (0; 1) : Although z t is omitted from the DGP, including it in the …tted models will have the desired e¤ect on the simulated QFLs. For brevity we only conduct "large n" simulations, setting n = int(0:1 T 2 ) and considering T = 25; 50; 100; 200: We set k n;T = int p T , so that the maximum lag order grows at rate slightly faster than that permitted under Theorem 3.7. Table 7 reports
n;T (k) 1 , whereL Z (k) denotes the empirical average 
over the 4,000 simulations. Table entries approach zero as T grows large, in accordance with Theorem 3.7. Turning to the panel FPE, Table 8 reports
n;T (k) 1 , where D Z (k) denotes the empirical average ofD Z (k) 1 p 2 T 1 over the 4,000 simulations. Table entries approach zero as T grows large, in accordance with Theorem 3.9.
Finite Sample Performance of Model Selection Criteria
In this section we explore the performance of the panel FPE in the …nite sample. In this regard we lack precise benchmarks for comparison since there are no alternative model selection criteria speci…cally tailored to forecast selection in a panel data context. Instead, we compare the panel FPE to a conventional version of FPE and the panel data Kullback-Leibler Information Criterion (KLIC) proposed by Lee and Phillips (2015) . Although our results suggest that the panel FPE often performs better than these two alternatives, it is important to note that these alternatives were not designed for panel data forecasting.
We consider LS …ttings of AR(k) models augmented with either …xed e¤ects (p = 1) or heterogenous linear trends (p = 2). For brevity we consider only = 0:7 ("severe misspeci…cation") and = 0:3 ("mild misspeci…cation"), with both = 0:5 and = 0. In terms of sample size we consider all combinations of n = 10; 15; 25; 50; 100; 200 and T = 10; 15; 25; 50. The maximum permissible lag order k n;T is set to the largest integer less than 0:5 min p nT ; T . All simulations are replicated 1,000 times.
One of the main contributions of Theorem 3.1 is to show the importance of penalizing bias 
when selecting a LS forecast. In order to investigate the gains in forecasting accuracy we compare our suggested FPE criterion given in (15) to an FPE criterion that penalizes only the variance of the …tted regression, namelŷ
We refer to this FPE criterion as "conventional FPE". Note that the variance penalty is not linear in the model dimension, but quadratic in p, and as such this FPE is quite di¤erent to some formulations of FPE when p 2 (see, e.g., (16.34) of Ljung, 1999 ). An alternative version of FPE, in which the penalty is simply linear in the number of parameters, e.g.,
will perform much worse than (30) . This criterion might be constructed by a practitioner who knows that the variance of the …tted model should be penalized, but ignores the e¤ect of bias. Table 9 reports the ratio of the average QFL selected using the FPE criterion de…ned in (20) to the average QFL selected by the conventional FPE criterion de…ned in (30) . For the …xed e¤ects case and under mild misspeci…cation ( = 0:3), the FPE criterion out-performs the conventional FPE criterion in all sample sizes considered. Under severe misspeci…cation ( = 0:7), the FPE criterion out-performs the conventional FPE in all panels with moderately large n 15 and T 15. This may be due to the fact that the estimates of forecast variance and bias required for the panel FPE are inaccurate in very small samples under severe model misspeci…cation. Results for the heterogenous trends case (p = 2) show that the panel FPE out-performs the conventional FPE in nearly all simulations. Because the quadratic bias penalty is increases with the square of the polynomial order, the e¤ect of bias on QFL is four times as large compared to the …xed e¤ect case.
Penalizing the bias of the forecast is therefore critical.
The importance of penalizing O T 1 bias in panel model selection has been noted recently by Lee and Phillips (2015) . The Lee and Phillips KLIC is a potential alternative to the panel FPE proposed here since model selection via minimizing Gaussian Kullback-Leibler information loss (i.e., model selection by AIC) generates asymptotically e¢ cient forecasts in the time series context (Shibata, 1980; Ing and Wei, 2005) . We use the exact expression for the KLIC (see p.9 of Lee and Phillips, 2015), which we can apply to both …xed e¤ects (p = 1) and heterogenous trend (p = 2) models:
whereV (k) denotes a kernel-based estimator of the long-run (time series) variance of the regression residuals from the …tted VAR(k) averaged over cross sectional units, andR (k) is the mean squared residuals of the regression. As in the Monte Carlo study of Lee and Phillips (2015), we only use the residuals that span t = k max + 1; : : : ; T to constructV (k) andR (k) for each k, and the residuals are based on a bias-corrected least-squares estimator of (k) (speci…cally we use the Hahn and Kuersteiner (2002) 
bias correction). Including the long-run correlation termR (k) 1V (k)
in the log function e¤ectively penalizes the e¤ect of LS bias because the within transformation used to remove incidental parameters induces serial correlation in the regression residuals. To constructV (k) we use a Bartlett kernel with the bandwidth set to the largest integer less than 0:75 (T k max ) 1 3 : 10 Table 10 reports the ratio of the average MSFE selected using the FPE criterion de…ned in (20) to the average MSFE selected by KLIC de…ned in (31) . For the …xed e¤ects case, the FPE tends to perform better than KLIC across the majority of simulations. This is because the FPE imposes an additional penalty on over…tting in order to account for the e¤ect of variability in the estimated …xed e¤ects. The relative advantage of FPE tends to dissipate as T grows large with small n …xed, a result that we would expect given that the additional over…tting penalty becomes less necessary for panels with large T relative to n: Under sever misspeci…cation ( = 0:7), the FPE performs worse in samples for which T is quite small (T = 10). This could indicate that under severe misspeci…cation, the non-parametric estimator used in KLIC provides a better approximation of the quadratic bias than the parametric estimator used in FPE when misspeci…cation is severe, since the bias penalty is of greater import when T is small. Under mild misspeci…cation ( = 0:3), the FPE performs better in all simulations. Results for the heterogenous trends case (p = 2) show that the panel FPE out-performs the KLIC in nearly all simulations.
The panel FPE out-performs the KLIC in the forecasting exercise is because the latter is designed to minimize the information loss associated with the homogenous parameters of the model 1 0 Lee and Phillips (2014) do not specify how the truncation is selected in their simulations. We therefore use the bandwidth rule suggested by Stock and Watson (2010, p. 641) for processes with moderate amounts of serial dependence. We also considered a larger truncation set to grow at a rate slightly slower than (T kmax) 1=2 (this is largest permissible truncation lag permitted; see the discussion of p. 7 of Lee and Phillips, 2015) . The performance of the KLIC improved slightly in some simulations but was markedly worse in others. after integrating out the incidental parameters. For the purposes of forecasting, the information loss of the …tted heterogenous parameters (such as cross section …xed e¤ects) are also relevant for forecast accuracy. An additional feature of the KLIC is that it is constructed under the assumption of cross section independence, and hence will under…t the model in the presence of positive correlation between cross sections.
Summary
In this paper we suggest new model selection methods for panel data VAR forecasting. Following Akaike (1969 Akaike ( , 1970 , the model selection method is based on minimizing the estimated out-of-sample quadratic forecast loss. Both the variance and the …nite sample bias of the LS …tting are penalized by the selection criterion, a feature that contrasts with time series model selection criteria (such as the Akaike (1970) FPE), in which the only the variance is penalized. The criterion therefore places a higher penalty on model complexity compared to comparable time series forecast selection criteria. Several extensions to this research appear promising. First, we can evaluate the e¤ectiveness of the panel FPE criterion (15) by examining whether the selection criterion is asymptotically e¢ cient in the sense de…ned by Shibata (1980) and Ing and Wei (2005) . In the times series context asymptotic e¢ ciency requires that the autoregressive process does not degenerate to a …nite order process, and a similar condition would no doubt be required in the panel context. Second, we have focussed only on one-step-ahead prediction. A generalization to multistep forecasting in the vein of Bhansali (1996, 1997) would bene…t practitioners. As shown in Greenaway-McGrevy (2013), the bias function becomes more complicated in correctly-speci…ed multistep panel regressions, and these complications will be exacerbated once we permit misspeci…cation. Third, while our focus herein has been on selecting a single model of prediction, Hansen (2008) suggests that forecast combination can improve forecast accuracy. Using the asymptotic expressions provided herein to generalize this approach to the panel forecasting framework can potentially yield further improvements in accuracy. Last, note that our measure of forecast loss requires an estimate of the LS bias. This estimate of the bias could be used to instead correct for the bias of the LS estimator before constructing the forecast. These topics are left for future research. Table entries are the ratio of the average QFL selected by the panel FPE criterion to the average QFL selected by KLIC. Entries less than unity indicate the panel FPE criterion selects a lower QFL on average.
Appendix

Preliminary Results and Notation
Some preliminary results and simplifying notation are required before providing proofs to the Theorems of the paper.
Notation
Let T k := T k and n;T k := min p nT k ; T k ; such that the sequence of k n;T de…ned in either Theorems 3.1, 3.2 or 3.3 all satisfy max 1 k k n;T k n;T
C q denotes a …nite positive constant that is dependent on an arbitrary positive integer q. It takes on di¤erent values at di¤erent places. We also de…ne
Let be a T k p matrix de…ned such that 0 = I p ; ( 0 ) 1 0 & = &; so that is an orthonormal basis of the polynomials &, and let f t g T k t=1 be de…ned such that 0 := 1 : : T k : Now let q (t) be de…ned such that t = 1 (t) ; : : : ; p (t) 0 . Using Corollary 3.1 of Eisinberg and Fedele (2007) it follows that 
so that d q (t) satis…es jd q (t)j 1 for 1 t T k and 1 q p. We decompose the LS residual as follows.
say, where recall thatQ (k) =
We also de…ne e i;t+1 := e 0 i ( 0 ) 1 t k+1 , so that • e i;t+1 = e i;t+1 e i;t+1 , X i;t := X 0
Auxiliary Lemmas and Theorems
We make extensive use of the Theorems below, which are a generalization of the First Moment Bound Theorem of Findley and Wei (1993) . Note that the theorems hold without placing restriction on the dependence between cross sections. The Theorems are often used in conjunction with (4), Assumption B (iv), or Assumption D (iii). (ii ) For each i = 1; 2; : : :, the error vector e i;t iid (0; i ) ; i > 0, and sup 1<t<1 Eke i;t k 8q < 1:
s;i u i;t s be a linear vector process satisfying properties (i) and (ii). Then for any non-random scalar coe¢ cients h i;j and k s;t (permitted to be dependent on n and T , respectively), 
Theorem 6.2
Let w i;t and z i;t be vector moving average processes satisfying properties (i) and (ii) of Theorem 6.1. Then for any non-random coe¢ cients g i;j and h i;j (permitted to be dependent on n), and l s;t and k s;t (permitted to be dependent T ), We also use the following from Greenaway-McGrevy (2015):
for all r = 1; 2; : : : ; T k.
Proof. See lemma A.3 in Greenaway-McGrevy (2015).
We also make extensive use of the following lemma.
Lemma 6.4 Under Assumptions A and B
Proof. Lemmas (i) through (vii) follow by straightforward application of Theorem 6.1. We provide an example of how to apply the Theorem to prove (ii). First note that by the de…nition of (k), E 1 n
: Then by Theorem 6.1 we have
The stated result then follows since under (32) and (33) 1
To show (viii) we follow similar steps to the proof of Theorem 2 (ii) of Ing and Wei (2003) . First, since using the same arguments as before, we can establish that for any > 0 we have
Next, by Theorem 6.1 we have
Then by recursive substitution of (35) and (36) into the following inequality s times, 
Uniform bounds and limit conditions
For all sequences k n;T satisfying k n;T (nT ) 1=2 = o (1) and k n;T T 1 = o (1) we have the following bound and limits.
The following limit is a consequence of (38) and k n;T
In addition, for A n;T := fk : tr ( (k) ) > 0; 1 k k n;T g, we have
since max k2A n;T l 1 (k) = l 1 k n;T , where k n;T := arg min k2A n;T l (k) is a weak monotonic sequence increasing in n and T (based on the same arguments used in Shibata, 1980, p. 154).
Proofs
For brevity, in places we omit the k signi…er in the proof, i.e., s i;t denotes s i;t (k), s i denotes s i (k), X i;t denotes X i;t (k),Q denotesQ (k), etc.
Proof of Theorem 3.1
The proof follows the same strategy as the proof to Theorem 3.1 of Greenaway-McGrevy (2015), allowing for cross sectional heterogeneity and weak dependence. Throughout the proof, k n;T > 0 denotes a sequence obeying either k n;T T 1=2 = o (1) or k n;T n 1=2 = o (1) and k n;T T 1 = o (1). The out-of sample forecast error is given by setting t = T in (34) . The QFL of the forecast is given by
where Using the ten unique terms comprising this sum, the proof derives upper bounds for
and then uses (37) through (40) to show that the bounds are o (1) as n ! 1 and T ! 1. Note that when s = 0 for all s > k, H (r;r 0 ) (k) = 0 for (r; r 0 ) = f3; 4g. For H (1;1) we …rst establish the following result. Let
. For all q = 1; 2; : : : by Hölder's inequality and lemmas 6.4 (iv ) and (viii ),
where kT
where d k;n;T denotes a negligible term satisfying Ekd k;n;T k = o k 2 n;T k . Now using lemma 6.4 (ii )
where we use = (k) for notational brevity. Under Assumption B (iii), E Q T 2q = O k 2q n q , and thus if k n;T n 1=2 = o (1), by application of lemma 6.4 (i ) it is straightforward to establish that
If instead k n;T T 1=2 = o (1) holds we use a di¤erent proof. We de…ne where N is the largest integer less than T k, and we assume k < p T k. Let X i;T := X i;T X i;T , and note that
Using this result and decomposinĝ
we can follow the same method as used in the proof to Theorem 3 of Ing and Wei (2003) to establish
where d k;n;T denotes a negligible term satisfying Ekd k;n;T k = o k
and thus (42) holds. Using (37) we then have
The expectation of H (2;2) is solved for directly using the expression for an orthonormal basis of the polynomial time trend given in (32) and (33) . Speci…cally,
For H (3;3) ; if k n;T n 1=2 = o (1) we have Q T
2q
= o p k 2q n q = o p (1). Then using (41), lemma 6.4 (vii ) and Hölder's inequality we have
By application of lemma 6.4 (vii ) we can also establish that
and hence max 1 k k n;T l 1 (k) tr E H (3;3) = o (1) by (39) . Alternatively, under the k n;T T 1=2 = o (1) condition, then using (41), the decomposition given in (43) and lemmas 6.4 (vi ) and we have
under lemma 6.4 (v ). Then using the CauchySchwarz and triangle inequalities,
Applying (38) we have
The remainder of the proof follows the same strategy as that given in the proof to Theorem 3.1 of Greenaway-McGrevy (2015) to establish that max 1 k k n;T l 1 (k) tr( E H (r;r 0 ) ) = o (1) for all r 6 = r 0 :
Proof of Theorem 3.2
Throughout the proof, k n;T > 0 denotes a sequence obeying k n;T T 1 = o (1) and k n;T (nT ) 1=2 = o (1). We decomposeR (k) = P 4 r;r 0 =1 R (r;r 0 ) (k), where
i;t (k) " (r 0 )0 i;t (k) ; r; r 0 2 f1; : : : ; 4g ;
for n "
de…ned above in (34) . We solve for expectation of the six unique terms comprising this sum, noting that R (r;r 0 ) = R (r 0 ;r) , R (1;2) = R (1;1) , R (1;3) = R (1;4) = R (2;3) and R (3;4) = R (3;3) , and if s = 0 for all s > k, R (r;r 0 ) (k) = 0 if (r; r 0 ) 2 f3; 4g. Throughout the proof q will denote any arbitrary positive integer, i.e. q = 1; 2; :::.
We …rst establish the following result. By Hölder's inequality, lemmas 6.4 (iv ) and (viii ),
Then using Hölder's inequality, lemmas 6.4 (i ), (ii ) and (iii ) we can straightforwardly establish that max
For R (2;2) we solve directly for E R (2;2) = 1 pT 1 k . For R (3;3) , lemmas 6.4 (vii ) and (viii ), and (46) can be used to show that E tr q R (3;3) C q k q 2q
, and so
by (39) . For R (4;4) , since E 1 n(T k)
, by Theorem 6.1 we have
Using this result with lemma 6.4 (v ) we have
so that by (40)
For R (1;3) , by the Cauchy-Schwarz inequality and using the bounds for R (1;1) and R (3;3) already established, max
by (37) and (39) . For R (2;4) , note that E R (2;4) = E( 1 nT k P i e 0 i Ps i ) since E s i;t (k) e 0 i;t+1 = 0. By Hölder's inequality and lemma 6.4 (v ), there exists C such that
By applying Theorem 6.1 we have
and hence by the triangle inequality E
by (40) . The Theorem then follows from (47) though (51).
Proof of Theorem 3.3
Throughout the proof, k n;T > 0 denotes a sequence obeying k n;T T 1 = o (1) and k n;T (nT )
and thus as a consequence of Theorem 3.2R (k)
The Theorem then follows straightforwardly from Theorem 3.2 once (18) and (19) are also established.
Proof of (18) . The estimator is of the form
By lemmas 6.4 (iv ) and (viii ) we have
. Thus to prove the result we show that
where we have used the decomposition forû i;t+1 (k) = P 4 r=1 "
i;t+1 (k) given in (34) above. Then (18) follows straightforwardly by various applications of (37) through (40) . To establish (52) we expand the ten terms in the sum over (r; r 0 ) 2 f1; 2; 3; 4g on the left hand side of the inequality, bound each term, and apply the triangle inequality. Equations (53) through (56) below establish bounds for the cases where r = r 0 . The six remaining unique cross products (r 6 = r 0 ) can then be bounded using (53) through (56) and the Cauchy-Schwarz inequality.
First we demonstrate that
i;t+1 (k) "
Because "
(1)
Hölder's inequality we have
By Hölder's inequality and lemmas 6.4 (i ), (ii ) and (viii ), the …rst expectation is O k 2q 4q 
(54) Noting that " (2) i;t+1 = • e i;t+1 , we expand • e i;t+1 = e i;t+1 e i;t = P 2 h=1 e h;i;t+1 and • X i;t = X i;t X i;t = P 2 h=1 X h;i;t+1 , and bound the expectation of each of the ten unique terms comprising
We de…ne E (h;h 0 ) i;j;t = e h;i;t e 0 h 0 ;j;t and L (h;h 0 ) i;j;t = X h;i;t X 0 h 0 ;j;t . First we have
Applying Theorem 6.2 to the …nal term we have We apply similar arguments to show that By application of these results together with the Cauchy-Schwarz inequality we have ; for all h; g = 1; 2; h 6 = g; l 6 = m:
Then (54) follows.
Next we show that
i;t+1 (k) " By Hölder's inequality and lemmas 6.4 (vi ), (vii ) and (viii ), the …rst expectation is bounded by C q k 2q 4q n;T k k (k)k 4q . Meanwhile, as established above, the second expectation is O (1). Thus (55) follows. Finally, we show that
Since "
i;t+1 (k) = • s i;t (k) we expand • s i;t = s i;t s i;t = P 2 r=1 s r;i;t and • X i;t = X i;t X i;t = P 2 r=1 X r;i;t+1 , and bound the expectation of each of the ten unique terms comprising C k (k)k 2q kC k 2q kC k q using P n i;j=1 k i;j k kC k 2 kC k and the fact that By application of these results with the Cauchy-Schwarz inequality we also have ; for all r; g = 1; 2; r 6 = g; l 6 = m:
Thus (56) follows.
Proof of (19) . It is instructive to express the function (k) = ( ; (k) ; P 1 s=1 s ). Under Assumption B we have
(also see (3.5) in Chen, Ing and Yu, 2014) so that we can establish ; (k) ; P k s=1 s (k) ( ; (k) ; P 1 s=1 s ) C:
Let^ =Q (k) Â 0 (k)Q (k)Â (k). Then by using Hölder's inequality and lemmas 6.4 (iii ), (iv ), (vii ), and (viii ) we can establish that E ^ ;Q; P k s=1^ s (k) ; (k) ; P k s=1 s (k) = O (1) for all k k n;T . Thus overall we have E ^ ;Q; P k s=1^ s (k) ( ; ;
Then^ (k) = ^ ;Q; P k s^ s (k) satis…es (19) by the Cauchy-Schwarz inequality and (38), (39) and (40) . To establish we follow a similar argument as used above to establish that E q min Q is bounded. First we de…ne X i;t = X i;t X i;t 1 , so thatQ Q 1 = D 0 k+1Q (k + 1) J m(k+1);mk + o n;T forQ (k + 1) = 1 nT k P i;t • X i;t (k + 1) • X 0 i;t (k + 1), an appropriately de…ned (k + 1) m km …rst-di¤erencing matrix D k+1 , and where ko n;T k is a negligible term of smaller order than Q (k + 1) in probability. The required result then follows from the fact that the minimum eigenvalue ofQ (k + 1) is bounded below by zero in expectation (using the same arguments as above for lemma 6.4 (viii )), and since the km-th smallest singular value of the (k + 1) m m (k + 1) matrix J m(k+1);mk D 0 k+1 is strictly positive. 
In general, the ' 'superscript indicates that both the polynomial trend and the period e¤ects have been removed. So-de…ned _ Y i;t satis…es _ Y i;t = _ X i;t . We decompose the LS residual as follows.
for t = k; : : : ; T 1, whereX i := X i 1 n P n i=1 X i so that the " " superscript indicates that the cross-sectional mean has been removed. We also de…ne where recall that the '•'superscript indicates that the time trends have been partialed out. Based on these decompositions, the proofs for Theorems 3.4, 3.5 and 3.6 follow the same strategy as the proofs to Theorems 3.1, 3.2 and 3.3 given above, but there are a couple of important key di¤erences. First, the cross sectional units are uncorrelated after removing the period …xed e¤ects: i.e., x i;t and e i;t are cross sectionally uncorrelated. This means that the Nickell bias retains the same analytic expression as in the case where period …xed e¤ects are omitted. Second, • Y i;t (k), • v i;t+1 and • s (f ) i;t (k) contain the period speci…c shocks (because they have not had the cross sectional means removed), so that we require T ! 1 for many of the ancillary convergence results necessary for Theorem 3.4. This also means that we require a slower rate at which k n;T can approach in…nity under Theorem 3.4. Third, ff t g are statistically independent of fe i;t g, which simpli…es the asymptotic QFL expression considerably. Detailed proofs can be found in the Supplementary Appendix. Based on this decomposition, the proofs for Theorems 3.7, 3.8 and 3.9 then follow the same strategy as the proofs to Theorems 3.1, 3.2 and 3.3 given above, noting that the individual time series comprising the panel of exogenous variables are permitted to exhibit strong form cross section dependence, meaning that convergence of sample moments can be slower. The slower convergence is re ‡ected in the slower rate at which k n;T can approach in…nity under Theorem 3.7. Detailed proofs can be found in the Supplementary Appendix.
