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Abstract
In questa tesi viene presentato il sistema U-sense, un sistema di monitorag-
gio cooperativo con l'obiettivo di fornire servizi interattivi che consentano
all'utente di avere informazioni sulla qualità dell'aria in ambito urbano in
tempo reale, facendo uso di una rete di sensori a basso costo distribuita per
le vie cittadine.
Il problema dell'inquinamento ambientale è di estrema attualità ed è mo-
tivo di preoccupazione sempre crescente. Al momento sono in corso molti
progetti atti a mettere in evidenza la situazione attuale per aumentare la
consapevolezza dei rischi che si corrono e far in modo che vengano presi
provvedimenti. Il lato innovativo di U-sense rispetto molti altri sistemi di
monitoraggio risiede nel coinvolgere i cittadini nel processo di acquisizione
dei dati oﬀrendo loro la possibilità di acquistare un dispositivo sensore e col-
locarlo in un punto di proprio interesse, dove diﬃcilmente potrebbe arrivare
la rete di sensori pubblica, in modo che l'utente possa avere informazioni
dirette sui luoghi che fanno parte delle proprie abitudini.
In questo lavoro ci si è occupati della deﬁnizione e realizzazione degli
algoritmi per la raccolta dei dati dai sensori pubblici e proprietari e del loro
trasferimento verso un server centrale di raccolta, da cui sono resi disponibili
per l'implementazione dei servizi previsti. È stata inoltre sviluppata un'in-
terfaccia web interattiva presso cui gli utenti possono visualizzare in tempo
reale le misure raccolte e usufruire degli altri servizi del sistema.
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Capitolo 1
Introduzione
L'impatto dell'attività umana sulla qualità dell'aria è spesso invisibile e tra-
scurato e ormai siamo talmente abituati a vivere nelle grandi città, in mezzo
al traﬃco e agli scarichi, che in pochi si preoccupano di quali possano essere
le conseguenze di questa prolungata esposizione che va avanti per anni.
In generale, qualcosa nelle società si sta muovendo, orientandosi sempre
di più verso la diﬀusione di auto elettriche e di veicoli ad emissione zero,
l'utilizzo di mezzi di mobilità alternativi quali car sharing, car pooling, bike
sharing, la spinta verso l'uso dei mezzi pubblici e qualsiasi altra soluzione che
possa ridurre in qualche modo le emissioni in città, ma prima che la situazione
possa cambiare veramente ci vorrà del tempo. Nel frattempo quello che un
cittadino può fare è prendere precauzioni per se stesso in piccola scala ed
essere cosciente dei rischi a cui si sottopone ogni giorno.
L'attività svolta in questa tesi consiste nella realizzazione di U-sense, un
sistema di monitoraggio urbano cooperativo che coinvolge i cittadini
nel processo di acquisizione dei dati sull'inquinamento ambientale nei posti
in cui essi vivono, lavorano e passano il proprio tempo libero. Tutti i dati
sono disponibili online in tempo reale per oﬀrire agli utenti dei servizi che
permettano loro di compiere scelte coscienti nell'esposizione agli inquinanti
nel corso del giorno e di muoversi per la città evitando quelle zone dove i
valori rilevati sono considerati dannosi per la salute.
Questa attività si inquadra in un settore di ricerca emergente che va sot-
to il nome di Smart Cities, città intelligenti. Per smart city si intende un
ambiente urbano capace di agire in maniera attiva e indipendente per mi-
gliorare la qualità della vita dei cittadini, concentrandosi su quelli che sono i
11
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bisogni principali dell'uomo e cercando di rendere la città ecosostenibile e più
pulita, riducendo l'inquinamento con opportune pianiﬁcazioni urbanistiche
e dei trasporti. Ma una smart city non è solo questo: è anche un posto dove
molti servizi quali parcheggi, car sharing, bike sharing, gestione del traﬃ-
co, gestione dei riﬁuti, delle illuminazioni, e se ne potrebbero elencare molti
altri, sono automatizzati, e un normale utente può collegarsi e visualizza-
re in tempo reale la situazione relativa ad uno degli aspetti sopra elencati,
evitando così quelle zone dove ad esempio c'è un ingorgo o prenotando un
parcheggio in modo da non dover perdere tempo a cercarlo una volta arrivato
a destinazione.
1.1 U-sense: un sistema di Cooperative Urban Sen-
sing
U-sense è un sistema di monitoraggio urbano cooperativo che fa parte di un
progetto più vasto che si propone di realizzare una piattaforma ICT di servizi
innovativi di mobilità, promuovendo l'utilizzo di mezzi di trasporto ﬂessibili
come car pooling, car e bike sharing integrati con i sistemi di trasporto
tradizionali.
L'idea base di U-sense è quella di coinvolgere i cittadini nelle operazioni
di raccolta dei dati, dando loro la possibilità di acquistare uno o più sensori
da collocare in luoghi di proprio interesse, non raggiungibili dalla rete di
sensori pubblica, quali il giardino e il balcone della propria abitazione.
Questo si basa sulla considerazione che l'utente medio potrebbe non esse-
re tanto interessato al livello di inquinamento presso un incrocio o un punto
della città ma, al contrario, troverebbe molto più interessante conoscere la
qualità dell'aria in un luogo che lo riguarda in prima persona, come il proprio
giardino o la strada dove abita. Obiettivo ﬁnale è quello di venire a creare
una specie di social network, dove l'utente può condividere in prima persona
le informazioni di cui dispone e descrivere le situazioni in cui si viene a tro-
vare per migliorare i servizi già presenti, ad esempio notiﬁcare la presenza di
un ingorgo in un certo punto della città ed evitare così che altre persone vi
rimangano bloccate, contribuendo ad un incremento di emissioni inquinanti
nella zona.
Il sistema è costituito da una rete di sensori dislocati per la città e da
sensori privati di proprietà degli utenti che decidono di partecipare. Vi è poi
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un'infrastruttura che consente di far pervenire prima possibile i dati raccolti
dai sensori ad un centro di elaborazione, che li rende disponibili online of-
frendo servizi quali la ricerca del percorso meno inquinato in tempo reale,
il rilevamento di un'eccessiva presenza di agenti inquinati in zone critiche,
quali parchi, scuole o ospedali, o la semplice visualizzazione.
1.2 Struttura della tesi
Il capitolo 2 è dedicato allo stato dell'arte: vengono presentati alcuni progetti
relativi a sistemi di monitoraggio ambientale molto interessanti, a testimo-
nianza che si tratta di un tema molto sentito verso cui la ricerca in tutto
il mondo sta rivolgendo la propria attenzione. Nel capitolo 3.2 è introdotta
l'architettura generale del sistema U-sense, descrivendo attraverso quali fasi
e con quali tecnologie i dati acquisiti dai sensori giungono al centro di raccol-
ta e vengono elaborati per implementare i servizi previsti. Nei due capitoli
seguenti, 4 e 5, sono descritte le fasi di raccolta dei dati rispettivamente dai
sensori che costituiscono la rete pubblica e dai sensori che si trovano nelle
abitazioni private. Il capitolo 6 è incentrato sulla descrizione della modalità
con cui i dati vengono inviati al server remoto del sistema di back-end, che
costituisce il centro di raccolta di tutti i dati dell'applicazione. Nel capitolo
7 sono descritti i servizi online previsti e sviluppati nell'ambito del progetto
e viene mostrata l'interfaccia web del sistema U-sense. Inﬁne il capitolo 8
conclude la tesi, presentando quelli che sono i progetti futuri a cui si sta
lavorando.
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Capitolo 2
Stato dell'arte
Negli ultimi anni sono stati condotti numerosi studi rivolti allo sviluppo di
sistemi di monitoraggio ambientale nelle aree abitate, al ﬁne di informare i
cittadini delle concentrazioni di inquinanti cui sono esposti durante le ore
del giorno e permettere loro di compiere scelte coscienti. Tuttavia, molti
sistemi già in uso utilizzano tecnologie ormai obsolete, costose e diﬃcili da
mantenere. Spesso si fa uso di grosse stazioni di monitoraggio disposte in
punti strategici della città, in grado di eﬀettuare rilevamenti accurati e com-
plessi su fattori inquinanti e meteorologici. Queste permettono però di avere
informazioni relative alla sola posizione in cui sono poste e, essendo costose
e di grosse dimensioni, non è possibile realizzarne una grossa distribuzione,
per cui la risoluzione dei dati è molto bassa e non dà un'idea suﬃciente delle
concentrazioni di inquinanti eﬀettivamente diﬀuse per le vie cittadine.
Gli studi più recenti sono orientati verso soluzioni a basso costo e poco
invasive, in modo da poter essere facilmente distribuite per la città e ottenere
maggiori accuratezze nelle misure eﬀettuate. In quest'ottica le reti di sensori
wireless vengono perfettamente incontro a quelle che sono le nuove esigenze
ed infatti la maggior parte dei progetti di monitoraggio ambientale iniziati di
recente si basa proprio sull'utilizzo di una Wireless Sensors Network (WSN)
per collezionare dati dall'ambiente. Nel seguito verranno brevemente descrit-
ti dei progetti realizzati negli ultimi anni per dare un'idea della direzione in
cui si sta muovendo la ricerca in questo campo.
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2.1 MoDisNet - Mobile Discovery Network
Nel 2008 il Dipartimento di Fisica e il Dipartimento di Informatica del-
l'Imperial College di Londra hanno progettato un sistema di monitoraggio
ambientale [5] che fa uso di un'architettura distribuita basata su una rete
di sensori e su una tecnologia di calcolo a griglia, con lo scopo di realizza-
re un'infrastruttura a basso costo in grado di fornire informazioni real time
sull'attuale livello di inquinamento in città.
La rete da loro sviluppata prende il nome di Mobile Discovery Network
(MoDisNet) e presenta una struttura gerarchica costituita da sensori ﬁssi
disposti a griglia e da sensori mobili posizionati su vari tipi di veicoli, con
l'obiettivo di monitorare la presenza di agenti inquinanti nell'aria e analiz-
zarne gli eﬀetti sull'ambiente in modo da fornirne delle stime dinamiche in
tempo reale.
Compito dei sensori mobili è eﬀettuare periodicamente un campiona-
mento in modo da raccogliere informazioni sulle concentrazioni di fattori
inquinanti presenti o su altri aspetti che permettono di dare un indicatore
complessivo della qualità dell'aria. L'utilizzo di sensori mobili permette di
migliorare la risoluzione delle misure eﬀettuate, prelevando dati non soltanto
in punti ﬁssi, ma anche lungo le strade.
La rete a griglia realizza una piattaforma in grado di esaminare i dati
sia in maniera centralizzata che distribuita, tramite tecniche di data mining
opportunamente realizzate e protocolli di comunicazione Peer-to-Peer (P2P)
per regolare le comunicazioni, permettere l'accesso da sorgenti diverse ai
dati e gestire lo scambio di enormi quantità di informazione, diﬃcilmente
immagazzinabili da dispositivi con risorse limitate quali i sensori, rendendo
così disponibili in tempo reale i primi risultati. I sensori mobili prendono
parte a queste operazioni di aggregazione pre-processando i dati, eﬀettuando
riduzioni del rumore e accorpandoli per poi inviarli al nodo stazionario più
vicino.
I sensori ﬁssi, costituenti l'architettura a griglia, cooperano tramite un
sistema di calcolo distribuito nell'esecuzione di analisi, algoritmi di data
mining e integrazioni di dati provenienti da dispositivi eterogenei, e inﬁne li
inviano ad un punto di raccolta principale per renderli disponibili ad ulteriori
elaborazioni: devono quindi avere capacità computazionali suﬃcienti per
eseguire le operazioni necessarie.
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I sensori utilizzati sono dispositivi relativamente a basso costo in grado
di quantiﬁcare le concentrazioni relative di inquinanti nell'aria raccogliendo
contemporaneamente informazioni su diversi tipi di sostanze nocive, quali
SO2, NOx, O3, benzene e altri ad un'elevata frequenza di campionamento.
Per eﬀettuare le misure sfruttano le proprietà di assorbimento della luce
ad opera delle particelle presenti nell'aria, le quali assorbono raggi UV con
lunghezze d'onda caratteristiche, permettendo in questo modo di rilevarne
la presenza.
Il gruppo di ricerca che ha condotto questo studio sta ancora lavorando
sulle tecniche di fusione e aggregazione dei dati e sull'integrazione di tipi
diversi di informazione, che tengano conto anche del traﬃco, del meteo o di
altri fattori, strettamente correlati nella determinazione dei livelli di inqui-
namento. In un sistema del genere, la riduzione dell'informazione trasmessa
sulla rete è fondamentale, perché riduce il costo della comunicazione, il con-
sumo energetico dei nodi, causando così un aumento del tempo di vita della
rete, e produce un aumento della banda disponibile lungo i link, migliorando
le performance generali.
2.2 WAMPS - Wireless Sensor Network Air Pollu-
tion Monitoring System
Nel 2010, la University of Mauritius ha pubblicato i risultati ottenuti da uno
studio [6] che prevede lo sviluppo di una rete di sensori multihop per eﬀet-
tuare il monitoraggio della qualità dell'aria nell'isola, dove la crescita degli
ultimi anni relativa all'attività industriale e alla diﬀusione di stabilimenti
turistici ha attirato l'attenzione sul problema dell'inquinamento, causando
preoccupazioni per la salute degli abitanti.
Questo ha portato dunque alla progettazione di un sistema chiamato
Wireless Sensor Network Air Pollution Monitoring System (WAPMS) che
fa uso di un grande numero di sensori a basso costo sparsi per l'isola, in
modo da studiare l'evoluzione delle concentrazioni di inquinanti durante il
giorno e durante i mesi e la loro correlazione con fattori meteorologici e sul
traﬃco per prevedere così in quali zone si avranno peggioramenti nel corso
del tempo.
Per dare una valutazione della quantità di inquinanti nell'aria è stato
calcolato un indice stabilito sulla base delle concentrazioni di varie sostanze
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inquinanti nocive per la salute dell'uomo, quali ozono, particolati, monossido
di carbonio, biossido di zolfo, ciascuna delle quali diventa pericolosa oltre una
certa soglia, e hanno inoltre sviluppato un algoritmo di aggregazione per
migliorare l'eﬃcienza complessiva del sistema WAMPS, al ﬁne di eﬀettuare
ﬁltraggi delle letture non valide e ridurre i dati in una forma più semplice da
trasmettere ai sink della rete.
In WAMPS, le zone di interesse vengono suddivise in piccole aree in modo
da poter gestire meglio l'enorme quantità di dati generata dai dispositivi,
aggregando in cluster i sensori di una stessa zona. In ogni zona sono presenti
uno o più sink verso cui convergono tutti i dati raccolti dai sensori dell'area
tramite percorsi multihop stabiliti grazie all'uso di un protocollo di routing
gerarchico, che permette anche di stabilire delle fasi di inattività durante
le quali i nodi possono entrare in fase di sleep per conservare energia. I
sink fanno da gateway tra la rete di sensori e delle stazioni base verso cui
conﬂuiscono tutti i dati raccolti già aggregati e ﬁltrati, pronti per essere
inseriti in un database.
2.3 MESSAGE - Mobile Enviromental Sensing Sy-
stem Across Grid Environments
Un ulteriore esempio è rappresentato da MESSAGE (Mobile Enviromental
Sensing System Across Grid Environments) [7], un progetto di ricerca ini-
ziato nel 2006, ﬁnanziato dal Dipartimento dei Trasporti del Regno Unito
e dall' EPSRC (Engineering and Physical Sciences Research Council) e su
cui hanno lavorato diverse università inglesi, con l'obiettivo di realizzare una
nuova infrastruttura innovativa, combinando l'uso di sensori ﬁssi e mobili per
eﬀettuare la pianiﬁcazione, la gestione e il controllo dell'impatto dei trasporti
sull'ambiente e sulla salute dell'uomo.
Prevede l'utilizzo di sensori elettrochimici a basso costo, ﬁssi, e spettro-
metri portabili in grado di rilevare la presenza di diversi gas, trasportabili sui
veicoli o anche a piedi in quanto alimentati a batteria. I Duvas sono sensori
mobili che funzionano ad assorbimento: viene fatto passare un raggio di luce
attraverso una nuvola di gas, e ciascuna sostanza in essa presente assorbe
determinate lunghezze d'onda, permettendo così di rilevarne la presenza.
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(a) Sensore stazionario (b) Sensore mobile (DUVAS)
(c) DUVAS in movimento (d) Esempi di curve d'assorbimento
Figura 2.1: Sensori utilizzati nel progetto MESSAGE
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2.4 The CitiSense Air Quality Monitoring Mobile
Sensor Node
Un altro lavoro che rientra nella classe presa in esame è stato pubblicato nel
2012 dall'Università di San Diego [8] e si diﬀerenzia dai precedenti in quanto
il sensore utilizzato per le misure consiste in un piccolo dispositivo portatile
indossabile dagli utenti in modo che possa essere usato per raccogliere misure
accurate sull'esposizione individuale alle concentrazioni di inquinanti durante
le attività giornaliere di una persona.
Figura 2.2: Il sensore utilizzato nel progetto CitiSense e uno smartphone
HTC che mostra l'interfaccia utente dell'applicazione
Il dispositivo è dotato di un microcontrollore, che pre-processa i dati
on board in modo da ridurre la quantità di informazione da trasmettere e
risparmiare così energia durante le comunicazioni, e di un un modulo blue-
tooth, che gli permette di comunicare con lo smartphone dell'utente. Sullo
smartphone è installato un apposito software che si occupa di aggregare i
dati ricevuti con altre informazioni, quali ad esempio la posizione geograﬁca
ricavata tramite il sistema GPS, per poi inoltrarli ad un server di back-end.
Gli utenti possono veriﬁcare in tempo reale il livello di inquinanti cui sono
esposti tramite un'applicazione Android, oppure tramite un sito web possono
visualizzarne l'andamento nel corso del giorno. L'applicazione oﬀre anche la
possibilità di condividere con gli amici i dati appena raccolti tramite un
social network. Il sistema prevede inoltre di combinare i dati provenienti dai
vari utenti in modo da deﬁnire dei modelli di distribuzione degli inquinanti
ed individuare le zone a più alto rischio.
Il progetto è stato testato da un numero campione di utenti durante
periodi di lunghezza diversa ed ha avuto un riscontro positivo tra i cittadini
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che hanno accolto bene l'idea di poter veriﬁcare in tempo reale se la zona in
cui si trovano in quel momento presenta un'elevata concentrazione di sostanze
nocive, in modo da poter eventualmente prendere precauzioni.
Un problema di un'applicazione di questo tipo è però l'elevato consu-
mo energetico dovuto al modulo bluetooth (sia del dispositivo che dello
smartphone) tenuto costantemente acceso.
2.5 PEIR, the Personal Environmental Impact Re-
port
PEIR, the Personal Environmental Impact Report [9], rientra nel campo delle
applicazioni di partecipatory sensing, modalità di acquisizione dati distribui-
ta in cui sono i partecipanti a decidere cosa, dove e quando campionare.
Fa uso di dati di localizzazione raccolti dagli smartphone degli utenti, di-
spositivi utilizzati ormai nella vita di tutti i giorni, per calcolare una stima
personale dell'impatto che un individuo ha sull'ambiente e allo stesso tempo
dell'esposizione che si ha a fattori inquinanti rappresentanti un pericolo per
la salute umana, in modo da rendere le persone consapevoli della relazione
tra le proprie azioni giornaliere e il mondo circostante.
Si tratta quindi di un'infrastruttura già esistente (gli smartphone) da in-
tegrare con il lato server. I dispositivi hanno il compito di raccogliere infor-
mazioni sulla posizione dei partecipanti tramite GPS e di caricarlo sui server
via cloud. I dati vengono poi integrati ad altri tipi di misure e analizzati se-
condo la modalità di movimento con cui sono stati raccolti per la creazione di
modelli personalizzati per ciascun utente al ﬁne di dare un'idea dell'esposi-
zione individuale ai fattori di rischio. Inoltre gli utenti possono condividere e
confrontare i propri modelli tramite social network come incentivo a ridurre
le proprie emissioni e i propri consumi.
I modelli sono costruiti sulla base di dati riguardanti i percorsi individua-
ti tramite GPS, le modalità di trasposto (auto o a piedi), valori meteorologici
(temperatura e umidità) e inﬁne le condizioni di traﬃco e le emissioni dei
veicoli, stimate sulla base di appositi schemi. Il risultato ﬁnale è mostrare
una mappa interattiva su cui vengono visualizzati tratti di percorsi colorati
con intensità diversa sulla base del livello di impatto causato e dell'esposi-
zione ai valori a rischio subita, secondo i modelli stimati. Tuttavia, rispetto
ad esempio al sistema CitiSense descritto nel paragrafo precedente, questo
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studio potrebbe risultare poco accurato in quanto si basa su stime e su mo-
delli che potrebbero non rispecchiare l'eﬀettiva esposizione agli inquinanti,
in quanto spesso questi presentano distribuzioni non uniformi nello spazio e
nel tempo. Inoltre sono necessarie opportune politiche di privacy per rendere
il sistema poco invasivo.
2.6 Conclusioni
Gli studi citati sono solo un piccolo esempio che testimonia come negli ultimi
anni sia nel campo della ricerca sia più in generale nella società si sia diﬀuso
un interesse sempre più forte verso applicazioni di monitoraggio ambientale.
Il sistema di monitoraggio realizzato in questa tesi presenta molti punti
in comune con i progetti sopra descritti, ma allo stesso tempo si diﬀerenzia
in quanto propone un'architettura non tradizionale che fa uso di dispositivi
sensori ﬁssi a basso costo, per eﬀettuare le misure, distribuendoli per la città
senza un particolare ordinamento ma con una densità tale da avere un'ele-
vata risoluzione delle misure senza tuttavia costituire una rete multihop, e
di elementi mobili collettori, trasportati da veicoli autonomamente in circo-
lazione per la città quali taxi, autobus, o anche persone, che raccolgono i
dati collezionati dai sensori e si occupano del loro invio al server centrale.
In questo modo il numero di sensori utilizzati è inferiore a quello necessario
per costruire una rete ﬁtta, per cui il costo è molto minore, inoltre lo scam-
bio dei dati ha luogo su percorsi singlehop e risulta più aﬃdabile rispetto
i trasferimenti su percorsi multihop. Anche il consumo energetico è ridotto
perché, tramite opportune politiche di power management, il modulo radio
dei sensori viene acceso soltanto quando è il momento di trasferire i dati al
collettore mobile.
Ma il lato innovativo di U-sense consiste nell'idea di voler coinvolgere gli
abitanti delle città nella raccolta dei dati in modo attivo e poco invasivo: essi
possono diventare possessori di un dispositivo e collocarlo in una posizione di
proprio interesse (il balcone o il giardino di casa, un uﬃcio, una scuola, ecc.)
per poter visualizzare in tempo reale risultati concreti relativi ai luoghi in
cui trascorrono le proprie attività quotidiane ed eventualmente condividerli
con amici, vicini di casa o altri cittadini tramite un apposito social network.
Si ritiene infatti che mostrare dati reali sui fattori nocivi con cui essi vengono
eﬀettivamente in contatto e che quindi li riguardano in prima persona possa
Capitolo 2. Stato dell'arte 21
2.6. Conclusioni
risultare di maggior interesse, oltre ad essere fonte maggiore di incentivo e
sensibilizzazione. I dati da loro raccolti vengono integrati nel sistema con
quelli provenienti dalla rete di sensori pubblica per oﬀrire agli stessi cittadini
servizi che permettono ad esempio di individuare quali zone hanno il più
alto tasso di inquinamento in un certo momento e di deﬁnire in tempo reale
percorsi che, tenendo conto degli ultimi rilevamenti pervenuti, cercano di
minimizzare i tempi di esposizione nelle zone più dannose.
Il lavoro sviluppato ha dato particolare riguardo al consumo energeti-
co nell'ambito della raccolta dei dati, ottimizzando i protocolli di comuni-
cazione, i trasferimenti e l'individuazione delle fasi di inattività al ﬁne di
prolungare il più possibile il tempo di vita di ogni singolo dispositivo e,
conseguentemente, dell'intera rete.
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Architettura del sistema
In questo capitolo viene descritta in modo generale l'architettura del sistema
di Cooperative Urban Sensing (CUS), denominato U-Sense, realizzato
nella tesi e facente parte della vasta piattaforma di servizi di infomobilità e
di pagamento elettronico sviluppata nell'ambito del progetto Smarty. Lo
scopo di questo capitolo è oﬀrire un'introduzione al sistema descrivendone le
fasi e le componenti principali senza approfondirne i dettagli, che verranno
forniti nei capitoli successivi.
Dopo una breve descrizione degli obiettivi del progetto Smarty, nel para-
grafo 3.2 viene presentata l'architettura generale, deﬁnendo le fasi che per-
mettono la realizzazione degli scopi proposti e come queste si interfaccino
l'una con l'altra. In seguito viene descritta la fase di raccolta dei dati, sia
da parte dei sensori appartenenti alla WSN pubblica (par. 3.3), sia da quelli
acquistati dagli utenti e collocati in luoghi privati (par. 3.4). Il contesto in
cui si opera nei due casi è simile ma allo stesso tempo presenta importanti
diﬀerenze che portano a compiere tipi diﬀerenti di scelte. In ogni caso servo-
no protocolli e meccanismi adatti per realizzare un trasferimento aﬃdabile
ed eﬃciente dal punto di vista energetico.
Successivamente, nel paragrafo 3.5, viene presentato a grandi linee il mec-
canismo di elaborazione e di invio di tutti i dati ad un server remoto, centro
di raccolta del sistema, che li rende disponibili per la visualizzazione da parte
degli utenti e per l'implementazione dei servizi di infomobilità, brevemente
descritti nel paragrafo 3.6. Inﬁne, nel paragrafo 3.7, viene descritta la piat-
taforma utilizzata in questo lavoro per l'implementazione della WSN che si
occupa dell'operazione di raccolta dei dati.
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Il progetto SMARTY (Smart Transport for a Sustainable City) è un pro-
getto ﬁnanziato dal governo della Regione Toscana a cui prendono parte tra
i partner l'azienda Softec e l'Università di Pisa, e prevede una durata che va
dal 2012 al 2014.
Si parla sempre più spesso negli ultimi anni di Ambient Intelligence, rife-
rendosi con questo termine ad un ambiente elettronico pervasivo poco intru-
sivo e spesso impercettibile dall'uomo, in grado di predire i comportamenti
umani e reagire di conseguenza, con lo scopo di migliorare la quotidianità
della vita degli individui.
Obiettivo del progetto è la realizzazione di una piattaforma ICT 1 che
prevede l'integrazione di dati provenienti da centrali di monitoraggio e dispo-
sitivi di vario tipo distribuiti nell'ambiente cittadino e si propone di oﬀrire
servizi innovativi, quali informazioni in tempo reale sulla mobilità, sui ritardi
dei mezzi e sulla disponibilità di parcheggi e la gestione di mezzi di traspor-
to alternativi ed ecologici quali il car o bus pooling e il car o bike sharing,
prevedendo anche un sistema di pagamento elettronico per usufruire dei ser-
vizi, il tutto accedendo tramite il proprio smartphone. Inoltre è prevista la
possibilità di consultare i dati raccolti per ottenere un percorso da una certa
sorgente ad una certa destinazione, all'interno della città, che tenga conto
della condizione attuale del traﬃco, di eventuali ingorghi, di auto o di bici-
clette messe a disposizione dal comune e anche del livello di inquinamento
lungo i tratti da percorrere.
Un ramo del progetto Smarty si occupa del monitoraggio delle condizioni
ambientali all'interno dell'area cittadina per conoscere in tempo reale il livello
di inquinamento in certe zone di interesse o in punti critici (quali ospedali,
giardini, parchi pubblici, scuole) e poter costruire il percorso che presenta
il più basso livello di inquinamento tra quelli disponibili secondo gli ultimi
rilevamenti eﬀettuati dai dispositivi sparsi per la città.
A questo scopo, è stato realizzato U-sense, sistema di monitoraggio coo-
perativo (Cooperative Urban Sensing) in quanto coinvolge i cittadini nelle
operazioni di raccolta dei dati permettendo loro di scegliere il luogo in cui
posizionare i dispositivi sensori con l'obiettivo di oﬀrire dei servizi che li ri-
1Le Tecnologie dell'informazione e della comunicazione, (in inglese Information and
Communication Technology (ICT)), sono l'insieme dei metodi e delle tecnologie che
realizzano i sistemi di trasmissione, ricezione ed elaborazione di informazioni
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guardino in prima persona. In questa tesi ci si è occupati della progettazione
e dell'implementazione del sistema CUS in tutte le fasi che lo costituisco-
no, dalla raccolta dei dati da parte dei sensori alla costruzione del percorso
ottimale sulla base del livello attuale di inquinamento.
3.2 Architettura generale
In ﬁgura 3.1 è rappresentata l'architettura del sistema CUS.
Figura 3.1: Architettura del sistema CUS
A sinistra è raﬃgurata la fase di raccolta dei dati. I componenti che prendono
parte a questa operazione sono:
 Nodi sensori cittadini (statici);
 Nodi sensori privati (statici);
 Elementi mobili.
I nodi sensori cittadini sono dispositivi di proprietà dell'amministra-
tore del sistema, collocati in una posizione ﬁssa e dislocati per la città ad
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una distanza tale da non poter comunicare direttamente tra loro. Tale to-
pologia di rete è deﬁnita sparsa, in contrapposizione ad una WSN densa
in cui i nodi sono vicini e in grado di sentirsi reciprocamente. Nel successivo
paragrafo verrà spiegato perché è stata fatta questa scelta. In questo conte-
sto sono necessari degli elementi mobili che visitino i sensori in modo da
raccoglierne i dati ed eﬀettuare il loro caricamento sul sistema. Questi sono
trasportati da veicoli autonomamente in circolazione per la città o eventual-
mente anche da pedoni. I nodi sensori privati sono di proprietà di un
utente che, interessato al livello di inquinamento in una posizione speciﬁca,
decide di acquistarne uno per posizionarlo nel luogo di interesse, che potreb-
be essere ad esempio il proprio balcone o il proprio giardino. Tutti i sensori
del sistema eﬀettuano le misure sull'ambiente circostante secondo un periodo
di campionamento ﬁsso e uguale per tutti i dispositivi.
La fase successiva prevede l'inoltro dei dati collezionati ad un centro di
raccolta. Sempre in riferimento alla ﬁgura 3.1, nella parte centrale all'interno
del quadrato è mostrato il sottosistema di back-end, costituito da:
 Un server di raccolta;
 Un database;
 Un server web.
Requisito fondamentale è la disponibilità di una connessione alla rete In-
ternet. Nell'ambito della WSN pubblica, quando il Mobile Element (ME)
giunge in prossimità di un access point Wi-Fi trasmette tutti i dati ricevuti
dai sensori al server di raccolta, dove conﬂuiscono anche i dati dei sensori
privati. Il server di raccolta li inserisce in un database, rendendoli disponibili
online tramite un server web per la visualizzazione da parte degli utenti o
per l'implementazione dei servizi previsti.
Nella parte destra della ﬁgura 3.1 è rappresentata inﬁne la fase di pre-
sentazione dei dati all'utente ﬁnale, il cui accesso è previsto tramite diversi
tipi di dispositivi.
3.3 Raccolta dei dati - Ambiente urbano
Nelle reti di sensori tradizionali i nodi sono disposti secondo una topologia di
rete densa, in cui ciascuno di essi può comunicare con i suoi vicini e, tramite
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l'applicazione di protocolli di routing (centralizzati o distribuiti), viene co-
struito un albero che segna un percorso che collega qualsiasi dispositivo della
rete con il sink, nodo che fa da gateway con la rete Internet e che si occupa
dell'inoltro di tutti i dati a dei server remoti in modo che vengano imma-
gazzinati ed elaborati. I dati viaggiano dai nodi foglia alla radice secondo
percorsi multihop, ma questo comporta che man mano che ci si avvicina verso
i livelli più alti dell'albero aumenti la quantità di informazione trasmessa sui
link, causando il cosiddetto eﬀetto funnelling : i nodi più vicini alla radice
devono sopportare un carico maggiore, e questo determina una distribuzione
non uniforme del consumo energetico nella rete oltre ad un elevato numero
di collisioni.
Nel sistema CUS, come accennato nel paragrafo introduttivo, i sensori
dislocati per la città sono disposti secondo la topologia di una rete sparsa,
cioè si trovano ad una distanza tale da non poter comunicare direttamente
l'uno con l'altro, e questo richiede la presenza di un dispositivo mobile, il
Mobile Element(ME), che visiti periodicamente i sensori in modo che questi,
tramite un percorso single hop, possano trasmettergli i dati raccolti. Quando
il ME si trova in prossimità di un access point, i dati vengono inoltrati sulla
rete Internet.
I vantaggi introdotti dall'uso di una rete di sensori sparsa rispetto alla
topologia di rete densa sono molteplici:
 è adattabile a molte applicazioni, in quanto i sensori non hanno requi-
siti in termini di distanza reciproca;
 i costi sono minori in quanto il numero di sensori è sensibilmente
ridotto;
 le comunicazioni sono più aﬃdabili poiché i nodi sono distanti l'uno
dall'altro e i percorsi sono single hop, per cui si hanno meno interferenze
e collisioni, essendosi ridotte le contese nell'accesso al mezzo;
 è eﬃciente anche dal punto di vista energetico in quanto elimina l'ef-
fetto funnelling: la quantità di dati trasmessi su ogni link è la stessa
per ogni nodo.
Oltre ai vantaggi appena elencati, l'utilizzo di una rete sparsa introduce
anche delle diﬃcoltà da gestire in modo appropriato. In un dispositivo mote
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(a) WSN densa con sink ﬁsso
(b) WSN sparsa con sink ﬁsso e elementi mobili
Figura 3.2: Confronto tra rete di sensori densa (a) e sparsa (a)
del tipo Tmote Sky/TelosB, la piattaforma utilizzata nell'implementazio-
ne del sistema, il consumo energetico è ripartito tra le operazioni principali
nel modo mostrato in ﬁgura 3.3.
Figura 3.3: Ripartizione del consumo energetico in un dispositivo della
piattaforma Tmote Sky/TelosB
Le computazioni eseguite dalla CPU, il modulo MSP430, rappresentano il
13% del consumo energetico, il campionamento da parte di ciascuno dei due
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sensori integrati (uno di umidità e temperatura e uno di intensità luminosa)
consuma solo il 3%, mentre le operazioni più costose sono quelle di trasmis-
sione e ricezione, ad opera del chip radio CC2420, che consumano ben l'81%
dell'energia disponibile.
Fortunatamente, in una topologia di rete sparsa come quella utilizzata
in questo progetto, per la maggior parte del proprio tempo di vita un nodo
sensore è impegnato in operazioni di campionamento ed elaborazione dei
dati raccolti, mentre le trasmissioni si veriﬁcano soltanto in corrispondenza
del passaggio del ME nelle vicinanze. Da questo deriva quindi l'idea di
accendere la radio soltanto quando è il momento di comunicare con il ME e
di tenerla spenta il resto del tempo. È importante sottolineare che in questa
implementazione si è lavorato sotto l'ipotesi che l'elemento mobile non abbia
problemi di energia, e che quindi il problema del risparmio energetico riguardi
soltanto il dispositivo sensore.
Purtroppo, nella maggior parte dei casi, la mobilità del ME non è deter-
ministica, in quanto questo può essere trasportato da un'automobile, da un
autobus o anche da un pedone. Mezzi diversi hanno velocità diverse, abitu-
dini diverse e, ovviamente, un percorso non stabilito a priori, per cui non è
possibile prevedere l'esatto momento di passaggio né la durata del collega-
mento. Nasce quindi l'esigenza di un meccanismo che permetta al sensore
di rilevare la presenza di un elemento mobile nelle vicinanze, di modo che i
due possano comunicare.
Questo problema viene risolto con l'introduzione di una preliminare fase
di Discovery e con l'utilizzo di un opportuno protocollo che regola l'al-
ternanza di periodi di accensione a periodi di spegnimento della radio del
sensore per fare in modo che il passaggio dell'elemento mobile, notiﬁcato
attraverso la trasmissione continua di un determinato messaggio, venga ri-
levato tempestivamente, riducendo allo stesso tempo il consumo energetico
sul dispositivo. Tuttavia, questo meccanismo potrebbe ridurre il già breve
tempo disponibile per la comunicazione, che può avere luogo soltanto nell'in-
tervallo di tempo in cui il ME si trova all'interno del raggio di trasmissione
del sensore: da questa considerazione deriva il fatto che i parametri della
fase di discovery debbano essere settati con attenzione e che il trasferimento
dei dati debba essere veloce ed aﬃdabile, in modo da trasmettere soltanto
informazione utile.
Il protocollo di discovery, nelle sue due varianti Single Beacon e Dual
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Beacon, è stato dettagliatamente studiato in [10], per cui ne verrà data una
breve descrizione, rimandando per approfondimenti al lavoro menzionato.
3.3.1 Protocollo di discovery
Come introdotto nel precedente paragrafo, la topologia di rete scelta è quella
di una WSN sparsa, dove si ricorda che i sensori non possono comunicare
direttamente ma è necessaria la presenza di un elemento mobile che visiti i
dispositivi per raccogliere i dati da loro campionati e inviarli al sistema di
back-end.
Il protocollo diDiscovery prevede che la radio del sensore rimanga spen-
ta per la maggior parte del tempo e venga accesa soltanto quando si veriﬁca
il passaggio di un ME nelle vicinanze, in modo che possa avvenire lo scambio
di dati tra i due nodi.
Figura 3.4: Fasi di attività di un nodo sensore secondo il protocollo di
discovery
Tuttavia, poiché la mobilità del ME si assume non deterministica, il pro-
tocollo stabilisce che l'elemento mobile trasmetta periodicamente dei mes-
saggi, beacon, per avvisare i dispositivi nei paraggi della propria presenza,
e che i sensori attivino la radio per periodi brevi ma tali da consentire la
corretta ricezione di tale messaggio in modo da dare inizio così all'invio dei
dati.
Si deﬁnisce Duty Cycle il rapporto tra il periodo in cui la radio del
sensore è accesa (TON ) e il periodo totale (TOFF+TON ) (ﬁgura 3.5). A duty
cycle più bassi corrispondono TON più piccoli, per cui un ridotto consumo
energetico, ma anche una minore probabilità di rilevare il contatto: bisogna
per cui regolare in modo appropriato il tempo d'accensione TON e l'intervallo
con cui il beacon viene inviato TB (beacon period) per non compromettere le
prestazioni. Per avere un corretto funzionamento, il tempo TON deve essere
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Figura 3.5: Parametri della fase di discovery
tale da garantire una corretta ricezione dell'intero beacon anche nel caso
peggiore, per questo motivo
TON >= TB + TD (3.1)
dove TD è la durata di un beacon.
Si deﬁnisce area di contatto l'area all'interno della quale due sensori pos-
sono comunicare, cioè lo spazio in cui l'uno si trova nel raggio di comunica-
zione dell'altro. Le dimensioni del raggio di comunicazione sono determinate
dal livello di potenza con cui vengono eﬀettuate le trasmissioni.
Figura 3.6: Scenario di riferimento
Il tempo che intercorre tra l'ingresso e l'uscita del ME nell'area di contatto di
un sensore prende il nome di Nominal Contact Time: durante questo periodo
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di tempo, i due nodi sono ipoteticamente in grado di comunicare. Tuttavia,
poiché il sensore opera in duty cycle, non è detto che sia in grado di rilevare
immediatamente il passaggio del ME, per cui parte del tempo di contatto
viene speso per eﬀettuare il discovery. Il tempo eﬀettivamente disponibile
per la comunicazione prende il nome di Residual Contact Time. In ﬁgura 3.6
si può osservare una schematizzazione di quanto esposto ﬁn'ora. Nel seguito
verranno descritti due possibili protocolli di discovery, il protocollo Single
Beacon e il Dual Beacon.
Il protocollo Single Beacon (SB) è un protocollo di discovery tradi-
zionale che prevede che l'elemento mobile invii periodicamente un beacon
per annunciare la propria presenza utilizzando lo stesso livello di potenza
utilizzato dal nodo sensore per il trasferimento dei dati, quindi il sensore è
in grado di rilevarne il passaggio soltanto nel momento in cui il ME è entra-
to nella sua area di contatto. Durante la fase di discovery il nodo sensore
utilizza un duty cycle ﬁsso.
La fase di trasferimento dati inizia immediatamente dopo la ricezione di
un beacon. Durante la comunicazione, il duty cycle è ovviamente pari a 1
(radio sempre accesa). Se per un certo periodo di tempo non vengono più
ricevuti beacon da parte del ME, si assume che esso sia uscito dall'area di
contatto e si ritorna ad eseguire la fase di discovery in duty cycle.
Nel protocollo Dual Beacon Discovery (2BD) il ME alterna periodi-
camente l'invio di due diversi tipi di beacon: un LRB (Long Range Beacon),
che viene inviato ad una potenza maggiore di quella utilizzata dal nodo sen-
sore per la trasmissione, per cui può essere ricevuto anche al di fuori della
sua area di contatto e serve ad avvisare i sensori dell'avvicinamento dell'e-
lemento mobile, ed un SRB (Short Range Beacon), del tutto simile al beacon
utilizzato nel protocollo SB, che serve quindi a notiﬁcare l'ingresso del ME
nell'area di contatto del nodo che lo riceve.
Il sensore utilizza due diversi duty cycle: normalmente si trova in Low
Duty Cycle, ma al momento della ricezione di un LRB, poiché ipotizza che
un ME si stia avvicinando, commuta ad un High Duty Cycle, aumentando il
periodo di accensione della radio in modo da incrementare la probabilità di
ricevere un SRB e rilevare così tempestivamente l'ingresso del ME nell'area
di contatto, con un conseguente aumento del tempo residuo disponibile per
la comunicazione.
È previsto l'utilizzo di un timer, nel caso in cui venga ricevuto un LRB
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ma non un SRB (se ad esempio il ME si sta allontanando o segue un percorso
che non attraversa l'area di contatto del sensore): tale timer viene settato
alla ricezione dell'LRB, momento in cui il nodo sensore passa da un Low DC
ad un High DC, e allo scadere riporta l'attività del sensore in Low DC. Nel
caso in cui venga ricevuto un SRB senza aver ricevuto un LRB, il sensore
passa immediatamente dal Low DC a DC=1 ed inizia il trasferimento dei
dati.
In ﬁgura 3.7 è mostrato un esempio che rappresenta la fase di discovery
prima con il protocollo SB e poi con il 2BD.
(a) Discovery SB
(b) Discovery 2BD
Figura 3.7: Esempio esecuzione fase di discovery, in alto con il protocollo
SB, in basso con il 2BD
Per una trattazione più approfondita della fase di discovery e un confronto
tra le prestazioni dei due protocolli, si rimanda a [10].
In questo lavoro si è scelto di utilizzare per la fase di discovery il protocollo
Single Beacon perché più semplice e dalle prestazioni soddisfacenti per gli
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scopi dell'applicazione, come è emerso dalle prove eﬀettuate. È comunque
possibile modiﬁcare questa decisione e implementare il 2BD, per un'eventuale
valutazione di come la scelta del protocollo utilizzato in fase di discovery
possa inﬂuenzare il trasferimento dei dati.
3.3.2 Trasferimento dei dati
Rilevata la presenza dell'elemento mobile all'interno dell'area di contatto con
l'utilizzo del protocollo di discovery, il nodo sensore inizia il trasferimento
dei dati immediatamente dopo la ricezione di un beacon.
La soluzione proposta in questo lavoro consiste in un protocollo di tra-
sferimento a pacchetto aﬃdabile, grazie al meccanismo degli Acknowledg-
ments2, e veloce, in quanto l'obiettivo è trasmettere la maggior quantità
possibile di dati nel poco tempo disponibile per il contatto, la cui durata è
sconosciuta. È garantito che tutti i pacchetti vengano correttamente ricevu-
ti dall'elemento mobile e che quindi nessun dato venga perso. Tuttavia, in
situazioni particolari che verranno approfondite nel seguito, possono essere
originati dei duplicati. Si noti che i duplicati verranno aggregati dal sistema
nel momento di inserimento dei dati nel database.
Il ME continua ad eseguire il protocollo di discovery (quindi ad inviare
beacon) anche durante la ricezione dei messaggi, e per questo motivo si è
pensato di sfruttare il meccanismo del Piggybacking 3 per l'invio degli ACK,
inserendoli all'interno del beacon e trasmettendoli con esso per inviare il
minor numero possibile di pacchetti sulla rete e ridurre così la probabilità di
collisione.
L'ipotesi sotto cui si è svolto il lavoro di questa tesi è che un elemento
mobile comunichi con un unico sensore alla volta, anche se le strutture realiz-
zate per la gestione dei trasferimenti sono state organizzate in modo tale che
un ME possa supportare la comunicazione con un massimo di cinque nodi
sensori contemporaneamente. Tuttavia si ricorda che lo scenario di parten-
za è quello di una rete sparsa in cui i nodi non si trovano ad una distanza
tale da poter comunicare tra loro, per cui diﬃcilmente si potrà veriﬁcare la
2Messaggio di controllo emesso in risposta alla ricezione di un'informazione completa
3Il Piggybacking è un meccanismo di ottimizzazione che consiste nell'inserire dei mes-
saggi, solitamente ACK, nel payload di altri messaggi in modo da ridurre il numero di
pacchetti in circolazione
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Figura 3.8: Scambio di messaggi durante il trasferimento dei dati da un nodo
sensore a un elemento mobile in ambito pubblico
situazione in cui il ME si trovi a ricevere dati da più sensori nello stesso
momento.
Il protocollo sviluppato prevede l'invio continuo da parte del sensore dei
pacchetti accumulati a partire dall'ultimo inviato (e correttamente ricevuto)
durante l'ultimo passaggio di un ME. Si noti che i pacchetti di un sensore
possono essere raccolti da elementi mobili diversi, ma non è stato considerato
il caso in cui più elementi mobili si trovino nello stesso momento nell'area di
contatto di un sensore.
Come riscontro per l'avvenuta ricezione dei dati, l'elemento mobile invia
al sensore un ACK cumulativo, indicando il numero di sequenza dell'ultimo
pacchetto ricevuto nell'ordine corretto, e selettivo, indicando, con l'utilizzo
di una maschera di bit, eventuali pacchetti ricevuti fuori sequenza per fare
in modo che soltanto i pacchetti eﬀettivamente persi vengano ritrasmessi dal
sensore. Come accennato sopra, l'ACK viene inserito all'interno del beacon,
per cui viene inviato con lo stesso periodo TB. È importante sottolineare che
ogni ACK contiene l'identiﬁcativo del sensore a cui è indirizzato, in modo
che chi lo riceve riesca a capire se le informazioni contenute in quell'ACK
sono a lui rivolte. In ﬁgura 3.8 è presente una rappresentazione graﬁca di
quanto esposto.
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3.4 Raccolta dei dati - Ambiente privato
Il sistema di monitoraggio ambientale sviluppato oﬀre, come si è detto, la
possibilità ai cittadini di acquistare un sensore e posizionarlo in un luogo
di proprio interesse, quale ad esempio il giardino o il balcone della propria
abitazione, in modo da poter conoscere il livello di inquinamento in quei po-
sti dove la rete pubblica non può arrivare ma che risultano importanti per
le persone in quanto li riguardano direttamente. I dati raccolti da questi
sensori privati vanno ad aggiungersi a quelli collezionati dai sensori pub-
blici, distribuiti per la città, e vengono messi a disposizione di tutti, cioè un
qualunque altro utente può visualizzarli.
Si tratta di un contesto sensibilmente diverso dal precedente e per questo
la fase di raccolta dei dati va gestita in un modo diﬀerente, seppur sono pre-
senti dei punti in comune. In questo caso, infatti, il sensore è (idealmente)
posto in posizioni facilmente accessibili, trovandosi in un'abitazione dome-
stica, per cui le batterie possono essere sostituite o, in certi casi, si potrebbe
anche avere la possibilità di alimentare il dispositivo da rete elettrica.
L'operazione di inoltro al server remoto dei dati campionati dal sensore
non può essere aﬃdata ai dispositivi mobili che si occupano della raccolta in
ambiente cittadino, in quanto l'utente potrebbe aver collocato il sensore al
di fuori dei loro percorsi, in un luogo non traﬃcato o in una posizione tale
da risultare isolato. È necessario quindi che sia lo stesso proprietario ad oc-
cuparsene. Nell'attuale implementazione, l'utente dispone di due dispositivi:
un sensore, che eﬀettua le misure, ed un nodo, connesso ad un computer con
accesso a Internet, che riceve i dati dal sensore e li invia al server di raccolta.
Si ipotizza, inoltre, di disporre in qualunque momento di una connessione
ad Internet: questo fa si che i dati possano essere trasmessi immediatamente
al server a diﬀerenza di quanto avviene in ambiente cittadino, dove il ME
deve giungere in prossimità di un punto d'accesso alla rete per poter inoltrare
i dati al sistema.
Non è più necessario inﬁne l'utilizzo di un protocollo di discovery che dia
inizio alla fase di comunicazione, in quanto il nodo trasmettitore (il sensore)
e il nodo ricevitore (il dispositivo connesso al PC) sono sempre l'uno nell'area
di contatto dell'altro.
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3.4.1 Handshake di sincronizzazione
Nell'ambito della rete di sensori pubblica, l'inizio della comunicazione è af-
ﬁdato all'elemento mobile che con l'invio del beacon annuncia la propria
presenza in modo che un sensore in grado di riceverlo capisca che esso si
trova all'interno della propria area di contatto e invii i dati accumulati.
Nell'attuale implementazione, sia nel contesto privato che in quello pub-
blico, aﬃnché i dati raccolti possano essere trasmessi al server remoto, è
requisito fondamentale che il dispositivo ricevitore sia collegato alla porta
USB di un computer, ma questo nell'ambito privato determina che il ricevi-
tore sia inattivo se il computer dell'utente è spento. I periodi di attività del
nodo ricevitore sono quindi non regolari, in quanto funzione delle abitudini
dell'utente e dell'uso che egli fa del proprio computer: per questo motivo è
stato introdotto un breve scambio di messaggi iniziale che permetta ai due
nodi di sincronizzarsi prima di comunicare.
È importante sottolineare che, nonostante il contesto in cui si lavora sia
più favorevole rispetto quello in cui si opera in ambiente cittadino, essendo i
sensori collocati in posizioni facilmente raggiungibili, sempre all'interno delle
rispettive aree di contatto e quindi in grado di comunicare in qualunque
momento e, in condizioni normali di funzionamento, senza restrizioni sulla
durata della comunicazione, il consumo energetico è sempre un punto critico
in applicazioni con sensori e uno degli obiettivi principali quando si lavora in
questo campo deve essere cercare di rendere il tempo di vita dei dispositivi
più lungo possibile. Anche in ambiente privato, quindi, il nodo sensore deve
operare in duty cycle e alternare periodi di spegnimento e di accensione
della radio, tenendo in considerazione il fatto che per la maggior parte del
tempo esso è occupato in operazioni di campionamento e confezionamento
dei pacchetti e non sempre ha necessità di trasferire dati, se ad esempio
questi non sono ancora pronti (all'interno di un pacchetto vengono inseriti
più campioni, per cui bisogna attendere il tempo necessario a raccogliere il
numero suﬃciente di campioni prima di confezionare un nuovo pacchetto).
Poiché, come detto prima, il dispositivo ricevitore potrebbe non essere
sempre attivo e inoltre non sa quando il nodo sensore ha dei pacchetti pronti
da trasferire, si è scelto di aﬃdare al sensore il compito di dare inizio alla
comunicazione: con un certo periodo di report, dettato dal tempo neces-
sario per confezionare un nuovo pacchetto, invia un beacon per informare il
ricevitore che è pronto a comunicare. Se il ricevitore è attivo, risponde al
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beacon con un particolare ACK per dare conferma al sensore della propria
presenza. Se il sensore non riceve nessuna risposta, spegne la radio e torna
ad operare in duty cycle: i pacchetti non inviati vengono riposti in un buﬀer
e accumulati in attesa che il nodo ricevitore sia disponibile.
3.4.2 Trasferimento dei dati
Alla ricezione dell'ACK di risposta al beacon, il nodo sensore capisce che il
ricevitore è attivo e inizia a trasmettere i pacchetti accumulati dall'ultimo
report secondo l'ordine dettato dal numero di sequenza. Periodicamente il
nodo ricevitore invia un ACK cumulativo per informare il sensore di aver
ricevuto correttamente i pacchetti ﬁno al numero di sequenza indicato nel-
l'apposito campo. L'arrivo di pacchetti fuori ordine è notiﬁcato tramite una
maschera di bit in modo che eventuali perdite possano venire recuperate evi-
tando la ritrasmissione di pacchetti già ricevuti. Una volta inviati tutti i
dati, il sensore si pone in attesa di ricevere l'ACK che notiﬁchi l'avvenuta
consegna dell'ultimo messaggio inviato, dopodiché spegne la radio e riprende
a collezionare campioni ﬁno al successivo report.
In ﬁgura 3.9 è mostrato un esempio esplicativo dell'handshake di sincro-
nizzazione e del trasferimento dei dati dal sensore al nodo ricevitore.
Figura 3.9: Scambio di messaggi durante il trasferimento dei dati da un nodo
sensore ad un nodo ricevitore in ambito privato
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Nei capitoli 4 e 5 verranno approfondite le scelte implementative adotta-
te, rispettivamente nella rete pubblica e in ambiente privato relativamente
alla fase di raccolta dei dati, le tecnologie scelte per la realizzazione, le strut-
ture dati d'appoggio, la composizione dei pacchetti trasmessi sulla rete, le
funzioni principali eseguite dai vari componenti e il ﬂusso di esecuzione dei
programmi.
3.5 Invio dei dati al server remoto del sistema di
back-end
Nell'attuale implementazione è richiesto che sia l'elemento mobile, in am-
biente cittadino, che il nodo ricevitore, nell'ambito privato, siano collegati
alla porta USB di un computer in modo che i dati ricevuti vengano imme-
diatamente trasferiti sulla porta seriale e presi in gestione da un opportuno
software. L'unica diﬀerenza è che, mentre in ambiente privato si dispone di
una connessione ad Internet sempre attiva che permette di trasferire i dati
al server nel momento stesso in cui questi vengono ricevuti, nel caso della
raccolta nella rete pubblica questo non è più vero: i dati vengono trasmessi
non appena il ME si trova nelle vicinanze di un punto d'accesso alla rete.
Il software eﬀettua alcune elaborazioni sui pacchetti scomponendoli in
campioni, aggiungendo a ciascun campione l'informazione relativa all'istan-
te di ricezione e convertendo le letture digitali in valori ﬁsici con un'unità
di misura. Successivamente per ogni campione viene calcolato l'istante di
campionamento.
Appena si rileva la presenza di una connessione disponibile, i dati vengono
inviati al server di raccolta che inserisce i campioni all'interno del database.
I dettagli implementativi di questa fase sono descritti in modo più accurato
nel capitolo 6.
3.6 Presentazione dei dati
Quando i dati sono stati inseriti nel database, sono pronti per essere visualiz-
zati dagli utenti e disponibili ad essere utilizzati come input per l'implemen-
tazione dei servizi oﬀerti dal sistema. L'utente ha accesso ai servizi tramite
un'apposita interfaccia web che gli permette di:
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(a) visualizzare on line la mappa della propria città, su cui vengono po-
sti dei marker in corrispondenza delle posizioni dei sensori. É possi-
bile selezionare un marker per visualizzare i dati raccolti dal sensore
corrispondente;
(b) visualizzare la mappa dell'inquinamento della propria città, su cui vengo-
no mostrate delle aree colorate in modo diverso a seconda della concen-
trazione di inquinanti rilevata con gli ultimi campionamenti pervenuti;
(c) eﬀettuare la ricerca del percorso meno inquinato tra due punti. Tale per-
corso viene calcolato sulla base degli ultimi dati rilevati e viene disegnato
sulla mappa della città;
(d) esportare i dati in un ﬁle di formato .csv per ulteriori elaborazioni;
(e) creare un account e, nel caso possegga dei sensori, registrarli, inserendone
l'indirizzo, per poterne poi visualizzare i valori campionati; inoltre è
prevista una pagina dedicata in cui vengono mostrati solo gli ultimi
rilevamenti dei sensori che gli appartengono in modo da non doverli
ricercare sulla mappa (servizio a).
Questa parte è approfondita nel capitolo 7
3.7 Implementazione della fase di raccolta
La fase di raccolta nell'ambito delle WSN è stata implementata su dispositivi
del tipo Telosb/Tmote Sky, mostrato in ﬁgura 3.10. Questi dispositivi, svi-
luppati dall'Università della California di Berkeley, oﬀrono una piattaforma
open source a bassa potenza e a basso consumo per lo sviluppo di reti di
sensori.
Purtroppo dispongono di due soli sensori integrati, uno che misura tem-
peratura e umidità, l'altro intensità luminosa, ma nessun agente inquinante;
tuttavia presentano dei pin di espansione tramite cui è possibile montare
altri sensori esterni: l'idea è dunque quella di utilizzarli nella prima fase di
sperimentazione, per poi passare a sensori più complessi e adatti agli scopi
del sistema U-sense. Per questo motivo si farà riferimento, nei prossimi ca-
pitoli, ad un campione come l'insieme dei tre valori di temperatura, umidità
e intensità luminosa.
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Figura 3.10: Piattaforma TelosB/Tmote Sky
I sensori Tmote Sky montano il chip radio Chipcon CC2420 e un micro-
controllore MSP430. Lo stack CC2420 non supporta completamente lo stan-
dard IEEE 802.15.4 ma fornisce un'implementazione del protocollo B-MAC
compatibile con il livello ﬁsico di 802.15.4.
(a) Schema a blocchi (b) Board
Figura 3.11: Struttura del dispositivo TelosB/Tmote Sky
Le caratteristiche principali sono:
 Trasmissioni ﬁno a 250 kbps nella banda 2.4 GHz
 Compatibilità con altri dispositivi ZigBee/802.15.4
 Microcontrollore MSP430 caratterizzato da 8MHz, 10k di memoria
RAM e 48k Flash
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 Convertitore ADC/DAC integrato
 Antenna integrata che permette trasmissioni ﬁno a 50 m all'interno e
125 m all'esterno
 1 Mhz di memoria Flash esterna
 Sensori integrati di umidità, temperatura e intensità luminosa
 16 pin di espansione
 Supporto al sistema operativo TinyOS
 Possibilità di programmazione, alimentazione e comunicazione tramite
porta USB
TinyOS è un sistema operativo open-source sviluppato sempre dalla UC
di Berkeley per applicazioni su reti di sensori. Presenta un'architettura ba-
sata su componenti che permette una rapida esecuzione dei programmi mi-
nimizzando il codice, secondo quelli che sono i vincoli sulla memoria carat-
terizzanti le WSN. Per approfondimenti su TinyOS, si veda la appendice
A.
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Capitolo 4
Raccolta dei dati in ambito
pubblico
Argomento principale di questo capitolo è la gestione della raccolta dei dati
campionati dai sensori della rete pubblica del sistema U-sense dislocati per la
città, operazione denominata raccolta opportunistica in quanto vengono
sfruttati dei veicoli cittadini autonomamente in circolazione per gli scopi
dell'applicazione.
Dopo una breve introduzione, verrà descritto il funzionamento del proto-
collo realizzato per eﬀettuare il trasferimento dei dati tra sensore ed elemento
mobile, speciﬁcandone i principi e gli obiettivi nel paragrafo 4.2 e descriven-
do in 4.3 come vengono gestiti gli invii e le ritrasmissioni, mostrando un
esempio per facilitarne la comprensione; in 4.4 e 4.5 verranno rispettivamen-
te presentate le strutture dei pacchetti trasmessi durante la comunicazione e
le strutture dati d'appoggio all'esecuzione degli algoritmi realizzati; succes-
sivamente in 4.6 verrà presentato il ﬂusso di esecuzione che descrive l'imple-
mentazione, realizzata sul sistema operativo TinyOS, delle due componenti
sensore ed elemento mobile. Inﬁne verranno mostrati nel paragrafo 4.7 alcu-
ni risultati ottenuti nei test eﬀettuati per provare il corretto funzionamento
del protocollo di trasferimento.
4.1 Introduzione
Lo scenario in cui si opera è quello di una Wireless Sensors Network sparsa
con elemento mobile di raccolta (ME). Come già discusso, il ME annuncia
43
4.1. Introduzione
Figura 4.1: Relazione tra velocità, distanza, e probabilità di perdita dei
pacchetti
la propria presenza tramite l'invio periodico di uno speciﬁco messaggio che,
nel momento in cui viene ricevuto da un sensore, dà inizio al trasferimento
dei dati.
Dato il contesto in cui ci si trova, lo scambio dei dati deve avvenire in
modo rapido, aﬃdabile ed eﬃciente dal punto di vista energetico, al ﬁne di
sfruttare il più possibile il poco tempo di contatto che si ha a disposizione e
che, si ricorda, è già ridotto dalla preliminare fase di discovery. Inoltre, nel
caso in cui ci si trovi in corrispondenza dei conﬁni dell'area di contatto, la
qualità del canale è scarsa e le comunicazioni sono aﬀette da errori e perdite.
Anche la velocità del mezzo su cui è posizionato l'elemento mobile potrebbe
inﬂuenzare negativamente la qualità dei contatti in quanto più velocemente
esso si muove, minore è il tempo a disposizione per lo scambio dei dati,
con una conseguente riduzione della banda disponibile, come mostrato in
ﬁgura 4.1. Come caso estremo, alcuni contatti potrebbero anche non essere
rilevati, se la velocità è troppo elevata o l'elemento mobile attraversa l'area
di contatto nei punti più distanti dal sensore.
Queste e altre considerazioni sono alla base dei principi su cui si basa
il protocollo di trasferimento sviluppato per la gestione dello scambio di
dati tra un sensore e l'elemento mobile, protocollo che realizza uno scambio
aﬃdabile e veloce riducendo al minimo lo scambio di messaggi di controllo
tra i nodi.
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4.2 Principi di progetto
Per eﬀettuare la raccolta dei dati nell'ambito di una WSN con sensori sparsi
nell'ambiente cittadino, è stata sviluppata un'applicazione TinyOS che rea-
lizza le varie fasi della raccolta, cioè campionamento, discovery e scambio
dei dati, ed è stato implementato un protocollo a pacchetto, denominato
Urban Data Transfer (UDT), che si colloca nello stack protocollare al di
sopra del livello MAC e che controlla che il trasferimento dei dati tra sen-
sore ed elemento mobile si svolga correttamente, rilevando eventuali errori e
gestendo le ritrasmissioni dei pacchetti persi.
La comunicazione ha luogo tra un nodo sensore ﬁsso, per comodità
deﬁnito NS, che dispone di una quantità di dati limitata campionata in un
certo periodo di tempo, e un elemento di raccolta mobile, ME, che riceve
i dati dai sensori e li inoltra al sistema di back-end, ed ha inizio quando il
sensore rileva la presenza del ME nella propria area di contatto in seguito alla
ricezione di un messaggio di beacon da lui trasmesso. In generale, l'elemento
mobile di raccolta può disporre della possibilità di collegarsi ad Internet
oppure aver necessità di giungere in prossimità di un punto d'accesso alla
rete che permetta al dispositivo di eﬀettuare il trasferimento dei dati al
sistema.
Trattandosi di una rete di sensori sparsa con elemento mobile, vi sono
alcune limitazioni che impongono che il protocollo di trasferimento debba
soddisfare alcuni requisiti. Si assume che il NS abbia risorse limitate, in
termini di quantità di memoria, CPU ed alimentazione, mentre l'elemen-
to mobile, dotato di maggiori capacità computazionali rispetto il semplice
sensore, dispone di risorse inﬁnite.
Poiché la comunicazione può avvenire soltanto quando il ME si trova
all'interno dell'area di contatto del NS, il tempo disponibile per lo scambio
dei dati, denominato contact time, è molto breve e la sua durata è scono-
sciuta, in quanto dipende dalla traiettoria percorsa dall'elemento di raccolta
all'interno dell'area di contatto, che inﬂuenza anche la qualità del canale,
che, essendo wireless, è già di natura aﬀetto da errori e perdite di dati. An-
che l'istante di inizio del contatto è sconosciuto, essendo la mobilità del ME
non controllabile, e richiede una fase preliminare di discovery già discussa in
3.3.1.
Visto il breve tempo a disposizione, non è conveniente eﬀettuare un sen-
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sing del canale per veriﬁcare che esso sia libero prima dell'inizio di una
trasmissione , come è ad esempio previsto dallo standard IEEE 802.11 che
fa uso di tecniche Carrier Sense Multiple Access (CSMA) 1 e che è utiliz-
zato nella tecnologia Wi-Fi, perché provocherebbe un'ulteriore riduzione del
tempo di contatto. Inoltre è preferibile che vi sia la minima interazione tra i
due nodi al ﬁne di ridurre al minimo indispensabile i pacchetti di controllo e
di gestione della connessione a favore dei pacchetti dati in modo che il breve
tempo di contatto venga utilizzato quanto più possibile per la trasmissione
di informazione utile.
Inﬁne, un altro aspetto da tenere in considerazione è che le operazioni di
trasmissione e ricezione via radio sono le più costose dal punto di vista ener-
getico, per cui, essendo il sensore alimentato a batteria, è necessario evitare le
ritrasmissioni non necessarie in quanto, su larga scala, queste consisterebbero
in uno spreco di energia.
4.3 Urban Data Transfer Protocol
Il protocollo UDT prevede che il sensore invii i pacchetti di cui dispone
secondo l'ordine con cui questi sono posizionati nel buﬀer in cui vengono
inseriti una volta confezionati. La disposizione all'interno del buﬀer segue
l'ordine dettato dal numero di sequenza, per cui i pacchetti vengono trasmessi
con numero di sequenza incrementale. Periodicamente il sensore riceve un
messaggio di Acknowledgement (ACK), inviato dal ME che ha ricevuto i
dati al ﬁne di notiﬁcare l'avvenuta consegna. L'ACK permette di rilevare
l'eventuale perdita di pacchetti, in modo che il sensore possa ritrasmetterli.
La comunicazione continua ﬁnché vi sono pacchetti da trasmettere o ﬁno a
quando l'elemento mobile non si allontana dall'area di contatto.
Anche durante la fase di trasferimento dei dati, il ME trasmette periodi-
camente un messaggio di beacon, secondo i parametri stabiliti dal protocollo
di discovery, in modo che questo possa servire ad altri sensori nella zona
per rilevarne la presenza: per limitare quindi la quantità di informazione
in circolo per i canali radio, si è scelto di inserire all'interno del pacchet-
to di beacon uno o più messaggi di ACK in un'apposita lista, sfruttando il
meccanismo del Piggybacking. Ciascun ACK della lista è indirizzato ad un
1Protocollo MAC utilizzato per regolare l'accesso di più dispositivi alla rete in modo
da evitare che trasmettano contemporaneamente provocando collisioni
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determinato NS, speciﬁcato tramite un apposito campo che contiene l'iden-
tiﬁcativo del sensore, e si riferisce ai dati ricevuti nell'ultimo TB; all'interno
dell'ACK sono poi indicati il numero di sequenza dell'ultimo pacchetto rice-
vuto correttamente ed una maschera (nell'implementazione attuale di 16 bit)
utilizzata per notiﬁcare al sensore destinatario dell'ACK se alcuni pacchetti
sono andati persi.
La maschera è realizzata in modo tale che l'i-esimo bit valga 0 se il
pacchetto con numero di sequenza pari a i + il numero di sequenza dell'ultimo
ricevuto correttamente (speciﬁcato dall'ACK) non è stato ancora ricevuto, 1
altrimenti.
L'elemento mobile dispone di una struttura d'appoggio che permette di
tener traccia dell'arrivo dei pacchetti man mano che questi vengono ricevuti,
ponendo a 1 la posizione corrispondente al numero di sequenza del pacchetto
nel momento in cui esso lo riceve. Quando, allo scattare dell'intervallo di
beacon, confeziona un nuovo messaggio, riempie il campo maschera dell'ACK
copiandovi il contenuto delle posizioni di tale struttura d'appoggio successive
al valore del numero di sequenza dell'ultimo pacchetto arrivato in ordine
secondo quelle che sono le dimensioni della maschera: se non si sono veriﬁcati
errori nell'ordine di consegna dei pacchetti, tutti i bit della maschera sono
posti a 0, altrimenti vi saranno alcuni bit posti a 1.
I pacchetti corrispondenti alle posizioni della maschera contenenti 0 ante-
cedenti l'ultimo 1 sono assunti come persi e verranno ritrasmessi dal sensore,
a partire dall'ultimo ricevuto in sequenza e saltando quelli per cui la cor-
rispondente posizione della maschera vale 1. Se, ad esempio, l'ACK indica
come ultimo numero di sequenza ricevuto correttamente il valore 15, mentre
la maschera vale 0010100...0, allora vuol dire che i pacchetti con numero di
sequenza 18 e 20 sono arrivati fuori ordine, il 16, il 17 e il 19 sono considerati
persi mentre dal 21 in poi si assume che non siano ancora stati trasmessi: in
questo caso, soltanto i pacchetti 16, 17 e 19 vengono ritrasmessi.
Se nell'ultimo TB l'elemento mobile non ha ricevuto dati da nessun
sensore, la lista di ACK contenuta nel beacon non contiene dati signiﬁcativi.
La comunicazione termina quando il sensore non riceve beacon per un
determinato intervallo di tempo: in questo caso, egli assume che l'ME sia
uscito dal suo raggio di comunicazione e torna ad operare in duty cycle.
Di seguito sono elencate le caratteristiche principali:
 Oﬀre garanzie sulla consegna dei pacchetti;
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 Viene utilizzato un meccanismo di ACK tramite cui il ME notiﬁca
al NS la corretta ricezione dei dati. Tale meccanismo non segue le
classiche tecniche Automatic Repeat-reQuest (ARQ) 2 utilizzate nelle
reti a pacchetto tradizionali, in quanto queste introducono tempi di
latenza. Si tratta di un ACK cumulativo, in quanto viene indicato il
numero di sequenza dell'ultimo pacchetto ricevuto correttamente, e allo
stesso tempo selettivo in quanto vengono anche speciﬁcati eventuali
pacchetti ricevuti fuori sequenza tramite una apposita maschera di bit
al ﬁne di evitare che questi vengano ritrasmessi;
 Sebbene i pacchetti possano arrivare non in ordine, il numero di se-
quenza che identiﬁca ciascun pacchetto permette un successivo riordi-
namento. Si noti che l'operazione di ordinamento non viene compiuta
al momento della ricezione ma successivamente, per sempliﬁcare e ve-
locizzare il più possibile le funzioni svolte durante il trasferimento ed
evitare di consumare il poco tempo utile per la comunicazione;
 Supporta la raccolta dei dati di uno stesso sensore da elementi mobili
diversi, in quanto lo stato del trasferimento viene resettato ad ogni
comunicazione sia sul lato NS che sul lato ME. Al momento, non
è supportata la comunicazione contemporanea tra un sensore e più
elemento mobili;
 Richiede un overhead praticamente nullo. Infatti:
(a) il sensore inizia la trasmissione dei pacchetti immediatamente do-
po la ricezione del beacon senza scambio di ulteriori messaggi di
controllo;
(b) si ricorre al piggybacking per la consegna degli ACK, che vengono
inseriti e trasportati all'interno dei pacchetti di beacon al ﬁne di
ridurre la quantità di pacchetti trasmessi e limitare le collisioni;
(c) la chiusura della connessione avviene in modo implicito, quando il
NS non riceve beacon per un periodo di tempo ﬁssato. Il sensore
termina l'invio dei dati e torna ad operare in duty cycle;
2Le tecniche ARQ sono utilizzate nei sistemi di telecomunicazioni per rilevare (ma
non correggere) gli errori. I pacchetti corrotti vengono scartati e viene richiesta la loro
ritrasmissione.
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 Il numero dei pacchetti duplicati è ridotto al minimo grazie ad op-
portuni controlli; infatti le ritrasmissioni vengono eﬀettuate soltanto
quando:
(a) si ha la certezza, per notiﬁca via ACK, che determinati pacchetti
sono stati persi;
(b) i pacchetti vengono ricevuti da un elemento mobile che si trova
ai conﬁni dell'area di contatto del sensore, che non riceve corret-
tamente l'ACK e alla prossima comunicazione ritrasmetterà gli
stessi pacchetti;
(c) la comunicazione si interrompe mentre sono in corso operazioni
di recupero e ritrasmissioni perché il dispositivo mobile esce dal
raggio di comunicazione del NS. Quando il contatto termina, il
sensore resetta le variabili e alla prossima connessione trasmette a
partire dal pacchetto successivo all'ultimo correttamente ricevuto
in sequenza per evitare problemi di inconsistenza, ritrasmettendo
anche eventuali pacchetti per cui aveva già ricevuto un ACK;
 Un beacon può trasportare più ACK (rivolti a sensori diversi): questo
implica che se l'elemento mobile ha ricevuto dati da più sensori nel-
lo stesso TB può notiﬁcare la corretta ricezione a destinatari diversi
utilizzando un unico pacchetto. Ogni ACK della lista contiene l'identi-
ﬁcativo del sensore a cui è rivolto e verrà quindi preso in considerazione
soltanto dal sensore interessato.
4.3.1 Esempio
Si riporta in ﬁgura 4.2 un esempio di comunicazione tra un NS e un ME per
chiarire quanto esposto ﬁn'ora. Si noti che, per esigenze graﬁche, non sono
state rispettate le proporzioni tra i periodi TOFF e TON e le durate dei
pacchetti, di gran lunga inferiori.
Nell'esempio riportato, il NS riceve un beacon durante la fase di listening
ed inizia subito il trasferimento dei dati. I pacchetti 5, 6 e 7 si perdono, per
cui il ME segnala tramite ACK (c) che l'ultimo correttamente ricevuto è
stato il 4, mentre l'8 è arrivato fuori sequenza. Nel frattempo il NS ha
continuato ad inviare, trasmettendo anche i pacchetti 9 e 10, ma non appena
riceve l'ACK (c) che segnala l'arrivo fuori sequenza del pacchetto numero 8,
ritrasmette immediatamente i pacchetti 5, 6 e 7.
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Figura 4.2: Esempio di comunicazione tra NS e ME nella raccolta
opportunistica, in ambito pubblico
Quando scatta il successivo TB, il ME non ha ancora ricevuto i pacchetti
persi, ma ha ricevuto i pacchetti 9 e 10, per cui invia un altro ACK (d)
in cui l'ultimo ricevuto in ordine rimane il pacchetto 4, e aggiunge ai fuori
sequenza 9 e 10. È da sottolineare che, dopo aver ritrasmesso il pacchetto 7,
il NS salta il 9 e il 10, non avendo ancora ricevuto nessun ACK a riguardo,
e procede con l'invio di 11: soltanto i pacchetti segnalati come persi sono
ritrasmessi. Quando il sensore riceve l'ACK (d), avendo già ritrasmesso 5, 6
e 7 e considerando che l'ACK ricevuto non sia ancora aggiornato, setta un
timer e continua con il normale ordine di invio, inviando i pacchetti 12 e 13.
In questo caso, l'ACK successivo (e) segnala che la situazione è stata
recuperata e che tutti i pacchetti ﬁno al 12 sono arrivati correttamente. In
caso contrario, se, allo scattare del timer settato dal sensore, l'ACK ricevuto
avesse notiﬁcato ancora la perdita di 5, 6 e 7, questi sarebbero stati trasmessi
nuovamente in quanto riconsiderati persi.
4.4 Struttura dei pacchetti trasmessi
I pacchetti trasmessi durante lo scambio di dati tra un ME e un NS possono
essere di due tipi:
 NodePacket
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 BeAckMsg
Pacchetto NodePacket
Il pacchetto NodePacket è inviato dal nodo sensore e contiene le informa-
zioni relative ai dati campionati. La struttura presenta i seguenti campi:
0 7 15 31
Sensor ID Sequence Number
First Sent Time Counter
Temp Value Humid Value
Light Value
Sample 2
...
Sample N
Figura 4.3: Struttura del pacchetto NodePacket. In grigio la struttura di un
campione
 Sensor ID - Identiﬁcativo del sensore che ha inviato il pacchetto,
assegnato dall'amministratore del sistema. Tale ID viene associato ad
ogni campione e permette di risalire alla posizione del sensore, in modo
che questa non debba essere inserita in ogni pacchetto
 Sequence Number - Numero di sequenza del pacchetto. Ogni sensore
lo pone a 0 all'invio del primo pacchetto in assoluto e lo incrementa di 1
ad ogni nuovo messaggio. Raggiunto l'ultimo numero rappresentabile,
viene resettato a 0
 First Sent - Numero di sequenza del primo pacchetto inviato durante
un contatto con un ME. Viene settato all'inizio di ogni nuova comu-
nicazione ed è uguale per tutti i pacchetti della stessa sessione. Serve
a rilevare un'eventuale perdita del primo (o dei primi) pacchetti della
sequenza
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 Sample - Lista di campioni contenuta nel pacchetto
Ogni pacchetto dati porta con sé una lista di un certo numero (ﬁssato dai
parametri di conﬁgurazione) di campioni. Ciascun campione, evidenziato
nella struttura del pacchetto, ha i seguenti campi:
 Time Counter - Serve a ricavare l'istante di campionamento di ogni
campione (si veda capitolo 6), quindi ad associare un riferimento tem-
porale. Ad ogni nuovo campionamento viene incrementato il campo
time_counter di tutti i campioni di tutti i pacchetti contenuti in quel
momento nel buﬀer dei pacchetti: i campioni più vecchi hanno così il
campo time_counter più grande
 Temp Value - Valore di temperatura
 Humid Value - Valore di umidità
 Light Value - Valore di intensità luminosa
Pacchetto Beacon
Il pacchetto BeAckMsg rappresenta il beacon trasmesso dall'elemento mo-
bile e trasporta al suo interno una lista di ACK. Un beacon presenta la
struttura mostrata nella ﬁgura sottostante, dove:
0 7 15 31
Type With ACK Sensor ID
Last Acked Mask
ACK 2
...
ACK N
Figura 4.4: Struttura del pacchetto BeAckMsg. In grigio la struttura di un
ACK
 Type - Indica se il beacon è un SRB o un LRB. Tale campo è utilizzato
soltanto nel caso in cui si utilizzi 2BD come protocollo di discovery
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 With Ack - Indica se il beacon contiene almeno un ACK. Quando un
sensore lo riceve, se è in attesa di un ACK (se ha inviato dei dati ma
non ne ha ancora ricevuto notiﬁca) e questo campo è settato a TRUE,
scorre la lista di ACK in cerca di un ACK a lui indirizzato
 Ack List - Lista di ACK
Ogni ACK, evidenziato nella struttura del beacon, presenta i campi:
 Sensor ID - ID del sensore a cui è diretto
 Last Acked - Numero di sequenza dell'ultimo pacchetto ricevuto nel-
l'ordine corretto
 Mask - Maschera di 16 bit per notiﬁcare tramite un meccanismo di
ACK selettivo quali pacchetti non sono ancora stati ricevuti. Se l'i-
esimo bit è settato a 1, vuol dire che l'i-esimo pacchetto successivo a
last_acked è stato ricevuto fuori sequenza
4.5 Strutture dati d'appoggio
In questo paragrafo vengono mostrate le strutture dati utilizzate come ap-
poggio durante l'esecuzione degli algoritmi che realizzano lo scambio dei
dati.
Si ricorda che le scelte compiute in termini di dimensioni dei pacchetti
e delle strutture d'appoggio sono legate all'uso dei sensori Tmote Sky per
lo sviluppo dell'applicazione: nel caso si utilizzi una tecnologia diversa, è
facilmente possibile modiﬁcare soltanto i parametri di conﬁgurazione secondo
quelle che sono le capacità dei dispositivi utilizzati.
Nell'implementazione si fa uso della sola memoria ram dei sensori Tmote,
in modo da evitare le costose operazioni di scrittura e lettura dalla memoria
ﬂash e velocizzare così lo scambio dei dati. Questo ovviamente limita la
disponibilità di memoria utilizzabile dall'applicazione.
4.5.1 Elemento mobile
Anche l'elemento mobile, come il nodo sensore, è un dispositivo della famiglia
Tmote Sky, per cui presenta le stesse limitazioni in termini di memoria e
capacità computazionali del sensore. Tuttavia il fatto di essere collegato alla
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porta USB del computer, requisito essenziale per il corretto funzionamento
dell'applicazione, introduce notevoli vantaggi: innanzitutto il tempo di vita
del dispositivo è potenzialmente inﬁnito, e in secondo luogo i dati ricevuti
via radio vengono inoltrati sulla porta seriale destinandoli al software di
elaborazione, per cui il dispositivo non ha necessità di immagazzinarli in
locale, risparmiando una notevole quantità di memoria.
Poiché ci si è posti nello scenario di una rete di sensori sparsa, si è ipo-
tizzato che l'elemento mobile potesse comunicare al più con un sensore alla
volta. Tuttavia, è stata prevista la possibilità di comunicazioni parallele con
più sensori, ﬁssando un valore massimo N. Il ME dispone di un array di
N elementi di tipo BuﬀerElement dove ciascun elemento è destinato alla
comunicazione con un sensore diverso.
Figura 4.5: Struttura BuﬀerElement utilizzata dal nodo mobile per la gestione
delle comunicazioni con i sensori e il recupero dei pacchetti persi
L'array è gestito in modo circolare, per cui una volta riempite tutte le
posizioni, vengono riutilizzate quelle iniziali, contenenti i dati più vecchi. La
struttura di questo buﬀer, riportata in ﬁgura 4.5, è costituita dai seguenti
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campi:
 sensor_ID - ID del sensore a cui si riferiscono le variabili contenute
in quella posizione del buﬀer
 last_received - Indica il numero di sequenza dell'ultimo pacchetto
ricevuto nell'ordine corretto
 received[BUF_SIZE] - Array per tenere traccia dei pacchetti già
ricevuti, gestito in modo circolare. All'arrivo di un pacchetto, la po-
sizione corrispondente al suo numero di sequenza viene settata con 1.
Viene utilizzato per costruire la maschera
 last_received_SN - Rappresenta il numero di sequenza dell'ultimo
pacchetto ricevuto anche fuori sequenza
 ﬁrst - Indica la prima posizione libera nel buﬀer received [ ]. Se tut-
ti i pacchetti arrivano correttamente, è la posizione successiva a la-
st_received, altrimenti indica la posizione del primo pacchetto perso
 last - Indica la posizione nell'array received [ ] dell'ultimo pacchetto
ricevuto (in ordine o fuori sequenza)
 clean_i - Indice utilizzato per la pulizia periodica dell'array received [
]. Come già detto, la maschera dell'ACK viene costruita sulla base
degli elementi di received [ ] prendendo un certo numero di posizioni
successive a last_received, e poiché tale buﬀer è gestito in modo circo-
lare, resettando periodicamente gli elementi non più utili si evita che
la maschera prenda dati vecchi, generando inconsistenze
 is_signiﬁcant - Indica se il corrispondente elemento del buﬀer è si-
gniﬁcativo. Se questo campo è posto a TRUE allora vuol dire che
sono stati ricevuti nuovi dati nell'ultimo intervallo di beacon e quindi
è necessario costruire un ACK da inserire nel prossimo beacon
 duplicated - Variabile di conteggio dei pacchetti duplicati. Serve per
eﬀettuare delle statistiche sul funzionamento dell'applicazione
 arrived - Variabile che indica la somma di tutti i pacchetti ricevuti,
sia corretti che duplicati. Serve per uso statistico
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 arrived_OK - Variabile che indica i pacchetti ricevuti correttamente
che trasportano informazioni utili. Serve per uso statistico
Ciascun elemento del buﬀer è dedicato ad un singolo sensore per tutta la du-
rata di una comunicazione e viene resettato periodicamente, per permettere
a diversi elementi mobili di raccogliere i dati di uno stesso sensore, in quanto
in questo modo ad ogni passaggio la comunicazione risulta nuova (essendo
stati cancellati i dati relativi al precedente passaggio) e viene accettato qua-
lunque numero di sequenza iniziale. Se così non fosse, l'elemento mobile si
aspetterebbe il numero di sequenza successivo all'ultimo ricevuto nella pre-
cedente comunicazione, in quanto per lui sarebbe un continuo del precedente
scambio di dati, ma il sensore potrebbe averlo inviato nel frattempo ad un
altro ME, e questo potrebbe generare una situazione di deadlock.
Anche il NS, nel momento in cui rileva il termine del contatto con un
elemento mobile, resetta tutti i campi relativi ad eventuali pacchetti ricevuti
fuori sequenza, altrimenti nel caso in cui il successivo contatto si veriﬁchi
con un ME diverso, esso non invierebbe quei pacchetti in quanto ha già ri-
cevuto un ACK nel contatto precedente, ma il nuovo elemento mobile, non
sapendo che quei dati sono già stati consegnati ad un altro ME, li crederebbe
persi continuando a richiederne la ritrasmissione, provocando un'altra situa-
zione di stallo. Questa scelta è dunque inevitabile e porta alla creazione di
pacchetti duplicati, anche se in numero limitato.
4.5.2 Sensore
Il sensore dispone di un buﬀer di elementi NodePacket in cui immagazzinare
i pacchetti già confezionati pronti per l'invio, denominato buﬀer_packets.
Oltre al buﬀer dei pacchetti, vi sono altre strutture d'appoggio che ser-
vono a gestire le ritrasmissioni dei pacchetti persi. Si riportano in ﬁgura 4.6
le principali strutture dati utilizzate. In alto (a) sono rappresentati nell'or-
dine il buﬀer in cui vengono immagazzinati i pacchetti pronti per l'invio,
buﬀer_packets, array di elementi di tipo NodePacket, l'array di elementi
bool sent[ ], dove l'i-esimo elemento indica se l'i-esimo pacchetto in buf-
fer_packets[ ] è stato già inviato, e l'array di bool acked[ ], dove l'i-esimo
elemento indica se è stato ricevuto un ACK relativo all'i-esimo pacchetto di
buﬀer_packets. In basso (b) sono invece rappresentati l'array di bool avera-
gePackets[ ], che indica se l'i-esimo pacchetto è un pacchetto aggregato, e
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(a)
(b)
Figura 4.6: Strutture d'appoggio utilizzate dal nodo sensore
l'array di elementi SamplerMsg entry[ ], struttura d'appoggio dove vengono
inseriti i campioni raccolti ﬁnchè non si raggiunge il numero suﬃciente a
confezionare un nuovo pacchetto. Tutti gli array descritti, ad eccezione di
entry [ ], sono gestiti in modo circolare.
Si noti che la gestione delle ritrasmissioni è eﬀettuata sulla base della
posizione all'interno del buﬀer e non del numero di sequenza, per questo
tutti gli array sopra elencati hanno le stesse dimensioni.
4.6 Raccolta dei dati
La raccolta dei dati in ambito pubblico è gestita da due applicazioni che
implementano l'elemento sensore e il nodo ricevitore, realizzate in TinyOS
facendo uso del linguaggio NesC, linguaggio di programmazione ad eventi
per sistemi embedded basato su componenti.
In TinyOS, un'applicazione è un'aggregazione di componenti di livel-
lo inferiore, ciascuna dedicata allo svolgimento di un determinato compito.
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L'aggregazione di più componenti prende il nome di conﬁgurazione. Le varie
componenti che costituiscono una conﬁgurazione sono interconnesse tra loro
mediante le interfacce, che rappresentano le funzioni che una componente
può svolgere. Per approfondimenti, si rimanda all'appendice A.
Inizialmente viene fornita una breve descrizione dei ﬁle contenenti l'im-
plementazione dell'applicazione, in un secondo momento vengono descritte
le due conﬁgurazioni dell'elemento mobile e del nodo sensore, speciﬁcando
quali componenti le costituiscono e da quali interfacce sono collegate, ed
inﬁne è descritto il ﬂusso di esecuzione del programma.
4.6.1 Implementazione
L'applicazione è costituita dai seguenti ﬁle:
 MobileElementC.nc e SensorNodeC.nc
 MobileElementP.nc e SensorNodeP.nc
 SampleBuﬀer.h, NodePacket.h e BeAckMsg.h
 Parameters.h
 ReadingComponentP.nc e ReadingInterface.nc
 Makeﬁle
Il ﬁle SampleBuﬀer.h contiene la deﬁnizione della struttura BuﬀerEle-
ment utilizzata dal ME per la gestione delle comunicazioni con i sensori. I ﬁle
BeAckMsg.h e NodePacket.h contengono il primo la struttura del pacchetto
di Beacon e del messaggio di ACK, il secondo la struttura di un campione e
del pacchetto dati trasmesso dal sensore. Le deﬁnizioni dei pacchetti devo-
no essere note ad entrambe le componenti dell'applicazione aﬃnché possano
essere correttamente decodiﬁcate da chi li riceve. In Parameters.h sono indi-
cati i parametri di conﬁgurazione che stabiliscono ad esempio le dimensioni
dei buﬀer, la durata dei tempi di accensione e spegnimento della radio del
sensore, il numero di campioni da inserire in ciascun pacchetto e la durata
dei timer.
MobileElementP.nc e MobileElementC.nc rappresentano rispettivamente
l'implementazione della componente elemento mobile e la sua conﬁgurazio-
ne. Allo stesso modo SensorNodeP.nc e SensorNodeC.nc contengono l'imple-
mentazione della componente e la conﬁgurazione del modulo sensore. I ﬁle
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ReadingInterface.nc e ReadingComponentP.nc contengono rispettivamente
la deﬁnizione dell'interfaccia che segnala il termine del campionamento e
della componente che la implementa.
Il Makeﬁle permette di deﬁnire delle opzioni di compilazione per impo-
stare ad esempio la dimensione del payload nel frame radio CC2420, che di
default è 28 byte, per modiﬁcare il canale di comunicazione o ancora per
disattivare alcune funzionalità del modulo CC2420, quale l'invio automati-
co di un ACK alla ricezione di un qualsiasi messaggio per cui il controllo
hardware dell'indirizzo è andato a buon ﬁne. Contiene anche delle istruzioni
che permettono tramite il programma MIG (Message Interface Generator)
di generare in automatico dei ﬁle in Java che deﬁniscono la struttura dei
pacchetti, di modo che questi possano venire interpretati dai programmi di
supporto (quelli oﬀerti da TinyOS quale ad esempio il tool MsgReader, o
dal programma sviluppato nella tesi per l'interpretazione e l'invio dei dati
al server, il MsgSenderOnConnection, che verrà descritto nel capitolo
6) dopo essere stati inoltrati dal dispositivo che rappresenta l'elemento di
raccolta sulla porta USB del computer cui è connesso.
4.6.2 Conﬁgurazione
Conﬁgurazione dell'elemento mobile
In ﬁgura 4.7 è rappresentata MobileElementC, la conﬁgurazione della com-
ponente che rappresenta l'elemento mobile: i riquadri con il bordo scuro
indicano le componenti che la costituiscono, mentre i riquadri più chiari
rappresentano la connessione tra le componenti tramite interfaccia, dove i
riquadri puntinati indicano le interfacce usate e quelli tratteggiati le inter-
facce oﬀerte. MobileElementP implementa il dispositivo mobile utilizzando
le funzionalità oﬀerte dalle componenti cui è connesso, proprie del sistema
operativo TinyOS, cioè:
 MainC tramite l'interfaccia Boot - Fornisce le funzionalità base, tra
cui il boot
 LedsC tramite l'interfaccia Leds - Gestisce l'accensione e lo spegni-
mento dei led posti sul sensore
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Figura 4.7: Conﬁgurazione TinyOS che implementa il dispositivo di raccolta
mobile
 TimerForBeacon, istanza della classe TimerMilliC, tramite l'inter-
faccia Timer<TMilli> - Timer con granularità dei millisecondi, regola
il periodo di invio del beacon
 TimerCleaning, istanza della classe TimerMilliC, tramite l'interfac-
cia Timer<TMilli> - Timer con granularità dei millisecondi, si occupa
della pulizia periodica dell'array received per la gestione della maschera
 TimerReset, istanza della classe TimerMilliC, tramite l'interfaccia
Timer<TMilli> - Timer con granularità dei millisecondi, gestisce la
pulizia periodica delle strutture BuﬀerElement
 ActiveMessageC tramite le interfacce Receive e SplitControl - Si oc-
cupa della ricezione dei dati via radio e permette l'accensione e lo
spegnimento della radio
 SerialActiveMessageC tramite le interfacce Receive, AMSend, Split-
Control, Packet e AMPacket - Si occupa della comunicazione sulla
porta seriale
 Un'istanza della componente AMSenderC, tramite le interfacce AM-
Send, Packet e AMPacket - Si occupa dell'invio dei dati sulla radio
 UserButtonC tramite le interfacceGet<button state> e Notify<button
state> - Permette di compiere alla pressione del bottone User presente
sulla board del sensore le funzioni speciﬁcate nel codice
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Conﬁgurazione dell'elemento sensore
Il nodo sensore è realizzato tramite la conﬁgurazione SensorNodeC che in-
terconnette la componente SensorNodeP, sviluppata in questa tesi, con le
componenti proprie di TinyOS raﬃgurate in ﬁgura 4.8 che forniscono al-
cune funzionalità necessarie all'implementazione delle operazioni svolte dal
sensore.
Figura 4.8: Conﬁgurazione che implementa il nodo sensore in TinyOS
Il modulo SensorNodeP è interconnesso con:
 MainC tramite l'interfaccia Boot - Fornisce le funzionalità base, tra
cui il boot
 LedsC tramite l'interfaccia Leds - Gestisce l'accensione e lo spegni-
mento dei led posti sul sensore
 ReadingComponentP tramite l'interfaccia ReadingInterface - Com-
ponente sviluppata in questa tesi, si occupa della gestione delle letture
dai tre sensori di umidità, temperatura e intensità luminosa presenti
sul dispositivo e segnala quando tutte le letture sono terminate
 TimerSending, istanza della classe TimerMilliC, tramite l'interfaccia
Timer<TMilli> - Timer con granularità dei millisecondi, regola l'invio
dei pacchetti sulla radio
 TimerSensing, istanza della classe TimerMilliC, tramite l'interfaccia
Timer<TMilli> - Timer con granularità dei millisecondi, determina il
periodo di campionamento
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 TimerDC, istanza della classe TimerMilliC, tramite l'interfaccia Ti-
mer<TMilli> - Timer con granularità dei millisecondi, regola l'accen-
sione e lo spegnimento della radio in duty cycle
 TimerContact, istanza della classe TimerMilliC, tramite l'interfac-
cia Timer<TMilli> - Timer con granularità dei millisecondi, scatta se
durante una comunicazione non viene ricevuto nessun beacon per un
certo intervallo di tempo: in questo caso si assume che il ME sia uscito
dall'area di contatto e che la comunicazione sia terminata
 TimerCleaning, istanza della classe TimerMilliC, tramite l'interfac-
cia Timer<TMilli> - Timer con granularità dei millisecondi, si occupa
della pulizia periodica delle strutture d'appoggio
 WaitBeaconTimer, istanza della classe TimerMilliC, tramite l'inter-
faccia Timer<TMilli> - Timer con granularità dei millisecondi, viene
settato nel momento in cui viene ricevuto un beacon con un ACK che
segnala la perdita di alcuni pacchetti. I pacchetti persi vengono ritra-
smessi immediatamente, ma poiché si potrebbero ricevere altri ACK
non ancora aggiornati, per un tempo stabilito da WaitBeaconTimer,
questi vengono ignorati per evitare di dare origine a duplicati
 AMSenderC, tramite le interfacce AMPacket, Packet e AMSend -
Gestisce l'invio dei pacchetti sulla radio
 ActiveMessageC, tramite l'interfaccia SplitControl - Componente
che permette di accendere e spegnere la radio
 AMReceiverC, tramite l'interfaccia Receive - Gestisce la ricezione di
pacchetti dalla radio
 SensirionSht11C(Temp), tramite l'interfaccia Read<uint16 t> - Com-
ponente relativa al sensore SensirionSht11C presente sul mote, si oc-
cupa della lettura del valore di temperatura
 SensirionSht11C(Humid), tramite l'interfaccia Read<uint16 t> -
Componente relativa al sensore SensirionSht11C presente sul mote, si
occupa della lettura del valore di umidità
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 HamamatsuS1087ParC(Light), tramite l'interfaccia Read<uint16
t> - Componente relativa al sensore HamamatsuS1087ParC presente
sul mote, si occupa della lettura del valore di intensità luminosa
 UserButtonC, tramite le interfacceGet<button state t> e Notify<button
state t> - Permette di rilevare la pressione del pulsante User presen-
te sul dispositivo e di svolgere determinate funzioni in base a quanto
stabilito dal codice
Si noti che i valori campionati di temperatura, umidità e intensità luminosa
sono espressi come valori digitali e devono essere convertiti tramite formule
apposite. Questa procedura, svolta dal software che elabora i dati prima di
inviarli al server, verrà descritta nel capitolo 6.
4.6.3 Flusso di esecuzione
Si riportano ora i diagrammi di ﬂusso rispettivamente del modulo MobileE-
lementP e del modulo SensorNodeP, seguiti da una breve spiegazione del
funzionamento e delle operazioni principali svolte dalle due componenti.
MobileElementP
In ﬁgura 4.9 è raﬃgurato il diagramma di ﬂusso che schematizza l'esecuzione
della componente MobileElementP che, come è evidente dalla ﬁgura, prevede
tre funzionalità principali.
Allo scadere di ogni TB viene confezionato un nuovo beacon e inviato
in broadcast sulla radio. Prima di inviarlo, si controlla tramite il campo
is_signiﬁcant in ogni elemento BuﬀerElement dell'array utilizzato come ap-
poggio se sono stati ricevuti nuovi dati nell'ultimo intervallo e, per ogni po-
sizione dell'array per cui is_signiﬁcant risulta vero, viene costruito un ACK
che viene inserito nell'apposita lista all'interno del beacon, per notiﬁcare al
sensore mittente l'eﬀettiva consegna dei dati. Ogni ACK speciﬁca nel campo
sensor_ID l'identiﬁcativo del sensore a cui esso è indirizzato in modo che
se più sensori, presenti all'interno del raggio di comunicazione dell'elemento
mobile, ricevono il beacon, ciascuno di essi possa riconoscere il proprio dalla
lista.
Un'altra funzionalità importante è la ricezione dei pacchetti trasmessi
dai sensori e il controllo sull'ordine di consegna, che permette di rilevare
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Figura 4.9: Diagramma di ﬂusso del componente MobileElementP
eventuali perdite e chiederne la ritrasmissione tramite ACK. La ricezione
di un nuovo pacchetto è notiﬁcata in TinyOS tramite la segnalazione di un
evento dalla componente ActiveMessageC. Il pacchetto ricevuto non viene
tenuto in memoria dal sensore che realizza l'elemento mobile, ma inviato
al modulo di elaborazione realizzato, MsgSenderOnConnection, tramite la
porta seriale, come verrà descritto nel capitolo 6.
Su ogni pacchetto vengono eﬀettuati dei controlli per veriﬁcare l'ordine
di consegna dei pacchetti ricevuti. Innanzitutto il ME ricerca nelle posizioni
dell'array di elementi BuﬀerElement il sensor_ID mittente del pacchetto: se
non lo trova vuol dire che è iniziata una nuova comunicazione, per cui conﬁ-
gura opportunamente le variabili di controllo. Successivamente viene settata
a 1 la posizione del campo received [ ] (si veda ﬁgura 4.5) corrispondente al
numero di sequenza del pacchetto ricevuto, in modo da segnalare che quel
pacchetto è arrivato, e viene determinato il numero di sequenza dell'ultimo
pacchetto arrivato in ordine, inserito nel campo last_received.
Nel momento in cui viene confezionato un nuovo ACK, vengono copiate
nel campo mask le posizioni di received [ ] successive a last_received secondo
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quelle che sono le dimensioni della maschera. In questo modo il sensore è in
grado di rilevare se si sono veriﬁcate perdite di pacchetti: se l'i-esima posi-
zione successiva a last_received contiene il valore 1, vuol dire che il pacchetto
con numero di sequenza last_received + i è arrivato fuori sequenza, e tutte
le posizioni poste a 0 prima dell'ultima posta a 1 indicano che i pacchetti
corrispondenti sono andati persi e devono essere ritrasmessi.
Se per un periodo di tempo stabilito non vengono ricevuti dati da nes-
sun sensore, tutte le strutture d'appoggio vengono resettate. Questo rende
possibile che la raccolta dei dati di un sensore avvenga ad opera di elementi
mobili diversi.
Inﬁne, funzionalità secondaria ma comunque necessaria, è il cleaning pe-
riodico dell'array received [ ], ﬁno alla posizione indicata da last_received, di
ogni elemento della struttura BuﬀerElement su cui viene costruita la ma-
schera. Il cleaning periodico consente di ritrovare queste strutture azzerate
nelle elaborazioni successive (received [ ] è gestito in modo circolare) ed evi-
tare quindi di rilevare falsi pacchetti fuori sequenza, con possibili duplicati e
conseguenti inconsistenze nello scambio dei dati.
SensorNodeP
In ﬁgura 4.10 è mostrato il ﬂusso di esecuzione della componente SensorNo-
deP dove, come nel modulo MobileElementP, si possono individuare tre rami
paralleli.
Innanzitutto viene svolta un'operazione di campionamento periodico dei
tre valori di temperatura, umidità e intensità luminosa ad opera dei sensori
integrati sul dispositivo.
Quando tutte le letture sono state eﬀettuate, viene costruito un nuovo
campione che viene conservato in un buﬀer temporaneo; una volta raggiunto
il numero di campioni necessario a confezionare un nuovo pacchetto, secondo
quanto stabilito dai parametri di conﬁgurazione, questo viene immagazzinato
nel buﬀer buﬀer_packets nella posizione immediatamente successiva all'ulti-
mo inserito, in attesa che venga rilevato il passaggio di un elemento mobile
a cui trasmettere i dati. Il buﬀer in cui vengono conservati i pacchetti pronti
viene gestito come coda FIFO circolare, ciò vuol dire che l'ordine con cui i
pacchetti verranno trasmessi è lo stesso con cui sono stati inseriti, cioè segue
il numero di sequenza.
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Figura 4.10: Diagramma di ﬂusso del componente SensorNodeP
Nel caso in cui il buﬀer sia pieno, situazione che in condizioni normali
di funzionamento dovrebbe veriﬁcarsi molto raramente, si esegue una specie
di compressione, aggregando un numero ﬁssato di pacchetti (i più vecchi) e
calcolando la media dei campioni in essi contenuti; i valori ottenuti vengono
poi distribuiti nell'intervallo temporale in cui i campioni sono stati prelevati
utilizzando il campo time_counter associato ad ogni campione (si veda 4.6),
in modo da mantenere anche in questi intervalli un andamento dei valori
campionati, seppur meno preciso. Il nuovo pacchetto viene inserito in buf-
fer_packets nella posizione consecutiva all'ultimo inserito, assumendone il
successivo numero di sequenza, come un normale pacchetto.
Un'altra importante funzionalità è l'esecuzione della fase di discovery,
alternando periodi di sleeping a periodi di listening del canale accendendo la
radio in duty cycle. Se, durante una fase di listening, viene ricevuto un bea-
con, il dispositivo inizia a trasmettere i pacchetti contenuti in buﬀer_packets[
] prelevandoli secondo ordine FIFO. L'invio dei pacchetti è regolato da un
timer, TimerSending, sia per esigenze hardware della radio, sia per eﬀettuare
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un controllo di ﬂusso che permette al ME di poter gestire tutti i pacchetti
ricevuti via radio: questi infatti vengono inoltrati sulla porta seriale che,
avendo tempi di trasmissione più lenti, costituisce il collo di bottiglia della
comunicazione.
Alla ricezione di un beacon da parte del nodo mobile, il sensore controlla
se questo contiene un ACK a lui indirizzato e, in caso positivo, controlla i
campi last_received e mask dell'ACK per rilevare la presenza di pacchetti
persi. In questo caso, ritrasmette a partire dal primo pacchetto perso, sal-
tando quei pacchetti per cui ha ricevuto un ACK (tramite la maschera) e
quei pacchetti già inviati ma per cui non è stato ancora ricevuto un ACK
aggiornato che ne segnali la perdita, al ﬁne di evitare duplicati: solo se si ha
conferma che i pacchetti sono stati persi vengono ritrasmessi.
La trasmissione continua ﬁnché ci sono elementi da trasmettere o ﬁnché
non si rileva la ﬁne del contatto: se per un certo intervallo di tempo (gestito
dalla componente TimerContact) non viene ricevuto nessun beacon, si assu-
me che l'elemento mobile si sia allontanato dall'area di contatto del sensore e
il contatto si ritiene terminato. Il dispositivo torna ad eseguire il protocollo
di discovery in fase di sleeping.
L'ultima funzione è, come nel ME, l'avvio periodico di un task di pulizia
che ripulisce le strutture d'appoggio gestite in modo circolare (gli array acked [
], sent [ ] e average[ ], si veda 4.6) per impedire che vengano riutilizzati
valori relativi a pacchetti precedenti che causerebbero inconsistenze nella
comunicazione.
4.7 Test eﬀettuati
Per testare se la raccolta dei dati funzionasse correttamente, sono state ef-
fettuate numerose prove soprattutto con l'obiettivo di valutate le prestazioni
del protocollo di trasferimento in termini di pacchetti trasmessi, duplicati
e ritrasmessi. La maggior parte di queste prove si è svolta all'interno del
Dipartimento di Ingegneria dell'Informazione dell'Università di Pisa, utiliz-
zando un dispositivo TelosB ﬁsso come nodo sensore e uno connesso ad un
computer portatile trasportato per il dipartimento, rappresentante l'elemen-
to mobile di raccolta, con velocità di movimento pari alla velocità media di
un umano (3.6 km/h). Dai risultati riscontrati è emerso che, in questo scena-
rio, le performance del protocollo sono soddisfacenti e rispettano i requisiti
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preposti, in quanto il numero dei duplicati è molto basso e questi hanno
origine soltanto al veriﬁcarsi di condizioni particolari.
In questo paragrafo si riportano i risultati di tre prove che si sono rivelate
signiﬁcative ed esplicative del funzionamento dell'applicazione di raccolta
dati, rappresentando con dei graﬁci gli intervalli temporali che richiedono
interesse. Sull'asse delle ascisse vi è il riferimento temporale espresso in ms,
mentre sull'asse delle ordinate è indicato il numero di sequenza del pacchetto
ricevuto nell'istante di tempo corrispondente, in modo da poter visualizzare
l'andamento nel tempo dell'ordine di arrivo dei dati all'elemento mobile.
Nei graﬁci, ad ogni quadratino corrisponde un pacchetto, e per ciascuno è
indicato il relativo numero di sequenza.
4.7.1 Prova n°1 - Gestione ritrasmissioni
La prima prova che viene mostrata vuole mettere in evidenza che le ritrasmis-
sioni si veriﬁcano soltanto quando necessario, al ﬁne di evitare di generare
pacchetti duplicati. Di seguito sono riportati i risultati ottenuti da questa
prova:
 Pacchetti trasmessi dal sensore: 191
 Pacchetti ricevuti dal ME: 179
 Pacchetti duplicati: 0
 Pacchetti ritrasmessi: 12
 Pacchetti utili ricevuti dal ME: 179
Su 191 pacchetti trasmessi dal sensore, 179 sono stati ricevuti correttamen-
te dal nodo mobile, con 0 duplicati e la ritrasmissione di soli 12 pacchetti
da parte del sensore. Dalla ﬁgura 4.11, si nota che tra i numeri di sequen-
za 40 e 59 sono stati riscontrati dei problemi: alcuni pacchetti sono stati
persi e ritrasmessi, determinando un ordine d'arrivo non sequenziale, ma si
vuole sottolineare che non sono stati originati duplicati. Probabilmente, in
quel momento il nodo mobile si trovava in una posizione tale da rendere le
condizioni del canale non delle migliori, ma il protocollo riesce a recuperare
correttamente la situazione.
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Figura 4.11: Prova 1. Ordine di ricezione dei pacchetti da parte dell'elemento
mobile tra i numeri di sequenza 39 e 64
4.7.2 Prova n°2 - Condizione che genera duplicati
I risultati riscontrati nella seconda prova sono stati i seguenti:
 Pacchetti trasmessi dal sensore: 290
 Pacchetti ricevuti dal ME: 236
 Pacchetti duplicati: 15
 Pacchetti ritrasmessi: 69
 Pacchetti utili ricevuti dal ME: 221
Come è prevedibile, il numero dei pacchetti inviati dal NS è maggiore del
numero di pacchetti ricevuti dal ME in quanto parte di questi si perdono e
vengono quindi ritrasmessi. A diﬀerenza di quanto accade nella prova n°1,
dove nonostante le perdite non si sono avuti duplicati, nella prova n°2 grossi
blocchi di dati vengono ritrasmessi (il numero dei pacchetti ritrasmessi è piut-
tosto elevato, quasi un quarto del totale dei pacchetti trasmessi), causando
numerosi duplicati ma, trattandosi di un canale wireless, bisogna aspettarsi
che la qualità della comunicazione non sia molto alta. Grazie alle operazio-
ni compiute dal protocollo, nonostante l'elevato numero di ritrasmissioni, il
numero dei duplicati è comunque basso perché le ritrasmissioni sono limitate
ai soli casi necessari.
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Figura 4.12: Prova 2. Ordine di ricezione dei pacchetti da parte dell'elemento
mobile tra i numeri di sequenza 109 e 139
Figura 4.13: Prova 2. Ordine di ricezione dei pacchetti da parte dell'elemento
mobile tra i numeri di sequenza 175 e 195
Nei due graﬁci riportati nelle ﬁgure 4.12 e 4.13 sono raﬃgurati gli inter-
valli in cui ha avuto luogo il maggior numero di ritrasmissioni veriﬁcatesi
durante la prova n°2. Si può ipotizzare che in questi intervalli il nodo mobi-
le stesse per uscire dall'area di contatto del sensore e che la comunicazione
stesse per essere interrotta: in condizioni del genere la bassa qualità del ca-
nale, oltre a causare perdite sia di pacchetti dati sia di beacon (e quindi di
ACK), provoca l'interruzione della comunicazione proprio durante le opera-
zioni di ritrasmissione, dando luogo così a pacchetti duplicati, in quanto al
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successivo contatto vengono ritrasmessi (per i motivi spiegati nei precedenti
paragraﬁ relativi all'implementazione, si veda par. 4.6) anche quei pacchetti
che il nodo mobile aveva già ricevuto e per cui aveva già inviato un ACK,
non ricevuto dal nodo sensore.
4.7.3 Prova n°3 - Recupero della perdita dei primi pacchetti
di una sessione
Nella prova n°3 sono stati ottenuti i seguenti risultati:
 Pacchetti trasmessi dal sensore: 323
 Pacchetti ricevuti dal ME: 294
 Pacchetti duplicati: 1
 Pacchetti ritrasmessi: 30
 Pacchetti utili ricevuti dal ME: 293
In questo caso è emersa una caratteristica importante del protocollo di tra-
sferimento: il recupero degli errori è gestito nel modo corretto anche nel caso
in cui si perdano i primi pacchetti di una sessione di comunicazione.
Questo richiede una particolare attenzione in quanto nell'elemento mobile
il rilevamento dei pacchetti persi si basa su un confronto con l'ultimo numero
di sequenza precedentemente ricevuto e, nel caso del primo pacchetto della
sessione, non si hanno dati su cui fare confronti, in quanto i dati relativi alla
sessione precedente sono stati azzerati: proprio per questo motivo è necessa-
rio inserire all'interno del pacchetto dati l'informazione sul numero di sequen-
za del primo pacchetto trasmesso durante una sessione di comunicazione. In
ﬁgura 4.14 è mostrato l'intervallo iniziale della comunicazione.
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Figura 4.14: Prova 3. Ordine di ricezione dei pacchetti da parte dell'elemento
mobile tra i numeri di sequenza 0 e 31
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Capitolo 5
Raccolta dei dati in ambiente
privato
Il lato innovativo del sistema U-sense, come già accennato nei capitoli in-
troduttivi, riguarda la possibilità per i cittadini di acquistare un sensore e
partecipare all'operazione di raccolta, collocandolo in un luogo di proprio
interesse e mettendo i dati a disposizione di tutti gli altri utenti.
In questo capitolo viene descritto il modo in cui viene realizzata la rac-
colta dei dati in ambiente privato, quando il sensore è posto in luoghi non
raggiungibili dai mezzi pubblici e da tutti gli altri veicoli che potrebbero
trasportare l'elemento mobile. Dopo una breve introduzione, nel paragrafo
5.2 verranno esposti i principi di progetto che stanno alla base dell'imple-
mentazione, presentata nei paragraﬁ 5.3 e 5.4. Successivamente, in 5.5 e 5.6
verranno descritte rispettivamente le strutture dei pacchetti scambiati tra i
dispositivi e le strutture d'appoggio utilizzate. Inﬁne nel paragrafo 5.7 verrà
presentata nel complesso l'applicazione TinyOS realizzata.
5.1 Introduzione
Come in ambiente pubblico, la comunicazione ha luogo tra due dispositivi:
un nodo sensore, che raccoglie misure periodicamente, ed un nodo ricevitore,
a cui il sensore trasmette i dati raccolti di modo che possano essere inoltrati
al server remoto del sistema di back-end, dove conﬂuiscono tutti i dati di
U-sense. L'ambiente in cui si opera è però sensibilmente diverso, in quanto
le condizioni di comunicazione sono migliori:
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 il collegamento tra sensore e ricevitore è sempre disponibile, per cui
non è richiesta una preliminare fase di discovery ma il sensore può
accendere la radio e inviare i dati non appena ha un nuovo pacchetto
da trasmettere;
 i sensori sono posti in luoghi più accessibili e da questo deriva che
è facile sostituirne le batterie una volta consumate o addirittura, in
alcuni casi, si potrebbero anche alimentare tramite la rete elettrica;
 si può ipotizzare di disporre di una connessione ad Internet sempre
attiva.
Su queste considerazioni sono stati deﬁniti i principi di progetto, descritti
nel paragrafo successivo, che hanno portato alla realizzazione di un'applica-
zione TinyOS che implementa tutte le fasi della raccolta: campionamento,
sincronizzazione tra trasmettitore e ricevitore, scambio di dati e rilevamento
degli errori durante la comunicazione.
5.2 Principi di progetto
Il monitoraggio della qualità dell'aria in ambiente privato è eﬀettuato ad
opera di un dispositivo sensore, che nel tempo eﬀettua dei campionamen-
ti per prelevare informazioni dall'ambiente circostante, e di un dispositivo
ricevitore, con accesso alla rete Internet, che, quando ne ha la disponibili-
tà, riceve i dati campionati dal sensore e li trasmette al server di raccolta,
agendo da gateway.
Nel contesto in cui si opera, è possibile assumere che il nodo ricevitore e
il nodo sensore siano ﬁssi, all'interno dei rispettivi raggi di comunicazione e
che il collegamento tra essi sia sempre disponibile, purché i dispositivi siano
attivi, quindi non è necessario ricorrere ad un protocollo di discovery, come
nell'ambiente urbano, ma basta un semplice meccanismo di sincronizzazione
che dia inizio al trasferimento.
Secondo quelli che sono i requisiti dell'applicazione, legati all'uso della
tecnologia Tmote Sky per l'implementazione dei due nodi, per il corret-
to funzionamento è necessario che il ricevitore, quando è in funzione, sia
connesso alla porta USB di un computer aﬃnché i dati ricevuti via radio
possano essere trasferiti tramite l'interfaccia seriale al programma che si oc-
cupa dell'elaborazione e dell'invio al centro di raccolta. Questo determina
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che i periodi di attività del dispositivo ricevitore siano legati alle abitudini
dell'utente, in quanto il nodo è inattivo se il computer è spento, mentre il
nodo sensore è sempre in attività, occupato in operazioni di campionamento
e confezionamento dei pacchetti. Si è scelto, quindi, di assegnare al nodo
sensore il compito di dare inizio alla comunicazione tramite l'invio di un
apposito messaggio che fa parte di un breve handshake di sincronizzazione.
Per quanto riguarda la fase di trasferimento, in questo caso ci sono meno
restrizioni rispetto l'ambiente pubblico in quanto il tempo di contatto è più
lungo e non aﬀetto dai problemi che si hanno nell'Urban Data Transfer (si
veda par. 4.2). Tuttavia, per esigenze energetiche, anche in questo contesto
il sensore deve operare in duty cycle e i trasferimenti devono comunque
avvenire nel minor tempo possibile, in modo da prolungare il tempo di vita
della batteria del sensore. Lo scambio dei dati e le ritrasmissioni dei pacchetti
persi sono gestiti da un protocollo di trasferimento denominatoHome Data
Transfer (HDT) che si colloca nello stack protocollare al di sopra del livello
MAC.
5.3 Sincronizzazione dei dispositivi
Il sensore eﬀettua il campionamento con periodo TC e una volta accumulato il
numero di campioni massimo da poter inserire in un pacchetto ne confeziona
uno nuovo, lo ripone in un buﬀer d'appoggio e invia un messaggio di beacon
per informare il nodo ricevitore, se attivo, della propria disponibilità all'invio
di nuovi dati.
Si deﬁnisce TR l'intervallo di tempo con cui il sensore invia un beacon
al nodo ricevitore come tentativo di inizio di una nuova comunicazione. Ta-
le periodo tiene conto del tempo necessario per collezionare il numero di
campioni da inserire in un nuovo pacchetto.
Il nodo sensore, come in ambiente urbano, opera in duty cycle alternando
periodi di accensione e spegnimento della radio secondo quelle che sono le
esigenze delle trasmissioni, in modo da ridurne l'impatto sul consumo ener-
getico ed aumentare la durata della batteria. È importante sottolineare che
il nodo ricevitore non ha problemi di questo tipo, essendo alimentato via
USB, per cui se è attivo anche la sua interfaccia radio lo è. Essendo le comu-
nicazioni iniziate dallo stesso sensore, anche i parametri che regolano il duty
cycle sono legati al periodo di campionamento, in quanto il sensore accenderà
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la radio soltanto quando avrà nuovi dati da trasmettere. Il tempo di accen-
sione deve essere tale da permettere al dispositivo di inviare correttamente
un beacon e di riceverne la relativa risposta da parte del nodo ricevitore.
Deﬁnito TBI la durata del beacon e TBA la durata dell'ACK di risposta,
TON = TBI + TBA (5.1)
L'accensione della radio coincide con l'inizio del periodo di report, per cui si
può osservare che
TR = TON + TOFF (5.2)
e che
TR = TC ∗ k (5.3)
dove TC è il periodo di campionamento e k è il numero di campioni da inserire
in un pacchetto.
Nel caso in cui il nodo ricevitore sia attivo, esso risponde prontamente
al beacon con un ACK di Reply che segnala al sensore di essere pronto a
ricevere i dati. Se invece non viene ricevuta risposta, il sensore riprende ad
operare in duty cycle, attendendo lo scadere del successivo periodo di report
per ritentare l'apertura della connessione.
5.4 Home Data Transfer Protocol
Il nodo sensore trasmette in burst tutti i pacchetti accumulati a partire
dall'ultimo report eﬀettuato e si pone in attesa di ricevere un ACK che ne
confermi l'avvenuta consegna. I pacchetti vengono inviati secondo l'ordine
con cui sono stati inseriti nel buﬀer gestito in modo FIFO, quindi con numero
di sequenza incrementale.
Il nodo ricevitore, durante la comunicazione, invia con periodo TB unAc-
knowledgement cumulativo contenente il numero di sequenza dell'ultimo
pacchetto ricevuto nell'ordine corretto e indicante, tramite una maschera, i
numeri di sequenza dei pacchetti arrivati fuori ordine, permettendo al sensore
di rilevare eventuali perdite e procedere con le opportune ritrasmissioni, an-
che se in questo scenario le condizioni di comunicazione sono tali da rendere
rare le perdite di pacchetti e le consegne fuori ordine.
La comunicazione continua ﬁnché il dispositivo sensore ha pacchetti da
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trasmettere e ﬁnché il nodo ricevitore è attivo. Una volta che tutti i pacchetti
sono stati correttamente ricevuti, implicitamente viene chiusa la connessione
e il sensore spegne la radio, riprendendo l'operatività in duty cycle. Per
evitare che il sensore rimanga in una situazione di stallo con la radio accesa
in attesa dell'ultimo ACK nel caso in cui il nodo ricevitore subisca un guasto
o il computer venga spento, all'arrivo di ogni ACK viene settato un timer
allo scadere del quale la comunicazione viene considerata terminata.
La maschera contenuta nell'ACK è realizzata in modo tale che l'i-esimo
bit valga 0 se il pacchetto con numero di sequenza pari a i + il numero
di sequenza dell'ultimo ricevuto correttamente (speciﬁcato dall'ACK) non è
stato ancora ricevuto, 1 altrimenti.
Il nodo ricevitore dispone di una struttura d'appoggio che permette di
tener traccia dell'arrivo dei pacchetti man mano che questi vengono ricevuti,
ponendo a 1 la posizione corrispondente al numero di sequenza del pacchetto
nel momento in cui lo riceve. Quando, allo scattare dell'intervallo che regola
l'invio degli ACK, confeziona un nuovo messaggio, riempie il campo maschera
copiandovi il contenuto delle posizioni di tale struttura d'appoggio successive
al valore del numero di sequenza dell'ultimo pacchetto arrivato in ordine,
secondo quelle che sono le dimensioni della maschera: se non si sono veriﬁcati
errori nell'ordine di consegna dei pacchetti, tutti i bit della maschera sono
posti a 0, altrimenti vi saranno alcuni bit posti a 1. Le posizioni della
maschera contenenti 0 antecedenti l'ultimo 1 sono considerate pacchetti persi
e verranno ritrasmessi dal sensore, a partire dall'ultimo ricevuto in sequenza
e saltando quelli per cui la corrispondente posizione della maschera vale 1.
Le caratteristiche principali dell'Home Data Transfer Protocol sono:
 Garantisce che tutti i pacchetti siano consegnati;
 Viene utilizzato un meccanismo di ACK tramite cui il nodo ricevitore
notiﬁca al nodo sensore la corretta ricezione dei dati. Tale meccanismo
non segue le classiche tecniche ARQ 1 utilizzate nelle reti a pacchetto
tradizionali, in quanto queste introducono tempi di latenza. Si tratta
di un ACK cumulativo, in quanto viene indicato il numero di sequen-
za dell'ultimo pacchetto ricevuto correttamente, e allo stesso tempo
1Le tecniche ARQ sono utilizzate nei sistemi di telecomunicazioni per rilevare (ma
non correggere) gli errori. I pacchetti corrotti vengono scartati e viene richiesta la loro
ritrasmissione.
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selettivo in quanto vengono anche speciﬁcati eventuali pacchetti ri-
cevuti fuori sequenza tramite una apposita maschera di bit al ﬁne di
evitare che questi vengano ritrasmessi; si noti che più è largo il pe-
riodo di invio degli ACK meno pacchetti di controllo circolano sulla
rete, causando minor overhead e determinando una minore probabili-
tà di collisione, ma bisogna tener conto delle dimensioni limitate della
maschera che permettono di gestire un numero massimo di pacchetti
successivi all'ultimo ricevuto correttamente;
 Sebbene i pacchetti possano arrivare non in ordine, il numero di se-
quenza che identiﬁca ciascun pacchetto permette un successivo riordi-
namento. Si noti che l'operazione di ordinamento non viene compiu-
ta al momento della ricezione ma successivamente per sempliﬁcare e
velocizzare il più possibile le funzioni svolte durante il trasferimento;
 Non è presente un protocollo di discovery;
 È necessario un breve handshake che dia inizio allo scambio di mes-
saggi tra sensore e ricevitore. Tale handshake, sebbene provochi un
overhead, è comunque ridotto al minimo e prevede lo scambio di soli
due messaggi;
 La chiusura della connessione avviene in modo implicito, quando il
sensore ha ricevuto un ACK che lo informa della corretta ricezione
dell'ultimo pacchetto inviato o quando scatta il timer che segnala che
il ricevitore non è più disponibile;
 Nell'ipotesi di funzionamento normale e in assenza di guasti, non ci
sono pacchetti duplicati, in quanto solo i pacchetti eﬀettivamente persi
vengono ritrasmessi.
5.4.1 Esempio
Si riporta in ﬁgura 5.1 un esempio di comunicazione tra un nodo sensore e
un dispositivo ricevitore per chiarire quanto esposto ﬁn'ora. Si noti che, per
esigenze graﬁche, non sono state rispettate le proporzioni tra il periodo di
campionamento, i tempi TOFF e TON e le durate dei pacchetti, di gran
lunga inferiori.
Capitolo 5. Raccolta dei dati in ambiente privato 78
5.5. Struttura dei pacchetti trasmessi sulla rete
Figura 5.1: Esempio di comunicazione tra sensore e ricevitore nella raccolta
dei dati in ambito privato
Nell'esempio, si suppone che il nodo sensore disponga già di 4 pacchetti
immagazzinati nel buﬀer. Al tempo t0 il dispositivo ricevitore è inattivo, per
cui il sensore non riceve risposta al suo beacon e spegne la radio, continuando
le operazioni di campionamento. Allo scattare del successivo periodo di
report, il sensore aggiunge un quinto pacchetto al buﬀer ed invia un beacon,
a cui questa volta il nodo ricevitore risponde con un ReplyACK. Il sensore
inizia il trasferimento dei dati mentre periodicamente riceve un ACK che lo
informa che non si sono veriﬁcati errori durante la comunicazione.
Terminato l'invio dei pacchetti, rimane in attesa di ricevere l'ACK rela-
tivo all'ultimo pacchetto inviato e, una volta ricevuto, torna ad operare in
duty cycle.
5.5 Struttura dei pacchetti trasmessi sulla rete
I pacchetti scambiati tra il nodo sensore e il ricevitore possono essere dei
seguenti tipi:
 NodePacket
 Beacon
 ACK
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Pacchetto NodePacket
Il pacchetto NodePacket è il pacchetto dati contenente i campioni raccolti
ed è inviato dal nodo sensore. La struttura è simile a quella del pacchetto
NodePacket descritto nel contesto della raccolta in ambiente urbano, con l'u-
nica diﬀerenza che manca il campo ﬁrst_sent, che informa il nodo ricevitore
del numero di sequenza del primo pacchetto inviato durante un trasferimen-
to, in quanto questa informazione viene inserita nel beacon che dà inizio alla
comunicazione.
0 7 15 31
Sensor ID Sequence Number
Time Counter Temp Value
Humid Value Light Value
Sample 2
...
Sample N
Figura 5.2: Struttura del pacchetto NodePacket. In grigio, la struttura di un
campione
Di seguito è descritto il contenuto dei campi:
 Sensor ID - Identiﬁcativo del sensore che ha inviato il pacchetto,
assegnato dall'amministratore del sistema. Tale ID viene associato ad
ogni campione e permette di risalire alla posizione del sensore, in modo
che questa non debba essere inserita in ogni pacchetto
 Sequence Number - Numero di sequenza del pacchetto. Ogni sensore
lo pone a 0 all'invio del primo pacchetto in assoluto e lo incrementa di 1
ad ogni nuovo messaggio. Raggiunto l'ultimo numero rappresentabile,
viene resettato a 0
 Sample - Lista di campioni contenuta nel pacchetto
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Ogni pacchetto dati porta con sé una lista di un certo numero di campio-
ni, ﬁssato dai parametri di conﬁgurazione. Ciascun campione ha i seguenti
campi:
 Time Counter - Serve a ricavare l'istante di campionamento di ogni
campione (si veda capitolo 6), quindi ad associare un riferimento tem-
porale. Ad ogni nuovo campionamento viene incrementato il campo
time_counter di tutti i campioni di tutti i pacchetti contenuti in quel
momento nel buﬀer dei pacchetti: i campioni più vecchi hanno così il
campo time_counter più grande
 Temp Value - Valore di temperatura
 Humid Value - Valore di umidità
 Light Value - Valore di intensità luminosa
Pacchetto Beacon
Il pacchetto Beacon è inviato dal nodo sensore allo scadere di un periodo di
report per iniziare un nuovo trasferimento. È costituito dai seguenti campi:
0 7 15 31
Sensor ID First To Sent
Figura 5.3: Struttura del pacchetto BeAckMsg
dove:
 Sensor ID - Rappresenta l'ID del sensore che ha inviato il beacon.
Nell'ipotesi in cui è presente un unico sensore non è rilevante, vicever-
sa acquista importanza nel caso in cui l'utente disponga di più sensori
dislocati in posizioni diverse, in quanto permette al nodo ricevitore
di individuare la posizione nell'array di elementi del tipo BuﬀerEle-
ment (si veda 5.6) in cui è contenuto lo stato relativo alle precedenti
comunicazioni con il sensore che ha inviato il beacon
 First To Send - Indica il numero di sequenza del primo pacchetto che
sarà trasmesso durante la comunicazione cui questo beacon dà inizio
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e permette di rilevare la perdita dei primi pacchetti scambiati durante
questa sessione
Pacchetto ACK
Il pacchetto ACK è inviato dal nodo ricevitore ed ha una duplice funzio-
ne: se inviato in risposta ad un beacon e con un opportuno campo settato,
indica la disponibilità del ricevitore alla comunicazione, invece durante un
trasferimento serve a notiﬁcare periodicamente la corretta ricezione dei dati.
La struttura è la seguente:
0 7 15 31
Is Reply Back Sensor ID Last Acked
Last Acked Mask Timestamp
Figura 5.4: Struttura del pacchetto ACK
dove:
 Is ReplyBeac - Se settato, indica che si tratta di un ACK di risposta
al beacon, deﬁnito ReplyACK, altrimenti di un ACK di notiﬁca
 Sensor ID - ID del sensore a cui l'ACK si riferisce, per identiﬁcarne
il destinatario nel caso in cui l'utente disponga di più sensori
 Last Acked - Numero di sequenza dell'ultimo pacchetto ricevuto cor-
rettamente e in ordine
 Mask - Maschera di 16 bit per notiﬁcare tramite un meccanismo di
ACK selettivo quali pacchetti non sono ancora stati ricevuti. Se l'i-
esimo bit è settato a 1, vuol dire che l'i-esimo pacchetto successivo a
last_acked è stato ricevuto fuori sequenza
 Timestamp - Per usi futuri
5.6 Strutture dati d'appoggio
Le strutture dati utilizzate nella realizzazione di HDT e della raccolta in
ambito privato sono identiche a quelle utilizzate nella raccolta dei dati nel
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contesto urbano, ad eccezione di alcune variabili di stato. Come in ambito
pubblico, è previsto che un unico nodo ricevitore possa comunicare con più
sensori contemporaneamente, per cui fa uso di un buﬀer di elementi del tipo
BuﬀerElement, buﬀer_status[ ] (si veda ﬁgura 4.5), per gestire le diverse
comunicazioni. Il sensore immagazzina i campioni raccolti nell'attesa di con-
fezionare un nuovo pacchetto in un array di elementi del tipo SamplerMsg,
i nuovi pacchetti vengono conservati in un buﬀer di elementi NodePacket,
e utilizza tre array (sent [ ], acked [ ] e AveragePacket [ ]) gestiti in modo
circolare per eﬀettuare correttamente le ritrasmissioni (si veda ﬁgura 4.6).
5.7 Raccolta dei dati
La raccolta dei dati in ambiente privato è gestita da due applicazioni che
rappresentano l'elemento sensore e il nodo ricevitore e che, come le applica-
zioni che realizzano la raccolta in ambito pubblico, sono state sviluppate in
TinyOS.
Inizialmente viene fornita una breve descrizione dei ﬁle contenenti l'im-
plementazione, in un secondo momento vengono descritte le due conﬁgura-
zioni del nodo ricevitore e del nodo sensore, speciﬁcando quali componenti
le costituiscono e da quali interfacce sono collegate, ed inﬁne è descritto il
ﬂusso di esecuzione del programma.
5.7.1 Implementazione
I ﬁle che compongono l'applicazione che realizza la raccolta domestica sono
i sequenti:
 ReceiverNodeC.nc e HomeSensorNodeC.nc
 ReceiverNodeP.nc e HomeSensorNodeP.nc
 SampleBuﬀer.h, NodePacket.h e BeaconAck.h
 Parameters.h
 ReadingComponentP.nc e ReadingInterface.nc
 Makeﬁle
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Il ﬁle SampleBuﬀer.h deﬁnisce la struttura d'appoggio utilizzata dal no-
do ricevitore per la gestione delle comunicazioni con i sensori. Il ﬁle Beaco-
nAck.h contiene la deﬁnizione del messaggio di Beacon, inviato dal sensore
come tentativo di inizio di una nuova comunicazione, e la struttura di un
ACK, inviato dal ricevitore come risposta al beacon o come notiﬁca alla ri-
cezione dei pacchetti. NodePacket.h rappresenta invece la struttura del pac-
chetto dati trasmesso dal sensore. Le strutture dei messaggi devono essere
note sia al nodo ricevitore che al nodo sensore.
Il ﬁle Parameters.h contiene i parametri di conﬁgurazione utilizzati che
stabiliscono ad esempio le dimensioni dei buﬀer, la durata dei tempi di ac-
censione e spegnimento della radio del sensore, il numero di campioni da
inserire in ciascun pacchetto e la durata dei timer.
ReceiverNodeP.nc e ReceiverNodeC.nc rappresentano rispettivamente l'im-
plementazione del nodo ricevitore e la sua conﬁgurazione, in cui vengono de-
ﬁnite e interconnesse le varie componenti che la costituiscono. Ugualmente,
HomeSensorNodeP.nc e HomeSensorNodeC.nc contengono l'implementazio-
ne della componente e la conﬁgurazione del nodo sensore.
I ﬁle ReadingInterface.nc e ReadingComponentP.nc costituiscono rispet-
tivamente la deﬁnizione dell'interfaccia che segnala il termine del campiona-
mento e della componente che la implementa.
Il Makeﬁle permette di deﬁnire delle opzioni di compilazione per impo-
stare ad esempio la dimensione del payload nel frame radio CC2420, che
di default è ﬁssa a 28 B, per modiﬁcare il canale di comunicazione, o per
disattivare alcune funzionalità del modulo CC2420, quale l'invio automati-
co di un ACK alla ricezione di un qualsiasi messaggio per cui il controllo
hardware dell'indirizzo è andato a buon ﬁne. Contiene anche delle istruzioni
che permettono tramite il programma MIG (Message Interface Generator)
di generare in automatico dei ﬁle in Java che deﬁniscono la struttura dei
pacchetti, di modo che questi possano venire interpretati dai programmi di
supporto (quelli oﬀerti da TinyOS quale ad esempio il tool MsgReader, o
dal programma sviluppato nella tesi per l'interpretazione e l'invio dei dati
al server, il MsgSender) dopo essere stati inoltrati dal dispositivo ricevitore
sulla porta USB cui è connesso.
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Figura 5.5: Conﬁgurazione che implementa il nodo ricevitore
5.7.2 Conﬁgurazione
Le conﬁgurazioni delle due componenti che gestiscono la raccolta dei dati
nell'ambito privato sono quasi del tutto simili a quelle già viste per il sensore
e l'elemento mobile che se ne occupano nell'ambiente cittadino, descritte nel
paragrafo 4.6.2. Le uniche diﬀerenze riscontrabili nella conﬁgurazione del
ricevitore rispetto quella dell'elemento mobile riguardano:
 la sostituzione del TimerForBeacon, timer per regolare l'invio del bea-
con, con il TimerAcking, timer che regola l'invio degli ACK;
 l'assenza del TimerReset, che eﬀettua un reset dell'array di elementi
BuﬀerElement, non necessario in quanto in questo caso vi è solo un
dispositivo che può ricevere i dati dei sensori;
 l'inserimento del TimerContact, con la funzione di rilevare la ﬁne della
comunicazione con il sensore e terminare l'invio periodico di ACK.
In ﬁgura è mostrata la nuova conﬁgurazione della componente ricevitore. Si
rimanda al paragrafo 4.6.2 per un approfondimento di questo argomento.
5.7.3 Flusso di esecuzione
Si riportano ora i diagrammi di ﬂusso dei due moduli NesC ReceiverNo-
deP e HomeSensorNodeP, seguiti da una breve spiegazione delle principali
operazioni svolta dalle due componenti.
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ReceiverNodeP
Le funzioni principali del modulo ReceiverNodeP sono illustrate in ﬁgura
5.6.
Figura 5.6: Diagramma di ﬂusso del modulo ReceiverNodeP
Quando il dispositivo è attivo, la componente ReceiverNodeP è in ascolto
sulla radio (tenuta sempre accesa) in attesa di ricevere un beacon che dia
inizio allo scambio dei dati. Alla ricezione del beacon, invia un messaggio di
ReplyACK, che è un ACK il cui campo is_reply_ack è settato, per notiﬁcare
al sensore la propria disponibilità alla comunicazione. Una volta ricevuto il
ReplyACK, il sensore inizia il trasferimento.
Il ricevitore inoltra i dati ricevuti sulla porta seriale, dove verranno gestiti
da un apposito software, il MsgSender, che verrà descritto nel capitolo 6;
nel frattempo controlla lo stato del trasferimento, assicurandosi che tutti i
pacchetti siano arrivati correttamente e periodicamente invia un ACK per
informare il sensore di eventuali perdite e richiederne così implicitamente
la ritrasmissione. È supportata la comunicazione contemporanea con più
sensori, nel caso in cui l'utente ne disponesse, tramite le strutture d'appoggio
precedentemente descritte.
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Su ogni pacchetto vengono eﬀettuati dei controlli per veriﬁcare se si so-
no veriﬁcate delle perdite. Innanzitutto il ricevitore ricerca nelle posizioni
dell'array buﬀer_status[ ] il sensor_ID mittente del pacchetto. Questa infor-
mazione potrebbe anche non essere presente, nel caso in cui il nodo ricevitore
sia stato recentemente disattivato e si sia resettato: automaticamente vie-
ne ricercata una posizione libera e vengono settate le variabili per la nuova
comunicazione. Successivamente viene settata a 1 la posizione del campo
received [ ] dell'elemento BuﬀerElement in corrispondenza del numero di se-
quenza del pacchetto ricevuto, in modo da segnalare che quel pacchetto è
arrivato, e viene determinato il numero di sequenza dell'ultimo pacchetto
arrivato in ordine, inserito nel campo last_received.
Nel momento in cui viene confezionato un nuovo ACK, vengono copiate
nel campo mask le posizioni di received [ ] successive a last_received secondo
quelle che sono le dimensioni della maschera. In questo modo il sensore è in
grado di rilevare se si sono veriﬁcate perdite di pacchetti: se l'i-esima posi-
zione successiva a last_received contiene il valore 1, vuol dire che il pacchetto
con numero di sequenza last_received + i è arrivato fuori sequenza, e tutte
le posizioni poste a 0 prima dell'ultima posta a 1 indicano che i pacchetti
corrispondenti sono andati persi e devono essere ritrasmessi.
Vi è poi sempre in esecuzione un task secondario che si occupa della puli-
zia periodica dell'array received [ ] ﬁno alla posizione indicata da last_received
di ogni elemento BuﬀerElement della struttura buﬀer_status, gestito in mo-
do circolare e utilizzato per la costruzione della maschera, in modo da non
causare il rilevamento di false perdite di pacchetti e creare così duplicati e
inconsistenze nel trasferimento.
HomeSensorNodeP
In ﬁgura 5.7 è riportata una schematizzazione del ﬂusso di esecuzione del
modulo HomeSensorNodeP, componente che implementa le funzioni del nodo
sensore nella raccolta in ambito privato.
Come in ambiente urbano, il dispositivo eﬀettua periodicamente il cam-
pionamento dei tre valori di temperatura, umidità e intensità luminosa grazie
ai sensori integrati, accumulandoli in un buﬀer temporaneo ﬁno a confezio-
nare un pacchetto.
Quando un nuovo pacchetto è disponibile, questo viene immagazzinato
nell'array buﬀer_packets[ ], gestito secondo ordine FIFO, e viene eﬀettuato
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Figura 5.7: Diagramma di ﬂusso del modulo HomeSensorNodeP
un tentativo di report tramite l'invio di un beacon: se il nodo ricevitore è at-
tivo, il sensore riceve un ReplyACK di risposta che dà inizio al trasferimento
dei messaggi contenuti nel buﬀer, a partire dal più vecchio. Parallelamente
vengono ricevuti gli ACK inviati dal ricevitore per informare il sensore del-
l'avvenuta consegna dei dati o di eventuali perdite. In quest'ultimo caso, il
sensore ritrasmette a partire dal primo pacchetto perso, saltando quei pac-
chetti per cui ha ricevuto un ACK (tramite la maschera) e quei pacchetti
già inviati ma per cui non è stato ancora ricevuto un ACK aggiornato che
ne segnali la perdita, al ﬁne di evitare duplicati: solo se si ha conferma che
i pacchetti sono stati persi vengono ritrasmessi.
L'invio dei pacchetti è regolato da un timer, Timer Sending, sia per esi-
genze hardware della radio, sia per eﬀettuare un controllo di ﬂusso che per-
mette al ricevitore di poter gestire tutti i pacchetti ricevuti via radio: questi
infatti vengono inoltrati sulla porta seriale che, avendo tempi di trasmissione
più lenti, costituisce il collo di bottiglia della comunicazione.
La connessione termina quando il sensore non ha più dati nuovi da tra-
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smettere e viene ricevuto l'ACK relativo all'ultimo pacchetto trasmesso. È
previsto anche un timer che permette di rilevare la caduta del link nel caso in
cui il ricevitore venga disattivato durante la comunicazione, per evitare che
il sensore si blocchi con la radio accesa in attesa di ricevere l'ultimo ACK.
La gestione dell'accensione e dello spegnimento della radio avviene in
concomitanza ai periodi di report: il sensore attiva la radio soltanto nel
momento in cui ha dei dati da inviare, spegnendola o se non riceve risposta,
o quando ha ricevuto conferma che l'ultimo pacchetto da lui trasmesso è
stato ricevuto correttamente.
Nel caso in cui il buﬀer sia pieno, situazione che in condizioni normali
di funzionamento dovrebbe veriﬁcarsi molto raramente, si esegue una specie
di compressione, aggregando un numero ﬁssato di pacchetti (i più vecchi) e
calcolando la media dei campioni in essi contenuti; i valori ottenuti vengo-
no distribuiti nell'intervallo temporale in cui i campioni sono stati prelevati
utilizzando il campo time_counter associato ad ogni campione (si veda 4.6),
in modo da mantenere anche in questi intervalli un andamento dei valori
campionati, seppur meno preciso. Il nuovo pacchetto viene inserito nel buf-
fer nella posizione consecutiva all'ultimo inserito, assumendone il successivo
numero di sequenza, come un normale pacchetto.
Inﬁne, come negli altri moduli vi è una funzione di avvio periodico di un
task di pulizia che ripulisce le strutture d'appoggio gestite in modo circolare
(gli array acked [ ], sent [ ] e average[ ], per impedire che vengano riutiliz-
zati valori relativi a pacchetti vecchi che causerebbero inconsistenze nella
comunicazione.
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Capitolo 6
Pre-elaborazione dei dati ed
invio al sistema di back-end
In questo capitolo viene descritta la realizzazione della fase successiva alla
raccolta dei dati, che consiste in una prima elaborazione dei campioni e il
successivo invio al server remoto dove convogliano tutti i dati del sistema
U-sense, in modo che questi possano essere utilizzati come input dei servizi
previsti o semplicemente visualizzati da chi ne fosse interessato.
Dopo una breve introduzione, nel paragrafo 6.2 vengono presentate le
operazioni preliminari da compiere prima dell'invio al sistema, successiva-
mente in 6.3 è mostrata la struttura del programma e inﬁne nel paragrafo
6.4 è descritto il modo in cui i dati vengono inviati.
6.1 Introduzione
Terminato lo scambio dei dati tra il nodo sensore e il nodo ricevitore in ambi-
to privato e tra il sensore e l'elemento mobile in ambito pubblico, i campioni
devono essere trasmessi al server remoto del sistema di back-end. Il trasferi-
mento è compito dell'elemento di raccolta in entrambi i casi e può avvenire
tramite la rete Internet o su una connessione dati, a seconda del dispositi-
vo utilizzato. Nell'attuale implementazione si utilizza una connessione ad
Internet.
La modalità con cui si eﬀettua l'invio al server nei due diversi casi è simile
ma, mentre in ambiente privato è possibile avanzare l'ipotesi di disporre di
una connessione sempre attiva, in ambito cittadino potrebbe essere neces-
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sario immagazzinare tutti i dati ﬁno al momento in cui non ci si trovi nei
pressi di un access point WiFi che renda possibile la consegna al server.
6.2 Operazioni preliminari
Prima che i dati vengano trasmessi al centro di raccolta, vengono eﬀettuate
alcune operazioni preliminari. L'applicazione di parsing e pre-elaborazione
realizzata nell'ambito di questo progetto prevede una parte Client, sviluppata
in linguaggio Java e in esecuzione sull'elemento mobile o sul nodo ricevito-
re, che scompone i pacchetti in campioni ed aggiunge alcune informazioni,
ed una parte Server, che consiste in un server web sviluppato in PHP e un
database MySQL, che riceve tramite una richiesta HiperText Transfer Pro-
tocol (HTTP) i dati provenienti dai vari client e si occupa dell'inserimento
dei campioni nelle tabelle.
Figura 6.1: Caricamento dei dati al sistema e inserimento nel database
L'applicazione si basa su alcuni strumenti di supporto, messi a dispo-
sizione dal sistema TinyOS stesso, che oﬀrono varie funzionalità quali ad
esempio la stampa su terminale tramite il modulo Printf Client, l'inoltro,
con l'uso del modulo Serial Forwarder, dei dati provenienti dalla porta seria-
le a uno o più programmi in esecuzione su un computer, o ancora il Message
Reader, uno strumento che interpreta i messaggi secondo una struttura dati
(che deve essere nota) e permette di visualizzarne i campi e il contenuto in
modo ordinato e facilmente comprensibile. Nel seguito, quando non indi-
cato diversamente, con ricevitore sono da intendersi sia l'elemento mobile
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della raccolta in ambito pubblico, sia il nodo ricevitore che prende parte alla
raccolta in ambiente privato.
A partire dal Message Reader, sono stati sviluppati due tool:
 Message Sender per l'ambiente privato
 Message Sender On Connection per l'ambiente pubblico
Come già speciﬁcato precedentemente, l'uso dei dispositivi TelosB richiede
che il ricevitore sia connesso alla porta USB di un computer. Aﬃnché il
sistema funzioni nel modo corretto, è necessario che il Message Sender o
il Message Sender On Connection siano sempre in esecuzione sul computer
cui è connesso il dispositivo ricevitore, in quanto i dati non vengono tenuti
in memoria ma direttamente inoltrati sulla porta seriale al momento stesso
della ricezione.
Il programma rimane in ascolto nell'attesa di ricevere dati dall'interfaccia
seriale e, all'arrivo di un messaggio, questo viene interpretato secondo la
struttura del pacchetto atteso, grazie agli strumenti messi a disposizione
dal sistema TinyOS; ad ogni pacchetto viene poi aggiunta un'informazione
relativa al momento in cui esso è stato ricevuto, informazione che verrà
utilizzata in seguito per calcolare l'istante in cui è stato raccolto il campione.
Il messaggio viene tenuto in memoria ﬁno al momento della trasmissione al
server di raccolta.
In ambiente privato (si veda ﬁgura 6.2) si assume che vi sia sempre una
connessione disponibile, per cui, terminata la ricezione dei pacchetti, si pro-
cede immediatamente con le operazioni di parsing, necessarie a scomporre
ciascun pacchetto nei campioni in esso contenuti, per ogni campione viene
calcolato l'istante di campionamento e inﬁne vengono convertite le letture
restituite dal sensore secondo l'unità di misura opportuna, dopo di che viene
aperta una connessione HTTP con il server remoto e i dati vengono inviati
sulla rete. Nel contesto cittadino, invece, utilizzando la tecnologia Wi-Fi
per connettersi alla rete Internet, la trasmissione può avvenire soltanto nel
momento in cui viene rilevato un access point WiFi noto nelle vicinanze,
a cui il computer si connette automaticamente: periodicamente si veriﬁca
la presenza di una connessione attiva e, in caso positivo, si procede con il
parsing, il calcolo dell'istante di campionamento, le conversioni ed inﬁne la
trasmissione al server (si veda ﬁgura 6.3).
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Figura 6.2: Ambito privato - Elaborazione dei dati da parte del tool
MsgSender e trasferimento al database
Figura 6.3: Ambito pubblico - Elaborazione dei dati da parte del tool
MsgSenderOnConnection e trasferimento al database
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6.2.1 Calcolo dell'istante di campionamento
I dispositivi mote TelosB utilizzati per l'implementazione non dispongono
di un orologio che permetta loro di associare un istante temporale ai dati
raccolti al momento del campionamento. È necessario quindi un meccanismo
che consenta, in fase di elaborazione dei campioni, di risalire al giorno e
all'ora in cui ogni campione è stato prelevato.
Ogni campione dispone di un contatore, il campo time_counter della
struttura SamplerMsg (si veda ﬁgura 4.6), che viene inizializzato a 0. Ad
ogni nuovo campionamento si incrementa il time_counter di tutti vecchi
campioni presenti nel buﬀer, confezionati in pacchetti, in attesa di essere
trasmessi: ai campioni più vecchi corrisponde un time_counter maggiore.
In ricezione, nel momento in cui il dispositivo ricevitore inoltra i mes-
saggi sulla porta seriale, il modulo Message Sender (o il Message Sender On
Connection) aggiunge ad ogni pacchetto l'istante di ricezione. Assunto il
periodo di campionamento ﬁsso per tutti i sensori del sistema, è possibile
calcolare l'istante di campionamento nel seguente modo:
I = tR − TC ∗ t (6.1)
dove:
 I è l'istante di campionamento che si vuole calcolare;
 tR è l'informazione sull'istante di ricezione aggiunta dal programma;
 TC è il periodo di campionamento;
 t è il time_counter.
Il software associa ad ogni pacchetto anche l'informazione relativa alla
data in cui il campione è stato ricevuto per permettere, tramite delle elabo-
razioni sul valore restituito dalla formula sopra indicata, di risalire alla data
di campionamento anche nel caso in cui questa e la data di consegna dei dati
dal sensore all'elemento di raccolta non coincidano.
6.2.2 Conversione dei valori restituiti dai sensori
I valori restituiti dalle letture dei due sensori integrati sul dispositivo, Sen-
sirionSht11 per umidità e temperatura e HamamatsuS1087 per l'intensità
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luminosa, sono valori digitali da convertire tramite opportune formule che
correggono anche eventuali non linearità. I coeﬃcienti presenti nelle formule
variano a seconda del tipo di sensore, della tensione di alimentazione e del
numero di bit su cui si eﬀettua la lettura e sono indicati in apposite tabelle
sui datasheet. Le formule sotto riportate includono i coeﬃcienti corrispon-
denti alle condizioni di operatività in cui sono state prese le misure durante
i test eﬀettuati. Per il valore di temperatura:
T [◦C] = temp_value ∗ 0.01− 40 (6.2)
Per il valore di umidità, espressa come umidità relativa, bisogna prima
compensare la non linearità tramite la formula:
RHlinear[%] = −2.0468+(0.0367∗humid_value)−1.5955∗10−6∗humid_value2
(6.3)
e dopo, per temperature sensibilmente diverse da 25 ◦C, è richiesta una
seconda compensazione:
RHtrue = (temp_value(◦C)−25)∗(0.01+0.00008∗humid_value)+RHlinear
(6.4)
Inﬁne, per la conversione del valore di intensità luminosa, la formula di
conversione è la sequente:
Light[lx] = (light_value ∗ 1.5 ∗ 10000)/4096 (6.5)
6.3 Implementazione
6.3.1 Ambito cittadino - Message Sender on Connection
Il modulo Message Sender On Connection, in esecuzione sul computer cui
è connesso il dispositivo che rappresenta l'elemento mobile nell'ambito della
raccolta cittadina, è costituito dalle seguenti classi:
 Sample.java: classe che rappresenta un campione; include un valore
di temperatura, uno di intensità luminosa e uno di umidità (preleva-
ti contemporaneamente) e oﬀre i metodi per il calcolo dell'istante di
campionamento e le conversioni dei valori restituiti dai sensori;
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 CheckConnection.java: classe che periodicamente controlla se vi è una
connessione ad Internet attiva in modo che sia possibile inviare una
richiesta HTTP al server web per trasmettere i dati;
 ConnectDB.java: classe che apre una connessione con il server web ed
eﬀettua una richiesta HTTP POST tramite cui invia tutti i campio-
ni ricevuti a partire dall'ultimo report eﬀettuato, in modo che questi
possano essere inseriti nel database;
 ParseFile.java: classe che si occupa della scomposizione dei pacchetti
in campioni;
 MsgSenderOnConnection.java: è il Main dell'applicazione, sviluppato
sulla base del MsgReader.java, tool di supporto oﬀerto da TinyOS. Sta
in ascolto sulla porta seriale; alla ricezione di un messaggio vi aggiunge
l'istante di ricezione e lo immagazzina in attesa che arrivi il momento
di trasmetterlo. Eﬀettua inoltre la scrittura su ﬁle dei dati ricevuti, per
eventuali altri scopi. Periodicamente tramite la classe CheckConnec-
tion viene controllata la presenza di una connessione attiva e, in caso
positivo, dopo aver elaborato i dati con i metodi delle classi ParseFile
e Sample, viene aperta una connessione HTTP POST, tramite la classe
ConnectDB, su cui vengono inviati i dati.
6.3.2 Ambito privato - Message Sender
Il modulo Message Sender è in esecuzione sul computer cui è connesso il di-
spositivo ricevitore nella raccolta dei dati nel contesto privato. L'applicazione
comprende le seguenti classi:
 Sample.java: classe che rappresenta un campione; include un valore
di temperatura, uno di intensità luminosa e uno di umidità (preleva-
ti contemporaneamente) e oﬀre i metodi per il calcolo dell'istante di
campionamento e le conversioni dei valori restituiti dai sensori;
 ConnectDB.java: classe che apre una connessione con il server web
ed eﬀettua una richiesta HTTP POST tramite cui trasmette tutti i
campioni ricevuti a partire dall'ultimo report eﬀettuato, in modo che
questi possano venire inseriti nel database;
 ParseFile.java: elabora i pacchetti scomponendoli in campioni;
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 MsgSender.java: è il Main dell'applicazione, sviluppato sulla base del
MsgReader.java, tool di supporto oﬀerto da TinyOS. In ambiente pri-
vato si assume che la connessione sia sempre disponibile, per cui il
modulo rimane in attesa di ricevere dati sulla porta seriale e, una vol-
ta terminata la ricezione dei pacchetti, ne eﬀettua la scomposizione
in campioni tramite la classe ParseFile e le pre-elaborazioni necessa-
rie tramite i metodi della classe Sample, dopodiché li invia al server
tramite la classe ConnectDB. I dati vengono anche scritti su ﬁle per
eventuali altri scopi.
6.4 Invio dei dati al server web
L'invio dei dati al server web sia in ambito pubblico che privato è eﬀettuato
tramite una richiesta HTTP, come mostrato nelle ﬁgure 6.2 e 6.3. IlMessage
Sender (o il Message Sender On Connection) costruisce una sequenza di
campioni, separati da un delimitatore, che inserisce nel body di una richiesta
HTTP, tramite il metodo POST, in modo da poter inviare con un'unica
richiesta tutti i dati di cui dispone.
Il server, una volta ricevuta la richiesta, ne scompone il contenuto in
campioni e inserisce ciascun campione nel database tramite query MySQL. Le
operazioni di inserimento nel database (a cui il server accede in locale) sono
contenute nella pagina PHP social_sensing.php, indirizzata dalla richiesta
HTTP. La struttura del database verrà descritta nel capitolo 7, relativo alla
presentazione dei dati all'utente.
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Capitolo 7
Presentazione dei dati
all'utente
Questo capitolo è dedicato alla descrizione dei servizi che il sistema U-sense
oﬀre agli utenti, descrivendone brevemente l'implementazione.
Dopo una breve introduzione, nel paragrafo 7.2 verrà mostrato il dia-
gramma dei casi d'uso del sistema e, nel paragrafo successivo, 7.3, la strut-
tura del database utilizzato. Nel paragrafo 7.4 vengono descritti tutti i servizi
attualmente disponibili sull'interfaccia web di U-sense.
7.1 Introduzione
Una volta che i dati sono stati inseriti nel database, sono disponibili per
essere visualizzati o elaborati ulteriormente per fornire i servizi previsti.
Attualmente l'utente ha accesso ai servizi tramite un'interfaccia web ap-
positamente realizzata, da dove può monitorare il livello di inquinamento
dell'aria in città o in un punto speciﬁco di suo interesse senza doversi regi-
strare al sistema, oppure può creare un account che, nel caso egli disponga
di un sensore privato, gli permette di aggiungere il proprio sensore tra i di-
spositivi registrati, in modo che questo venga riconosciuto e i dati che esso
raccoglie possano venire integrati ai dati già presenti ed essere visualizzati
da qualsiasi altro utente.
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In ﬁgura 7.1 è mostrato il diagramma dei casi d'uso del sistema di Coope-
rative Urban Sensing per descriverne i servizi oﬀerti nel modo in cui questi
vengono percepiti e utilizzati da chi interagisce con il sistema stesso. Sono
Figura 7.1: Diagramma dei casi d'uso del sistema U-sense
stati individuati tre attori:
 Amministratore del sistema
 Utente registrato
 Utente semplice
L'amministratore si occupa della conﬁgurazione di tutti i sensori dislocati
per le vie cittadine, di cui è proprietario, e della loro registrazione presso il
sistema, con l'associazione della posizione in cui ciascun sensore è collocato
al suo ID.
L'utente registrato è l'utente che ha acquistato uno o più sensori da
poter collocare nella propria abitazione. Ha il compito di registrare i propri
sensori tramite il sito web di modo che i dati da loro trasmessi possano essere
riconosciuti dal sistema.
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Inﬁne l'utente semplice non possiede sensori associati. Può usufruire dei
servizi previsti, quali la visualizzazione e l'esportazione dei dati o il calcolo
del percorso ottimale secondo gli ultimi rilevamenti ricevuti dai sensori.
Sia l'utente registrato che l'amministratore possono usufruire dei servizi
di cui dispone l'utente semplice, in più possono aggiungere nuovi sensori al
sistema o modiﬁcare i dati dei sensori già da loro registrati.
L'amministratore dispone inﬁne di alcune funzionalità, non implementate
in questo progetto, che gli permettono di gestire gli elementi mobili impegnati
nella raccolta in ambiente pubblico.
7.3 Struttura database
Di seguito è mostrata la struttura del database realizzato per immagazzinare
tutti i dati del sistema di monitoraggio, rappresentato graﬁcamente in ﬁgura
7.2.
Figura 7.2: Rappresentazione graﬁca del database
 samples_table - Contiene tutti i campioni collezionati da tutti i
sensori dell'applicazione
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 sample_id: identiﬁcativo del campione;
 sensor_id: identiﬁcativo del sensore a cui appartiene il campio-
ne;
 time_counter: riferimento temporale che permette di calcolare
ora e data di campionamento;
 time: indica l'ora di campionamento del campione;
 date: indica la data di campionamento del campione;
 temp_value: indica il valore di temperatura rilevato;
 humid_value: indica il valore di umidità rilevato;
 light_value: indica il valore di intensità luminosa rilevato;
 sensors_position - Contiene le posizioni di ciascun sensore, sia l'in-
dirizzo che le coordinate latitudine-longitudine
 sensor_id: identiﬁcativo del sensore;
 latitude: indica la coordinata di latitudine del sensore;
 longitude: indica la coordinata di longitudine del sensore;
 address: indica l'indirizzo in cui si trova il sensore;
 city: indica la città in cui si trova il sensore;
 users_sensors - Associa l'ID del sensore all'utente proprietario
 sensor_id: identiﬁcativo del sensore;
 username: identiﬁcativo dell'utente;
 users_social_sensing - Contiene i dati degli utenti che utilizzano il
sistema CUS
 username: identiﬁcativo dell'utente;
 password: password dell'utente;
 is_admin: indica se l'utente è un amministratore del sistema;
7.4 Servizi oﬀerti
Tramite web l'utente ﬁnale del sistema U-sense può avere accesso ai dati
collezionati da tutti i dispositivi sensori costituenti l'infrastruttura, sia quelli
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Figura 7.3: Homepage del sito web del sistema U-sense
dislocati per la città, di proprietà dell'amministratore, che quelli disposti
nelle abitazioni dei normali cittadini che hanno deciso di prendere parte
attiva nel monitoraggio della qualità dell'aria acquistando un proprio sensore.
Accedendo al sito appositamente sviluppato, di cui è mostrata la home
in ﬁgura 7.3, è possibile usufruire di diversi servizi: ad esempio si possono
visualizzare i dati raccolti da un determinato sensore selezionandolo sulla
base della sua posizione, mostrata sulla mappa della città, consultando sia i
dati più recenti che quelli passati, inserendo una data speciﬁca.
Un altro servizio prevede la ricerca e la visualizzazione sulla mappa della
città del percorso ottimale tra un indirizzo di partenza e uno di destinazio-
ne inseriti dall'utente, considerando la distanza da percorrere e il livello di
inquinanti riscontrato nell'aria negli ultimi rilevamenti eﬀettuati.
Ancora è possibile visualizzare, sempre sulla mappa della città, delle zo-
ne di colore diverso a seconda della criticità degli ultimi valori rilevati dai
sensori, colorando ad esempio di rosso le zone in cui la densità di inquinanti
supera una certa soglia, al ﬁne di oﬀrire all'utente una visione graﬁca, imme-
diata e diretta, dello stato attuale dell'inquinamento senza dover consultare
i dati forniti dai sensori, che potrebbero risultare di non facile comprensione.
Per oﬀrire i servizi sopra elencati si fa uso delle API di Google Maps [14],
che permettono facilmente di ottenere informazioni su indicazioni stradali,
su percorsi, sulle coordinate di un indirizzo e di gestire e personalizzare le
mappe in modo molto semplice secondo i propri scopi. Per poter utilizzare
le API nello sviluppo delle proprie applicazioni è necessario richiedere una
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API Key che ne consenta l'accesso.
Sempre tramite sito web, l'utente che ha acquistato un sensore può creare
un account per registrarne l'identiﬁcativo nel database associandolo al luogo
in cui l'ha collocato, in modo che i suoi dati possano essere integrati nel
sistema e visualizzati online da egli stesso e da tutti gli altri utenti. Per
un utente registrato che ha associato uno o più sensori al proprio account,
è prevista la possibilità di poter visualizzare direttamente i dati dei propri
sensori senza doverli ricercare sulla mappa.
Inﬁne, per chi ne fosse interessato, è possibile esportare i dati in un ﬁle
di formato csv, in modo che possano essere disponibili per ulteriori analisi.
È importante sottolineare che i servizi appena elencati si fondano sul-
l'ipotesi che il numero di sensori costituenti l'infrastruttura sia abbastanza
elevato da avere un buon grado di copertura della città e che il numero di
dispositivi mobili in circolazione per la raccolta sia tale da permettere che
questi dati vengano inseriti nel database in tempi piuttosto brevi, di modo
che sia possibile consultarli in tempo reale per avere una stima immediata
dei livelli di inquinamento.
Nei paragraﬁ successivi vengono descritti i servizi realizzati, fornendo una
sintetica descrizione della loro implementazione e mostrandone un esempio
graﬁco.
7.4.1 Visualizzazione dei dati
Il servizio di visualizzazione dei dati permette di visionare tutti i campioni
raccolti da un determinato sensore. Tramite le API di Google Maps viene
inserita nella pagina web una mappa, centrata sulla città selezionata, su cui
vengono mostrati dei marker in corrispondenza dei luoghi in cui si trovano
i sensori. L'utente può interagire con la mappa, cliccando su un marker: gli
verrà mostrata una ﬁnestra con indicati l'identiﬁcativo del sensore e l'indi-
rizzo in cui è collocato e, se l'utente lo desidera, può scegliere di visualizzare
i dati relativi al sensore selezionato cliccando sull'apposito link (si veda ﬁg.
7.4). In quest'ultimo caso verranno mostrati tutti i dati raccolti da quel
sensore nel giorno corrente, oppure è possibile inserire nell'apposito form una
data speciﬁca. Tramite delle librerie graﬁche JavaScript, Chart, viene inol-
tre mostrato un graﬁco che rappresenta l'andamento della densità di agenti
inquinanti lungo le ore del giorno scelto, come mostrato in ﬁgura 7.5. Al
momento, tuttavia, è possibile visualizzare soltanto le misure eﬀettuate con
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Figura 7.4: Mappa della città di Pisa con dei marker in corrispondenza dei
luoghi in cui sono stati collocati dei sensori
Figura 7.5: Pagina che mostra le misure rilevate da un sensore
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Figura 7.6: Esempio di visualizzazione sulla mappa del percorso ottimale tra
due punti della città
i sensori TelosB relative a temperatura, umidità e intensità luminosa. Per
usufruire di questo servizio non è necessaria la registrazione.
7.4.2 Ricerca del percorso
Uno degli obiettivi del sistema di sensing cooperativo è voler fornire un servi-
zio di mobilità interattivo e per questo è stata prevista una funzionalità che
permette ad un utente di eﬀettuare la ricerca del percorso ottimale tra due
indirizzi da lui inseriti tenendo conto, oltre che della distanza da percorre-
re, anche del livello di inquinamento lungo i tratti di strada attraversati dal
percorso suggerito, consultando gli ultimi rilevamenti ricevuti dai sensori. Il
percorso viene poi visualizzato sulla mappa, come mostrato in ﬁgura 7.6.
Anche nella realizzazione di questo servizio si è fatto uso delle API di Goo-
gle Maps, in particolare del servizio web Directions che, quando indirizzato
tramite l'URL
http://maps.googleapis.com/maps/api/directions/output?parameters
restituisce tutte le informazioni sul percorso che collega un certo indirizzo
sorgente con un certo indirizzo di destinazione.
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Tramite l'URL di indirizzamento vengono passati al servizio vari para-
metri e in questo caso sono stati utilizzati:
 origin e destination: sono obbligatori e speciﬁcano punto di partenza
e punto di arrivo del percorso;
 sensor : anche questo parametro è obbligatorio e indica se la richiesta
è eﬀettuata da un dispositivo mobile;
 units: obbligatorio, permette di speciﬁcare l'unità di misura da utiliz-
zare nella risposta
 mode: serve per speciﬁcare il mezzo di trasporto (walking in quanto si
ipotizza che sia un pedone ad eﬀettuare la ricerca del percorso migliore
dal punto di vista della qualità dell'aria);
 alternatives: settato a true permette di richiedere non solo il percorso
più breve ma anche altri alternativi, se esistono.
Inoltre è necessario speciﬁcare se si desidera l'output nel formato xml o nel
formato json.
Per calcolare il percorso ottimale, si esegue una prima richiesta al servizio
Directions con alternatives=true, in modo da ricevere più percorsi alternativi.
La risposta contiene le informazioni su un certo numero di percorsi possibili
e per ciascun percorso sono fornite indicazioni sui tratti che lo costituisco-
no, sulla lunghezza di ciascun tratto e sul tempo necessario a percorrerlo,
informazioni da prelevare tramite parsing della pagina restituita. Ad ogni
percorso si associa un indice, assumendo che in ogni tratto che lo costitui-
sce il livello di inquinamento corrisponda all'ultimo dato rilevato dal sensore
più vicino. L'indice, che prende il nome di coeﬃciente di esposizione, viene
calcolato nel seguente modo:
N∑
i=1
vi ∗ di (7.1)
dove:
 N è il numero dei tratti che costituiscono il percorso;
 vi è il valore associato all'i-esimo tratto;
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 di è il tempo di percorrenza dell'i-esimo tratto.
Una volta calcolato il coeﬃciente di esposizione per tutti i percorsi restituiti,
viene scelto il percorso con il coeﬃciente più basso e viene visualizzato sulla
mappa. Al momento, non disponendo di dati reali su fattori inquinanti, sono
stati eﬀettuati dei test per veriﬁcare il funzionamento dell'algoritmo utiliz-
zando valori ﬁttizi. In futuro è prevista l'ottimizzazione di questo servizio,
con la deﬁnizione di un indice di esposizione più accurato che tenga conto
delle concentrazioni di vari inquinanti rilevate dai sensori. Anche per questo
servizio non è necessaria la registrazione.
7.4.3 Visualizzazione graﬁca dei dati sulla base del livello di
criticità
Un modo più veloce e diretto per visualizzare i dati rilevati dai sensori consi-
ste, piuttosto che nella semplice visualizzazione in tabelle, nel mostrare sulla
mappa delle zone di colore diverso sulla base della criticità dei valori riporta-
ti, in modo che questi siano facilmente comprensibili e intuibili da qualsiasi
tipologia di utente.
Figura 7.7: Mappa della città di Pisa su cui vengono mostrati graﬁcamente
i dati sulla base del livello di criticità
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L'idea è di utilizzare l'ultimo rilevamento di ciascun sensore per indi-
viduare delle zone di criticità, raﬃgurate sulla mappa con colori simbolici
diversi: verde là dove la densità di inquinanti non è un problema, gialla nelle
zone dove il valore è elevato ma non ancora dannoso e rosso in quei punti in
cui i livelli di inquinamento diventano critici e pericolosi per la salute umana.
La ﬁgura 7.7 mostra un esempio di come dovrebbe apparire questo ser-
vizio in futuro, quando sarà stato registrato al sistema U-sense un nume-
ro consistente di dispositivi sensori. Questo servizio è accessibile senza
registrazione.
7.4.4 Esportazione dei dati
Un utente potrebbe essere interessato ad analizzare i campioni rilevati da
un certo sensore, ad esempio per studiarne l'andamento in un modo che
non è stato previsto dai servizi oﬀerti da U-sense. Per questo motivo si
dà la possibilità di esportare i dati e memorizzarli in locale in un ﬁle di
formato csv. Cliccando sull'apposito pulsante, posto al di sopra del graﬁco
che mostra l'andamento dei valori nelle ore del giorno (si veda ﬁg. 7.5),
parte automaticamente il download del ﬁle, che può essere interpretato ed
elaborato tramite un qualsiasi programma di gestione di fogli elettronici.
Il servizio è implementato semplicemente estraendo dal database i campioni
relativi al sensore desiderato e scrivendoli su un ﬁle csv rispettando il formato
standard. Anche per questo servizio non è richiesta la registrazione.
7.4.5 Registrazione account e gestione sensori
La maggior parte dei servizi presenti sul sito web non richiede che l'utente
debba eﬀettuare una registrazione al sistema, tuttavia questa è necessaria
per gli utenti che partecipano alla raccolta acquistando e collocando uno
o più sensori in un luogo di proprio interesse. La registrazione al sistema
permette all'utente di creare un account con cui ha accesso alle funzionalità
di gestione dei sensori, prima fra tutte l'inserimento dell'ID e della posizione
geograﬁca del sensore nel database, aﬃnché il sistema possa riconoscerne i
dati e renderli disponibili alla consultazione.
La registrazione avviene semplicemente inserendo uno username ed una
password scelti dell'utente. Nel caso in cui l'utente sia un amministratore,
per essere riconosciuto tale disporrà di un codice da inserire al momento
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Figura 7.8: Pagina personale di un utente registrato su cui vengono mostrati
gli ultimi rilevamenti dei sensori associati al suo account
della creazione dell'account. Le diﬀerenze tra un utente registrato ed un
amministratore sono state già presentate nel paragrafo 7.2 sui casi d'uso. È
possibile modiﬁcare in un secondo momento la password scelta. Un utente
registrato ha dei servizi aggiuntivi rispetto un utente semplice:
 Come mostrato in ﬁg. 7.8, ha la possibilità di visualizzare su una
pagina dedicata l'elenco di tutti i sensori associati al suo account con
in evidenza i valori dell'ultimo campione ricevuto, in modo che possa
prendere visione diretta dei dati che lo interessano maggiormente senza
dover ricercare i propri sensori sulla mappa e avere immediatamente,
con l'accesso ad una sola pagina web, una visione completa dell'ultimo
rilevamento eﬀettuato da ciascun sensore;
 Può associare nuovi sensori al proprio account, registrandoli nel siste-
ma. L'operazione di registrazione di un sensore richiede delle informa-
zioni necessarie, quali:
 Identiﬁcativo del sensore: è stabilito deﬁnitivamente dall'am-
ministratore del sistema al momento della programmazione del
dispositivo e viene comunicato all'utente che dovrà semplicemente
inserirne il valore nell'apposito form di registrazione;
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 Indirizzo e città in cui il sensore è stato collocato: informazione
essenziale in quanto utilizzata per ottenere tramite una richie-
sta al servizio web Geocoding di Google Maps le coordinate della
posizione del sensore. Questa operazione è fondamentale perché
mette in relazione l'identiﬁcativo del sensore con la sua posizio-
ne, in modo da poterlo visualizzare sulla mappa e soprattutto di
ricavare dal campo sensor_ID, speciﬁcato in ciascun pacchetto
dati inviato dal sensore, il luogo in cui si trova e localizzare così
la zona in cui sono stati prelevati i dati;
 Nel caso in cui si decida di spostare il sensore, è prevista la possibilità
di modiﬁcarne la posizione: comunicando il nuovo indirizzo, il sistema
andrà ad aggiornare l'informazione nel database;
 Un sensore può essere eliminato dal sistema: l'operazione cancella qual-
siasi informazione relativa a quel sensore da tutte le tabelle del database
in cui compare.
Capitolo 7. Presentazione dei dati all'utente 110
Capitolo 8
Conclusioni e sviluppi futuri
8.1 Conclusioni
In questo lavoro è stato progettato e realizzato U-sense, un sistema coope-
rativo di monitoraggio delle aree urbane che permette di conoscere in tempo
reale il livello di inquinamento in città grazie all'utilizzo di una rete di sensori.
Il lato innovativo di U-sense rispetto ad altri sistemi di monitoraggio
già esistenti consiste nel coinvolgere i cittadini nelle operazioni di raccolta
dei dati, oﬀrendo loro la possibilità di diventare possessori di un sensore da
collocare in luoghi di interesse, ad esempio sul proprio balcone, nel proprio
giardino, nel parco della scuola dei ﬁgli, per poter visualizzare in tempo reale
risultati concreti relativi ai posti in cui eﬀettivamente trascorrono le proprie
attività quotidiane.
L'obiettivo è voler sensibilizzare le persone mostrando loro dei risultati
reali sui fattori nocivi con cui essi vengono eﬀettivamente in contatto durante
il giorno, in modo che possano prendere decisioni consapevolmente e che,
individualmente, si senta l'incentivo a contribuire nel proprio piccolo alla
riduzione dell'inquinamento in città, ad esempio diminuendo le emissioni
utilizzando di più la bicicletta e i mezzi pubblici quando si può fare a meno
di usare la propria auto.
Il sistema prevede una fase di raccolta dei dati che si svolge su due diversi
piani. Nell'ambito cittadino, è installata una rete di sensori (ﬁssi) sparsa per
la città. Più dispositivi mobili, trasportati su veicoli autonomamente in
circolazione (taxi, autobus o anche persone) hanno il compito di raccogliere
i dati dai sensori e inoltrarli ad un server remoto non appena sia disponibile
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un punto d'accesso alla rete Internet, in modo che questi vengano inseriti
nel database. È importante che il numero di sensori sia abbastanza ﬁtto da
avere un'elevata risoluzione delle misure e che allo stesso tempo il numero
di dispositivi mobili sia tale da garantire che i dati siano resi disponibili agli
utenti in tempi molto brevi. Nell'ambito privato l'utente dispone di uno o
più sensori e l'invio al server avviene tramite il computer e la connessione di
casa, per cui può essere immediato.
I dati, prima di essere inseriti nel database, vengono elaborati attraverso
uno speciﬁco software che per ogni campione calcola l'istante in cui è stato
raccolto, sulla base di un contatore ad esso associato, e converte le letture
digitali dei dispositivi in valori ﬁsici, con un'appropriata unità di misura.
L'utente può visualizzare tramite un'interfaccia web i valori di inquina-
mento in tempo reale sia ordinati in tabelle, sia in forma visiva tramite dei
graﬁci che ne rappresentano l'andamento durante il giorno. Viene anche mo-
strata una mappa dell'inquinamento su cui vengono colorate le aree della
città in modo diverso a seconda della criticità delle misure pervenute. L'u-
tente può anche eﬀettuare la ricerca di un percorso tra due punti della città
che viene calcolato tenendo conto non solo della distanza da percorrere ma
anche degli ultimi valori di inquinamento rilevati.
8.2 Sviluppi futuri
Al momento è presente un prototipo funzionante del sistema U-sense, ma il
progetto è ancora aperto e vi sono molti punti su cui lavorare.
Innanzitutto è previsto l'utilizzo di sensori appropriati che misurino le
concentrazioni di inquinanti in città. La progettazione e il montaggio dei
sensori è attualmente in corso.
Il protocollo UDT, utilizzato per lo scambio dei dati in ambiente urbano,
al momento non supporta la comunicazione tra un sensore e più elementi mo-
bili contemporaneamente: si potrebbe dunque modiﬁcare ed eventualmente
integrare con altre tecniche per regolare le ritrasmissioni, adatte alle comuni-
cazioni in ambiente multicast, quali gli erasure code. Si sta valutando inoltre
la possibilità di dotare gli elementi mobili della possibilità di connettersi alla
rete, ad esempio tramite una connessione dati, in modo da rendere l'inoltro
dei campioni al server immediato.
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Verranno sviluppate delle applicazioni, adatte ai diversi sistemi operativi,
che permetteranno di accedere al sistema tramite smartphone consentendo
all'utente un'interazione semplice e immediata con i servizi.
Per oﬀrire servizi sempre più accurati, sarà anche necessario individuare
quali sostanze risultano più nocive per la salute umana e deﬁnire un indica-
tore della qualità dell'aria, sulla base del quale costruire i servizi, integrando
eventualmente altri tipi di dati, ad esempio riguardanti i fattori meteorologici
e le condizioni del traﬃco.
Il sistema U-sense verrà inﬁne integrato nel progetto Smarty, in modo da
realizzare un unica piattaforma che tenga conto dei vari aspetti della vita in
città nell'oﬀrire servizi innovativi e all'avanguardia.
113
Appendice A
TinyOS e NesC
TinyOS è un sistema operativo open-source progettato appositamente per
reti di sensori, sviluppato dall'Università della California di Berkeley in col-
laborazione con Intel Research and Crossbow Technology. È interamente
scritto in linguaggio di programmazione NesC, linguaggio ad eventi basa-
to su componenti che rappresenta un'ottimizzazione del linguaggio C per
andare incontro a quelli che sono i limiti dei nodi sensori.
La necessità di un sistema operativo dedicato e di un apposito linguaggio
di programmazione è legata a quelle che sono le caratteristiche di questo
tipo di reti e dei dispositivi che le costituiscono. Infatti i sensori sono dotati
di un microcontrollore con bassa potenza di calcolo (nell'ordine dei MHz)
sebbene le applicazioni abbiano un elevato grado di parallelismo: devono
essere contemporaneamente eﬀettuate comunicazioni (sia via radio o sulla
porta seriale), campionamenti, computazioni dei dati e management delle
risorse, coordinando quindi l'azione dei diversi sottosistemi presenti sul mote,
il tutto limitando al minimo il consumo energetico.
Le applicazioni vengono costruite a partire da un insieme di componenti
software riusabili, integrabili tra loro e con le nuove componenti realizzate dal
programmatore e speciﬁche per l'applicazione progettata. Ogni componente
può fornire delle interfacce, e quindi implementarle, o richiedere l'uso di
interfacce implementate da altre componenti e, in questo caso, gestire gli
eventi che le funzionalità oﬀerte da queste interfacce possono generare.
In NesC ci sono due tipi di componenti:
 Moduli
 Conﬁgurazioni
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Un modulo contiene l'implementazione delle interfacce che una componen-
te fornisce, e la gestione degli eventi segnalati dalle interfacce usate. Una
conﬁgurazione è una componente che lega altre componenti insieme tra loro
tramite le interfacce. Questa organizzazione fornisce un elevato grado di mo-
dularità e limita la lunghezza del codice, in quanto le componenti riusabili
vengono semplicemente invocate e non riscritte da capo.
In fase di compilazione di un programma NesC, le componenti scritte
dall'utente e quelle proprie di TinyOS vengono collegate staticamente tra-
mite le interfacce, come indicato nel ﬁle di conﬁgurazione, e il codice viene
tradotto dal compilatore NesC in un unico ﬁle sorgente C, che viene passato
al compilatore C che genera un ﬁle binario dove vengono caricate soltanto le
componenti necessarie all'applicazione, portando un'ulteriore ottimizzazione.
Il modello di concorrenza è event-driven e non bloccante: al veriﬁcarsi
di una certa azione a livello hardware, viene generato un interrupt che viene
tradotto da TinyOS in un evento gestito da una sezione di codice asincrono,
non interrompibile. Il ﬂusso di esecuzione è single task e passa quindi da una
componente all'altra secondo quanto stabilito dal codice, seguendo il modello
di una macchina a stati ﬁniti. Sono stati esclusi dal sistema i meccanismi di
interruzioni software e cambi di contesto in quanto rappresentano operazioni
molto costose in termini di tempo e di consumo energetico.
Il linguaggio NesC prevede tre costrutti base:
 Comandi: causano l'inizio di un'azione;
 Eventi: notiﬁcano il compimento di un'azione, fornendo il risultato di
un comando precedentemente invocato; gli eventi di basso livello sono
generati da interrupt hardware;
 Task: servono a svolgere operazioni non critiche dal punto di vista
del tempo, o che prevedono una lungo tempo di esecuzione. Possono
segnalare eventi o chiamare comandi.
Il codice eseguito dai task non è asincrono, ma può essere reso tale trami-
te l'uso della keyword atomic che disattiva le interruzioni, per cui è bene
tenere queste sezioni più piccole possibile per evitare di perdere eventi che
potrebbero veriﬁcarsi nel frattempo.
Lo scheduler TinyOS prevede due livelli di concorrenza:
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 Foreground per comandi ed eventi generati da un'interruzione hard-
ware;
 Background per task.
Eventi e comandi del contesto foreground hanno diritto di prelazione su
eventi e comandi generati da un task. Un task non può interrompere un
altro task in quanto questi vengono gestiti tramite politica First Come First
Served non-preempted.
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Appendice B
Lo stack CC2420, lo standard
802.15.4 e B-MAC
Lo standard IEEE 802.15.4 è stato progettato per regolare il livello ﬁsico
e il livello MAC di reti a corto raggio di comunicazione, tra cui rientrano
le reti di sensori. I livelli superiori, non coperti dallo standard, sono gestiti
da ZigBee, ma si possono usare anche i tradizionali protocolli Internet e la
speciﬁca 6LoWPan per costruire reti Internet wireless.
Lo standard prevede l'implementazione di due livelli ﬁsici con diﬀerenti
caratteristiche radio e modulazioni. Per quanto riguarda il livello MAC,
fa uso di tecniche CSMA che possiamo suddividere tra Beacon-Enabled e
Beacon-Disabled. Rispetto le tecniche TDMA-based, nei metodi d'accesso
CSMA non è necessaria sincronizzazione tra i nodi, e da questo deriva che si
ha maggior ﬂessibilità in quanto una modiﬁca alla topologia della rete non
richiede una riconﬁgurazione e un aggiornamento degli scheduler; tuttavia ha
anche degli aspetti negativi: infatti al crescere del numero di nodi aumentano
le collisioni e le ritrasmissioni, costringendo i nodi ad eﬀettuare fasi di ascolto
del canale sempre più lunghe, provocando uno spreco di energia.
I dispositivi mote TelosB, utilizzati nella realizzazione di questo progetto,
montano il chip radio CC2420. Tra l'applicazione e l'hardware è possibile
collocare diversi livelli software che implementano varie funzionalità e co-
stituiscono lo stack CC2420. I livelli più alti dello stack si occupano della
gestione dei dati e degli header in ogni pacchetto, mentre quelli più bassi
regolano il comportamento in ricezione e trasmissione. Lo stack CC2420 è
compatibile con lo standard 802.15.4 ma non ne supporta tutte le funzio-
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nalità, ad esempio non prevede l'utilizzo del protocollo di livello data link
802.15.4 MAC ma fa uso del protocollo B-MAC per regolare l'accesso al
mezzo, protocollo sviluppato dalla Berkeley University con l'obiettivo di ot-
timizzare il consumo energetico dei nodi nelle reti di sensori, realizzando una
fase di listening a bassa potenza. Per approfondimenti, si rimanda a [11].
Nelle reti di sensori, obiettivo principale è garantire consegne aﬃdabili
consumando minor energia possibile, soprattutto in quelle applicazioni dedi-
cate al monitoraggio ambientale dove i sensori sono collocati in luoghi non
facilmente raggiungibili. Le tecniche adottate ad esempio dallo standard
802.11, utilizzato nel Wi-Fi, risultano inappropriate per i trasferimenti dati
nell'ambito di una WSN, in quanto prevede delle fasi di idle listening che
consumano tanta energia quanta ne viene consumata durante le trasmissioni
vere e proprie. Per quanto riguarda BMAC, esso si basa su tecniche CSMA
che non fanno uso dei messaggi RTS e CTS, ma prevede che i nodi alternino
fasi di sleeping a fasi di low power listening: quando un nodo ha dei dati
da trasmettere, invia un lungo preambolo prima del pacchetto vero e pro-
prio, per far si che il ricevitore si metta in ascolto. Tuttavia il preambolo
non contiene nessuna informazione sul destinatario, per cui tutti i nodi che
riescono a riceverlo devono rimanere in ascolto ﬁnché il trasmettitore non
invia il pacchetto. L'accesso al mezzo da parte del trasmettitore avviene
estraendo un tempo casuale, dopo il quale eﬀettua un listening del canale:
se lo sente libero, trasmette, altrimenti estrae un nuovo tempo di backoﬀ in
un intervallo più grande del precedente. Il protocollo prevede l'uso opzionale
di messaggi di ACK di livello data link. Per approfondimenti sul protocollo
d'accesso al mezzo B-MAC, si rimanda a [15].
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Lista degli Acronimi
CUS Cooperative Urban Sensing - Sistema di monitoraggio della qualità del-
l'aria in ambiente urbano deﬁnito cooperativo in quanto coinvolge i cittadini
nelle operazioni di raccolta dei dati
2BD Dual Beacon Discovery - Protocollo di discovery
SB Single Beacon - Protocollo di discovery
WSN Wireless Sensors Network - Rete di sensori
HTTP HiperText Transfer Protocol - Protocollo di trasferimento per la tra-
smissione di informazioni sul web
FEC Forward Error Connection - Meccanismo di rilevazione e correzione de-
gli errori in una tramissione tramite l'introduzione di ridondanza al ﬂusso
informativo
ARQ Automatic Repeat-reQuest - Strategia che permette di rilevare ma non
di correggere gli errori in una trasmissione. I pacchetti corrotti vengono
ritrasmessi
ME Mobile Element - Entità mobile che si occupa della raccolta dei dati in una
Wireless Sensor Network
MoDisNet Mobile Discovery Net - Rete di sensori distribuiti in ambiente urba-
no per il monitoraggio dell'inquinamento sviluppata durante gli studi condotti
dall'Imperial College di Londra
P2P Peer-to-Peer - Indica un'architettura di rete in cui i nodi non sono gerar-
chizzati ma hanno un ruolo equivalente, potendo fungere sia da client che da
server
SR Selective Repeat - Approccio che fa uso di tecniche ARQ per il recupero degli
errori durante la comunicazione
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TR Reporting Period - Periodo con cui il nodo sensore in ambiente domestico
prova ad iniziare una nuova comunicazione con il ricevitore
TB Beacon Period - Periodo con cui l'elemento mobile trasmette il beacon du-
rante la fase di discovery
NesC Network Embedded Systems C - Linguaggio di programmazione per
sistemi embedded
CSMA Carrier Sense Multiple Access - Protocollo MAC per regolare l'accesso
multiplo ad un canale di comunicazione
UDT Urban Data Transfer - Protocollo a pacchetto che regola lo scambio dei
dati tra i sensori e l'elemento mobile nella raccolta opportunistica realizzata
in ambito pubblico
HDT Home Data Transfer - Protocollo a pacchetto che regola lo scambio dei
dati tra i sensori e il nodo ricevitore nella raccolta dei dati realizzata in ambito
privato
URL Uniform Resource Locator - Sequenza di caratteri che identiﬁca univo-
camente l'indirizzo di una risorsa in Internet, rendendola accessibile ad un
client che ne faccia richiesta attraverso l'utilizzo di un web browser
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