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EXPONENTIAL SUMS WITH SPARSE POLYNOMIALS OVER
FINITE FIELDS
IGOR SHPARLINSKI AND QIANG WANG
Abstract. We obtain new bounds of exponential sums modulo
a prime p with sparse polynomials a0x
n0 + · · · + aνxnν . The
bounds depend on various greatest common divisors of exponents
n0, . . . , nν and their differences. In particular, two new bounds for
binomials are obtained, improving previous results in broad ranges
of parameters.
1. Introduction
For a prime p , positive integers n0, . . . , nν and arbitrary integer
coefficients a0, . . . , aν , we consider the exponential sum
Sn0,...,nν (a0, . . . , aν) =
p−1∑
x=0
ep(a0x
n0 + · · ·+ aνxnν ),
where ep(x) = e
2piix/p .
For the convenience, we denote
Mn0,...,nν = max
a0,...,aν∈Z
gcd(
∏k
i=0 ai,p)=1
|Sn0,...,nν (a0, . . . , aν)| .
The classical Weil bound on exponential sums with general polyno-
mials, see, for example, [18, Theorem 5.38], implies that if at least one
of the coefficients does not vanish modulo p then
(1.1) |Sn0,...,nν (a0, . . . , aν)| ≤ max{n0, . . . , nν}p1/2.
Clearly, the bound (1.1) becomes trivial if max{n0, . . . , nν} ≥ p1/2 .
Thus starting from work of Akulinichev [1], there have been a chain of
consistent efforts to obtain nontrivial bounds beyond this restriction,
see [6, 7, 11,12,19–21] and references therein.
The case of binomial sums (that is, ν = 1) has always been of
special interest [10,13,17,25]. In particular, bounds for binomial sums
have played a key role in resolution of Goresky–Klapper conjecture,
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see [14], and its generalisation [2,3,8,9,13,15] and in the closely related
generalised Lehmer conjecture [4].
In fact in the case of binomial sums Sm,n(a, b) one is especially in-
terested in m = 1 which is important for the above applications.
For example, if m = 1 Akulinichev [1, Theorem 1] has given the
bound
(1.2) M1,n ≤ p/
√
gcd(n, p− 1),
and then combining (1.2) with (1.1) shown that for n | p − 1 the
following uniform bound holds
(1.3) M1,n ≤ p5/6,
see [1, Corollary]. The bound (1.3) has been improved in [25, Corol-
lary 3.3] as follows
(1.4) M1,n = O
(
p4/5
)
,
(with an absolute implied constant).
In fact, the bound (1.4) is based on an improvement of a bound of
Karatsuba [17, Theorem 1]
M1,n ≤ (n− 1)1/4p3/4,
which by [25, Theorem 3.2] can be replaced with
(1.5) M1,n ≤ p3/4 + (n− 1)1/3p2/3.
We also recall the following bound of Cochrane and Pinner [13, The-
orem 1.3]
(1.6) Mm,n ≤ d+ 2.292e13/46p89/92,
where d = gcd(n−m, p− 1) and e = gcd(m,n, p− 1).
The bounds of sums with more monomials usually involve more pa-
rameters and conditions and are somewhat too technical to survey and
compare here. However we believe that our bounds expand the class
of general sparse polynomials which admit nontrivial bounds and they
certainly do so in the case of binomial sums.
2. Main Results
We recall that the notations A = O(B), A  B and B  A are
each equivalent to the statement that the inequality A ≤ cB holds
with a constant c > 0 which is absolute throughout this paper.
In what follows, it is convenient to introduce notation A . B and
B & A as equivalents of A ≤ po(1)B as p→∞ .
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Theorem 2.1. For ν ≥ 2 positive integers n0, n1, . . . , nν , we denote
d = gcd(n1 − n0, . . . , nν − n0, p− 1), e = gcd(d, n0), .
and
D = min
0≤i≤ν
max
j 6=i
gcd(nj − ni, p− 1), Γ = (p− 1)/D, ∆ = d/e.
Then
Mn0,...,nν .

∆−1/4Γ−1/4νp7/6, if p29/48 ≤ ∆ < p2/3,
∆−21/52Γ−1/4νp131/104, if p59/112 ≤ ∆ < p29/48,
∆−7/20Γ−1/4νp197/160, if p1/2 ≤ ∆ < p59/112,
∆−31/80Γ−1/4νp5/4, if ∆ < p1/2.
The above bound is nontrivial when
max{p29/48,Γ−1/νp2/3} < ∆ < p2/3,
or
max{p59/112,Γ−13/21νp27/42} < ∆ < p29/48,
or
max{p1/2,Γ−5/7νp37/56} < ∆ < p59/112,
or
Γ−20/31νp20/31 < ∆ < p1/2.
When ν = 1, it is easy to see that D = d and
e = gcd(gcd(n−m, p−1),m) = gcd(n−m,m, p−1) = gcd(m,n, p−1)
and thus for binomials the following result holds.
Corollary 2.2. For positive integers m and n, we denote
d = gcd(n−m, p− 1) and e = gcd(m,n, p− 1).
Then
Mm,n .

e1/4p11/12, if p29/48 ≤ d/e < p2/3,
e21/52d−2/13p105/104, if p59/112 ≤ d/e < p29/48,
e7/20d−1/10p157/160, if p1/2 ≤ d/e < p59/112,
e31/80d−11/80p, if d/e < p1/2.
In the case when integers m and n satisfy
n | p− 1 and gcd(m,n) = 1
Akulinichev [1, Theorem 3] has shown that
(2.1) Mm,n ≤ pn−1 + h1/2p3/4
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where h = gcd(m, p − 1). Using the same idea as in the proof of
Theorem 2.1 we obtain another bound in terms of h and m which
improve previous bounds in some other cases.
Theorem 2.3. For positive integers m and n such that
n | p− 1 and gcd(m,n) = 1 and h = gcd(m, p− 1).
Then
Mm,n .

h1/4n−1/4p11/12, if p29/48 ≤ n < p2/3,
h1/4n−21/52p105/104, if p59/112 ≤ n < p29/48,
h1/4n−7/20p157/160, if p1/2 ≤ n < p59/112,
h1/4n−31/80p, if n < p1/2.
It is difficult to give an exact region when Theorem 2.1 improves the
large variety of previous results more sparse polynomials. However,
in Section 6 we compare Corollary 2.2 and Theorem 2.3 with previous
bounds (1.6) and (2.1) for binomial sums, which also depend on various
greatest common divisors (while the bounds (1.1) and (1.5) depend on
the size of the exponents and so are incomparable with our result
3. Preparations
For a positive integer t | p − 1 we use Tt to denote the number of
solutions to the equation
ut + vt ≡ xt + yt (mod p), 1 ≤ u, v, x, y < p.
We estimate Tt via a combination of recent results of Shkredov [23,
Theorem 8] and of Murphy, Rudnev, Shkredov, and Shteinikov [22,
Theorems 1.4 and 6.5] (which in turn improve the previous result of
Heath-Brown and Konyagin [16, Lemma 3]) on the additive energy of
multiplicative subgroups , that is, on the number of solutions E(Γ) to
the equations
u1 + u2 = v1 + v2, u1, u2, v1, v2 ∈ Γ,
where Γ is a multiplicative subgroup of F∗p .
We also note that unfortunately there is a misprint in the formulation
of [23, Theorem 8] (some terms ought be commuted and the symbol
‘min’ ought to stay in a different place). More specifically, in the
notation of [23] the bound given by [23, Theorem 8], is of the form
E(Γ) ≤ (#Γ)3 p−1/3 log #Γ
+ min
{
p1/26 (#Γ)31/13 log8/13 #Γ, (#Γ)32/13 log41/65 #Γ
}
,
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where
E(Γ) = #
{
(u, v, x, y) ∈ Γ4 : u+ v = x+ y}
is the additive energy of Γ.
Taking the above into account, we derive the following bound on Tt ,
where we have suppressed some logarithmic factors via the use of the
symbol ‘. ’.
Lemma 3.1. We have
Tt .

p8/3t, if p29/48 ≤ (p− 1)/t < p2/3,
p63/26t21/13, if p59/112 ≤ (p− 1)/t < p29/48,
p101/40t7/5, if p1/2 ≤ (p− 1)/t < p59/112,
p49/20t31/20, if (p− 1)/t < p1/2.
We also need recall the following bound given by [5, Lemma 7].
Lemma 3.2. For ν + 1 ≥ 2 elements a0, a1, . . . , aν ∈ F∗p and arbitrary
integers t0, t1, . . . , tν < p, the number of solutions Q to the equation
ν∑
i=0
aix
ti = 0, x ∈ F∗p,
with t0 = 0, satisfies
Q ≤ 2p1−1/νD1/ν +O(p1−2/νD2/ν),
where
D = min
0≤i≤ν
max
j 6=i
gcd(tj − ti, p− 1).
We now derive the following estimate for points on sparse curves.
Lemma 3.3. For ν ≥ 1 elements a0, a1, . . . , aν ∈ F∗p and arbitrary
integers t0, t1, . . . , tν < p, the number of solutions R to the equation
ν∑
i=0
aix
ti =
ν∑
i=0
aiy
ti , x, y ∈ F∗p,
with t0 = 0, satisfies
R p2−1/νD1/ν ,
where
D = min
0≤i≤ν
max
j 6=i
gcd(tj − ti, p− 1).
Proof. We now write x = yz and obtain
R = #{(y, z) ∈ (F∗p)2 : a0(zt0 − 1) + a1yt1−t0(zt1 − 1) + · · ·
+ aνy
tν−t0(ztν − 1) = 0}.
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If
zt0 − 1 = zt1 − 1 = . . . = ztν − 1 = 0
then obviously zd = 1 where
d = gcd(t1 − t0, . . . , tν − t0, p− 1)
and thus there are at most d such values of z , for which there are
at most p values of y . Otherwise, for ν ≥ 1, by Lemma 3.2 we
have for each z we have at most O(p1−1/νD1/ν) values of y . Hence
R dp+p1−1/νD1/ν . Because obviously d | ti−tj for all 1 ≤ i < j ≤ ν ,
we have d ≤ D and thus dp ≤ Dp  p2−1/νD1/ν which implies the
desired bound. uunionsq
4. Proof of Theorem 2.1
We fix some a0, . . . , aν with
gcd (a0 . . . aν , p) = 1
and consider the sum
S∗ =
∑
x∈F∗p
ep
(
xn0
(
a0 + a1x
e1d + · · · aνxeνd
))
over the multiplicative group F∗p of the finite field of p elements. Clearly
it is enough to estimate the sum S∗ .
Let ni − n0 = eid for 1 ≤ i ≤ ν , thus
a0 + a1x
n1−n0 + · · ·+ aνxnν−n0 = a0 + a1xe1d + · · · aνxeνd.
Let
s =
p− 1
d
.
Now, using that for any y ∈ F∗p we have ysd = 1, we derive
S∗ =
∑
x∈F∗p
ep
(
xn0
(
a0 + a1x
e1d + · · · aνxeνd
))
=
1
p− 1
∑
y∈F∗p
∑
x∈F∗p
ep
(
(xys)n0
(
a0 + a1(xy
s)e1d + · · · aν(xys)eνd
))
=
1
p− 1
∑
x∈Fp
∑
y∈F∗p
ep
(
xn0yn0s
(
a0 + a1x
n1−n0 + · · ·+ aνxnν−n0
))
.
Let
N(λ) = #{x ∈ F∗p : a0xn0 + a1xn1 + · · ·+ aνxnν = λ},
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thus we can write
S∗ =
1
p− 1
∑
λ∈Fp
N(λ)
∑
y∈F∗p
ep(λy
n0s).
By the Ho¨lder inequality
(4.1) |S∗|4  p−3
∑
λ∈Fp
N(λ)
2 ∑
λ∈Fp
N(λ)2
∑
λ∈Fp
∣∣∣∣∣∣
∑
y∈F∗p
ep(λy
n0s)
∣∣∣∣∣∣
4
.
By the orthogonality of exponential functions
∑
λ∈Fp
∣∣∣∣∣∣
∑
y∈F∗p
ep(λy
n0s)
∣∣∣∣∣∣
4
=
∑
λ∈Fp
∑
u,v,y,z∈F∗p
ep (λ (u
n0s + vn0s − yn0s − zn0s))
=
∑
u,v,y,z∈F∗p
∑
λ∈Fp
ep (λ (u
n0s + vn0s − yn0s − zn0s)) = pTn0s,
where Tt is defined as in Section 3.
Let
r = gcd(n0s, p− 1) = s gcd (n0, (p− 1)/s) = s gcd (n0, d) = es.
Then we have Tn0s = Tr . Hence we rewrite (4.1) as
(4.2) (S∗)4  p−3
∑
λ∈Fp
N(λ)
2 ∑
λ∈Fp
N(λ)2Tr.
Trivially, we have
(4.3)
∑
λ∈Fp
N(λ) = p.
Furthermore, we have∑
λ∈Fp
N(λ)2
= #{(x, y) ∈ (F∗p)2 : a0xn0 + · · ·+ aνxnν = a0yn0 + · · ·+ aνynν}.
Therefore, by Lemma 3.3
(4.4)
∑
λ∈Fp
N(λ)2  p2−1/νD1/ν .
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Note that
p− 1
r
=
p− 1
es
=
d
e
.
Hence Lemma 3.1 implies
(4.5) Tr .

(e/d)p11/3, if p29/48 ≤ d/e < p2/3,
(e/d)21/13p105/26, if p59/112 ≤ d/e < p29/48,
(e/d)7/5p157/40 if p1/2 ≤ d/e < p59/112,
(e/d)31/20p4, if d/e < p1/2.
Hence substituting the bounds (4.3), (4.4) and (4.5) in (4.2) we con-
clude the proof.
5. Proof of Theorem 2.3
We fix some integers a and b with gcd(ab, p) = 1 and denote
S∗ =
∑
x∈F∗p
ep (ax
m + bxn) .
Denoting s = (p− 1)/n we obtain
S∗ =
1
p− 1
∑
y∈F∗p
∑
x∈F∗p
ep (a (xy
s)m + b (xys)n)
=
1
p− 1
∑
x∈F∗p
∑
y∈F∗p
ep (ax
myms + bxn) .
Since gcd(m,n) = 1 we can replace yms with just ys as both functions
run through the same set of elements of F∗p of order n and take each
value exactly s times. Hence
S∗ =
1
p− 1
∑
x∈F∗p
ep (bx
n)
∑
y∈F∗p
ep (ax
mys) .
By the Cauchy inequality we have
|S∗|2 ≤ 1
p
∑
x∈F∗p
∣∣∣∣∣∣
∑
y∈F∗p
ep (bx
mys)
∣∣∣∣∣∣
2
=
1
p
∑
y,z∈F∗p
∑
x∈F∗p
ep (ax
m (ys − zs)) = 1
p
∑
λ∈Fp
R(λ)
∑
x∈F∗p
ep (bλx
m) ,
where
R(λ) = #{(y, z) ∈ (F∗p)2 : ys − zs = λ}.
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Clearly ∑
λ∈Fp
R(λ)2 = Ts,
where Ts is as in Lemma 3.1. Therefore, applying the Cauchy inequal-
ity one more time, and using the orthogonality of exponential functions,
we obtain
|S∗|4  1
p2
Ts
∑
λ∈Fp
∣∣∣∣∣∣
∑
x∈F∗p
ep (bλx
n)
∣∣∣∣∣∣
2
=
1
p2
Tsp#
{
(u, v) ∈ (F∗p)2 : um = vm} = 1p2Tshp2 = hTs.
Using Lemma 3.1 we obtain the desired result.
6. Comparison
We first note that bounds (1.1) and (1.5), Corollary 2.2 and Theo-
rem 2.3 all hold and nontrivial under different conditions and thus are
not directly comparable.
Hence we only compare Corollary 2.2 with the bound (1.6) and
then also Theorem 2.3 with bounds (1.6) and (2.1). Note that when
we compare Theorem 2.3 with (1.6) we always have e = 1 (since
gcd(m,n) = 1) and we also assume that d ≤ p89/92 .
For example, the bound of Corollary 2.2 improves previous known
bounds when e is small but d is sufficiently large.
Indeed, when p29/48 ≤ d/e < p2/3 , because p11/12 < p89/92 and e is
sufficiently small comparing to p our bound is clearly better than (1.6).
When p59/112 ≤ d/e < p29/48 , then using d ≥ ep59/112 we obtain
e21/52d−2/13p105/104 ≤ e1/4p13/14,
which is better than (1.6) for a small e .
When p1/2 ≤ d/e < p59/112 , then using d ≥ ep1/2 we have
e7/20d−1/10p157/160 ≤ e1/4p149/160,
which is also better than (1.6) for a small e .
Finally for d ≤ p1/2 and e = O(1), our bound improves (1.6) for
d > p60/253 .
To demonstrate the strength of our result, we let d = pδ+o(1) and
e = pγ+o(1) . Then Figure 6.1 (x-axis is δ and y -axis is γ ) shows the
regions of (δ, γ) where the bounds of Corollary 2.1 are better than
both (1.6) and nontrivial.
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0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
(13/16, 2/7)
60/253
2/3
(1, 1/3)
(31/40, 11/40)
δ
γ
(15/16, 1/3)
59/112 29/48
(93/286, 3/26)
Figure 6.1. Polygon of Corollary 2.2 improving (1.6)
with d = pδ+o(1) and e = pγ+o(1)
It is easy to check that one can produce infinite series of examples
with parameters arbitrary close to any point inside of the polygon of
Figure 6.1.
Next, we note that Theorem 2.3 gives nontrivial bounds in any one
of the following cases.
(i) max{p29/48, hp−1/3} ≤ n < p2/3 ,
(ii) max{p59/112, h13/21p1/42} ≤ n < p29/48 ,
(iii) max{p1/2, h5/7p−3/56} ≤ n < p59/112 ,
(iv) h20/31 ≤ n < p1/2 .
In Case (i), if also hn > p2/3 , then h1/4n−1/4p < h1/2p3/4 and we
improve (2.1). If also n > hp3/23 , then h1/4n−1/4p < p89/92 and we also
improve (1.6).
In Case (ii), if also hn21/13 > p27/26 , then h1/4n−21/52p105/104 <
h1/2p3/4 and we thus improve (2.1). If also n > h13/21p101/966 , then
we have h1/4n−21/52p105/104 < p89/92 and thus we improve (1.6) as well.
In Case (iii), if also hn7/5 > p37/40 , then h1/4n−7/20p157/160 < h1/2p3/4
and we thus improve (2.1). If also n > h5/7p51/1288 , then we have
h1/4n−7/20p157/160 < p89/92 and thus we improve (1.6) as well.
In Case (iv), if also hn31/20 > p , then we improve (2.1) because
h1/4n−31/80p < h1/2p3/4 . If also n > h20/31p60/713 , then h1/4n−31/80p <
p89/92 and thus we also improve (1.6).
It is easy to see that in each of the Cases (i), (ii), (iii) and (iv) the
above ranges of h and m overlap so in each of them we sometimes
improve both (1.6) and (2.1) simultaneously.
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To demonstrate our result, we let h = pε+o(1) and n = pη+o(1) . Then
Figute 6.2 (x-axis is ε and y -axis is η ) shows the regions of (ε, η)
where the bounds of Theorem 2.3 are better than both (1.6) and (2.1).
We want to emphasize that hn < p because gcd(m,n) = 1 implies
that h = gcd(m, p− 1) = gcd(m, p− 1) ≤ (p− 1)/n .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.4
0.5
0.6
0.7
(653/1173, 520/1173)
(10/23, 260/713)
(3/16, 59/112)
(1/3, 2/3)
2/3
(3/46, 29/48)
η
²
(9/40, 1/2)
Figure 6.2. Polygon of Theorem 2.3 improving (1.6)
and (2.1) with h = pε+o(1) and n = pη+o(1)
As before, we note that is easy to check that one can produce infinite
series of examples with parameters arbitrary close to any point inside
of the polygon of Figure 6.2.
7. Comments
One can certainly use higher powers of sums S∗ in the proofs of
both Theorems 2.1 and 2.3. For example, for any integer ν ≥ 1 we can
generalise (4.2) as
(S∗)2ν  p−2ν+1
∑
λ∈Fp
N(λ)
2ν−2 ∑
λ∈Fp
N(λ)2Tν,r,
where Tν,r is the number of solutions to the equation
ut1 + . . .+ u
t
ν ≡ vt1 + . . .+ vtν (mod p), 1 ≤ u1, v1, . . . , uν , vν < p.
Hence we need analogues of Lemma 3.1 for Tν,r . Such nontrivial bounds
on Tν,r are indeed available, for example they can be derived from [22,
Lemma 4.4] for ν = 3 and [24, Theorems 3 and 25] for larger values of
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ν . However with the present knowledge of such bounds it is not clear
whether one can obtain better bounds of exponential sums.
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