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Resumen
La oreja es un rasgo biométrico emergente que ha llamado la atención de la comu-
nidad científica por más de una década. Su estructura única ha destacado desde
hace mucho tiempo entre los científicos forenses, y se ha utilizado para la identifi-
cación de sospechosos en muchos casos. El paso lógico hacia una aplicación más
amplia de la biometría de orejas es crear un sistema de reconocimiento. Este traba-
jo se centra en el usodedatos de imágenes (2D)para llevar a cabodichoproceso. El
presente estudio aborda técnicas como ladistanciaHausdorff; la cual agrega robus-
tez e incrementa el desempeño filtrando los sujetos a utilizar en la etapa de prueba
del proceso. También incluye la transformación de imágenes con rayos (IRT) en
la etapa de detección. La oreja es una característica biométrica inconstante cuan-
do se trabaja con imágenes fotográficas en condiciones variables: esto se debe en
gran parte al enfoque de la cámara, las formas irregulares de las capturas, las con-
diciones de iluminación y la forma siempre cambiante de la proyección cuando es
fotografiada. Por tanto, para identificar la presencia y localización de una oreja en
una imagen proponemos un sistema de detección de orejas con múltiples redes
neuronales convolucionales (CNN) y un algoritmo de agrupación de detección.
Elmétodopropuesto coincide con el rendimiento de otras técnicas cuando ana-
lizamos fotografías limpias, es decir, capturas en condiciones ideales (purpose-
shot), alcanzando una precisión de más del 98 %. Cuando el sistema está sujeto a
imágenes naturales en condiciones delmundo real, donde el sujeto aparece en una
multitud de orientaciones y condiciones fotográficas en ambiente no controlado,
nuestro sistema mantiene la misma precisión superando claramente el resultado
del 83% promedio obtenido en investigaciones previas. Finalmente se exponen
los algoritmos utilizados para completar los pasos del reconocimiento, utilizando
estructuras convolucionales, técnicas de extracción de características y aproxima-




The ear is an emerging biometric feature that has caught the attention of the scien-
tific community for more than a decade. Its unique structure has stood out since
long ago among forensic scientists, and has been used to identify suspects inmany
cases.The logical step towards a broader application of ear biometrics is to create a
recognition system. To carry out this process, this work focuses on the use of data
from images (2D).The present studymentions techniques like the Hausdorff dis-
tance, which adds robustness and increases the performance, filtering the subjects
to use in the testing process. It also includes image ray transform (IRT) in the de-
tection step.The ear is a fickle biometric feature when working with photographic
images under varying conditions.This is largely due to the camera’s focus, the irre-
gular shapes of the captures, the lighting conditions and the ever-changing shape
of the projection when it is photographed.Therefore, to identify the presence and
location of an ear in an image, we propose an ear detection system with multiple
convolutional neural networks (CNN) and a clustering algorithm of detections.
Theproposedmethodcoincideswith theperformanceofother techniqueswhen
we analyze clean photographs, that is to say, catches in ideal conditions (purpose-
shot), reaching an accuracy of more than 98%. When the system is subjected to
natural images in real world conditions, where the subject appears in a multitude
of orientations and photographic conditions in an uncontrolled environment, our
system maintains the same precision, clearly exceeding the average result (83%)
obtained in previous researches. Finally, the algorithms used to complete the re-
cognition steps are presented, using convolutional structures, extraction techni-









La presente investigación si bien ha requerido de esfuerzo y mucha dedicación,
no hubiese sido posible sin el apoyo, aliento y paciencia de todas y cada una de
las personas que a continuación citaré, muchas de las cuales han sido un soporte
indispensable en el largo camino recorrido.
En primer lugar, me gustaría agradecer a mi directora, por todos los momentos
que hemos compartido, por su paciencia, su decisivo apoyo, su guía, por motivar-
me y levantarme cada vez que lo he necesitado. Gracias Dra. Angélica González
por no rendirse conmigo y por mostrarme que siempre hay un próximo día y nue-
vos retos que superar.
Gracias mil a los compañeros de la Escuela Nacional de Policía, especialmen-
te al Inspector Jefe Miguel Ramón Ramón por su orientación, increíble apoyo y
consejo, sin ello esta investigación no habría sido posible. El agradecimiento ex-
tendido al equipo de la Comisaría General de Policía Científica que su enseñanza
ha sido un baluarte; sin ustedes todo habría sidomás largo, complicado y sin duda
menos interesante.
Agradecer finalmente hoy y siempre a mi familia, que sin todo su esfuerzo no
habría llegado hasta aquí. A mis padres, Carmen y Luis, gracias por creer en mí,
a mi abuela Chela por extrañarme y quererme como nadie. A Astrid, por ser mi







Listado de figuras xi
Listado de tablas xii
1. Introducción 1
1.1. Memoria visual . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Selección de características . . . . . . . . . . . . . . . . . . . . 3
1.3. Reconocimiento basado en vistas . . . . . . . . . . . . . . . . 4
1.4. Trabajos relacionados . . . . . . . . . . . . . . . . . . . . . . . 5
1.5. Reconocimiento biométrico . . . . . . . . . . . . . . . . . . . 6
1.6. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2. Biometría de las orejas: estudio sobre detección, caracte-
rísticas y métodos de reconocimiento 17
2.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2. Bases de datos disponibles . . . . . . . . . . . . . . . . . . . . 22
2.3. Detección de orejas . . . . . . . . . . . . . . . . . . . . . . . . 29
viii
2.4. Reconocimiento de orejas 2D . . . . . . . . . . . . . . . . . . 37
2.5. Reconocimiento en imágenes 3D . . . . . . . . . . . . . . . . . 51
2.6. Trabajos de los últimos años . . . . . . . . . . . . . . . . . . . 56
2.7. Desafíos y aplicaciones futuras . . . . . . . . . . . . . . . . . . 61
3. Descripción del sistema 67
3.1. Adquisición de los datos y pre-procesamiento . . . . . . . . . . 67
3.2. Detección . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3. Reconocimiento . . . . . . . . . . . . . . . . . . . . . . . . . 104
4. Conclusiones y líneas de trabajo futuras 121
4.1. Resumen de resultados y conclusiones . . . . . . . . . . . . . . 121
4.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3. Consideraciones finales . . . . . . . . . . . . . . . . . . . . . . 132
4.4. Listado de publicaciones . . . . . . . . . . . . . . . . . . . . . 133
Bibliografía y referencias 135
Anexos 159
A. Estudio de oclusión de orejas 161
A.1. Resultado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.2. Conclusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
B. Estándares y términos comunes en biometría 167
B.1. Sistema biométrico genérico . . . . . . . . . . . . . . . . . . . 167
B.2. Vocabulario armonizado . . . . . . . . . . . . . . . . . . . . . 168
C. Laboratorio de procesamiento de imágenes 171
C.1. Interfaz del sistema . . . . . . . . . . . . . . . . . . . . . . . . 171
ix
Listado de figuras
2.1.1. Características de la oreja . . . . . . . . . . . . . . . . . . . . 19
2.2.1. Ejemplo conjunto de datos WPUT . . . . . . . . . . . . . . . 25
2.2.2. Imágenes en la base de datos IIT . . . . . . . . . . . . . . . . 25
2.2.3. Conjunto de datos SCFace . . . . . . . . . . . . . . . . . . . 27
2.2.4. Muestra de los datos incluidos en NCKU . . . . . . . . . . . . 28
2.2.5. Imagen original, bordes y transformación de Hough . . . . . . 29
2.2.6. Imagen original y transformación por rayos . . . . . . . . . . . 29
2.3.1. Imagen original, bordesmejorados ymodelo orientado por bordes 31
2.4.1. Círculos concéntricos y características SIFT . . . . . . . . . . 44
2.4.2. Contornos activos y campos de fuerza . . . . . . . . . . . . . 46
2.5.1. Ejemplo del algoritmo local surface patch (LSP) . . . . . . . . 53
2.6.1. Ilustración de los cortes del algoritmo de normalización parcial 57
2.6.2. Concepto basado en el ángulo formado entre el rostro y la oreja 60
3.1.1. Muestras de cada conjunto de datos . . . . . . . . . . . . . . . 69
3.2.1. Arquitectura de red convolucional triple . . . . . . . . . . . . 72
3.2.2. Escalas utilizadas en el entrenamiento . . . . . . . . . . . . . . 76
3.2.3. Flujo de datos en el proceso de inferencia . . . . . . . . . . . . 76
3.2.4. Subconjunto de cada base de datos . . . . . . . . . . . . . . . 82
3.2.5. Ejecucióndelmapa compartidodeunade la redes convolucionales 84
3.2.6. Muestra de múltiples detecciones . . . . . . . . . . . . . . . . 85
3.2.7. Limpieza que realiza el algoritmo . . . . . . . . . . . . . . . . 86
x
3.2.8. Verdaderos y falsos positivos . . . . . . . . . . . . . . . . . . 88
3.2.9. Sensibilidad del umbral en la detección de orejas . . . . . . . . 90
3.2.10. Resolución de imágenes y sensibilidad ante el tamaño de la oreja 95
3.2.11. Detecciones sistema propuesto 3-CNN versus HAAR . . . . . 98
3.2.12. Ejemplo de detecciones en imágenes particularmente difíciles
del conjunto UBEAR . . . . . . . . . . . . . . . . . . . . . . 100
3.2.13. Resultados 3-CNN versus HAAR . . . . . . . . . . . . . . . . 102
3.3.1. Pre-procesamiento de la imagen . . . . . . . . . . . . . . . . . . . 105
3.3.2. Pasos principales para identificar la oreja utilizando el algoritmo de transfor-
mación de imágenes por rayos . . . . . . . . . . . . . . . . . . . . 107
3.3.3. Distancia Hausdorff . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.4. Vistazo al método de ventanas deslizantes . . . . . . . . . . . . . . . 112
A.1.1. Oclusión de la oreja de todos los sujetos del estudio . . . . . . 162
A.1.2. Tipos de oclusión por genero . . . . . . . . . . . . . . . . . . 163
A.1.3. Oclusión de la oreja clasificado por genero . . . . . . . . . . . 164
A.1.4. Oclusión de la oreja en distintas condiciones climatológicas . . 164
A.1.5. Probabilidad de observar la oreja ocluida (mujeres) . . . . . . 164
A.1.6. Probabilidad de observar la oreja ocluida (hombres) . . . . . . 165
B.1.1. Sistema biométrico genérico ISO/IEC 2382-37 . . . . . . . . 168
C.1.1. Interfaz principal del sistema . . . . . . . . . . . . . . . . . . 172
C.1.2. Editando dos imágenes a la vez en el sistema . . . . . . . . . . 173
C.1.3. Reconocimiento de orejas en el sistema . . . . . . . . . . . . . 174
C.1.4. Ejemplo de los algoritmos aplicables en el sistema . . . . . . . 174
xi
Listado de tablas
2.3.1. Métodos de detección 2D . . . . . . . . . . . . . . . . . . . . 30
2.3.2. Métodos de detección 3D . . . . . . . . . . . . . . . . . . . . 31
2.4.1. Métodos de reconocimiento de orejas en imágenes 2D parte 1 . 39
2.4.2. Métodos de reconocimiento de orejas en imágenes 2D parte 2 . 40
2.5.1. Métodos de reconocimiento en imágenes 3D . . . . . . . . . . 52
3.1.1. Conjuntos de datos de orejas . . . . . . . . . . . . . . . . . . . 68
3.1.2. Contenido del conjunto de datos UBEAR . . . . . . . . . . . . 71
3.2.1. Desempeño comparado de 1-CNN contra 3-CNN’s . . . . . . . 75
3.2.2. Matriz de confusión final de la data de entrenamiento . . . . . . 83
3.2.3. Matriz de confusión final de los datos de prueba . . . . . . . . . 83
3.2.4. Contenido del conjunto de datos de vídeos . . . . . . . . . . . 93
3.2.5. Condiciones del mundo real . . . . . . . . . . . . . . . . . . . 96
3.2.6. Detecciones sistema propuesto 3-CNN’s frente a HAAR . . . . 97
3.2.7. Haar versus 3-CNN en distintos conjuntos de datos . . . . . . . 101
3.3.1. Matriz de confusión durante entrenamiento . . . . . . . . . . . 117
3.3.2. Matriz de confusión durante pruebas . . . . . . . . . . . . . . . 117
3.3.3. Desempeño CNN versus PCA, LDA y SURF-NN . . . . . . . . 118
xii

Cree a aquellos que buscan la verdad. Duda de los que la en-





Una de las más interesantes características del sistema de visión del ser humano
es su habilidad para reconocer rápidamente un estimulo a partir de una gran canti-
dad de información visual; lo más remarcable es la manera eficiente de cómo este
mecanismo trabaja incluso cuando los objetos son tan sólo parcialmente simila-
res a los objetos en memoria. Esta función del cerebro no ha sido completamente
comprendida, aunque a veces parece estar claro; el cerebro no compara el estimulo
con todos los objetos en la memoria de uno en uno, abstrae la información con el
fin de sólo intentar comparar las más significativas características.
En la presente investigación se exponeun sistema capaz de llevar a buen termino
el reconocimiento de personas a través de imágenes de orejas sin la necesidad de
realizar una búsqueda lineal en todos los modelos en la base de datos que repre-
senta la memoria visual del sistema. Las clases construidas son capaces de indexar
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y comparar lo que permitirá mapear la estructura jerárquica de las partes del ob-
jeto en una especie de gráfico, con el propósito exclusivo de intentar simular la
abstracción que el cerebro realiza en el proceso de visión e identificación. Como
ejemplo de la descomposición de un objeto en partes, se puede considerar la je-
rárquica relación entre las partes de la silueta del cuerpo de una persona: cuatro
largas extremidades (brazos y piernas) y una forma como burbuja (la cabeza) to-
do subordinado a un tronco. Para descartar las figuras distintas a un cuerpo, la idea
es seleccionar solamente aquellos objetos que tengan una configuración similar a
la antes descrita para el análisis futuro. Una jerarquía de partes puede también ser
dividida por el nivel de detalle que las partes representan, por ejemplo, los dedos
se pueden expresar como los detalles de un objeto con forma de mano. Dividir la
información en partes nos ayuda a determinar si la persona que lleva un sombrero
es aún similar a nuestra abstracción de lo que representa el cuerpo de una persona
identificando el sombrero como un accesorio de nuestro modelo.
1.1. Memoria visual
Con el propósito de definir el conjunto de funciones y/o algoritmos de recono-
cimiento, necesitamos primero decidir la manera más conveniente de representar
todas las formas en las que los objetos, orejas, serán probablemente encontrados.
Esta aproximación basada en vistas es más simple y no requiere realizar transfor-
mación de las imágenes; sin embargo, la base de datos resultante es de gran ta-
maño, añadiendo a la búsqueda complejidad. Por otro lado los modelos basados
en 3D tienen la ventaja además de poseer bases de datos compactas, mantienen
información completa soportando vistas no contempladas. Los métodos basados
en vistas no requieren una completa descripción de cada modelo; más allá, pro-
porcionan un medio para hacer frente a los objetos con textura, es decir, aquellos
objetos cuya estructura no es precisamente plana sino que contienen característi-
cas como la profundidad, para los que las estadísticas de intensidad de los píxeles
también pueden ser considerados.
2
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Un problema en común es la representación requerida para codificar las carac-
terísticas relevantes del objeto y sus interrelaciones. Una estrategia en ambos en-
foques ha sido descomponer la estructura del objeto en un número pequeño de
formas primitivas formando bloques de construcción de todas las vistas posibles.
Desafortunadamente, no existe un acuerdo general sobre lo que constituye las par-
tes primitivas de todas las formas, y si hay un conjunto único y pequeño de partes
para todos los objetos. Multiples enfoques basados en vistas [54, 55, 170] buscan
secciones de características o pequeños parches en la vista del objeto. Estos par-
ches pueden ser aquellos que contienen esquinas, bordes, etc. Sin embargo, esta
estrategia no es suficiente para responder la pregunta general de como generalizar
las propiedades de un objecto.
1.2. Selección de características
¿Qué características deberíamos utilizar para realizar el proceso de reconoci-
miento?Nohay una respuesta concisa a esta pregunta en la literatura hasta la fecha,
donde la respuesta dada dependerá de la clase de objetos que queremos reconocer,
y de si queremos identificar casos particulares o cualquier objeto que pertenece a
una determinada clase. Es decir, hay algunos objetos que tienen una forma bien
definida y un conjunto de partes, pero hay otros que están mejor caracterizados
por su textura como por ejemplo el agua y los árboles, los alimentos por su color,
los patrones como se ven en libros, estuches, o inclusive su funcionalidad ejemplo
sillas,mesas, coches, etc. A su vez, también tenemos que estar de acuerdo en lo que
queramos reconocer, por ejemplo, nuestro perro o cualquier perro.
En este estudio, nos hemos centrado en las orejas, las que pueden ser caracte-
rizadas por su forma. Diferentes experimentos psicofísicos apoyan la idea de que
un gran número de objetos entran en esta categoría. Trabajos pioneros sobre este
tema fueron realizados porBiederman [101, 103], que examina el campo en sus di-
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ferentes investigaciones [102]. Como ejemplo de estos tipos de experimentos, po-
demos considerar el trabajo deHayward et al. [238], en el que los autores probaron
si la gente podía encontrar la información del contorno útil para el reconocimien-
to de un conjunto de objetos desconocidos desde nuevos puntos de vista. Ellos
presentaron a los sujetos una imagen sombreada como estímulo inicial, y luego
introdujeron un segundo estímulo de siluetas del objeto. Encontraron que el reco-
nocimiento fuemás rápido para imágenes sombreadas sobre las siluetas cuando el
objeto estaba en el mismo punto de vista, pero que no había ninguna diferencia en
el rendimiento del reconocimiento cuando el objeto giraba con respecto al origi-
nal. Los resultados sugieren que la información de sombreado no es fundamental
para la identificación de los objetos bajo cambios en el angulo de visión.
1.3. Reconocimiento basado en vistas
En la presente investigación, el objetivo es desarrollar un sistemapara reconocer
de manera eficiente un número potencialmente grande de usuarios independien-
temente de los cambios de perspectiva en las imágenes. Para ello, vamos a utilizar
distintos algoritmos para realizar la detección del objeto. El propósito es obtener
una abstracción a fin de descomponer una forma en un conjunto de partes primi-
tivas jerárquicamente organizados.
En nuestros experimentos, en la base de datos demodelos cada una de las vistas
se extrae y se utiliza como entrada para la preparación de los algoritmos de detec-
ción y reconocimiento. Un grupo de vistas se utiliza para rápidamente realizar una
verificación. A continuación, el comparador calcula la similitud entre la consulta
y cada uno de los candidatos, y los ordena en consecuencia. El candidato mejor




Los conceptos con respecto a cada uno de los componentes de la investigación,
como, el proceso de detección, la representación de los objetos, el algoritmo de
coincidencia, el algoritmo de reconocimiento son, en ciertamedida, independien-
tes unos de otros. Por lo tanto, preferimos incluir secciones de trabajo relacionados
en los capítulos donde se introducen cada uno de los componentes.
Es importante resaltar el trabajo relacionado en su conjunto, es decir, el recono-
cimiento de objetos de forma general. Varios autores han estudiado este problema
utilizando información de sus formas a partir de distintas vistas.
Beis y Lowe [108] realizaron reconocimiento de objetos a partir de la infor-
mación de su forma utilizando los bordes rectos como los valores primitivos que
componen el objeto, agrupándolos de acuerdo a criterios de colinealidad y para-
lelismo. Los ángulos y proporciones de longitud de estos grupos se utilizan para
formar vectores de características que fueron indexados a partir de una base de da-
tos de puntos utilizando árboles KD (k dimensiones); una técnica de búsqueda
del vecino más cercano. Los vecinos más cercanos al vector consulta son ponde-
rados de acuerdo a las distribuciones de probabilidad aprendidas en una etapa de
entrenamiento, y se utilizan para generar hipótesis. Los modelos que reciban más
votos se verifican utilizando un método de ajuste de los modelos 3D parametriza-
dos, descritos por Goldberg [83].
Al igual que nuestro enfoque, Sebastian et al. [223] utilizaron gráficos de cho-
que para representar siluetas de imágenes 2D comomuestra de la visualización de
un objeto. Los autores, sin embargo, proponen una partición jerárquica de la ba-
se de datos, en la que las formas se agrupan en categorías. Un pequeño número
de ejemplos de cada categoría son elegidos para representar cada agrupación. Un
problema con este enfoque es que no siempre es posible encontrar grupos lo sufi-
cientemente grandes como para reducir significativamente el tamaño de la base de
5
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datos. Además, cada coincidencia en el nivel de prototipo implica una búsqueda
lineal entre las formas que pertenecen a esa categoría, que debe ser lomás pequeño
posible.
En un trabajo reciente, Cyr y Kimia [60] exploraron el problema de cómo di-
vidir la vista de un objeto 3D utilizando una colección de gráficos de choque. Sin
embargo, no abordan el problema de indexación, y recurren en cambio a una bús-
queda lineal de todas las vistas de la base de datos con el fin de reconocer un objeto.
1.5. Reconocimiento biométrico
Siendo utilizado originalmente para la identificación forense, los sistemas bio-
métricos evolucionaron de ser una herramienta para la investigación criminal a ser
una serie de aplicaciones comerciales. Los medios tradicionales de reconocimien-
to automático, como contraseñas o tarjetas de identificación pueden ser robados,
falsificados u olvidados. Contrariamente a esto, una característica biométrica de-
be ser universal, única, permanente, mensurable y de alto rendimiento, aceptable
para los usuarios y debe ser complicado tanto como sea posible de eludir. Hoy nos
encontramos con sistemas de reconocimiento de huella digital en teléfonos móvi-
les, ordenadores portátiles y puertas. Con el aumento de la difusión de los sistemas
biométricos, el rendimiento del reconocimiento en el campo de la ciencia forense
también ha mejorado durante los últimos años.
Los sistemas biométricos han ayudado a esclarecer muchos casos, por poner
algún ejemplo, a identificar a los dos sospechosos de los atentados de Boston en
2013 [119] y también para identificar a un sospechoso de una serie de robos en ga-
solineras en los Países Bajos [12]. En este último caso, el reconocimiento de orejas
jugó un papel importante para la identificación del sospechoso.
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La oreja como una característica biométrica durante mucho tiempo ha sido re-
conocida comounmedio valiosopara la identificaciónpersonal de los investigado-
res criminales. El criminólogo francés Alphonse Bertillon fue el primero en inves-
tigar el potencial para la identificación humana de las orejas hace más de un siglo,
en 1890 [9]. En 1893 Conan Doyle publicó un artículo en el que describe las par-
ticularidades de las orejas de un grupo seleccionado y argumenta que la forma de
la oreja, al igual que el rostro, refleja propiedades del carácter de una persona [10].
En sus estudios en 1906, Richard Imhofer sólo necesitó cuatro características di-
ferentes para distinguir 500 orejas [198]. Más tarde, en 1964 el policía americano
Alfred Iannarelli recogió más de 10.000 imágenes de orejas y determinó 12 carac-
terísticas para identificar un sujeto [235]. Iannarelli también llevó a cabo estudios
sobre gemelos y trillizos, donde descubrió que las orejas son aún únicas entre los
sujetos genéticamente idénticos. Estudios científicos confirmaron posteriormen-
te la suposición de Iannareli, que la forma externa de la oreja es única [146], que
además es estable a lo largo de la vida humana [18].
En numerosos trabajos de investigación a partir de la última década, se pudo
demostrar que el rendimiento del reconocimiento biométrico alcanzado con sis-
temas automatizados de reconocimiento de orejas es competitivo en comparación
a los sistemas de reconocimiento facial [6]. Lei et al. también han demostrado que
el oído externo se puede utilizar para la clasificación de género [154].
En muchos casos criminales no hay mayor evidencia que un vídeo en el que
vemos al autor cometer un delito. Los investigadores criminales suelen tratar de
combinar la información procedente de los testigos o de la víctima con lo obteni-
do de vídeos. La identificación biométrica es una herramienta útil para esta tarea,
sin embargo, las condiciones no controladas en vídeos siguen siendo un entorno
difícil para todos los sistemas de identificación automática. Las dificultades típicas
de identificación automática en este caso de uso particular, son, por ejemplo, va-




Los delincuentes, que son conscientes de la presencia de una cámara evitan fre-
cuentementemirar directamente a ella y algunas veces utilizan sombreros para cu-
brir sus rostros. Esto significa que los investigadores a menudo tienen que trabajar
con imágenes de perfil que además puede ser parcial o totalmente ocluido. En estos
escenarios, el reconocimiento de orejas puede ser un valioso aporte a los sistemas
de reconocimiento facial existentes para identificar al sospechoso.
Mientras el vídeo contenga un solo frame, donde la oreja del sujeto sea clara-
mente visible desde uno de los ángulos que coinciden con los puntos de vista de
referencia, la identificación automática tiene una oportunidad de tener éxito. En la
práctica, sin embargo, las imágenes limpias son raramente el caso. Además, la re-
solución de las cámaras de vigilancia en relación con la región supervisada puede
ser mala y podemos encontrar degradaciones, como el desenfoque.
En un pequeño estudio, que fue realizado en laUniversidad de Salamanca, entre
septiembre 2013 y julio de 2014, tratamos de estimar la probabilidadmedia de que
la oreja sea visible en público. También hicimos notas sobre el tipo de oclusión y
el clima. Se ha observado que la oreja era totalmente visible en el 46% de los casos
de un total de 5.431 observaciones. Al mismo tiempo, la probabilidad de oclusión
es altamente dependiente del género. Considerando que las orejas de las mujeres
sólo eran plenamente visibles en 26,03% de los casos, las orejas de los hombres
eran totalmente visibles en 69,68% de los casos. Más detalles sobre este estudio
se pueden encontrar en el Apéndice A.
1.5.1. Identificación forense usando imágenes de orejas
En la identificación forense, los sistemas de identificación biométricos se utili-
zan para la recuperación de los candidatos más probables a partir de una gran base
de datos. La fiabilidad de estos sistemas no sólo se reduce por las variaciones de
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pose y oclusiones, sino también por el contraste y compresión dando como resul-
tado imágenes de baja calidad. El uso de sistemas de identificación automáticos
que utilizan imágenes 3D puede resultar en estimacionesmás precisas, ofreciendo
la posibilidad de ajustar la pose de referencia a la postura de la imagen de entrada.
Tal estimación también podría incluir la forma de la oreja, a fin de incrementar la
precisión, especialmente en los casos en que sólo el perfil de los sospechosos está
disponible. En tal escenario, el reconocimiento de orejas es un recurso valioso co-
mo alternativa a los descriptores faciales lo que permitiría a los expertos forenses
realizar su trabajo incluso con imágenes parciales.
Tanpronto como tenemosdisponible una lista de los candidatosmás probables,
la evidencia puede ser recogida de formamanual con la superposición de trazados,
donde semiden las distancias precisas entre puntos de referencia en un par de imá-
genes. Debe asegurarse de que sólo los puntos idénticos se comparan y, en caso de
variación de pose, se necesitan dos imágenes con la misma pose. Posteriormente,
los analistas verifican que tan bien los contornos de las dos imágenes coinciden.
Al analizar imágenes de rostros con este método, el analista también puede inves-
tigar la simetría de ambos lados del rostro por medio de dos imágenes diferentes
[81]. Las técnicas descritas anteriormente actualmente se aplican principalmente
en imágenes faciales, pero pueden, en principio, ser utilizadas para cualquier tipo
de imágenes incluyendo imágenes de orejas.
1.6. Objetivos
Este trabajo tiene por objetivo principal la exploración de nuevas técnicas pa-
ra el reconocimiento de orejas, especialmente el uso de redes neuronales profun-
das. Nos centramos en imágenes 2D y no se limita al proceso de reconocimiento.
Con estos antecedentes investigamos posibilidades de combinar diferentes pers-
pectivas de las vistas de un objeto explotando el hecho de que la profundidad y la
información de textura podrían ser útiles en el proceso de reconocimiento.
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Analizamos aún más las propiedades estadísticas de los píxeles de las distintas
imágenes y proponemos unmétodo genérico para crear representaciones binarias
para una técnica de búsqueda más eficiente. Aplicamos estos vectores de caracte-
rísticas binarios en un enfoque de búsqueda secuencial, vectores que se utilizan
para la creación de una pequeña lista de los candidatos más probables.
Se presenta un framework para el reconocimiento de objetos basado en vistas
en la que una imagen de consulta se representa como un gráfico, un gráfico que
codifica la descomposición jerárquica de una silueta en partes primitivas. Tales va-
lores primitivos surgende un etiquetadode las singularidades a lo largo de la forma
del objeto. La descomposición de la imagen se presenta en detalle en el capítulo
3, junto con un nuevo algoritmo para calcularla que mejora la precisión bajo una
pequeña deformación en las formas debido a ruido o cambios en los puntos de
vista. Dada una base de datos de distintas vistas de los objetos, el primer problema
se formulará en cómo seleccionar un pequeño número de puntos de vista que re-
presenten los posibles candidatos para detectar e identificar dicho objeto.
El capítulo 2 resume el trabajo relacionado sobre algunos algoritmos de inde-
xación y búsqueda de objetos e introduce algunas estrategias para realizar la se-
lección de estos candidatos, como lo propuesto por Choras [161], identificando
las limitaciones de este enfoque y explorando una serie de soluciones para supe-
rarlos. En particular, se desarrolló un eficiente algoritmo de acumulación de votos
con el fin de encontrar una solución óptima al problema de las múltiples solucio-
nes propuestas por distintas aproximaciones. En la etapa de verificación, cada uno
de los candidatos se hace coincidir con la consulta dando unamedida de similitud
que se utiliza para clasificar a los posibles candidatos. El problema de encontrar la
concordancia exacta entre la entrada y las posibles respuestas se convierte en un
problema de la mejor asignación posible o mejor porcentaje de reconocimiento
ya que se combinan distintos algoritmos tanto de detección e identificación en el
que las correspondencias de objetos deben satisfacer un conjunto de restricciones.
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Los objetivos del presente trabajo de investigación se pueden resumir en las si-
guientes preguntas planteadas:
¿Cómo puede ser detectada de forma automática la oreja en imágenes está-
ticas y vídeo?
¿Cómo pueden las imágenes ser normalizadas con respecto a la rotación y
escala?
¿Es posible combinar los datos de diferentes perspectivas con el fin de ob-
tener un mejor descriptor para alcanzar un mejor rendimiento?
¿Cómo pueden las orejas ser representadas en plantillas para habilitar una
búsqueda más rápida en conjuntos de datos grandes?
¿Es posible encontrar automáticamente categorías de orejas?
Como una extensión de nuestros objetivos, se planteó el desarrolló de un mó-
dulo de reconocimiento de orejas como parte de un sistema de reconocimiento
multimodal de rostros y orejas. Este sistema se evalúa y se prueba utilizando nues-
tro propio conjunto de datos; exploramos las virtudes y limitaciones del reconoci-
miento en este escenario y señalamos la orientación futura de este tipo de sistemas.
1.6.1. Estructura
El presente documento esta dividido en cuatro partes. Un resumen del proyec-
to que se desarrolló en el contexto de este trabajo, incluyendo la explicación de los
requisitos del sistema, el sistema de captura de imágenes, el flujo de trabajo de los
servicios de reconocimiento biométrico y algunas observaciones finales sobre el
rendimiento general del mismo.
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Comenzamos con una visión general sobre el estado del arte en el apartado 2; la
estructura de esta segundaparte representa la revisión literaria sobre los avances en
los procesos de detección, métodos de extracción y reconocimiento en el campo
del reconocimiento de orejas. El tercer capítulo titulado descripción del sistema
expone el detalle de los algoritmos utilizados a lo largo de la investigación, a fin
de profundizar en el trabajo llevado a cabo para detectar y reconocer la oreja, don-
de, proponemos una técnica de ventana deslizante usando un marco de detección
circular, algoritmo que evaluamos con respecto a su robustez frente a rotaciones,
para posteriormente integrar otros algoritmos como redes neuronales convolucio-
nales y la transformación de imagen por rayos. En la sección cuarta se presentan
las conclusiones y trabajo futuro. El apéndice A expone un estudio empírico sobre
la posibilidad de encontrar la oreja visible en el mundo real. El apéndice B sigue
de forma general las directrices base que se proponen en la norma ISO/IEC SC
37 SD11 sobre los trabajos en el área biometrica [1]. Finalmente el C presenta el
entorno de trabajo del sistema.
1.6.2. Preguntas de Investigación
Las siguientes preguntas se derivan de las cuestiones que se produjeron durante
la investigación en curso. Dichas preguntas marcan la línea base, que ha seguido el
trabajo de investigación.
1. ¿Cual es el estado del arte actual en el proceso de reconocimiento de
orejas? Para definir esta serie de preguntas, se ha elaborado un resumen so-
bre el estado del arte en el proceso de reconocimiento de personas a través
de imágenes de las orejas. El resumen consiste en tres partes principales. En
la primera parte, le damos una visión general a las bases de datos disponi-
bles al público que se pueden utilizar para evaluar los sistemas de reconoci-
miento de orejas. A continuación se describen los diferentes enfoques para
la detección en imágenes 2D y 3D y se compara su precisión. Posteriormen-
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te estudiamos los sistemas de reconocimiento para dar una visión completa
de los diferentes enfoques y su rendimiento. Esta compilación sirve como
base para el trabajo realizado. Un resumen de los trabajos más recientes so-
bre el reconocimiento de orejas se proporciona como un último apartado
en este capitulo.
2. ¿Cómo se puede detectar la oreja de forma automática en imágenes?
Una segmentación fiable es importante para cualquier sistema que intente
realizar reconocimiento. En este trabajo, analizamos las características geo-
métricas de la oreja y la forma en que se puede utilizar para la segmentación.
Especial atención se fija en la fusión de textura y profundidad y la robustez
sobre variaciones en la pose.
Para la deteccióndeorejas, las técnicas del estadodel arte del reconocimien-
to de rostros, como las características Haar [189] dieron una exactitud sa-
tisfactoria en el proceso de detección, siempre y cuando la configuración de
la imagen capturada sea controlada cuidadosamente y la calidad de imagen
sea suficiente. Altos niveles de exactitud se pueden lograr utilizando el algo-
ritmo LBP (implementación original según lo sugerido por Ahonen et al.
[227]). También es posible detectar la oreja con elmétodo de Regresión de
Pose en Cascada [21] a partir de imágenes especialmente segmentadas, es
decir, imágenes de perfil del rostro. Con el fin de asegurarse de que la detec-
ción de la oreja en la imagen 2D se realice lo suficientemente bien, la oreja
no debe ser menor a 50x80 píxeles.
Las orejas en imágenes deprofundidad (3D)pueden ser segmentadas por la
búsqueda de la estructura superficial única en la región exterior de la oreja.
En [24] el enfoquededetecciónplanteadoporZhou et al. [127] se extiende
para detectar el oído externo en imágenes de perfil 3D bajo diferentes rota-
ciones en el plano. Debido a la proyección de la ROI (Region of Interes) de
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coordenadas cartesianas a coordenadas polares, la exactitud de la detección
disminuye. Pflug [22] introduce un método de detección, en el que se re-
construye el contorno de la oreja mediante la combinación de las regiones
con alta curvatura superficie y las líneas que forman el contorno de la oreja.
Finalmente, se incluye un proceso novel de detección de orejas en imágenes
y vídeo utilizando redes neuronales convolucionales, el cual se profundiza
en lo siguientes capítulos.
3. ¿Cómo pueden las imágenes recortadas de la oreja normalizarse con
respecto a la rotación y escala?Con el fin de aplicar el reconocimiento de
orejas en entornos más desafiantes, la región de interés debe ser normaliza-
da con respecto a la rotación y la escala.
La regresión de pose en cascada (CPR) es un enfoque para la normalización
de rostros, originalmente propuesto por Dollar et al [182]. CPR optimiza
una función de pérdida que trata de minimizar la diferencia entre las ca-
racterísticas basadas en los niveles del gris locales dentro de la elipse de la
oreja. En lugar de la localización de un número de puntos de referencia de-
finidos visualmente, CPR utiliza características débiles para la estimación
de la orientación de la oreja. Teniendo en cuenta que tenemos un número
suficiente de imágenes de entrenamiento, CPR puede ser optimizado para
ser robusto frente a oclusiones parciales y diferentes poses.
Utilizando CPR se ajusta una elipse alrededor de la oreja, donde el eje ma-
yor de la elipse representa lamayor distancia entre el lóbulo y la hélice supe-
rior [21]. A continuación, se compensa escala y rotación ajustando el cen-
tro, la longitud del eje mayor y la inclinación de la elipse demodo que el eje
mayor sea vertical y tenga una longitud fija.
14
1.6. Objetivos
Se demuestra que el rendimiento del reconocimiento usandoCPR antes de
extraer el vector de características es significativamente mayor sin normali-
zación. Tambiénmuestra que el algoritmoCPR recorta la región de la oreja
con precisión para diferentes regiones de interés que representan diferentes
configuraciones de captura. Obviamente, el beneficio del uso de este algo-
ritmo aumenta con una variaciónmayor en rotación y escala en el conjunto
de datos.
4. ¿Qué impacto tiene la degradación de las imágenes sobre el desempe-
ño de los sistemas de reconocimiento de orejas? El rendimiento de cada
sistema biométrico es dependiente de la calidad de las imágenes de entrada.
La cuantificación de la calidad de la imagen, sin embargo, siempre depende
de la situación.Hemos llevado a cabouna serie de experimentos para apren-
der más sobre el impacto del ruido y la falta de definición en el desempeño
de los sistemas de reconocimiento de orejas.
Hemos generado una serie de imágenes degradadas y calculado la propor-
ción de ruido con el fin de cuantificar las imágenes degradadas y como estas
afectan el sistema; este valor es definido vía el error cuadrado medio entre
una imagen de calidad optima y una imagen degradada. A continuación, se
midió el descenso del rendimiento en los algoritmos de detección y reco-
nocimiento.
5. ¿Esposibleencontrar automáticamentecategoríasde imágenesdeore-
jas? La mayor parte de los esfuerzos de investigación en el reconocimiento
de orejas se concentran en lograr un rendimiento alto de reconocimiento
en los conjuntos de datos. El siguiente paso hacia un sistema operacional




Se analizan los espacios de características como la textura con respecto a las
tendencias de agrupación que podrían ser explotadas para reducir el núme-
ro de candidatos en una búsqueda 1:N. Se crean entonces subespacios utili-
zando tantométodos lineales como no lineales y se estudian estos subespa-
cios para determinar las tendencias de agrupamiento. Se aplican diferentes
métricas para estimar la bondad de las soluciones de clustering y mostrar,
que los subespacios de características pueden ser organizados como grupos
convexos utilizando K-means.
Se demuestra que la agrupación utilizando K-means para orejas 2D, PCA
(Principal Components Analysis) para la proyección del subespacio y LPQ
(Local Phase Quantisation) para la función de la textura es posible. Para esta
configuración particular, el espacio de búsqueda se puede reducir a menos
de 50% de la base de datos con la probabilidad de 99, 01% de que la iden-
tidad correcta este contenida en el conjunto de datos reducido. También se
muestra que una búsqueda que se extiende a unmáximo de tres grupos ad-
yacentes obtiene un mejor rendimiento que una búsqueda en un solo clús-
ter. Las clases dependen del tono de piel de los sujetos, y también de los
ajustes al momento de la captura de las imágenes del conjunto de datos.
También observamos que los vectores de características con un alto rendi-
miento en las clasificación o categorización de las imágenes no necesaria-
mente alcanzan altas tasas de rendimiento en el reconocimiento.
De intentar responder a las preguntas planteadas se deriva el proponer un sis-
tema en el que las distintas vistas de los objetos se descomponen en relaciones
jerárquicas. Estos valores primitivos y sus relaciones se representan como vectores
de características y se utilizan como entrada y entrenamiento para los algoritmos
de coincidencia y reconocimiento. En las secciones siguientes se expone en pro-
fundidad la estrategia seguida para cumplir con el objetivo de la investigación.
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Biometría de las orejas: estudio sobre
detección, características ymétodos de
reconocimiento
El presente capítulo ofrece una visión elaborada del estado del arte del proceso
de reconocimiento de orejas. Cuando se puso en marcha este proyecto se planteó
la intención de responder a la pregunta de investigación ¿cuál es el actual estado
del arte en el reconocimiento de orejas? cuestión que se intenta responder a lo lar-
go del presente texto. Presentamos una visión general de las bases de datos dispo-
nibles y comparamos una gran selección de trabajos previos sobre segmentación,
detección y reconocimiento con respecto a los enfoques aplicados y sus indicado-
res de desempeño. Concluimos con una sección que describe los retos futuros en
el campo.
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La posibilidad de identificar a las personas por la forma de su oído externo fue
planteada por vez primera por el criminólogo francés Bertillon, y refinada por el
oficial de policía Americano Iannarelli [235], quien propuso un primer sistema
de reconocimiento de orejas basado en sólo siete características. La estructura de-
tallada de la oreja no sólo es única, sino también permanente, su apariencia no
cambia en el transcurso de la vida humana. Además, la adquisición de imágenes
de orejas no requiere necesariamente la cooperación de una persona, por lo que
es, considerada como una técnica no intrusiva.
Debido a estas cualidades, el interés por los sistemas de reconocimiento de ore-
jas ha crecido de manera significativa en los últimos años. En este capítulo, cate-
gorizamos y resumimos enfoques para la detección y reconocimiento en imágenes
2D y 3D. A continuación, ofrecemos una visión de las probables futuras investiga-
ciones en el campo, en el contexto de la vigilancia inteligente y análisis de imágenes
forenses, que consideramos que es la aplicación más importante en un futuro cer-
cano.
2.1. Introducción
Como existe una necesidad cada vez mayor para autenticar automáticamente
a los individuos, la biometría ha venido siendo un campo de investigación activo
en el transcurso de la última década. Los medios tradicionales de reconocimien-
to automático, como contraseñas o tarjetas de identificación, puede ser robadas,
falsificadas, u olvidados. Las características biométricas, por otro lado, son univer-
sales, únicas, permanentes, y medibles.
El aspecto característico del oído externo humano (oreja) está formado por la
hélix exterior, la antihélix, el lóbulo, el trago, la antitrago, y la concha (ver figu-
ra 2.1.1). Las numerosas crestas y valles en su superficie sirven como resonadores
acústicos. Para frecuencias bajas el pabellón refleja la señal acústica hacia el canal
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Figura 2.1.1: Características físicas de la oreja
auditivo. Las frecuencias altas reflejan las ondas sonoras provocando que las fre-
cuencias circundantes sean omitidas. Además, el oído externo permite a los seres
humanos percibir el origen de un sonido.
La forma de la oreja evoluciona durante el estado embrionario. Su estructura,
por lo tanto, no es completamente al azar, pero todavía está sujeta a la segmenta-
ción celular. La influencia de factores aleatorios en la apariencia de la oreja se pue-
den observar mejor comparando la oreja izquierda y la oreja derecha de la misma
persona. A pesar de que la izquierda y la oreja derecha muestran algunas similitu-
des, no son simétricas [3].
La oreja durante mucho tiempo ha sido reconocida como unmedio valioso pa-
ra la identificación personal por investigadores criminales. El criminólogo fran-
cés Alphonse Bertillon fue el primero en tomar conciencia del potencial uso para
la identificación humana, hace más de un siglo [9]. En sus estudios sobre el re-
conocimiento a través del oído externo en 1906, Richard Imhofer necesitó sólo
cuatro características diferentes para distinguir entre 500 orejas distintas [198]. A
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partir de 1949, el oficial de policía estadounidense Alfred Iannarelli realizó el pri-
mer estudio a gran escala sobre el potencial discriminativo. Recogiómás de 10.000
imágenes de orejas y determinó 12 características necesarias para identificar a una
persona [235]. Iannarelli también llevó a cabo estudios sobre gemelos y trillizos,
descubriendo que las orejas son aún únicas entre personas genéticamente idénti-
cas. A pesar de que el trabajo de Iannarelli carece de una base teórica compleja,
comúnmente se cree que la forma de la oreja externa es única. Los estudios reali-
zados por Meijerman [145] y Shih [98] muestran que todas las orejas de las bases
dedatos investigadas poseen características individuales, que pueden ser utilizadas
para distinguirse entre ellas. Debido a la falta de una base de datos suficientemente
grande, estos estudios sólo se pueden ver como aproximaciones, no como eviden-
cia, por la singularidad del oído externo.
La investigación sobre los cambios de apariencia hamostrado que la oreja cam-
bia ligeramente en tamaño cuandouna persona envejece [57, 146]; esto es explica-
do por el hecho que con el envejecimiento la estructura microscópica de los cam-
bios del cartílago de la oreja, reducen la elasticidad de la piel. Un primer estudio
sobre el efectodeperíodos cortos de tiempoenel reconocimientode la oreja [164]
muestra que la tasa de reconocimiento no se ve afectada por el envejecimiento.De-
be ser, sin embargo, mencionado que la diferencia de tiempo en este experimento
fue de sólo 10 meses, y por tanto, este hecho todavía está sujeto a profundizar las
investigaciones sobre si el tiempo tiene un efecto crítico en la biométria de la oreja
y por ende en los sistemas de reconocimiento o no.
La oreja puede ser capturada fácilmente desde la distancia, incluso si el sujeto
no es del todo cooperativo. Esto hace al reconocimiento de orejas particularmente
interesante para las tareas de vigilancia inteligente y para el análisis forense. Hoy
en día la observación de características es una técnica estándar en la investigación
forense y se ha utilizado comoprueba en cientos de casos. La fuerza de esta eviden-
cia ha sido, sin embargo, también puesta en duda por los tribunales por ejemplo
en los Países Bajos [12]. Con el fin de estudiar la fortaleza de las impresiones de
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la oreja como prueba, el proyecto forense de identificación (FearID) fue iniciado
por nueve Institutos de Italia, el Reino Unido, y los Países Bajos en 2006. En su
sistema de prueba, midieron un EER de 4% y llegaron a la conclusión de que las
impresiones de orejas pueden ser utilizadas como prueba en un sistema semiau-
tomático [100]. La policía criminal alemana utiliza las propiedades físicas de esta
característica biométrica en relación con otras propiedades basadas en apariencia
para recolectar evidencia de la identidad de los sospechosos en las imágenes de
las cámaras de vigilancia. La figura 2.1.1 ilustra los elementos más importantes y
puntos de referencia de el oído externo, que son utilizados por la oficina federal de
investigación criminal alemana para la identificación manual de sospechosos.
En este trabajo extendemos algunos estudios existentes sobre la biometría de las
orejas, como por ejemplo lo expuesto por Pflug [20] o Ramesh et al [136] y otros
varios autores que han centrado su trabajo en el procesamiento de imágenes 2D
[134, 135, 159, 215]. Para el caso Abaza et al. [6] ha contribuido con un excelente
estudio sobre el reconocimiento en marzo de 2010. Su trabajo abarca la historia
de la biometría de las orejas, una selección de las bases de datos disponibles para
la verificación de sistemas de reconocimiento a partir de imágenes 2D y 3D. Este
trabajo modifica lo expuesto por Abaza et al. y Pflug et al. agregando lo siguiente:
Un estudio de las bases de datos gratuitas y accesibles al público.
Más de 30 publicaciones sobre la detección de y el reconocimiento de ore-
jas publicadas en el periodo 2010-2015 y que no fueron discutidas en los
estudios anteriores.
Un punto de vista sobre los retos futuros para estos sistemas de reconoci-
miento con respecto a aplicaciones concretas.
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2.2. Bases de datos disponibles
Con el fin de probar y comparar el rendimiento de detección o reconocimiento
de un sistema de visión por computador, en general, y un sistema biométrico en
particular, deben ser accesibles al público bases de datos de imágenes de suficiente
tamaño. En este apartado, queremos presentar las bases de datos adecuadas pa-
ra evaluar el rendimiento en cuanto a detección y reconocimiento se trata; bases
de datos que pueden ser tanto descargadas libremente como licenciadas con un
esfuerzo razonable.
2.2.1. Base de datos USTB
LaUniversidad deCiencia y Tecnología en Beijing (USTB -University of Science
andTechnology Beijing) ofrece cuatro colecciones1,2 de imágenes de orejas 2D y de
imágenes de perfil para la comunidad de investigadores. Todas las bases de datos
USTB están disponibles bajo licencia.
Base de datos I: el conjunto de datos contiene 180 imágenes en total, las
cuales fueron tomadas de 60 sujetos en tres sesiones entre julio y agosto de
2002. La base de datos sólo contiene imágenes de la oreja derecha de cada
sujeto. Durante cada sesión, las imágenes fueron tomadas bajo diferentes
condiciones de iluminación y con una rotación diferente. Los sujetos eran
estudiantes y profesores de la USTB.
Base de datos II: al igual que en la base de datos I, esta colección contie-
ne imágenes de orejas derechas de los estudiantes y profesores de la USTB.
Esta vez, el número de sujetos fue de 77 y fueron cuatro sesiones diferentes
entre noviembre de 2003 y enero de 2004. Por lo tanto, la base de datos con-
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Base de datos III: en este conjunto de datos, 79 estudiantes y profesores
de la USTB fueron fotografiados en diferentes poses entre noviembre y di-
ciembre de 2004. Algunas de las orejas están ocluidas por el cabello. Cada
sujeto giro su cabeza de 0 a 60 grados a la derecha y de 0 a 45 grados a la
izquierda. Esto se repitió en dos días diferentes para cada materia, que se
tradujo en 1.600 imágenes en total.
Base de datos IV: consta de 25.500 imágenes de 500 sujetos tomadas entre
junio de 2007 y diciembre de 2008, este es el mayor conjunto de datos de
la USTB. El sistema de captación consistió en 17 cámaras y, fue capaz de
tomar 17 imágenes del sujeto simultáneamente. Estas cámaras estaban dis-
tribuidas en un círculo alrededor del sujeto, quien fue colocado en el centro.
El intervalo entre las cámaras era de 15 grados. Se pidió a cada voluntario
que mirara hacia arriba, hacia abajo y hacia la altura de sus ojos, lo que sig-
nifica que esta base de datos contiene imágenes en diferentes perspectivas.
Hay que tomar en cuenta que esta base de datos sólo contiene una sesión
por sujeto.
2.2.2. Bases de datos UND
La Universidad de Notre Dame (UND) ofrece una gran variedad de diferentes
bases de datos de imágenes que se pueden utilizar para la evaluación del rendi-
miento biométrico. Entre ellas se encuentran cinco bases de datos que contienen
imágenes 2D e imágenes 3Dde profundidad que son adecuados para la evaluación
de sistemas de reconocimiento de orejas. Todas las bases de datos de laUNDestán
disponibles bajo licencia 3.
Colección E: 464 imágenes del perfil derecho de 114 sujetos, capturadas
en 2002. Para cada usuario, se tomaron entre 3 y 9 imágenes en diferentes
días, distintas poses y condiciones de iluminación.
3http://cse.nd.edu/cvrl/CVRL/Data_Sets.html
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Colección F: 942 imágenes 3D y las correspondientes imágenes de perfil
2D, tomadas de 302 sujetos, capturadas en 2003 y 2004.
Colección G: 738 imágenes 3D y las correspondientes imágenes de perfil
2D a partir de 235 sujetos, capturadas entre 2003 y 2005.
Colección J2: 1800 imágenes 3D y las correspondientes imágenes de perfil
2D a partir de 415 sujetos, capturadas entre 2003 y 2005 [192].
ColecciónNDOff-2007: 7398 en 3D y las correspondientes imágenes 2D
de 396 rostros. La base de datos contiene diferentes poses codificadas en el
nombres de archivo [53].
2.2.3. WPUT DB
La Universidad de West Pommeranian de Tecnología (WPUT - The West Po-
meranian University of Technology) ha recopilado una base de datos de orejas con
el objetivo de proporcionar datos más representativos que las colecciones com-
parables4 [62]. La base de datos contiene 501 sujetos de todas las edades y 2.071
imágenes en total. Para cada sujeto, la base de datos contiene entre 4 y 8 imágenes,
que fueron tomadas en diferentes días y en diferentes condiciones de iluminación.
Los sujetos también utilizan decoraciones que comúnmente se utilizan en el
día a día, como pendientes, audífonos, y además, algunas orejas se ocluyen con el
cabello. En la figura 2.2.1, se muestran algunas imágenes de ejemplo. La presencia
de cada unode estos factores se codifica en los nombres de archivode las imágenes.
La base de datos se puede descargar libremente desde la URL dada.
4http://ksm.wi.zut.edu.pl/wputedb/
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Figura 2.2.1: Ejemplo de la base de datos WPUT [62]. La base de datos contiene
fotografias de orejas de diferente calidad y tomadas bajo diferentes condiciones de
iluminación. Además incluye imágenes donde la oreja esta ocluida por el cabello y
aretes
Figura 2.2.2: Ejemplo de las imágenes de la base de datos IIT Delhi [15]
2.2.4. IIT Delhi
La base de datos del Instituto Indio de Tecnologia IIT Delhi (Indian Institute of
Technology Delhi) es proporcionada por la Universidad Politecnica de Hong Kong
5 [15]. Contiene imágenes de orejas que fueron recogidas entre octubre de 2006 y
junio de 2007 en el Instituto de Tecnología Delhi, enNuevaDelhi, India (ver figu-
ra 2.2.2). La base de datos contiene 121 sujetos, y al menos tres imágenes fueron
tomadas para cada uno en un ambiente interior, que significa que la base de datos
consta de 421 imágenes en total.
5http://www4.comp.polyu.edu.hk/˜csajaykr/IITD/Database_Ear.htm
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2.2.5. IIT Kanpur
La base de datos IITK (Indian Institute of Technology Kanpur) fue aportada por
el Instituto Indio de Tecnología en Kanpur6 [218]. Esta base de datos consta de
dos subconjuntos.
SubconjuntoI:Este conjuntodedatos contiene801 imágenesdel rostrode
perfil recogidas de 190 sujetos. El número de imágenes adquiridas de cada
individuo varía de 2 a 10.
Subconjunto II: Las imágenes de este subgrupo fueron tomados de 89 in-
dividuos. Para cada sujeto se obtuvieron 9 imágenes con tres poses diferen-
tes. Cada pose fue capturada en tres distintas escalas. Lo más probable es
que todas las imágenes hayan sido tomadas el mismo día. No se indica si el
subconjunto II contiene a lasmismas personas que el anterior subconjunto.
2.2.6. ScFace
La base de datos SCface es proporcionada por la Universidad Técnica de Za-
greb7 [163], contiene 4.160 imágenes de 130 sujetos. El objetivo de laUniversidad
es proporcionar una base de datos, que sea adecuada para probar algoritmos bajo
escenarios de vigilancia. Desafortunadamente, toda las imágenes de la cámara de
vigilancia se tomaron en un ángulo frontal, de tal manera que las orejas no son vi-
sibles. Sin embargo, la base de datos también contiene un conjunto de fotografías
de alta resolución, que muestra al sujeto en diferentes poses. Estas poses incluyen
vistas del perfil derecho y perfil izquierdo, como se muestra en la figura 2.2.3. A
pesar de que estas imágenes son probablemente inadecuadas para los estudios de
reconocimiento de orejas, las fotografías de alta resolución podrían ser utilizadas
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Figura 2.2.3: Ejemplo de las imágenes de la base de datos SCFace [163]
2.2.7. Sheffield base de datos de rostros
Esta base de datos era conocida anteriormente como la base de datos UMIST8
y consta de 564 imágenes de 20 sujetos de raza y genero distinto. Cada sujeto se
fotografía en una gama de diferentes poses, incluyendo la vista frontal y la de perfil.
2.2.8. YSU
La Youngstown State University (YSU) recoge un nuevo tipo de base de datos
biométrica para la evaluación de sistemas de identificación forense [7]. Para cada
uno de los 259 sujetos, se proporcionan 10 imágenes. Las imágenes se tomaron
a partir de una secuencia de vídeo y muestran al sujeto en poses entre cero y 90
grados. Esto significa que la base de datos contiene imágenes de perfil recto y una
vista frontal del rostro de cada individuo. También contiene bocetos dibujados a
mano de 50 personas seleccionadas al azar desde un ángulo frontal. Sin embargo,
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2.2.9. NCKU
LaUniversidadNacional Cheng Kung de Taiwán ha recopilado una base de da-
tos, que consta de 37 imágenes de 90 sujetos. Se puede descargar del sitio web9 de
la universidad. Cada sujeto fue fotografiado en diferentes ángulos entre -90 (perfil
izquierdo) y 90 grados (perfil derecho) en pasos de 5 grados. En la figura 2.2.4 se
muestran algunos algunos de ejemplo. Tal serie de imágenes se tomó en dos días
para cada sujeto. Todas las imágenes fueron tomadas en las mismas condiciones
de iluminación y con la misma distancia entre el sujeto y la cámara.
Figura 2.2.4: Ejemplo de las imágenes de la base de datos NCKU, mostrando al
mismo sujeto desde diferentes ángulos
Esta información se recogió originalmente para el reconocimiento de rostros,
algunas de las orejas están parte o totalmente ocluida por el cabello, lo que repre-
senta un reto para los enfoques de detección. En consecuencia, sólo un subcon-
junto de esta base de datos es adecuada para el reconocimiento de orejas.
2.2.10. Conjunto de datos UBEAR
El conjunto de datos presentado por Raposo et al. [203] contiene imágenes de
la oreja izquierda y derecha de 126 sujetos. Las imágenes fueron tomadas bajo di-
ferentes condiciones de luz y no se le pidió a los sujetos que se retiraran el cabello,
joyas u otro tipo de decoración antes de tomarlas.
9http://robotics.csie.ncku.edu.tw/Databases/FaceDetect_PoseEstimate.htm
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Figura 2.2.5: Imagen original, bordes y transformación de Hough
Figura 2.2.6: Imagen original y transformación por rayos
Las imágenes fueron recortadas de vídeo, lo que muestra al sujeto en diferentes
poses, por ejemplo mirando hacia la cámara, hacia arriba o hacia abajo. A mayores
se incluye en la base de datos la información de la posición exacta de la oreja, lo
que hace a este conjunto particularmente conveniente para estudiar la exactitud
de los algoritmos de detección e investigar y/o analizar el rendimiento del recono-
cimiento independientemente de cómo se detecte la oreja.
2.3. Detección de orejas
En esta sección se resume el estado del arte en la detección automática de ore-
jas en imágenes 2D y 3D respectivamente. Básicamente todos los enfoques de de-
tección se basan en las propiedades de la morfología física de las orejas, como la
aparición de ciertos bordes característicos o patrones en su forma. Las tablas 2.3.1
y 2.3.2 ofrecen una breve visión general de los métodos de detección 2D y 3D.
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Tabla 2.3.1: Métodos de detección 2D
Abaza et al. [5] Cascaded Adaboost 940 2D 88,72%
Ansari and Gupta [205] Edge Detection andCurvature Estimation 700 2D 93,34%
Alvarez et al [140] Ovoid Model NA 2D NA
Arbab-Zavar & Nixon [37] Hough Transform 942 2D 91%
Arbab-Zavar & Nixon [38] Log-Gabor Filters andWavelet Transform 252 2D 88,4%
Attarchi et al. [206] Edge Detection and LineTracing 308 2D 98,05%
Chen & Bhanu [87] Template Matching withShape Index Histograms 60 2D 91,5%
Cummings et al. [11] Ray Transform 252 2D 98,4%
Islam et al. [213] Adaboost 942 2D 99,89%
Jeges & Mate [72] Edge Orientation Pattern 330 2D 100%
Kumar et al. [17] Edge Clustering andActive Contours 700 2D 94,29%
Liu & Liu [90] Adaboost and Skin ColorFiltering 50 2D 96%
Prakash & Gupta [220] Skin Color and GraphMatching 1780 2D 96,63%
Shih et al. [98] Arc-Masking and AdaBoost 376 2D 100%
Yan & Bowyer [192] Concha Detection andActiveContours 415 2D 97,6%
Yuan & Mu [151] CAMSHIFT and a ContourFitting Video 2D NA
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Tabla 2.3.2: Métodos de detección 3D
Publicación Método de detección Tamañodatabase Tipo Precisión
Chen & Bhanu [88] Shape model and ICP 700 3D 87,71%
Chen & Bhanu [86] Helix Shape Model 213 3D 92,6%
Zhou et al. [127] Histogram of CategorizedShapes 942 3D 100%
Prakash & Gupta [219] Connectivity Graph 1604 3D 99,38%
Figura 2.3.1: Imagen original, bordes mejorados y su correspondiente modelo orien-
tado por los bordes
La tabla 2.3.2 contiene los algoritmos de localización 3D, mientras que la tabla
2.3.1 los algoritmos diseñados para la detección de orejas en imágenes 2D. Las fi-
guras 2.2.5, 2.2.6 y 2.3.1 representan ejemplos de distintas técnicas de detección
de orejas. Chen y Bhanu proponen tres enfoques diferentes para la detección de
la oreja. En el enfoque expuesto por Chen et al. [87] entrenan un clasificador, que
reconoce una distribución específica de índices, que son característicos de la su-
perficie de la oreja. Sin embargo, este enfoque sólo funciona en imágenes de perfil
y es sensible a cualquier tipo de rotación, escala y variación en las poses.
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Más adelante en sus aproximaciones detectan áreas con gran curvatura local con
una técnica que llamaron paso de magnitud de bordes [86]. A continuación, ge-
neran una plantilla que contiene la forma típica del helix exterior y el anti-helix
de la oreja colocada de tal forma que agrupa las líneas de su contorno. Chen et al
[88] estrechan el número de posibles candidatos detectando primero la región de
la piel antes de realizar la comparación de plantillas del helix. Fusionando el color
y la información de la curvatura, la tasa de detección podría verse incrementada
hasta 99, 3% en la base de datos UCR y hasta 87, 71% sobre la colección F y G
de la base de datos UND. El conjunto de la UCR no es accesible al público y por
tanto no se cubre en la sección 2.2. Para una descripciónmayor de su contenido se
puede consultar el trabajo de Abaza et al. [6].
Otro ejemplo de detección de orejas utilizando el contorno es descrito por At-
tarchi et al. [206]. Ellos localizan el contorno exterior mediante la búsqueda del
borde más largo conectado en la imagen pre-procesada. Seleccionando los puntos
superiores, inferiores, e izquierdos de los limites detectados, forman un triángulo
para posteriormente utilizar el centro como punto de referencia para la alineación
de la imagen. Ansari et al. también utilizan un detector de bordes en la primera
etapa de su enfoque de localización [205]. Los bordes son separados en dos ca-
tegorías, llamadas, convexa y cóncava. Se eligen los bordes convexos como candi-
datos para representar el contorno exterior. Finalmente, el algoritmo conecta los
segmentos curvos y selecciona la figura que encierra el área más grande lo que a
efectos del proceso representará el contorno exterior de la oreja. Cabe señalar que
la base de datos IITK y USTB II ya contienen imágenes cortadas de orejas. Por lo
tanto, se puede cuestionar, si las tasas de detección de 93, 34% y 98, 05% pueden
ser reproducidas en condiciones realistas.
Un enfoque reciente sobre detección de orejas en 2D que utiliza bordes es des-
crito por Prakash y Gupta [219]. Combinan la segmentación de la piel y la cate-
gorización de los bordes en convexos y cóncavos. Después, los bordes en la región
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de la piel seleccionada se descomponen en segmentos. Estos segmentos se com-
ponen para formar un gráfico de conectividad de bordes. A partir de este gráfico se
calcula el casco convexo de todos los bordes, que se cree que pertenecen a la oreja.
La región cerrada es entonces etiquetada como la región de interés. En contraste
conAttarchi et al. [206], Prakash yGupta demuestran la viabilidad de la detección
basada en bordes (edge-based), probando su teoría en imágenes de perfil completo,
donde lograron una tasa detección de 96, 63% en un subconjunto de la colección
UND-J2. Prakash et al. [219] proponen la misma conectividad basada en bordes
para el reconocimiento de orejas en imágenes 3D. En lugar de los bordes, utili-
zan discontinuidades en el mapa de profundidad para extraer la imagen de bordes
inicial y luego extraer el gráfico de conectividad. En sus experimentos, utilizan las
representaciones 3D del mismo subconjunto como en [220] y reportan una tasa
de detección de 99, 38%. Además muestran que la tasa de detección de su enfo-
que basado en este gráfico no es influenciado por la rotación y la escala.
Jedges y Mate proponen otro enfoque de detección basado en bordes (edge-
based), que probablemente esté inspirado en técnicas de reconocimiento de hue-
lla dactilar. Entrenan un clasificador con patrones de orientación que previamente
han sido calculados a partir de imágenes de orejas. Al igual que otros clasificado-
res, su método no es robusto frente a rotación y escala. Además, el clasificador es
probable que falle bajo grandes variaciones en la pose, ya que esto afecta a la apa-
riencia del patrón de orientación.
Islam et al. [214] y Abaza et al. [5] utilizan clasificadores débiles basados en
ondas Haar con conexión AdaBoost para localizar la oreja. Según Islam et al., el
entrenamiento de los clasificadores tarda varios días, sin embargo una vez que el
clasificador está configurado, la detección de la oreja es rápida y eficaz. Abaza et al.
utilizanuna versiónmodificadadeAdaBoost y reportanuna fase de entrenamiento
más corta. La eficacia de su enfoque se demostró en evaluaciones a cinco diferen-
tes bases de datos. También se incluyen algunos ejemplos exitosos de detecciones
en imágenes obtenidas de Internet. Mientras la pose del sujeto no cambie, los cla-
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sificadores débiles son adecuados para imágenes que contienen más de un sujeto.
Dependiendo del conjunto de prueba seleccionado Abaza et al. alcanzan una tasa
de detección de entre 84% y 98, 7% en la base de datos de rostros Sheffield. En
promedio, su enfoque detectó con éxito el 95% de todas las orejas.
Yan y Bowyer desarrollaron un método de detección que fusiona imágenes de
rango y sus correspondientes imágenes a color en 2D [192]. Su algoritmo comien-
za localizando la concha y a continuación, utiliza contornos activos para determi-
nar el límite exterior de la oreja. La concha sirve como el punto de referencia para
definir la forma inicial delmodelo de contorno activo. Incluso aunque la concha es
fácil de localizar en imágenes de perfil, puede estar ocluida si la pose de la cabeza
cambia o si el sujeto lleva un arete o audífonos. En sus experimentos Yan y Brow-
yer sólo utilizan imágenes de orejas con oclusiones mínimas donde la concha es
visible; por lo tanto podría no ser probado ni refutado si su enfoque es capaz de
manera fiable de detectar las orejas si la concha esta ocluida.
Yuan y Mu desarrollaron un método para el seguimiento de la oreja en tiem-
po real en secuencias de vídeo aplicando continuamente el algoritmo adaptativo
Mean Shift (CAMSHIFT) [151]. El algoritmoCAMSHIFT se utiliza con frecuen-
cia en aplicaciones de seguimientodel rostro y se basa en concordancia de regiones
y modelos del color de la piel. Para lograr precisión en la segmentación de la ore-
ja, se aplica, el método de ajuste de contorno basado enmodelos de forma activos
modificados, que han sido propuestas por Alvarez et al. [140]. Yuan yMu reportan
una tasa de detección del 100%, sin embargo la base de datos de prueba solamente
consistía de dos sujetos. Sin embargo, su enfoque parece sermuy prometedor para
aplicaciones de vigilancia pero necesita ser evaluado en escenarios más realistas.
Shih et al. determinan las orejas candidatas mediante la localización de los bordes
en forma de arco en una imagen de bordes. Posteriormente los candidatos se ve-
rifican mediante el uso de un clasificador Adaboost. Su aproximación alcanza una
tasa de detección del 100% en un conjunto de datos, que consta de 376 imágenes
de 94 sujetos.
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Zhou et al. entrenan unmodelo 3D con el fin de reconocer el histograma de los
índices de la forma típica de la oreja [127]. Demanera similar a los planteamientos
de Abaza et al. e Islam et al., una ventana de deslizamiento de diferentes tamaños
se mueve sobre la imagen. El descriptor de la oreja propuesto por Zhou et al. está
construido a partir de histogramas índice concatenados, que se extraen de subblo-
ques dentro de la ventana de detección. Para la detección real, un clasificador SVM
(Support VectorMachine) es entrenado para decidir si una región de la imagen es la
región de la oreja o no. Por lo que sabemos, éste es el primer enfoque de detección,
que no requiere tener imágenes de textura además de imágenes de rango. Zhou et
al. evaluaron su enfoque en imágenes de las colecciones UND obteniendo una ta-
sa de detección del 100%. Cabe señalar que este enfoque no fue evaluado bajo
rotación, variaciones en la pose ni grandes oclusiones, pero bajo la impresión del
buen rendimiento, creemos que este algoritmo es bastante interesante para futuras
investigaciones.
Los métodos de detección basados en transformaciones de imagen tienen la
ventaja de ser robustos frente a las rotaciones fuera de plano. Están diseñados para
resaltar las propiedades específicas de la forma exterior de la oreja, que se observan
en cada imagen donde la oreja es visible no importa la pose en que dicha oreja haya
sido fotografiada. Arbab et al. [37] utilizaron la transformada de Hough para me-
jorar las regiones con una alta densidad de bordes. En las imágenes de perfil, una
alta densidad de bordes se observa sobre todo en la región de la oreja (ver figura
2.2.2). Los autores reportan que la transformada de Hough reduce su eficiencia
para la detección cuando las personas llevan gafas ya que el marco introduce bor-
des adicionales a la imagen. Esto ocurre especialmente en la región de los ojos y
la nariz. El enfoque basado en la transformada de Hough para detección de orejas
se evaluó en imágenes de la base de datos XM2VTS; el trabajo de Abaza et al. [6]
expone una descripción detallada de la base de datos, donde se logró una tasa de
detección del 91%.
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El enfoque de transformación de rayos propuesto por Cummings et al. [11] se
ha diseñado para detectar la oreja en diferentes poses. Este algoritmo utiliza una
especie de rayo de luz para escanear la imagen buscando las estructuras tubulares
y curvas como la hélice exterior. El rayo simulado se refleja en las regiones brillan-
tes y tubulares destacando estas regiones en la imagen transformada. Sin embargo,
el rayo también destaca bordes rectos y los bordes de otros objetos, como el pelo
y las gafas (ver figura 2.2.1). Usando este método Alastair et al. han logrado una
impresionante tasa de reconocimiento de 98, 4% en la base de datos XM2VTS.
Por lo tanto, el enfoque basado en la transformación de rayos de Cummings et al.
supera a la transformada de Hough, muy probablemente porque es más robusto
frente a factores de ruido tales como gafas o cabello.
Un enfoque reciente para la detección de orejas en imágenes 2D es descrito por
Kumar et al. [17] quienes proponen extraer orejas de imágenes 2Dutilizando imá-
genes de bordes y contornos activos. Evalúan su enfoque en una base de datos que
contiene 100 sujetos con siete imágenes por sujeto. Un dispositivo especial se uti-
lizó para recolectar los datos. Este dispositivo asegura que la distancia a la cámara
es constante y que las condiciones de iluminación son las mismas para todas las
imágenes. Esta aproximación reporta una tasa de detección de 94, 29%.
Al poner en práctica estos algoritmos, podemos observar que la robustez frente
al ruido como diferentes poses y oclusión es de vital importancia. Sin embargo, la
mayoría de losmétodos de detección descritos anteriormente no fueron probados
en escenarios de oclusión realistas, como la oclusión del cabello, aretes, audífonos,
etc. Una posible razón para esto puede ser la falta de bases de datos que contengan
imágenes apropiadas, sin embargo este vacío ha sido llenado recientemente por
diferentes grupos de trabajo, quienes han contribuido proporcionando conjuntos
de datos apropiados (ver sección 2.2). Por otra parte, no hay investigaciones sobre
el efecto de oclusión de la oreja en imágenes 3D.
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Cada sistema de reconocimiento de orejas consiste en una extracción de carac-
terísticas y un paso de comparación del vector de características. En esta revisión
de la literatura se divide el reconocimiento de orejas en cuatro subclases diferentes
denominadas enfoques holísticos, locales, híbridos y enfoques estadísticos. En las
tablas 2.4.1 y 2.4.2 todos los enfoques de reconocimiento 2Dmencionados en este
documento son resumidos en orden cronológico.
2.4.1. Descriptores holísticos
Otro enfoque, que ha ganado cierta popularidad es la transformación de cam-
po de fuerza propuesta porHurley [117]. El enfoque de transformación de campo
de fuerza asume que los píxeles tienen una atracción mutua proporcional a sus in-
tensidades e inversamente al cuadrado de la distancia entre ellos, algo como la ley
universal de Newton de la gravedad. El campo de energía asociado toma la for-
ma de una superficie lisa con un número de picos unidos por crestas (ver la figura
2.4.2).
Usando este método, Hurley et al. [117] lograron un rendimiento de rango-1
de más de 99% en la base de datos de XM2VTS (252 imágenes). Basándose en
estos resultados, Abdel-Mottaleb y Zhou utilizaron una representación en 3D del
campo de fuerza para los puntos de extracción situadas en el pico de los campos
de fuerza 3D [156]. Debido a que el campo de fuerza converge en el contorno de
la oreja, los picos en la representación 3D básicamente representan la forma exte-
rior de dicha oreja. El método de campo de fuerza es más robusto frente al ruido
que otros detectores de bordes, comoSobel oCanny.Usando este enfoque, Abdel-
Mottaleb y Zhou lograron un rendimiento de rango 1 de 87, 93% en un conjunto
de datos que consta de 103 imágenes de 29 sujetos.
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Dong y Mu [114] añaden invariabilidad de pose a los bordes, que se extraen
mediante el uso del método de campo de fuerza. Esto se consigue con el análisis
discriminante de Fishier con kernel de espacio nulo (NKFDA), que tiene la pro-
piedad de representar relaciones no lineales entre dos conjuntos de datos. Dong
y Mu realizaron experimentos en el conjunto de datos USTB IV. Antes de la fun-
ción extracción, la región de la oreja fue recortada manualmente de las imágenes
y se normalizó la pose. Para variaciones de pose de 30 grados reportan una tasa de
reacondicionamiento del 72, 2%. Para variaciones de 45 grados el rendimiento se
redujo a 48, 1%.
Una reciente publicación de Kumar yWu [15] presenta un enfoque de recono-
cimiento deOrejas, que utiliza la información de los filtros Log-Gabor para codifi-
car la estructura local de la oreja. La información codificada se almacena en forma
de imágenes en escala de grises normalizada. En los experimentos, el enfoque Log-
Gabor superó los enfoques basados en características aplicando campo de fuerza y
la extracción de características basada en punto de referencia. Por otra parte, dife-
rentes implementaciones de filtros Log-Gabor se compararon uno con otro dando
como resultado que su rendimiento oscila entre 92, 06% y 95, 93%, esto en una
base de datos que contiene 753 imágenes de 221 sujetos.
La rica estructura del contorno de la oreja resulta en información de textura
bastante específica, lo que puede medirse utilizando filtros Gabor. Wang y Yuan
[243] extraen características de frecuencia locales utilizando una batería de filtros
Gabor para luego seleccionar las características más distintivas utilizando un aná-
lisis discriminante general. En sus experimentos sobre la base de datos USTB II,
compararon el impacto en el rendimiento de los diferentes ajustes de los filtrosGa-
bor. Las diferentes combinaciones de orientación y escala en el conjunto de filtros
fueron comparados entre sí y se encontró que ni el número de escalas ni el número
de orientaciones tiene un impacto importante en el rendimiento.
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Tabla 2.4.1: Métodos de reconocimiento de orejas en imágenes 2D parte 1
Publicación Resumen Cantidadsujetos Imágenes Precisión
Burge & Burger [158] Vornoi Distance Graphs NA NA NA
Yuan & Mu [149] Full Space LDA with OuterHelix Feature Points 79 1501 86,76%
Hurley [117] Force Field Transform 63 252 99%
Moreno et al. [41] Geometric features withCompression Network 28 268 93%
Yuizono et al. [232] Genetic Local Search 110 660 99%
Victor et al. [43] PCA 294 808 40%
Chang et al [131] PCA 114 464 72,7%
Abdel-Mottaleb & Zhou [156] Modified Force FieldTransfrom 29 58 87,9%
Mu et al. [251] Geometrical measures onedge images 77 308 85%
Abate et al. [2] General Fourier Descriptor 70 210 88%
Lu et al. [155] Active Shape Model andPCA 56 560 93,3%
Yuan et al. [152] Non-Negative MatrixFactorization 77 308 91%
Arbab-Zavar et al. [39] SIFT points from ear model 63 252 91,5%
Jeges & Mate [72] Distorted Ear Model withFeature Points 28 4060 5,6%EER
Liu et al. [92] Edge-based features fromdifferent views 60 600 97,6%
Nanni & Lumini [147] Gabor Filters and SFFS 114 464 80%
Rahman et al. [168] Geometric Features 100 350 87%
Sana et al. [31] Haar Wavelets andHamming Distance 600 1800 98,4%
Arbab-Zavar & Nixon [38] Log-Gabor Filters 63 252 85,7%
Choras [161] Geometry of ear outline 188 376 86,2%
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Tabla 2.4.2: Métodos de reconocimiento de orejas en imágenes 2D parte 2
Publicación Resumen CantidadSujetos Imágenes Precisión
Dong & Mu [114] Force Field Transform andNKFDA 29 711 75,3%
Guo & Xu [247] Local Binary Pattern andCNN 77 308 93,3%
Naseem et al. [107] Sparse representation 32 192 96,88%
Wang et al. [249] Haar Wavelets and LocalBinary Patterns 79 395 92,41%
Xie & Mu [252] Locally Linear Embedding 79 1501 80%
Yaqubi et al. [169] HMAX and SVM 60 180 96,5%
Zhang & Mu [97] Geometrical Features, ICAand PCA with SVM 77 308 92,21%
Badrinath & Gupta [80] SIFT landmarks from earmodel 106 1060 95,32%
Kisku et al. [64] SIFT from different ColorSegments 400 800 96,93%
Wang & Yuan [242] Low-Order Moment Invari-ants 77 308 100%
Alaraj et al. [157] PCA with MLFFNNs 17 85 96%
Bustard et al. [111] SIFT Point Matches 63 252 96%
De Marisco et al. [162] Partitioned Iterated FunctionSystem (PIFS) 114 228 61%
Gutierrez et al. [142] MNN with Sugeno Measuresand SCG 77 308 97%
Wang et al. [245] Moment Invariants andBP Neural Network NA 60 91,8%
Wang & Yuan [243] Gabor Wavelets and GDA 77 308 99,1%
Prakash & Gupta [218] SURF and NN classifier 300 2066 2,25%EER
Kumar et al. [17] SIFT 100 700 95%
Wang & Yan [253] Local Binary Pattern andWavelet Transform 77 308 100%
Kumar & Wu [15] Phase encoding with LogGabor Filters 221 753 95,93%
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El rendimiento total del enfoque de Wang y Yuan fue de 99, 1%. En un enfo-
que similarArbab-Zavar yNixon [38]midieron el rendimientode los filtrosGabor
en la base de datos XM2VTS donde reportaron un rendimiento de 91, 5%. Una
mirada más cercana a la respuesta del filtro Gabor mostró que los vectores de ca-
racterísticas estaban dañados por la oclusión u otros factores de ruido. Con el fin
de superar esto, se propuso un método de comparación más robusto, que resultó
en una tasa de reconocimiento mejorada del 97, 4%.
Abate et al. [75] utilizan un descriptor de Fourier genérico para la representa-
ción de las características sin variación de rotación y escala. La imagen se transfor-
ma en un sistema de coordenadas polares para luego transformarse en un espacio
de frecuencias. Con el fin de asegurarse que el centro de gravedad del sistema de
coordenadas polares este siempre en la misma posición, las imágenes de las orejas
tienen que estar alineadas antes de ser transformadas. La concha sirve de punto de
referencia para la etapa de alineación, de tal manera que el centro siempre se en-
cuentra en la región de la concha. El enfoque fue probado en un conjunto de datos
propio de los investigadores, el cual contiene 282 imágenes en total. Las imágenes
fueron tomadas en dos días diferentes y en diferentes poses. El rendimiento del
descriptor de Fourier varía dependiendo del ángulo de la oreja desde el que se ob-
serve. Para variaciones de cero grados el rendimiento es del 96%, pero si incluimos
diferentes poses este se reduce a 44% y 19% para 15 y 30 grados respectivamente.
En el trabajo de Fooprateepsiri y Kurutach [196] se explotan los conceptos de
transformación de traza a multi-resolución y la transformada de Fourier. Las imá-
genes de entrada de la base de datos CMUPIE son serializadas utilizando la trans-
formación de traza y almacenados en un vector de características. La ventaja de la
transformación de traza es que el vector de características resultante es invariante
a rotaciones y escala. Además Fooprateepsiri y Kurutachmuestran que su descrip-
tor también es robusto contra variaciones en las poses. En total reportan un rendi-
miento de 97%.
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Sana et al. utilizan un selecto grupo de coeficientes Wavelet extraídos durante
la compresión de la imagen con el algoritmo Haar-Wavelet para la representación
de características [31]. Mientras aplica el nivel cuatro de la transformada Wavelet
varias veces en la imagen de la oreja, para cada iteración se almacena uno de los
coeficientes derivados en un vector de características. La precisión informada de
su algoritmo es de 96% y se alcanzó aplicando el algoritmo en el base de la base
de datos IITK y en la base de datos Saugor que contiene 350 sujetos.
Un sistema de extracción de características llamada PIFS es propuesto por De
Marisco et al. [162]. PIFSmide la auto-similitud en una imagenmediante el cálcu-
lo de traducciones afines entre sub-regiones similares de una imagen. Con el fin de
hacer a su sistema robusto a la oclusión, De Marisco et al. dividieron la imagen de
la oreja en secciones de igual tamaño. Si una sección esta ocluida, las otras deberían
contener un conjunto de características suficientemente distintivo. De Marisco et
al. pudieron demostrar que su enfoque es superior a otros métodos de extracción
de características en virtud de la presencia de oclusión. Los experimentos se han
realizado con el fin de evaluar el rendimiento del sistema en diferentes escenarios
de oclusión. La base para estas pruebas fueron la UND colección E y los prime-
ros 100 sujetos de la base de datos FERET. Si la oclusión se produce en la imagen
de referencia, la precisión de reconocimiento se sitúa en 61% en comparación al
40% promedio de otros métodos de extracción de características, sin oclusión, el
rendimiento es de 93%.
Los momentos invariantes son una medida estadística para describir las distin-
tas propiedades específicas de una forma. Wang et al. [245] componen seis vec-
tores de características diferentes mediante el uso de siete momentos invariantes.
También muestran que cada uno de los momentos invariantes es robusto frente
a cambios de escala y rotación. Los vectores de características se utilizan como
entrada para una red neuronal de retropropagación que es entrenada para clasifi-
car los conjuntos de características. Basado en una base de datos propietaria de 60
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imágenes de orejas, que reportan un rendimiento de 91, 8%. Wang y Yuan [242]
comparan el carácter distintivo de los diferentesmétodos de extracción de caracte-
rísticas en la base de datosUSTB-I. Ellos comparan el rendimiento de descriptores
de Fourier, transformación de Gabor, momentos invariantes y funciones estadís-
ticas y llegan a la conclusión de que la más alta tasa de reconocimiento se puede
lograr mediante el uso de momentos invariantes y la transformación de Gabor.
Para ambos métodos de extracción de características Wang y Yuan obtienen un
rendimiento del 100%.
2.4.2. Descriptores locales
Scale-Invariant Feature Transform (SIFT) es un algoritmo conocido por ser una
forma sólida de extracción de puntos clave incluso en imágenes con pequeñas va-
riaciones en las poses y diferentes condiciones de luminosidad [65]. Los puntos
de referencia (landmarks) SIFT contienen una medida para la orientación local;
también pueden ser utilizados para estimar la rotación y traslación entre dos imá-
genes de orejas normalizadas. Bustard et al. mostraron que el algoritmo SIFT pue-
de manejar variaciones en las poses hasta de 20 grados [111]. Sin embargo, no es
algo trivial asignar un punto de referencia SIFT con su contraparte exacta, espe-
cialmente en presencia de variaciones.
En áreas de imagen altamente estructuradas, la densidad y la redundancia de
los puntos clave SIFT son tan altas, que la asignación exacta no es posible. Por lo
tanto los puntos de referencia tienen que ser filtradas antes de comenzar a realizar
la comparación. Arbab-Zavar et al. [37], así como Badrinath y Gupta [80] entre-
naron un modelo de puntos de referencia que sólo contiene un pequeño número
de puntos no redundantes. Este modelo se utiliza para filtrar dichos puntos SIFT,
los cuales fueron detectados inicialmente en la oreja de referencia. Teniendo los
puntos clave filtrados es posible asignar cada uno de ellos con su contraparte en
la imagen ”modificada”. La figura 2.4.1 muestra un ejemplo del algoritmo SIFT y
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Figura 2.4.1: Círculos concéntricos [161], características SIFT [39]
de los puntos extraídos a partir de imágenes de orejas, características que fueron
utilizadas como datos de entrenamiento para el modelo planteado en el trabajo de
Arbab-Zavar et al. sus resultados pueden ser directamente comparados con la pre-
cisión demostrada por Bustard yNixon [111], ya que ambos estudios utilizaron la
base de datos XM2VTS para evaluación. Arbab-Zavar et al. registraron una tasa de
desempeñodel91, 5%,mientras el enfoquemás reciente deBustard yNixonmos-
tró una tasa de precisión del 96%. Utilizando la base de datos IITDelhi Kumar et
al. reportaron un tasa de aceptación genuina (GAR) de 95% y tasa de aceptación
falsa (FAR) del 0, 1% cuando se utilizan las características de puntos SIFT para
reconocimiento.
Kisku et al. dirigen el problema de corregir los puntos de referencia asignados
descomponiendo la oreja en diferentes segmentos de color [64]. Los puntos de
referencia SIFT se extraen de cada segmento separadamente, lo cual reduce la po-
sibilidad de asignar valores que no representen las mismas características. Usan-
do este enfoque, Kisku et al. han registrado un desempeño de aproximadamente
97%.
44
2.4. Reconocimiento de orejas 2D
Un enfoque reciente de Prakash y Gupta [218] fusiona los puntos característi-
cos obtenidos del algoritmo Speeded Up Robust Features (SURF) [85] de diferen-
tes imágenes del mismo sujeto. Proponen utilizar varias imágenes de entrada del
mismo sujeto para enrolar y almacenar todos los puntos característicos SURF en
un vector de características fusionado. Este conjunto de características se utiliza
para el entrenamiento de un clasificador del vecino más cercano (nearest neighbor
classifier) para asignar dos puntos característicos correlacionados. Si la distancia
entre dos puntos es menor que el umbral entrenado se considera que están co-
rrelacionados. La evaluación de este enfoque se llevó a cabo en la base de datos
UND colección E y los dos subconjuntos de la base de datos IIT Kanpur. Prakash
y Gupta pusieron a prueba la influencia de diferentes parámetros para obtener las
características SURF y para el clasificador de vecino más cercano. Dependiendo
del valor establecido en dichos parámetros el EER (Equal Error Rate) varía entre
6, 72% y 2, 25%. La tasa EER es la mejor descripción en un único valor de la tasa
de error de un algoritmo.
2.4.3. Enfoques híbridos
El enfoque de Jedges y Mate es doble [72]. En una primera etapa generan un
modelo promedio de bordes de un conjunto de imágenes de entrenamiento. Es-
tos bordes representan el contorno exterior del helix, así como los contornos del
antihelix, la fosa triangular y la concha. Posteriormente cada imagen es registrada
deformando la oreja modelo hasta que se ajuste a los bordes reales que aparecen
en la imagen de la oreja. Los parámetros de deformación, que fueron necesarios
para la transformación, representan la primera parte del vector de características
(feature vector). Este vector se completa con la adición de los puntos de caracterís-
ticas de las intersecciones entre un conjunto de ejes predefinidos y los principales
bordes transformados. Los ejes describen el contorno único de la oreja.
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Figura 2.4.2: Contornos activos [72], campos de fuerza [117]
La figura 2.4.2 muestra los bordes mejorados en las imágenes con contornos
que encajan con los ejes adicionales para la extracción de puntos de referencia. Fi-
nalmente los autores reportan un EER de 5, 6% utilizando una base de datos con
imágenes recortadas y sin variaciones de pose.
Liu et al. combinan la vista frontal y la imagen trasera de la oreja extrayendo ca-
racterísticas utilizando el método de triangulación del ratio y el concepto de mo-
mentos descriptores propuesto por Tchebichef [92]. Los momentos de Tchebi-
chef son un conjunto de funciones ortogonales basadas en polinomios discretos,
fueron introducidos como un método para representación de características en
2001 [201]. La parte trasera de la oreja es descrita por una serie de líneas que son
perpendiculares al eje más largo en el contorno de la oreja. Estas líneas miden el
diámetro local del pabellón auricular en puntos predefinidos. El rendimiento de
este enfoque combinado es de 97, 5%. Si sólo se utiliza la parte frontal el rendi-
miento es del 95%, mientras que para las imágenes posteriores Liu et al. informan
de un rendimiento del 86, 3%.
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Lu et al. [155], así como Yuan y Mu [149] utilizan el modelo de forma activa
para extraer el contorno de la oreja. Los autores utilizaron imágenes de la oreja
recortadas manualmente de 56 sujetos en diferentes poses. Un extractor de carac-
terísticas almacena puntos seleccionados del contorno de la oreja junto con su dis-
tancia al tragus. Ladimensionalidadde los vectores de características se reduceme-
diante el análisis de componentes principales (PCA) antes de la aplicación de un
clasificador lineal. Lu et al. comparan el rendimiento donde sólo se utilizó la oreja
izquierda o derecha para la identificación y tambiénmuestran que el uso de ambas
orejas aumenta la precisión de 93, 3% a 95, 1%. En la base de datos USTB-III.
Yuan yMu reportan un rendimiento del 90% si la rotación de la cabeza es inferior
a 15 grados. Para ángulos de rotación entre 20 y 60 grados, el rendimiento cae a
80%.
2.4.4. Clasificadores y enfoques estadísticos
Victor et al. fueron el primer grupo de investigación en transferir la idea de uti-
lizar el espacio Eigen del reconocimiento facial al reconocimiento de orejas [43];
reportaron que el rendimiento de la oreja como característica de reconocimiento
es inferior al rostro. Dichos resultados pudieron deberse al hecho que en sus expe-
rimentos Victor et al. consideraron que las orejas izquierdas y derechas debían ser
simétricas. Utilizaron una oreja para entrenamiento y la otra para pruebas, lo que
podría haber bajado el rendimiento del algoritmo PCA en este caso. Informaron
que la precisión fue del 40%. Con un rendimiento efectivo del 72, 2% en la base
de datos UND colección E, Chang et al. [131] alcanzaron una efectividad signifi-
cativamente mayor que Víctor et al.
Alaraj et al. [157] publicaron otro estudio, donde también utilizan PCApara re-
presentación de características en el reconocimiento de orejas. En su enfoque una
red neuronal multi-capa de alimentación hacia adelante fue entrenada para la cla-
sificación de los componentes de características obtenidos con el algoritmo PCA.
El resultado observado fue del 96% de precisión; por lo tantomejoran los resulta-
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dos anteriores deVictor et al. yChang et al.; cabe resaltar que este resultado sólo se
basa en un subconjunto de una de las colecciones UND, que consta de 85 imáge-
nes de 17 sujetos. Su conclusión fue que la oreja es tan útil para el reconocimiento
como lo es el rostro.
Zhang y Mu [45] realizaron estudios sobre la eficacia de los métodos estadís-
ticos en combinación con clasificadores. En su investigación [97] muestran que
el análisis de componentes independientes (ICA) es más eficaz en la base de da-
tos USTB-I que el PCA. Utilizaron PCA e ICA por primera vez para reducir la
dimensionalidad de las imágenes de entrada y luego entrenar un SVM (Support
VectorMachine) para clasificar la extracción de los vectores de características. Ade-
más, con la influencia de diferentes tamaños en los conjuntos de entrenamiento se
midió el rendimiento: dependiendo del tamaño del conjunto de entrenamiento la
efectividad del PCA varía entre el 85% y el 94, 12%, mientras que el rendimiento
para ICA varía entre 91, 67% y el 100%.
Xie y Mu [252] proponen un algoritmo de incrustación lineal local mejorada
(locally linear embedding - LLE) para reducir la dimensionalidad de las caracterís-
ticas de la oreja. LLE es una técnica para proyección de puntos de datos de al-
ta dimensión en un sistema de coordenadas de menor dimensionalidad mientras
preserva la relación entre los puntos de datos individuales. Esto requiere que los
puntos de datos sean etiquetados de alguna manera, de modo que su relación esté
fijada. La versión mejorada de LLE de Xie y Mu eliminó el problema mediante el
uso de una función de distancia diferente. Además Xie y Mu mostraron que LLE
es superior al PCA y al Kernel PCA, si los datos de entrada contienen variaciones
en las poses.
Sus estudios se llevaron a cabo en la base de datos USTB III mostrando que el
rendimiento regular del LLE (43%) se mejoró significativamente con su método
a 60, 75%. Si la variación de la pose es sólo de 10 grados, el enfoqueLLEmejorado
alcanzó un mejor rendimiento de hasta 90%.
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En su enfoqueNanni yLumini [147] proponenutilizar Sequential Forward Floa-
ting Selection (SFFS); método iterativo estadístico para la selección de característi-
cas en tareas de reconocimiento de patrones. SFFS trata de encontrar elmejor con-
junto de clasificadoresmediante la creación de un conjunto de reglas, quemejor se
ajusten al conjunto de características. Los conjuntos se crean mediante la adición
de un clasificador a la vez y evaluando su poder discriminativo con una función
de aptitud predefinida. Si la nueva regla supera a la versión anterior, es agregada al
final del conjunto. Los experimentos se llevaron a cabo en la base de datos UND
colección E y los clasificadores individuales se fusionan mediante el uso de la re-
gla de suma ponderada. SFFS selecciona las sub-ventanasmás discriminativas que
corresponden al conjunto de reglas más aptas. Nanni y Lumini reportan una tasa
de reconocimiento de entre 80% y 93%. El EER varía de entre 6, 07% y 4, 05%
en función del número de sub-ventanas utilizadas para el reconocimiento.
Yiuzono et al. consideran el problema de encontrar características correspon-
dientes a las imágenes de las orejas, como un problema de optimización y aplican
búsqueda genética local para resolverlo de forma iterativa [232]. Seleccionan sub-
ventanas locales con diferentes tamaños como la base para la selección genética.
Yiuzono et al. [232] presentan elaborados resultados, que describen el comporta-
miento de la búsqueda local genética bajo diferentes parámetros, tales como dife-
rentesmétodos de selección y diferentes números de cromosomas. En una base de
datos de 110 sujetos reportan una tasa de reconocimiento del 100%.
Yaqubi et al. utilizan las características obtenidas por una combinacióndedetec-
tores de bordes tolerantes a cambios en la posición y escala [169]. Estemétodo de
extracción de características se llamamodeloHMAX y está inspirado en la corteza
visual de los primates y combina características simples para entidades semánti-
casmás complejas. Las características extraídas se clasifican con un SVM (Support
Vector Machine) y un kNN (k-nearest neighbors). El rendimiento en un pequeño
conjunto de datos de 180 imágenes de orejas recortadas de 6 sujetos varía entre
62% y 100%, dependiendo del tipo de características básicas.
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Moreno et al. implementan un extractor de características, que localiza siete
puntos de referencia en la imagen de la oreja, que corresponden a los puntos más
destacados de la obra de Iannarelli. Además obtienen un vector morfológico, que
describe la oreja como un todo. Estas dos características se utilizan como entra-
da para diferentes clasificadores de red neuronal. Comparan el rendimiento de ca-
da una de las técnicas de extracción de características individuales con diferentes
métodos de fusión. La base de datos de prueba propietaria se compone de orejas
recortadas manualmente con 168 imágenes de 28 sujetos. El mejor resultado fue
del 93%medido usando una red de compresión. Otras configuraciones arrojaron
tasas de error de entre 16% y 57%.
Gutiérrez et al. [142] dividen las imágenes recortadas de la oreja en tres par-
tes de igual tamaño. La parte superior muestra el helix, la parte media muestra la
concha y la sección inferior muestra el lóbulo. Cada una de estas imágenes secun-
darias se descompone por la transformada wavelet y luego alimentan una red neu-
ronal modular. En cadamódulo de la red fueron utilizados diferentes integradores
y funciones de aprendizaje. Los resultados de cada uno de losmódulos se fusionan
en el último paso para la obtención de la decisión final. Dependiendo de la combi-
nación entre el integrador y la función de aprendizaje, los resultados varían entre
88, 4% y 97, 47% de rendimiento en la base de datos USTB-I.
Naseem et al. [107] proponen un algoritmo de clasificación general basado en
la teoría de detección de compresión. Asumen que la mayoría de las señales son
compresibles en la naturaleza y que cualquier función de compresión se traduce
en una representación dispersa de esta señal. En sus experimentos en las bases de
datos UND y FEUD, Naseem et al. demostraron que su método de representa-
ción dispersa es robusto frente a variaciones de pose y diferentes condiciones de
iluminación. El rendimiento varió de entre 89, 13% y 97, 83%, dependiendo del
conjunto de datos utilizado en el experimento.
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2.5. Reconocimiento en imágenes 3D
En el reconocimiento de orejas 2D la variación de la pose y la posición de la cá-
mara, también llamadas rotaciones fuera del plano, siguen siendo desafíos no re-
sueltos. Una posible solución está en utilizar modelos 3D en lugar de fotos como
referencias, porque una representación 3D del sujeto puede adaptarse a cualquier
rotación, escala y traslación. Además, la información de profundidad contenida en
modelos 3D se pueden utilizar para mejorar la precisión de un sistema de recono-
cimiento. Sin embargo, la mayoría de los sistemas de reconocimiento de orejas 3D
tienden a ser costosos computacionalmente hablando. La tabla 2.5.1 resume los
sistemas de reconocimiento 3D que se describen en esta sección.
Aunque el algoritmo Iterative Closest Point (ICP) fue diseñado originalmente
para ser un enfoque para el registro de imágenes, el error de registro también pue-
de ser utilizado como unamedida de disimilitud entre dos imágenes 3D. Debido a
que el algoritmo ICP se diseño para ser un algoritmo de registro, es robusto frente
a todo tipo de traslaciones o rotaciones. Sin embargo tiende a detenerse demasia-
do pronto, ya que se queda atascado enmínimos locales. Por lo tanto requiere que
los dos modelos sean pre-alineados antes de utilizar dicho algoritmo para afinar la
alineación. Chen y Bhanu extraen nubes de puntos del contorno del helix exterior
y el registro de estos puntos con el modelo de referencia [86]. En un enfoque pos-
terior Chen y Bhanu [88] utilizan el algoritmo Local Surface Patches (LSP) para
detectar los puntos característicos de la oreja, un ejemplo se presenta en la figura
2.5.1. Como el LSP contiene menos puntos que el helix exterior reduce el tiempo
de procesamiento mientras que mejora el rendimiento de 93, 3% a 96, 63%.
Yan y Browyer descomponen el modelo de la oreja en una matriz de elemen-
tos tridimencional (voxels) y extraen características de la superficie de cada uno
de sus elementos. Para acelerar el proceso de alineación, cada voxel es asignado a
un índice de tal manera que el ICP solamente necesite alinear el par de voxels con
el mismo índice [191]. Yan y Browyer [192] proponen el uso de nubes de puntos
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Tabla 2.5.1: Métodos de reconocimiento en imágenes 3D
Publicación Resumen CantidadSujetos Imágenes Precisión
Cadavid et al. [210] ICP and Shape fromshading 462 NA 95%
Chen & Bannu [88] Local Surface Patch 302 604 96,36%
Chen & Bannu [86] ICP Contour Matching 52 213 93,3%
Liu & Zhang [91] Slice Curve Matching 50 200 94,5%
Islam et al. [212] ICP with reduced meshes 415 830 93,98%
Islam et al. [165] Local Surface Featureswith ICP Matching 415 830 93,5%
Passalis et al. [82] Reference ear model withmorphing 525 1031 94,4%
Yan & Browyer [191] ICP using voxels 369 738 97,3%
Yan & Bowyer [192] ICP using Model Points 415 1386 97,8%
Zeng et al. [96] Local Binary Patterns 415 830 96,39%
Zhou et al. [128] Surface Patch Histogramand voxelization 415 830 98,6%, 1,6%EER
para el reconocimiento de orejas en 3D, en contraste con el trabajo de Chen et al.
[86] son utilizados todos los puntos del modelo segmentado. El rendimiento re-
portado por Yan et al. en su investigación del año 2005 [191] es del 97, 3% y del
97, 8% en sus posteriores trabajos del 2007 [192]. Los resultados si bien son si-
milares no son directamente comparables porque se utilizan diferentes conjuntos
de datos para la evaluación.
Cadavid et al. proponen un sistema de reconocimiento de orejas en tiempo real,
que reconstruye modelos 3D a partir de imágenes CCTV 2D utilizando la forma
con una técnica del sombreado [211]. Posteriormente, el modelo 3D se compara
con las imágenes de referencia 3D que se almacenaron en la galería. La alineación
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Figura 2.5.1: Ejemplo del algoritmo LSP propuesto por Islam et al [214]
de los modelos, así como el cálculo de la medida de disimilitud se lleva a cabo con
el algoritmo ICP. Cadavid et al. reportan una tasa de reconocimiento del 95% en
una base de datos de 402 sujetos. Se afirma [211] que el enfoque tiene dificultades
con variaciones de pose. Zhou et. al. [128] utilizan una combinación de caracterís-
ticas de histogramas locales con modelos basados en voxels. El enfoque de Zhou
et. al. parece ser más rápido y con un EER de 1, 6% también más preciso que los
algoritmos de comparación propuestos por Chen y Bhanu y Yan y Browyer.
Al igual que Cadavid et al., Liu et al. reconstruyenmodelos 3D a partir de vistas
de la oreja 2D [92]. Sobre la base de las dos imágenes de una cámara de visión es-
téreo se deriva una representación 3D de la oreja. Posteriormente, el resultante 3D
sirve como entrada para el algoritmoPCA. Sin embargoLiu et al. no proporcionan
ningún resultado acerca de la exactitud de su sistema; suponemos que este enfo-
que ya no se sigue investigando debido a que ya que no publican ningún resultado.
Passalis et al. recorren un camino diferente para la comparación demodelos 3D
con el fin de hacer de este proceso un enfoque adecuado para sistemas en tiempo
real [82]. Se calcula un modelo de referencia de la oreja que es representativo de
la oreja humana promedio.
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Durante la captura, todos los modelos de referencia son deformados hasta que
se ajustan al modelo promedio. Todas las traslaciones y deformaciones, que fue-
ran necesarias para adaptarse al modelo se almacenan como características. Si una
prueba de autenticación se le da al sistema, el modelo también se adapta a la oreja
almacenada con el fin de obtener los datos de deformación. Posteriormente estos
datos se utilizan para buscar un modelo de referencia asociado en la base de da-
tos. En contraste con los sistemas previamente descritos, sólo una deformación
tiene que ser calculada por cada intento de autenticación. Todos los demás mode-
los pueden calcularse antes de que se inicie el proceso de identificación en tiempo
real. Este enfoque se presenta comouna solución adecuada para los sistemas de re-
conocimiento en tiempo real, ya que tomamenos de 1milisegundo comparar dos
plantillas de orejas. La tasa de reconocimiento reportada es de 94, 4%. La evalua-
ción es basada en datos no públicos, que se recogió utilizando diferentes sensores.
Heng y Zhang proponen un algoritmo de extracción de características basado
en la comparación curva de secciones inspirado en los principios de la tomogra-
fía computarizada [91]. En su enfoque el modelo de oreja 3D se descompone en
porciones a lo largo del eje ortogonal de la distancia más larga entre el lóbulo y la
parte superior del helix. La información de la curvatura es extraída de cada porción
y es almacenada en un vector de características junto con un valor de índice que
indica la posición formal de la sección en el modelo 3D. Se determina la más larga
secuencia común entre dos secciones curvas con índices similares. Su enfoque es
solamente evaluado en un conjunto de datos no público, el cual consta de 200 imá-
genes de 50 sujetos. No hay información en el experimento sobre las variaciones
de pose u oclusión. Heng y Zhang reportan una identificación del 94, 5% y 4, 6%
EER (Equal Error Rate).
Islam et al. reconectan las nubes de puntos que describen losmodelos de orejas
3D enmallas y reducen iterativamente el número de secciones en ella [212]. Estas
mallas simplificadas son entonces alineadas entre sí mediante el algoritmo ICP y
el error de alineación se utiliza comomedida de similitud. Posteriormente Islam et
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al. extraen parches locales de la superficie, como se muestra en la figura 2.5.1 y los
utilizan como características [214]. Para la extracción se seleccionan un número
de puntos al azar a partir del modelo 3D. A continuación, se toman los puntos que
estánmás cerca del punto semilla que del radio definido. Luego se aplica PCApara
encontrar la mayoría de las características descriptivas. El algoritmo de extracción
va aplicando LSP hasta que se encuentra el número deseado de características. Se
evaluaron ambos enfoques usando imágenes de la base de datos UND.
La tasa de reconocimiento de Islam et al. en su trabajo del 2008 [212] es del
93, 98% y posteriormente [214] en el 2011 presentan un 93, 5%. Sin embargo,
ninguno de los enfoques ha sido probado con variación de pose ni diferente esca-
lamiento.
Zheng et al. extraen un índice de cada punto delmodelo 3D, el cual, es utilizado
para proyectar dicho modelo en un espacio 2D [96]. Cada píxel es representado
por un valor gris en la posición correspondiente en la imagen 2D. Luego se extraen
las características SIFT del mapa de índices. Para cada uno de los puntos SIFT se
calcula un sistema de coordenadas locales donde el eje z representa los puntos ca-
racterísticos en la curva normal. De ahí que los valores z de la imagen de entrada
son normalizados de acuerdo a la normal de los puntos clave SIFT a los que fueron
asignados. Tan pronto como se han normalizado, se transforman en una imagen de
escala de grises. Como resultado, Zheng et al. obtienen una imagen a escala gris pa-
ra cada una de las características SIFT seleccionadas. Luego los patrones binarios
locales (LBP) se extraen para la representación de las características en cada una
de las imágenes grises. Primero se comparan los índices de los puntos clave para
luego utilizar EarthMover’s Distance para la comparación de los histogramas LBP
de las correspondientes imágenes normalizadas en gris. Zheng et al. evaluaron su
enfoque en un subconjunto de la base de datos UND en la colección J2 logrando
un rendimiento de 96, 39%.
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2.6. Trabajos de los últimos años
Esta sección tiene por objeto proporcionar una visión general de las contribu-
ciones de otros investigadores en el campo del reconocimiento de orejas desde
mediados de 2012. Este trabajo se analiza en el contexto del estado del arte. Pre-
senta enfoques para la segmentación, el reconocimiento de orejas en 2D y 3D.
2.6.1. Segmentación
Debido a que muchos conjuntos de datos que están a disposición del público
contienen imágenes recortadas y normalizadas, la segmentación ha pasado des-
apercibida en muchos trabajos. La única base de datos pública, que permite expe-
rimentos de segmentación es la colecciónUND-J2 [193]. Lei en al. [154]mostra-
ron que el modelo de árbol estructurado propuesto por Zhu et al. [244] también
puede ser aplicado a la detección de la oreja. Además, el enfoque detecta señales
fiables con un error medio entre 4,5 píxeles para UND-F y 5,5 píxeles para UND-
J2. Numerosos métodos de segmentación se han propuesto en la última década
con un rendimiento cercano al 100%, lo que nos lleva a la conclusión de que la
tarea de segmentación en UND-J2 puede considerarse un problema resuelto.
En los últimos años la comunidad científica comenzó a aplicar técnicas de seg-
mentación para la detección, tal como la obra de Zhang et al. [153]. Los autores
detectan la punta de la nariz y luego escanean la silueta para encontrar la región
de la oreja, región con la distancia más alejada de la cámara dentro de la región de
interés. Este enfoque es similar al propuesto por Yan y Bowyer [193].
Jamil et al. [176] proponen un sistema de reconocimiento que utiliza un corte
parcial normalizado (Biased normalized cut - BNC) para segmentar la región de la
oreja pre-recortada (ver figura 2.6.1). BNCes una técnica donde las regiones adya-
centes de la oreja con condiciones similares de iluminación se fusionan hasta que
se alcanza una condición definida. La tasa de detección obtenida es del 95%.
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Figura 2.6.1: Ilustración de los cortes del algoritmo de normalización parcial BNC
[176]
2.6.2. Reconocimiento de orejas 2D
Como ya hemos observado en el presente capítulo, hay una serie de conjuntos
de datos públicos disponibles para pruebas de algoritmos de reconocimiento. El
conjunto de datos más popular sigue siendo el conjunto de datos UND-J2 [191],
seguido por la base de datos IITK [15].
Zhang et al. [44] han llevado a cabo una amplia investigación sobre Filtros de
Gabor y su aplicación a la biometría de la oreja; introdujeron un enfoque que uti-
liza un filtro multi-escala de Gabor para imágenes de orejas en diferentes poses.
Compararon al azar poses de la misma persona con variaciones de 0 a 60 grados.
En sus resultados informaronque la tasa de reconocimiento supera el95%. Enuna
publicación posterior Zhang et al. [45] extraen características de longitud defini-
damediante filtrosGabor y reducen la dimensionalidad con escasa representación
no negativa. Similar a este enfoque, Yuan yMu [150] también utilizan un banco de
filtros de Gabor como descriptores locales, pero para la reducción de la dimensio-
nalidad utilizan kernel fishier discriminant analysis (KFDA). Ambos enfoques uti-
lizan distancia euclídea entre dos representaciones de entidades vectoriales en el
subespacio de características para realizar la comparación.
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Jamil et al. [176] extraen las características de la región de la oreja segmentada
también mediante filtros Log-Gabor. La salida del filtro se cuantifica con el fin de
obtener una representación binaria. Estas representaciones también llamadas có-
digos de oreja fueron comparadas mediante la distancia de Hamming. El sistema
propuesto se probo con una base de datos propia que contenía 200 imágenes de
50 sujetos.
Prakash &Gupta [221] mejoran el contraste de las imágenes de la oreja previa-
mente recortadas y extraen características SURF demúltiplesmuestras. Se crea un
vector de características de estas muestras que contienen todos los diversos pares
de puntos de las imágenes registradas. Posteriormente se entrena un clasificador
del vecino más cercano, el cual calcula las distancias euclidianas entre los puntos
clave coincidentes.
Finalmente, Xu & Zheng [250] proponen un método de extracción de puntos
de referencia similar al planteado por Choras [160]. Extraen bordes utilizando el
detector de bordes Canny y luego montan un eje a través de la oreja que conecta
el lóbulo y la helix superior. Basado en esto, se calculan proporciones del aspec-
to que describen la forma de la oreja y la comparan mediante distancia euclídea
ponderada.
2.6.3. Reconocimiento 3D
El progreso del reconocimiento 3D aún es impulsado por algoritmos que se han
desarrollado alrededor del conjunto de datosUND-J2 [192]. Este conjunto de da-
tos se mantiene como la única base de datos pública que contiene imágenes 2D y
3D. El conjunto se compone de imágenes de perfil completo, donde sólo se mues-
tra la cabeza de una persona. Debido a la falta de datos alternativos, la mayoría de
los enfoques de reconocimiento 3D en la literatura son actualmente diseñados pa-
ra imágenes de profundidad.
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Zhang et al. [45] utilizan la información de profundidad inmediatamente des-
pués de la normalización de las imágenes de entrada y reduce la dimensionalidad
con escasa representación. Wang y Mu [137] proponen un enfoque que automá-
ticamente detecta los puntos claves, son detectados mediante la observación de la
variación de los datos de profundidad dentro de parches locales en la imagen. Los
descriptores de puntos claves se utilizan para inicializar el algoritmo ICP para el
registro y la comparación de un par de imágenes de la oreja en 3D. Otro enfoque
para la extracción de parches de superficie a partir de imágenes de profundidad se
describe en [120]. Let et al. usan la información de la curvatura y el índice de los
parches locales de la imagen para la detección automática de puntos de interés en
la superficie de la oreja. Las características constan de información espacial y un
factor de ponderación. En los experimentos, los descriptores de puntos de interés
propuestos superan a enfoques similares, como las imágenes rotadas y previos en-
foques propuestos por el mismo grupo de trabajo, denominado Surface Patch His-
togram of Indexed Shapes (SPHIS) [130]. El rendimiento reportado es del 93% en
imágenes rotadas, frente a 97, 4% para el método propuesto. Un enfoque similar
ya fue propuesto anteriormente por Zhou & Cadavid [128]. Después de la detec-
ción de los puntos clave, Wang yMu alinean dos imágenes usando solo los puntos
claves detectados y el algoritmo ICP. El error de alineación del ICP se utiliza final-
mente como la medida de similitud.
Aunque el uso de imágenes de profundidad permite la creación de sistemas
computacionalmente más rápidos, cualquier información de las diferentes pers-
pectivas de la oreja en diferentes poses se pierde. Dimov et al. [61] proponen ren-
derizar una imagen clara de la oreja 3D segmentada en diferentes poses y luego
extraer un conjunto de características de todas las imágenes renderizadas. Las ta-
sas de rendimiento no son muy impresionantes. La idea de crear un conjunto de
imágenes renderizadas parece sencillo y prometedor, pero también añade la exi-
gencia de una estimación de pose exacta.
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Figura 2.6.2: Concepto basado en el ángulo formado entre el rostro y la oreja [248].
De la perspectiva mostrada en la figura se puede extraer el plano de la oreja y el
rostro y extraer el ángulo formado entre ellos
Cantoni et al. [234] proponen el usode ImágenesGaussianasExtendidas (EGI)
para representar la estructura de una malla 3D sin la necesidad de crear imágenes
renderizadas. Los autores recogen un conjunto de modelos de orejas de 11 dife-
rentes sujetos y extraen un histogramaEGI de longitud fija del y proporcionan una
prueba de concepto de su idea; también muestran la robustez del descriptor a rui-
do uniforme. Debido a que el descriptor es una representación holistica de todo
el objeto en 3D, su enfoque es invariante a cualquier variación en la pose. Por otro
lado, el descriptor requiere que los datos de prueba y referencia sean mallas 3D,
requisito que difícilmente se cumple en los sistemas de hoy en día.
Un enfoque interesante para la indexación en grandes bases de datos lo describe
Liu et al en [248] quienes investigan la singularidad del ángulo entre la oreja y el
plano de la cara. Unmontaje experimental especial se diseño, a fin de recoger imá-
genes 3D de 250 sujetos desde una perspectiva especial que revele el ángulo entre
el rostro y la oreja (véase la figura 2.6.2). Liu et al. proporcionan evaluaciones es-
tadísticas de las características de unicidad y demuestran que sus vectores pueden
reducir el espacio de búsqueda en grandes conjuntos de datos a tan solo 10% de
la base de datos original.
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2.7. Desafíos y aplicaciones futuras
Como las publicaciones más recientes sobre el reconocimiento de orejas 2D y
3D hanmostrado, la aplicación principal de esta técnica es la identificación perso-
nal en entornos sin restricciones. Esto no sólo incluye aplicaciones para vigilancia
inteligente, como lo expuesto por Cadavid et al. [211], sino también la identifica-
ción forense en imágenes de circuito cerrado (CCTV) o para los sistemas de con-
trol de migración en aeropuertos y fronteras. Tradicionalmente estos campos de
aplicación forman parte de sistemas de reconocimiento facial que obtienen imá-
genes del usuario de diferentes ángulos por lo que la oreja podría proporcionar
valiosa información adicional que sirva como un segundo paso de verificación (2-
step authentication factor).
Sistemasmultimodales que combinen reconocimiento facial y de orejas pueden
servir comounmedio para lograrmayor precisión sobre variaciones de pose ymás
robustez frente a la oclusión en entornos sin restricciones. En lamayoría de lugares
públicos las cámaras de vigilancia se encuentran encima de la cabeza con el fin de
captar a la mayor cantidad de personas. Además, las personas no suelen mirar di-
rectamente a la cámara, por lo que en lamayoría de los casos no existen disponibles
imágenes frontales del rostro. Este hecho plantea serios problemas a los sistemas
biométricos basados en reconocimiento facial. Si el rostro no es visible desde un
ángulo frontal, la oreja puede volverse una característica extremadamente valiosa.
Debido a la proximidad física del rostro y la oreja, también haymuchas posibili-
dades de llegar a la fusión biométrica de estas dos modalidades. Se podría obtener
un vector de características que incluya ambos rasgos. En el contexto de la presen-
te investigación, hay algunos desafíos no resueltos, que deben ser abordados para
futuras investigaciones en este campo.
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2.7.1. Localización automática de la oreja
El hecho de que muchos de los sistemas presentados en la literatura utilicen
imágenes pre-segmentadas muestra que la detección automática de orejas, espe-
cialmente en imágenes en condiciones reales, sigue siendo un problema sin resol-
ver. Si se lograra implementar un sistema de identificación automática basado en
reconocimiento de orejas se necesitaría en primera instancia de un enfoque rápi-
do y fiable para la detección sin intervención humana. Como un primer paso para
lograr este objetivo, algunos grupos de investigación han publicado colecciones
de datos, que simulan variaciones típicas en entornos no controlados, tales como
diferentes condiciones de iluminación, poses y oclusión. Sobre la base de estos da-
tos, los enfoques existentes y futuros de reconocimiento deben ser probados en
condiciones reales con el fin de mejorar su fiabilidad.
Por otra parte, en los últimos años los sistemas basados en imágenes 3D vienen
siendomás baratos. Consecuentemente el reconocimiento 3D basado en orejas se
vuelve importante y con ello la necesidad de la localización de las orejas en imá-
genes de profundidad o modelos 3D. Actualmente, pocos enfoques de detección
en imágenes de profundidad se han publicado, aunque esto representa un primer
paso para la detección en imágenes 3D.
2.7.2. Oclusión y variaciones de pose
En contraste con el rostro, la oreja se puede cubrir parcial o totalmente por el
cabello o por otros artículos como pendientes, audífonos, gafas, etc. Debido a la
superficie convexa del contorno externo de la oreja, partes de ella también pue-
den ser ocluidas si el sujeto cambia de pose. En algunas publicaciones, la robustez
frente a la oclusión se aborda de manera explícita, pero no existen estudios sobre
el efecto de ciertos tipos de oclusión en la tasa de reconocimiento. Una vez más, la
disponibilidad de bases de datos públicas que contengan imágenes ocluidas podría
fomentar el desarrollo de soluciones para cambios en la pose y algoritmos robustos
62
2.7. Desafíos y aplicaciones futuras
para la detección y extracción de características. Además, partiendo de la revisión
de la literatura podemos afirmar que al menos en la actualidad no se encuentran
estudios disponibles sobre la visibilidad de la oreja como característica biométrica
de reconocimiento en ambientes públicos. Con el fin de desarrollar algoritmos pa-
ra la detección y reconocimiento de la oreja, es necesaria más información sobre
los tipos de oclusión más comunes en condiciones reales.
La oclusión debido a la rotación de la cabeza es otro reto pendiente en los siste-
mas de reconocimiento de orejas. Al igual que en el reconocimiento facial, partes
de la oreja pueden llegar a ser ocluidas si se cambia de postura. Recientemente,
algunos de los métodos de extracción de características que se han propuesto, han
tocado este tópico, mostrando cierta robustez frente a la variación de pose en al
menos en algún grado. Sin embargo, este tema no está totalmente resuelto aún.
Otra posibilidad es compensando las variaciones de pose, esto podría lograrseme-
diante el uso de modelos 3D en lugar de fotografías 2D.
2.7.3. Escalabilidad
Actualmente las bases de datos disponibles sólo se componen con algo menos
de 10.000 imágenes de orejas. La única excepción es la colecciónUSTB-IV, que no
ha sido lanzado al público todavía. En ambientes reales el tamaño de las bases de
datos será significativamente más grande, lo que hace no factibles las búsquedas
exhaustivas en los escenarios de identificación. Por lo tanto, no sólo la precisión,
sino también la velocidad de comparación de estos sistemas de reconocimiento
será interesante para futuras investigaciones.
Con el fin de hacer el reconocimiento aplicable para sistemas a gran escala, las
búsquedas exhaustivas deben sustituirse por estructuras de datos adecuadas que
permitan complejidad de tiempo logarítmico durante la búsqueda. Esto podría,
por ejemplo, lograrsemediante la exploración de las posibilidades de organización
de las plantillas de orejas en árboles de búsqueda.
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2.7.4. Entendimiento simetría y envejecimiento
Debido a que el reconocimiento de orejas es uno de los últimos campos de in-
vestigación biométrica, la simetría de la oreja izquierda y derecha todavía no ha
sido plenamente comprendida. Un estudio realizado por Abaza y Ross [5] indica
que hay un cierto grado de simetría entre las orejas izquierda y derecha, que podría
ser explotado al comparar ambas orejas. Su resultado fomentamás investigaciones
sobre las restricciones de simetría existentes.
Los estudios de Iannarelli [235] indican que algunas características del con-
torno externo de la oreja se pueden heredar y el envejecimiento afecta ligeramente
la apariencia. Ambos supuestos podrían ser confirmados en estudios más recien-
tes, pero debido a la insuficiente falta de datos, el efecto de la herencia y el enveje-
cimiento en la apariencia de la oreja aún no se entienden completamente.
Además, no hay aún estudios a gran escala de la relación simétrica entre las ore-
jas izquierda y derecha. Por lo tanto otro campo interesante para la investigación
futura podría ser, obtener una comprensión más profunda del efecto de la heren-
cia y la simetría en el carácter distintivo de este modelo biométrico. Finalmente,
se necesitan estudios a largo plazo sobre el efecto del tiempo en los rasgos funda-
mentales de las orejas a fin de obtener una mejor comprensión de la permanencia
de esta característica.
Hemos presentado un estudio sobre el estado del arte en la literatura sobre la
biometría de las orejas, los algoritmos existentes para sudeteccióny reconocimien-
to en imagenes 2D y 3D. Hemos clasificado el gran número de enfoques basados
en imágenes 2D en métodos holísticos, locales, híbridos y metodos estadísticos,
discutiendo sus características y reportado su desempeño.
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El reconocimiento de orejas es todavía un nuevo campo de investigación. Aun-
que hay un número prometedor de aproximaciones, ninguna de ellas ha sido eva-
luada bajo escenarios realistas que incluyan factores disruptivos como las variacio-
nes en las poses, la oclusión y diferentes condiciones de iluminación. En los más
recientes enfoques, estos factores se toman en cuenta, pero se requiere más inves-
tigación sobre esto hasta que los sistemas de reconocimiento puedan ser utilizados
en la práctica. La disponibilidad de bases de datos de prueba adecuadas, que hayan
sido recogidas en escenarios realistas, contribuirá aún más a la maduración de la
oreja como una característica biométrica.
Hemos realizado un resumen de las bases de datos disponibles, los enfoques
existentes de detección de orejas, los sistemas de reconocimiento y los problemas
sin resolver para estemodelo biométrico en el contexto de la vigilancia inteligente,
control de fronteras, e identificación de personas que consideramos son las aplica-
cionesmás importantes de la biometría utilizando orejas. Creemos que esta nueva
característica representa una extensión valiosa para los sistemas del reconocimien-





3.1. Adquisición de los datos y pre-procesamiento
La existencia de bases de datos que contengan el recorte de la oreja donde se re-
salten de forma perfecta sus características tubulares es limitada y escasa. No exis-
ten conjuntos de datos estándares contra los cuales se pueda contrastar el traba-
jo. Como resultado, existe gran dificultad en comparar adecuadamente el sistema
propuesto con lo descrito en la sección 2, ya que utilizan principalmente datos pri-
vados.
En este trabajo, sin embargo, intentamos utilizar una variedad de conjuntos de
datos para establecer algunos puntos de referencia sobre los que se pueden cons-
truir futuras investigaciones. Por este propósito, utilizamos un total de cuatro con-
juntos de datos en nuestros experimentos; tres de estos son públicos y solamente
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Tabla 3.1.1: Detalles del contenido de varios conjuntos de datos utilizados en este
trabajo





AMI [84] 700 100 7 492× 702 Color Primer plano,ambos lados Foto
UND [115, 132] 464 114 4 1200× 1600 Color Perfil,lado derecho Foto
Vídeos (entrenamiento) 950 5 190 1920× 1080 Color Perfil,ambos lados Video
Vídeos (prueba) 910 7 130 1920× 1080 Color Perfil,ambos lados Video





UBEAR v1.1 [203] (prueba) 4624 115 40 1280× 960 Grises perfil,ambos lados Video
uno es privado. Cada uno de estos conjuntos de datos tiene un conjunto de ca-
racterísticas que lo hacen particularmente útil para tareas especificas, y cada uno
presenta nuevos retos. Se han utilizado dichos conjuntos para realizar una selec-
ción de experimentos reales en cada uno.
La tabla 3.1.1 proporciona una visión general del contenido de cada conjunto
de datos, y la figura 3.1.1 expone algunas muestras de cada uno para demostrar
cualitativamente su contenido.
El primer conjunto de datos es AMI [84]; una colección de cerca de 700 imá-
genes de orejas. Estas son fotografías de alta calidad con las orejas perfectamente
alineadas y centradas en el marco de la imagen, también tienen alta resolución,
buenas condiciones de iluminación y en buen enfoque. Este conjunto de datos es
ejemplar para probar la sensibilidad de reconocimiento hacia diferentes orejas, sin
embargo, debido a la naturaleza de acercamiento de las imágenes, no están real-
mente bien adaptadas para las tareas de localización de la oreja.
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(a)Conjunto de datos AMI (b)Conjunto de datos UND
(c)Conjunto de vídeos (d)Conjunto de datos UBEAR
Figura 3.1.1: Muestras de cada uno de los cuatro conjuntos de datos utilizados
El segundo conjunto de datos que utilizamos es el conjunto UND [115, 132];
una colección de fotografías de perfil de varios sujetos en la cual la oreja cubre sólo
una pequeña parte de la imagen. La calidad fotográfica de estas capturas es muy
alta, y otra vez todo con buena y constante iluminación, y sin ninguna de las orejas
ocluidas por el cabello u otros objetos. Las posturas de los sujetos varían ligera-
mente en relación con la cámara, pero no tanto como para introducir distracción
debido a la rotación de la cabeza y pose del sujeto. Como resultado, estas imágenes
son adecuadas para pruebas en la cual se específica la localización en una imagen
donde la oreja representa una pequeña proporción de la totalidad del contenido,
se evitan así los desafíos que representan cambios en el punto de vista (viewpoint)
y la variación de iluminación.
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El tercer conjunto de datos es obtenido de forma privada a partir de vídeos. Una
colección privada de 940 imágenes compuesto de frames HD extraídos de cortas
secuencias de vídeo de participantes voluntarios. Hay 14 secuencias de imágenes
de siete sujetos. Cada secuencia consta de 65 fotogramas (frames) de una duración
de aproximadamente 15 segundos extraído de un vídeo continuo. A los sujetos se
les pidió que rotaran la cabeza en varias posturas naturales siguiendomovimientos
suaves y continuos a lo largo de la secuencia. La iluminación y el medio ambiente
son relativamente constantes a través de todos los vídeos, y a los sujetos se les pi-
dió que removieran cualquier posible oclusión lejos de sus orejas; utilizamos este
conjunto de datos para probar la sensibilidad del detector solamente en rotaciones
de la cabeza en relación con la cámara, evitando al mismo tiempo los retos a ilumi-
nación variable. La mayor cantidad de imágenes por sujeto son útiles para reducir
el efecto de usar una gran cantidad de formas de oreja variables para las pruebas,
y de nuevo, se concentran principalmente en su pose. Una variación de este con-
junto de datos fue reservado para fines de entrenamiento, el cual contenía perfiles
de otros cinco participantes diferentes de los sujetos en el conjunto de datos de
prueba.
El conjunto de datos final y quizás más importante que usamos es el UBEAR.
Se trata de una colección bastante completa y de gran tamaño de imágenes de su-
jetos con una amplia gama de variaciones, que abarca múltiples dimensiones no
solamente en la pose y en la rotación sino también en la iluminación, la oclusión,
e incluso el foco de la cámara. Estas imágenes, por lo tanto, simulan en un muy
buen grado las condiciones en entornos no cooperativos (condiciones del mundo
real) donde podrían capturarse imágenes naturales para llevar a cabo tal detección
y posterior reconocimiento. Dichas imágenes, aunque sin duda contienen la oreja,
no intentan capturarla en perfectas condiciones, y como tal reflejan un escenario
real para el proceso de prueba. Como nuestro principal interés en este trabajo es la
detección de imágenes naturales no-cooperativas, este se convierte en el conjunto
de datos ideal para probar el máximo potencial del sistema que proponemos.
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Tabla 3.1.2: Diferencias y desafíos existentes en el conjunto de datos UBEAR
Ángulos
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Figura 3.2.1: Arquitectura de la red neuronal convolucional utilizada
La tabla 3.1.2 es unamuestra del conjuntoUBEAR donde se aprecia la comple-
jidad del contenido, el cual que se asemeja a condiciones delmundo real. También
es importante tener en cuenta que el conjunto de datos UBEAR dispone de dos
versiones, las cuales consisten en imágenes únicas en ambos conjuntos. La prime-
ra de estas versiones, llamada 1.0, incluye unamáscara sobre el fondodelineando la
ubicación exacta de la oreja en cada imagen; cómo se describirá más adelante, este
aporte fue importante para nuestro procedimiento de entrenamiento. La versión
1.1 no incluye tal máscara y es sin embargo reservada para pruebas y experimenta-
ción.
3.2. Detección
3.2.1. Red neuronal convolutional
La red neuronal convolucional (Convolutional Neural Network - CNN) utilizada
es un estándar con algunas modificaciones en su arquitectura que ayudan a mane-
jar particularmente este escenario. La arquitectura de red utilizada se representa
visualmente en la figura 3.2.1.
Dado que el objetivo final de este sistema es la detección y reconocimiento de
orejas en tiempo real a partir de secuencias de vídeo e imágenes 2D, se requiere
un sistema que se ejecute rápidamente. Por lo tanto, necesitamos una arquitectura
altamente optimizada que sigue siendo útil para reconocer los datos de entrena-
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miento. Las clases objetivo que buscamos reconocer con las redes neuronales son
tan sólo tres: (i) oreja izquierda, (ii) oreja derecha, y (iii) el fondo; de aquí en ade-
lante referidos por sus abreviaturas LE, RE, y BG respectivamente. La intra-clase
o coeficiente de correlación entre clases en el conjunto es, en definitiva, muy si-
milar con todas las orejas siguiendo un conjunto parecido de rasgos distintivos.
Como resultado, la red no necesita aprender una cantidad ilimitada de caracterís-
ticas diferentes, como sería el caso en las grandes CNN’s que se utilizan para el
reconocimiento de imagen a gran escala. En cambio, un modesto tamaño, con un
número limitado de neuronas resulta ser suficiente para llevar a cabo la tarea de
detección.
Dada la naturaleza de las imágenes, se decidió que un tamaño óptimo de entra-
da para la red sería de 64×64, ya que una oreja de ese tamaño es lo suficientemente
grande para incorporar la información necesaria para identificación y definir ade-
cuadamente la forma y sus componentes internos, y a la vez no es demasiado gran-
de para requerir una convolución de gran tamaño o agrupaciones de capas dema-
siado complejas para analizarlas correctamente.
Finalmente, necesitamos recorrer la imagen en su totalidad para identificar los
objetos dentro, esto se puede lograr construyendo un recuadro que se mueve a lo
largo de la imagen cómo si de una ventana se tratase; el algoritmo de ventanas des-
lizantes (sliding-window) debe incluir un factor acumulativo máximo que no debe
ser demasiado grande. Esto asegura que el tamaño de cada paso correspondien-
te en el mapa de salida no excederá el tamaño permitido. Por lo tanto, se decidió
un máximo de tres capas convolucionales y sus correspondientes capas de agru-
pamiento. Conocer estas tres restricciones, para la entrada y salida, y la máxima
cantidad de capas, a través de un proceso de ensayo y error iterativo, derivó al final
en la arquitectura definida por la ecuación 3.1.
CNN = 18C5 : MP3+ 36C5 : MP2+ 36C5 : MP2+ 144L+ 3L (3.1)
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Donde,CNN es la red neuronal,C indica que es una capa (layer) convolucional,
MP Max Pooling Layer y L una capa lineal, los números previos a las letras repre-
sentan la cantidad de neuronas; de este diseño se produce entonces un tamaño
de paso entre ventanas mínimo de 3 × 2 × 2 = 12, que es bastante eficaz para
el propósito de detección, ya que permite analizar en intervalos de no más de 12
píxeles. La elección de este parámetro también es bastante beneficioso, ya que el
número 12 tienemuchos factores quemás tarde ayudarán a alinear las ventanas de
detección en escalas múltiples.
3.2.2. Inferencia triple red profunda
El entrenamientodeunaúnica redneuronal y esperarque sea suficienteparadis-
tinguir adecuadamente las orejas del ruido que representa el fondo (background)
en imágenes obtenidas en un ambiente no controlado es un gran salto de fe.
En la práctica, una red neuronal de este tipo es capaz de reconocer apropiada-
mente un gran porcentaje de los objetos representados con la forma de la oreja.
Por lo tanto, cuando estas redes se prueban frente a un conjunto de orejas recorta-
das y preparadas específicamente para la tarea de reconocimiento su desempeño
es destacable, es decir proporcionan tasas de acierto elevadas. Sin embargo, son
propensas a cometermuchos errores cuando se le presentan imágenes con un fon-
do con excesivo ruido. De lo anterior que se haya decidido entrenar la red con una
clase fondo (background - BG) para ayudarle a aprender la diferencia entre una
oreja y una con ruido, pero no importa cómo se prepare el entrenamiento para
esta clase; una CNN siempre será propensa a falsas detecciones simplemente de-
bido a la funcionalidad interna de las redes neuronales. Siempre habrá patrones o
combinación de características que se pueden encontrar fácilmente en imágenes
naturales que activarán la neurona equivocada y, por tanto, producir una gran ta-
sa de falsos positivos. La tabla 3.2.1 describe este efecto con más detalle. Una sola
CNN detectará frecuentemente la oreja correctamente, tanto en imágenes de cer-
ca como en la AMI (99,70%), y también en imágenes complejas del conjunto de
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Tabla 3.2.1: Desempeño comparado de 1-CNN contra 3-CNN









AMI 1-CNN 698 0 2 99.70 99.86
3-CNN 693 0 7 99.00 99.50
UBEAR 1-CNN 4326 11935 280 93.90 41.46
3-CNN 3814 605 661 82.80 85.77
datos UBEAR (93, 90%); sin embargo, esta métrica ignora el efecto de falsos po-
sitivos. La métrica F1 es útil para descubrir la gran disparidad que se produce en
realidad: mientras que en el conjunto de datos AMI, el valor F1 sigue siendo alto
(99, 86%), en el conjunto de datos UBEAR cae abismalmente (41, 46%) debido
a la gran cantidad de falsos positivos introducidos. La métrica F1 (F1 Score) tiene
en cuenta la precisión p y la recuperación (recall) r. Es la media armónica de estas





Este problema generalmente se puede resolver creandomúltiples clasificadores.
Todos analizan lamisma entrada de datos, y sus diferentes salidas se combinan pa-
ra crear un resultado final cuya precisión suele sermayor que la de cualquier simple
clasificador ejecutándose por sí solo [68].
Aplicamos una variación de esta idea: no procesamos todos los clasificadores
en el conjunto con los mismos datos exactos de entrada, sino que presentamos
diferentes datos a cada componente del conjunto. Por lo tanto cada uno de los cla-
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Figura 3.2.2: Las tres escalas utilizadas en el set de entrenamiento
Figura 3.2.3: Flujo de datos en el proceso de inferencia con 3-CNN’s
sificadores deben ser entrenados para especializarse en los tipos de datos que serán
presentados. Las diferentes entradas de datos se construyen cuidadosamente para
cada uno, es decir, datos específicos a cada componente según su propia especia-
lización.
La idea principal entonces es alimentar a tres redes neuronales tres imágenes
distintas, correspondiendo cada una a la misma región que se está analizando a
diferentes escalas. La figura 3.2.2 representa las escalas que recibe el clasificador.
Etiquetamos adecuadamente cada una de las redes utilizadas como: S (small), M
(medium) y L (large).
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El objetivo de las tres escalas es principalmente el entrenamiento especializado
de las redes para los propóósitos específicos de: (i) reconocer las características
tubulares de la oreja interna, (ii) enmarcar las coordenadas correctas de la oreja, e
(iii) inferir el contexto de la oreja dentro de una región circundante. Entrenar una
red conuna sola de estas escalas provocaría que se especializara particularmente en
la data ignorando elementos distintivos de su entorno, y a la vez la red sería ajena a
otros datos de imagen en ambiente natural con estructura similar pero no realmen-
te pertenecientes a una oreja verdadera, y así llevarlo a producir una gran cantidad
de falsos positivos, lo que terminaría por afectar la precisión de detección. Sin em-
bargo, las tres redes trabajando juntas como un comité de clasificadores produce
un resultadomuchomás robusto que desemboca en un clasificadormás resistente
ante el ruido, concluyendo en una mayor certeza, ya que se requerirá la activación
de las tres redes para obtener una respuesta, simplemente integrando la informa-
ción contextual en el sistema.
Cada una de las tres redes neuronales produce tres valores de salida, que corres-
ponden a la probabilidad de que cada clase objetivo haya sido percibida en esta en-
trada de la red. Denotamos los valores de salida comoO KA , donde A ∈ {S,M, L}
representa el índice de red indicado por su tamaño, yK ∈ {LE,RE,BG} represen-
ta el índice de la clase de salida de cada red, para cada unode los posibles resultados
detectados. Cada una de estas salidas estará en el rango [−1,+1] al haber sido las
redes neuronales entrenadas con esos valores ideales.
Para combinar los resultados de las tres redes como un conjunto unificado, fil-
tramos cada clase de salida con los valores correspondientes en las tres redes des-
pués de que cada uno haya sido rectificado linealmente. Las salidas finales del con-
junto están definidos por la formula 3.3.
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O LEF = ⌈O LES ⌉+ · ⌈O LEM ⌉+ · ⌈O LEL ⌉+
O REF = ⌈O RES ⌉+ · ⌈O REM ⌉+ · ⌈O REL ⌉+
O BGF = ⌈O BGS ⌉+ · ⌈O BGM ⌉+ · ⌈O BGL ⌉+
(3.3)
Donde ⌈x⌉+ ≡ max(0, x) es una operación de rectificación lineal. Pasando só-
lo los valores positivos de cada salida evitamos la interferencia demúltiples valores
negativos, cualquiera de los cuales tiene entonces el efecto de poner en cero la neu-
rona final. La figura 3.2.3 representa el proceso visualmente. El efecto neto de este
proceso, entonces, es que las tres redes funcionen en fila, donde sólo sobrevivirán
las regiones donde las tres redes neuronales estén de acuerdo. Además, la salida
final será pesada por la red individual, por lo tanto, las regiones en las que las tres
neuronas de salida tengan alta probabilidad superará a las regiones donde la distri-
bución de salida es más dispareja.
La idea tras tener tres redes neuronales separadas ejecutándose a diferentes es-
calas es sencillamente la de obtener el menor numero de falsos positivos posible.
Las redes neuronales suelen contener bastante ruido por naturaleza, y los resulta-
dos que entregan usualmente requieren ser fortalecidos con información adicional
que incremente la certeza de sus predicciones. Comparar las predicciones a múlti-
ples escalas es un enfoque común en los algoritmos de detección y es precisamente
lo que hemos deseado implementar al utilizar tres escalas distintas.
La red neuronal opera de tal forma que sólo puede analizar pequeñas porciones
de imagen de tamaño 64 × 64. Este inconveniente se solventa utilizando algorit-
mos como el demovimiento de ventanas (sliding window), donde las imágenes son
divididas en regiones de 64× 64 recorriendo la imagen completa y pasando cada
región a la red neuronal. Adicionalmente, las diferentes escalas de la misma región
son procesadas simultáneamente recortando regiones un poco más grandes que
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64 × 64 y posteriormente reajustando de vuelta al tamaño de entrada. En gene-
ral, esto es una operación intensiva que consumemuchos recursos, aunque existen
optimizaciones dentro del algoritmo sliding window que pueden acelerar su eje-
cución como es el uso de mapas compartidos.
Al utilizar tres escalas, el sistema se ve forzado a utilizar un enfoque de desli-
zamiento de ventanas múltiple que alinea correctamente las regiones a recortar y
redefine el tamaño y sobrepone las regiones más grandes sobre la región inicial
en tres escalas consecutivas. El efecto es que la imagen se vuelve una densa rejilla,
donde, terminamos con múltiples ventanas recortadas alrededor de un punto, y
cada subconjunto de tres escalas consecutivas se utiliza como entrada de nuestro
conjunto de redes neuronales.
Cada red individual analiza el marco en su escala correspondiente, producien-
do un conjunto de cuadros delimitados por las regiones para las que se entrenó la
red en particular. Cuando una activación se produce en las tres redes en todas las
escalas, entonces se puede deducir que una oreja existe en ese lugar, y por lo tanto
este resultado tiene unamayor precisión de lo que cualquiera de las tres redes haría
por sí sola.
El resultado final se obtiene combinando los resultados de estas tres deteccio-
nes. El método de combinación es una simple multiplicación de cada salida co-
rrespondiente a través de las tres redes, de tal manera que sólo los resultados don-
de todas las redes están de acuerdo se mantienen. Antes de la multiplicación los
valores son rectificados, con el fin de truncar los valores negativos y evitar los ne-
gativos dobles que desencadenan falsos positivos. La formula 3.4 muestra la salida
resultante de la multiplicación del resultado de las CNN.
YiO = ⌈YiS⌉+ · ⌈YiM⌉+ · ⌈YiL⌉+ (3.4)
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La observación de un resultado final por encima de un umbral determinado de
forma empírica, 0,5 en las pruebas, indica la existencia de una oreja en la ventana
actual que se está analizando. El cuadro delimitador final se toma de la escala del
detector de nivel medio; las coordenadas se dibujan para ilustrar las detecciones
finales. El enfoque combinado produce resultados mucho más limpios y más pre-
cisos de lo que cualquiera de las redes individuales podría proporcionar.
3.2.3. Datos de entrenamiento
Cómo el sistema comprenderá tres redes neuronales individuales, los datos de
formación deberán recogerse de conformidad con los requisitos para cada una de
las redes individuales. Sediscutiópreviamenteque cada red analizará esencialmen-
te tres recortes de tamaño diferentes para cada región, por lo que los datos pueden
ser preparados simultáneamente simplemente recortando las orejas con distintas
regiones extendidas a fin de generar los datos de los otros dos tamaños.
Los conjuntos de datos existentes que consisten en fotografías de orejas seg-
mentadas son muy escasos y pequeños en volumen. Crear grandes cantidades de
capturas de entrenamiento, requiere mucho trabajo en la manipulación de imá-
genes. El conjunto de datos UBEAR fue particularmente útil, como se describe
en la sección 3.1; incluye para cada una de sus imágenes una máscara que facilita
el proceso de extraccción de la oreja. Esta máscara describe la localización exacta
de la oreja en cada imagen, particularmente útil para identificar y crear los bordes
delimitadores en los que esta contenida cada oreja. No todas las máscaras podían
utilizarse ya quemuchas eran extremadamente borrosas y no eran apropiadas para




Además, complementamos los datos con muestras adicionales que se obtuvie-
ronmanualmente de fotogramas de vídeo.Con la información adicional el conjun-
to de entrenamiento quedó formado por 4.000 imágenes. Para aumentar aún más
el tamaño del conjunto de entrenamiento, los datos se aumentaron de dos formas:
(i) las imágenes fueron modificadas al azar añadiendo pequeñas traslaciones, ro-
taciones y re-escalando el contenido; (ii) las imágenes fueron rotadas horizontal-
mente y la imagen resultante fue asignada al conjunto de datos de orejas opuestas.
Este proceso artificial representó un incremento de diez veces el tamaño de los da-
tos de entrenamiento. Lo que hizo un total de aproximadamente 40.000 imágenes,
es decir 20.000 para cada oreja.
Posteriormente se procesaron las imágenes para cada oreja en tres conjuntos
separados por escala 3-CNN: S, M, y L. Esto se hizo simplemente recortando y
cambiando el tamaño de cada muestra apropiadamente. El proceso se repitió para
ambos lados, derecha e izquierda, produciendo así seis colecciones de imágenes
para oreja izquierda y derecha, en cada una de las tres escalas. Finalmente, tam-
bién se creó un conjunto de datos con ruido de fondo, del mismo tamaño que los
otros, que consitió en recortes aleatoriamente formados de fotografías de la base
de datos flickr y de regiones no-orejas de los conjuntos de entrenamiento UBEAR
y los vídeos obtenidos previamente. El resultado son siete colecciones distintas
para propósitos de entrenamiento, cada una de las cuales consta de aproximada-
mente 20.000 imágenes. La figura 3.2.4 muestra un ejemplo del resultado.
3.2.4. Entrenamiento de la red neuronal
La versión final del clasificador fue entrenada con la colección de las tres escalas
descritas anteriormente. Cada una de las tres redes utilizó un conjunto de entre-
namiento de 3 clases compilado a partir de orejas izquierda y derecha en la escala
correspondiente, y una copia de la colección de imágenes de fondo (background).
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Figura 3.2.4: Un pequeño subconjunto de cada una de los bases de datos utiliza-
dos para entrenamiento. De arriba hacía abajo: izquierda-pequeña, izquierda-mediana,
izquierda-grande, derecha-pequeña, derecha-mediana, derecha-grande, fondo (back-
ground)
La estructura de las tres redes es exactamente la misma, descrita en la sección
3.2.1. La entrada consta de un sólo canal en escala de grises con la imagen redi-
mensionada a un cuadrado de tamaño 64× 64. Las imágenes de entrada se pasan
a través de una etapa de pre-procesamiento que consiste en un Spatial Contrastive
Normalization (SCN), que ayuda a mejorar los bordes de la imagen y redistribuir
el valor medio y el rango de datos, algo que mejora el entrenamiento de CNN’s.
El conjunto de entrada resultante pasa por la primera capa de extracción, la cual
consiste de 18 neuronas convolucionales, una ReLU nonlinearity (rectified linear
unit) y tres capas de agrupamiento (pooling layers). A continuación los datos pasan
por dos capas similares de extracción, cada capa de 36 neuronas, para posterior-
mente pasar por una capa lineal de 576 neuronas y finalmente la capa de salida con
tan sólo tres neuronas que corresponde a cada clase del conjunto de entrenamien-
to fondo, oreja-izquierda y oreja-derecha.
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Tabla 3.2.2: Matriz de confusión final de la data de entrenamiento
Clasificado /
Clase correcta Oreja izquierda Oreja derecha Fondo Total clase Exactitud (%)
Oreja izquierda 16040 56 88 16184 99,11
Oreja derecha 46 16064 74 16184 99,26
Fondo 63 194 15927 16184 98,41
Total 48552 98,93
Tabla 3.2.3: Matriz de confusión final de los datos de prueba
Clasificado /
Clase correcta Oreja izquierda Oreja derecha Fondo Total clase Exactitud (%)
Oreja izquierda 3964 34 49 4047 97,95
Oreja derecha 14 4002 31 4047 98,89
Fondo 8 42 3997 4047 98,77
Total 12141 98,54
Cada red ha sido entrenada con sus correspondientes datos es decir los recor-
tes pequeños, medianos y grandes. Un enfoque SGD (Stochastic Gradient Descent)
estándar fue utilizado para el entrenamiento y se ejecutó en aproximadamente 24
iteraciones hasta que ya no se obtenían mejoras en el test-fold de los datos. Los
valores ideales para cada uno de los resultados de las distintas etiquetas se asigna-
ron en el rango [−1,+1], donde las etiquetas activas son valores positivos, y las
etiquetas inactivas los valores negativos.
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Figura 3.2.5: Ejecución del mapa compartido de una de las CNN’s sobre una ima-
gen ejemplo de entrada
Esta distribución fue elegida, a diferencia del rango más tradicional [0, 1], pa-
ra mejorar el rendimiento de las tres CNN’s como se explica en la sección 3.2.2.
Todos los conjuntos de datos se dividen en conjuntos de entrenamiento y prue-
ba, en una ratio 80%/20% de acuerdo a las prácticas estándar de aprendizaje en
machine learning. El resultado final de entrenamiento sobre estos dos conjuntos
se resumen en las tablas 3.3.1 y 3.2.3.
3.2.5. Detección en ejecución
El funcionamiento en tiempo de ejecución de la red se realizó a través demapas
compartidos como entrada de las CNN’s. Esto permitió ejecutar un método opti-
mizado para inferir la detección y predicción en una imagen completa de una ma-
neramuchomás eficiente que el enfoque tradicional de ventana deslizante (sliding-
window).
El proceso requiere que la imagen de entrada se prepare primero como una es-
cala multi-piramidal. Esto es; ser capaz de detectar las orejas en todos los tamaños
posibles relativos al cuadrado de la imagen para poder llevar a cabo correctamente
la detección, independientemente de la distancia relativa del sujeto a la cámara.
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Figura 3.2.6: Muestra de múltiples detecciones superpuestas moldeadas como ven-
tanas individuales de detección en una imagen de entrada
Cada uno de estos niveles de la pirámide se dará a cada una de las tres redes pa-
ra ser analizado independientemente. Cada red, por lo tanto, crea tres mapas de
salida por nivel correspondiente a cada una de las clases objetivo entrenadas: LE,
RE y BG. La figura 3.2.5 representa la ejecución demapa compartido de una de las
redes para una nivel particular de la pirámide de tamaño 274× 366.
Cada píxel en cada uno de estos mapas de salida corresponde a la clase predic-
tiva; una ventana cuya localización se puede rastrear hasta la entrada de acuerdo
con la alineación del mapa compartido y la configuración de su posición. La figu-
ra 3.2.6 muestra cómo las ventanas pueden reconstruirse a partir de estos mapas
compartidos y corresponden precisamente a las múltiples detecciones que un sis-
tema tradicional basado en el algoritmo de ventana deslizante produciría.
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Figura 3.2.7: Muestra de cómo el algoritmo de particionamiento y agrupamiento
limpia múltiples ventanas de detección sobrepuestas
Con el fin de colapsar estas detecciones múltiples en un único resultado final
se utiliza un algoritmo de partición basado en estructuras de datos Disjoint-set.
El algoritmo Disjoint-set es muy similar al grupo de rectángulos y funciones de
partición de OpenCV [49], pero personalizado de alguna manera particular. Este
algoritmo permite el agrupamiento de ventanas colocadas y escalonadas demane-
ra parecida ya que todas ellas pertenecen a una sola detección del objeto. La figura
3.2.7 muestra un diagrama de como el algoritmo de agrupación se comporta en
varios grupos de ventanas.
Esta es una práctica muy común tomada como un procedimiento de limpieza
post-procesamiento enmuchas tareas de visión por ordenador. Para este trabajo en
particular, sin embargo, se ha creado una regla de agrupación especial para ponde-
rar la tolerancia de la agrupación. Para cada una de las dos clases positivas, LE y
RE, se realiza el procedimiento que mostramos a continuación.
Cada ventana i tiene un valor asignado correspondiente al valor predictivo de
salida de la red neuronal, denotado por Oi; esta ventana pesa su propio valor ele-
vándolo al cuadrado. Por lo tanto, las ventanas con poco valor de predicción tie-
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nen en general un nivel de importancia reducido, mientras que las ventanas con
un valor de salida mayor, al inicio del proceso, pueden mantener su posición en la
agrupación. Para un agrupamiento potencial j compuesto por múltiples N venta-
nas, cada una con un valor de salida con pesoO2i , el valor de salida final Gj para el








El valor de salida Gj corresponde a una raíz cuadrada media (root mean squa-
re - RMS) de todos los valores de salida de la ventana que se componen en ese
grupo. El resultado final es que el proceso favorece a los clusters que se componen
de ventanas con valores grandes de confianza donde además las ventanas con ba-
ja confianza, como en el caso de falsos positivos, terminan con un valor más bajo,
permitiendo su exclusión. Como cada clúster tiene un único valor numérico asig-
nado a él, de acuerdo con su importancia en general, se puede por tanto, con base
en el umbral definido, rechazar aquellos con un nivel bajo de confianza.
Con el findeobtener unumbral adecuado se realizó un experimento con todo el
conjunto de datos de prueba del conjunto UBEAR. Todos los clusters generados
en este proceso se clasificaron manualmente como verdaderos positivos o falsos
positivos. La figura 3.2.8a muestra la distribución de los valores de salida clasifica-
dos como verdaderos positivos, y la figura 3.2.8b muestra los grupos clasificados
como falsos positivos.
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(a)Sensibilidad al ubmbral de verdaderos positivos
(b)Sensibilidad al umbral de falsos positivos
Figura 3.2.8: Resultados de las CNN’s para los grupos TP y FP
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Después de analizar estas distribuciones puede verse que el valor umbral elegi-
do de 0, 224 los separa de forma optima, donde se puede lograr un equilibrio al
rechazar el mayor número de falsos positivos, manteniendo al mismo tiempo tan-
tos verdaderos positivos como sea posible por encima del umbral. Un resumen de
este proceso se muestra a continuación:
for all Z ∈ {PyramidScales} do
for all A ∈ {L,M, S} do
O LEA ,O REA ,O BGA ← SharedMap(ImageZ,NetworkA)
end for
for all K ∈ {LE,RE,BG} do
O KF,Z ← Ensemble(O KS ,O KM ,O KL )
end for
end for
for all K ∈ {LE,RE} do
G K ← Group(O KF,Z)
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(a)Conjunto de datos AMI
(b)Conjunto de datos UBEAR
Figura 3.2.9: Sensibilidad del umbral en la detección de orejas
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El umbral correcto debe ser cuidadosamente seleccionado dependiendo del ti-
po de datos que se estén analizando. En el caso de la base de datos AMI, donde
las imágenes de orejas ya están preparadas y recortadas, el sistema no detecta fal-
sos positivos en absoluto, y por lo tanto el valor umbral no afecta la tasa de falsos
positivos de ninguna manera. En este caso, un umbral muy bajo o cero puede ser
elegidoparamaximizar la cantidaddeorejas correctamentedetectadas. En la figura
3.2.9a mostramos los resultados donde la tasa de exactitud del umbral representa
diferentes cantidades.
En el caso de las imágenes naturales en entornos no cooperativos como el con-
junto de datos UBEAR, el efecto de los falsos positivos es mucho más importante
cómo puede verse en la figura 3.2.9b, donde pequeñas variaciones en el valor del
umbral conducen a una drástica caída en la tasa de falsos positivos, mientras que
no afecta la precision significativamente en la exactitud de las orejas detectadas.
3.2.6. Experimentos
Se realizaron múltiples experimentos con los diversos conjuntos de datos para
evaluar la precisión del sistema en diferentes escenarios.
3.2.6.1. Metodología de prueba
Para todos los escenarios, los experimentos se llevaron a cabo con el método
de 3-CNN propuesto anteriormente. Para contrastar los resultados, se realizaron
los mismos ensayos con un clasificador básico en cascada (Haar Cascade Classi-
fier) entrenados sobre datos similares implementados en OpenCV [49] y ejecu-
tado con una configuración similar de ventana deslizante y el post-procesamiento
con el mismo algoritmo de agrupación de ventanas.
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Para todos los casos, los resultados reportados se describen a continuación:
Verdaderos positivos (TP): detecciones que encuentran con éxito una
oreja dentro de la imagen.
Falsos positivos (FP): detecciones que clasifican mal la oreja detectada,
o que detectan erróneamente ruido en la imagen que no corresponde a la
oreja actual.
Falsos negativos (FN): orejas en una imagen que no pudieron ser detec-
tadas, o cuyo valor de confianza dentro del grupo de detección está debajo
del umbral definido.
Verdaderos negativos (TN): este valor describiría generalmente la tasa a
la cual el ruido no-orejas es ignorado con éxito por el clasificador. Sin em-
bargo, en este caso, aumentaría la exactitud de clasificación de forma inne-
cesaria. Se evitó por ello grabar esta información a propósito de modo que
los resultados representen solamente la verdadera naturaleza del clasifica-
dor, es decir, las orejas correctamente clasificadas.
Las métricas de rendimiento reportadas para todos los casos son: (i) la preci-
sión que mide la exactitud del clasificador; (ii) el recall o recuperación que mide
su integridad; y (iii) la métrica F1 que proporciona un equilibrio entre precisión
y recuperación y es por tanto, una comparación más objetiva del rendimiento de
los dos clasificadores. Además, también se presenta la tasa de exactitud tradicional,
con el fin de proporcionar una métrica básica de rendimiento.
3.2.6.2. Comparación con el estado del arte
Debido a la variada naturaleza del estado del arte en este campo, es muy difícil
realizar un estudio comparativo sobre el rendimiento de nuestrométodo propues-
to con los métodos existentes en la literatura. En parte, esto se debe a que no hay
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Alineada 470 97,60 97,60 95,32 97,60 99, 57 99, 79 99, 36 99, 68
Hacia arriba 162 100 69,75 69.75 82.18 95, 95 91., 3 87, 65 93, 42
Hacia abajo 284 98,77 57,09 56,69 72,36 94, 83 95, 19 90, 49 95, 01
Oreja izquierda 455 97,85 71,21 70,11 82,43 97, 07 97, 29 94, 51 97, 18
Oreja derecha 461 98,53 88,57 87,42 93,29 97, 98 96, 46 94, 58 97, 21
Conjunto completo 916 99,05 80,07 79,45 88,55 97,59 96,95 94,68 97,27
un conjunto de datos estándar con el cual todos estos algoritmos puedan ser com-
parados, y cadamétodo examinado hasta ahora en la sección 2 tiende a utilizar sus
propios datos privados. Del mismomodo, probar los métodos existentes sobre los
mismos datos que hemos utilizado resulta complicado ya que la mayoría de las
implementaciones expuestas permanecen privadas y su código fuente no está dis-
ponible para su implementación.
Por lo tanto, sólo podemos contribuir a las tablas 2.3.1 y 2.3.2 con nuestros re-
sultados en los conjuntos de datos UND y AMI, que son imágenes de cualidades
similares a los datos utilizados en esos estudios, y consisten en imágenes hechas
para este propósito. En el caso de imágenes recortadas de cerca, tales como las
imágenes de AMI, nuestro sistema 3-CNN alcanza una precisión de 99% y una
métrica F1 de 99, 50%. En imágenes donde la oreja cubre el fotograma comple-
to, como las de UND, donde la localización también juega un papel interesante,
nuestro sistema alcanza una precisión de 95, 25% y una métrica F1 de 97, 57%.
Más detalles de estos resultados se encuentran en la tabla 3.2.7.
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3.2.6.3. Análisis de imágenes por segundo en vídeo
Adicionalmente, también probamos la precisión de detección en imágenes por
segundo en vídeo individuales. Se llevó a cabo un experimento con el conjunto de
datos de vídeo como se describe en la sección 3.1. El propósito de esta prueba es
asegurar que ambas orejas puedan ser correctamente clasificadas izquierda y de-
recha, mientras se trabaja con poses variables de la cabeza. Los resultados de esta
prueba son presentados en la table 3.2.4, donde se puede ver que nuestro sistema
supera en gran medida al clasificador básico Haar en esta particular tarea.
La importancia de esta prueba radica en la capacidaddedetectar continuamente
la misma oreja en una secuencia de imágenes enmovimiento, independientemen-
te de la orientación de la cabeza. La alta tasa de detección asegura que la oreja se
detecte constantemente durante la mayoría de la duración de cada vídeo, excep-
tuando algunos frames en los que la detección puede fallar. Sin embargo, transcu-
rridos unos cuantos frames, la oreja vuelve a ser encontrada y la detección continúa
como se espera. Este resultado permitiría por lo tanto crear un mecanismo de se-
guimiento para ser implementado con éxito en secuencias de vídeo.
3.2.6.4. Resolución de la imagen
Detectar orejas de sujetos ubicados a gran distancia de la cámara suele ser pro-
blemático. Para medir cuantitativamente el rendimiento del sistema en casos en
los que el tamaño relativo de la imagen es muy pequeño, se realizaron varias prue-
bas con el conjunto de datos AMI con los orejas previamente redimensionadas a
diferentes escalas, que van desde 16× 16 hasta 96× 96. Los resultados de ambos
sistemas combinados 3-CNN así como el de las individuales S, M y L están repre-
sentadas en las figuras 3.2.10a y 3.2.10b. Esto demuestra que incluso las orejas que
se encuentran en escalas mucho más bajas que el tamaño de entrada de 64 × 64




(a)Red convolutional individual (1-CNN)
(b)Red convolucional triple (3-CNN)
Figura 3.2.10: Resolución de imágenes y sensibilidad ante el tamaño de la oreja
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Tabla 3.2.5: Desafíos existentes en imágenes en condiciones no ideales
Ángulos
Abajo Medio Arriba Frontal Lateral
Exposición
Normal Iluminación alta Iluminación baja Oclusión Sin oclusión
La figura 3.2.10a, en particular, explica la caída de de la tasa de rendimiento en
escalas más pequeñas. La red convolucional S es la primera que falla en escalas de-
crecientes, como podría esperarse debido a la naturaleza de los datos que analiza
esta red. Mientras tanto, las otras dos CNN’s continúan detectando con suficiente
precisión, incluso en las escalas más pequeñas. Se podría decir, sin duda, que un
sistema fuera de la escala S podría hacerlo mejor para este propósito en particular.
A pesar de la disminución de la tasa de exactitud la CNN de escala pequeña ha
demostrado ser esencial para la diferenciación del ruido, y como tal, su integración
con el resto de redes hace del inconveniente antes descrito un efecto aceptable, al
menos en el escenario de 3-CNN’s. El bajo desempeño de esta red es la princi-
pal razón detrás de construir 3-CNN con el fin de superar la dificultad de detectar
orejas en escalas variables.
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Tabla 3.2.6: Desempeño del sistema propuesto 3-CNN’s frente a la clasificación




















Alineada 1392 95,90 74,31 72,03 83,74 89, 89 93, 92 84, 95 91, 86
Hacia arriba 813 85,87 30,42 28,97 44,93 87, 47 84, 94 75, 73 86, 19
Hacia abajo 784 88,65 16,23 15,90 27,44 85, 68 84, 57 74, 09 85, 12
Hacia afuera 789 89,96 30,34 29,35 45,37 85, 92 71, 26 63, 81 77, 91
Hacia adentro 829 95,10 73,24 70,57 82,75 79, 70 84, 40 69, 47 81, 99
Masculina 3403 94,17 51,58 49,99 66,65 86, 10 87, 84 76, 93 86, 96
Femenina 1204 91,06 42,47 40,77 57,92 86, 99 77, 83 69, 71 82, 15
Oreja izquierda 2289 93,49 47,33 45,82 62,84 83, 64 83, 11 71, 48 83, 37
Oreja derecha 2318 93,42 51,07 49,30 66,04 88, 97 87, 32 78, 79 88, 14
Oclusión 1491 89,70 36,49 35,03 51,88 85, 01 71, 63 63, 60 77, 75
NoOclusión 3116 94,70 55,24 53,59 69,78 86, 79 91, 53 80, 34 89, 10
Conjunto completo 4607 93,45 49,22 47,58 64,48 86,31 85,23 75,08 85,77
3.2.6.5. Imágenes no cooperativas en entorno natural
Los enfoques tradicionales de visión por ordenador usualmente requieren que
la oreja esté perfectamente alineada, o por lo menos en la misma ubicación, dadas
las restricciones que el analizar imágenes del mundo real impone; un ejemplo de
estas condiciones no ideales se observa en la tabla 3.2.5. Debido a la capacidad de
las CNN’s para aprender múltiples representaciones del mismo objeto, y teniendo
en cuenta la variedad de poses utilizadas en el entrenamiento de los datos, el sis-
tema final es capaz de detectar orejas en ángulos muy diferentes con respecto a la
cámara.
El conjunto de datos UBEAR contiene etiquetas para cada imagen que facilita
su partición de acuerdo con la posición relativa del sujeto en relación con la cá-
mara. Las pruebas se realizaron sobre todo el conjunto de datos y los resultados se
dividieron según el ángulo de la mirada del sujeto. Estos resultados se representan
en figura 3.2.11 y se resumen en la tabla 3.2.6.
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(a)Sensibilidad al ángulo (b)Sensibilidad a la oclusión
(c)Sensibilidad al genero (d)Sensibilidad al lado de la oreja
Figura 3.2.11: Desempeño del sistema propuesto 3-CNN versus la clasificación
HAAR en el conjunto UBEAR
Los resultados proyectados demuestran que el algoritmo propuesto supera la
clasificación mediante HAAR. Sin embargo, la verdadera trascendencia es que los
clasificadores en cascada, nomuydiferentes a lamayoría de enfoques tradicionales,
es altamente dependiente de la perspectiva, si su rendimiento cae en gran medida
es debido a que el ángulo varía al mover la cabeza el sujeto.Mientras tanto, nuestro
sistema 3-CNN’smantiene una clasificaciónmuy similar y un rendimiento estable
independientemente del ángulo en el que se presenta la oreja gracias a la capacidad
de las redes profundas de interpretar múltiples versiones del mismo objeto.
Adicionalmente se pueden usar las etiquetas del conjunto UBEAR para dividir
los datos en grupos, por ejemplo podríamos agrupar por la oblicuidad de la oreja.
Cómo era de esperar, el sistema funciona casi igual para cada lado izquierda y dere-
cha. Las pequeñas diferencias en los resultados se deben a una variación aleatoria
en las imágenes, y no a que el clasificador favorezca un lado.
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Se realizaron pruebas del sistema con imágenes que contienen cierto grado de
oclusión comparandoel resultado con loobtenido conorejas noocluidas. Para este
estudio, agrupamos manualmente las fotografías basados en una decisión subjeti-
va de cuales imágenes podrían considerarse ocluidas. Esto se debe a que los grados
de oclusión pueden variar desde mechones de pelo o un pequeño pendiente, ac-
cesorios muy grandes o secciones completas de pelo que cubren más de la mitad
de la oreja.
La decisión final del umbral de oclusión fue hecha para marcar solamente las
orejas que tuvieran su contorno cubierto en al menos un 25% del área total que
forma la oreja. El resultado aproximadamente un tercio de las imágenes fueron
marcadas como ocluidas. Como era de esperar, el sistema 3-CNN funciona mejor
cuando no hay oclusión. Sin embargo, vale la pena señalar que incluso al analizar
las orejas ocluidas, el sistema 3-CNN supera al clasificadorHAAR incluso cuando
se analizan las imágenes claramente visibles, y no ocluidas.
Además, analizando la literatura de los sistemas existentes de detección, tales
como los descritos en las tablas 2.3.1 y 2.3.2, es obvio que la mayoría aparente-
mente tienen altas tasas de exactitud reportadas por supuesto en imágenes donde
la oreja esta bien definida, fallando drásticamente cuando la oreja está ocluida de
alguna manera; este comportamiento se puede evaluar especialmente en aquellos
sistemas que basan su análisis en la geometría de la oreja utilizando la detección de
la forma tabular o hélice de una oreja.
Finalmente, se realizó un estudio final sobre la sensibilidad de género del detec-
tor. Los clasificadores no son necesariamente sensibles a las diferentes formas de
la oreja masculina y femenina. Sin embargo, se puede ver una disparidad visible,
simplemente debido al hecho que las orejas femeninas son mucho más propen-
sas a ser ocluidas por el cabello más largo o el uso de más accesorios, tales como
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Figura 3.2.12: Detecciones en imágenes particularmente difíciles del conjunto de
datos UBEAR, incluyendo orientaciones extremas de la cabeza y oclusión
pendientes grandes. Por lo tanto, los resultados de sensibilidad de género se ase-
mejan mucho a los de la sensibilidad a oclusión que hemos venido tratando. La
figura 3.2.12 presenta algunas muestras seleccionadas de la aplicación del 3-CNN
y su detección particularmente en imágenes desafiantes, debido a la oclusión o a la
perspectiva con la que se ha capturado la imagen.
3.2.7. Resultados
En conclusión, la tabla 3.2.7 enumera un resumen de todos los resultados tota-
les en los cuatro conjuntos dedatosmientras comparamosnuestro sistema3-CNN
con el conocido algoritmo de clasificación Haar Cascade. Como se ha podido ob-
servar, el sistema basado en redes convolucionales siempre supera el HAAR en




Tabla 3.2.7: Resumen de los resultados sobre los 4 conjuntos de datos contratando
el clasificador HAAR versus el algoritmo 3-CNN








3-CNN Positivo 461 20 95,84 99,35 95,25 97,57
Negativo 3 0
Haar Positivo 270 7 97,47 58,44 57,57 73,07
Negativo 192 0
Vídeos
3-CNN Positivo 890 22 97,59 96,95 94,68 97,27
Negativo 28 0
Haar Positivo 727 7 99,05 80,07 77,47 87,31
Negativo 181 0
AMI [84]
3-CNN Positivo 693 0 100 99,00 99,00 99,50
Negativo 7 0
Haar Positivo 382 7 98,20 55,12 54,57 70,61
Negativo 311 0
UBEAR [203]
3-CNN Positivo 3814 605 86,31 85,23 75,08 85,77
Negativo 661 0
Haar Positivo 2227 156 93,45 49,22 47,58 64,48
Negativo 2298 0
En el conjunto de datos UBEAR elmejor desempeño de la red profunda es par-
ticularmente cierto, debido a que el clasificador de Haar es incapaz de modelar la
mayor variedad de representaciones internas necesarias para clasificar adecuada-
mente las imágenes en ese conjunto de datos. En la figura 3.2.13 se puedenotar que
el sistema tiene cifras de rendimiento estables en los primeros tres conjuntos deda-
tos, los cuales consisten en fotografías perfectas de la oreja. La precision sólo dis-
minuye ligeramente cuando se procesan imágenes naturales debido a los desafíos
ya descritos. Esto contrasta con el algoritmoHaar, que tiene resultados tremenda-
mente dispares, demostrando su gran dependencia a las condiciones particulares
de un conjunto u otro.
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Figura 3.2.13: Resultados del sistema 3-CNN’s comparado con el clasificador
HAAR sobre varios datasets
3.2.8. Conclusiones
En lo que va del presente capitulo hemos presentado un nuevo enfoque para la
deteccióndeorejas basado en redes neuronales convolucionales. LasCNN’s traba-
jan utilizando percepción de imagen y forma, que tiende a ser un enfoque mucho
más robusto comparado con los sistemas tradicionales de visión artificial que se
basan en características manualmente definidas para cada tarea específica; este es
el caso especialmente cuando se prueba con diferentes perspectivas y que además
presentan oclusión, situación muy común en imágenes naturales.
Todos los sistemas anteriormente propuestos generalmente fallan de una ma-
nera u otra: algunos requieren que la oreja esté bien alineada y otros que la oreja
este visible completamente o son muy sensibles a la iluminación y requieren imá-
genes tomadas en las mismas condiciones que los datos de entrenamiento y fallan
cuando las imágenes no están completamente enfocadas o cuando la oreja no re-
presenta una buena área de la fotografía.
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Hasta ahora, no hemos visto un sistema tan robusto que sea capaz de detectar
orejas bajo todas las condiciones posibles en imágenes naturales, y por ende los re-
sultados aquí expuestos alientan a presentar esta nueva alternativa. Por supuesto,
nuestro sistema todavía tiene características importantes que debemos abordar,
principalmente disminuir la tasa de falsos positivos. No obstante, los resultados
sonmuy alentadores, y contar con un detector tan robusto es el paso previo inelu-
dible hacia la construcción de un sistema de reconocimiento de orejas el cual se
describe en la siguiente sección.
Otras futuras líneas de investigación incluirán también la aplicación de este sis-
tema de una manera aún más optimizada para poder desplegarlo en dispositivos
móviles o para aplicaciones prácticas. Finalmente, es importante señalar que aun-
que este trabajo se enfocó hacia la detección de orejas, presenta una estructura de
reconocimiento de objetos de extremo a extremo que se puede adaptar a otras ta-
reas de visión que requieren un tipo comparable de clasificación ejecutada sobre
imágenes naturales en tiempo real.
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3.3. Reconocimiento
Una vez realizado el proceso de detección procedimos a identificar la oreja del
individuo para lo cual se debía comparar con las imágenes de la base de datos com-
pleta. Los primeros resultados haciendo uso de una red neuronal convolucional
no fueron los deseados obteniendo cantidad de posibles candidatos, muchos de
los cuales debían considerarse como falsos positivos. La gran cantidad de errores
reportados nos obligó a replantear el diseño del reconocimiento, definiendo una
serie de pasos de pre-procesamiento y aplicando distintos enfoques para llevar a
cabo el objetivo.
3.3.1. Alineamiento
El primer gran paso fue el de remodelar nuestra base de datos colocando todas
las orejas alineadas de tal forma que el lóbulo siempre estuviera en el centro de la
imagen; esta transformación facilitaría posteriormente la aplicación de enfoques
geométricos para dar solución al problema planteado.
El proceso de alineamiento no sólo se realizó con las imágenes almacenadas en
la base de datos, sino que también se aplicó a cada detección realizada con la red
neuronal convolucional expuesta en la sección 3.2. El alineamiento representa el
pasoprevio obligadoquehade realizarse con el propósito de (i) reducir la cantidad
de posibles candidatos y (ii) reducir el tiempo de procesamiento de los algoritmos
de reconocimiento haciendo más eficiente su desempeño.
3.3.2. Pre-procesamiento
Con la oreja detectada y debidamente alineada aplicamos dos algoritmos: (i) la
transformación de imágenes basada en rayos (IRT) y (ii) la distancia Hausdorff.
La figura 3.3.1 muestra los pasos a seguir donde se aplican ambas técnicas: se en-
mascaran las imágenes para posteriormente convertirse a su representación bina-
ria, aplicar la distancia Hausdorff y determinar el número de posibles candidatos.
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Figura 3.3.1: Pre-procesamiento de la imagen
3.3.3. Transformación de imagen basada en rayos
La transformación de imágenes basada en rayos (IRT - Image Ray Transform)
es una técnica novedosa paramejorar las características estructurales dentro de las
imágenes. Emplea los principios de la óptica de rayos para resaltar las caracterís-
ticas tubulares y circulares dentro de las imágenes. Aunque la transformación se
basa en una analogía a la luz, el método puede ser modificado para mejorar la de-
tección de funciones o mejorar el rendimiento mientras se mantiene la ventaja de
la formulación analógica [11].
El IRT funciona disparando rayos a través de una imagen. La imagen transfor-
mada se genera registrando el curso de cada rayo, lo que da como resultado ca-
racterísticas estructurales mejoradas. Analizamos la imagen como una matriz de
bloques de vidrio bidimensionales, cada uno de los cuales representa un píxel en
la imagen. El índice de refracción de cada bloque se deriva de la intensidad de su
correspondiente píxel, a través de la relación lineal con un parámetro que contro-
la el índice de refracción máximo (nmax). Para una intensidad dada, i, el índice de
refracción, ni, es el detallado en la formula 3.6.
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ni = 1+ (
i
255)
)(nmax − 1) (3.6)
Ese índice de refracción también podría derivarse de la relación exponencial
de la intensidad del píxel con un parámetro k que controla el crecimiento de la




Dentro del arreglo de bloques, se crea un rayo con una posición aleatoria (x, y)
y una dirección inicial (d). Se calcula un vector unitario del rayoV a partir de d. El
rayo se inicializa en la posición del vector p y en la iteración t como se muestra en
las formulas 3.8 y 3.9.
p<0> = (x, y)T (3.8)
pt = pt−1 + V (3.9)
Cuando el rayo entra en un bloque por primera vez, la matriz acumulada A de
ese bloque se incrementa en 1. Cada rayo individual incrementa un píxel sólo una
vez, para evitar pequeños ciclos en el camino del rayo causando que de forma re-
petitiva se esté incrementando el valor de un grupo de píxeles en detrimento de la
imagen completa; situación que normalmente es causada por ruido en la imagen y
no por las características estructurales que se desean resaltar. Cuando el rayo cruza
los limites de un bloque se calcula una nueva dirección.
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Figura 3.3.2: Pasos principales para identificar la oreja utilizando el algoritmo de
transformación de imágenes por rayos
Elmétodo se basa fuertemente enuna analogía con rayos de luz, hemos introdu-
cido un cambio con el fin demejorar el resultado de la transformación, intentando
evitar comprometer el algoritmo. La función que se utiliza para calcular la nueva
dirección del rayo no se establece cuando se cruzan los limites horizontales y ver-
ticales de cada bloque, como sería lo esperado, sino basado en la curva normal de
la dirección del borde encontrado por el algoritmo de pre-procesamiento de imá-
genes Sobel ya que es más representativo de la información dentro de la imagen.
La figura 3.3.2muestra como a partir de las capturas realizadas se pre-procesa la
imagen a fin de resaltar las características tubulares de la oreja. Una vez que dichos
elementos se encuentran resaltados se procede a enmascarar la oreja para intentar
reducir el fondo y ruido que pueda presentarse. Este paso se observa en la figura
3.3.1, la binarización genera una imagen en fondo blanco de la oreja y sólo de la
oreja con sus componentes visiblementemejorados, para finalmente proceder a la
aplicación de la distancia Hausdorff.
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Figura 3.3.3: Distancia Hausdorff
3.3.4. Distancia Hausdorff
La medida de distancia Hausdorff utilizada en el presente documento se basa
en la suposición de que las regiones de la oreja tienen diferentes valores de impor-
tancia, donde características como la helix, anti-helix, tragus, anti-tragus, concha,
lobulo y el contorno de la oreja juegan el papelmás importante en el proceso de re-
conocimiento. El algoritmo aplicado se basa en los expuesto por Kwan et al[143].
El algoritmo básicamente opera realizando una comparación de los mapas de
bordes obtenidos previamente con el IRT. La ventaja de usar bordes para hacer
coincidir dos objetos, es que dicha representación es robusta al cambio en ilumi-
nación. La figura 3.3.3 representa un ejemplo de la distancia deHausdorff tratando
de juntar dos imágenes. El algoritmo trata de calcular la distancia entre los puntos
a fin de poder elegir un grupo de imágenes de nuestra base de datos; esta tarea fun-
ciona como un filtro eligiendo y descartando algunas imágenes para fortalecer el
sistema de clasificación.
El procedimiento consiste en eliminar el fondo de la imagen tal como se realizó
en el pre-procesamiento. Después de enmascarar la imagen, procedemos a obte-
ner los bordes utilizando el filtro Canny y Sobel, aplicamos el algoritmo IRT, la
imagen se invierte para operar con un fondo blanco, luego la oreja se binariza, pro-
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cedimiento similar se aplica a cada imagen almacenada en la base de datos. Con
los objetos obtenidos comparamos píxeles para obtener la similitud entre figuras
geométricas; esto usando la distancia Hausdorff, resultando en una colección de
valores que contienen la distancia de la imagen de entrada con respecto a cada ele-
mento de la base de datos.
El objeto puede presentarse como el candidato o los candidatos que tienen la
menor distancia relativa; de no superar el valor umbralmínimo, se considera como
un problema sin resolver. En el sistema desarrollado, el algoritmo de Hausdorff se
presenta como una tarea de pre-procesamiento complementario para aumentar el
rendimiento de las tres redes neuronales convolucionales. Dichas redes se compa-
raron para validar si una de ellas identifica al usuario, y de ser así, se acepta que la
imagen pertenece dicho usuario.
3.3.5. Red convolucional
La red en la que se basa nuestro sistema es una CNN estándar compuesta por
capas convolucionales alternas y de agrupaciónmáximapara la etapa de extracción
de características, y una o más capas lineales para la etapa de clasificación final. La
figura 3.2.1 describe la estructura de capas de la red, y es la arquitectura de referen-
cia utilizada para describir los conceptos presentados. La primera capa consiste en
una omás neuronas que contienen los datos de la imagen a analizar, normalmente
compuestos por un sólo canal de escala de grises de la imagen entrante.
La red neuronal convolucional utilizada es bastante estándar con algunas con-
sideraciones hechas en su arquitectura que ayudan a nuestro caso de uso particu-
lar. Dado que nuestro propósito final para este sistema es el reconocimiento de las
orejas en vídeo, se requiere un sistema que se ejecute rápidamente. Por lo tanto, se
necesita una arquitectura altamente optimizada que siga siendo útil para recono-
cer los datos entrenados.
109
Capítulo 3. Descripción del sistema
Las clases objetivo que buscamos reconocer con la red neuronal son sólo dos:
(i) usuario, (ii) otra información como por ejemplo el fondo (background) de aquí
se hace referencia por sus abreviaturas US y BG. Los datos intra-clase son, en últi-
ma instancia, muy similares con todas las orejas siguiendo un conjunto similar de
rasgos distintivos. Como resultado, la red no necesita aprender una cantidad ilimi-
tada de características diferentes como sería el caso en las CNN de gran tamaño
que se utilizan para el reconocimiento de objetos en general. En cambio, una red
neuronal de tamaño modesto, con un número pequeño de neuronas resulta ser
suficiente para aprender el tipo de datos requeridos para esta tarea. El enfoque se-
guido en nuestra estrategia es uno-a-muchos, significa que el sistema crea una red
neuronal por individuo. Esto es aplicable sólo en un escenario controlado con po-
cos usuarios como la investigación que estamos llevando a cabo, donde nuestro
objetivo es identificar si es posible utilizar este tipo de redes combinándolas con
otros algoritmos en experimentos independientes.
Dada la naturaleza de las imágenes, se decidió que un tamaño de entrada ópti-
mo para la red sería de 64 × 64, ya que el recorte de la oreja en ese tamaño es lo
suficientemente grande para llevar suficiente información y definir correctamente
la forma de una oreja, a la vez no son excesivas en tamaño para requerir núcleos
de convolución enormes o un numero ingente de capas de agrupación. Adicional-
mente nos permite mantener un estándar con la CNN utilizada en la detección.
Decidimos por tanto unmáximo de tres capas de convoluciónmás sus respectivas
capas de agrupación.
Finalmente, es importante resaltar que en imágenes de gran tamaño dónde la
oreja representa un pequeño recuadro se utilizó el método de ventanas deslizan-
tes para realizar el recorte perfecto de la oreja; esta tarea se realiza previo a todo el
proceso de reconocimiento, incluso previo a aplicar el algoritmo IRT.
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3.3.6. Método de ventanas deslizantes
Motivado por el excelente desempeño de Zhou et al. [129], modificamos su
aproximación buscando que el algoritmo fuera invariable a las rotaciones en el
plano. En lugar de una ventana de detección rectangular, usamos una combina-
ción de ventanas circulares y rectangulares de las que se almacenaron un conjunto
de coordenadas resultante.
El reconocimiento de imágenes mayores que el tamaño de entrada NN se lo-
gra mediante el enfoque de ventana deslizante (ver figura 3.3.4). Este algoritmo se
define por dos valores, el tamaño de la ventana S, usualmente fijado para coinci-
dir con el tamaño de entrada diseñado en la NN; y el paso entre ventanas T, que
especifica la distancia a la que ventanas consecutivas son espaciadas una de otra.
Este paso establece el total de ventanas analizadas,W, para una imagen de entrada












=⇒ W ∝ IwIh
T2
(3.10)
La figura 3.3.4 muestra la aplicación de este método en una imagen de entrada,
extrayendo ventanas de S igual a 32 para este caso simple donde T = S/2. Una red
analizando esta imagen requeriría 40 ejecuciones para completar el análisis de to-
das las ventanas extraídas. El requerimiento computacional crece si se selecciona
un paso entre ventanas más pequeño. Una acción necesaria para mejorar la veloci-
dad de resolución del clasificador es T = S/8.
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Figura 3.3.4: Vistazo al método de ventanas deslizantes
3.3.7. Configuración experimental
Para probar el resultado de nuestro enfoque, básicamente probamos la red neu-
ronal profunda frente a una red neuronal estándar de alimentación hacia adelante
fusionada con algoritmos tradicionales como principal components analysis (PCA),
lineal discriminant analysis (LDA) y speeded up robust features (SURF). De hecho,
utilizamos nuestra colección de vídeos como fuente de entrada (90 segundos y 30
frames x segundo), los cuales fueron obtenidos en ambientes controlados de ilu-
minación y perspectiva. Esta tarea nos proporcionó 118.800 orejas de 11 sujetos
distintos.
La configuración de parámetros de las redes neuronales utilizada en esta investi-
gación es dinámica: la salida de las neuronas depende del filtro utilizado por la dis-
tancia Hausdorff quien determina cómo se construirá la red neuronal y que usua-
rios serán finalmente representados en las neuronas de salida; con el fin de reducir
la cantidad de posibles respuestas, es decir, demil neuronas de salida equivalente a
mil usuarios en la base de datos, tendremos una reducción a por ejemplo diez neu-
ronas de salida si la distancia Hausdorff nos indica que solo diez orejas superan el
umbral de similitud definido en este algoritmo. La capa oculta de la red estándar
se construye dinámicamente, respetando que el número de neuronas debería ser
entre la cantidad de neuronas de entrada y el tamaño de la capa de salida, es decir,
2/3 del tamaño de la capa de entrada, más la capa de salida; y menos del doble de
la capa de entrada, basado en la investigación de Jeff Heaton [99].
112
3.3. Reconocimiento
3.3.7.1. Análisis de componentes principales
El algoritmo de reconocimiento de orejas con eigenears es descrito basicamente
diciendo que las imagenes originales del conjunto de entrenamiento son transfor-
madas en un conjunto de eigenears E, entonces, los pesos de cada imagen en el
conjunto (E) se calculan, y se almacenan en otro conjuntoW. Observando la ima-
gen desconocida X, se le calculan de igual manera sus pesos, y se construye un
vector con sus pesosWX. Subsiguientemente,WX es comparado con los pesos de
las imágenes [69].
El proceso de clasificar una nueva oreja en Γnew a otra clase (orejas conocidas)
es el resultado de dosmomentos. Primero, la nueva imagen es transformada en sus
componentes eigenear. Los pesos resultantes forman el vector de pesosΩTnew.
ωk = uTk (Γnew − Ψ) k = 1, ...,M′
ΩTnew = [ω1 ω2 ... ωM′ ] (3.11)
La distancia euclidea entre los dos vectores d(Ωi,Ωj) proporciona unamedida
de similitud entre las correspondientes imágenes i y j. Si la distancia entre Γnew y el
resto de las imagenes en promedio excede un cierto umbral, se puede asumir que
Γnew no es una oreja reconocible [69]. Después los vectores eigen son calculados
y almacenados para utilizarlos como entrada de la red estándar de alimentación
hacia adelante.
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3.3.7.2. Análisis discriminante lineal
LDA o fisherears, supera las limitaciones del algoritmo PCA aplicando el crite-
rio de discriminación lineal de fisher. ElmétodoPCAes una combinación lineal de
funciones quemaximiza la varianza de la información. Esto resulta enundesempe-
ño pobre, especialmente cuando trabajamos con imágenes con demasiado ruido
como cambios en el fondo, luz y perspectiva. Entonces el algoritmo PCA puede
encontrar componentes defectuosos para la clasificación. Para evitar estos incon-
venientes, se implementó el algoritmo de fisher a fin de comparar los resultados.
El algoritmo básicamente se implementa siguiendo lo expuesto por Wagner et al
[190].
Construimos lamatriz de imágenes x con cada columna representandouna ima-
gen. Cada imagen se asigna a una clase en su correspondiente vector de clases c. Se
proyecta x en el sub-espacio dimensional (N − c) como P con la matriz rotada
WPca identificada como un PCA, dondeN es el numero de muestras en x, c es un
numero único de clases (length(unique(C))) y calculamos la distancia entre clases




Ni ∗ (meani − mean) ∗ (meani − mean)T (3.12)
Dondemean es el total medio de P,meani es la media de la clase i en P,Ni es el
número de muestras por clase i. Entonces, necesitamos calcular la distancia entre






(xk − meani) ∗ (xk − meani)T (3.13)
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Donde xi son las muestras de clase i, xk es una muestra de xi,meani es la media
de la clase i en P. Aplicamos un análisis discriminante estándar lineal y maximiza-
mos el ratio del determinante de dispersión entre clases y dispersión dentro de la
clase. La solución es dada por el conjunto generalizado de eigenvectors, Wfld, de
Sb y Sw correspondiente a su eigenvalue. El rango de Sb es como mucho (c − 1),
entonces hay solamente (c − 1) no cero eigenvalues, separados del resto. Final-
mente obtenemos las fisherears conW = WPca ∗Wfld [190]. Estos vectores son
utilizados como entrada para entrenar la red neuronal de la misma manera como
se explicó en la sección precedente.
3.3.7.3. Speeded up robust features (SURF)
La imagen de la oreja es recreada a través del algoritmo SURF como un con-
junto de puntos salientes, donde cada uno es asociado con un vector descriptor
y que puede ser de una dimensión de 64 o 128. Los vectores descriptores de di-
mensión 128 son considerados como los que contienen mayor exactitud en las
características representadas de una imagen esto es que almacenan características
suficientemente descriptivas. El método para identificar de forma única a un indi-
viduo se propone combinando las características obtenidas de varias instancias de
entrenamiento.
Si tenemos n imágenes de la oreja de un individuo para entrenamiento, un pro-
totipo fusionado se obtiene de combinar el arreglo de descriptores de toda la co-
lección, considerando los vectores redundantes únicamente una vez. Con todas
las imágenes procesadas, se construye una colección de etiquetas de a quien per-
tenece cada imagen y cada vector fusionado, calculados previamente. Después se
calculan las características SURF, y se filtran las imágenes a través de la distancia
Hausdorff y las características unidireccionales de las imágenes son depositadas en
la base de datos.
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Estos vectores son utilizados como entrada para entrenar la red estándar. En la
etapa de entrenamiento, las matrices unidireccionales de valores pertenecientes a
un individuo se toman como positivas retornando el valor uno en la neurona de
salida y cero en las otras neuronas. Cuando la nueva imagen ha sido capturada, se
recalcula el vector de características con el algoritmo SURF, y con el vector de la
imagen marcada como desconocida se procede a intentar reconocerlo a través de
la red neuronal. Si la salida supera el umbral definido, entonces se determina que
la imagen pertenece al usuario donde se activó la neurona correspondiente.
3.3.8. Resultados experimentales
La configuración de los experimentos en la presente investigación fue realizada
con el propósito de determinar si es posible utilizar redes neuronales profundas en
el reconocimiento de personas a partir de imágenes de las orejas. Los resultados
preliminares son alentadores, las tablas 3.3.1 y 3.3.2 muestran respectivamente la
matriz de confusiónde entrenamiento ypruebade las 170 redes neuronales convo-
lucionales, construidas para el mismo número de individuos las cuales realizaron
reconocimiento entre un enorme conjunto de datos negativos.
En cada matriz, puede observarse una diferencia significativa entre los usuarios
clasificados correctamente versus los falsos negativos y falsos positivos. Aunque
los datos son alentadores, es importante hacer notar que el entrenamiento de las
redes neuronales profundas fue realizado con imágenes bajo condiciones similares
de iluminación y perspectiva, y a la vez con la misma calidad, y similar tamaño de
orejas; resumiendo, sin ningún tipo de ruido. Esta configuración no determina la
efectividad del sistema en ambientes no colaborativos.
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correctamente Fondo Total en clase Exactitud (%)
Identificado
correctamente 26071 329 26400 98, 75
Fondo 190 26210 26400 99, 28
Total 52800 99, 02




correctamente Fondo Total en clase Exactitud (%)
Identificado
correctamente 12890 310 13200 97, 65
Fondo 211 12989 13200 98, 40
Total 26400 98, 03
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Tabla 3.3.3: Desempeño de nuestra red profunda (CNN) versus PCA, LDA y
SURF-NN

















CNN 97,71 80,85 84,82 88,48 79, 17 43, 65 40, 13 56, 27
PCA-NN 98,00 61,03 66,37 75,22 48, 38 28, 46 21, 83 35, 84
LDA-NN 98,40 69,13 68,36 81,21 52, 31 36, 47 27, 37 42, 98
SURF-NN 98,95 77,39 76,75 86,85 53, 18 42, 03 30, 68 46, 95
Comoparte de la evaluación del proceso se tomaron 44 vídeos, que comprimen
90 segundos en promedio, donde aproximadamente 60 segundos mantienen las
condiciones descritas anteriormente, y 30 segundos presentan cambios de pers-
pectiva; cada vídeo tiene 30 frames por segundo. Es lógico imaginar que el uso de
imágenes bajo las condiciones descritas afecte a todos los algoritmos que se han
probado. La tabla 3.3.3 muestra un análisis comparativo entre los dos conjuntos
de datos utilizados en la investigación, donde se puede observar claramente cómo
la medida F1 decrece radicalmente cuando se utiliza un conjunto aleatorio de las
imágenes de los vídeos. Lo anterior nos hace pensar que para la correcta operación
de las redes neuronales profundas es necesario entrenarlas condatos que deben ser
tan similares como sea posible tomando en consideración los futuros objetos a re-
conocer.
Es importante resaltar las diferencias entre la medida F1 en condiciones idea-
les y cuando el conjunto de datos es altamente difuso. El resultado no es del todo
significativo. Sin embargo, mantiene una diferencia positiva, cuando las imágenes
son cercanas a lo que se espera del mundo real y aunque su precisión puede consi-




A lo largo del documento hemos presentado un proceso de reconocimiento y
detección utilizando redes neuronales convolucionales. Las CNN’s trabajan uti-
lizando la perceción por imagen tienden a ser un enfoque bastante robusto en
comparación a los sistemas tradicionales de visión por ordenador que confían en
características recortadas manualmente para cada tarea específica. Especialmente
cuando se prueba este tipo de sistemas en ambientes donde las variables presentan
problemas como la oclusión o el ruido, detalles que son comunes en las imágenes
obtenidas del entorno y que representan lo que la oreja de una persona es en el
mundo real. Sería importante lograr alcanzar la tasa de efectividad de los algorit-
mos de detección en el proceso de reconocimiento, lo que hemos observado es
que si bien la oreja puede detectarse con bastante precisión, el reconocimiento no
termina de ser suficientemente exacto en condiciones no controladas.
La presente investigación considera comopropias lasmodificaciones de algorit-
mos existentes, la fusión de técnicas utilizadas en el reconocimiento facial y trans-
portadas a la oreja como característica biométrica y la implementación de los en-
foques propios, así como el análisis comparativo entre estos algoritmos.
El uso de redes neuronales profundas está cobrando especial relevancia en la
identificación mediante elementos biométricos y su uso en el reconocimiento de
orejas ha demostrado a ser prometedor. Por tanto las lineas futuras de investiga-
ción en el reconocimiento van orientadas a mejorar el desempeño en ambientes
no controlados, imágenes en tiempo real y en un entorno del día a día. La utilidad
de la presente investigación va más alla de los resultados, demostrando la viabili-
dad del uso de redes profundas no sólo en el reconocimiento sino también en la
detección de objetos. En futuras investigaciones se intentará obtener acceso a nue-
vos conjuntos de datos públicos, y convertir las múltiples redes en una única red




Conclusiones y líneas de trabajo futuras
4.1. Resumen de resultados y conclusiones
Hemos experimentado diferentesmétodos para detectar la región de la oreja en
el perfil del rostro. Además, hemos evaluado el impacto de proyectar la imagen a
distintas escalas utilizando un enfoque de ventana deslizante y extrayendo las ca-
racterísticas de la oreja a partir de distintos algoritmos.
La investigaciónha girado en torno a unnuevo enfoque para la detección y reco-
nocimiento de orejas basado en algoritmos de procesamiento de imágenes y redes
neuronales convolucionales. Los experimentos han concluido que en condiciones
ideales el utilizar 1-CNN en la etapa de detección es altamente eficiente, llegando
incluso a obtener una exactitud del 99, 85%, de igual forma, el utilizar 3-CNN’s en
similares condiciones controladas, muestra una precisión estable superior al 99%.
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Posteriormente evaluamos las redes profundas en conjuntos de datos con imáge-
nes del mundo real, ambiente no controlado con condiciones variables de ilumi-
nación, ruido y oclusión, los resultados alcanzados demuestran que el utilizar una
sola red neuronal profunda no es suficiente para superar las dificultades que estos
conjuntos representan, se alcanzó una exactitud de tan sólo 41, 46%. En condicio-
nes idénticas la integración de 3-CNN’s logró un valor demétrica F1 del 85, 77%.
En el proceso de reconocimiento, el destacar las características tubulares de la
oreja con el algoritmo IRT facilitó la identificación de los elementos clave que ha-
cen de la oreja un rasgo biométrico único. Posteriormente estas características ser-
virían de entrada a la red neuronal profunda. Los resultados de los experimentos
demuestran que en conjuntos de datos no controlados las redes neuronales convo-
lucionales realizan un mejor trabajo en el proceso de reconocimiento incluso su-
perando lasmejoras que se realizaron a algoritmos tradicionales comoPCA, LDA,
y SURF a los que se les integraron redes neuronales de alimentación hacia adelante
para mejorar sus resultados. En los siguientes apartados se detallan las conclusio-
nes alcanzadas y los resultados obtenidos en las etapas de detección y reconoci-
miento.
4.1.1. Detección
Los métodos propuestos para la detección de orejas en vídeos e imágenes 2D
son (i) el uso de redes convolucionales (sección 3.2) y (ii) la modificación del al-
goritmo de rayos para resaltar las propiedades tubulares de la oreja (sección 3.3.3).
Hemos llegado a la conclusión que la estructura superficial de la forma de la oreja
es única, a tal grado, que un pequeño conjunto de reglas simples es suficiente pa-
ra detectar qué región la contiene y diferenciarla del resto de la imagen del perfil
del rostro. Este conjunto de reglas describe las propiedades que se pueden extraer
de unmapa de profundidad observando alta curvatura superficial. El sistema se ha
diseñado de tal manera que es invariante a rotaciones en el plano y robusto ante la
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presencia de variaciones y oclusión parcial. Tambiénmostramos que este enfoque
puede refinarse aúnmás, combinando informaciónde losmapasdebordes y super-
ficie del objeto observado. Al comparar enfoques similares se debe tener especial
cautela ya que dichos enfoques pudieron ser evaluados en diferentes conjuntos de
datos, con expectativas distintas y bajo diferentes restricciones para una detección
exitosa. Nuestro enfoque en detección tiene una tasa de precisión similar a mu-
chos de los presentados en el capítulo 1 con la particularidad que su desempeño
bajo condiciones no colaborativas de oclusión, perspectiva e iluminación le otor-
gan un distintivo adicional necesario en cada investigación.
4.1.2. Segmentación a partir de imágenes de perfil conun enfoquede
ventana deslizante
Para detectar la oreja en imágenes de gran tamaño modificamos el método tra-
dicional de ventana deslizante, dónde, En lugar de una ventana de detección rec-
tangular, usamos una combinación de ventanas circulares y rectangulares (ver sec-
ción3.3.6). El objetivo era proyectar la imagen 2D en un plano de coordenadas po-
lares 3D a partir del vector de características de la ventana circular y así detectar la
oreja independientemente del ángulo de rotación, sin embargo, sólo fue parcial-
mente alcanzado y a un costo computacional bastante elevado.
Además del alto costo computacional, el rendimiento de detección no fue sa-
tisfactorio. El efecto inicial fue una pérdida de datos durante la proyección al es-
pacio cartesiano de coordenadas polares, lo que resulto en una tasa de detección
más baja. En un análisis posterior, entendimos que proyectar la oreja en coorde-
nadas polares hacía que los píxeles de las secciones interiores de la oreja fueran
sobre-representados, es decir, que la proyección exageraba los detalles internos de
la oreja restando importancia a las secciones exteriores. Además los píxeles de los
bordes externos se combinaban calculando su representación como el promedio
de varios píxeles circundantes. Por lo tanto, perdemos información durante la pro-
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yección de los píxeles exteriores y sobre-valoramos las regiones interiores. Como
resultado, el vector de características contenía menos información distintiva que
el descriptor rectangular y por lo tanto realizaba peor trabajo. Lo que nos llevo a la
recomendación de integrar las ventanas circulares con ventanas de detección rec-
tangulares y la aplicación de una normalización, la que se describe en el siguiente
apartado, renunciando a la proyección de la imagen 2D en el plano polar.
4.1.3. Normalización de orejas en imágenes recortadas
Como parte de las actividades de procesamiento y a fin de mejorar el rendi-
miento de los métodos aplicados, procedimos a validar qué algoritmos de pre-
procesamiento de imágenes podrían facilitar la etapa de reconocimiento, conclu-
yendo que independientemente de que nuestra detección fuere o no invariante
ante rotación y perspectiva era requerida una normalización (ver sección 3.3.1).
Los altos costes computacionales nos llevaron a realizar una etapa de filtrado
previa a construir la red neuronal profunda que realizaría el reconocimiento final.
Esto modificando en diferentes estadios el uso de la distancia euclídea tradicional
entre píxeles, por la distancia Hausdorff (ver sección 3.3.4), es decir, en lugar de
sólo comparar la posición de un píxel contra otro en dos imágenes, realizamos una
comparación de ese píxel en relación al conjunto de píxeles que le rodean y frente
al píxel equivalente en la segunda imagen; esto es modificar los algoritmos PCA y
LDA reemplazando la distancia euclídea utilizada en sus ecuaciones porHausdorff
y además utilizar este algoritmo como etapa de filtrado definiendo un umbral que
descartaba aquellas imágenes demasiado diferentes a la entrada.
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4.1.4. Detecciones en condiciones reales
Nuestra investigación sobre la segmentación y detección de la oreja concluye
con un estudio sobre la robustez de determinada arquitectura de redes neuronales
profundas, combinada con un detector basado en ventanas deslizantes, para seña-
lar la capacidad del detector de identificar una oreja bajo condiciones no coopera-
tivas de oclusión, degradación de imagen, y perspectiva.
Hemos entrenado otros detectores como por ejemplo: Adaboost usando carac-
terísticasHaar, redes neuronales tradicionales de alimentación hacia adelante,mo-
dificaciones de estas con distancia Hausdorff en lugar de distancia euclídea, etc.
Los distintos detectores se aplicaron a copias de la base de datos, donde añadimos
ruido y desenfoque a cada imagen.
En la literatura revisada a la fecha no hemos encontrado un estudio que deta-
lle de forma significativa el impacto de la calidad de la imagen y la oclusión en la
detección de orejas. Nuestra conclusión es que las redes convolucionales son la
mejor opción si la imagen se ha degradado por el ruido y el desenfoque y/o por
sólo contar con propiedades parciales producto de la oclusión. Se repitió el mis-
mo experimento, es decir, mismo particionamiento, mismos detectores, mismas
métricas de error en una base de datos de 2000 imágenes de orejas en condicio-
nes del mundo real. Para las imágenes degradadas, obtenemos una tasa de error
promedio más alta que para las imágenes donde sólo se presenta oclusión. A di-
ferencia de los experimentos con ruido y desenfoque, la detección en escenarios
con la mitad de resolución original es a veces ligeramente mejor comparado con
el experimento donde se utiliza la resolución completa de las imágenes. De nuevo,
las redes profundas demuestran ser una buena opción obteniendo una tasa F1 de
detección satisfactoria, aproximadamente del 86, 77% en condiciones no ideales
en comparación al resto de algoritmos cuya métrica F1 oscilaba entre 49, 22% y
64, 48%.
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4.1.5. Reconocimiento
Durante el trabajo de investigación hemos evaluado diferentes enfoques para
el reconocimiento, incluyendo descriptores de campo de fuerza, plantillas defor-
mables, aproximaciones geométricas, algoritmos lineales, puntos de interés o des-
criptores locales, etc. Ninguno de estos métodos fue capaz de darnos estabilidad y
repetibilidad, aunque algunos autores publicaron buenas tasas de rendimiento en
sus conjuntos de datos. Nuestras aproximaciones con estos algoritmos eran vul-
nerables a la oclusión y planteaban variaciones significativas en sus resultados en
diferentes conjuntos de prueba. Algunos de estos modelos requieren una canti-
dad suficientemente grande de datos de entrenamiento, que no tenemos. Incluso
después de inicializar cuidadosamente una imagen de oreja normalizada, los resul-
tados eran inestables y los bordes extraídos tenían una fuerte tendencia a descartar
la estructura tubular de la oreja.
Hemos intentado utilizar clusters de superficie desde el paso de detección pa-
ra la extracción de las características clave, como el trago y el hélix. Este enfoque
funcionó en parte, pero el número de elementos clave fue demasiado pequeño y
su posición no es identificable para cada situación, por ejemplo, en ocasiones la
calidad de imagen no permite detectar la posición del hélix, por tanto no es lo su-
ficientemente estable.
Después de múltiples intentos fallidos, decidimos omitir la detección por refe-
rencia y utilizar las características de textura y superficie en su lugar. En el apartado
3.3, proporcionamos un estudio sobre el rendimiento de los descriptores de ca-
racterísticas y proponemos un descriptor combinado de texturas que utiliza infor-
mación 2D y profundidad, esto a partir del algoritmo IRT para detectar de mejor
forma la estructura tubular de la oreja. Nuestro descriptor, sin embargo, no pudo
superar los enfoques de referencia en imágenes 2D. La investigación confirma que
los parámetros de unmétodo pueden ser dirigidos hacia un determinado conjunto
de datos con el fin de obtener resultados perfectos en esa base de datos particular;
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La misma configuración en otro conjunto de datos, sin embargo, puede producir
resultados diferentes. De esta serie de experimentos, aprendimos a interpretar los
resultados con precaución, especialmente si se generaron con un sólo conjunto de
datos lo que es un indicativo muy limitado para uno u otro enfoque ya que puede
interpretarse que los resultados fueron perfectos para ese conjunto en específico y
pueden no ser reproducibles en un conjunto distinto.
Por tanto concluimos nuestra investigaciónmediante un estudio sobre la robus-
tez del reconocimiento en oclusión en distintos conjuntos de datos. El escenario
y los parámetros de este estudio son los mismos que para el estudio sobre detec-
ción. De acuerdo con nuestros resultados del capítulo 3, el enfoque de extracción
de características más fiable como entrada de una red convolucional para recono-
cimiento es el IRT binarizado.
Al igual que los resultados de la detección, el rendimiento de todos los descrip-
tores continuaba aproximadamente igual si se reducía el tamaño de la imagen de
entrada en tan sólo un cuarto de su tamaño original, con una pérdida mínima de
reconocimiento y sacrificaba su desempeño bajo la ausencia de iluminación, mo-
dificación de escala y variaciones de pose que al final son condiciones del ambiente
comunes en elmundo real; a pesar de esto, el uso de redes profundas siempremos-
tró un mejor desempeño en estas circunstancias no colaborativas.
Finalmente como se mencionó anteriormente para lograr un reconocimiento
casi perfecto se tuvo quemanipular el conjunto de datos para intentar utilizar imá-
genes en posiciones casi perfectas donde incluso el ángulo era controlado, y de
igual manera la red convolucional demostró un rendimiento satisfactorio superior
a otros algoritmos sin llegar a superar métodos de reconocimiento de referencia
como puede ser el algoritmo basado en patrones binarios locales (LBP - Local Bi-
nary Patterns).
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4.2. Trabajo futuro
Los resultados de la evaluación de la investigación indican que el reconocimien-
to de orejas está bastante lejos de ser un problema resuelto, al menos esta afirma-
ción es precisa si se considera su estudio bajo condiciones realistas. Las tasas de
rendimiento en los conjuntos de datos académicos aportados por los diferentes
autores referenciados en la bibliografía tienden a ser demasiado buenos. La razón
principal es, que las imágenes dentro de un determinado conjunto de datos se re-
cogen normalmente bajo las mismas condiciones y con el mismo dispositivo de
captura. Los datos demográficos también suelen ser sesgados, porque son recolec-
tados en las universidades, donde, los conjuntos de datos suelen contener imáge-
nes de personas jóvenes.
El rendimiento de los experimentos en cualquier conjunto de datos construi-
do específicamente para una investigación en esta área sólo sirve como prueba de
concepto. El progreso de la investigación depende de la disponibilidad de nue-
vas y más desafiantes bases de datos, por ejemplo, un conjunto de datos podría
contener mayores variaciones demográficas, orejas izquierda y derecha del mis-
mo sujeto, modelos 3D, o imágenes adquiridas durante un período de tiempomás
largo. Durante la investigación se intento satisfacer muchos de los preceptos antes
expuestos sin embargo aún estamos bastante lejos de construir y/o obtener el con-
junto de datos ideal para desarrollar el sistema biométrico perfecto. Debemos ser
conscientes que, además de los problemas de privacidad y protección de datos, la
recopilación de conjuntos de datos biométricos requiere proyectos de larga dura-
ción con suficiente personal para ejecutar la recopilación y preparar los datos para
su publicación. Los nuevos conjuntos no sólo acelerarían el trabajo en biometría
de la oreja, sino también ofrecería la oportunidad de llevar los sistemas existentes
a un estadio superior.
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Aparte de la necesidad de conjuntos de datos más desafiantes, algunos aspectos
interesantes y aún sin resolver de la biometría de la oreja son:
Detección fiable de puntos de referencia en imágenes bajo variación y/o
oclusión. Especialmente la detección y enmascaramiento de áreas ocluidas
sería una contribución importante para el reconocimiento.
Otras técnicas para acelerar las operaciones de búsqueda en bases de datos.
En particular, para el análisis de imágenes forenses y otogramas.
Evaluar la idoneidad del uso y almacenamiento de descriptores binarios y/o
plantillas promedio que permitan realizar búsquedas rápidas.
Estudiar las diferencias entre la oreja izquierda y derecha del mismo sujeto.
Una base de datos que nos permita investigar los efectos de envejecimiento
en la biometría de la oreja.
Las diferencias en las orejas de gemelos.
La coincidencia de imágenes de orejas capturadas en ambiente real contra
su otograma equivalente.
El sistema de cámaras Kinect ha llamado la atención de la comunidad científica
orientada a visión por ordenador. Impulsado por las nuevas posibilidades de estos
dispositivos, la comunidad desarrolló sistemas para el reconocimiento facial utili-
zando el flujo de vídeo 2D y 3D de la cámara. En el contexto de este trabajo, sería
interesante portar ese flujo al reconocimiento de orejas si los futuros dispositivos
cuentan con una resolución de profundidad suficiente para capturar con precisión
los detalles de la estructura de la oreja.
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4.2.1. Nuevas aplicaciones
El siguiente paso hacia un sistemade reconocimiento completamente funcional
es explorar las limitaciones de los enfoques en la literatura en diferentes escenarios.
Esta investigación no hace más que empezar comparando la tasa de rendimiento
que se podría lograr utilizando unas determinadas bases de datos versus otros con-
juntos de datos mucho más complejos. Un posible caso de uso para la biometría
de la oreja podría ser la autenticación en teléfonos móviles. Podemos pensar en
dos escenarios diferentes: (i) explorar la posibilidad de desbloquear automática-
mente el teléfono al contestar una llamada telefónica, y (ii) usar impresiones de la
oreja capturadas de la pantalla táctil para mantener un nivel mínimo de confianza
durante la llamada. En el segundo escenario la pantalla sensible al tacto devolvería
un patrón de puntos que dependería de la estructura de la oreja del propietario;
este patrón se puede utilizar para autenticar un sujetomientras realiza una llamada
telefónica. Losmóviles podrían evaluar periódicamente las impresiones de la oreja
para enriquecer su algoritmo de reconocimiento.
Amazon [34] ha recibido una patente estadounidense para esta tecnología de
reconocimiento de orejas en móviles, su algoritmo permite escanear la oreja del
usuario con la cámara frontal de un teléfono inteligente para desbloquear el dis-
positivo si se acerca el móvil a la oreja. En su patente Amazon argumenta, que su
investigación ha comprobado sin lugar a dudas que la forma de las orejas de una
persona es tan única como las huellas dactilares, lo que permitiría a la tecnología
establecer con precisión que el usuario que contesta la llamada es efectivamente el
dueño del smartphone.
Además, exponen que este mecanismo puede llegar a ser útil en situaciones en
las que sólo el propietario del teléfono inteligente tiene que ser capaz de responder
a las llamadas entrantes. He incluso asegurar a la persona que inicio la llamada que
efectivamente el receptor es a quien se quiere contactar. Adicionalmente, según la
patente la tecnología permitiría al móvil ajustar automáticamente el volumen del
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altavoz y/o auricular de acuerdo a la distancia entre el teléfono y la oreja del indi-
viduo; sin embargo, es importante resaltar que al día de hoy no se aprecia ninguna
aplicación comercial de lo expuesto en la patente, a pesar que esta fue introducida
en la oficina de patentes americana en el año 2015.
Otra aplicación interesante podría ser el uso de cámaras de alta resolución, la
oreja podría utilizarse como control en fronteras, complemento a los sistemas de
reconocimiento facial existentes y como información adicional a los documentos
de pasaporte, siempre que se incluyera en ellos la información adicional de las ore-
jas. Es valido afirmar que a pesar de las numerosas posibilidades de aplicación en
materia de seguridad, aplicaciones de vigilancia, medicina forense, investigaciones
criminales o control de fronteras, la investigación existente en el reconocimien-
to de orejas rara vez ha ido más allá de los ambientes de laboratorio. Esto puede
atribuirse principalmente a la enorme variabilidad de la apariencia de la oreja en
imágenes capturadas en entornos restringidos. Con los recientes avances en la vi-
sión artificial, aprendizaje automático e inteligencia artificial por ejemplo, con el
aprendizaje profundo, muchos de los problemas de reconocimiento son en la ac-
tualidad resolubles, al menos en cierta medida, incluso en entornos restringidos,
lo que antes era demasiado difícil de alcanzar en situaciones reales cada día se está
convirtiendo en una fuente viable de datos para el reconocimiento de personas.
Los organizadores del Unconstrained Ear Recognition Challenge (UERC) [74]
propuesto en el congreso IJCB - Octubre 2017 - (International Joint Conference on
Biometrics) quieren construir sobre los avances descritos anteriormente y abordar
el problema del reconocimiento de la oreja “en la naturaleza”. El objetivo del reto es
avanzar en el estado de la tecnología en el campo del reconocimiento automático,
para proporcionar a los participantes un problema de investigación desafiante e
introducir un conjunto de datos como punto de referencia para evaluar las últimas
técnicas, modelos y algoritmos relacionados con el reconocimiento de orejas en
condiciones naturales, por tanto observamos que la investigación en este campo
está más activa que nunca.
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4.3. Consideraciones finales
El reconocimientodeorejas esuna característicabiométricaprometedora.Nues-
tra investigación demuestra que podemos lograr un alto rendimiento de recono-
cimiento en condiciones ideales superior al 90% y en la ”naturaleza”superior al
80%. Estos sistemas pueden integrarse fácilmente con el reconocimiento facial
existente sin la necesidad de que el usuario interactúe. La singularidad de la ore-
ja, así como la diferencia entre orejas izquierda y derecha, representa información
valiosa que se debe utilizar para enriquecer el rendimiento de otros sistemas, espe-
cialmente en escenarios donde se cuenta con datos del perfil del rostro.
En la presente investigación se proporcionó una descripción detallada del tra-
bajo existente y se abordaron varios desafíos abiertos en la materia. Investigamos
el valor de la estructura tubular de la oreja durante la segmentación, detección y
reconocimiento, para finalmente proponer dos algoritmos y combinar la profun-
didad y la textura tanto para la detección comoel reconocimiento. También hemos
demostrado que la normalización de las imágenes favorece en granmedida el pro-
ceso de identificación, y que un buen algoritmo de detección bajo condiciones no
colaborativas es posible.
Además, proporcionamos resultados sobre la robustez de diferentes segmenta-
ciones y técnicas de reconocimiento. Proporcionamos la posibilidad de recupera-
ción rápida de la identidad en conjuntos de datos grandes utilizando etapas de fil-
trado, lo cual es crucial para cualquier característica biométrica y no ha sido previa-
mente abordado en su totalidad para el reconocimiento de orejas. Para realizar una
búsqueda secuencial se pueden utilizar representaciones binarias de los descripto-
res y utilizarlos para construir una nueva proyeccción del objeto en bases de datos
de gran tamaño. Se demuestra que la tasa de identificación verdadero-positiva de
un sistema que utiliza el pre-procesamiento y filtrado es superior a aquellos que
no realizan esta tarea. Concluimos que el reconocimiento con redes profundas es
posible, completamente viable y altamente efectivo.
132
4.4. Listado de publicaciones
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Finalmente, presentamos las publicaciones que a la fecha se han derivado de la
investigación.
1. Ear detection and localization with convolutional neural networks in natu-
ral images and videos1 [Journal of Machine Vision and Applications, 2016].
2. A brief review of the ear recognition process using deep neural networks
[Journal of Applied Logic, JAL 2016]. Factor de impacto: 0.524
3. Exploring the Ear Recognition Process [International Journal of Imaging and
Robotics, IJIR 2015]
4. ASmallLookat theEarRecognitionProcessusing aHybridApproach [Jour-
nal of Applied Logic, JAL 2015]. Factor de impacto: 0.524
5. EarRecognition using aHybridApproach based onNeuralNetworks [17th
International Conference on Information Fusion, FUSION’14]
6. Neural Networks using Hausdorff Distance, SURF and Fisher Algorithms
for Ear Recognition [9th International Conference Soft Computing Models in
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Systems and Computing, 2014, DCAI’14]
9. Ear Biometrics: A Small Look at the Process of Ear Recognition [Soft Com-
puting Models in Industrial and Environmental Applications, 2013, SOCO’13]
10. Face Identification by Real-Time Connectionist System, [Advances in Inte-
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Estudio de oclusión de orejas
A.1. Resultado
Entre septiembre 2013 y agosto 2014, se realizó en laUniversidad de Salamanca
un estudio básico sobre la posibilidad de observar las orejas de las personas con o
sin oclusión. El objetivo era conseguir una sencilla estimación sobre si era posible
obtener una visión clara de la oreja en un escenario real.
Durante el tiempo del estudio, se contó el número de personas cuyas orejas es-
taban ocluidas, mientras caminaban para acceder a la facultad de ciencias y/o la
facultad de derecho del campus de laUniversidad. Adicionalmente, también se to-
maron notas sobre el género y las condiciones climáticas exteriores. En total, se
observaron 5.431 personas. Las observaciones se realizaron sólo durante ciertos
días de cadames en horario de 9:00 AM a 3:00 PM., el estudio fue totalmente em-
pírico y sólo buscaba estimar cuan probable es tener una visión clara de la oreja de
un individuo en el mundo real; es altamente probable que el horario influya en la
forma en cómo se vistenmuchos sujetos. Finalmente, el número total de personas
que se observan dentro de un determinado período de tiempo fue menor en los
meses que corresponden a las vacaciones de verano. Los datos se clasificaron en-
tre hombres y mujeres y el tipo de oclusión, se definieron seis categorías, las que
se detallan a continuación.
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Figura A.1.1: Oclusión de las orejas de todos los sujetos del estudio
Parcialmente ocluida: al menos una tercera parte de la oreja se encuentra
ocluida por el cabello.
Completamenteocluida: la oreja está completamente ocluida por el cabe-
llo.
Accesorios: la oreja se ocluye por una gorra, u otro accesorio en la cabeza.
Pendientes grandes: la persona lleva pendientes u otra decoración grande
que puede que ocluya completamente el lóbulo u otras partes de la oreja.
Pendientes colgantes: la persona lleva pendientes que se adjuntan al ló-
bulo; estos pendientes pueden producir errores en el proceso de segmenta-
ción.
Audífonos: la persona está usando auriculares que pueden ocluir la concha
u ocluir completamente la oreja.
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Figura A.1.2: Tipos de oclusión en hombres (gráfico superior) y en mujeres (gráfico
inferior)
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Figura A.1.3: Oclusión de las orejas para todas las personas en el estudio, mujeres
(izquierda), hombres (derecha)
Figura A.1.4: Impacto de las condiciones climatológicas en la oclusión de la oreja
Figura A.1.5: Probabilidad de observar la oreja ocluida (mujeres)
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Figura A.1.6: Probabilidad de observar la oreja ocluida (hombres)
A.2. Conclusión
Este estudio presenta una visión general sobre la probabilidadmedia de obtener
imágenes visibles de la oreja en lugares públicos. Debemos ser conscientes que los
resultados aquí planteados contiene algún tipo de sesgo debido a varios factores,
tales comoel lugar y la horadel día.Observamosque la probabilidaddeque la oreja
esté visible es mucho mayor para los hombres que para las mujeres. La visibilidad
cambia ligeramente debido a las condiciones meteorológicas.
Es importante recordar que el número total de observaciones es relativamente
pequeño y que se requieren más datos para tener una mejor impresión sobre la
visibilidad de la oreja en público. También nos limitamos a un sólo lugar, lo que sin
duda tiene un impacto en nuestros resultados. Es probable que el uso de audífonos
pueda variar en un lugar donde la gente tiene que interactuar con los demás. El
número de personas con gorras y bufandas es probable que sea menor dentro de




Estándares y términos comunes en
biometría
B.1. Sistema biométrico genérico
Los componentes generales y el flujo de trabajo de un sistema biométrico se
describe en la normativa estándar ISO/IEC 2382-37: 2012 [1]. En esta investiga-
ción, en particular nos centramos en las etapas de captura, pre-procesamiento, el
algoritmo de comparación y concordancia y el subsistema de decisión.
Evaluamos los sistemas de reconocimiento de orejas en dos modos diferentes,
que son la verificación y el modo de identificación. La verificación se refiere a un
modo operativo, donde las imágenes presentes (también conocidas como imáge-
nes a investigar o explorar) se asocian con una pretención de identidad. El sistema
verifica o deniega esta afirmación, lo que significa que toma una decisión binaria
sobre si o no, la afirmación es verdadera. En el modo de identificación, solo se tie-
ne una imagen exploratoria de prueba sin una afirmación de identidad. El sistema
retornará la identidad del candidato más probable al que pertenece esta imagen,
con base a las imágenes de la base de datos.
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Figura B.1.1: Sistema biométrico genérico según lo definido en la norma estándar
ISO/IEC SC37 SD11
B.2. Vocabulario armonizado
La norma ISO-IEC [47] define una serie de términos que están bien estableci-
dos en la comunidad investigadora en el área de la biometría. En la presente inves-
tigación se utilizanmúltiples términos todos ellos basados en los componentes de
un sistema biométrico genérico, como se describe en la figura B.1.1.
B.2.1. Términos generales
Al describir los sistemasbiométricos, hacemosusodeuna serie de conceptos es-
tandarizados. Estos términos se definen en la norma estándar ISO/IEC JTCSC37
SD11 [47]. Para una descripción completa del vocabulario utilizado en biometría,
el lector puede referirse al documento original estándar. Los siguientes son con-
ceptos importantes a destacar:
Imagen a investigar - sondear/imagen exploratoria: unamuestra o con-
junto de características biométricas de entrada para un algoritmo que lo uti-
lizará como el objeto de comparación a una referencia(s) biométrica.
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Referencia: una omásmuestras almacenadas, plantillas omodelos biomé-
tricos atribuidos a datos biométricos de un sujeto y que se utilizan como el
objeto contra el que se realizará para la comparación biométrica.
Características: números o etiquetas extraídas de muestras biométricas y
utilizadas para la comparación.
Plantillas: un conjunto de características biométricas almacenadas que sir-
ven de base y pueden ser directamente comparadas con un objeto o carac-
terísticas a investigar.
Enrolamiento: es el acto de crear y almacenar un registro de datos de ins-
cripciones biométricas de acuerdo con una política de inscripción.
Comparación: la estimación, cálculo omediciónde similitudodisimilitud
entre la imagen(s) de prueba (exploración) y la referencia(s) biométrica.
B.2.2. Rendimiento y fallos del sistema
Al describir el rendimiento de un sistema biométrico, la norma propone los si-
guientes indicadores de desempeño. Todas estas definiciones se han tomado del
estándar ISO/IEC JTC1 SC37 Biometrics [47].
Failure to Enrol (FTE): proporción de la población para quienes el siste-
ma falla al completar el proceso de inscripción. Estos fallos pueden ocurrir
en cualquier momento durante el proceso de captura, proceso de segmen-
tación o el proceso de extracción de características.
False Match Rate (FMR): proporción de intentos falsamente declarados
como coincidencia en la comparación de plantillas distintas a la del suje-
to buscado. Es importante resaltar que este indicador de rendimiento sola-
mente mide el rendimiento de los algoritmos y no el rendimiento del siste-
ma.
False Non-Match Rate (FNMR): proporción de muestras declaradas fal-
samente como no coincidencia con la plantilla del mismo usuario. Al igual
que el anterior este indicador sólo mide el rendimiento de los algoritmos y
no el rendimiento del sistema.
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False Accept Rate (FAR): proporción de los intentos de verificación de
identidades falsas que han sido incorrectamente confirmadas. Este indica-
dor de rendimiento se refiere al sistema completo, lo que significa que in-
corpora el FTE.
FalseRejectRate (FRR):proporciónde los intentosdeverificaciónde iden-
tidades correctas que han sido incorrectamente denegadas. Este indicador
de rendimiento se refiere al sistema completo, lo que significa que también
incorpora el FTE.
Equal Error Rate (EER): un punto operacional en el que el FAR y FRR
son iguales. Amenudo utilizado para reportar el desempeño en el modo de
verificación.
Penetration Rate (PEN):medida del número promedio de plantillas pre-
seleccionadas como una fracción del número total de plantillas.
Rank-n Identification Rate (R1 or IR): tasa de identificación de los inten-
tos de identificación de los usuarios inscritos en el sistema en el que el iden-
tificador correcto del usuario se encuentra entre quienes regresaron para
reportar el desempeño en el modo de verificación. Dónde n es el rangomá-
ximo de los verdaderos positivos en una lista ordenada de candidatos.
PreselectionError (PSE): errorqueocurre cuando la correspondienteplan-
tilla de registro no se encuentra en el subconjunto de candidatos a pesar de
que se da una muestra de las mismas características para el mismo usuario.
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C
Laboratorio de procesamiento de
imágenes
El presente apéndice describe de forma general los distintos componentes del
sistema. La investigación ha girado entorno a los algoritmos utilizados para el pro-
ceso de detección y reconocimiento, sin embargo es importante resaltar que al-
rededor de ese núcleo se ha desarrollado una herramienta de software, la cual ha
sido nombrada Laboratorio para el procesamiento de imágenes ya que nos permite
realizar tareas de normalización, transformación e incluso aplicar los algoritmos
de detección y reconocimiento descritos en el presente documento.
C.1. Interfaz del sistema
El escritorio de trabajo que recibe al usuario al ejecutar por primera vez la aplica-
ción esta construído con un concepto multimodal, donde el sujeto puede trabajar
con múltiples ventanas a la vez, contenidas en un entorno único de trabajo. La fi-
gura C.1.1 muestra la interfaz principal, la cual presenta un área de trabajo central
donde se aprecian las imágenes, un conjunto de menús desplegables en la parte
superior, y una sección de herramientas con íconos de acceso rápido a tareas fre-
cuentes.
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Figura C.1.1: Interfaz principal del sistema
Los menús se dividen en siete grupos; las tareas principales se concentran en
los menús de filtros (filters) e imagen (image) los que contienen los algoritmos de
pre-procesamiento, por ejemplo Canny o Sobel para detectar bordes y las opcio-
nes básicas como ser recortar, acercar, alejar y clonar una imagen.
La experiencia del usuario es un aspecto de vital importancia y, en cierta medi-
da, determina el grado de aceptación de la herramienta por parte de los usuarios,
el aspecto de presentación y las opciones de interacción son altamente persona-
lizables ya que el usuario puede ajustar la posición de las barras de herramientas,
el tamaño y posición de las ventanas, así como el fondo del espacio de trabajo. La
figura C.1.2 muestra como el usuario trabaja con dos imágenes a la vez.
El usuario a este nivel puede decidir trabajar conN cantidad de imágenes, apli-
carles algoritmos de detección de bordes, modificar colores, visualizar el histogra-
ma, cambiar el tamaño o recortar la imagen e incluso aplicar la transformada de
Fourier. Todas son tareas posibles dentro del entorno de trabajo.
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Figura C.1.2: Editando dos imágenes a la vez en el sistema
En este punto, podemos afirmar que la herramienta desarrollada es un software
editor de imágenes que puede ser utilizado tanto a nivel de laboratorio como en
actividades cotidianas; el aplicativo soporta formatos de imagen estándar como el
BMP, JPEG y PNG.
Finalmente, el usuario es capaz de realizar tareas básicas de reconocimiento y
detección a partir de imágenes o vídeo. En la figura C.1.3 se aprecia el proceso de
detección y reconocimiento de orejas en funcionamiento; el usuario reconocido
es etiquetado en la parte inferior de la pantalla. La figura C.1.4 muestra ejemplos
del resultado de aplicar los algoritmos descritos en el presente documento dentro
del sistema desarrollado aplicable a cualquier imagen y por lo tanto servirá para
otras posibles investigaciones.
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Figura C.1.3: Reconocimiento de orejas en el sistema
(a) IRT a imagen de rueda (b) IRT a imagen de rostro
(c)Hausdoff sin normalizar (d)Hausdorff normalizado
Figura C.1.4: Ejemplo de los algoritmos aplicables en el sistema
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