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ABSTRACT
We propose a robust two-dimensional polynomial beamformer
design method, formulated as a convex optimization problem,
which allows for flexible steering of a previously proposed
data-independent robust beamformer in both azimuth and eleva-
tion direction. As an exemplary application, the proposed two-
dimensional polynomial beamformer design is applied to a twelve-
element microphone array, integrated into the head of a humanoid
robot. To account for the effects of the robot’s head on the
sound field, measured head-related transfer functions are inte-
grated into the optimization problem as steering vectors. The
two-dimensional polynomial beamformer design is evaluated us-
ing signal-independent and signal-dependent measures. The re-
sults confirm that the proposed polynomial beamformer design ap-
proximates the original fixed beamformer design very accurately,
which makes it an attractive approach for robust real-time data-
independent beamforming.
Index Terms— Robust superdirective beamforming, polyno-
mial beamforming, white noise gain, robot audition
1. INTRODUCTION
When a mixture of target and interfering sources, impinging from
different Direction of Arrivals (DoAs), is recorded by a microphone
array, beamforming is an effective means to enhance the noisy target
signal and suppress interference [1]. When designing beamformers,
it is important to control their robustness against small random er-
rors like microphone mismatch or position errors of microphones to
guarantee an acceptable signal enhancement performance in practi-
cal realizations [2, 3]. Among the various methods to increase ro-
bustness of beamformers, e.g., [?,?, 2, 4, 5], constraining the beam-
former’s White Noise Gain (WNG) has recently become very pop-
ular, since convex optimization techniques allow for a direct inte-
gration of the WNG constraint into the beamformer design, see,
e.g., [?,?,?, 6, 7].
In our previous work, a data-independent Robust Least-Squares
Frequency-Invariant (RLSFI) beamformer design, formulated as a
convex optimization problem, has been presented in [7]. The design
criterion is to approximate a desired beamformer response subject to
a distortionless response constraint on the target look direction and
a user-defined lower bound on the WNG, which gives the user di-
rect control over the beamformer’s robustness. Since the work was
1 M. Schneider was with the Friedrich-Alexander University Erlangen-
Nu¨rnberg while this work was started. He is now with Fraunhofer IIS, Er-
langen, Germany, as part of the International Audio Laboratories Erlangen.
presented for linear arrays, a one-dimensional desired response, de-
fined in a plane corresponding to a fixed elevation angle, was chosen
for the design. Based on the work in [8], the RLSFI beamformer
design of [7] was extended to the concept of polynomial beam-
forming in [9], yielding the one-dimensional Robust Least-Squares
Frequency-Invariant Polynomial (1D-RLSFIP) beamformer design
which allows for flexible beam steering in either azimuth or eleva-
tion direction. Further work by other groups on one-dimensional
polynomial beamforming can be found in [10–13]. Recently, we
applied both the RLSFI and 1D-RLSFIP designs to a microphone
array which was attached to the head of a humanoid robot [14, 15].
Measured Head-Related Transfer Functions (HRTFs) were inte-
grated into the respective convex optimization problem to account
for the scattering effects of the robot’s head on the sound field. Fi-
nally, the HRTF-based (non-polynomial) RLSFI design of [14] was
extended to two dimensions in [16], where the desired beamformer
response was defined for both azimuth and elevation angles. As a
result the beamformer response can now be controlled for all DoAs
on a sphere surrounding the three-dimensional microphone array
integrated into the humanoid robot’s head.
In this work we extend the concept of the 1D-RLSFIP beam-
former design, allowing for flexible beam steering in either az-
imuth or elevation direction, of [9], to a two-dimensional Ro-
bust Least-Squares Frequency-Invariant Polynomial (2D-RLSFIP)
beamformer design, which provides flexible beam steering in both
azimuth and elevation direction in real time. To this end, we make
use of the extended non-polynomial RLSFI beamformer design of
[16]. The proposed 2D-RLSFIP beamformer design is applied to
a twelve-element microphone robot head array and evaluated in a
robot-audition scenario. Hence, the presented work can be seen as
an extension of the combined work of [9] (1D-RLSFIP beamform-
ing) and [16] (HRTF-based non-polynomial RLSFI beamformer de-
sign with two-dimensional beamformer response for robot audi-
tion).
The remainder of this work is structured as follows: In Sec-
tion 2, we present the 2D-RLSFIP beamformer design which allows
for flexible beam steering in both azimuth and elevation direction.
This design method is evaluated in Section 3. Finally, the work is
summarized and an outlook is given in Section 4.
2. ROBUST POLYNOMIAL BEAMFORMING IN TWO
DIMENSIONS
2.1. Concept of two-dimensional polynomial beamforming
In Fig. 1, the block diagram of a two-dimensional Polynomial
Filter-and-Sum Beamformer (PFSB) is illustrated. It consists of
R+1 parallel blocks comprisingP+1 Filter-and-Sum Units (FSUs)
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Figure 1: Block diagram of a two-dimensional polynomial filter-
and-sum beamformer.
and one Polynomial Postfilter (PPF) each, followed by an outer
PPF. Each FSU contains N Finite Impulse Response (FIR) fil-
terswn,p,r = [wnpr,0, wnpr,1, . . . , wnpr,L−1]T of length L, where
(·)T represents the transpose of a vector or matrix. The total num-
ber of FSUs equals (P + 1)(R + 1), and the total number of FIR
filters is N(P + 1)(R+ 1). The output signal yp,r[k] of the p, r-th
FSU at time instant k is obtained by convolving the N microphone
signals with the FIR filters wn,p,r, n ∈ {1, . . . , N}, followed by a
summation over all channels. The output signal of the r-th block of
FSUs and PPF is given as a polynomial of order P with real-valued
variable Dφ, where the output signals yp,r[k] act as coefficients of
the polynomial. Analogously, theseR+1 output signals can then be
interpreted as the coefficients of an order-R polynomial with real-
valued variable Dθ , which yields the final output signal yDφ,Dθ [k]
of the two-dimensional PFSB:
yDφ,Dθ [k] =
R∑
r=0
Drθ
P∑
p=0
Dpφyp,r[k]. (1)
The two-dimensional PFSB can be interpreted as follows: Each of
the R+ 1 blocks of FSUs and PPF performs one-dimensional poly-
nomial beamforming in azimuth direction, as described in [8, 9],
for a fixed elevation angle. The R + 1 azimuth-interpolated out-
put signals are then interpolated in elevation direction by the outer
PPF, yielding the final output signal. The advantage of a PFSB is
that the FIR filters wn,p,r can be designed beforehand using more
complicated design methods which cannot be solved in real time,
and remain fixed during runtime. The actual steering of the main
beam is accomplished by simply changing the interpolation factors
Dφ and Dθ , which control the interpolation in azimuth and eleva-
tion direction, respectively. More details on how the interpolation
factors are chosen and how the FIR filters are designed are given in
subsection 2.2. The beamformer response of the two-dimensional
PFSB is given as
BDφ,Dθ (ω,Ω) =
R∑
r=0
Drθ
P∑
p=0
Dpφ
N∑
n=1
Wn,p,r(ω)gn(ω,Ω), (2)
where Wn,p,r(ω) =
∑L−1
l=0 wnpr,le
−jωl represents the Discrete-
Time Fourier Transform (DTFT) transform of wn,p,r , j2 = −1 is
the imaginary unit, and gn(ω,Ω) is the sensor response of the n-th
microphone with respect to a plane wave with DoA Ω ≡ (φ, θ).
Azimuth and elevation angle φ and θ are measured relative to the
positive x- and positive z-axis, respectively, as in [3].
2.2. Two-dimensional RLSFIP beamformer design
As for the one-dimensional polynomial beamformer design in [9],
the main goal of the proposed 2D-RLSFIP beamformer design is
to approximate the non-polynomial RLSFI beamformer design as
accurately as possible for a desired angular range, while offering
flexible beam steering at the same time. To this end, the design
criterion is to jointly approximate I desired beamformer responses
BˆDφiDθi (ω,Ω), each corresponding to a different Prototype Look
Direction (PLD) Ωi = (φi, θi), i ∈ {1, . . . , I}, by the actual
beamformer response in the Least-Squares (LS) sense. Analo-
gously to [8, 9], the interpolation factors are chosen as Dφi =
(φi − 90◦)/90◦ and Dθi = (θi − 90◦)/90◦. Hence, Dφi and Dθi
lie in the interval between −1 and 1 for PLDs lying in the frontal
hemisphere defined by 0◦ ≤ Ω ≤ 180◦. For interpolation parame-
ters which do not correspond to those of the I PLDs, the two PPFs
will interpolate between them. For example, (Dφ, Dθ) = (1/3, 0)
will steer the main beam towards Ω = (120◦, 90◦). As a conse-
quence, the PLDs have to be distributed across the entire angular
region of interest in order to obtain an acceptable beamforming per-
formance in this region.
In addition to the LS approximation of the desired beamformer
response, a lower bound on the WNG and a distortionless response
constraint are imposed on each of the I PLDs. To obtain a nu-
merical solution, the approximation is carried out for Q frequen-
cies ωq, q ∈ {1, . . . , Q}, and M design look directions Ωm, m ∈
{1, . . . ,M}, for which the desired beamformer response for the i-
th PLD is specified. Thus, the optimization problem at frequency
ωq to be minimized can be expressed as
argmin
wf(ωq)
I∑
i=1
‖G(ωq)Diwf(ωq)− bdes,i‖22, (3)
subject to constraints on the WNG and the beamformer response for
all I PLDs:
|aTi (ωq)Diwf(ωq)|2
‖Diwf(ωq)‖22
≥ γ > 0, aTi (ωq)Diwf(ωq) = 1,
∀i = 1, . . . , I. (4)
Eq. (3) describes the LS approximation of the desired beam-
former response by the actual beamformer response for all I
PLDs, and (4) represents WNG (left term1) and distortionless re-
sponse constraint (right term) for each PLD. In (3) and (4),
the M × N matrix with [G(ωq)]mn = gn(ωq,Ωm) contains
the sensor responses for the M design look directions and N
microphones, vector wf(ωq) of length N(P + 1)(R + 1) con-
tains all frequency-domain filter coefficients Wnpr(ωq), vector
bdes,i = [BˆDφiDθi (ωq,Ω1), . . . , BˆDφiDθi (ωq,ΩM )]
T of length
M includes the desired response for the i-th PLD, and ‖ · ‖2 de-
notes the Euclidean norm of a vector. Furthermore, vector ai(ωq)
contains the sensor responses for the i-th PLD, and matrix Di =(
IN ⊗ [D0θi , D1θi , . . . , DRθi ]
) ⊗ [D0φi , D1φi , . . . , DPφi ], with ⊗
representing the Kronecker product and IN being an identity matrix
of dimension N ×N , is of dimension N ×N(P + 1)(R+ 1) and
contains all combinations of interpolation factors for the i-th PLD
as required by (2). Moreover, the scalar γ in the left term of (4)
1Note that the numerator of the WNG could also be set to one due to the
distortionless response constraint.
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(a) Microphone positions (red
circles) on robot’s head.
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(b) PLDs (gray asterisks) and evaluated
source positions (green circles).
Figure 2: Illustration of (a) microphone positions (red circles) at
the 12-microphone humanoid robot’s head, and (b) of the eval-
uated source positions (green circles) and PLDs of the proposed
2D-RLSFIP beamformer design (gray asterisks).
represents the lower bound on the WNG and can be adjusted by the
user. Hence, the robustness of the proposed beamformer design can
be easily controlled. As in our previous work [7, 9, 16], we use the
same desired response for all frequencies. The optimization prob-
lem (3), (4) is convex [9, 17]. To solve it, we use CVX, a package
for specifying and solving convex optimization problems [18,19] in
Matlab. After solving (3) and (4) for all Q frequencies, the time-
domain FIR filters wn,p,r are obtained by an FIR approximation
of the resulting optimum frequency-domain coefficients wf(ωq), to
ensure causality of the realized filters.
Note that the original 1D-RLSFIP beamformer design in [9]
is obtained from the proposed 2D-RLSFIP beamformer design by
setting R = 0 and distributing the PLDs in a plane corresponding
to a fixed elevation angle θi = 90◦ ∀i. By further setting P = 0,
the non-polynomial RLSFI beamformer design in [7] is obtained.
3. EVALUATION
In the following we present a design example of the proposed
2D-RLSFIP beamformer design and evaluate its flexible beam
steering using signal-independent and signal-dependent measures.
The beamformer design is carried out for the twelve-microphone
robot head, shown in Fig. 2(a), which was developed during the EU-
FP7 Project EARS [20,21]. To account for the effects of the robot’s
head on the sound field, we incorporate measured HRTFs as sensor
responses gn(ωq,Ωm) into the beamformer design, as, e.g., in [16].
The time-domain Head-Related Impulse Responses (HRIRs) were
measured in a low-reverberation chamber (T60 ≈ 50 ms) for a total
of 2522 loudspeaker positions distributed on a sphere with a radius
of 1.1m around the robot’s head (in discrete steps of five degrees
in azimuth and elevation direction). The measurements were car-
ried out using maximum-length sequences (see, e.g., [22]), and the
measured impulse responses were truncated to exclude unwanted
reflections due to additional objects in the room. Due to mechani-
cal constraints, the HRIRs were measured without the robot’s torso.
For the beamformer design, we used a lower bound on the WNG
of 10log10γ = −20 dB and an FIR filter length of L = 512 sam-
ples at a sampling rate of fs = 16 kHz. An exemplary desired
response used for the design is illustrated in Fig. 3. As in [16], it
is specified for M = 2522 design look directions with steps of five
degrees in both directions. Each direction is represented by a rect-
angle, where the actual value of Bˆ(ωq,Ωm) is color-coded. The
desired beamformer response is equal to one for the target look di-
rection Ωld = (115◦, 45◦) and decreases to zero at all sides, with a
3-dB beamwidth of 20◦. For brevity, only the frontal hemisphere
is shown, since the desired beamformer response in the rear hemi-
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Figure 3: Illustration of an exemplary desired beamformer response
for target look direction Ωld = (115◦, 45◦), which is used for the
RLSFI and 2D-RLSFIP beamformer design illustrated in Fig. 4.
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Figure 4: Illustration of beampatterns of the (a) RLSFI and (b)
2D-RLSFIP beamformer designs at f = 2 kHz, with Ωld =
(115◦, 45◦) and 10log10γ = −20 dB. WNG and DI are shown
in sub-figures (c) and (d).
sphere contains only zeros. For the polynomial beamformer design,
we distribute I = 25 PLDs uniformly on the φ-θ plane in steps of
30◦ in a range of 30◦ ≤ Ωi ≤ 150◦, as illustrated in Fig. 2(b),
where each PLD is represented by a gray asterisk. Hence, flexi-
ble beam steering with sufficient performance is only possible in
this angular region, which we chose with a robot audition scenario
in mind, where a target source is usually standing approximately
in front of the robot. Note that the employed distribution of PLDs
is a straightforward extension of the 1D-RLSFIP beamformer de-
sign in [9], and is motivated by the fact that we successively apply
one-dimensional interpolation in azimuth and elevation direction.
More elaborate PLD distributions like uniform or nearly-uniform
distributions on a sphere or hemisphere (see, e.g., [23, Chapter 3])
should lead to a lower overall approximation error, but may require
more sophisticated interpolation strategies, which we will consider
in future work.
At first, we present an example to illustrate the effect of poly-
nomial interpolation on the resulting beamformer. In Figs. 4(a) and
4(b) the beampatterns of the RLSFI and 2D-RLSFIP beamformer
designs for Ωld = (115◦, 45◦) at frequency f = 2 kHz are illus-
trated. The corresponding WNG and Directivity Index (DI) (after
(2.19) in [2]) for 300 Hz ≤ f ≤ 5 kHz (chosen with the applica-
tion to speech signal capture in mind) are given in Figs. 4(c) and
4(d). The beampatterns were computed with HRTFs modeling the
acoustic system. Thus, they effectively show the transfer function
between source position and beamformer output. Since the target
look direction lies between four PLDs, approximation errors of the
RLSFI by the 2D-RLSFIP beamformer due to polynomial interpo-
lation are to be expected. Nevertheless, the two beampatterns look
very similar. However, when looking at Figs. 4(c) and 4(d), it be-
2017 IEEE Workshop on Applications of Signal Processing to Audio and Acoustics October 15-18, 2017, New Paltz, NY
30 60 90 120 150
30
60
90
120
150
φld/
◦ →
←
θ
ld
/
◦
0 0.01 0.02 0.03 0.04 0.05
(a) MSE(Ωld) in (5).
dB
30 60 90 120 150
30
60
90
120
150
φld/
◦ →
←
θ
ld
/
◦
0 1 2 3
(b) Difference ∆DI(Ωld) of mean DIs.
Figure 5: Illustration of (a) MSE between beamformer responses of
RLSFI and 2D-RLSFIP beamformers, and difference ∆DI(Ωld) of
mean DIs for 30◦ ≤ Ωld ≤ 150◦.
comes obvious that the WNG and DI of the two beamformer de-
signs are different: While the WNG of the 2D-RLSFIP beamformer
is mostly lower than that of the RLSFI beamformer over the en-
tire frequency range, the DI is only slightly lower for f > 3 kHz.
It can also be seen that the WNG of the polynomial beamformer
is only slightly lower than the imposed constraint for f ≤ 1 kHz
due to polynomial interpolation. So far, there is no direct way to
ensure that the WNG constraint is fulfilled for target look direc-
tions unequal to the PLDs. If the violation of the WNG constraint
is too severe, the PPF order and position of the PLDs need to be
adapted. Further investigation of the two beamformer designs have
confirmed that when the target look direction is equal to one of the
PLDs, the RLSFI and 2D-RLSFIP beamformer designs yield almost
identical results. It could also be confirmed that the beamformer
response of the 2D-RLSFIP beamformer is similarly flat as of the
RLSFI beamformer for frequencies below f ≤ 5 kHz.
To demonstrate how accurately the proposed 2D-RLSFIP
beamformer design can approximate the RLSFI beamformer de-
sign, we now investigate the Mean Squared Error (MSE) between
the magnitudes of the beamformer responses of the two beamform-
ers for all Q frequencies:
MSE(Ωld) =
Q∑
q=1
M∑
m=1
(∣∣∣∣BRLSFIDφld ,Dθld (ωq,Ωm)
∣∣∣∣−∣∣∣∣B2D-RLSFIPDφld ,Dθld (ωq,Ωm)
∣∣∣∣)2
Q·M ,
(5)
where BRLSFIDφld ,Dθld (.) and B
2D-RLSFIP
Dφld
,Dθld
(.) denote the beamformer re-
sponse of the RLSFI and 2D-RLSFIP beamformer design steered to
Ωld. In addition, we calculate the mean DI, DIRLSFI and DI2D-RLSFIP,
of each beamformer over all frequencies, and take the difference
thereof: ∆DI(Ωld) = DIRLSFI(Ωld) − DI2D-RLSFIP(Ωld). Both, MSE
as well as ∆DI should be as small as possible. In the following,
MSE and ∆DI are evaluated for the entire angular range of inter-
est 30◦ ≤ Ωld ≤ 150◦, and for the entire frequency range. The
results are illustrated in Figs. 5(a) (MSE) and 5(b) (∆DI), respec-
tively. Both MSE and DI are relatively small over most of the an-
gular range of interest, with values equal to zero at the PLDs. In
between the PLDs, slightly larger values occur due to polynomial
interpolation, with a maximum MSE of MSEmax = 0.04 and a
maximum ∆DI of ∆DImax = 2.8 dB. Note that if we only eval-
uate the frequency range up to 5 kHz, MSE and ∆DI are reduced
to a great extent, with maximum values of MSEmax = 0.01 and
∆DImax = 1.2 dB. This shows that in the frequency range which is
most relevant for speech signal capture, polynomial approximation
works very accurately, and that most of the approximation error can
be found in the higher frequency range above 5 kHz. The slight
asymmetries in Figs. 5(a) and 5(b) can be attributed to the asym-
metric sensor placement on the robot’s head (cf. Fig. 2(a)).
Finally, we evaluate the signal enhancement performance of the
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Figure 6: Average target source position-specific fwSegSNRs in
dB, obtained at the input (blue bars) and output of the RLSFI (or-
ange bars) and 2D-RLSFIP (green bars) beamformers.
RLSFI and 2D-RLSFIP beamformer designs in a two-speaker sce-
nario. As performance measure, we use the frequency-weighted
segmental Signal-to-Noise Ratio (fwSegSNR) [24], where we se-
lect the desired signal components at the frontmost microphone and
at the beamformer’s output as reference signal for calculating the
input and output fwSegSNR. The evaluated source positions, il-
lustrated in Fig. 2(b) as green circles, were chosen such that some
of them coincide with PLDs of the polynomial beamformer design,
and some do not. Each target source position is evaluated six times
with an interfering speaker located at one of the remaining six posi-
tions. The fwSegSNR was calculated for each combination of target
and interfering source position and averaged over the six different
fwSegSNR values. The resulting average target source position-
specific fwSegSNR levels are summarized in Fig. 6. The micro-
phone signals were created by convolving clean speech signals of
duration 20 s with Room Impulse Responses (RIRs), which were
measured in the same low-reverberation chamber as the HRIRs. In
addition, white Gaussian noise was added to each microphone chan-
nel with a Signal-to-Noise Ratio (SNR) of 40 dB to model sensor
noise. The results confirm our previous observations: When the tar-
get look direction Ωld coincides with one of the PLDs, the results
of the 2D-RLSFIP and RLSFI beamformers are identical. When the
target source is not located in one of the PLDs, the fwSegSNR levels
of the polynomial beamformer are slightly lower than, but still very
close to, those of the RLSFI beamformer. In all cases a significant
enhancement of the target source can be observed. A brief com-
parison of the signal enhancement performance of the 1D-RLSFIP
and 2D-RLSFIP beamformers showed that the latter outperforms
the former when the target look direction lies directly between the
PLDs as for (Ωld) = (75◦, 135◦).
4. CONCLUSION
In this work, we proposed a design method for a robust two-
dimensional polynomial beamformer, formulated as a convex op-
timization problem, which allows for flexible beam steering in
both azimuth and elevation direction. The beamformer’s robust-
ness can be easily controlled by the user by adjusting a single scalar
value for each angular dimension in the optimization problem. The
proposed polynomial beamformer design method was applied to
a twelve-element microphone array, integrated into the head of a
humanoid robot, and was evaluated using signal-independent and
signal-dependent measures in a robot audition scenario. The re-
sults confirmed the efficacy of the polynomial beamformer design,
i.e., the 2D-RLSFIP beamformer approximates the RLSFI very ac-
curately. As a consequence, the 2D-RLSFIP beamformer is an ef-
fective method for robust and flexible time-domain real-time beam-
forming. Future work includes analyzing the influence of PPF or-
ders on the beamforming performance, the distribution of PLDs in
the desired angular range, and alternative interpolation approaches.
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