In this paper we present several new slightly nonlinear variants of the bipolar and the open mapping theorems in Banach spaces, which we abstracted from the recent developments in the theory of dual operator algebras.
INTRODUCTION
The basic problem that we discuss in this paper is the surjectivity and openness of bilinear maps. We consider bilinear maps where 94(z) c X x X, and S'", Xx, L'Z are Banach spaces. By analogy with Banach's open mapping theorem (for linear operators) we will be concerned with the richness of the sets B= {z(h, k): (h, k)eB'(~), llhll d 1, Ilk11 G 1, IlT(h, k)ll GM}, (1.1) where M > 0. Thus we will consider two problems.
1.2. Problem. Find conditions under which the closure of B necessarily contains an open ball centered at the origin in .%%.
Problem. Find conditions under which B necessarily contains a ball centered at the origin in X.
We will present two approaches to these problems. In Part I we give some answers to Problem 1.2 in an abstract framework in which we give ourselves the set B rather than the bilinear map T. In Part II we give answers to both problems. Even though there are similarities between the approaches in Parts 1 and II, the results do not overlap completely. In fact we will see in our application in Part III that the two approaches can be combined to yield new results.
We want to emphasize some new ideas introduced in this paper. In Part I we consider a new type of convexity and dominancy in Banach spaces. The basic observation is as follows. Let B be a bounded balanced set in a Banach space X. Even if B is not absolutely convex, there may be many points x E X such that all absolutely convex combinations CLX + /$, y E B, 1~1 + I/? [ 6 1 , are in the closure of B. The set of all such points x forms a closed absolutely convex set D(0) contained in B. Under certain circumstances this allows us to conclude that B contains a given convex set C (see Section 4 for the precise statements). It is seen that the set B defined in ( 1.1) does sometimes satisfy the conditions in Part I, and this is based on the observation that c.~(h, k) + bz(h', k') is very close to z(ccli2h + f1112h', cx"2k + fi"'k') if z(h, k') and z(h', k) are very close to zero. See Section 10 for an application of this observation.
In Part II we consider Problem 1.2 and we give sufficient conditions for T to be open (at every point). It is interesting that our conditions imply with little additional work the solvability of arbitrary systems of the form ~(hi, kj) = XI/, O<i,j<co, (1.4) where {.xij: i, j 3 0) is a given array in X. In Part III we give an application of the methods developed in Parts I and II to the structure theory of contractions on Hilbert space. Our results are formulated using the concept of an HP-functional calculus. More precisely, let T be a contraction on a Hilbert space 2; assume that the unitary part of T is absolutely continuous, and let cp E HP with p > 2. One can then define an operator cp( T) acting continuously on a Banach space denoted H;, l/p + l/q = t. The space H; is a dense linear manifold in 3', and H$= A?". In Section 8 we define this functional calculus under the additional assumption that T is of class C,. The general case will be treated elsewhere [9] .
The basic result in Part III is that, if T is of class Coo and there is p E [2, + co ) such that for some y > 0 then T belongs to the class ANo defined in [S] .
We conclude this introduction with a few remarks on the history of the problems treated here. The question of openness for bilinear maps was con-580:7X. [2] [3] [4] [5] [6] [7] [8] sidered by Cohen, who showed in [15] that a surjective bilinear map is not necessarily open at the origin. Later Horowitz [17] provided an example in this direction with z: C3 x C3 + C4. The abstract results in this paper were inspired by certain techniques that proved to be very powerful in the theory of operators on Hilbert space. (As a matter of fact, in operator theory it is convenient to work with maps r(h, k) that are linear in h and conjugate linear in k. Our results apply in this situation because any such map z can be traded for a bilinear one upon replacing x by its conjugate version.) The first open mapping theorem of the kind proved in Part II was proved by S. Brown, who used it in [13] to show that all subnormal operators have invariant subspaces. The idea of solving systems of the form (1.4) first emerged in [12] and was further used in [S, 11, 3, 71, etc. We believe that the abstract results in this paper will prove fruitful in operator theory and in other areas of functional analysis. In particular, the concept of super-dominancy (cf. Section 2) seems to point to new interesting properties in the geometry of Banach spaces. The HP-functional calculus introduced in Part III represents a new application of function theory to the analysis of absolutely continuous contractions, and it is expected to yield further insights about the structure of such contractions. We thank Professor D. van Dulst for his pertinent remarks on the first version of this paper. These remarks are included here with due reference. where 11. II denotes the norm on X. Let B denote a balanced (i.e., 1B c B for A E C, 121 d 1) bounded subset of X, and let C be a closed absolutely convex set. The sets B and C will remain fixed throughout Sections 2 and 3. We will say that B dominates C if for every fe X*. By the bipolar theorem, this is obviously equivalent to the inclusion (ace(B) 1 C, where ace(B) denotes the absolutely convex hull of B. The following stronger condition of dominancy occurred naturally in the study of dual operator algebras (cf. [7] Unfortunately, the answer to this problem is NO, as shown by the following simple example due to D. van Dulst: 2.3. EXAMPLE. Let 3 be the space L' of (classes of) Lebesgue integrable functions on U = (e": t E [0,277)} endowed with the usual norm llxll I =I& Jbi^ Ix(e")l dt, XEL'. Set C= {xE%: llx\l <l} and B={xEC:X=O on a subset 8, of T of measure (1/27c) Se, dt > t}. Then it is obvious that B is not strongly dense in C. But B super-dominates C since for every essentially bounded measurable function u on T there exist xje C, j>, 1, such that 1 2x (24, Xi) =-s 27L 0
u(e") x,(e") dt + ess max{ lu(e'l)l: t E [O, 27r)) forj-+ co, and meas{e'!: x,(e") = 0) + 0.
We will show, however, that there are many useful cases in which Problem 2.2 has an affirmative answer.
There is a version of super-dominancy for the weak topology.
2.4. DEFINTION. The set B is said to super-dominate C weakly if for every f E %*, every finite subset Fc B, every finite subset hg2, ...> g,} c X*, and every E > 0, there exists x E B such that (i) f(x)+~>su~{If(y)l:~~C}, and (ii) Dist(aco{ TX, Tb), TC) < E, b E F, where T: X + @" is given by TY = k,(y)> gz(yh ...T g,(y)), Y E 3.
The remarks above show that super-dominancy implies weak superdominancy. Of course the two notions coincide if 55 is finite-dimensional. We will show in Section 4 (cf. Theorem 4.2) that the analogue of Problem 2.2 always has a positive answer for weak super-dominancy.
ASYMPTOTIC CONVEX STRUCTURES
In this section we introduce certain techniques that are relevant in the study of Problem 2.2. These techniques will allow us to prove in Section 4 that Problem 2.2 has an affirmative answer for a rich family of Banach spaces.
It is convenient to write sF= l/(card(F) + 1) for every finite set F. Now, if F is a finite subset of B, we define B,= (xE.!Z: Dist(aco(x, b}, B)<sFfor every b6 F}. A basic property of the sets B, is given in the following result.
3.2. LEMMA. Given a finite set Fc B and x E B,, there exists a finite set F, Fc F c B, such that Ax + py E B, for all y E BF and A, p E @ satisfying the inequality 111 + IpI < 1.
Proof
The lemma is obvious for F= 0, so there is no loss of generality in assuming that F# @. We must find F such that dist(ab + B(Ax + my), B) < sF (3.3) for all b E F, YE B,, and all pairs (c(, p), (A, ,u) E r, where r= {(t, v)E@*: 151 + 1~1 6 1). Let us set M=sup{ llzjl: ZE B}, and Obviously A4 < cc and E > 0. Fix 6 = &/5(5M + 2), and let f, c r be a finite &net in r (i.e., every point of I-is at distance at most 6 from some point in Z-,). Of course we can, and shall, assume that lip # 0 for every (A, p) E f,.
For (3.4) Choose now a finite set F' 1 F containing all the points x0 constructed above, and satisfying the inequality sFS < 6. For (a, /3), (A, p) E r we choose (Q, PO), (A,, po) E r. such that (c( -cl01 < 6, I/? -/IO1 < 6, IA-& < 6, and 1~ -poI < 6. Then, for every b E F and y E BFs Proof: (i) Let F' be given by Lemma 3.2, let y E X, and let q be an arbitrary positive number. Choose y' E B, such that II y -y'I/ < dp( y) + ye. Then, by virtue of Lemma 3. 
SUPER-DOMINANCY AND APPROXIMATION
We come now to a first positive answer to Problem 2.2 in an easy case. We may of course assume that F 2 F, and sF' < min{s, q}. Now, if A, p E @, [A[ + 1~1 < 1, x E F,, and y E BF, we can find z E B such that The following results show that Problem 2.2 has a positive answer in a large number of cases. We start with a statement which is a substantial improvement, due to van Dulst, of our original result concerning uniformly convex Banach spaces. ProoJ If X has the Radon-Nikodym property then C is the closed convex hull of its strongly exposed points (Phelps's theorem, cf. Proposition 5.14 of [ 161). Thus, the second part of the 'proposition follows from the first part and the fact that D(0) is convex and closed.
To prove the first part fix a strongly exposed point x E C, and a strongly exposing functional f E Z'*. In other words, The following is the main result given by the methods developed in Section 3. An application of (4.8) yields now Let X, X, and X be normed spaces, and let be a partially defined bilinear map. The fact that r is bilinear means, in particular, that whenever (h, k), (h', k), and (h, k') are 9(t), the pairs (h + h', k) and (h, k + k') also belong to 9(r) and
Note that 63(r) is not generally a linear manifold. We will make, however, the following assumption.
5.1. Assumption. There exist linear manifolds Z0 c YE' and X0 c X (not necessarily closed) such that So x X0 c 9(c).
Our results will be based on the richness of the sets Z8 = .?&(t, X0, X0) defined as follows for 8 b 0.
DEFINITION.
Assume that 5.1 holds and 8 2 0. The set XJt, X0, X0) consists of all vectors x E X with the following property: Given an integer p, vectors 5,) t2, . . . . tP E X0, vectors r], , q2, . . . . q,, E X0, and a number E > 0, there exist vectors h E ZO, k E X such that (i) llhll < 1, llkll 6 1, Proof: Let x E -%+t^e(z, yi"o, %)-, tl, t2, . . . . 5, E ~6, vl, r12, ..,, vp E %,, and E > 0. There exists then X'E Z&(t, X0, X0) such that I/x -x'I\ < ~/2, and by Definition 5.2 there are h E Z0 and k E X0 such that 1) hll < 1, IlkI/ d 1, lb' -r(h, k)ll < 0 + 42, and llr(5i, k)ll <E, llz(h, vi)\1 <E for 1 < i<p. The lemma follows now easily because 11x -dh, k)ll < lb -x'll + llx' -$h, k)ll < E/2 + 8 + E/2 = 8 + E.
We can now define the property of z which will be relevant to our results.
Let t be a bilinear map satisfying Assumption 5.1, and let y > 0. The map z is said to have property (A,,,) relatioe to X0 and X0 if %?tac? -6, %)3 {xg%: ll4I Gr}.
Let us note that X0(7, A$, X0) always contains (XC%: j/xl] < f?>, and hence z always has property (A,,) if y 6 8. Thus, when working with the properties (A,,), we will normally assume that y > 8 > 0.
Rmmk
Let x~%d~ ;rl",, .X,1, tl, t2, . . . . 5,~-%, vl, v2, . . . . rp~-X,, and E>O. Then there are vectors heS0, ke X0 such that 6) II4 < 1, llkll < 1,
From this point on it will always be assumed that Assmption 5.1 is satisfied and t is closed, i.e., the graph {(h, k, x): (h, k) E 9(z), x = z(h, k)) is a closed set in X x X x X. Denote by Xi and $7, the closures of X0 and X0. Observe that in this case the formulas N,,={h~~~:{h}x~~~~(t)andt(h,k)=Ofork~X~} N,-= {k E Xi-: X0 x (k} c g (7) and 7(/z, k) = 0 for h E ZO) define closed subspaces of 2 and X, respectively. In fact it also follows that and (N.flx~X,)u(*, xN,,-)cWt),
It is clear that the sets i&(7, X0, X0) (cf. Definition 5.2) do not change if we replace X0 and X0 by X0 + N, and -X, + N,, respectively. Therefore the following technical assumption will not be restrictive. 10) where E~,~ = l/(card (F) +card (G)). The idea is to show that the weak limit of the net {(h,,,, k,.,)},, c SF x X is (0,O). Indeed, if this is shown, it will suffice to take F, G sufficiently large so that h = h,, and k= k,, satisfy conditions (i)-(iv). By symmetry it sufftces to show that the weak limit of the net (h,,},;, is zero. Let < denote an aribtrary weak accumulation point of this net, and fix E > 0 and g E X0. Choose F and G such that E~,~ < E and q E G and note that by Mazur's theorem 5 belongs to the norm-closed absolutely convex hull of the set { hF,,.: F' 3 F, G' 3 G}. Thus there are F,, F2, . . . . F,,, G,, G2, . . . . G, with Fj 2 F, Gj I> G, 1 6 id n, and there are constants cur, Q, . . . . ~1, E @ such that CT= I loljl d 1 and 115 -C;=, mjh.o,ll < E. Note further that (5.10) implies the inequality Since EqG,<EF~, 1 <j< n. But E > 0 is arbitrary; so we conclude that the tiple (cl q, 0) 'belongs to the closure of the graph of T, and hence (<, q) E 9(~) and ~(5, q) = 0. Now, 9 E X0 is arbitrary, whence 4 E N,. But we also have 5 E J? @ N, because h,, E X0 0 N,. We conclude that necessarily 5 = 0, and this completes our proof. 
THE OPEN MAPPING THEOREM
Let X and X be Hilbert spaces, let .% be a normed space, and let z: 9(T)( c Jf x X) + x be a closed bilinear map satisfying Assumptions 5.1 and 5.6. These objects will remain fixed throughout this section. 6.1. LEMMA. Assume that t has property (A,,) relative to Z0 and Z, for some y>O20.
Let XEX, h, t,, t2 ,..., (,E&& k,q,,qZ ,..., q,,E-X,, and E > 0 be given. Then there exist h' E So and k' E -X, with the following properties: Moreover, if (6.2) holds we also have (6.2) IIt@ -A, Vi)11 = 'Ix-yh9 k)'l ( > "2 llr(h19 ?i)ll <f? so that (iv) and (v) are also satisfied. Finally,
11.x -T(h
and we see that (iii) is satisfied if
It is clear that 6 can be chosen to satisfy both (6.2) and (6. Since 8, + ~12 <E and t,, . . . . rP, q,, . . . . qP were arbitrary, we deduce that t has property (A,,,~-e) relative to X0 and X0. The proposition is proved.
6.6. THEOREM. Assume that z has property (A,,) relative to X0 and X0. Given x E X, h E So, k E X0, and E > 0, we can find (h', k') E Lo such that and the required inequalities follow from the way in which 6 was chosen. This concludes our proof. 6 .7. Remark. Under the conditions of Theorem 6.6, suppose that X is complete and we are given <i, . . . . <pi SO and g,, . . . . qP E x0. Then h' and k' can be chosen such that (h', qi)~.9(r), (ti, k) Es(T), and (Is(h'-h, vi)11 <a, ilr(<,, k'-k)ll <E for 1 QiQp. Indeed, the sequences {h,} and {k,} could be chosen such that (upon denoting h, = h and k, = k) we have llT(h, + I -4, vi)ll +i, IMt;, k,, I-k)ll <j&9
It follows that the sequences { t(h,, vi): n 3 0}, { t( ri, k,): n 3 0) converge for 1 d i<p and, since r is closed, (h', qi)~9(f), (ti, k') E 9(r). The estimate of r(h'-h, vi) and 7(ei, k'-k) is now immediate. A similar argument shows that we can require the additional conditions ((h'-h ( ti)l <E and I(k'-k I vi)1 <E for 1 di<p.
A less precise form of Theorem 6.6 is the open mapping theorem referred to in the Introduction and in the title of this section. It is easy to see that ? is a closed bilinear map (remember that t was assumed to be closed in Section 6). However, ? is not generally continuous, even if z is continuous.
(In fact ? is continuous if and only if r = O!)
Assume now that X0 c 2' and X0 c X are as in Assumption 5.1, i.e., X0 x X0 c 9(t). Then $. x 2. c 9(f), where $. and & consist of all finitely nonzero sequences with elements in X0 and X0, respectively. 7.1. LEMMA. Assume that z has property (A,.,) relative to co and X0 for some y > 8 2 0. Then ? has property (A,,) relative to %0 and X0.
Proof. The ball of radius y centered at the origin in !t! is the closed absolutely convex hull of all arrays {xii: i, j 2 0} such that xii = 0 for all pairs (i, j) except one (depending on the array), say (i,, j,), satisfying llxi,jOll d y. It sunices then to show that such arrays belong to X0(?, 20, &). Assume therefore that x= {xii: i,j=O}~$:, x0=0 for (i,j)#(io,j,), and I/X~ojoll<y. Let <r,52 ,..., <,E$~, ?I,~2 ,..., ?,~2~, and E>O be given. Write c,= (51"): i>O), qn= {q. i"):i>,O), lbn~p;then<~")=Oand~j")=O for i > N for some large enough N. We can now use property (A,,) for r to find heZo and keXo such that We see now that all results proved in Section 6 can be applied to f. We will give only two applications which are very useful in operator theory: We can then define an element 2 = {cc~P,x~: i, ja 0} E &:. By virtue of Lemma 7.1 and Theorem 6.6 there exists (i;, k) E 9(f) such that ?(x, i;) = 2. If h= {ti: i>O} and it= {oj:j20}, the vectors hj=a;15i and kj=/?:'q, will satisfy the conditions of the theorem.
The following result about finite systems of equations requires the full strength of Theorem 6.6. Theorem 6.9 implies the existence of (K', i;') E g(f) such that f(z', k"') = 2 and ll?i' -hll < (yy;;,,2 + E, [lit' -itI/ < (yy;;l,2 + E.
If x'= (h;: i>O} and i;' = {k,':j> 0}, it is easy to check that {hb, h;, . . . . h;p, ) and {kb, k;, . . . . kL-,} satisfy the conditions of the theorem.
REMARKSON THE CASE OF BANACH SPACES #F AND X
Some of the results presented in Sections 6 and 7 remain valid in case X and X are Banach spaces. The estimates for the solutions h and k are somewhat different, and the technique for solving infinite systems of equations is much more complicated. We refer to [8] for the detailed proof of the results outlined below.
It will be assumed throughout this section that X', Y, and .% are Banach spaces, and T: 9(z) c 2 x X + 3 is a closed bilinear map satisfying Assumption 5.1. then the limit @(ei') =lim,, , @(rei') exists in the strong operator topology for almost every t E [0, 27r). We refer to [ 191 for a detailed account of these facts.
We can now define the operator S(B), where 0 is as above. Let S denote the unilateral shift in H'(8) (i.e., multiplication by ei'), and let X'(O) = H*(S) 0 OH'(&). Then S(Q) = PS I d%?(Q), where P denotes the orthogonal projection of H*(E) onto X(O). Without loss of generality, in the sequel we take X = s(O) and T = S(Q).
We note that for f, g G H* (8) we can define a function f .g E L' by (f.gMe") = (f(e") I de")), t E co, 2x1, where the scalar product is taken in 8. It will be convenient to denote by f, g E H, has proved a basic object in the study of T. It was shown that T displays a very rich structure (for instance, it is reflexive, and is a strong dilation of every strict contraction on a separable Hilbert space) whenever r, is surjective (cf. [ 14, 1, 3, 5, 10, 71) . Indeed, if T is, as above, of class Coo, and r, is surjective, it was shown in [3] that T belongs to the class A NO' and hence the dilation theory of [S] can be applied to T. It is therefore important to characterize the operators T of class C, for which r, is surjective. It is important to realize that an operator T, for which z, is surjective, necessarily satisfies the relation a(T) I T.
We recall now such a characterization which was first conjectured in [3] . For u E H" define a bounded operator u(T) E Y(X') by 4T)Pf=P(uf), f~H2W, (9.1) where P, as before, is the projection of H'(b) onto S'. The association u + u(T) is the H"-functional calculus for T (cf. [19] ). Recall that lMT)ll G ll4a:, ~EH~. It is easy to show that the H"-functional calculus is an isometry (i.e., Ilu(T = IIuilm, u E H") whenever r, is surjective. The conjecture states that the converse is also true, i.e., z, is surjective if the Ha-functional calculus is an isometry. In this paper we prove weaker forms of this statement, and the conjecture may be viewed as a limiting case of our results. Our difficulty in proving the conjecture lies in the fact that Problem 2.2 has a negative answer for X = L'/HA as shown by the following slight modification of van Dulst's example (see (2.3)). and IIYjllI +O for j-+00. and this completes the proof.
We now define the HP-functional calculi. Let PE (1, co] , r E [p/Q -1 ), co 1, and let q be defined by l/q = l/r + l/p. For cp E HP we define a bounded linear operator I',,,(cp): H',+ H$ by fp,,(cp)f= Pq(vf), fc 6
Clearly T,,,(cp) = cp( T), as defined in (9.1), for qn E H". A density argument based on (9.1) shows that, in fact, fp.r(cp) Prf = P,(vfL f E H'(e).
Since Il~fll, < lldlp llfll, for cp E HP, f~ W&I, we have
The spaces H> and the functional calculi fp,r can be defined for arbitrary absolutely continuous contractions, and for Y E [ 1, + co], without the use of functional models. We refer to [9] for details.
We can now state the main result of this section. for some c > 0, then T, is surjective.
It can be shown (cf. [9] ) that the above sufficient condition is also necessary. The conjecture alluded to in Section 9 is equivalent to the limiting case p = cc in the statement of the above theorem.
The remaining part of this section will be devoted to the proof of Theorem 10.2, which will be broken into a sequence of lemmas. We will consider analogues of the map zi which, unlike t, , take values in Banach spaces with a separable dual. More precisely, note that for p' > 1 we have a continuous injection LP'/Hg' -+ L'/HA. In order to simplify notation we will identify LP'/H$ with a linear manifold in L'/HA. We define now by setting g(z,,) = {(f, g) E 2 x 2": ri(f, g) E Lp'/H{'} and writing T,,(f, g) = z,(f, g) for (f, g) E g(tPz). The fact that rPz is a closed sesquilinear map (as defined in Section 5) is immediate. It is also clear that This will follow at once if we prove that lim Dist(aco(t,,(f,,, g,), r,,(f, g)}, B) =O "4cO 4 = V {Tihj: i,jaO}. Let e,, e,, . . . be an orthonormal system in JZ 0 ((T-1.) A)), and notice that we have r,(ei, ei)= cj., i 2 0.
Since TE C,, we have lim jlr,(ei, h)ll = lim Ilt,(h, ei)ll =0 ,-CL i-00
for every h E X, and this clearly implies that c1 E 5$. The lemma is proved.
10.10. Remark. It is an easy consequence of Lemma 10.9 and Theorem 7.2 that the operator T of class C, belongs to A,, if (10.3) is satisfied. We recall that TE A,, is and only if arbitrary systems of the form z,(fi, g,) = xii, i, j B 0, can be solved or, equivalently, if T is a strong dilation of any strict contraction acting on a separable Hilbert space (see c5, 71).
