Abstract-Internet protocol television (IPTV), being an emerging Internet application, plays an important and indispensable role in our daily life. In order to maximize user experience and on the same time to minimize service cost, we must take into pay attention to how to reduce the storage and transport costs. A lot of previous work has been done before to do this. There is a challenging problem in this: how to predict the popularities of videos as accurate as possible. To solve the problem, this paper presents a Neural Network model for the popularity prediction of the programs in the IPTV system. And we use the actual historical logs to validate our method. The historical logs are divided to two parts, one is used to train the neural network by extract input/output vectors, and the other part is used to verify the model. The experimental results from our validation show the Neural Network based method can gain better accuracy than the comparative method.
I. INTRODUCTION
During the past a few years, with the rapid development of network application, media streaming services are becoming more and more popular. Internet Protocol television (IPTV) [1] provides digital television over IP network, with potentially hundreds of thousands of users watching streams of 2M kbps standard definition videos or more than 10M kbps high definition videos, it takes a massive part of the video and audio traffic on the Internet, and will be the killer application for the nextgeneration Internet.
Different from traditional television services, IPTV services on the user's demand and contains more user interaction operations. The user will demand any video at any time, so in this condition, how to guarantee the quality of service (QoS) is a key research area in IPTV, and our goal is how to decrease the delivery cost as much as possible, while the QoS can be kept at a high level.
There are several classes of delivery architectures for IPTV, including Content Delivery Network (CDN) overlay network [2] [3], mesh-pull P2P streaming such as Mixed P2P-CDN system [4] . Each of these classes have different traffic patterns, design patterns and imposes challenges on the Internet backbone network design.
The very goal of all these architectures is to decrease the service cost at most. And the general character of these designs is to split the architecture to several layers. Taking two layers for example, the servers in top layer are center nodes, which contain all video files and delivery using backbone network. The servers in the bottom layer are called Edge Nodes, which contain less contents, while the users connect to them directly and require videos, they are often deployed in city wide networks.
For a service provider, the most important problem is to minimize system cost while maintaining user experience. To decrease system cost, the service provider should either reduce storage or decrease network cost. The network cost is consisted by two components: (1) the cost of backbone network, in this condition the videos are downloaded from Center Nodes, so the cost of delivery is very high; (2) the cost of city wide network, in which the videos are downloaded from Edge Nodes, and the cost of network is less than the backbone net. These two components are demonstrated in figure 1 .
In order to cut down the backbone traffic, the local traffic should be increased. Increase storage capacity will decrease the network traffic also. So a balance decision should be make to minimize the total cost.
In the CDN framework, users send require to the Edge Node and the Edge Node provides video streams to users. If the Edge Node has stored the file required, it will directly provide it, or the Edge Node will raise a request to Center Node for data and transmit to the user which will make the network cost high.
From the above introductions, the more the Edge nodes can service, the less network cost would be wasted. With the limited storage of local storage, the popularity prediction of the programs can decide the total service cost. So the problem can be derived: how to accurately predict the popularities of the programs which will be watched most frequently in the next day? There have been several methods on popularity prediction. The widely used ones in cache replacement policies include Least Recently Used (LRU) [5] [6] and Least Frequency Used (LFU) [7] . LRU requires keeping track of what was used least recently and decide which would be popular programs in the future. LFU counts how often an item is needed, and those that are used least often are discarded first. In our environment, it means the most frequently videos should be stored.
In this paper, we study the key factors that influence the accuracy of prediction, and then propose a new prediction method. The method does the prediction based on the historical logs. The following parts of this paper will give the Neural Network based prediction method and validate the performance of the method in metrics of hit ratio and hit time ratio on an actual IPTV system. The comparison with other methods such as LRU shows that our method is much better by the two metrics.
The remainder of this paper is organized as follows. Section II describes the proposed Neural Network based prediction method. In section III we evaluate the performance of the proposed methods. And finally, the conclusion is given in section IV.
II. PROPOSED NERUAL NETWORK PREDICTOR
The prediction work is carried out by using neural network. The goal is to select the most popular programs heuristically. Based on the historical logs, the scheme for popularity prediction uses a neural network to calculate the predicted popularity of each next day's program. This method is referred as NN-based predictor. The flow diagram of prediction process is illustrated in figure 2 . The details of each component will be explained in the following subsections. 
A.
Popularity Definition Popularity is an important factor for estimating the request probability of streaming media content at a certain moment. It denotes a video program is hot or not, the video with a high popularity value should be hot program. Besides this it also provides a basis for content schedule. Hot videos should be stored in more edge nodes than the unpopular programs.
In IPTV environment we can define the popularity as follows. Firstly the require amount of on day t of file i is req t (i) , then the popularity can be denoted as pop t (i) , the definitions are:
Considering that there may be thousands of requests of one program, we use equation 1 to limit the variation of the req t (i) . After dividing by the mean value of req t ' (i) given by equation 2, we get the normalized popularities of all programs of day t. In equation 1 the plus of 1 is used to prevent error when req=0, it also set req t ' (i) to 0 when req t (i) is 0. In equation 2 N denotes the number of all requests.
After the definition of the popularity of video programs, it is obviously that the popularity is in proportion to the require number, and its value is limited to a certain range, which is convenient for next prediction part to proceed. The next step is using the current day's popularity of videos to predict the popularity of the videos in the next day.
B.
NN-based Predictor Neural network (NN) is a mathematical and computational model that is inspired by the structure of functional aspects of biological neural networks [8] . A neural network consists of an interconnected group of artificial neurons, and processes information using a connectionist approach to computation. Modern neural networks are usually used as non-linear statistical data modeling tools. They are usually used to model complex relationships between inputs and outputs or to find patterns in data. It widely used in prediction environments [9] [10], like video traffic prediction [11] [12] [13] , pattern classification environments [14] and so on.
For the popularity prediction in IPTV environment, the historical information contains all the previous user requirement information, so it is very important. As the granularity of the actual dataset is a day, so the past daily logs can be considered to take parts in the prediction. Then we decide which day should be taken into account.
Firstly the data which is too long ago contains less useful information, for example a news video which is hot one month ago, but it most unlikely to be hot a month later. Secondly, take a short time span will drop lots of important things, because we don't know the variation trends of each program. For example, given a movie which is not very hot yesterday, if two days before it is a hot program, then today it is most likely to be a cold movie; on the other hand, if two days before it is a cold program or not exists at all, then it is most likely to be a hot movie today.
As the normally work cycle of a person is one week with two days weekend, that means, in general, the require data repeated periodically over seven days. On the same time, the data at the weekend the log data varies a lot from other work days, from Monday to Friday.
By this mean, logs of seven days will contain enough information to carry out our predict scheme. According to the statistics, more than 90% of the movie takes less than one week to change from not hot to hot. So the historical one week data is long enough while containing the needed information and it still is not too complicated to be adopted in the actual IPTV system.
From the above comments, we use the logs of one week in this work, considering the experience that the nearer the date is, the weightier it should be, and by several tests we get the most suitable way to use it. It is that we split the data to three parts: (1) data of yesterday, (2) data of two days ago, (3) sum of past one week. In this split method, first two component take the nearly days into consider, the last component take the sum data which last a long time. This method takes enough factors that will affect the accuracy of prediction, and it is also easy to compute.
The method of the above idea is described as follows: First get one week history data, then split into files day by day, denoted by (d t-1 , d t-2 , …, d t-7 ) . Each file contains N programs. The inputs can be derived from the vector: 
The next step is to construct the neural network model. In this paper we use three layers BP Neural Network. The structure of the network is showed in figure 3.
In the structure showed figure 3, layer 1 is Input layer, there are three neurons in it which stand for the three input values: popularity of yesterday, last two days and sum of last one week; layer 3 is Output layer, the output value of the only neuron stand for the popularity to be predicted.
The middle layer is hidden layer, we set 6 neurons with a bias neuron in this layer, and it's related to the concrete problem, so it must be determined by several times of test based on real data, which can get the best performance and precision. After construct the network, we should train it. In this model the training outputs are set to a binary value derived from the popularity value of day t, given the popularity of d t , the train outputs are calculated by:
In this equation the thresh denotes the threshold of the hot programs, it is set by the how many hot videos the system needed, or how many files the system can store. It also can be changed in the training process.
With the training inputs and outputs, we use Error Back Propagation (BP) algorithm to train the model with the preprocessed data. In this implementation the activation function between the layers are the Logistic functions F(y) described as follow, Where y = weighted sum of inputs.
With the trained predictor and the given historical data, we can do the prediction of the popularity for each program and select the programs which would be hot. The proposed method is summarized as follow table 1.
III. EXPERIMENTAL RESULTS
In this section, we present the experimental results using the proposed Neural Network based popularity prediction method to verify its performance and its precision, and compare with other often used method. We use historical logs of a city from IPTV business of ZTE Corporation. The data set lasts for one month long, including news, movie, TV programs and so on, containing more than 20 million records. Besides the news, there are about 45,000 videos which have been requested in the month. Within them TV and movies take most part, and the average bit rates are 2Mbps.
To evaluate the performance, we use two metrics: accuracy (AR) and time-hit-ratio (TR). The two metrics are defined as follows: 
In above equation, AR is defined as the percentage of matched popular videos which is actually popular videos in all actual popular videos. Watched time refers to sum of all requests to the videos. So TR refers to the percentage of watched time of predicted videos take part in all watched time.
The prediction strategy often used is LRU, which takes only the data of yesterday into consider, and assume the programs which have been hot yesterday will still be hot programs today. Then in this paper we compare the results of our approach with LRU method, and verify the performance by the mentioned metrics above.
To study the performance in conditions of different number of predicted videos, the experiment is taken under different amount of videos which are to be predicted, ranging from 3000 to 14000. By using the actual historical data, the results are listed in table 1 and figure 4 .
From the results, we can see that with the amount of programs ranging from 3000 to 14000, the accuracy of our method holds steadily above LRU. And the more programs are to be predicted, the more accuracy our methods gains. For example when the amount is 3000, our method gains 1.07% more than LRU, but when the amount rise to 14000, our method gains 3.88% more than LRU, it means more than 543 programs are only predicted by our methods.
The reason is that different from LRU, the neural network combines the impact of inputs of historical data, in our method, the inputs are the three dimension input vectors containing the past week's historical information, and then makes a decision on the basis of them. By using BP algorithm with Neural Network to develop a prediction model, we can get suitable parameters for the model. While on the same time the LRU making decision just on the popularity of the past day, and dispose lost of the useful historical information which may give rise to additional accuracy.
In order to see the accuracy of NN-based predictor, the following tests are done by comparing with the predicted result using the actual data. As showed in figure 5 , the NN-based method gets close to the actual TR curve alone with the predict number grows. But there also exists a gap between the actual popularities results. The reason is that there are several hundreds of newly online videos which take some part of the total requests, and the newly online videos don't have historical information, this results in the difference between actual results and predicted results.
Considering the newly online video shouldn't take part in the prediction process, the next test is done by removing the newly online videos and comparing the accuracy with the original results. The result is given in figure 6 . We can see that without newly online videos the proposed NN-based method gain accuracy higher than 90% and TR above 95% when store 14000 videos.
IV. CONCLUSION
In this paper, a new popularity prediction approach for videos in IPTV system is proposed. We have developed a neural network framework to predict the popularities.
The proposed method is proved to be effective as evidenced in Section III. According to the experimental results, our approach can achieve more accuracy than other often used methods, and the proposed approach performed well with satisfying accuracy.
The only weakness is that the training of neural network is a time wasting work. But when the neural network model has been build, the prediction process is very fast. 
