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"Tuning" de Ia strategie d'exploitation 
J. Plre 
Introduction 
L'exploitation d'une ressource importante telle que l'ordinateur principal 
d'un centre de calcul, outre aux problemas normaux de maintenance et d'o-
peration, pose des problemas d'optimisation de !'utilisation de !'installation 
et d'optimisation de Ia qualite du service rendu aux utilisateurs qui a leur tour 
conditionnent l'emploi des ressources budgetaires pour !'extension even-
tuelle de telle ou telle facilite (materiel ou logiciel). 
L'optimisation de l'emploi des ressources va souvent a l'encontre de !'opti-
misation du service rendu car les differents composants sont utilises de fa-
c;on plus efficiente si on dispose d'un large choix de travaux a executer sans 
autre contrainte que celle de les executer tous. Le "throughput" du poste de 
nuit est dans ce sens superieur a celui de jour pendant lequel on applique 
certaines regles de "priorite" qui ne sont pas toujours favorables a un bon 
rendement de l'ordinateur. 
Par ailleurs une regie de "priorite" quoique objective et appliquee impartiale-
ment favorise certaines classes d'utilisateurs au detriment d'autres. 
Le sentiment de satisfaction ou de frustration de l'utilisateur depend prati-
quement uniquement du temps de reponse qu'il espere pour un travail deter-
mine. Son esperance de temps de reponse peut &tre tres subjective et de-
pend souvent plus de l'urgence qu'll a d'obtenir des resultats que de Ia quan-
tite des ressources necessaires a ses besolns. Par example, un utilisateur 
peut tres bien deposer en m(,me temps deux travaux: l'un demandant 100K 
de memoire et 1 minute d'execution et I' autre SOOK et 15 minutes. 
S'il est interesse fortement aux resultats du second et peu a ceux du pre-
mier, illui importera peu que celui-ci soit execute un quart d'heure apres sa 
soumission, il ne tiendra compte que du long delai que l'autre a subi. 
Le lendemain Ia position psychologique du m(,me utilisateur peut &tre com-
pletement renversee. 
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La tactlque generale actuelle 
Actuellement Ia strategie suivie pendant les heures d'ouverture des 
bureaux est de produire le plus grand nombre possible de travaux dans un 
temps donne. La priorite est done donnee aux travaux qui demandant le 
moins de ressources. 
Pendant le deuxieme shift, Ia strategie est d'obtenir le meilleur rendement 
possible de l'ordinateur en combinant les travaux de facton opportune. 
Les ressources sont d'une part l'unite centrale et les canaux, d'autre part 
les imprimantes. L'utilisation des premieres est evaluee en Temps 
Equivalent (T.E.), selon Ia formule 
ou 1/00 represente le nombre de lectures ou d'ecritures sur disques, 
1/0T le nombre de lectures ou ecritures sur bandes magnetiques et 
C.P.U. le temps de calcul en mode problema. 
Le T.E. est independant de I'U.E. (unite d'euvre) qui est l'unite de 
facturation. II sert uniquement de parametre permettant d'estimer 
grossierement le temps de residence du problema s'il s'executait en 
monoprogrammation. 
Le nombre de lignes est pris en compte sur Ia base de 2000 lignes 
d'impression pour 1 minute de T.E. 
La memoire occupee etant egalement un element important parmi les 
ressources disponibles, les travaux exigeant plus de 500K ne sont pas pris 
en consideration pendant les heures normales d'ouverture des bureaux, 
c'est-a-dire entre 8h30 -12h30 et 14h00 -17h30. La table1sert de guide. 
Afin d'eviter qu'en cas d'aftluence de travaux de haute priorite certains 
travaux soient constamment retardes, Ia priorite d'execution des travaux 
deja memorises dans les queues d'entrees est augmentee 
automatiquement d'une unite a intervalles reguliers. 
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TABLE1 
Prlorlte T.E. Llgnes 
8 1m 2000 
7 2 4000 
6 4 8000 
5 6 12000 
4 10 20000 
3 15 30000 
2 30 60000 
1 60 120000 
0 aut res aut res 
La prise en consideration du nombre de lignes demandees provient du fait 
qu'il est inutile d'executer des travaux qui ensuite etrangleraient les 
moyens d'impression. 
Les problemas •NON SETUP•(N.S.U.)· 'suivent automatiquement Ia regie de 
priorite decrite ci-dessus. Les travaux requerant en plus le montage de 
bandes magnetiques ou de disques prives sont executes dans un ordre 
respectant autant que possible cette regie, mais dependant egalement de 
Ia disponbilite des unites necessaires au montage des volumes. 
De plus, il est prevu dans des circonstances exceptionnelles d'urgence de 
pouvoir faviriser certains utilisateurs et d'elever automatiquement Ia 
priorite de leurs travaux. La priorite de base (PB) est normalement de 5 et 
cette priorite peut etre portae au maximum a 9, c'est-a-dire un gain de 4 
echelons dans Ia table ci-dessus. Par exemple avec une PB 9 un travail de 
T.E. de 10 minutes prend Ia meme priorite qu'un travail de 1 minute ayant 
Ia PBde5. 
L'octroi d'une PB superieure a 5 est naturellement controle, delivre pour 
des periodes tres limitees dans le temps et sur demande explicite des 
responsables d'objectifs car ces priorites peuvent avoir un effet nefaste 
pour tousles aut res utilisateurs. 
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Acceptation spontanee de delal 
II peut se faire·qu'un utilisateur ait des travaux a presenter, qui par leurs 
caracteristiques generales alent droit a une priorite automatique elevee, 
mais que ceux-ci n'alent aucune urgence et que leurs resultats soient 
necessaires seulement le lendemain. Si aucune indication n'est fournie a 
l'ordlnateur, ils seront executes seton leur prlorite normafe et retarderont 
probablement l'achevement de travaux plus urgents. 
Tout comme Ia P.B. peut litre elevee de 5 jusqu'a un maximum de 9, elle peut 
litre diminuee jusqu'a un minimum de 0. Dans ces conditions un travail d'une 
minute par example, prenant normalement une priorite 8 ne serait execute 
qu'en priorite 3 (correspondant a un travail de 15 minutes) et tres probable-
ment ne serait execute que ie soir pendant le 2ieme tour de travail, a moins 
d'etre presente a un moment ou Ia charge de l'ordinateur est tres faible. 
II est clair que !'application de cette faoon de proceder est laissee a l'entiere 
discretion et bonne volonte des utilisateurs. Nous avons cependant I' impres-
sion que son application pourrait ameliorer le "turn- around time" des tra-
vaux normaux. 
Tactlque future 
L'introduction de T.S.O. et de facilites R.J.E. nous conduira probablement a 
revoir notre strategie generate. 
Tant T.S.O. que R.J.E. permettent de soumettre des travaux au batch. Pour 
autant que les travaux soumis n'impliquent pas une impression locale des re-
sultats, le nombre de lignes a imprimer n'est plus a prendre en consideration 
sur les mllmes bases. 
Le temps d'execution lui aussi doit etre considere d'une maniere differente. 
II nous parait, par example, natural qu'un utilisateur de T.S.O. ou de R.J.E. 
demandant I' execution d'un oravail N.S.U. d'une ou deux minutesproduisant 
moins de 1000 I ignes d'impression (environ 2 minutes d' impression sur une 
station R.J.E.) s.ans aucune! intervention de l'operateur et n'utilisant pas plus 
de 200K de memoire,-s'attend a un temps de reponse court (inferieur, par 
example, a 10 minutes) pendant lequel il est dispose a attendre pres du ter-
minal pour prelever immediatement les resultats et continuer son travail de 
reflexion, tandis que l'utilisateur deposant son travail au guichet pour un tra-
vail a imprimer en local admet implicitement un delai d'un quart d'heure en-
tre Ia fin de I' impression du travail et Ia distribution des listes. 
Nous nous proposons done d'augmenter automatiquement de 2 unites Ia 
P.B. contenue dans les cartes JOB des travaux dont !'impression 
n'implique pas une intervention des operateurs (impression par R.J.E.). 
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Resultats esperes 
Ces nouvelles dispositions devraient a voir comme consequences: 
1) Un meilleur rendement pour les adeptes du self service 
2) Un service meilleur egalement pour les utilisateurs forces d'utiliser les 
services locaux d'entree et de sortie a I' exception de ceux qui pouvant bene-
ficier d'un service accelere refusent de faire l'effort necessaire pour s'en 
servir. 
3) L'acceleration des travaux de mise au point (compilations) 
4) La diminution du nombre supplementaire d'operateurs indispensables 
pendant les heures d'ouverture normales pour Ia gestion rapide des impri-
mantes et lecteurs locaux avec, comme consequence, leur disponibilite pour 
gerer d'autres unites peripheriques. 
5) La reduction de !'utilisation des cartes et des pertoratrices publiques. Le 
probleme de Ia maintenance de ces dernieres est enorme, car il suffit d'un 
utilisateur neophite ou negligent pour en mettre plusieurs hors service en 
peu de temps. L'aspect general des locaux avoisinant Ia salle des ordina-
teurs y gagnera egalement peut-etre par Ia diminution du nombre de cartes 
abandonnees par les utilisateurs dans les cendriers ou jetees par terre au 
lieu d'etre deposees dans les bacs prevus pour les recueillir. 
6) La diminution du volume des listes produites par les imprimantes locales 
et de !'interference des clients legitimement presses, avec le travail des 
operateurs charges de Ia conduite de ces unites peripheriques. 
Realisation 
Les mesures ne seront pas mises immediatement en application, mais elles 
le seront des que les facilites T.S.O. et R.J.E. seront suffisament develop-
pees pour que le benefice de ces regles ne depende que de l'esprit collabo-
ratif des utiUsateurs. 
II est clair que nos intentions sont de fournir le meilleur service possible aux 
personnes faisant des efforts pour ameliorer leur maniere d'utiliser le Centre 
deCalcul. 
D'une part, des cours concernant l'emploi de T.S.O. et du materiel R.J.E. se-
ront donnas et d'autre part, nous sommes prets a discuter avec les represen-
tants du USERS' GROUP des details d'application. 
Nous tenons cependant a attirer !'attention des utilisateurs sur Ia necessite 
de s'orienter vers l'autonomie, avec le moins possible d'interference avec le 
personnel d'exploitation. 
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SEAS ANNIVERSARY MEETING 1978 
D. Koenig 
SEAS - SHARE European Association - is a European Organization of 
users of IBM equipment. It has the objectives of promoting the exchange 
of information and experience among Its members and of liaising with IBM 
on matters of mutual interest. It fulfils these purposes primarily by 
organizing technical meetings. 
The SEAS Anniversary Meeting 1978 will take place in Stresa during the 
week October 2-6, 1978 and will be organized by the JRC, under the 
general chairmanship of Dr. H.J. Helms, director of the department 
Informatics, Mathematics and System Analysis. All users of the JRC 
computing facility are invited to consider the contribution of a paper which 
should be presented at the meeting. The classes of contributions which 
are envisaged are: 
a) description of research 
b) description of a new application 
c) description of practical experience, which is likely to be of general 
interest 
d) review of a field of interest 
e) instruction or tutorial 
The areas of Interest for the contributions are: 
1) operating systems (IBM's OS, VS or VM-systems and their different 
subsystems) 
2) data bases 
3) networking 
4) performance evaluation 
5) time-sharing/teleprocessing 
6) applications and lal'lguages_a§ for example 
a) APL, ALGOL or FORTRAN 
b) symbolic mathematical computation 
c) statistical applications 
d) graphics 
e) programming performance 
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The paper should be of interest to users of IBM hardware and/or software. 
The deadline for the submission of a summary or abstract of the paper is 
May 15, 1978. 
The paper should be sent to 
Prof. Dr. K. Bauknecht 
lnstitut fOr lnformatik der UniversiUU ZOrich 
8006 ZOrich, Kurvenstrasse 1 
The organization of the SEAS Anniversary Meeting is jointly executed 
by the SerVice Public Relation and Press and members of the 
Computing Centre. Since the organization of the meeting requires 
some effort, the users of the Computing Centre facilities are kindly 
asked to accept a reduced availability of system and support staff 
during the meeting itself and some weeks before the meeting. 
The Newsletter is available at: 
Mrs. A. Cambon 
Support to Computing 
Bldg. 36 ·Tel. 730 
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Des exemplaires du Bulletin 
sont disponibles chez: 
Mme A. Cambon 
Support to Computing 
Bit. 36 · Tel. 730 
Statistics of computing installation uti ization 
Report of computing installation exploitation 
for the month of March 1978 
YEAR 1978 
Number of working days 21 d 
Work hours from 8.00 to 24.00 for 16.00h 
Duration of scheduled maintenance 26.83h 
Durat1on of unexpected maintenance 20.97 h 
Total maintenance time 47.80h 
Total exploitation time 281.20 h 
CPU time in problem mode 153.02 h 
Conversational Systems: 
CPU time 2.41 h 
1/0 number 444.000 
Equivalent time 5.43h 
Elapsed time 291.00 h 
Batch proC85Sing: 
Number of jobs 9,303 
Number of cards read 2,121,000 
Number of cards punched 156,000 
Number of lines printed 27,908,000 


















BATCH PROCESSING DISTRIBUTION BY REQUESTED CORE MEMORY SIZE 
100 200 300 400 600 800 1000 1400 total 
Number of jobs 2101 3036 2023 1282 323 24 62 20 8871 
Elapsed time (hrs) 59 375 595 292 164 9 29 5 1528 
CPU time lhrs) 3 23 39 52 20 2 9 2 150 
Equivalent time (hrs) 19 50 99 135 28 4 13 3 351 
Turn around time (hrs) 0.7 1.3 2.4 3.7 4.4 3.3 5.0 5.0 1.8 
PERCENTAGE OF JOBS FINISHED IN LESS THAN 
TIME 15' 30' 1h ~ 4h sh 1D 2'> aD sD 
%vear 1977 26 42 59 75 88 97 99 99 100 
%vear 1978 31 46 62 76 89 98 100 
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Utilisation of computer center by the objectives and 
appropriation accounts for the month of March 
1.20.2. General Services · Administration · I spra 
1.20.3 General Services· Technicallspra 
1.30.4 L.M.A. 
1.90.0 ESSOR 
1.92.0 Support to the Commission 
2.10.1 Reactor Safety 
2.10.2 Plutonium Fuel and Actinide Research 
2.10.3 Nuclear Materials 
2.20.1 Solar Energy 
2.20.2 Hydrogen 
2.20.4 Design Studies on Thermonuclear Fusion 


























EQUIVALENT TIME TABLE FOR ALL JOBS OF THE GENERAL SERVICES· Monthly end Cumulative Statistics 
January February March April May June July August September October November December 
Year 1977 44 74 78 32 26 36 27 25 27 31 40 34 
accumulation 44 118 196 228 254 290 317 342 369 400 440 474 
Year 1978 51 43 56 
accumulation 51 94 149 
EQUIVALENT TIME TABLE FOR THE JOBS OF ALL THE OBJECTIVES AND GENERAL SERVICES· Monthly and Cumulative Statistics 
January February March April May June July August September October November December 
Year 1977 135 218 312 193 180 269 244 196 277 275 284 179 
accumulation 135 353 665 858 1038 1307 1551 1747 2024 2300 2584 2763 
Year 1978 211 213 283 
accumulation 211 424 707 
EQUIVALENT TIME TABLE FOR THE JOBS OF THE EXTERNAL USERS· Monthly end Cumulative Statistics 
January February March April May June July August September October November December 
Veer 1977 13 14 18 16 13 22 19 18 27 25 21 20 
accu mul atl on 13 27 45 61 74 96 115 133 160 185 206 226 
Year 1978 f2 10 11 
accumulation 12 22 33 
EQUIVALENT TIME TABLE FOR ALL JOBS OF ALL USERS· Monthly Md Cumulative Statistics 
January February March April May June July August September October November December 
Year 1977 158 241 314 242 202 294 266 217 299 299 318 235 
accumulation 158 399 713 955 1157 1451 1717 1934 2233 2532 2850 3085 
Year 1978 276 262 356 
accumulation 276 537 893 




The teleprocessing was developed during the proceding decade, when 
the existence of the public telephone not permitted the connection of 
remote terminals and central processing units. If several terminals are 
connected , the interconnection structure will be a star configuration.Such 
connections over leased telephone lines are mainly «hardware 
connections• : the application program can access the terminal in 
input/output using the usual basic software. 
Actually the TP-market is characterized by a great variety of systems in 
the fields of data acquisition, data processing, outputs, data transmission 
procedures, and a probable low use of the line capacity (bits/sec). 
In addition, the increasing demand for terminal connections, (the French 
PTI estimate +25% per year in 1975-1985 period) will result in a lack of 
communication resources. 
The only alternative to such private point-to-point connections is the 
public data transmission network. It allows the PTis to· optimize their 
investments, and through this to serve a larger user group. But it opens 
even a new dimension to the user: he is now part of user community and 
can dinamically connect to different computers or terminals according to 
his needs. 
Packet Switching 
--In order to achieve the transmission of data over a network, the most 
interesting technique is the packet switching, which was experimented in 
different other nets over the world, among these ARPA Net (USA), RCP, 
CIGALLE (France), EIN (Europe) * *). 
The idea is to split the amount of data (message, file, ... ) into short 
packets (32 or 128 bytes in the case of Transpac), to add some control 
•• A. EndrlUI, A European Informatics Network, 
Newsletter No. 11 (May 1977} 
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information such as destination, ongm, sequence number, and to ship 
them one after the other over the network, which assumes complete 
responsibility for paquet delivery; at the receiver side, packets will be 
reassembled into messages, filet etc. Inside the network, paquets of 
different logical connections may be intermixed and transmitted over the sa-
me communication link. 
The advantage is evident: the sharing of the resources of the data 
transport mechanism (buffers, lines) is profitable and side, the intelligent 
user (computer installation) has to implement the software for accessing 
the network. 
Purpose of Packet Switching Networks 
This can be summarized as follows: 
• optimize PTI's data transmission resources and face an increasing 
demand in data transmission services, which on a long term scale could 
hardly be satisfied otherwise; 
• offer a data switching service with high guarantees of performance and 
security; 
• contribute to the interconnection of different hardware material and 
therefore contribute to the propagation of international standards, 
necessary for internetwork connections. 
TRANSPAC 
TRANSPAC is the public data transmission network of the French PTI's. 
It is based on packet switching and announced to be operational in June 
1978. 
TRANSPAC is build up by a geographically distributed set of computers 
(MITRA 125 + CP50) and connecting high speed data communication 
links (exp. to 72000 bits sec). 
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The nodal centres contain the logic for the acceptance and forward 
switching of packets (CP50) and the control of logical connections (MITRA 
125) between end users. 
All vital functions in a node (hard, soft) exist twice, with an automatic 
switch in case of system or hardware failure. Combined with a 
permanent human supervision, this should provide a very high 
disponibility near 24h/day. User entry points in the network are the nodes 
(•) and local or distant multiplexors with concentrator function~. 
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Access to TRANSPAC 
According to the type of terminal equipment and the desired line speeds, 
the possible logical and physical connections are summarized In the 
following table: 
terminal connectad physical sp•d ICCISS 
to connection ranges procedures 
bit/s (soft) 
anynchronous local or special lines 110 .•. 1200 contained 
teletype distant dial-up in the 
compatible multiplexar telephone 110 •.. 300 PTT's 
only dial-up telex 50 multiplexors 
synchronous network special 
computers or noches lines 
intelligent multiplexors only 2400 ... 48000 X25 
terminals 
Asynchronous users (IBM: startstop) can generate only single 
characters. There is therefore the need for some software in order to 
collect the characters into a buffer, to build-up paquets to forward to the 
net, and to maintain a command dialogue with the terminal user on the one 
side and a control dialogue with the remote destination on the other side. 
This software is developed by the PTI in the «multi-plexors•, and this is 
the reason why teletypes can only be connected to multiplexor points. 
Synchronous users have to deliver and accept paquets, and to respect for 
the opening-, closing- and aknowledgement scheme the X25 standard: 
proposal No. 25 of the CCITI (Comite Consultatif International Telegraphique 
et Telephonique). X25 will be the access procedure to EURONET and in ge-
neral for public networks. 
Charging rates (as announced by the French PTT) 
A monthly «all-in• rental including customer loop and modems is 
independent of the distance from the switching centre: no geographic 
area will be at desadvantage. 
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The main charge of using the service depends on the volume of data 
transmitted and the transmission speed, but is independant of the distance 
between sender-receiver, as shown in the table for two typical 
connections: 
Charging rates (as announced by the French m) 
installation per month per minute of per 1024 
(once) logical connection bytes* 
Teletype 800 F 270 F 0.01 F 0.05 F 300 bits/ sec 
Synchronous 1600 F 680 F 0.03 F 0.05 F 4800 bits/sec 
* This is counted in units of 64 bytes. ,Paquets ~ 64 bytes are cha'fled for 64 bytes. 
In order to evaluate the obtainable benefit, consider the following 
examples: 
1) A star-net Multipoint (600 bits/sec), with 22 terminals distributed over 
the whole french territory and a central processing unit in Paris, would 
have line costs of about 85000 F/month. 
Using TRANSPAC, the mensual note would be 17000 F, on a basis of 
80 Kbytes per terminal and day. 
2) The connection of a teletype to a CPU (distance 215 km) by a leased 
line (normal quality, 1200 bit/s) would cost about 5300 F /month. 
Using the terminal 5 hours/day, transmitting 200 Kbytes per day, the user 
connection to TRANS PAC would cost about 950 F. 
Conclusions 
While experimental packet switching projects ex. EIN in which our centre 
is direct!Y involved, are still in progress, one assists now at the production 
stage: the commercial use of packet switching data transmission. 
The same concepts and access procedures as in TRANSPAC will be used 
in EURONET which should be operational in the early 79. EURONET in the 
network of the European Communities with the (initial) scope to give 
access to the scientific and technical data bases in the different EC-
countries. 
As our centre tries to connect to EURONET as soon as possible, an 
analogous article about EURONET will appear in the near future, as well as 
more detailed presentation of the logic of the X25-standard. 
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Note to the Users 
The system group informs the users that a new version of the COBOL 
compiler (IBM product program 5734-CB1 COBOL ANS V3., version 3.3) 
is now available on the machine. 
In this version of the compiler about 280 errors of the previous version 
(version 3.2) are corrected and can be invoked via the COBOL-prompter 
under TSO (more information for TSO users will be given in the next issue 
of the Newsletter). The new version of the compiler (version 3.3) is not 
compatible with the previous version. This means that all programs 
compiled with the new version may not use modules compiled with the 
old version (version 3.2). To allow a gradual changeover from one version 
to the other, both version will be maintained for some time. To allow the 
users an easy changeover without unfluencing the present production the 
following solution was implemented. 
To call the new version (3.3) and the corresponding library in a batch 
execution of a job, the user must code in his EXEC card the parameter: 
V=ANV 
Example: //STEP1 EXEC CBPC,V-ANV 
To call the old version (3.2) of the compiler in a batch execution of a job, 
the user must not specify this parameter. This means that a user 
automatically uses the old version of the COBOL compiler if he does not 
change the JCL statements, which he is using up to now. 
A complete list of the diagnostic messages of the new version of the 
compiler given at compile-time and at run-time of the program can be 
obtained by executing the following program: 
//SOIA EXEC CBPC,V-ANV 







FINE. STOP RUN. 
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Les personnes interessees et desireuses de recevoir reguliere-
rnent "Computing Centre Newsletter" sont priees de remplir 
le bulletin suivant et de l'envoyer a 
Mrne A. Cambon 
Support to Computing 




The persons interested in receiving regularly the "Computing 
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and to send it to: 
Mrs. A. Cambon 
Support to Computing 
Building 36, Tel. 730 
Nom •••••••••••••••••••••••••••••••••••• ••• • • •• • •• • •• 
Address •••••••..•••••••.•••.•••...•.••.••••••••••••••• 
Tel ...••••..•.....• 
