The principal transfer of energy from protons to a medium involves a two stage process: (1) energy loss by the protons in ionizations and excitations and (2) the subsequent absorption of this energy which is largely transmitted by {) radiation. In the case of uncharged particles, one distinguishes between kerma (the energy transferred to charged particles) and the absorbed dose. In the case of charged particles, the distinction is between cema and absorbed dose.
For protons of energy E and fiuence CP, the cema is given by C(E) = cJ>(E)S(E)m/P [Jkg-I ] (5.1) and for a fiuence distributed in energy,
where S(E)m/ P is the mass electronic stopping power for medium m in units of J m 2 kg-I, cP is the fiuence in m-2 and CPIiE) is the fiuence in m-2 J-I. Proton generated secondary electrons are of low energy and short range, so cema and absorbed dose are approximately equal, similar to the situation of kerma and absorbed dose for indirectly ionizing radiation when charged particle equilibrium exists. The greater the validity of this approximation, the simpler the interpretation of measurements and the more accurate the prediction of dosimetric quantities. In the following, cema and absorbed dose will generally be assumed to be equal. Below a few hundred Me V proton energy, elastic and nonelastic nuclear interactions occur but, with a few exceptions mentioned below, they are of secondary importance for determining the absorbed dose in clinical situations. Figure 5 .1 shows the relative absorbed dose as a function of depth for a 250 Me V plane parallel beam of protons impinging upon a water slab ("planar fiuence"). In Figure 5 .2, absorbed dose values normalized to the total absorbed dose at that depth are plotted as a function of depth in water for primary and secondary protons, mass two and mass three particles, alpha particles and heavier nuclear recoils. Nonelectronic interactions contribute less than a few percent to the absorbed dose except near and just beyond the primary proton range. Amongst the nuclear processes that occur, neutron production has a significant impact on absorbed dose due to the large mean free path of these neutrons combined with the production of heavy charged particles generated by subsequent neutron interactions. The significant fiuence of secondary neutrons is demonstrated in Figure 5 .3. The values shown in Figures 5.1 through 5.3 were calculated using the LAHET code (Prael and Liechtenstein, 1989) . For these calculations, a non-divergent beam of protons was allowed to impinge upon an infinite slab of water. The resulting dose is equivalent to that which would be obtained in a small region in the center of the water slab due to bombardment with a uniform parallel fiuence of protons. Since nuclear interactions are modeled by LAHET using an intra- nuclear cascade, which is not entirely appropriate in this energy region, these results only estimate possible energy depositions from nuclear interactions. However, the results do suggest that the cema approximation will generally be applicable for interpreting the response of most instruments and dosimeters in the region containing primary protons. Nuclear secondaries may become important when consideration of the biological effectiveness elevates their dosimetric impact. As indicated in Figure 5 .2, this occurs near the end of the proton range. In addition to the potential biological effect due to nuclear secondaries for a range modulated proton beam, slowing protons near the Bragg peak may be expected to produce an enhanced biological effect.
Absorbed dose determination for energetic proton beams is an inherently simpler process than for indirectly ionizing radiation or for electrons. The dosimetry of indirectly ionizing radiations is complicated by the sensitivity of the response to the materials that compose the dosimeter. Therefore, the elemental composition of dosimeters used for such radiations should closely approximate that of the material in which absorbed dose is to be determined, such as water. Although electrons are directly ionizing, their dosimetry is also difficult since they undergo frequent scattering due to electron-electron collisions and lose considerable energy from single event radiative processes. Therefore, the dosimeter for use in electron beams must respond to a large range of electron energies as well as a spectrum of photon energies. Not only must the dosimeter replicate the elemental composition of the material in which absorbed dose is to be determined, but the dosimeter must not perturb the fluence of electrons and photons traversing the dosimeter. For both electrons and photons, the response of the dosimeter is dependent on the surrounding media.
When proton absorbed dose is determined, it is usually measured in some material that differs from the material of interest. For example, measurements might be made in a water medium using a gas-filled ionization chamber constructed with walls of some other material such as plastic. The absorbed dose to soft tissue is then inferred from the response of the dosimeter which is not composed of tissue. In this case, the ionization produced in the filling gas must be related to the absorbed dose in the material of interest. To the degree that the cema approximation applies, interactions in the chamber walls and surrounding media produce no direct response in the gas. The relationship between absorbed dose in the gas and absorbed dose in the medium of interest is determined by the ratio of the mass electronic stopping powers for the two materials. If the ratio of these stopping powers is independent of proton energy, the ionization chamber response determines the absorbed dose to water or tissue in a simple and straightforward manner.
The response of a radiation detector to a proton beam is also influenced by the geometry of the detector. This is due to the fact that the energy deposited by a particle in the detector depends on both the effective stopping power of the medium and the path length of the particle in the medium. As an example, the response of cylindrical and parallel plate ionization chambers would be expected to differ due to differences in mean path length (Bichsel, 1996) .
Fluence Measurements with a Faraday Cup
A Faraday cup is a device which can be used to determine the number of protons in a beam. Protons that reach the thick absorber inside the Faraday cup produce a net charge proportional to the number of protons, Q = N e, where Q is the charge collected, and e is the charge per proton. The electrically insulated and conducting proton beam absorber must be thick enough to stop all primary protons and proton-produced secondary charged particles in the absorber. Such instruments are commonly used to measure the current in charged-particle beams at accelerators. Proton currents can be determined accurately with this device.
A potential error in this measurement can occur from particle fluence not due to the proton beam. Interactions of protons with upstream absorbers produce charged spallation products and electrons that may add to, or subtract from, the measured charge. Charged products generated in the sensing absorber, usually electrons, may escape the absorber and modify the response. Appropriate use of thin entrance foils, vacuum environs, and trapping electromagnetic fields surrounding the sensing absorber minimizes effects due to secondary electrons (Verhey et al., 1979; Vynckier et al., 1984; Kacperek and Bonnett, 1989) .
A more subtle problem concerns energetic protons and other heavier charged particles produced near the periphery ofthe absorber by fast neutrons generated by proton interactions in the upstream portion of the sensing absorber. The use of non-hydrogenous high-Z absorbers with concomitantly small particle production cross sections minimizes this effect.
Finally, if the bombarding proton beam is completely stopped in the Faraday cup and is uniformly distributed in a known area a, the measurement yields a proton fluence or fluence rate. The cema in medium m for this beam condition is given by:
where 1>PE is the proton fluence and N is the number of protons in beam area a.
Under the cema approximation, the Faraday cup can be used to calibrate a dosimeter in terms of Vacuum chamber absorbed dose to material m. For dosimeter calibration, care must be exercised to ensure that the proton spectral fluence bombarding the Faraday cup is well known. In addition, the uniformity of the proton fluence in area a must be confirmed as the Faraday cup responds indiscriminately to all charged particles entering the collection mass. Figure 5 .4 shows a schematic view of a typical device employed for such measurements (Raju et al., 1969) .
Absorbed Dose Measurements with a Calorimeter
Unlike measurements based upon the products produced by the interaction of ionizing radiation with matter, e.g., ionizations, a calorimetric measurement is a direct determination of the energy imparted to a sensing element as indicated by a temperature change. Assuming that all the deposited energy is thermalized, absorbed dose may thus be directly determined in a calorimetric measurement. Knowledge of such radiation parameters as the mean energy needed to create an ion pair, W, or the chemical yield per unit energy deposited, G, and of the dependence of these quantities on ionizing particle species and energy, is not required. A calorimetric absorbed dose determination can provide an independent confirmation of ionization determinations that is especially important for absolute results. A complete discussion of calorimetry measurements may be found in Domen (Domen, 1986) , while Attix (Attix, 1986) provides an excellent descriptive introduction.
Implementation of calorimetric determinations involves the measurement of the temperature change in a mass of material resulting from energy imparted by ionizing radiation. Many such devices operate in an adiabatic manner. A core of material is surrounded by one or more insulating jackets. Before, during, and after irradiation, the core and surroundingjackets, which are irradiated simultaneously, are maintained at equal temperature. The net core temperature change, relative to the pre-irradiation period, is then proportional to the energy deposited by the ionizing radiation. To ensure that the signal derives from the material of interest, even for large imparted energy density, a core mass of several grams is usually employed. The imparted energy per unit mass is then representative of the average absorbed dose to the core material. Conversion of the measured temperature change to energy imparted is accomplished by knowledge of the mass of the core, combined with either calibration of the temperature response of the core with resistive heating or knowledge of the core specific heat value. Adiabatic calorimeters usually use homogeneous core and jacket materials such as graphite (Domen and Lamperti, 1974) or A-150 tissue equivalent plastic (Mcdonald et aZ., 1976) . The temperature change is typically of the order of 10-3 °C per Gy. Thermistors are metal oxide semi-conductors with a negative temperature coefficient which can be used in conjunction with a Wheatstone Bridge to conveniently determine this temperature change with great precision. Water calorimeters have been developed to provide a more direct determination of absorbed dose to water (Domen, 1980) . These devices are operated in a non-adiabatic manner and the temperature in a small region of the water calorimeter surrounding the thermistor temperature-sensing element is directly measured. If conduction and convection heat losses are minimal, the temperature rise is directly related to the energy imparted per unit mass near the measurement point. Knowledge of the thermal heat capacity is assumed in this determination. Schulz and co-workers have developed a water-based portable calorimeter for absorbed dose determinations in photon, electron and, more recently, in proton beams (Schulz et aZ., 1987; Schulz et aZ., 1991; Schulz et aZ., 1992) . Domen has provided a thorough discussion of the implementation of water-based calorimetry (Domen, 1994) .
Although calorimetry avoids difficulties associated with determination or knowledge of the radiationspecific parameters, technical problems may limit the accuracy of the measurement. Perhaps the most significant is the conversion of deposited energy into non-thermal processes such as chemical reactions. These reactions may create or absorb heat, i.e., they can be either exothermic or endothermic. In the latter case, one can define a thermal defect as the fraction of the energy imparted that does not appear as heat in the calorimeter material. For example, the thermal defect for A-150 plastic is reported to be about 4% ::!:: 1.5% (Fleming and Glass, 1969; Mcdon-aId and Goodman, 1982; Schulz et aZ., 1990) . Since A-150 plastic is a mixture of several materials, the thermal defect may be sensitive to the manufacturing and curing process as well as the radiation history of the sample. Not surprisingly, the thermal defect in water can be sensitive to absorbed impurities. Thermal defect values of several percent are possible. Investigations by Domen (1994) and Schulz et aZ. (1992) indicate that by using nitrogen-purged high resistivity water, the thermal defect can be made small.
Beyond the difficulty of the thermal defect, a number of other technical problems are frequently encountered. For water calorimeters operated near room temperature, convection currents are a recurring problem. To achieve an adequate signal-to-noise ratio for the small induced changes in thermistor resistance from radiative heating of the water bath, low power dissipation in the thermistor is essential. For adiabatic calorimeters, the conversion from absorbed dose in the core to absorbed dose in water is accomplished by using the mass electronic stopping power ratio between the core material and water. Hence, knowledge of the energy spectrum of the directly ionizing particles creating the heat is required. Since the calorimeter should be operated adiabatically, careful control of heat exchange between the core and jacket is needed. For measurements near the Bragg peak, correction should be made to the stopping power due to energy loss of the particles in the core.
Absorbed Dose Measurements with an
Ionization Chamber
Introduction
The field of radiation measurements is dominated by gas ionization techniques. Gas filled ionization detectors are widely used in proton radiotherapy. Applications include: monitoring proton beam intensity, determination of spatial beam location, verification of the uniformity of proton intensity following lateral dispersion, absorbed dose determinations in phantoms, etc. For each application, ionization detectors bring a complement of advantages and disadvantages.
Conceptual Description of Absorbed Dose Determination
As already discussed, protons are, for the most part, directly ionizing, losing energy primarily through electronic interactions. This transfer of energy to secondary charged particles is defined by cema. Subsequent interactions by these secondary charged particles impart energy to the media, described by absorbed dose. Even for very energetic protons, secondary electrons impart their energy to the media close to their point of creation so cerna and absorbed dose are effectively equal. Therefore, the absorbed dose, D g , and cerna, C g , in the gas of the ionization chamber cavity are given by, ;, (5.4) where i indicates particle type, E is the particle energy, and (S(E)/P)g,i is the mass electronic stopping power of gas g for particles of type i. The measured quantity is the charge produced in the gas by directly ionizing particles and it is related to the absorbed dose in the gas by (5.5) where Jg)E) is the charge produced per unit mass of gas and w/E) is the differential mean energy required by particles of type i with energy E to produce an ion pair in the gas. The use of differential w or integral W values is discussed in Section 5.4.3.2. Including all particle species and energies, the charge produced per unit mass of gas is given by
where w represents a value averaged over particle type and energy. Absorbed dose in the gas and absorbed dose in another medium are related by the ratio of mass electronic stopping powers and thus the absorbed dose in the medium, D m , is given by where m indicates the medium of interest.
Interpretation of Ionization Chamber Response
Inherent in these considerations is the assumption that the gas ionization is produced only by the primary particles, that is, that particles generated in the surrounding medium, e.g., the chamber wall material, contribute no additional energy depositions to the gas. Given the above assumption, two additional problems relative to the determination of absorbed dose must still be addressed: (1) the implications of the dependence of the stopping power on medium and particle type and (2) the effect of replacement of the particle-and energy-dependent w(E) value by a mean value. These are discussed in the sections below.
Considerations of Stopping Power.
The dependence of the stopping power on medium and particle type is the easier problem to address. Recognizing that the primary particles are protons and that for energies below a few hundred MeV, proton energy losses are due primarily to electronic interactions, contributions to ionization by charged particles other than protons can be ignored. Hence the absorbed dose to the medium is related to ionization in the gas by
Noting that the dependence of this ratio of integrals upon particle energy and material atomic number becomes significant only at particle speeds approaching that of the orbital electrons (Evans, 1955), a mean value may be used to approximate the spectral integration,
(5.10)
Therefore, the absorbed dose to the medium is given by (5.11) where Smg represents an effective value that takes into account the proton energy spectrum. The method for determining the effective value is discussed in Section 7.5. Use of the effective stopping power approximation is unnecessary if the ionization chamber filling gas and detector material are identical in elemental composition and furthermore identical to the material under study, e.g" water. In that case, there is no stopping power correction and any energy depositions in the gas not due to primary particles interacting with the gas or due to particles emanating from the surrounding medium are properly incorporated into the gas response, i.e., the detector functions as a homogeneous Bragg-Gray cavity.
In general, no material exactly matching tissue or water is available for ionization chamber construction. Note that a water calorimeter very closely approximates a perfect soft tissue dosimeter for protons. A solid tissue substitute is A-150 tissue equivalent plastic which is commonly employed for chamber construction. This material closely matches the hydrogen content of muscle but replaces most oxygen with carbon (Smathers et ai., 1977) . So-called methane-or propane-based tissue equivalent gases have compositions intennediate to tissue and A-150 plastic. For comparison purposes, Table 5 .1 lists the elemental compositions of several important dosimetric materials (Rossi and Failla, 1956; ICRP, 1959; ICRU, 1964; Goodman, 1969; Srdoc, 1970; ICRU, 1977; Smathers et al., 1977; ICRU, 1984b; ICRU, 1989) . As can be observed, the elemental compositions of common dosimetric materials only approximate the values for soft tissue. The potential error introduced by using these materials and the aforementioned approximation to the conversion from ionization to absorbed dose is directly related to the relative mass electronic stopping power values. The validity of using a mean value for the stopping power ratio for the material and filling gas is demonstrated by considering the variation of this ratio for various materials, proton energies and filling gases. Such values are plotted in Figures 5.5 and 5.6 for the materials muscle, water, A-150 tissue equivalent plastic, and carbon and for a filling of air or methanebased tissue equivalent gas mixture (Rossi and Failla, 1956 ) versus proton energy. Stopping power data used to calculate these ratios were taken from the ICRU tabulation (ICRU, 1993) and are summarized in Table 5 .2. As seen in the figures, the variations in the ratios of stopping powers with energy are primarily at energies below 10 MeV.
The ratio of stopping powers between 1 and 250 MeV proton energy varies by less than 6% and by about 1.1% for A-150 plastic to air and carbon to air, respectively. In the range of 10 MeV to 250 MeV, the same ratios vary by 2% and 0.9%, respectively. The presence of hydrogen in A-150, water, and muscle increases the stopping power relative to air, espe- 1.00
..- TE-methane ratio varies by 1% and 0.3% for the same energy ranges. A 1 % variation in the stopping power ratio, for air or TE-methane, is similar to the uncertainties in the individual stopping power values themselves. Heavier charged particles produced by proton interactions with the wall or gas material also have stopping power ratios that are nearly independent of particle energy if the particle speed exceeds f3 0.05. Thus the mean value used is insensitive to the proton energy spectrum above 10 Me V for air filling and above 1 Me V for TE-methane filling. Finally, as the range of protons in unit density material at energies below 1 and 10 MeV is less than 30 /Lm and 1.2 mm, respectively (see Table 5 .3 which is also based on the ICRU values nCRU, 1993)), any variation of the stopping power ratio for those protons will affect only a small portion of the proton energy distribution.
With respect to the uncertainty of the mean stopping power ratio value, variations in the calculated values in the most frequently used tabulations (Andersen and Ziegler, 1977; Janni, 1982; ICRU, 1993) result in differences of up to 2% in ratios needed for clinical proton dosimetry. The most recent of these tabulations from the ICRU establishes parameters that take into consideration available data for all elements, compounds and mixtures. The errors in the resulting stopping power ratios are expected to be no more than 1 % (1 s.d.) . 5.4.3.2 Considerations of wand W. Knowledge of w or W is required for the conversion of charge collected in an ionization chamber to deposited energy. The value of W(E) for charged particles of energy E in a gas is the mean energy required to create an electron-ion pair by an ionizing particle which imparts all its energy to the gas. WI e has units of J/C. A more understandable interpretation of W(E) arises from recognizing that EIW(E) is the mean number of ion pairs formed when particles of energy E dissipate all their energy in the gas. Note that W(E) or EIW(E) represents an average over all energies less than E.
For indirectly ionizing radiation such as photons or neutrons, or when directly ionizing particles dissipate all their energy in the gas, W(E) is the correct dosimetric conversion coefficient from ionization to energy imparted to the gas. Secondary particles of all energies less than that of the indirectly ionizing radiation are generated and interact with the gas and make W(E) the proper choice (Verhey and Lyman, 1992). As protons, even for range modulated beams, lose only a fraction of their energy in traversing the gas, the proper conversion coefficient is the differential value, w(E). Here llE/w(E) is the mean number of ion pairs formed when a particle of energy E expends IlE in the gas. Use of w is appropriate even for protons of as little as 500 ke V energy, as their range in air or TE-methane at standard temperature and pressure is more than one cm, significantly larger than the dimensions of a typical ionization chamber. As discussed below, w(E) and W(E) are largely independent of energy for particle speeds which are well in excess of orbital electron speeds.
The reasons for the variation of the value of W(E) with particle energy and species are subtle and uncertain. No explicit treatment of this problem is available. A comprehensive discussion of these phenomena is given in JCRU Report 31 (JCRU, 1979) . Generally, variations in W(E) or w(E) values occur when the proton speed is similar to that of orbital electrons in the stopping gas resulting in a competition between ionization and excitation as the protons slow down. Above this speed, variations are reduced. Figure 5 .7, taken from ICRU Report 31, shows a plot of measured W values for protons of different energies stopping in TE-methane gas. Similar data are shown in Figure 5 .8 for nitrogen. The variation in W at lower speed is apparent. Variations in W for alpha particles and heavier ions of similar energies are more significant due to their lower speed.
The ICRU (JCRU, 1979) recommends W Ie values of31.0 1.5 J/C and 36.5 ± 1.5 J/C for TE-methane and nitrogen, respectively, for the proton energy range 10 < E(keV) < 4000. As indicated by these recommendations, few measurements of W or ware available for protons at higher energies. For air, the JCRU suggests a value of 35.3 J/C below 1.8 MeV proton energy and 35.2 J/C, the value determined for such as argon is expected to be independent of electrons from 60CO -y-ray interactions, 70-MeV pro-0 a.. Petti et at. (1986) measured w values for nitrogen produced by charged particles (Hiraoka et at., 1988) . rx: u and argon at 150 MeV proton energy by ionization
The neutron beam was created by bombarding a ..... yield. Proton energy loss was directly measured and, beryllium target with 30-MeV deuterons. Ratios ofw therefore, no stopping power data were needed. They values were determined by substituting different report w / e values for nitrogen and argon of 36.3 ± gases into an ionization chamber exposed to constant 0.8 and 26.5 0.6 J/C, respectively. The argon and irradiation. The resulting data were then normal-
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-"" .... Table 5 .4. Normalizing to the nitrogen value, the w values for the different gases for proton bombardment were found to agree with ICRU Report 31 values except for methane. For comparison purposes, the ICRU recommended values for protons are included in this table (ICRU, 1979) . Note that the w Ie value which Hiraoka et at. obtained for air, 35.3, is in agreement with the ICRU value of 35.2, but greater than the value 34.3 recommended by the AAPM protocol for heavy charged particle therapy (AAPM, 1986) . The European Clinical Heavy Particle Dosimetry Group, ECHED, adopted the ICRU recommended w value for air (Vynckier et ai., 1991; Vynckier et at., 1994) as did the Japanese particle groups (Hayakawa and Schechtman, 1988) .
Denis et al. (Denis et al., 1990 ) measured a wle value for nitrogen of 36.8 :t 0.5 J/C for 66 MeV protons in agreement with the value of36.3 :t 0.8 for 150 MeV protons measured by Petti et al. (1986) and with the recommended ICRU value for much lower proton energies. Their corrected value for air, 35.6 :t 0.61, is in agreement with the ICRU reported values, albeit at lower proton energies, and with the work of Hiraoka et al. at similar energies.
Siebers et al. compared absorbed dose to water determined with a calorimeter to that determined by an air filled ionization chamber to deduce w near the entrance region in a 250 MeV proton beam (Siebers et al., 1995) . Measurements were made in a water slab at a depth of 100 mm where the mean proton energy was 180 MeV. A water calorimeter of the Schulz design (Schulz et at., 1987) was used to determine absorbed dose to water in the region surrounding the thermistor. Using a dummy calorimeter to provide the same physical geometry, an air-filled ionization chamber was exposed to the identical proton fluence. By equating the absorbed doses determined by each device, the wi e value for air is given by where D~~ter is the absorbed dose to water determined by the calorimeter, mair is the mass of air in the ionization chamber, Sair,water is the mean air to water mass electronic stopping power ratio for protons of this energy and Qair is the charge collected in the cavity. Stopping power values were taken from ICRU Report 49 (ICRU, 1993) . Two techniques were used to determine main one based upon a BOCO air kerma calibration and the other based upon an exposure calibration. A third approach used the same BOCO beam to directly calibrate the ionization chamber to absorbed dose in water using the water calorimeter. Results are summarized in Table 5 .5, The w value for air which Siebers et al. have derived is consistent with that derived by combining the argon w measurement of Petti et al. with the air to argon w ratio measured by Bakker and Segre. Note that in this determination, the measured response in both the calorimeter and ionization chamber is due to all particles which deposit energy in the gas, including nuclear secondaries, thereby closely mimicking the situation encountered in clinical work.
Two further comparisons between ionometry and calorimetry have been reported which can be used to infer w-values for protons. Delacroix et al. made measurements in range modulated proton beams with effective energies of 33 and 52 MeV and in an unmodulated beam at 186 MeV (Delacroix et at., 1994) , using an A-150 plastic calorimeter and an air filled ionization chamber in a solid plastic slab. Ifthe measurements are interpreted using ICRU Report 49 stopping powers, a wi e value of 34.3 :t 0.3 J/C achieves agreement between the calorimetric and ionometric determinations at the effective proton energies. In a similar comparison, Seuntjens et at.
determined the absorbed dose to water by calorimetry and air ionometry in an 85-MeV range modulated proton beam (Seuntjens et ai., 1994) . These results were also consistent with a wi e value of 34.3 :t 0.3 J/C. Nitrogen Gas 50 0 Boring et aL 1965 6-Nguyen et al. 1980 48 + Lowry and Miller 1958 • Thomas and Burke 1986 181 Schaller et al. 1963 • Denis et al. 1990 0 Larson 1958 .t. Petti et al. 1986 X Parks et al. 1972 • The w value in air is not currently well established for proton energies encountered in radiotherapy. All low energy W(E) Ie measurements (ICRU, 1979) and two w(E)le determinations near 65-MeV proton energy, (Denis et al., 1990) and (Hiraoka et al., 1988) , are consistent with a value of 35.3 ::!:: 0.4 J/C. Determinations of wi e for energies at or above 150 MeV proton energy yield a somewhat lower average value of 34.4 :::!:: 0.4 J/C. Using stopping powers from ICRU Report 49, the most recent measurements cited indicate a w value near 34.4. Clearly, more comprehensive w value determinations are needed in the energy range from 20-to l50-MeV proton energy to resolve these differences.
The comparison of calorimetric and ionometric measurements at the same point in a proton beam are particularly important as this procedure closely mimics the clinical situation. Such measurements inherently determine the effective product of the w value and the mass electronic stopping power ratio of water to air for the range of energies and particle types present in the treatment beam, thereby avoiding direct dependence on knowledge of w(E) Ie.
Determinations of w(E) Ie and W(E) lefor nitrogen and air are summarized in Table 5 .6 and Figures 5.8 and 5.9. Until more accurate measurements are available between 20 and 150 MeV, use of a wi e value in air of 34.8 :::!:: 0.7 J/C for effective proton energies above 50 MeV would be consistent with calorimetric comparisons and with the available direct measurements.
Determination of Absorbed Dose to Water
The determination of absorbed dose in a phantom using ionization chamber response depends on a calibration of that response in reference conditions. 25 deuterons and sHe) and WI e (neutrons and 60Co) values in JC-l for the stated radiations. Energies shown for 60CO and neutrons are mean values. Values denoted by {tJ are normalizing values for that radiation madality.
Data were taken from Hiraoka et al. (Hiraoka et al., 1988) . The ICRU-proton values are from ICRU Report 31 (lCRU, 1979 ) except for TE-methane which is taken from Goodman and Coyne (Goodman and Coyne, 1980) There are three distinct methods for obtaining that calibration which will be discussed in this section.
Detailed recommendations for the factors to use in these calibrations will be discussed in Section 7. 5.4.4.1 Determinations Based on Fluence. This section deals with the method of determining absorbed dose beginning with a fluence measurement of monoenergetic protons. As discussed in Section 3, a fluence measurement leads to a determination of cema. We will assume that the absorbed dose in water will be equal to cema. Although there are a number of devices which might be used for the determination of fluence, such as scintillators or induction coils, we will assume the use of a Faraday cup due to its simplicity and availability. The Faraday cup calibration technique in a proton beam normally starts with the implementation of a monoenergetic beam small enough in cross-section to be completely accepted by the aperture of the cup. Since this beam will not normally be used for treatments, the cema which is determined at the location of the cup must be transferred to a secondary device, normally an ionization chamber which is small enough to be irradiated uniformly in the calibration beam (Verhey et at., 1979) . A transmission ionization chamber is used to monitor the total proton flux. If the entire beam is accepted into the Faraday cup, then the number of protons measured in the Faraday cup per unit charge (monitor unit) in the transmission ionization chamber can be determined. The cema in water per monitor unit is then given by: MeV cm 2 g-l (1 % uncertainty (1 s.d.) for a well-defined energy) and C w is expressed in Gy/monitor unit. In the case where the calibration beam is monoenergetic, this can be rewritten as N (S(E)lp)w(1.602 X 10-10 ) a (5.14) where N is the number of protons of energy E entering the Faraday cup per monitor unit and a is the effective area of the beam in cm 2 assuming uniformity (1 %-2% uncertainty). Mass electronic stopping powers as a function of energy are given in Table 5 .2. Once the cema in water at the location of the Faraday cup is determined, a transfer ionization chamber is irradiated at the same point in the same beam and its response determined per monitor unit of the transmission chamber. This can be converted into a response per unit absorbed dose as follows:
( 5.15) where J g D I (w(E) Ie) is the response of the transfer ionization chamber per monitor unit in units of collected charge per unit mass. In essence, this constitutes a determination of(S(E)1 pVw(E)le, resulting in a calibration of the transfer chamber in terms of absorbed dose to the filling gas, under the generally accepted justification that cema and absorbed dose are equal. Knowledge of the beam area extends the Faraday cup response to a fluence measurement. Due to the simplicity of operation, the precision of a Faraday cup fluence measurement is high. The accuracy of the resulting dose calibration of the monitor chamber in proton absorbed dose per unit collected charge by this method is critically dependent on the knowledge of the energy spectrum of protons in the calibrating beam as well as the effective area of the beam.
The assumption that the calibration of the transfer chamber can be used in any other proton beam without modification depends on the linear response of the transfer ionization chamber with deposited energy over the entire range of proton energies present in the beam.
Determinations Based on Air Kerma Calibrations
This method is based on the determination of the mass of gas in an ionization chamber using knowledge of the air kerma calibration factor determined in a 6OCO beam. When the gas in an ionization chamber receives an absorbed dose, Dg,p from protons, the charge, produced Qg,p, is Qg,p [Dg,p (w:,) e)] , (5.16) where mg is the mass of the gas, and wg,p the average energy expended by protons in the gas to produce an ion pair. The simplest method of determining the mass m uses a known calibration factor for the chamber for another radiation; in particular, N K , for 60CO gamma rays, which is obtained from a standards laboratory. This 60CO calibration factor is combined with fundamental parameters and factors which depend only on the geometry and material of the chamber to determine the mass of gas in the detecting volume ofthe chamber. That is:
where NK (1 -g) Awall Aion
Swall,g (lkenlP)air,wall K hum (5.17) (5.18) and where NK is the air kerma calibration factor for 60CO in units of kermalreading (independent of gas in chamber), g is the fraction of secondary electron energy lost to bremsstrahlung (approximately 0.003 (HoutiIlon, 1987), Swall,g is the mean ratio of restricted mass stopping powers from wall material to the gas for the secondary electrons, (lkedP)air,wall is the mass energy-absorption coefficient ratio from air to wall for 60CO photons Awall is a factor which corrects for the absorption and scatter in the wall and build-up cap (referred to as katt in many protocols (ICRU, 1984a; IAEA, 1987) , A lon corrects for ion recombination during the calibration, K hum corrects for the difference in response between ambient air and dry air and (Wei e) is the mean energy required to form an ion pair in the chamber gas (normally ambient air) for 6OCO photons in units of J/C. When using ambient air, a value of WJe should be used which accounts for the presence of water vapor. Note that ND,g is the absorbed dose to the gas in the chamber in units of Gy C-l and is identical to Ngas defined by AAPM (1983) and N D defined previously by the ICRU nCRU, 1984b). Note also that this definition of ND,g assumes a homogeneous chamber with wall and cap of the same material. Finally, it should be noted that it assumes that ion recombination effects in the calibration condition are separately evaluated and accounted for in A ion ' In the case that the calibration factor is based on exposure, one can obtain NK from N x by the expression NK (l-g) = N x (Wei e) (2.58 X 1(4) where N x is the exposure calibration factor in units of R C-l. For ionization chambers commonly used in clinics, recommended values for the above factors can be found in the literature (N ath and Schulz, 1981; AAPM, 1983; IAEA, 1987) . Specific recommendations for commonly used ionization chambers are given in Section 7.
Once the mass of gas has been determined by this technique, the ionization chamber can be used to determine the absorbed dose to water in a proton beam as: f wg,p(E) Dw,p = (Qg,plm g ) rP(E) -e-SW,g dE, (5.19) where Qg,p is the charge produced in the chamber, rP(E) is the proton fiuence, wg,/E) leis the mean energy required for protons to produce an ion pair in the chamber gas (in J/C) and sw,IE) is the mass electronic stopping power ratio of water to gas for protons of this energy The quantities swiE) and wg,iE) are shown to explicitly depend on energy. Since air is the recommended gas for ionization measurements and since Wair,p is assumed constant above 1 MeV (ICRU, 1979) and Sw,g is constant to within 3% above 1 Me V and to within 1% above 10 Me V (ICRU, 1993), the integral is usually replaced by a constant value corresponding to the effective energy of the beam. This will be discussed further in Section 7.
Determinations Based on Absolute
Dose to Water Calibrations. With the increasing availability and use of water calorimeters at standards laboratories, it is anticipated that direct dose to water calibrations in BOCO may soon become the preferred method of ionization chamber calibration. The formalism for use of such a direct absorbed dose to water calibration factor is described in the literature (Hohlfield, 1988; Rogers, 1992; Rogers et ai., 1994; Medin et at., 1995) . The advantage of a direct dose to water calibration is that it eliminates all uncertainties related to chamber-specific correction factors such as those shown in Equation 5.18, as long as the chamber is used in the same quality beam as the calibration beam. For a BOCO absorbed dose to water calibration, the dose to water in another BOCO beam is simply (5.20) where ~orr is the meter reading corrected only for differences between the current clinical use and the calibration condition in parameters such as temperature, pressure and humidity and ND,w,c is the calibration constant in units of absorbed dose to water per meter reading. For use in a beam of another quality, such as protons, the dose can be obtained by and where ~rr is corrected for differences in chamber response in the BOCO calibration beam relative to the properties of the proton beam including ion recombination and polarity effects. The factor kp is very similar to the kQ factor introduced by Vatnitsky et al. (1996) . Note that all other chamber-specific factors which are needed in an absorbed dose to water calibration are included in N D.w,c' In the ideal case where a water calorimeter is used to directly calibrate an ionization chamber in a proton beam, only differences between the clinical beam and the calibration beam would need to be accounted for, namely, and where Peal refers to the proton calibration beam and (Wair)p is assumed to be constant with energy.
