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Resumen
En este proyeto se aborda la desripión de las ténias básias de MRI: desripión de las
bases físias en resonania magnétia, desripión del efeto BOLD, análisis estadístios de la
señal mediante GLM e inferenia estadístia. Posteriormente se desarrolla un método basado en
kernels o núleos de Merer que generaliza el método GLM.
La metodología introduida se ilustra on varios experimentos. Para ello se han heho análisis
monosujeto y multisujeto de experimentos sensorimotores y ognitivos (tarea visual, motora,
auditiva y ognitiva) en diversos sujetos proedentes de diferentes esáneres.
9

Índie general
1. INTRODUCCIÓN 15
1.1. Interés de la resonania magnétia y de las MRI . . . . . . . . . . . . . . . . . . . 15
1.2. Motivaión y propuesta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2. PRINCIPIOS DE RESONANCIA MAGNÉTICA FUNCIONAL 17
2.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2. Bases físias de la resonania magnétia . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1. Spin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2. Momento magnétio µ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3. Movimiento de preesión y veloidad angular ω0 . . . . . . . . . . . . . . 21
2.3. La magnetizaión M del tejido . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4. Euaión de Bloh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5. Campo efetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6. Adquisiión de la informaión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.1. Tiempos de relajaión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.2. Imagen por señal de induión (FID) . . . . . . . . . . . . . . . . . . . . . 28
2.6.3. Seuenia spin-eos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7. Reonstruión de la imagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7.1. Codiaión de la freuenia . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7.2. Codiaión de la fase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7.3. Espaio K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.7.4. Métodos de reonstruión (Fourier parial o Half Fourier) . . . . . . . . . 37
11
2.8. Efeto dependiente del nivel de oxigenaión de la sangre (BOLD) . . . . . . . . . 38
3. MAPAS ESTADÍSTICOS 41
3.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2. Prinipios teórios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.1. Realineado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.2. Normalizaión espaial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3. Filtrado espaial (Suavizado de la imagen) . . . . . . . . . . . . . . . . . . 43
3.2.4. Análisis estadístio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.5. Inferenia estadístia paramétria . . . . . . . . . . . . . . . . . . . . . . . 44
3.3. Modelo lineal general (GLM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1. Modelo lineal general: Monosujeto . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2. Modelo lineal general: Multisujeto . . . . . . . . . . . . . . . . . . . . . . 48
4. MÉTODOS NO LINEALES 53
4.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2. Planos de deisión. Espaio de Hilbert . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3. Truo de los núleos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4. Método general on núleos (GKM) . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4.1. Método general on núleos: Monosujeto . . . . . . . . . . . . . . . . . . . 57
4.4.2. Método RL on núleos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.3. Método general on núleos: Multisujeto . . . . . . . . . . . . . . . . . . . 59
4.5. Test estadístio no paramétrio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5. EXPERIMENTOS 63
5.1. Sujetos y paradigma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2. Adquisiión de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3. Análisis de los datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.1. Experimentos monosujeto . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.2. Experimentos multisujeto . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
12
13
6. CONCLUSIÓN Y TRABAJOS FUTUROS 67
6.1. Conlusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
APÉNDICES 71
A. EXPERIMENTOS MONOSUJETO 71
A.1. Estímulo visual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
A.2. Estímulo motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.3. Estímulo ognitivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.4. Estímulo auditivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
APÉNDICES 103
B. EXPERIMENTOS MULTISUJETO 103
B.1. Estímulo visual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
B.2. Estímulo motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
B.3. Estímulo ognitivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.4. Estímulo auditivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
APÉNDICES 135
C. PRESUPUESTO DEL PROYECTO 135
14
Capı´tulo 1
INTRODUCCIÓN
1.1. Interés de la resonania magnétia y de las MRI
La resonania magnétia es un examen de diagnóstio seguro, preiso y no invasivo que
permite detetar y diagnostiar enfermedades. Funiona mediante la emisión de ondas de ra-
diofreuenias desde las diferentes partes del uerpo, después de ser expuestas a un poderoso
ampo magnétio. Las señales que se emiten se analizan y se traduen en imágenes de muy alta
alidad. La resonania magnétia es uno de los mejores métodos para difereniar las estruturas
del uerpo y así poder detetar a tiempo alguna enfermedad y, debido a que no usa radiaión,
es un proedimiento muy seguro.
Una imagen por resonania magnétia (Magneti Resonane Image o MRI ) es una ténia
que utiliza el fenómeno de la resonania magnétia para obtener informaión sobre la estrutura
y omposiión del uerpo a analizar. La MRI permite a los médios evaluar mejor ualquier
parte del uerpo y determinar la presenia de determinadas enfermedades que no se podrían
evaluar adeuadamente on otros métodos por imágenes omo rayos X, ultrasonido o tomografía
omputarizada (también llamada TC o exploraión por TAC).
1.2. Motivaión y propuesta
Los modelos del erebro humano pueden ayudar a los investigadores a ontrolar enfermedades
neurológias omo la epilepsia, el Parkinson o las migrañas. Un modelo es una representaión
matemátia que utiliza estrategias para haer una reonstruión total a partir de las mediiones
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de una parte del erebro. Las ténias de análisis funional están basadas en el modelo lineal
del erebro. Pero este modelo no está suientemente justiado porque el número de euaiones
para el erebro es inontable.
Por el ontrario, podría ourrir que el erebro siguiera un modelo no lineal ya que un gran
número de elementos no lineales, omo las neuronas, interatúan entre sí de manera difusa y
extendida en el espaio y en el tiempo. La respuesta de la neurona no es proporional a los
estímulos que reibe en ada momento. Además sabemos que sólo durante periodos de tiempo
muy variables la señal erebral se mantiene estable, pero la señal del erebro es esenialmente
ambiante. Si asumimos linealidad es posible que estemos perdiendo informaión relevante y que
los resultados no sean óptimos.
En este proyeto se pretende introduir una metodología basada en métodos lineales o GLM
y generalizarla a través de los kernels o núleos de Merer a un entorno no lineal.
Capı´tulo 2
PRINCIPIOS DE RESONANCIA
MAGNÉTICA FUNCIONAL
2.1. Introduión
Una imagen por resonania magnétia (Magneti Resonane Image o MRI ) es una ténia
no invasiva que utiliza el fenómeno de la resonania magnétia para obtener informaión sobre la
estrutura y omposiión del uerpo a analizar. Realmente el nombre de esta ténia es imagen
por resonania magnétia nulear, pero desde el año 1970 se obvia la palabra "nulear" debido a
sus onnotaiones negativas, aunque la resonania magnétia no utiliza radiaión ionizante (rayos
X) [7℄.
Para onseguir este tipo de imagen se emplea un ampo magnétio potente, ondas de radio
freuenia y una omputadora para produir imágenes detalladas de los órganos, los tejidos
blandos, huesos, y prátiamente todas las estruturas internas del uerpo. Las imágenes pueden
examinarse en un monitor de ordenador, por vía eletrónia, impresa o opiada en un CD.
La MRI es utilizada prinipalmente en mediina para observar alteraiones en los tejidos y
detetar áner y otras patologías ya que permite a los médios evaluar mejor ualquier parte
del uerpo y determinar la presenia de determinadas enfermedades que no se podrían evaluar
adeuadamente on otros métodos por imágenes omo rayos X, ultrasonido o tomografía ompu-
tarizada (también llamada TC o exploraión por TAC) [20℄.
Además tiene una serie de ventajas sobre otros métodos de imagen omo pueden ser su apa-
idad multiplanar on la posibilidad de obtener ortes planos o primarios de ualquier direión
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del espaio, su elevada resoluión de ontraste que es iento de vees mayor que en ualquier otro
método de imagen, la ausenia de efetos noivos onoidos al no utilizar radiaiones ionizantes,
y la amplia versatilidad para el manejo del ontraste [15℄.
2.2. Bases físias de la resonania magnétia
Para entender omo se adquieren las imágenes en una resonania magnétia es preiso te-
ner laros una serie de oneptos físios tales omo spin, momento magnétio, movimiento de
preesión y veloidad angular. En esta seión expliaremos ada uno de estos oneptos.
2.2.1. Spin
Los átomos tienen unas propiedades que dependen de los eletrones, neutrones y protones.
Una de esas propiedades es el giro del eletrón sobre su propio eje, llamado spin y denotado por
la letra I. El I es un valor uantiado a iertos valores disretos y depende del número atómio
y del peso atómio de ada núleo. Existen tres grupos para I: a) I = 0 (sin spin). Eso ourre
uando el peso atómio y su número atómio son pares. Estos núleos no interatuan on las
ampos magnétios y no pueden ser estudiados usando resonania magnétia. b) I = 1, 2, 3, . . .
(spin entero). El peso atómio es par y el número atómio impar. ) I = 1/2, 3/2, 5/2, . . . (spin
fraional). El denominador es siempre 2 y se da siempre que el núleo tenga un peso atómio
impar.
El núleo de H (llamado protón) tiene un spin igual a 1/2 y es el isótopo de hidrógeno mas
abundante, ontenido en el agua y en las grasas de nuestro organismo. Esto hae que sea una
eleión natural para utilizar las ténias de resonania magnétia en el uerpo humano [16℄.
2.2.2. Momento magnétio µ
Cualquier núleo on spin distinto de ero puede ser visto omo un vetor, teniendo un eje
de rotaión on una magnitud y una orientaión denidas. Al rotar, el núleo on arga positiva
produe un ampo magnétio orientado en la direión de su eje de rotaión omo muestra la
gura 2.1 [16℄.
Físiamente está representado por un vetor de µ, llamadomomento bipolar magnétio nulear
o momento magnétio. Una relaión fundamental es la que relaiona el momento angular del spin
y el momento magnétio on otros mediante la euaión:
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Figura 2.1: Las
~J de los núleos on spin distinto de ero son onsiderados omo imanes miros-
ópios [16℄.
~µ = γ ~J (2.1)
donde γ es onoida omo el radio giromagnétio. Para el aso de H
γ = 2,675 · 108rad/s/T. (2.2)
Desde que el momento magnétio es un vetor uantiado neesitamos saber la magnitud de
ambos y su orientaión. Basándonos en las teorías de los meanismos uantiados, la magnitud
es
µ = γ~
√
I(I + 1) (2.3)
donde ~ es la onstante de Plank dividida por 2π y donde I es el spin on los valores antes
expliados [15℄.
La direión de la magnitud µ es ompletamente aleatoria. Consideremos un volumen arbi-
trario de un tejido, onteniendo protones, ubiado fuera de un ampo magnétio. Cada protón
tiene un vetor spin de igual magnitud. Sin embargo, los vetores de spin de todos los protones
dentro del tejido se enuentran orientados al azar en todas las direiones. Si se realiza la suma
de todos los vetores, la resultante sería ero. Es deir, en el tejido no existe magnetizaión neta.
Matemátiamente, M = 0 omo se puede ver en la gura 2.2.
Si ahora se oloa el tejido en un ampo magnétio B0 (lo suponemos en la direión z),
la interaión de éste on los núleos móviles on arga positiva hará que ada protón empiee
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Figura 2.2: Magnetizaión en un tejido [16℄.
a rotar on un movimiento de preesión. Los protones se inlinarán suavemente respeto de la
línea de aión de B0, siendo el eje de rotaión paralelo a B0 omo muestra la gura 2.3 [16℄.
Figura 2.3: Vista mirosópia de los núleos de los átomos del tejido [16℄.
En este modelo la omponente z de µ está dada por:
µz = γmI~ (2.4)
donde mI es el número uantiado. Para ualquier núleo on un spin diferente de ero, el
mI tiene la siguiente seuenia de 2I + I valores:
mI = −I,−I + 1, . . . , I (2.5)
que orresponden on las 2I+ I posibles orientaiones de µ respeto a la direión del ampo
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externo. El ángulo θ puede alularse usando la siguiente euaión:
cos θ =
µz
µ
=
γmI~
γ~
√
I(I + 1)
=
mI√
I(I + 1)
(2.6)
Para un sistema de spin 1/2 , I = 1/2 y mI = ±1/2 el ángulo tiene un valor de
θ = ±5444 (2.7)
Esto implia que en que en un sistema de spin 1/2, ualquier vetor de momento magné-
tio toma una o dos posibles orientaiones: paralela (apuntando haia arriba) o antiparalela
(apuntando haia abajo), omo india la gura 2.4 [15℄.
Figura 2.4: Vetores de momentos nuleares magnétios (a) apuntando en direiones aleatorias
y (b) alineados en la direión de un ampo magnétio externo [15℄.
2.2.3. Movimiento de preesión y veloidad angular ω0
Volviendo a la gura 2.3 vemos que la urva azul india el movimiento de preesión del núleo
a veloidad angular ω0. La freuenia de preesión (ω0) está dada por la euaión de Larmor [6℄:
ω0 = γB0 (2.8)
Cuando un núleo es irradiado on energía de la freuenia de resonania ω0, ambiará desde
la orientaión de baja energía haia la de alta energía. Al mismo tiempo, un núleo del nivel de
alta energía, será estimulado para entregar su energía y ambiar su orientaión para ubiarse en
la direión de baja energía. Sólo esta energía dada por esta freuenia estimulará las transiiones
entre los estados de alta y baja energía.
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El ampo magnétio B0, paralelo al eje z, está indiado por la eha paralela al eje Z.
Además, la urva amarilla muestra que el núleo sigue rotando alrededor de su vetor de spin [8℄.
Como se puede observar, las oordenadas X e Y varían on el tiempo mientras el protón
preesa. En ambio, la oordenada Z permanee onstante [16℄.
2.3. La magnetizaión M del tejido
Si ahora se realiza la suma vetorial sobre todos los átomos del tejido (on la presenia del
ampo magnétio B0) los resultados serán diferentes del aso en el que no había ampo magnétio.
Las omponentesX e Y de los vetores spin de ada átomo, en un tiempo dado, se enontrarán
aleatoriamente distribuidas. Por lo tanto no habrá magnetizaión neta en las direiones X e Y .
Sin embargo, en la direión paralela al ampo magnétio, el resultado será distinto. Debido
a que la orientaión del eje de preesión de los núleos es onstante, habrá una upla o par de
fuerzas entre el protón y B0 que se onoe omo interaión de Zeeman. Esta upla ausa una
diferenia de energía entre los núleos alineados paralelos a B0 y aquellos núleos alineados en la
posiión antiparalela a B0. Esta diferenia de energía E es proporional a B0.
Como la orientaión paralela a B0 es de mas baja energía, habrá mas núleos en esta orien-
taión que en la antiparalela (de mas alta energía), omo muestra gura 2.5:
Figura 2.5: Vista marosópia de los núleos de los átomos del tejido ante la presenia de un
ampo magnétio B0 [16℄
La desigualdad de núleos entre las posiiones paralela y antiparalela se tradue en una
2.3 La magnetizaión M del tejido 23
magnetizaión neta en el tejido, on un valorM . RealmenteM es la suma de todas los momentos
µ. La orientaión de esta magnetizaión es la misma que B0 y será onstante on respeto al
tiempo (siempre que B0 permaneza también onstante)[16℄.
Si M es ompletamente paralelo a B0, se puede expresar omo:
M0 =
N(−γ~)2B0I(I + 1)
3kT0
(2.9)
donde N es el número de spins, k es la onstante de Boltzmann, y T0 es la temperatura [6℄.
Esta onguraión de M alineado paralelamente al ampo magnétio es la onguraión de
equilibrio de los núleos, omo muestra la gura 2.6. Esta es la onguraión de mínima energía,
a la que los núleos retornarán naturalmente después de ada perturbaión (omo una absorión
de energía).
Figura 2.6: Vista marosópia del tejido on la magnetizaión neta resultante [16℄
Esta magnetizaión M es la fuente de señal para todos los experimentos de resonania mag-
nétia. Conseuentemente, uanto mayor sea B0, mayor sera M , y por lo tanto, mayor será
también la señal de resonania magnétia. Además es mas fáil disutir el efeto de la resonania
magnétia examinando la absorión de la energía sobre la magnetizaión neta en vez de sobre el
núleo individual [16℄.
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2.4. Euaión de Bloh
Cuando metemos un momento magnétio µ dentro de un ampo magnétio, tiende a alinearse
en la direión de este ampo magnétio on un angulo θ y a girar en torno a él. El momento de
fuerzas T que atúa para que este dipolo gire se puede esribir omo
T =
∂J
∂t
= O˜P× F = r× F (2.10)
en la que J se dene omo momento angular y es equivalente al momento rotaional de un
momento lineal (ver la gura 2.7), y × es el operador del produto vetorial.
Figura 2.7: Deniión de un momento de fuerza on respeto a un punto [24℄.
Matemátiamente se puede esribir omo el produto vetorial entre el momento del dipolo
y el ampo magnétio.
T =M0 ×B0 (2.11)
Considerando que
T =
∂J
∂t
(2.12)
y que M0 es la suma de todos los momentos magnétios µ
M0 =
∑
i
µi =
∑
i
γJi (2.13)
enontramos que
∂M0
∂t
= γ
∂
∂t
J = γT = γM0 ×B0 (2.14)
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La euaión 2.14 es onoida omo la euaión de Bloh y desribe la evoluión en el tiempo
de la magnetizaión [24℄.
2.5. Campo efetivo
Asumimos que el vetor de magnetizaión M0 tiene 3 omponentes básias:
M0 = Mxxˆ+My yˆ +Mz zˆ (2.15)
donde xˆ, yˆ y zˆ son los vetores unitarios de las oordenadas artesianas. Su derivada parial
∂M0/∂t está dada por:
∂M0
∂t
=
dM0
dt
− ω ×M0 (2.16)
Esta euaión es la representaión de la imagen de rotaión de la magnetizaión M0. Como
sabemos que dM0/dt = γM0 ×B0 la euaión 2.16 puede ser expresada omo:
∂M0
∂t
= γM0 ×B0 − ω ×M0 = γM0 ×B0 − γM0 ×
ω
γ
(2.17)
o omo
∂M0
∂t
= γM0 ×
(
B0 −
ω
γ
)
(2.18)
Esta euaión remplaza a la euaión 2.14 exepto que B0 es ahora (B0 − ω/γ). Si asumimos
que la magnetizaión esta rotando alrededor de B0 omo teníamos en la euaión 2.14, entones
la euaión 2.18 sugiere que ahora la magnetizaión está rotando alrededor de (B0 − ω/γ), el
ual es el ampo efetivo:
Beff = B0 −
ω
γ
(2.19)
Si añadimos un ampo adiional B1 durante un orto periodo de tiempo (o pulso de RF) a
lo largo del eje X, el ampo efetivo será:
Beff = B0 −
ω
γ
+B1 (2.20)
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Considerando que B0 y ω/γ están a lo largo del eje Z mientras que B1 está a lo largo del eje
X, tal y omo podemos observar en la gura 2.8, la euaión 2.20 se puede esribir omo [6℄:
Beff =
(
B0 −
ω
γ
)
zˆ′ +B1xˆ
′
(2.21)
Cuando sólo está presente el ampo B0 los spines preesan en la direión del eje Z (el eje
del ampo B0). Durante el tiempo que están oexistiendo B0 y B1 la magnetizaión gira en la
direión del eje del ampo efetivo Beff . Teniendo en uenta la euaión 2.21 y si observamos
la gura 2.8 podemos expresar el ampo efetivo (la línea roja) omo se india en la fórmula
2.22 [24℄.
Figura 2.8: (a) Diagrama vetorial de los ampos magnétios B0 y B1. (b) Suma vetorial de los
ampos B0 −
ω
γ y B1 que da omo resultado |Beff | (línea roja) [6℄.
|Beff | =
[(
B0 −
ω
γ
)2
+B1
2
]1/2
=
1
γ
[
(γB0 − ω)
2 + γ2B1
2
]1/2
(2.22)
Notamos que uando ω = ω0, el |Beff | es igual a B1. Cuando el sistema está en ompleta
resonania, el únio ampo es el ampo RF de B1. Así la euaión 2.22 se simplia a
|Beff | =
1
γ
Ω =
1
γ
Ω|ω=ω0 = B1 (2.23)
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donde
Ω =
[
(ω0 − ω)
2 + (γB1)
2
]1/2
|ω=ω0 = ω1 = γB1 (2.24)
Ω es por lo tanto la freuenia de magnetizaión alrededor de |Beff |. Con esto notamos que
uando ω = ω0, el eje de Beff es el eje X, por lo tanto la magnetizaión entera rota alrededor
del eje X. En extensión a este onepto el ampo efetivo Beff llega a ser B1, por lo tanto la
magnetizaión rota alrededor del eje del ampo B1 [6℄.
La absorión de la energía de RF por los núleos ausará que la magnetizaión M0 del tejido
rote desde su posiión de equilibrio hasta quedar perpendiular a B0 y B1, omo se muestra en
la gura 2.9. ComoM0 gira 90º desde la posiión de equilibrio, el pulso de RF se denomina pulso
de 90º [8℄.
Figura 2.9: (a) Spin de magnetizaión M0 en ausenia del pulso de RF. (b) El spin de magneti-
zaiónM0 gira on la apliaión del ampo de RF B1. θ es el ángulo de giro de la magnetizaión
(que puede variar entre 90º y 180º) y B1 (t) es la variante del tiempo de intensidad del ampo
RF [8℄.
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2.6. Adquisiión de la informaión
2.6.1. Tiempos de relajaión
Después de que el pulso B1 ese, M0 tiende a realinearse en la direión de B0 (eje Z); es
deir, el spin vuelve a su estado de baja energía o estado de equilibrio. En este proeso podemos
denir dos tiempos: a) T1 o tiempo de relajaión longitudinal que realinea M0 a lo largo de la
direión original del ampo B0, y b) T2 o tiempo de relajaión transversal que desfasa los spines
en el plano XY.
Normalmente el tiempo de relajaión longitudinal T1 es mas largo que el tiempo de relajaión
transversal T2; por lo tanto la reuperaión de la los spines exitados al estado del equilibrio está
gobernado prinipalmente por la relajaión longitudinal. Podemos onsiderar la reuperaión de
la omponente Z de la magnetizaión omo un proeso exponenial según vemos en la fórmula
2.25:
Mz =M0
[
1−
(
1−
M′z
M0
)
exp
(
−t
T1
)]
(2.25)
donde M ′z es la omponente z de la magnetizaión M0 de la etapa iniial de la relajaión.
Por otra parte la magnetizaión transversal desfasa o deae siguiendo una forma de exponenial,
la ual esta dada por la fórmula 2.26.
Mx,y = Mx,y (0) exp
(
−t
T2
)
(2.26)
donde Mx,y (0) es la magnetizaión transversal on t=0 o el valor iniial.
Podemos observar la gura 2.10 en la que se muestra gráamente el omportamiento se-
uenial de estos dos proesos de relajaión [6℄.
2.6.2. Imagen por señal de induión (FID)
Para reoger la señal que provoan los tiempos de relajaión T1 y T2 se oloa una bobina
perpendiular al ampo magnétio B0, reibiendo así una señal por induión denomina FID
(Free Indution Deay) tal y omo se india en la gura 2.11 [8℄.
Esta señal es senoidal amortiguada y tiene su máximo uando M0 sea perpendiular a B0 y
será 0 uando todos los spines se hayan desfasado, y en onseuenia uando M0 sea paralelo a
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Figura 2.10: (a) El spin de magnetizaión está girando por un pulso de RF B1. (b) Los spines
se someten a un desfase. () Cuando el desfase está ompleto los spines pierden su oherenia de
fase. El tiempo transurrido entre b) y ) es T2. (d)(e)(f) Representan el proeso de relajaión
T1 el ual ondue a la reuperaión de su estado de equilibrio original [6℄.
B0. Para ver un poo mas en detalle la formaión de la sinusoide podemos observar el dibujo
2.12
La imagen de RM no se obtiene de la señal FID, sino a partir de una segunda señal denomi-
nada eo que se obtiene de la FID [24℄.
2.6.3. Seuenia spin-eos
La seuenia más elemental, más onoida y, probablemente todavía hoy, la más utilizada
en IMR, es la seuenia spin-eo o SE. El esquema básio de la misma onsiste en un pulso de
exitaión iniial de 90º para inlinar el vetor de magnetizaión longitudinal al plano transversal,
seguido de uno o dos pulsos de refase de 180º para obtener uno o dos eos respetivamente.
Si sólo se aplia un pulso, la seuenia se denomina seuenia monoeo (single eho). Tras
el pulso iniial de 90º aparee la FID, que mara la urva de deaimiento T ∗2 . La apliaión del
pulso de 180º se hae en el instante TE/2, dónde TE es el tiempo de eo. La gura 2.13 muestra
el esquema de este proeso.
Cuando el ilo de pulsos ontiene más de una señal de eo, generalmente dos, se denomina
seuenia multieo o doble eo (dual eho). En este aso, on ada eo se forma una imagen.
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Figura 2.11: Captaión de la señal FID [8℄.
Figura 2.12: Valores de voltaje en la bobina de deteión, almaenados en ada unidad de tiempo
t [8℄.
Los pulsos refase de 180º orrigen las heterogeneidades del ampo magnétio no aleatorias, y, en
menor medida, las heterogeneidades en los ampos magnétios loales produidas por diferenias
de suseptibilidad magnétia de los tejidos. Los eos obtenidos deaen exlusivamente por la
relajaión de T2 de los tejidos omo se muestran en la gura 2.14
El eo es una señal analógia que tiene una amplitud reiente primero y dereiente después
por dos motivos: a) El refase mediante el pulso de RF de 180º y el posterior desfase, y b) por la
apliaión de un gradiente durante la letura del eo [4℄.
Imágenes poteniadas
El ontraste de la imagen, seleionando una poteniaión en DP (densidad potenial o nú-
mero de protones en el volumen de la imagen), T1 o T2, se regula manejando los siguientes
parámetros: a) tiempos de repetiión (TR), que ontrola la antidad de relajaión longitudinal,
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Figura 2.13: Seuenia monoeo [4℄.
Figura 2.14: Seuenia multieo [4℄.
b) tiempo de eo (TE), que ontrola la antidad de desfase de la omponente transversal de la
magnetizaión.
La poteniaión en T1 se obtiene ombinando un TR orto y un TE largo; la poteniaión
en DP on un TR largo y un TE orto, y la poteniaión en T2 on un TD largo y un TE largo.
Tipiamente, en la seuenia SE el tiempo de adquisiión de imágenes poteniadas en T1 y T2
puede variar de 1 a 10 minutos, dependiendo de la longitud del TR, del número de pixeles de la
matriz en la direión de la odiaión de fase y del número de adquisiiones o NEX [4℄.
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2.7. Reonstruión de la imagen
Para la formaión de la imagen omo una matriz de pixeles, la señal obtenida se odia en
fase y en freuenia, para independizar las las de las olumnas (ejes X,Y) omo muestra la
gura 2.15 [4℄.
Figura 2.15: Separaión de las las y olumnas de la matriz [4℄.
2.7.1. Codiaión de la freuenia
La odiaión de freuenia permite separar las olumnas de la matriz. Ésta se efetúa
apliando un gradiente de ampo magnétio durante la letura del eo, de tal manera que los
protones de las distintas olumnas preesan on una freuenia diferente según el ampo mag-
nétio reibido. En una seuenia SE onvenional se odian todas las olumnas tras un únio
pulso de exitaión de radiofreuenia de 90º. El gradiente para la odiaión de freuenia se
aplia durante la obtenión del eo y produe un desfase máximo al iniio del eo, pasa por un
desfase igual a 0 en el punto medio y alanza un desfase máximo en sentido inverso al nal (gura
2.16).
El eo debe ser muestreado para su onversión analógio-digital, on una determinada fre-
uenia de muestreo. En ada punto o momento de muestreo del eo, los protones de la muestra
tienen una freuenia diferente en sentido horizontal, tal y omo india la gura 2.17. Durante
la letura y muestreo del eo, los protones se refasan progresivamente.
Posteriormente, se desompone en sus múltiples freuenias y sus orrespondientes intensi-
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Figura 2.16: Esquema del gradiente de letura [4℄
dades mediante la Transformada de Fourier (TF ). Por lo tanto, a ada olumna le orresponde
una freuenia, de tal manera que en RM la freuenia equivale a loalizaión espaial.
Durante la letura del eo se adquiere informaión de todas las olumnas de la matriz; en la
seuenia SE monoeo se obtiene tras un únio pulso de exitaión. En todos los TR suesivos
se repite el proeso sin variaiones [4℄.
2.7.2. Codiaión de la fase
La informaión neesaria para independizar las las se adquiere odiando en la fase los
protones de muestra. Es neesario adquirir tantas odiaiones de fase omo las tenga la
matriz. Cada odiaión de fase se denomina también vista o perl. La diferenia entre ada
una onsiste en la distinta fase de los protones del orte tomográo en sentido vertial, que
determina una freuenia espaial diferente.
Cada vista ontiene informaión de todo el orte, pero on una fase diferente. Si observamos
la gura 2.18 (a) en la odiaión de fase 0º, en la que no se ha apliado gradiente en sentido
vertial, todos los protones del orte tienen la misma fase y freuenia. En la primera odiaión
de fase los protones se desfasan 360º desde el extremo inferior hasta el superior de la imagen.
Expresándolo gráamente podríamos deir que se ha dado un giro de 360º a la fase de los
protones omo muestra el apartado (b). En la segunda odiaión de fase, el desfase es de 720º
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Figura 2.17: Codiaión de la freuenia. Antes de la señal de eo se aplia un gradiente que
desfasa los protones en sentido horizontal. En el entro del eo, el gradiente tiene un valor igual
a 0 y la freuenia es 0. En ese instante la fase y freuenia de los protones es igual en todo el
orte. En los extremos del gradiente el desfase es máximo [4℄.
omo se apreia en el apartado (). En ada odiaión de fase suesiva los protones se desfasan
otros 360º. Esto quiere deir que para la odiaión número 127 los protones se habrán desfasado
128 vees 360º en sentido vertial.
Por efeto de anelaión de la señal de unos protones on otros de fase opuesta, los eos
on odiaiones de fase extremas son muy débiles y apenas ontribuyen a la señal global de
la imagen. No obstante determinarán el detalle no. Por otro lado los eos de baja odiaión
de fase son más intensos, debido a una esasa anelaión de la señal de los protones. Estos
eos entrales ontribuyen no solo al ontraste de la imagen sino a la mayor parte de la señal.
Este heho se produe porque los tejidos son heterogéneos y no se anela la señal de todos los
protones que tienen una direión opuesta. En un objeto perfetamente homogéneo se produiría
una anelaión total, no existiendo señal de RM para odiaiones de fase distintas de 0.
Los eos de ada TR dieren entre sí porque tienen una odiaión de fase distinta, de tal
manera que para la obtenión de una imagen on una matriz de 256× 256 hay que efetuar 256
odiaiones de fase.
El tiempo de adquisiión de una imagen de RM se alula mediante la euaión 2.27
T = TR×Noef ×N
o
adq (2.27)
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Figura 2.18: (a) Codiaión de fase 0: los protones de este orte esquemátio del ráneo tienen la
misma fase en sentido vertial. (b) Codiaión de fase 1: mediante la apliaión de un gradiente
los protones se desfasan 360º en sentido vertial. () Codiaión de fase 2: un gradiente más
intenso que en el aso anterior, los protones se desfasan 720º en sentido vertial [4℄.
donde TR es tiempo de repetiión entre los suesivos pulsos de exitaión, Noef es el número
de odiaiones de fase y Noadq es el número de adquisiiones o vees que la seuenia se repite,
bien para obtener una relaión S/N adeuada, o on el propósito de reduir los artefatos por
movimiento.
De auerdo on lo expuesto hasta el momento, se puede omprender por qué los tiempos de
exploraión en RM suelen ser largos, espeialmente para la obtenión de imágenes poteniadas en
DP y T2 que neesitan un TR largo. Por ejemplo, en una seuenia SE onvenional poteniada
en T2, en la que se utiliza un TR de aproximadamente 2000 ms, la obtenión de la imagen
a partir de una matriz 256 × 256 puede durar del orden de 8 a 16 minutos dependiendo del
número de NEX. En el mejor de los asos, on una adquisiión y según la fórmula anterior:
2000ms × 1NEX × 256 = 8min
Los tiempos de explotaión largos presentan múltiples inonvenientes, omo son la intoleran-
ia por parte del paiente, sobre todo si tiene laustrofobia, o dolor a determinadas patologías,
y la apariión de artefatos por movimientos voluntarios o involuntarios [4℄.
2.7.3. Espaio K
El espaio K también reibe la denominaión de matriz de datos rudos o dominio de la
freuenia. Consiste en una matriz o onjunto de números generada mediante las odiaiones
anteriormente expliadas, uya TF es la imagen nal.
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Como ya hemos omentado, ada la de esta matriz representa un eo, que esta ompuesto
de diferentes freuenias y sus orrespondientes intensidades. Por ejemplo en una matriz de
256 × 256, el eo se ompone de 256 muestras orrespondientes a 256 freuenias e intensidades
distintas (gura 2.19)
Figura 2.19: Representaión de la imagen y del espaio K. Cada línea del espaio K orresponde
a una señal de eo, y se representa mediante puntos. Cada punto representa una muestra del
eo on una odiaión diferente en sentido horizontal. El eje Kx representa las freuenias
espaiales horizontales y el eje Ky las vertiales. La TF del espaio K es la imagen nal y
vieversa [4℄.
Para la matriz de 256×256, han de efetuarse también 256 odiaiones de fase. Convenio-
nalmente, se ha estableido que en la línea entral del espaio K se oloa la odiaión de fase
0. Las suesivas líneas en sentido asendente representan las odiaiones de fase numeradas
desde +1 hasta +127 haia un extremo, y en sentido desendente desde −1 hasta −128.
Cada línea del espaio K orresponde al eo obtenido tras la apliaión de un gradiente de
odiaión de fase. Cada punto de ada línea de la gura orresponde a una freuenia espaial
determinada o a un punto diferente de muestreo de la señal ompleja de ada eo (gura 2.19).
Como ya se ha menionado anteriormente, la amplitud de los eos es máxima en las líneas
entrales del espaio K, y muho menor en los extremos, donde el gradiente apliado es mayor
y por lo tanto se produe mas desfase. El entro del espaio K genera la informaión sobre el
ontraste, ontornos, objetos gruesos y la mayor parte de la señal en la imagen. Los extremos
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aportan el detalle no y la resoluión espaial omo se ve en el esquema de la gura 2.20).
Figura 2.20: Contraste y detalle del espaio K. La parte entral del espaio K aporta la mayor
parte de la señal y ontraste a la imagen nal. Los extremos aportan el detalle pero ontribuyen
esasamente a la señal [4℄.
Los eos obtenidos on una odiaión igual pero de signo inverso, por ejemplo la odiaión
de fase +35 y la odiaión −35, son simétrios pero invertidos. Ello hae que el espaio K sea
simétrio desde su línea entral o odiaión de fase 0 haia los extremos. Esto se denomina
simetría hermitiana o onjugada. también los eos son simétrios en su mitad asendente y
desendente. Por lo tanto el espaio K es simétrio respeto al entro de oordenadas.
Aunque no existe una orrespondenia entre la loalizaión de los puntos de ada línea del
espaio K y la loalizaión de los pixeles en la imagen nal, las diferentes partes de espaio K
tienen una orrespondenia on las freuenias espaiales la imagen [4℄.
2.7.4. Métodos de reonstruión (Fourier parial o Half Fourier)
La imagen on Fourier parial, Half Fourier o HT es un método de reonstruión de la
imagen que solo adquiere los datos o eos de aproximadamente la mitad del espaio K, por lo
que permite reduir el tiempo total de adquisiión sin modiar la seuenia de pulsos.
Fijándonos en la fórmula 2.27 podemos reduir el tiempo de adquisiión reduiendo el número
de odiaiones de fase Noef . Una simple reduión de N
o
ef sariaría la resoluión espaial de
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la imagen. Un relleno on eros de la matriz produe resultados aparentemente buenos debido a
la interpolaión, pero no ambia la resoluión.
La ténia deHF adquiere la mitad de las líneas del espaioK, alula los datos no adquiridos
y reonstruye una imagen on las mismas dimensiones que si la adquisiión hubiera sido ompleta,
sin perder la resoluión espaial.
La forma mas senilla de rellenar los datos no adquiridos es alular el omplejo onjugado
respeto al origen (entro) de la matriz (gura 2.21), puesto que el espaio K presenta simetría
hermítia (simétrias respeto a sus diagonales prinipales).
Figura 2.21: Simetría hermítia del espaio K [4℄.
Teóriamente on la mitad de las líneas del espaio K se puede generar el espaio ompleto.
En la prátia, los datos adquiridos siempre están afetados por errores de fase que impiden que
la simetría sea perfeta. Para soluionarlo realmente se adquieren entre un 60% y un 75% de
los datos. Estas líneas extras de la región entral se utilizan para generar mapas de orreión
de fase que permiten estimar los datos que faltan on mayor abilidad [4℄.
2.8. Efeto dependiente del nivel de oxigenaión de la sangre
(BOLD)
El origen de los ambios en la señal de RM ha sido objeto de investigaión de múltiples
estudios. El modelo mas aeptado explia estos ambios debido a alteraiones loales en la oxige-
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naión del tejido, relaionadas on variaiones en la atividad neuronal. De ahí que esta ténia
se onoza omo imágenes por efeto BOLD, del ingles blood oxigenation level dependent. Este
efeto se basa en el ujo sanguíneoerebral (FSC), el metabolismo neuronal y las propiedades
magnétias de la hemoglobina, lo que permite obtener una señal al someter al erebro a un ampo
magnétio de una determinada intensidad [3℄ [8℄.
La moléula enargada de transportar el oxigeno en la sangre es la hemoglobina. Esta moléula
tiene unas propiedades magnétias dependiendo de si va ligada al oxigeno (oxihemoglobina)
o no (desoxihemoglobina). La oxihemoglobina es diamagnétia, lo que la hae insensible a la
resonania magnétia. Pero la desoxihemoglobina es paramagnétia, lo que genera una distorsión
de ampo magnétio en resonania magnétia. Esto hae que dependiendo de su onentraión
loal en vasos sanguíneos de una región erebral, obtengamos una señal que se visualiza en RMF.
Esta señal es una medida relativa que se muestra negativamente relaionada on la antidad de
desoxihemoglobina.
Cuando realizamos una determinada tarea, una o varias áreas de nuestro erebro se ativan,
lo que produe un inremento en el ujo sanguíneoerebral autorregulado en el erebro haia
las áreas de atividad metabólia. Esto genera un aporte de oxígeno mayor al neesitado por las
élulas, inrementando la onentraión de oxihemoglobina [3℄. La presenia de oxihemogloina en
las venas amortigua las inhomogeneidades de ampo (debidas a la desoxihemoglobina, paramag-
nétia), on lo que el desfase de los espines (y en onseuenia la disminuión de señal T2) no se
produe y se reoge una señal mayor en el área ativada que la que se produiría en ondiiones
de reposo.
Para evaluar la ativaión erebral, se ompara la señal reogida en una ondiión de reposos
on al reogida en una ondiión de ativaión. Durante la adquisiión se presentan estímulos
en periodos apropiados, los estímulos pueden ser sensoriales, motores, tareas ognitivas o inluso
atividad mental. Las imágenes adquiridas en ausenia de tales estímulos son utilizadas omo
ontrol. Las imágenes adquiridas durante la respuesta a la estimulaión se omparan on estas
imágenes ontrol [18℄.
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Capı´tulo 3
MAPAS ESTADÍSTICOS
3.1. Introduión
La nalidad de SPM (Statistial Parametri Mapping) [13℄[14℄ es la realizaión de mapas de
estadístios paramétrios para la búsqueda de efetos de interés presentes en imágenes funionales
PET (Tomografía por Emisión de Positrones), SPECT (Tomografía por Emisión de Fotón Úni-
o)o fMRI (Resonania Magnétia funional). SPM se utiliza atualmente en departamentos de
psiquiatría, psiología, neurología, radiología, mediina nulear, farmaología, ienias ognitivas
y del omportamiento, bioestadístia y físia biomédia de todo el mundo para la investigaión de
enfermedades mentales, uantiaión de efetos farmaológios, estudios ognitivos, realizaión
de análisis longitudinales, estudios intersujeto, e inluso morfométrios [10℄ [9℄.
Este método es univariante, es deir, relaiona ada voxel independientemente on el estímulo
o estímulos apliados, sin tener en uenta las relaiones entre las áreas del erebro, y es lineal,
por lo tanto es limitado debido a la posible naturaleza no lineal de los datos.
3.2. Prinipios teórios
Los mapas paramétrios estadístios (SPMs) son imágenes uyos voxels representan valores
que están distribuidos de auerdo on una funión de densidad de probabilidad.
Un estudio de imagen funional mediante SPM está estruturado de la siguiente manera.
En primer lugar se realiza un tratamiento previo de las imágenes para que sea posible efetuar
sobre ellas el estudio estadístio propiamente diho. Este pre-proeso onsta de tres etapas: a)
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realineado, b) normalizaión y ) ltrado espaial [10℄ [9℄.
Una vez superadas, las imágenes están en disposiión de inluirse en el estudio estadístio,
que a su vez está dividido en dos etapas más: a) análisis estadístio y b) inferenia estadístia.
A ontinuaión se detalla ada una de estas etapas.
3.2.1. Realineado
Este paso de proesado previo tan sólo se aplia en el aso de que se disponga de varias
imágenes de un mismo sujeto. Consiste en estimar la diferenia de posiión entre las distintas
imágenes, debida a la diferente oloaión de la abeza del sujeto dentro del dispositivo de imagen
(PET , SPECT , fMRI). Para orregirla, se aplian las traslaiones y rotaiones adeuadas que
ompensen esta diferenia, de modo que las imágenes oinidan en el mismo espaio omún.
Estos movimientos de paientes podrían estar relaionados on la tarea llevada a abo en el
momento de la adquisiión, espeialmente en ensayos ognitivos neuropsiológios, por lo que a
vees puede ser interesante inluir las estimaiones del movimiento omo variables en el análisis
estadístio [22℄ .
El proeso de realineado orrige las diferenias de posiión entre imágenes de un mismo
sujeto, pero no es apaz de oloar en un espaio omún imágenes de distintos sujetos. Esta es
la nalidad de la siguiente etapa, la normalizaión espaial.
3.2.2. Normalizaión espaial
Para realizar un análisis vóxel a vóxel, los datos de distintos sujetos deben orresponderse
on un espaio anatómio estándar. Estableer esta orrespondenia se denomina normalizaión
espaial, y permite la omparaión entre sujetos y la presentaión de los resultados de un modo
onvenional.
En esta etapa se realiza una deformaión elástia de las imágenes de modo que onuerden
on un patrón anatómio estandarizado. Para que la transformaión espaial sea orreta, las
imágenes deben ser razonablemente similares al patrón utilizado, tanto morfológiamente omo
en ontraste. De este modo, se ponen en orrespondenia ada una de las imágenes erebrales de
ada sujeto on una loalizaión homóloga en el espaio estándar. De otro modo, es posible que
el algoritmo sea inapaz de enontrar la transformaión global óptima.
Esta normalizaión, además de permitir la omparaión vóxel a vóxel de las imágenes, también
3.2 Prinipios teórios 43
failita la loalizaión de las áreas funionales. El onepto de sistematizar la loalizaión erebral
de las regiones funionales se debe originalmente a Talairah [21℄, y si bien SPM presenta los
resultados nales mediante este método, el sistema de oordenadas empleado para informar
aera de las loalizaiones no es el mismo que el que aparee en el atlas de Talairah, lo que
puede induir a error.
La normalizaión espaial debe validarse mediante omparaión visual de las imágenes nor-
malizadas on el patrón utilizado. Las diferenias entre ambas deben enontrarse en los distintos
niveles de intensidad, debidos a las araterístias metabólias individuales del sujeto bajo es-
tudio. También habrá diferenias al ruido presente en la imagen, el ual será reduido en la
siguiente etapa ltrado espaial [2℄ [1℄.
3.2.3. Filtrado espaial (Suavizado de la imagen)
El ltrado es un proeso por el ual los vóxeles se promedian on sus veinos, produiendo un
suavizado de las imágenes, más o menos pronuniado en funión de un parámetro denominado
Amplitud Total a Media Altura o Full Width at Half Maximun FWHM . La FWHM tiene
unidades espaiales y mide el grado de suavizado: a mayor FWHM , mayor suavizado. Como
guía se suele utilizar la regla de que la FWHM sea, al menos, tres vees mayor que el tamaño
de vóxel. Debe tenerse en uenta que el grado de ltrado apliado afeta a los resultados, siendo
neesario estableer un ompromiso en funión del tamaño esperado de las áreas de ativaión,
el número de paientes y el ruido de las imágenes.
El suavizado de las imágenes tiene diversos objetivos. En primer lugar, aumenta la relaión
señal/ruido, ya que elimina fundamentalmente las omponentes ruidosas de la imagen. Otro mo-
tivo que hae onveniente suavizar las imágenes es que así se garantiza que los ambios entre
sujetos se presentarán en esalas suientemente grandes omo para ser anatómiamente sig-
niativas, una vez efetuado una normalizaión en intensidad. Es muy poo probable que se
produzan analogías signiativas entre dos sujetos distintos a esalas muy pequeñas. El terer
motivo para ltrar las imágenes es que así se ajustan mejor a un modelo de ampos gausianos.
Esto es importante, ya que la inferenia estadístia utilizará la teoría de ampos gausianos para
detetar efetos regionales espeíos [23℄.
Una vez ltradas, las imágenes ya están preparadas para ser analizadas estadístiamente. Las
etapas de proesado previas al análisis estadístio tan sólo deben efetuarse una vez, después de
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la ual pueden apliarse, en prinipio, en tantos diseños de estudios omo se desee.
En la gura 3.1 podemos ver un esquema del sistema SPM .
Figura 3.1: Esquema de un sistema SPM [13℄ [14℄
3.2.4. Análisis estadístio
Mediante SPM es posible realizar numerosos test estadístios, omo regresiones, test t de
Student, test F y análisis de varianza inluyendo ovariables y permitiendo el modelado de
iteraiones entre ellas.
Para el aso en el que la funión de densidad de probabilidad fuera una t de Student o una
distribuión F (mapas t o F ), uanto mayor sea un valor dado, más improbable es la hipótesis
nula de ese voxel. Para estimar estos valores, se hae un análisis de todos los voxels usando un
test estadístio y los parámetros estadístios resultantes son reunidos en una imagen, llamada
t-map o F-map [17℄.
Todos estos tipos de análisis pueden ser englobados en un modelo general (el modelo lineal
general o GLM), que es utilizado por SPM para efetuar los álulos matemátios.
3.2.5. Inferenia estadístia paramétria
El resultado del análisis estadístio es un valor p para ada vóxel de la imágen (guras 3.2 y
3.3), el ual representa la probabilidad de ausenia de efetos signiativos.
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Figura 3.2: Resultado de SPM. La gura muestra zonas de menor atividad metabólia en 12
paientes de esquizofrenia después de haber sido tratados on un nuevo fármao neuroléptio [5℄.
Figura 3.3: Presentaión avanzada de resultados mediante SPM. La gura revela zonas de menor
atividad metabólia en paientes de esquizofrenia tratados on un nuevo fármao neuroléptio
on respeto a un grupo de ontrol [5℄.
Sin embargo, en un estudio PET hay muhos vóxeles, que al ser analizados independiente-
mente, dan lugar a un elevado número de valores p. Al realizar un número tan grande de test
estadístios aparee un ierto numero de valores p que superan un umbral de signiaión esta-
bleido, tan sólo debido al azar. Este es el problema de la omparaiones múltiples. En onreto y
dada su propia deniión, en aso de que no haya efetos neurofísios presentes en las imágenes,
se espera que apareza un 1 por iento de valores p menores de 0,01, un 0,1 por iento menores
que 0,001, et.
Estos son los denominados falsos positivos o errores tipo I. El problema de las omparaiones
múltiples se solventa habitualmente mediante la orreión de Bonferroni. Con ella, el valor p a
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partir del ual se aepta la hipótesis de partida, se alula omo α /(número de test). α es la tasa
de falsos positivos que se está dispuesto a aeptar para el estudio en su onjunto (habitualmente
igual a 0,05, es deir, un falso positivo ada 20 test). Pero la orreión de Bonferroni asume que
los test son independientes entre sí, lo ual no ourre en el aso de neuroimágenes, realizando
una orreión exesivamente onservadora [5℄.
Para tratar el problema de la no-independenia entre vóxeles, sobre todo los eranos, de
un modo mas adeuado que la simple orreión de Bonferroni, SPM hae uso de la llamada
teoría de ampos gausianos. Sus fundamentos son relativamente omplejos y basta saber que
proporiona un valor de p orregido.
Típiamente, el valor de p orregido por omparaiones múltiples a partir del ual se aepta
que un efeto es signiativo es de p=0,05. Este umbral se establee a priori y ofree una pro-
teión de un falso positivo ada 20 observaiones, siempre y uando se umplan estritamente
todos los supuestos impliados en el proeso. Esto rara vez ourre en la prátia, por lo que es
extremadamente ompliado estableer riterios objetivos para determinar un umbral a partir
del ual los valores p deban aeptarse omo realmente signiativos.
3.3. Modelo lineal general (GLM)
3.3.1. Modelo lineal general: Monosujeto
Todos los estadístios paramétrios están basados en el modelo lineal general o GLM . Este
modelo se diseña de forma que, para ada voxel, se estima literalmente la respuesta hemodinámia
a partir de la matriz de diseño. Conretamente, para ada voxel m el modelo se puede expresar
omo
ym [n] = x
T [n] βm1 + βm0 + em [n] (3.1)
donde e[n] es el error de prediión, βm1 es un vetor de L omponentes orrespondientes
a otros tantos estímulos y/o atividades y βm0 es un fator de sesgo. Usualmente se inluye
una omponente onstante en la matriz de diseño para absorver este sesgo. Alternativamente, se
puede eliminar el sesgo de la serie temporal. Este método es univariante
1
, es deir, la estimaión
1
El modelo lineal general tiene a su favor que su oste omputaional es mínimo. Sin embargo, adolee de las
arenias de ser un método univariante. Es deir, para el álulo de ada parámetro sólo se toman en onsideraión
las señales del orrespondiente voxel. No obstante, se puede formular de forma inmediata un modelo multivariante
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de ada vetor βm1 sólo depende de la respuesta hemodinámia en el voxel m. Sin embargo, el
problema puede resolverse en bloque (sin que por ello el método gane un aráter multivariable),
para lo que puede ser esrito en notaión matriial de la siguiente forma
Y = Xβ +E (3.2)
donde Y es la respuesta erebral y X es la matriz de diseño anteriormente denida. El on-
junto de parámetros β es una matriz de dimensiones L+1×M . Las las de esta matriz pueden ser
reordenadas según el orden original de las matries bloque. Las L primeras las así reordenadas
representan una imagen del erebro uyos voxel indian el nivel de presenia de ada uno de los
estímulos en la orrespondiente zona del erebro. La última la representa el sesgo de ada uno
de los voxels en el estimador y, en prinipio, arae de interés. La matriz E ontiene el error de
estimaión por ada voxel e instante de tiempo. Se supondrá que los errores son independientes
e idéntiamente distribuidos on ovarianza
∑
= σ2I.
Si la inversa de XTX existe, lo que ourre uando la matriz de diseño es de rango ompleto,
las estimaiones de mínimos uadrados son
βGLM =
(
XTX
)−1
XTY (3.3)
La hipótesis nula de que los efetos ontenidos en X no son signiativos se puede probar on
el estadístio t usando omponentes lineales o ontrastes de las estimaiones de los parámetros
β. Un ontraste c es un vetor la de pesos. La importania de una omposiión lineal de efetos
partiulares es probada on
T =
cβ√
cǫ2 (XTX)
−1
cT
(3.4)
para este problema sin más que utilizar la respuesta hemodinámia Y para haer una estimaión de los estímulos
X. Es deir, se toma el modelo al revés.
X = Yβ
T
+E
En este aso, se está haiendo una regresión lineal de los estímulos sobre los datos. El estimador de mínimos
uadrados para este modelo es [17℄
βRL = X
T
Y
(
Y
T
Y
)
−1
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donde ǫ2 es la estimaión de la varianza σ2, la ual es estimada a ada voxel usando un
estimador usual de mínimos uadrados.
El uso del estadístio t no aporta ningún tipo de informaión aparte de la ontenida en el
parámetro β y no resulta de interés para la tarea de lasiaión, aunque sí su visualizaión [17℄.
3.3.2. Modelo lineal general: Multisujeto
Vamos a ver los asos en el que tenemos k sujetos y dos niveles. Usaremos notaiones diferentes
para distinguirlos: (1) para el aso de primer nivel y (2) para el segundo nivel. Partiendo de esta
notaión, la euaión 3.2 para el primer nivel queda ahora denida de la forma:
Y(1) = X(1)β(1) +E(1) (3.5)
donde Y(1) es una matriz on todos los voxeles y todos los instantes de tiempo para los k
sujetos. Por lo tanto, sus dimensiones serán Nk ×M (ver euaión 3.6). A su vez, X(1) es una
matriz de diseño ompuesta por las matries X (ver euaión 3.7), E(1) es el onjunto de errores
y β(1) es un vetor ompuesto por las β de ada sujeto organizadas en bloques de (L+ 1) k (ver
euaión 3.8).
Y(1) =


Y1
Y2
.
.
.
Yk


(3.6)
X(1) =


X1 · · · · · · 0
.
.
. X2 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · · · · Xk


(3.7)
β(1) =


β1
β2
.
.
.
βk


(3.8)
Al tener dos niveles, lo que queremos es saber son las euaiones de β(1) y β(2). Existe una
relaión entre la β de primer nivel β(1) y la de segundo nivel β(2) dada por la euaión
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β(1) = X(2)β(2) +E(2) (3.9)
donde β(2) es una matriz on un mapa omún para todos los sujetos. Si todos los sujetos fueran
iguales se umpliría que β(1) = β(2). Por otro lado X(2) es una matriz ompuesta por matries
identidad I1, I2, . . . Ik, donde ada matriz identidad tiene unas dimensiones de (L+1)× (L+1).
Esta matriz X(2) transporta del espaio de β(2) a los mapas de todos los sujetos. E(2) es una
matriz diferenia o un onjunto de parámetros y no una matriz de error omo lo es E(1). A partir
de esta relaión podemos resribir la euaión 3.2 omo
Y(1) = X(1)
(
X(2)β(2) +E(2)
)
+E(1) (3.10)
Y(1) = X(1)X(2)β(2) +X(1)E(2) +E(1) (3.11)
Y(1) =
[
X(1)X(2) X(1)
]β(2)
E(2)

+E(1) (3.12)
Una representaión de estos pasos, de ómo pasamos de la euaión 3.9 a la euaión 3.12 y
de las matries en un modelo de dos niveles la enontramos en la gura 3.4.
Queremos despejar β(2) y E(2) y para ello multipliamos por la traspuesta de [X(1)X(2) X(1)℄
on sus bloques también transpuestos a ambos lados de la igualdad.

X(2)TX(1)T
X(1)
T

Y(1) =

X(2)TX(1)T
X(1)
T

[X(1)X(2) X(1)]

β(2)
E(2)

+E(1) (3.13)

X(2)TX(1)TY(1)
X(1)
T
Y(1)

 =

X(2)TX(1)TX(1)X(2) X(2)TX(1)TX(1)
X(1)
T
X(1)X(2) X(1)
T
X(1)



β(2)
E(2)

+E(1) (3.14)
Denotaremos K
(11)
XX omo
K
(11)
XX = X
(1)TX(1) (3.15)
donde K
(11)
XX se ompone de una matriz de eros uya diagonal son las diferentes KXX de
ada sujeto (ver euaión 3.17). De la misma forma, denotamos K
(11)
XY omo
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K
(11)
XY = X
(1)TY(1) (3.16)
donde K
(11)
XY sera un vetor ompuesto por los diferentes KXY de ada sujeto (ver euaión
3.18)
K
(11)
XX =


KXX (1,1) · · · · · · 0
.
.
. KXX (2,2) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · · · · KXX (k,k)


(3.17)
K
(11)
XY =


KXY (1,1)
KXY (2,2)
.
.
.
KXY (k,k)


(3.18)
Si desarrollamos el produto del primer término de la matriz a la dereha de la igualdad en
la euaión 3.14 observamos que será igual a la suma de los produtos esalares de ada matriz
X(2)
T
K
(11)
XY = KXY (1,1) +KXY (2,2) + · · ·+KXY (k,k) =
k∑
i=1
KXY (i, i) (3.19)
Si haemos lo mismo on el primer término de la matriz a la izquierda de la igualdad en la
euaión 3.14 tendremos
X(2)
T
K
(11)
XXX
(2) = KXX (1,1) +KXX (2,2) + · · ·+KXX (k,k) =
k∑
i=1
KXX (i, i) (3.20)
Despejando de la euaión 3.13 on las nuevas notaiones la soluión nalmente es igual a

β(2)GLM
E(2)

 =


∑k
i=1KXX (i, i)
[
KXX (1,1) · · ·KXX (k,k)
]


KXX (1,1)
.
.
.
KXX (k,k)




KXX (1,1) · · · 0
.
.
.
.
.
.
.
.
.
0 · · ·KXX (k,k)






∑k
i=1KXY (i, i)

KXY (1,1)
.
.
.
KXY (k,k)




(3.21)
El test estadístio se lleva a abo de forma análoga al aso monosujeto.
3.3 Modelo lineal general (GLM) 51
Figura 3.4: Esquema que muestra la forma de las matries de diseño en un modelo de dos niveles
y ómo la forma jerárquia (en la parte superior) se puede reduir a una forma no jerárquia
(en la zona inferior). Las matries de diseño se muestran en formato de imagen on una esala
arbitraria de olores. Las variables de respuesta, parámetros y términos de error se representan
on eldas. En este ejemplo hay uatro sujetos o unidades observados en el primer nivel. La
respuesta de ada sujeto se modela on los mismos tres efetos, uno de los uales es un término
onstante.
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Capı´tulo 4
MÉTODOS NO LINEALES
4.1. Introduión
Los datos que provienen de una fuente en partiular se pueden araterizar por unas regu-
laridades o patrones. Estos patrones pueden ser exatos, aproximados o estadístios, y graias
a ellos entendemos las relaiones, regularidades o la estrutura inherente de la fuente de datos.
Detetando los patrones signiativos en los datos disponibles, se puede esperar que un siste-
ma estime nuevos datos provenientes de la misma fuente. Para ello nos valemos de los análisis
de patrones, ya que se oupan de la deteión automátia de patrones en los datos. En los úl-
timos años, este análisis está presente en muhos produtos omeriales. Además hay muhos
problemas importantes que sólo pueden ser resueltos usando este enfoque, omo por ejemplo la
ategorizaión de textos a partir de un análisis de la imagen de una página web.
Un algoritmo de análisis de patrones oge un ejemplo on innitos datos de la fuente y sus
salidas, y deteta una regularidad o una funión patrón. Los algoritmos de análisis de patrones
tienen que tener 3 propiedades: a) eienia o rendimiento de las esalas del algoritmo on
onjuntos grandes de datos, b) robustez, la ual se reere a la insensibilidad del algoritmo frente
al ruido en los asos de entrenamiento y ) estabilidad, que implia que los patrones deben
permitir la prediión de datos invisibles que provienen de fuentes subyaentes.
La representaión de los datos failita la identiaión de los patrones. En el aso de que se dé
un ambio de oordenadas, los algoritmos de análisis mantienen la presenia de las regularidades
de los datos pero ambian su representaión. Algunas representaiones haen más fáil la dete-
ión de las regularidades y permiten el uso de un onjunto de algoritmos, generalmente lineales,
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que son muy onoidos y eientes. Pero no siempre se da este aso y, uando la representaión
no es obvia, se vuelven a odiar las relaiones a través del uso de núleos. Usando los nú-
leos onseguimos una representaión de los datos en un espaio araterístio donde podremos
enontrar un patrón lineal y más senillo para detetar las regularidades de los datos.
En este apitulo nos entraremos en los asos en los que las representaiones no nos dan una
soluión lineal a primera vista [19℄.
4.2. Planos de deisión. Espaio de Hilbert
Un plano de deisión es un plano que separa entre un onjunto de objetos perteneientes a
diferentes lases. Un ejemplo senillo es el mostrado en la gura 4.1.
Figura 4.1: Caso linealmente separable
En este aso los objetos, unos de la lase ”uadrado” y otros de la lase ”írulo”, están
separados por una línea o límite, mostrando así el aso lineal. Así ualquier objeto que esté a la
dereha del límite será lasiado omo ”uadrado” y los que estén a la izquierda sera lasiado
omo ”írulo”.
Pero en la mayoría de los asos no son tan simples y se neesitan otras estruturas más
omplejas para haer una separaión óptima. Como ejemplo podemos ver la gura 4.2 donde se
ve laramente que para una separaión orreta neesitamos un límite urvo (que es mas omplejo
que una reta).
Una idea para soluionar este problema onsiste en proyetar las entradas en algún espaio
4.2 Planos de deisión. Espaio de Hilbert 55
Figura 4.2: Caso linealmente no separable
on una mayor dimensión usando un onjunto de funiones básias y apliar el modelo lineal
en este nuevo espaio. Cuando los datos no son linealmente separables en el espaio de datos
original pueden ser linealmente separables en un espaio araterístio on una dimensión mas
alta que el original, llamado hiperplano (ver gura 4.3)
Figura 4.3: Transformaión del espaio de entrada (1D) a un hiperplano o espaio araterístio
de mayor dimensión (2D) mediante la transfomaión lineal φ (x) =
(
ax2, bx, c
)
Cuanto mayor sea la dimensión a la que estamos transformando los datos, mayor será la
probabilidad de obtener una soluión lineal en el hiperplano o espaio araterístio.
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Usaremos la funión φ (x) la ual mapea un vetor de entrada de D dimensiones dentro de
un espaio araterístio de N dimensiones llamado espaio de Hilbert.
x : R → φ (x) : H (4.1)
Si partimos del estimador de la euaión 3.2 y haemos la transformaión de X al espaio de
Hilbert podremos esribir el estimador omo [12℄:
Y = Φβ +E (4.2)
4.3. Truo de los núleos
Hemos visto que si tenemos un problema en una dimensión en la que la soluión no es lineal
se puede pasar a un espaio de N dimensiones en el que sea posible una soluión lineal graias
a una transformaión de x a φ. Lo malo es que φ tendrá N dimensiones que serán muy grandes
y al haer su produto esalar tendremos N dimensiones × N dimensiones. Lo mas seguro es
que sean innitas, lo que nos supondría un problema. Por ello existe el truo Kernel o truo de
los núleos que asoia este produto esalar a una funión que sólo depende de las entradas que
teníamos iniialmente X y que tienen muhas menos dimensiones (gura 4.4) [19℄.
Figura 4.4: Transformaión en el espaio de Hilbert
El kernel o núleo es toda aquella funión k (x, y) que veria el teorema de Merer, el ual
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muestra que existe una funión φ : Rn → H y un produto esalar
k (xi,xj) = φ (xi)
T φ (xj) (4.3)
si y sólo si k(·,·) es un operador integral positivo en un espaio de Hilbert. Para que ualquier
funión g(x) pueda ser un núleo tiene que ser una funión nita y semi-denida positiva, o lo
que es lo mismo que umpla [17℄
∫
g (x) <∞ (4.4)
y para la que se umple que
∫
k (x,y) g (x) g (y) dxdy ≥ 0 (4.5)
4.4. Método general on núleos (GKM)
4.4.1. Método general on núleos: Monosujeto
Si la euaión 3.2 no tiene una soluión lineal, tal y omo hemos ontado anteriormente, hay
que pasarla a un espaio de mayor dimensiones para enontrar una soluión mas senilla en ese
nuevo espaio. Si pasamos los datos a un espaio de Hilbert obtenemos una nueva euaión
φ (Y) = φ (X) β +E (4.6)
donde φ (Y) es la transformaión de Y en el espaio de Hilbert y φ (X) es la de X. Al ser una
euaión análoga al aso lineal, podemos reesribir la soluión lineal 3.3 en términos de núleos
de Merer sustituyendo los produtos esalares lineales implíitos en las matries XTX y XTY
por produtos esalares en núleos de Merer, de la forma [17℄:
βGKM =
(
φT (X)φ (X)
)−1
φT (X)φ (Y) (4.7)
Siguiendo la euaión 4.3 podemos esribir los produtos en núleos de Merer de forma
abreviada
KXX = φ
T (X)φ (X) (4.8)
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KXY = φ
T (X)φ (Y) (4.9)
Así la euaión 4.7 la podemos abreviar de la siguiente forma
βGKM = K
−1
XXKXY (4.10)
4.4.2. Método RL on núleos
El uso del truo de los núleos para obtener la versión no lineal del estimador X = YβT+E
(véase nota a pie de página 47) no tiene apliabilidad en resonania magnétia si lo que se
pretende es obtener un mapa de ativaión. En efeto, una versión no lineal del estimador implia
una proyeión de los datos de entrada a un espaio de mayor dimensionalidad, posiblemente
innita, on lo que se pierde la asignaión de ada uno de los voxels a un parámetro del vetor β.
No obstante, es posible seguir obteniendo ventajas del uso de los núleos. Para ello hay que notar
que el método de mínimos uadrados utiliza una aproximaión a la matriz de autoovarianza de
los datos Y. Esta matriz de ovarianza se alula mediante el produto YTY. En su lugar, es
admisible utilizar núleos de Merer. Una forma onsiste en expresar la euaión 3.2 en forma de
produtos esalares entre vetores de datos y[i]T y[j] y luego sustituir estos produtos mediante
núleos de la forma:
KY Y (i, j) = φ (y[i])
T φ (y[j]) (4.11)
Mediante la igualdad Y
(
YTY
)
−1
=
(
YYT
)
−1
Y la euaión 3.2 se puede esribir omo
βRL = X
T
(
YYT
)−1
Y (4.12)
que ontiene ahora una matriz de Gram de produtos esalares en lugar de una matriz
de autoovarianza. Si se sustituye el produto esalar eulídeo por uno basado en núleos, se
tiene [17℄
βKRL = X
TK−1YYY (4.13)
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4.4.3. Método general on núleos: Multisujeto
Igual que en el aso monosujeto, hay una analogía entre el aso multisujeto para GLM y el
aso multisujeto para GKM . Si en GLM teníamos una estimaión de β(1) dada por la euaión
3.9, para el aso no lineal β(1) viene dada por la euaión
β
(1)
GKM = X
(2)β
(2)
GKM +E
(2)
(4.14)
A su vez, y de la misma manera, la estimaión de β
(2)
GLM y E
(2)
dada por la euaión 3.21,
para el aso no lineal β
(2)
GKM y E
(2)
viene dada por la euaión

β(2)GKM
E(2)

 =


∑k
i=1KXX (i, i)
[
KXX (1,1) · · ·KXX (k,k)
]


KXX (1,1)
.
.
.
KXX (k,k)




KXX (1,1) · · · 0
.
.
.
.
.
.
.
.
.
0 · · ·KXX (k,k)






∑k
i=1KXY (i, i)

KXY (1,1)
.
.
.
KXY (k,k)




(4.15)
Para ambos asos la notaión y la deniión de X(2) es exatamente igual al aso lineal.
4.5. Test estadístio no paramétrio
Muhas vees es interesante omparar muestras on dos distribuiones de probabilidad di-
ferentes. Por ejemplo podemos omparar dos vetores de datos de tejidos idéntios según lo
determinado por diferentes laboratorios para detetar si los datos se pueden analizar onjunta-
mente o si las diferenias en el proedimiento han ausado diferenias en las distribuiones de
datos. Igualmente es interesante las omparaiones entre los vetores de diferentes tipos de teji-
dos, omo por ejemplo para determinar diferenias entre tejidos saludables y anerígenos. Para
la omparaión de los atributos, es deseable ombinar bases de datos que ontengan múltiples
ampos, donde no se sabe de antemano a qué ampos orresponden: los ampos se omparan
maximizando la similitud en las distribuiones de sus entradas. Para omparar distribuiones
usaremos un test estadístio que determinará si dos muestras provienen de diferentes distribu-
iones [11℄.
Dados ejemplos independientes e idéntiamente distribuidos, X que sigue una distribuión p
(X ∼ p) de tamaño m e Y que sigue una distribuión q (Y ∼ q) de tamaño n, el test estadístio
T (X,Y ) : Xm × X n 7→ {0, 1} se usa para distinguir entre la hipótesis nula H0 : p = q y la
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hipótesis alternativa HA : p 6= q. Esto se onsigue mediante la omparaión del test estadístio
on un umbral partiular: si se supera el umbral, entones la prueba rehaza la hipótesis nula.
La región de aeptaión del test se dene así omo el onjunto de números reales por debajo del
umbral.
En un aso ideal y si omparamos dos distribuiones iguales el test nos daría un valor igual a
ero lo que impliaría que p = q. Sin embargo, en la prátia, uno de los datos estimados puede
ontener ruido o ser parial, por lo que neesitamos el test estadístio. Al no estar en un aso
ideal es posible que obtengamos una respuesta errónea. Un error de Tipo I se produe uando
p = q es rehazada basándose en los datos observados, a pesar de que la hipótesis nula sea la
hipótesis orreta. Por el ontrario, un error de Tipo II se produe uando p = q se aepta a
pesar de que las distribuiones sean diferentes.
El nivel α de un test es un límite superior sobre la probabilidad de un error de Tipo I:
este es un parámetro de diseño del test que debe ser estableido de antemano, y se utiliza para
determinar el umbral al que se ompara el test estadístio. La fuerza de un test frente a un par
(p, q) espeio tal que p 6= q es la probabilidad de aeptar erróneamente que p = q en este aso.
Un test onsistente alanza un nivel α, y un error del Tipo II igual a ero, en el limite de la
muestra.
Sea Iˆ
(
p(n), q
)
el valor estimado entre p(n) y q. El test de permutaión genera todos los
onjuntos posibles de permutaiones de p que deniremos omo p
(n)
perm (k), siendo 1 ≤ k ≤ N !
on los elementos de la serie temporal de respuesta del erebro en el voxel n-ésimo, y alula sus
valores asoiados Iˆ
(
p
(n)
perm (k) , q
)
. Así el valor m asoiado al voxel n-ésimo se dene omo
m(n) =
∑N !
k=1 I
(
Iˆ
(
p
(n)
perm (k) , q
)
> Iˆ
(
p(n), q
))
N !
(4.16)
donde Iˆ (·) es la funión indiatriz.
Debido a la elevada arga omputaional de alular todas las posibles permutaiones en los
elementos de p(n), en la prátia sólo se usan unas deenas o ientos de ellos de forma aleatoria.
En este aso, el valor exato de m no se puede saber, pero si lo podemos averiguar on un 95%
de erteza on la fórmula
CI95% = m± 1,96
√
m (1−m)
M
(4.17)
donde M es el número de permutaiones usadas.
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Usualmente, uando se utiliza un test no paramétrio, se suele onstruir un mapa similar al
t − map del test paramétrio SPM . Para ello, simplemente se utiliza la funión inversa de la
distribuión t de Student para enotrar la t orrespondiente a ada uno de los valores de p. Estos
mapas se suelen llamar pseudo t-maps [10℄, y su únia ventaja es que ofreen un mayor margen
dinámio que el mapa de probabilidades, lo que da una idea de la posible foalidad o no de una
determinada respuesta BOLD.
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Capı´tulo 5
EXPERIMENTOS
5.1. Sujetos y paradigma
Diez sujetos sanos fueron estudiados en un esáner Siemens Sonata de 1.5 T y otros diez en
un esáner Bruker MedSpe de 4.0 T. El onsentimiento basado en las diretries instituionales
fue obtenido antes de la partiipaión en el estudio. Los estímulos fueron presentados a través
de gafas LCD ompatibles on MR y auriulares (Resonania Tehnology In., Northridge, CA).
El paradigma onsiste en uatro tareas entrelazadas: visuales (simulaión de damero de 8 Hz),
motoras (golpeo on el dedo indie dereho a 2 Hz), auditivas (disriminaión sílaba), y ognitivas
(álulo mental). Estas tareas se organizan en un diseño de bloques al azar (8 s por bloque), on
un punto de mira sirviendo omo base de referenia para un total de 132 s por esaneo (gura
5.1).
Figura 5.1: Representaión visual de los estímulos usados en intervalos en el paradigma
La duraión total de ada estado es aproximadamente 27 s. La tarea visual onsiste en la
inversión de un damero blano y negro on una freuenia de 8 Hz. La tarea motora onsiste en
un dedo golpeando al ritmo de un tono a una freuenia de 1 kHz sobre un botón de respuesta.
Durante la tarea auditiva, los sujetos esuharon sílabas grabadas (por ejemplo: .
A
h", "Ba",
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"Ha", "Ka", Ra") y presionaron un botón uando esuhaban la sílaba "Ta"(25% de la sílabas).
La tarea ognitiva onsiste en álulos mentales. Se les pidió que sumar tres números presentados
auditívamente y dividir la suma por tres, respondiendo mediante la pulsaión de un botón uando
el suma era divisible por tres, sin resto (50% de los ensayos). Los sujetos fueron instruidos para
asistir a ada tarea on un esfuerzo onstante a través de las exploraiones e intensidades de
ampo.
5.2. Adquisiión de datos
Los datos de la resonania magnétia fueron adquiridos utilizando un sólo disparo eo-planar
on TR: 2 s, TE: 50 ms, ángulo ip: 90 -, tamaño de la matriz: 64×64 o 32×32 píxeles, FOV: 192
mm. Los datos on las matries de 32×32 fueron adquiridos on diferentes anhos de banda, ya
sea on 1200 Hz / píxel (BPN) o on 2400 Hz / píxel (HBW), que ambia el grado de distorsión
geométria y la relaión señal-ruido. Los ortes fueron de 6 mm de espesor, on un 25% de
diferenia, y 66 volúmenes fueron reogidos para un tiempo total de mediión de 132 s.
5.3. Análisis de los datos
El hardware del ordenador utilizado en todos los experimentos onsistió en un equipo de
trabajo Intel Pentium Dual de 2,4 GHz on memoria 2,75 GB de RAM que se ejeuta en Windows
XP, y Matlab 7.0 (The MathWorks, In) para todos los análisis GKM y representaiones gráads.
Oasionalmente, un Apple iMa on proesador Intel Core i5 de 2,7 GHz que se ejeuta en MAC
OS X Lion 10.7.5 para los análisis SPM y la umbralizaión de los mapas de probablilidad.
Los pasos de preproesamiento inluyen la orreión de movimiento, la orreión de ortes
temporales, la normalizaión espaial y el suavizado espaial. El análisis estadístio usando una
matriz de diseño on uatro ondiiones (motor, visual, auditiva, ognitiva) se realizó on umbral
de los 1000 vóxeles más signiativos y ltro 132 s paso alto.
Para el análisis SPM se usó el software SPM8 [13℄[14℄ para generar los t-maps que representan
los ambios en la ativaión erebral. Posteriormente se llevó a abo un análisis similar, pero on
el algoritmo GKM, para generar pseudo t-maps a partir de los mapas de probabilidad generados
mediante el test de permutaión. Los datos se normalizaron a varianza 1 y las matries y vetores
de núleos de Merer usados se normalizaron para que los datos estuvieran entrados en el origen
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antes de proeder al ajuste por mínimos uadrados. El núleo usado fue una gaussiana de varianza
1. Si bien los mapas GKM generados tienen un aspeto altamente dependiente de la anhura del
núleo, los mapas de probabilidad generados por el test de permutaión se mostraron altamente
invariantes a ese parámetro.
Se llevaron a abo análisis monosujeto y multisujeto. Los estudios monosujeto se llevaron a
abo usando uatro sujetos esaneados on el esáner de 4 T y matriz de 32×32. Para los análisis
multisujeto se agruparon uatro poblaiones de la siguiente forma:
1. Oho sujetos esaneados en el esáner de 1,5 T on una matriz de 32×32 píxeles.
2. Oho sujetos esaneados en el esáner de 1,5 T y matriz de 64×64.
3. Catore sujetos esaneados en el esáner de 4.0 T y matriz de 32×32.
4. Siete sujetos esaneados en el esáner de 4.0 T y matriz de 64×64.
5.4. Resultados
5.4.1. Experimentos monosujeto
Los análisis SPM y GKM dan omo resultado uatro mapas (t-map y pseudo t-map res-
petivamente) por sujeto, orrespondientes a los estímulos visual, motor, ognitivo y auditivo.
Cada mapa se umbraliza de forma que sólo se representan los 1000 voxels más representativos
(aquellos on un valor de p más alto), a efetos de omparaión. Los resultados pueden verse
en el Apéndie A (71). Las guras A.1 a A.8 orresponden a los mapas SPM y pseudo t-maps
proedentes del análisis no paramétrio de los mapas GKM para el estímulo visual. En general, el
estímulo visual se deteta fáilmente y es onsistente entre sujetos a lo largo de todas las guras,
pero puede observarse mayor sensibilidad en GKM, puesto que las zonas detetadas en el área
oipital, orrespondiente a la visión son mayores. Ello india que los 1000 voxels seleionados
por el GKM están agrupados en unos poos agrupamientos en torno a las zonas de la visión. Esto
es así también en el onjunto de imágenes SPM, pero en algunos asos on menor volúmen de las
zonas detetadas, lo que india presenia de voxels aislados no orrespondientes a estímulo alguno
sino probablemente debidos a la inuenia del ruido. Lo mismo puede deirse para el estímulo
motor (guras A.9 a A.16). Más dudosa es la ventaja obtenida en los estímulos ognitivo (guras
A.17 a A.24) y auditivo (guras A.25 a A.32), donde pareen detetarse mejor las áreas frontales
66 CAPÍTULO 5. EXPERIMENTOS
y frontolaterales relaionadas on la ogniión y las áreas de Broa y de Vernike relaionadas
on el lenguaje si se utiliza SPM. Esto puede ser debido, sin embargo, a una mala eleión del
número de voxels representativos y debe ser objeto de un estudio posterior.
5.4.2. Experimentos multisujeto
Los estudios multisujeto se llevaron a abo de forma idéntia a los anteriores. Los resultados
pueden verse en el Apéndie B (103). Se puede observar en las guras del estímulo visual (guras
B.1 a B.8) mayor presenia de interferenias en áreas no relaionadas on la visión en los mapas
SPM, on la onseuenia de una disminuión de la sensibilidad. Como ejemplo, ompárense
los planos 12 a 24 de las guras orrespondientes a ativaión visual. En las orrespondiente
a GKM se puede ver una mayor presenia de ativaión en la zona oipital. El mismo efeto
puede observarse en el estímulo motor (guras B.9 a B.16). Compárense los planos 56 a 72 en
las imágenes orrespondientes a estímulo motor. En el estímulo ognitivo (guras B.17 a B.24)
paree detetarse mejor la zona frontal y frontolateral que en los estudios monosujeto, aunque
no está lara la ventaja del GKM en este aso. Lo mismo puede deirse del estímulo auditivo
(guras B.25 a B.32), aunque en el multisujeto 3 pueden detetarse las áreas relaionadas on el
habla.
Capı´tulo 6
CONCLUSIÓN Y TRABAJOS FUTUROS
6.1. Conlusión
En este trabajo se ha revisado la ténia de artograado estadístio paramétrio (SPM)
introduida por Friston para el estudio funional del erebro humano mediante resonania mag-
nétia. Se ha introduido un método basado en núleos de Merer que generaliza el método
anterior proporionándole araterístias no lineales.
El método se basa en el paso de los datos y las matries de diseño a un espaio de Hilbert
tipo RKHS dotado de un kernel que se utiliza omo produto esalar. Los datos son proesados
linealmente en ese espaio. La formulaión está generalizada al aso de un estudio multisujeto y
multiestímulo.
Como un análisis estadístio paramétrio no puede llevarse a abo al no poder asegurarse la
gaussianidad de los datos, es neesario proeder a un análisis no paramétrio.
Se han heho análisis monosujeto y multisujeto de experimentos sensorimotores y ognitivos
en diversos sujetos proedentes de diferentes esáneres. Puede deirse que el GKM aumenta la
sensibilidad y la onsistenia entre sujetos en algunos asos, en partiular para los estímulos
visual y motor.
6.2. Trabajo futuro
Este estudio no es onluyente on respeto a la utilidad del método GKM. No obstante,
sugiere que la sensibilidad de los mapas generados on GKM puede superar a la del SPM. Es
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neesario profundizar en determinados aspetos a n de determinar si el método es ventajoso.
Primero, es neesario proeder a estudiar diferentes umbralizaiones on la ayuda de un experto
neurólogo o psiquiatra para determinar la exatitud de las deteiones y su onsistenia entre
sujetos y grupos. Segundo, sería ventajoso estableer un método para determinar valores ade-
uados para los parámetros del núleo usado. Además, es posible enontrar núleos de Merer
más adeuados a esta tarea. Por último, no está demostrado que no pueda usarse algún tipo
de test estadístio paramétrio a n de evitar el uso de test de permutaión, que tiene un oste
omputaional elevado.
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AP ´ENDICE A
EXPERIMENTOS MONOSUJETO
A.1. Estímulo visual
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Figura A.1: Estimulo visual monosujeto 1 por el modelo GKM.
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Figura A.2: Estimulo visual monosujeto 1 por el modelo SPM.
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Figura A.3: Estimulo visual monosujeto 2 por el modelo GKM.
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Figura A.4: Estimulo visual monosujeto 2 por el modelo SPM.
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Figura A.5: Estimulo visual monosujeto 3 por el modelo GKM.
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Figura A.6: Estimulo visual monosujeto 3 por el modelo SPM.
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Figura A.7: Estimulo visual monosujeto 4 por el modelo GKM.
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Figura A.8: Estimulo visual monosujeto 4 por el modelo SPM.
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A.2. Estímulo motor
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Figura A.9: Estimulo motor monosujeto 1 por el modelo GKM.
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Figura A.10: Estimulo motor monosujeto 1 por el modelo SPM.
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Figura A.11: Estimulo motor monosujeto 2 por el modelo GKM.
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Figura A.12: Estimulo motor monosujeto 2 por el modelo SPM.
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Figura A.13: Estimulo motor monosujeto 3 por el modelo GKM.
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Figura A.14: Estimulo motor monosujeto 3 por el modelo SPM.
A.2 Estímulo motor 85
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Figura A.15: Estimulo motor monosujeto 4 por el modelo GKM.
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Figura A.16: Estimulo motor monosujeto 4 por el modelo SPM.
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A.3. Estímulo ognitivo
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Figura A.17: Estimulo ognitivo monosujeto 1 por el modelo GKM.
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Figura A.18: Estimulo ognitivo monosujeto 1 por el modelo SPM.
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Figura A.19: Estimulo ognitivo monosujeto 2 por el modelo GKM.
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Figura A.20: Estimulo ognitivo monosujeto 2 por el modelo SPM.
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Figura A.21: Estimulo ognitivo monosujeto 3 por el modelo GKM.
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Figura A.22: Estimulo ognitivo monosujeto 3 por el modelo SPM.
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Figura A.23: Estimulo ognitivo monosujeto 4 por el modelo GKM.
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Figura A.24: Estimulo ognitivo monosujeto 4 por el modelo SPM.
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A.4. Estímulo auditivo
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Figura A.25: Estimulo auditivo monosujeto 1 por el modelo GKM.
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Figura A.26: Estimulo auditivo monosujeto 1 por el modelo SPM.
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Figura A.27: Estimulo auditivo monosujeto 2 por el modelo GKM.
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Figura A.28: Estimulo auditivo monosujeto 2 por el modelo SPM.
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Figura A.29: Estimulo auditivo monosujeto 3 por el modelo GKM.
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Figura A.30: Estimulo auditivo monosujeto 3 por el modelo SPM.
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Figura A.31: Estimulo auditivo monosujeto 4 por el modelo GKM.
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Figura A.32: Estimulo auditivo monosujeto 4 por el modelo SPM.
AP ´ENDICE B
EXPERIMENTOS MULTISUJETO
B.1. Estímulo visual
Figura B.1: Estimulo visual multisujeto 1 por el modelo GKM.
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Figura B.2: Estimulo visual multisujeto 1 por el modelo SPM.
B.1 Estímulo visual 105
Figura B.3: Estimulo visual multisujeto 2 por el modelo GKM.
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Figura B.4: Estimulo visual multisujeto 2 por el modelo SPM.
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Figura B.5: Estimulo visual multisujeto 3 por el modelo GKM.
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Figura B.6: Estimulo visual multisujeto 3 por el modelo SPM.
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Figura B.7: Estimulo visual multisujeto 4 por el modelo GKM.
110 APÉNDICE B. EXPERIMENTOS MULTISUJETO
−52 −48 −44 −40 −36 −32
−28 −24 −20 −16 −12  −8
 −4  +0  +4  +8 +12 +16
+20 +24 +28 +32 +36 +40
+44 +48 +52 +56 +60 +64
+68 +72 +76 +80 +84 0
5
10
Figura B.8: Estimulo visual multisujeto 4 por el modelo SPM.
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B.2. Estímulo motor
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Figura B.9: Estimulo motor multisujeto 1 por el modelo GKM.
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Figura B.10: Estimulo motor multisujeto 1 por el modelo SPM.
B.2 Estímulo motor 113
−52 −48 −44 −40 −36
−32 −28 −24 −20 −16
−12  −8  −4  +0  +4
 +8 +12 +16 +20 +24
+28 +32 +36 +40 +44
+48 +52 +56 +60 +64
+68 +72 +76 0
2
4
Figura B.11: Estimulo motor multisujeto 2 por el modelo GKM.
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Figura B.12: Estimulo motor multisujeto 2 por el modelo SPM.
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Figura B.13: Estimulo motor multisujeto 3 por el modelo GKM.
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Figura B.14: Estimulo motor multisujeto 3 por el modelo SPM.
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Figura B.15: Estimulo motor multisujeto 4 por el modelo GKM.
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Figura B.16: Estimulo motor multisujeto 4 por el modelo SPM.
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B.3. Estímulo 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Figura B.17: Estimulo ognitivo multisujeto 1 por el modelo GKM.
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Figura B.18: Estimulo ognitivo multisujeto 1 por el modelo SPM.
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Figura B.19: Estimulo ognitivo multisujeto 2 por el modelo GKM.
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Figura B.20: Estimulo ognitivo multisujeto 2 por el modelo SPM.
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Figura B.21: Estimulo ognitivo multisujeto 3 por el modelo GKM.
124 APÉNDICE B. EXPERIMENTOS MULTISUJETO
−52 −48 −44 −40 −36 −32
−28 −24 −20 −16 −12  −8
 −4  +0  +4  +8 +12 +16
+20 +24 +28 +32 +36 +40
+44 +48 +52 +56 +60 +64
+68 +72 +76 +80 +84 0
5
10
Figura B.22: Estimulo ognitivo multisujeto 3 por el modelo SPM.
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Figura B.23: Estimulo ognitivo multisujeto 4 por el modelo GKM.
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Figura B.24: Estimulo ognitivo multisujeto 4 por el modelo SPM.
B.4 Estímulo auditivo 127
B.4. Estímulo auditivo
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Figura B.25: Estimulo auditivo multisujeto 1 por el modelo GKM.
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Figura B.26: Estimulo auditivo multisujeto 1 por el modelo SPM.
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Figura B.27: Estimulo auditivo multisujeto 2 por el modelo GKM.
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Figura B.28: Estimulo auditivo multisujeto 2 por el modelo SPM.
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Figura B.29: Estimulo auditivo multisujeto 3 por el modelo GKM.
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Figura B.30: Estimulo auditivo multisujeto 3 por el modelo SPM.
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Figura B.31: Estimulo auditivo multisujeto 4 por el modelo GKM.
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Figura B.32: Estimulo auditivo multisujeto 4 por el modelo SPM.
AP ´ENDICE C
PRESUPUESTO DEL PROYECTO
A ontinuaión se muestra el presupuesto de realizaión de este proyeto Fin de Carrera, on
un desglose de ostes para las imágenes y los gastos de desarrollo.
Los ostes asoiados a las imágenes de experimentaión se muestran a ontinuaión, reogidos
en la tabla C.1. Los ostes se muestran en dólares debido a la proedenia de las imágenes (USA).
Para el ómputo total del presupuesto se han onvertido todas las antidades a euros. Como
ada imagen tarda dos horas en proesarse, y son neesarios dos operadores en ada sesión, el
oste total para ada imagen es de 700 $ que, al ambio atual, son 541,60 ¿. El onjunto de
experimentos fMRI del proyeto son de 64 imágenes, haiendo un total de 34662,40 ¿.
El oste de desarrollo del proyeto se alula en base a los meses de estudio previo, progra-
maión de los algoritmos y pruebas de los mismos, un total de 6 meses de trabajo ponderados
por 1500 ¿ mensuales. El resultado apliable a estos oneptos por tanto asiende a 9000 ¿.
Por último, abe nombrar la adquisiión de un equipo informátio para la realizaión de los
algoritmos y los experimentos, lo ual asiende a 1000 ¿.
Teniendo en uenta estos desgloses y sumando el onjunto, el oste nal del proyeto asiende
a un total de 44662,40 ¿.
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Tabla C.1: Presupuesto
Conepto Coste
Creaión de la imagen y alquiler del esáner 400 $
Sueldo operador médio 100 $/hora
Sueldo operador ténio 50 $/hora
TOTAL (2 horas) 700 $
Bibliografía
[1℄ J. Ashburner and K. Friston. Multimodal image oregistration and partitioning - a unied
framework. Neuroimage, 6:209217, 1997.
[2℄ J. Ashburner, P. Neelin, D. Collins, A. Evans, and K. Friston. Inorporating prior knowledge
into image registration. Neuroimage, 6:344352, 1997.
[3℄ A. Barros-Losertales and M. Paret. Apliaión de la resonania magnétia funional en la
evaluaión prequirúrgia en neurología. Jornades de Foment de la Investigaió, pages 13,
2003.
[4℄ L. Cerezal, R. Garía-Valtuille, and F. Abasal. Resonania Magnétia del sistema músulo-
esquelétio. Média Parameriana, Buenos Aires, Argentina, 2009.
[5℄ C. Chateld and A. Collins. Introdution to multivariate analysis. Chapman and Hall,
London and New York, 1980.
[6℄ Z. Cho, J. Jones, and M. Singh. Foundations of medial imaging. John Willey and sons,
New York, USA, 1993.
[7℄ R. Damadian. Tumor detetion by nulear magneti resonane. Siene, New Series,
171:11511153, 1971.
[8℄ N. Fayed, S. Olmos, H. Morales, and P. Modrego. Physial basis of magneti resonane
spetrosopy and its appliation to entral nervous system diases. Amerian journal of
appliated sienes, 3:18361845, 2006.
137
138 BIBLIOGRAFÍA
[9℄ K. Frinston, A. Holmes, K. Worsley, J. Poline, C. Frith, and R. Frakowiak. Statistial
parametri maps in funtional imaging in a general linear approah. Hum Brain Map,
2:189210, 1995.
[10℄ K. Friston, J. Ashburner, S. Kiebel, T. Nihols, and W. Penny. Statistial Parametri Map-
ping: The Analysis of Funtional Brain Images. Aademi Press, Departmen of Cognitive
Neurology. University College London, 2007.
[11℄ V. Gomez-Verdejo, M. Martinez-Ramon, J. Florensa-Vila, and A. Oliviero. Analysis of fmri
time series with mutual information. Medial Image Analysis, Feb 2012. Versión preliminar
del artíulo publiado.
[12℄ T. Hill and P. Lewiki. Statistis: Methods and Appliations. StatSoft, Tulsa, United States
of Ameria, 2007.
[13℄ S. J. Kiebel and K. J. Friston. Statistial Parametri Mapping: I. Generi Considerations.
Neuroimage, 2:402  502, Jun 2004.
[14℄ S. J. Kiebel and K. J. Friston. Statistial Parametri Mapping: II. A Hierarhial Temporal
Model. Neuroimage, 2:503 520, Jun 2004.
[15℄ Z. Liang and P. Lauterbur. Priniples of magneti resonane imaging: signal proessing
perspetive. Bellingham, Washington, USA, 2000.
[16℄ H. Maebo. Bases físias de la resonania magnétia. Website.
http://www.bioingenieros.om.ar/bio-maquinas/resonania_magnetia/index.htm?bases_1.htm&1.
[17℄ M. C. Martinez-Ramon, M. Gomes-Vilela, V. Gomez-Verdejo, and A. Oliviero. fmri brain
mapping with kernels. In 3rd International Workshop on Cognitive Information Proessing
(CIP), 2012, pages 16. IEEE, 2012.
[18℄ S. Ogawa, R. Menon, K. Ugurbil, and S. Kim. On the harateristis of funtional magneti
resonane imaging of the brain. Annual Review of Biophysial and Biomoleular Strutures,
27:44774, 1998.
[19℄ J. Shawe-Taylor and N. Cristianini. Kernel methods for pattern analysis. Cambridge Uni-
versity Press, Cambridge, United Kingdom, 2004.
BIBLIOGRAFÍA 139
[20℄ R. soiety of North Ameria In. (RSNA) y Amerian College of Ra-
diology (ACR). Funtional mr imaging (fmri)- brain. Website.
http://www.radiologyinfo.org/en/info.fm?pg=fmribrain.
[21℄ J. Tailarah and P. Tournoux. Co-planar stereotaxi atlas of the human brain: 3-Dimensional
proportional. Thieme Medial Publishers, Stuttgart, 1998.
[22℄ R. Woods, S. Cherry, and J. Maziota. Rapid automated algorithm for aligning and resliing
pet images. J Comput Assist Tomogr, 16:620633, 1992.
[23℄ K. Worsley, S. Marrett, P. Neelin, A. Vandal, K. Friston, and A. Evans. A unied statistial
approah for determining signiant voxels in images of erebral ativation. Hum brain map,
4:5873, 1996.
[24℄ O. Zerbe. Leture ourse: NMR spetrosopy. ETH Eidgenössishe Tehnishe Hohshule,
Zürih, Suiza, 2001.
