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When the reduced state of a many-body quantum system is independent of its remaining parts, we say it shows
what has become known by shielding property. Under some assumptions, equilibrium states of quantum trans-
verse Ising models do manifest such phenomenon. Namely, imagine a many-body quantum system described by
a lattice in the presence of an external magnetic field. Suppose there exists a separating interface on this lattice
splitting the system into two subsets such that they only interact one another through that interface. In addition,
suppose also that the applied external magnetic field is null on the interface. The shielding property states that
the reduced state of the set in one side of the interface has no dependence on the Hamiltonian parameters of
the set in the other side. This statement was proved in [N. Mo´ller et al, PRE 97, 032101 (2018)] for the case
where there is only one site in the interface. For lattices with more sites in the interface, it was conjectured that
the shielding property is true when the system is in the ground state. For the case of positive temperatures, it
does not hold and there are counterexamples to show that. Here we show that the conjecture does hold true for
ground states, but under an additional condition. This condition is met, in particular, if the Hamiltonian terms
associated to the interface are frustration-free.
I. INTRODUCTION
The Ising model is the simplest model to explain fer-
romagnetism, but it has shown to be much richer than
a toy model. Almost one century has past after its
creation and it is still an active topic of research [1].
Its quantum version, the transverse Ising model [2] is
even richer. It can be exactly solved using the Jordan-
Wigner transformation [3, 4]. It exhibits a phase tran-
sition between paramagnetic and ferromagnetic phases
at null temperature [5]. One generalization, where one
adds a longitudinal field, can also be solved via confor-
mal field theory [6, 7].
It is usually difficult to find exact solutions for com-
plex many body models. Then, the quantum Ising
model is often used as a benchmark for checking the
solution of other models or for verifying the effec-
tiveness of new approximation techniques [8, 9]. It
is a paragmatic model to study, introduce or illustrate
many features and concepts of quantum many body
systems, such the relation between entanglement and
phase transitions [10], decoherence of open quantum
systems [11], definitions of work in quantum thermo-
dynamics [12], and geometric and topological charac-
terizations of many body models [13, 14].
The transverse Ising model is not strictly theoreti-
cal, being equivalent to some biological systems [15]
and experimentally realizable. There is a large range of
techniques to implement it, like in optical lattices [16],
trapped ions [17], NMR simulators [18], Rydberg
quantum simulators [19], and even crystals [20].
The dynamics of the quantum Ising model with first
neighbours interactions satisfy a finite group velocity,
which can be proved theoretically [21–23] and experi-
mentally [19]. As an extreme case of this behaviour, if
one sets to zero the external magnetic field on one site
in an Ising chain, it leads to a null propagation veloc-
ity on that point [24]. Actually, this null group veloc-
ity feature is common to all commuting Hamiltonians.
Setting to zero the external magnetic field on some site
of an Ising chain makes its Hamiltonian to become a
commuting Hamiltonian, and then it would be just a
particular case of that class.
Ising models have an equilibrium property quite
analogous to that dynamical behaviour, not shared with
any other model. For thermal equilibrium (Gibbs)
states it is called shielding property[24]. Assume first a
chain described by the Ising model, where on one site
the external magnetic field is null. Suppose that this
system is in a thermal equilibrium state, i.e., a Gibbs
state for some inverse temperature β. Then, the re-
duced state of one side of this chain, with respect to that
site, has no dependence on the Hamiltonian parameters
of the other side of the chain.
The same result can be extended for some types of
n-dimensional lattices, to some extent. Let Λ be a fi-
nite lattice, X and Y be two subsets of Λ such that
X ∪ Y = Λ. Denote A = X\Y , B = Y \X and
S = X ∩ Y , with S being called interface. If i ∈ A
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2and j ∈ B, we suppose that i and j are not connected
by an edge. Furthermore, we always consider that the
external magnetic field applied on the sites of the in-
terface is null. Our definitions are illustrated in Fig. 1.
Note that, in the context of quantum Markov networks,
it is said that region A is shielded from region B by
S [25]. Moreover, regions A, B, and S will form a
Markov chain, since the Hamiltonian can be written as
H = HX + HY , with X = A ∪ S and Y = S ∪ B,
where HX commutes with HY [25].
FIG. 1: Two illustrations for the type of lattices we are treat-
ing in this paper. They are composed by the sets X , Y, A, B,
and S. The sites in black belong to the set A, in red to S and
in blue to B. We also have that X = A∪S and Y = B ∪S.
The sites of A and B do not interact directly with each other.
The set S is called interface.
In this paper, our main result answers some ques-
tions brought up in reference [24]. There, the inter-
face S contained only one site, as pictured in Fig 2.
We point out that chains and Bethe (or tree) lattices are
particular cases of lattices like these. Moreover, we dis-
cussed whether this property would be valid for lattices
with more than one site in the interface, and although
we were not able to provide a complete answer, some
examples were worked out. Strikingly, we found out
that whilst the shielding property does not hold true for
positive temperatures, it seems to be valid for null tem-
peratures, by which we mean the normalized projection
onto the ground space. Here, we show that the shield-
ing property in fact holds, in a suitable sense, for the
ground state.
FIG. 2: Particular case of the lattices from Fig. 1. The es-
pecial feature here is that the interface S contains only one
site.
In Sec. II we briefly review the main statements of
Ref [24], including the shielding property for lattices of
the type shown in Fig. 2, and a conjecture which states
how the shielding property would be for lattices of the
type shown in Fig. 1. In Sec. III we present our main
result, which is the shielding property for these more
general lattices. In Sec. IV we discuss a specific lat-
tice already considered in reference [24]. With the re-
sults of Sec. III we are now able to explain the reduced
states of this system. The shielding property in the gen-
eral case is different from the one found in [24], where
an implicit dependence can exists within the reduced
states, which is the main issue of Sec. IV. Moreover,
the shielding property in the general case is related to
frustration freeness, which is discussed in Sec. VI. In
addition, we discuss correlations between the sides of
chain where the shielding property holds. In Sec. VIII
we make our final remarks.
II. THE SHIELDING PROPERTY ON THE
QUANTUM ISING MODEL
In this section, we review the shielding property and
the main results of [24].
The transverse Ising model is given by the Hamilto-
nian
H = −
∑
i,j
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i , (1)
where σki , for k = x, y, z, are the Pauli matrices on the
state space associated to a lattice site i. The coefficients
Jij represent the strength of interaction between sites i
and j, while hi, an external magnetic field applied on
site i. The edges of the lattice determine which systems
interact: Jij 6= 0 if sites i and j are connected by an
edge otherwise Jij = 0.
The strongest form of the shielding property happens
for a lattice as described in the Introduction, with only
one site in the interface (Fig. 2). It can be stated as
follows.
Theorem 1. Let Λ be a lattice composed of two sets
X and Y such that X ∪ Y = Λ and X ∩ Y = {L},
where L is some site of the lattice. Assume the sites
i ∈ X and j ∈ Y such that i, j 6= L are not connected.
Assume that the system Hamiltonian is:
H = −
∑
i,j
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i −
∑
i
giσ
y
i , (2)
where hL = gL = 0. For any temperature, the reduced
state on the set Y of the Gibbs state of the whole lattice
has no dependence on hi, gi and Jij , for all i, j ∈ X .
3Furthermore, the reduced state is given by
ρY =
e−βH
′′
Tr(e−βH′′)
, (3)
where H ′′ = −∑i,j∈B(Jijσzi σzj + hjσxi + giσyi ).
As it was pointed out in [24], this theorem assures
an unexpected property since the strength of the inter-
actions Ji, which intermediate the interactions between
sets A and B, could be arbitrarily large.
But when the lattice has more sites in the interface
the proofs used to show the above theorem are incon-
clusive (for the more interested reader see [26]). Ac-
tually, Theorem 1 is not valid in the case of positive
temperature and in [24] counterexamples are given.
On the other hand, for the case of null temperature,
we could not show in [24] a counterexample, neither
prove the validity of the shielding property. So it was
conjectured that the shielding property would work for
systems in general lattices in the ground state, which is
stated as
Conjecture 1. Let Λ be a lattice composed of two sets
X and Y such that X ∪ Y = Λ and X ∩ Y = S.
Furthermore, assume the sites i ∈ X and j ∈ Y such
that i, j /∈ S are not connected. Suppose there is a
system which can be described by this lattice with the
Hamiltonian
H = −
∑
i,j
Jijσ
z
i σ
z
j −
∑
i
hiσ
x
i −
∑
i
giσ
y
i , (4)
and suppose that on the sites l ∈ S we have hl = gl =
0. The reduced state on the set Y of the ground state
has no dependence on hi, gi and Jij , for all i, j ∈ X .
In the next section, we show that this conjecture is
true under some additional hypothesis.
III. THE SHIELDING PROPERTY IN GENERAL
LATTICES
In this section, we present the shielding property in
the general case where the interface has more than one
site. It is stated in the following theorem.
Theorem 2. Let Λ be a lattice composed of two sets
X and Y such that X ∪ Y = Λ and X ∩ Y = S.
Furthermore, assume the sites i ∈ X and j ∈ Y such
that i, j /∈ S are not connected. Let |S| = m and label
its sites by L1, ..., Lm. Consider a system described by
the transverse Ising model in this lattice, in its ground
state. Suppose that the external magnetic field applied
on the sites of S is null, and also that
|〈σzLiσzLj 〉| = 1, (5)
for all i, j = 1, ...,m, such that i 6= j. Then the re-
duced state of set Y has no explicit dependence on the
Hamiltonian parameters of set A.
Namely, there is a fixed set {s∗1, ..., s∗m}, where each
s∗i = 1 or −1, such that 〈σzLiσzLj 〉 = s∗i s∗j , for all
i, j = 1, ...,m, i 6= j, and the reduced ground state of
set Y is given by
ρgY =
1
2
n⊗
i=1
1+ s∗i σ
z
Li
2
⊗GS[H ′′(s∗1 ,...,s∗n)]
+
1
2
m⊗
i=1
1− s∗i σzLi
2
⊗GS[H ′′(−s∗1 ,...,−s∗n)] (6)
where
H ′′(s∗1, ..., s
∗
n) =−
∑
k,l∈B
k 6=l
Jklσ
z
kσ
z
l −
∑
k∈B
hkσ
x
k
−
m∑
i=1
∑
k∈B
s∗i Jkiσ
z
k, (7)
and
GS[H] = lim
β→∞
e−βH
Tre−βH
is the normalized projection into the ground space of a
Hamiltonian H .
The proof of this Theorem can be found in App. A.
Notice, though, that whilst the conditions in Theorem 2
are quite similar to what has been required in Theo-
rem 1, there exist some fundamental differences be-
tween these two results. As a matter of fact, while The-
orem 2 allows for an arbitrary number of sites in S, it
asks for the additional condition expressed in Eq. (5).
Moreover, Theorem 1 holds for thermal equilibrium
states of any temperature. Theorem 2 only holds for
the ground state, because a system in the Gibbs state
would not satisfy condition (5). Finally, the conclusion
of Theorem 2 refers to the absence of an explicit depen-
dence, while Theorem 1 guarantees total independence
of the reduced state of side A with the parameter of B.
For a deeper understanding of this implicit depen-
dence, let us consider a lattice where S has two sites
and denote them by L and L′. Condition (5) is reduced
then to
〈σzLσzL′〉 = 1 or 〈σzLσzL′〉 = −1. (8)
4If 〈σzLσzL′〉 = 1 we get that
ρgY =
1
2
1L + σ
z
L
2
⊗ 1L′ + σ
z
L′
2
⊗GS[(H ′′(1,1)]
+
1
2
1L − σzL
2
⊗ 1L′ − σ
z
L′
2
⊗GS[H ′′(−1,−1)]. (9)
If 〈σzLσzL′〉 = −1, we get
ρgY =
1
2
1L + σ
z
L
2
⊗ 1L′ + σ
z
L′
2
⊗GS[(H ′′(1,−1)]
+
1
2
1L − σzL
2
⊗ 1L′ − σ
z
L′
2
⊗GS[H ′′(−1,1)]. (10)
Note that the two above states are different, but both
have no explicit dependence on the parameters of set
A. Once the value of 〈σzLσzL′〉 is determined to be 1
or −1, then the form of the state ρgY is determined. It
could be the case, however, that the value of 〈σzLσzL′〉
has a dependence on the Hamiltonian parameters of set
A, leading to an implicit dependence of ρgY on these
parameters. In Sec. V we explore in detail an example
with implicit dependence.
Condition (5) can never be satisfied by a system in
the Gibbs state with positive temperature, but it can be
for ground states. A system in a ferromagnetic phase,
for example, would satisfy it with 〈σzLiσzLj 〉 = 1 for
all i, j. In the next sections the reader will find some
examples that in fact satisfy this condition.
IV. EXAMPLE: LATTICE WITH FOUR SITES
Comparing the shielding property for the case of
lattices with more than one site on the interface with
the case of lattices with only one site on the interface,
we can observe that the former requires one additional
condition on the magnetization of the spins of the in-
terface, namely, one must requires that Eq. (5) holds
true.
The system pictured in Fig. 3 shows off how impor-
tant the addition condition (5) is for the shielding prop-
erty:
FIG. 3: Example of system which satisfies the shielding prop-
erty in the ground state.
The Hamiltonian of this system is given by
H = −σz1σz2 − σz2σz3 − h1σx1
−σz2σz4 − σz3σz4 − h4σx4 (11)
Such a system has already been approached to in refer-
ence [24]. When it is in a thermal equilibrium state it
was shown that it does not satisfy the shielding prop-
erty for positive temperatures, but do satisfy it for null
temperature. It means that the reduced state of sites 2,
3 and 4 has no dependence on h1 when the system is in
the ground state.
We can show that if the system is in the Gibbs state,
then the reduced state of the interface spins is given by
ρ2,3 =
1
4
1+
1
4
f(β, h1, h4)σ
z
2σ
z
3 , (12)
where f is a function of the inverse of the system tem-
perature β, and of the external magnetic fields h1 and
h4, meaning that
〈σz2σz3〉 = f(β, h1, h4). (13)
We can show that 0 ≤ f(β, h1, h4) < 1 for finite val-
ues of β and for all h1, h4, and then condition (5) is
not satisfied in this case. It agrees with the fact that
this system does not satisfy the shielding property for
positive temperatures. When β → ∞ we have that
f(β, h1, h4) → 1 for all h1, h4, and then the system
satisfies condition (5). Thus, Theorem 2 guarantees
that this system satisfies the shielding property for the
ground state, which agrees with the explicit calcula-
tions done in [24]. In Appendix B we show the details
of the function f(β, h1, h2).
Finally, we point out that there are more examples
of lattices with more sites in the interface which sat-
isfy the shielding property on the ground state but do
not satisfy for positive temperatures. In [24, Fig.3] we
showed two more examples of systems featuring this
behaviour.
V. IMPLICIT DEPENDENCE
Theorem 1 says that the reduced state of one side of
a lattice described by the transverse Ising model has
no dependence on the parameters from the other side
of the lattice if the external magnetic field is null on
the interface which contains only one site. Upon simi-
lar conditions, Theorem 2 states that the reduced state
of this first side has no explicit dependence on the pa-
rameters of the other, but here the interface can contain
more sites.
In the case of more than one site in the interface,
once the set {s∗1, ..., s∗m} is fixed, the reduced state
of set Y has no dependence on the parameters of set
A. However, the numbers s∗1, ..., s
∗
m could have depen-
5dence on the parameters of setA, causing a more subtle
dependence of the reduced state of set Y on these pa-
rameters.
Take the lattice depicted in Figure 4. Suppose that
the Hamiltonian of this system is given by the Ising
model, with the external magnetic field being null in
all sites and the strength of interactions labeled in this
figure. In this same figure, we can see the labeling of
each site. We will consider the interface given by the
two sites in the intersection of the pentagons, colored in
red. The sites in black are in set A and the sites in blue
are in set B. The interaction labeled with a is a free
parameter which we will change in set A to observe
the modifications in set Y .
FIG. 4: Example of lattice system which the reduced state of
set Y has implicit dependence on the parameters of set A.
Now, suppose that we wish to measure the observ-
able σz6Aσ
z
7A . We can show that if a > 0, 5 we will al-
ways measure σz6Aσ
z
7A = 1, if a < 0, 5 we will always
measure σz6Aσ
z
7A = −1 and if a = 0, 5 the answer of
this measurement is random (see Appendix C for de-
tailed calculations). So, if someone has access only to
the set Y , they can infer if a is larger or smaller than
0, 5, but this person could not infer the actual value of
a. This shows the implicit dependence of the reduced
state of Y on the parameters of A.
We can show the same conclusions we have got for
the above system for a arbitrarily large system. In Fig-
ure 5 we show a system which is an extension of the
previous one. In this figure, we have drawn a system
with six ‘pentagons’, but we can choose one with an
arbitrarily large number of ‘pentagons’ and our conclu-
sions would be the same. To calculate the ground state
of these systems we use the same arguments which we
have used in the previous example (more details can
be found in Appendix C). In these cases, we can also
find a couple of sites i and j located in the right part of
the lattice such that the observable σzi σ
z
j is equal 1 if
a > 0, 5 and equal −1 if a < 0, 5.
FIG. 5: Example of a lattice system arbitrarily large which
the reduced state of set Y has dependence on the parameters
of set A. It is the extension of the system of Figure 4. In this
particular figure, we have drawn six ‘pentagons’, but we can
choose a similar system with any number of pentagons.
VI. FRUSTRATION-FREE SATISFIES THE
SHIELDING PROPERTY
The shielding property enunciated in Theorem 2 is
related to frustration-free Hamiltonians. For this asser-
tion, we also need the hypothesis that the interface S
is a connected set. Before discussing our results, let us
define what we mean by frustration-free and by S as a
connected set.
Take a lattice system on a lattice Λ with arbitrary
Hamiltonian H =
∑
X∈ΛHX . We say that the system
is frustration-free if the ground state ρg also minimizes
the energy associated with each term of the Hamilto-
nian separately:
Tr(ρgHX) = min
Trρ=1
{Tr(ρHX)}, (14)
for all X ∈ Λ. That is, any global ground state ρ is a
ground state for each HX .
We can also define the system being frustration-free
only on a portion of the lattice. Thus, we say that the
Hamiltonian is frustration-free on the subset Z ∈ Λ if
equation (14) holds for all the sets X ∈ Z.
Now, considering the interface S, we say that it is
a connected set if for all sites Li, Lj which do not
interact directly, it is possible to find a path of l sites
Lk1, ..., Lkl ∈ S, such that Li interacts with Lk1, Lkl
interacts with Lj , and Lkl′ interacts with Lk(l′+1) for
all l′ = 1, ..., l − 1. That is, we cannot separate S into
two disconnected sets.
With these definitions we can state the following.
Corollary 1. Let a lattice system be described on the
finite lattice Λ by the transverse Ising model. Suppose
that we have two subsets X and Y , with X ∪ Y = Λ,
X ∩ Y = S and the magnetic field applied on the sites
of S is null. Furthermore, assume the sites i ∈ X and
j ∈ Y such that i, j /∈ S are not connected. If the
system is frustration-free on the interface S and it is a
connected set, then the reduced state of the subset Y
has no dependence on the parameters of the subset A.
This corollary holds since the condition of
frustration-free with the interface being a connected
6set guarantee that condition (5) is satisfied. In fact,
since the system is frustration-free, the ground state
minimizes the energy of each term of the Hamiltonian,
and in particular, minimizes JLiLjσ
z
Li
σzLj for all
Li, Lj ∈ S, such that JLiLj 6= 0. Thus, if the sites Li
and Lj interact, then the condition of frustration-free
gives us that 〈σzLiσzLj 〉 = sign(−JLiLj ). If the sites do
not interact, the hypothesis that S is connected gives
us that there is a path from Lk1, ..., Lkl ∈ S between
Li and Lj and the condition of frustration-free gives
us that
〈σzLiσzLj 〉 = (−1)l+1sign(JLiLk1 · JLk1Lk2 ·
... · JLk(l−1)Lkl · JLklLj ). (15)
We point out that this equation is consistent given the
condition of frustration-free. Thus, condition (5) is sat-
isfied, and Theorem 2 guarantees that this system satis-
fies the shielding property, as stated in the above corol-
lary.
For instance, consider the lattice given in Figure 6.
Take the Hamiltonian of the Ising model, but make all
the external magnetic fields null. The sites have inter-
action if they are connected by an edge and the strength
of the interactions is labeled in the figure. It is fixed
−1 for some interaction and equals a variable M for
the others. If M < 0, it is easy to see that all the spins
are aligned when the system is in the ground state and
then the system is frustration-free. Note that |〈σz3σz4〉|
is equal to 1 in this situation.
FIG. 6: Example of system which is frustration-free when
M < 0 and satisfies the shielding property. The shielding
property is dropped only for M = 2, when the system is
frustrated.
But suppose that we takeM  0. We expect that the
sites 1, 2, 5 and 6 turn to be anti-aligned between each
other, that is, site 2 opposite to site 1, site 1 opposite to
site 6, and so on. Thus, it could also change the state
of sites 3 and 4, and consequently the value of 〈σz3σz4〉.
This is exactly what happens if we take M > 2. In this
case the value of |〈σz3σz4〉| will be smaller than 1 and
the ground state is not unique anymore.
VII. CORRELATIONS AND THE SHIELDING
PROPERTY
Broadly speaking, the shielding property says that
the reduced state of set Y has no dependence on the
parameters of set A. However, it does not guarantee
that these sets do not have correlations. Take for exam-
ple a chain of three sites with external magnetic field
null in sites 2 and 3 and Hamiltonian given by
H = −hσx1 − J1σz1σz2 − J2σz2σz3 . (16)
This example was considered in reference [24, App.
C], and from the calculations made there it is possible
to obtain that the correlation 〈σz1σz3〉 − 〈σz1〉〈σz3〉 be-
tween sites 1 and 3 is given by
〈σz1σz3〉 − 〈σz1〉〈σz3〉 = tanh (βJ2) ·
tanh
(
β
√
J21 + h
2
)
· J1√
J21 + h
2
(17)
which is non-zero for positive values of β and also for
β → ∞. It means that this system does not exibit cor-
relations only for infinite temperature.
Another interesting example to be considered is that
of a chain containing five sites where the external mag-
netic field is null on sites 2 and 4 (Fig.7.a). The Hamil-
tonian of this system is given by
H =− h1σx1 − σz1σz2 − σz2σz3 − h3σx3
− h5σx5 − σz3σz4 − σz4σz5 . (18)
By Theorem 1, we have that neither 〈σz1〉 nor 〈σz5〉
have dependence on h3. However, we can show that
the correlation 〈σz1σz5〉 − 〈σz1〉〈σz5〉 has dependence on
h3 for positive temperatures. This can be explained
looking at this chain in a bit different way, as shown in
Figure 7.
FIG. 7: a) A chain with 5 sites described by the transverse
Ising model with external magnetic field null in sites 2 and
4. The observables on site 1 and on site 5 separately have
no dependence on the parameter h3, but the correlations still
exist. b) To explain the fact that the correlations still exist
we can see the chain as a two dimensional lattice where the
interface considered now has two sites.
Now we regard this chain as a two dimensional lat-
tice, where sets 2 and 4 are the interface, site 3 is the
only site in set A and sites 1 and 5 compose the set B.
Note that with this approach we have that 〈σz1σz5〉 can
7be understood as a local observable and that the inter-
face contains more than one site. We can show that
〈σz2σz4〉 = g(β, h3) (19)
where g is a function of the inverse of the system tem-
perature β, and of the external magnetic fields h3. For
positive temperatures we have that 0 < 〈σz2σz4〉 < 1
and then Theorem 2 allows the observable 〈σz1σz5〉 be
dependent on the parameter h3, which in fact happens.
This last assertion can be proved making explicit cal-
culations for the state. For null temperature we have
that 〈σz2σz4〉 = 1, and then Theorem 2 guarantees that
the observable 〈σz1σz5〉 has no dependence on the pa-
rameter h3, which agrees with our explicit calculation
for this observable.
VIII. CONCLUSION
The Shielding Property for the thermal equilibrium
states of the quantum Ising chains was derived in [24].
It means that if the whole system is in the Gibbs state
and one sets to zero the external magnetic field of one
site of the chain, then the reduced state of one side of
the chain, relative to that site, has no dependence on the
parameters of the Hamiltonian of the other side. This
property is not restricted only to chains, but also for
lattices with only one site in the interface, i.e., that site
which the magnetic field is null.
In this paper we have derived the shielding property
for the case of lattices with more than one site in the
interface. We have showed that when the spins belong-
ing to the interface have their magnetization aligned to-
wards the same direction, i.e., when |〈σzLiσzLj 〉| = 1,
then the reduced state of one side of the lattice has no
explicit dependence on the Hamiltonian parameters of
the other side.
We have also shown an example of a system not
satisfying the shielding property for positive temper-
atures, although satisfying it for the ground state. This
was already known, but with our new results we could
explain the reason of this odd behaviour. We also dis-
cussed the implicit dependence exploring another ex-
ample of system, which could be arbitrarily large. Fur-
thermore, we showed that frustration-free Hamiltoni-
ans satisfy the shielding property. Finally, we dis-
cussed the existence of correlations, even for the case
of chain and how the shielding property in lattices of
higher dimensions might explain that.
In conclusion, with this paper we answered the re-
mained question of the shielding property validity lim-
its and derived some consequences of them.
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Appendix A: Proof of Theorem 2
Here we present the proof of Theorem 2. In the first
subsection we present the proof for an specific lattice
and in the second section we present the proof for the
general case. The arguments are similar in both cases
and we make them separated for the better understand-
ing of the proof.
1. Proof for a Particular Example
Let us consider a lattice which is ‘almost’ a chain as
we can see in the Figure 8. The interface is given by
the red sites and are labeled by L and L′. The set A
is on the left of the interface and its sites are in black,
labeled from 1 to L− 1; the set B is on the right of the
interface and its sites are in blue, labeled from L+ 1 to
N .
FIG. 8: A lattice which is almost a chain. The interface con-
tains two sites (in red) which we label by L and L′. The sites
of setA (in black) are on the left of the interface and we label
them by 1, 2, ..., L−1. The sites of setB (in blue) are on the
right of the interface and we label them by L+ 1, ..., N .
The Hamiltonian of this system is given by Equa-
tion (1), with hL = hL′ = 0. We will decompose this
Hamiltonian in three terms:
H = HI +HS +HII , (A1)
where
HS = −JLL′σzLσzL′ , (A2)
HI =−
L−2∑
i=1
Jiσ
z
i σ
z
i+1 −
L−1∑
i=1
hiσ
x
i (A3)
− JL−1σzL−1σzL − J ′L−1σzL−1σzL′
and
HII =−
N−1∑
i=L+1
Jiσ
z
i σ
z
i+1 −
N∑
i=L+1
hiσ
x
i
− JLσzLσzL+1 − J ′LσzL′σzL+1. (A4)
Note that these three operators com-
mute with 11...1L−1σzL1L′1L+1...1N and
11...1Lσ
z
L′1L+1...1N . Then we can write
HI , HII and HS in a basis of eigenvectors
of the operators 11...1L−1σzL1L′1L+1...1N and
11...1Lσ
z
L′1L+1...1N . They assume the following
form
HS = −JLL′11,...,L−1σzLσzL′1L+1,...,N (A5)
= −
∑
s,s′=−1,1
ss′JLL′
1L + sσ
z
L
2
⊗ 1L′ + s
′σzL′
2
,
HI = H ′ ⊗ 1L+1,...,N (A6)
=
∑
s,s′=−1,1
(
H ′(s,s
′) ⊗ 1L + sσ
z
L
2
⊗
1L′ + s
′σzL′
2
⊗ 1L+1,...,N
)
,
where
H ′(s,s
′) =
(
−
L−2∑
i=1
Ji11,...,i−1σzi σ
z
i+11i+2,...,L−1
−
L−1∑
i=1
hi11,...,i−1σxi 1i+1,...,L−1
)
− sJL−111,...,L−2σzL−1
− s′J ′L−111,...,L−2σzL−1, (A7)
and
HII = 11,...,L−1 ⊗H ′′
=
∑
s,s′=−1,1
(
11,...,L−1 ⊗ 1L + sσ
z
L
2
⊗
1L′ + s
′σzL′
2
⊗H ′′(s,s′)
)
, (A8)
9where
H ′′(s,s
′) =
(
−
N∑
i=L+1
Ji1L+1,...,i−1σzi σ
z
i+11i+2,...,N
−
N∑
i=L+1
hi1L+1,...,i−1σxi 1i+1,...,N
)
− sJL+1σzL+11L+2,...,N
− s′J ′L+1σzL+11L+2,...,N . (A9)
Note that HI , HS and HII are operators in the
Hilbert space correspondent to the full lattice, H ′ is
an operator in the Hilbert space correspondent to set
X = A ∪ S, H ′(s,s′) to the set A, H ′′ to the set
Y = S ∪B and H ′′(s,s′) to the set B.
We wish to calculate the reduced state of the Gibbs
state in each side of the ‘chain’. To do this, first note
that
[HI ,HII ] = 0, [HI , HS ] = 0
and [HS , HII ] = 0, (A10)
then the Gibbs state is proportional to
e−βH =e−βH
I
e−βH
S
e−βH
II
(A11)
=
(
e−βH
′
1L+1,...,N
)
·(
11,...,L−1e−βσ
z
Lσ
z
L′1L+1,...,N
)
·(
11,...,L−1e−βH
′′)
(A12)
Now, let Pi be some orthogonal projectors summing
up to the identity and Bi some operators. We have that
e−β
∑
i Pi⊗Bi =
∑
n
(−β)n
n!
(∑
i
Pi ⊗Bi
)n
=
∑
n
(−β)n
n!
∑
i
Pi ⊗Bni (A13)
=
∑
i
Pi ⊗ e−βBi .
Noting that 1L+sσ
z
L
2 ⊗
1L′+s
′σz
L′
2 , for s, s
′ = 1,−1, are
orthogonal projectors summing up to the identity, we
can write then
e−βH
′′
=
∑
s,s′=−1,1
(
1L + sσ
z
L
2
⊗ (A14)
1L′ + s
′σzL′
2
⊗ e−βH′′(s,s
′)
)
.
We also have
e−βH
′
=
∑
s,s′=−1,1
(
e−βH
′(s,s′) ⊗ 1L + sσ
z
L
2
⊗ 1L′ + s
′σzL′
2
)
, (A15)
and
eβJL,L′σ
z
Lσ
z
L′ =
∑
s,s′=−1,1
(
eβss
′JLL′
1L + sσ
z
L
2
⊗ 1L′ + s
′σzL′
2
)
. (A16)
Thus, the Gibbs state is proportional to
e−βH =
∑
s,s′=−1,1
(
eβss
′JLL′ e−βH
′(s,s′)⊗
1L + sσ
z
L
2
⊗ 1L′ + s
′σzL′
2
⊗ e−βH′′(s,s
′)
)
(A17)
Now, let us consider a parity operator on the sites
1, ..., L− 1, defined by
P =
L−1∏
i=1
σxi . (A18)
It satisfies then
PH ′(s,s
′)P = H ′(−s,−s
′), (A19)
for s, s′ = 1,−1, which can be verified by direct calcu-
lations. Using the cyclic property of the trace and that
P 2 = 11,...,L−1, we have
Tr
(
H ′(s,s
′)
)
= Tr
(
PH ′(s,s
′)P
)
= Tr
(
H ′(−s,−s
′)
)
,
(A20)
which means that
Tr
(
H ′(1,1)
)
= Tr
(
H ′(−1,−1)
)
(A21)
and
Tr
(
H ′(1,−1)
)
= Tr
(
H ′(−1,1)
)
. (A22)
Using this property we can compute the partial trace of
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equation (A17), obtaining:
Tr1,...,L−1
(
e−βH
)
=
∑
s,s′=
−1,1
(
eβss
′JLL′Tr
(
e−βH
′(s,s′))
1L + sσ
z
L
2
⊗ 1L′ + s
′σzL′
2
⊗ e−βH′′(s,s
′)
)
.
(A23)
Therefore:
Tr1,...,L−1(e−βH)
Tr(e−βH)
= eβJLL′
Tr
(
e−βH
′(1,1)
)
Tr (e−βH)
×(
1L + σ
z
L
2
⊗ 1L′ + σ
z
L′
2
⊗ e−βH′′(1,1)
+
1L − σzL
2
⊗ 1L′ − σ
z
L′
2
⊗ e−βH′′(−1,−1)
)
+ e−βJLL′
Tr
(
e−βH
′(1,−1)
)
Tr (e−βH)
×(
1L + σ
z
L
2
⊗ 1L′ − σ
z
L′
2
⊗ e−βH′′(1,−1)
+
1L − σzL
2
⊗ 1L′ + σ
z
L′
2
⊗ e−βH′′(1,−1)
)
.
(A24)
This is the equation of the quantum state for a pos-
itive temperature. to find the ground state we have to
make
ρgY = lim
β→∞
Tr1,...,L−1(e−βH)
Tr(e−βH)
. (A25)
Now, we will use the hypothesis, that for the ground
state |〈σzLσzL′〉| = 1. Without loss of generality, sup-
pose that 〈σzLσzL′〉 = 1. Thus we have that
Tr(ρgY 〈σzLσzL′〉) = 1. (A26)
Remember also that
Tr(ρgY ) = 1. (A27)
Making the difference between Eq. (A26) and
Eq. (A27), we find that
lim
β→∞
[
e−βJLL′
Tr
(
e−βH
′(1,−1)
)
Tr (e−βH)
· (A28)
Tr
(
e−βH
′′(1,−1)
+ e−βH
′′(−1,1))]
= 0
Since the operators e−βH
′′(1,−1)
and e−βH
′′(−1,1)
are
positive, it implies that not only the limit of the trace is
zero, but also of the operators, so we have
lim
β→∞
(
e−βJLL′
Tr
(
e−βH
′(1,−1)
)
Tr (e−βH)
· e−βH′′(1,−1)
)
= 0
and
lim
β→∞
(
e−βJLL′
Tr
(
e−βH
′(1,−1)
)
Tr (e−βH)
· e−βH′′(−1,1)
)
= 0.
Thus, the reduced ground state becomes
ρgY =
(
1L + σ
z
L
2
⊗ 1L′ + σ
z
L′
2
⊗ lim
β→∞
e−βH
′′(1,1)
2Tre−βH′′(1,1)
+
1L − σzL
2
⊗ 1L′ − σ
z
L′
2
⊗ lim
β→∞
e−βH
′′(−1,−1)
2Tre−βH′′(1,1)
)
,
(A29)
which is exactly the Eq. (9). If we had supposed that
〈σzLσzL′〉 = −1, by similar arguments we would find
Eq. (10).
2. Proof for the General Case
Finally, this proof and conclusions can be general-
ized for any lattice and any number m of sites in the
interface. Let us maintain the labeling that i ∈ A, for
i = 1, ..., L − 1 and i ∈ B for i = L + 1, ..., N and
label the sites of the interface S by L1, ..., Lm. Asso-
ciated to these sites, it will appear variables s1, ..., sm
and we denote them by ~s. The sums over these vari-
ables are made for each si = ±1 and we will omit this
range for simplicity. The Hamiltonian is also given by
H = HI +HS +HII , and now the Hamiltonian terms
are
HS = −
m∑
i,j=1
i<j
JLiLjσ
z
Liσ
z
Lj , (A30)
HI =−
L−1∑
i,j=1
i<j
Jijσ
z
i σ
z
j +
L−1∑
i=1
hiσ
x
i (A31)
−
L−1∑
i=1
m∑
j=1
JiLjσ
z
i σ
z
Lj
11
and
HII =−
N∑
i,j=L+1
i<j
Jijσ
z
i σ
z
j +
N∑
i=L+1
hiσ
x
i (A32)
−
N∑
i=L+1
m∑
j=1
JiLjσ
z
i σ
z
Lj .
These operators can be rewritten as
HS = 1A ⊗Hs ⊗ 1B , (A33)
HI = H ′ ⊗ 1B (A34)
HII = 1A ⊗H ′′ (A35)
where
Hs = −
m∑
i,j=1
i<j
JLiLj
∑
~s
sisj
m⊗
k=1
1k + skσ
z
Lk
2
,
(A36)
H ′ =
∑
~s
H ′(~s)
m⊗
k=1
1k + skσ
z
Lk
2
, (A37)
with
H ′(~s) = H ′(s1,...,sm) = −
L−1∑
i,j=1
i<j
Jijσ
z
i σ
z
j
−
L−1∑
i=1
hiσ
x
i −
m∑
k=1
L−1∑
i=1
skJiLkσ
z
L, (A38)
and
H ′′ =
∑
s1,...,sm=±1
m⊗
k=1
1k + skσ
z
Lk
2
⊗H ′′(~s) (A39)
with
H ′′(~s) = H ′′(s1,...,sm) = −
N∑
i,j=L+1
i<j
Jijσ
z
i σ
z
j
−
N∑
i=L+1
hiσ
x
i −
m∑
k=1
N∑
i=L+1
skJiLkσ
z
L. (A40)
Thus, the Gibbs state is proportional to
e−βH =
∑
~s
e
∑m
i,j=1 JLiJLj sisj · e−βH′(~s)⊗
m⊗
k=1
1k + skσ
z
Lk
2
⊗ e−βH′′(~s) (A41)
Using tha parity operator of Equation (A18) we get
that
Tr
(
e−βH
′(~s)
)
= Tr
(
e−βH
′(−~s)
)
(A42)
the partial trace of the Gibbs state becomes
TrA
(
e−βH
)
Tr (e−βH)
= (A43)
∑
~s
e
∑m
i,j=1 JLiJLj sisjTr
(
e−βH
′(~s) + e−βH
′(−~s)
)
2Tr (e−βH)
·
m⊗
k=1
1k + skσ
z
Lk
2
⊗ e−βH′′(~s) (A44)
Now, we use the hypothesis that, for the ground
state, there is fixed set ~s∗ = {s∗1, ..., s∗m}, where each
s∗i = 1 or −1 and that 〈σzLiσzLj 〉 = s∗i s∗j , for i, j =
1, ...,m, i 6= j. With it and with the fact that the ground
state is normalized, we can find that
lim
β→∞
(
e
∑m
i,j=1 JLiJLj sisj · (A45)
Tr
(
e−βH
′(~s) + e−βH
′(−~s)
)
Tr (e−βH)
· e−βH′′(~s)
)
= 0
for all ~s 6= ±~s∗.
With this, the reduced ground state becomes
ρgY =
(
n⊗
i=1
1+ s∗i σ
z
Li
2
⊗ lim
β→∞
e−βH
′′(s∗1 ,...,s
∗
n)
2Tr(e−βH′′(s∗1 ,...,s∗n))
+
m⊗
i=1
1− s∗i σzLi
2
⊗ lim
β→∞
e−βH
′′(−s∗1 ,...,−s∗n)
2Tr(e−βH′′(s∗1 ,...,s∗n))
)
(A46)
which is exactly Equation (6).
Appendix B: Details of the Calculus of some Systems
In this appendix we show some details of the calcu-
lations for the systems of Secs. IV and VII.
For the system of Sec. IV we stated that 〈σz2σz3〉 =
f(β, h1, h4). From Eqs. (D12) and (D17) from refer-
ence [24] we get the reduced state of sites 2, 3 and 4.
Tracing out site 4 from this state we get that the re-
duced state of site 2 and 3 is given by Equation (12),
with
f(β, h1, h2) =
AD +BC
AC +BD
, (B1)
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where
A = f1(β, h1), B = f2(β, h1), (B2)
C = f1(β, h4), D = f2(β, h4) (B3)
and
f1(β, hi) = cosh(
√
4 + h2iβ) + cosh(|hi|β), (B4)
f2(β, hi) = cosh(
√
4 + h2iβ)− cosh(|hi|β). (B5)
Making the calculations with these functions one can
find that 0 ≤ f(β, h1, h4) < 1 for finite β and that
lim
β→∞
f(β, h1, h4) = 1, as stated in Sec. IV.
For the system of Sec. VII we can show by similar
calculations that
g(β, h3) =
f2(β, h3)
f1(β, h3)
. (B6)
Appendix C: Calculation for the Ising Lattice with
Implicit Dependence
In this appendix we will show the calculations of the
ground state of the system of Figure 4 as a function of
the parameter a. The ground state of the system shown
in Figure 5 can be determined in a similar way, even
though it is of arbitrary size.
FIG. 9: A second system builded to help the calculations of
the energies of the ground state of the system illustrated in
Figure 4. We take M  −1, which obligates the sites which
have interactions of strength M to be with spins aligned in
the same direction.
Now, in the system of Figure 4, since the external
magnetic field is null in all the sites and the interactions
are only in the z-direction, we have that the ground
state is given by states where the magnetization in each
site are only in the z-direction. Thus, it suffices to cal-
culate the energy of each configuration of the spins in
the z-direction. The configurations with the smallest
energy are the ground states.
To calculate the ground state of this system we will
calculate first the ground state of the system of Fig-
ure 9. In this system we can see that we have two
couples of sites connected by an interaction of strength
M . We choose this number M to be negative but suf-
ficiently large in modulus, which guarantees that two
sites connected by this interaction are always found
with their spins aligned in the same direction. With this
hypothesis we can make a correspondence between the
systems of Figures 4 and 9. Let the following corre-
spondence between the sites of these systems
2A → 2B 3A → 3B 4A → 4B
6A → 6B 7A → 7B 8A → 8B
1A → {1B ∪ 1′B} 5A → {5B ∪ 5′B} (C1)
Each site outside the interface of the first system has
correspondence with another site of the second system
and the sites of the interface has correspondence with a
set of two sites. Since the spins of sites 1B and 1′B (5B
and 5′B) are equal, then the spin of this couple of sites
has the same degree of freedom as the spin of site 1A
(5A).
If the system of Figure 9 is in a state where all spins
satify property (5) and has energy E + 2M , then the
correspondent state of the system of Figure 4 has en-
ergy E.
To calculate the energy of the states of the system
of Figure 9, we shall compute the energy of a sys-
tem which is a simple pentagon, shown in Figure 10.
It is also described by the Ising model with external
magnetic field null in all the sites and the interactions
strength are given in the figure.
FIG. 10: A system decribed by the Ising model, where the ex-
ternal magnetic field is null in all the sites and the strength of
the interactions are labeled in this figure.
In Figure 11 we can find the energy of each configu-
ration of the spins of the system of Figure 10. Note
that the energy for a system described by the Ising
model with external magnetic field null in all sites is
defined by the relative alignment of the spins between
each other, and not by their spatial alignment. If we
take a certain configuration with energy E, the config-
uration where we invert all the spins to their opposite
direction, comparing with the previous configuration,
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has also energy E. Because of this, in Figure 11 we
had only drawn half of the possible configurations.
FIG. 11: Energy values for the system of Figure 10 for the
possible alignment of the spins. Note that since the external
magnetic field is null in all the sites the energy of a certain
spins alignment is the same for the state with opposite align-
ment. Because of this we have just illustrated half of the spins
alignment possibilities. We highlight the two configurations
of smallest energy, one for a ≥ 0, 5 with energy −3− a and
the other for a ≤ 0, 5 with energy −4 + a.
In Figure 11, we highlight the configurations of
smallest energy. One of them happens for a ≥ 0, 5 and
has energy −3 − a and the other happens for a ≤ 0, 5
with energy −4 + a. We will call the configuration
with energy−3−a which is drawn in the Figure 11 by
C1 and the configuration with energy −3 − a but with
opposite alignment (which is not drawn) by C′1. The
configuration with energy −4 + a drawn in Figure 11
we call by C2 and the one with energy −4 + a but with
opposite alignment (which is not drawn) by C′2.
Now, let us turn our attention to the system of Fig-
ure 9. The left subset, that of sites 1B , 2B , 3B , 4B , and
5B , is in correspondence with the system of Figure 10,
making
1B →1C 2B → 2C 3B → 3C
4B → 4C 5B → 5C (C2)
Thus, the configurations of smallest energy for this
subset are C1 and C′1 for a ≥ 0, 5 and C2 and C′2 for
a ≤ 0, 5.
Making a = 0, 5, the right subset, that of sites 1′B ,
5′B , 6B , 7B and 8B , is in the following correspondence
with the system of Figure 10.
1′B →1C 5′B → 5C 6B → 4C
7B → 3C 8B → 2C . (C3)
The configurations of minimum energy for this subset
are C1, C′1, C2 and C′2.
Now, let us analyse the whole system. Suppose that
the state of the right and left subsets are both with the
configuration Ci (or C′i), given the above correspon-
dences, then we will say that the state of whole system
is with the configuration CiCi (or C′iC′i).
Once the subset of the left is with some configura-
tions where the sites 1B and 5B has positive spins, for
example, it obligates, via the interactions of strength
M , the right subset to have a configuration where 1′B
and 5′B are also positive. Thus, if the system is in the
ground state and the left subset is with the configura-
tion Ci or C′i, then the subset of the right is with the
configurations Ci or C′i, respectively, for i = 1, 2.
We can conclude that the ground state of the system
of Figure 9 is the combination of configurations C1C1
and C′1C′1 for a ≥ 0, 5 the combination of the configu-
rations C2C2 and C′2C′2 for a ≤ 0, 5. The conclusion is
exactly the same for the system of Figure 4 as we have
already explained in the beginning of the example.
Now, take the observable σz6Aσ
z
7A . If a > 0, 5 we
have that the system is in the configuration C1C1 and
C′1C′1, where these two spins are always in agreement.
We would always measure σz6Aσ
z
7A = 1. Similarly, if
a < 0, 5 we would always measure σz6Aσ
z
7A = −1 and
if a = 0, 5 the answer of this measurement would be
random. This is the conclusion which we have stated
in the main text.
FIG. 12: A second system builded to help the calculations
of the energies of the ground state of the system illustrated
in Figure 5. It is used in the same way that the system of
Figure 9 is used to make the calculations for the system of
Figure 4.
In the main text, we have also mentioned a system
(Figure 5) which is an extension of the system of Fig-
ure 4. In that figure, we have drawn a system with six
pentagons, but it could have an arbitrarily large number
of pentagons.
The calculation of the ground state of this system
follows the same lines as the one which we have just
computed in this section. For that we use the system
of Figure (12) instead of the one of Figure (9), where
the doted interactions also have strength M arbitrarily
large. The rest of the proof is analogous to the first one.
