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1. Introduction
Linear principal component analysis (LPCA) is a classical tool of multivariate statistics applied in several different
contexts (see e.g. [30]). Many formally different but equivalent ways have been introduced to define LPCs, starting from
the seminal papers of Pearson [34] and Hotelling [27]. The first focused on the idea of finding an optimal approximation
of a n-dimensional random vector (r.v.) X in a linear subspace of lower dimension, by solving a minimization problem in
mean-square sense. The second one focused on the problem of linearly transforming a r.v. in a new random vector whose
components are uncorrelated or independent, by solving a maximization variance problem. In any case, the underlying idea
of this method is to find ‘‘optimal direction’’ in a statistical sense with linear transformations to represent in a simplified
form the correlation structure of a random vector.
Although LPCA represents a genuine distribution free technique, it is recognized in the literature (see e.g. [30]) that LPCA
finds its natural ground when performed on normal distributed r.v.’s. In fact, in this case the transformed r.v. Y = AX
(where A = (A1|A2| · · · |An)) is normally distributed too and it is the product of independent normal random variables Yk;
furthermore, LPCs correspond to the principal axes of the ellipsoids on which the density of X is constant.
In the last years several different definitions of ‘‘generalized’’ or ‘‘nonlinear’’ principal components starting from different
but equivalent definitions of LPCs have been introduced. These attempts are motivated by the necessity of considering
transformations that are sensitive to the covariability of the components Xj through their higher moments, in order to
detect nonlinear relationships among them. The principal curves and surfaces of Hastie and Stuetzle [26] connected to self-
consistency idea of Tarpey and Flury [40] (see also [32,18,39]) and, more recently, the principal curves of oriented points
of Delicado [16] or the kernel principal components of Webb [41,4], extend the idea of Pearson of best fitting of data.
In the same spirit, multiple correspondence analysis and nonmetric principal components are based both on the search of
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marginal nonlinear transformations that minimize a square loss function: among the several authors that have contributed
to this literature we limit ourselves to cite Gifi [23], Greenacre [25], De Leeuw et al. [14,15], recalling also the curvilinear
PCA introduced in Besse and Ferraty [2,20], the semi-linear PC of Dauxois and Pousse [13] and the additive principal
components (APC) of Donnel et al. [17,19]. We finally recall that Cuadras and Fortiana [12] generalizing to the continuous
case the classical metric scaling solution for a finite set of points, introduced a definition of principal components for a random
variable.
In the Hotelling spirit, Gnanadesikan [24] introduced the generalized principal components extending the maximization
variance problem to more general transformations that the linear ones, whereas nonlinear principal components (NLPCs)
were defined in Salinelli [37] by formally generalizing the variance maximization problem to the more general functional
framework of square integrable functions with square integrable gradient (see later Section 2).
All the previous definitions are based on one particular property of LPCA that is extended to a more general framework.
In several cases these generalizations produce an infinite number of nonlinear components, raising thus some problems of
interpretation in a sample framework. Moreover, several of these approaches can be interpreted as a departure point from
the normal world, thinking of nonlinear as nonGaussian. In any case, all the previously cited approaches can be intended
as genuine generalizations of LPCA: when in each definition one replaces nonlinear with linear functions, finds again the
classical definition of LPCA. However when these techniques are applied to multivariate normal distributions only the first
(the greatest or the smallest) nonlinear component is linear, whereas the others can also be nonlinear. This fact, known
as the horse-shoe effect (see e.g. [14,17]) has pushed some statistician to raise some doubt on the possibility to apply these
techniques. For example, with regard to the APCs, Flury [21]writes: ‘‘I believe that APCswill havemore difficulty to become a
widely applicable methodology.What I ammost concerned about . . . is the emergence of nonlinear functions in the simplest
of situations, the multivariate normal . . . . Given that nonlinear APC functions are found, how can we decide whether the
structure is meaningful . . . or whether it is an artifact?’’.
The aim of this paper is to investigate NLPCs as defined in [37] for multinormal r.v.s. Observed that NLPCA coincides
with the linear one when the maximization variance problem is restricted to the linear space of linear functionals, the first
problem we face is that of computing NLPCs for multinormal distributions: we solve this problem showing that calculating
NLPC transformations is equivalent to looking for the eigenfunctions of the well-known Ornstein–Uhlenbeck operator,
hence, as one can expect, NLPCs are expressed in terms of Hermite polynomials. The second goal is to study some relevant
properties of NLPCs, in particular the possibility to express the initial r.v. in terms of its NLPCs. Furthermore, we obtain our
main result: the normal case is characterized by the fact that LPCs are also NLPCs. This result justifies, in the general setting
ofL2, the use of LPC in the normal case.
In the last part of this work, all these results are related to the wide literature on Chernoff–Poincaré type inequalities and
their applications for characterizing distributions. We show that the notion of NLPC sheds a new light on known results and
enables to solve some open question.
The outline of this work is the following: in Section 2 we introduce the definition of NLPC for a normal r.v., computing
them and studying their properties; Section 3 is devoted to the study of relations between NLPCs and LPCs in the normal
setting, proving thementioned characterization result. Finally, in Section 4, we explore the connections between NLPCs and
the Chernoff–Poincaré inequalities world.
2. Nonlinear principal components
Among several different definitions, the k-th principal component Yk, k = 1, 2, . . . , n, of a real r.v. X = (X1, X2, . . . , Xn)T
with zero mean and positive definite covariance matrix 6, having (for simplicity) distinct eigenvalues λ1 > λ2 > · · · >
λn > 0, is a random variable Yk = ATkX, where the vector Ak ∈ Rn solves the maximum variance problem
max E
[(
UTX
)2]
sub ‖U‖2n = 1 U ∈ Rn
E
[
(UX)
(
ATsX
)] = 0 s = 1, 2, . . . , k− 1, k > 1 (1)
‖·‖n denotes the usual Euclidean norm on Rn.
The starting point followed by Salinelli [37] to generalize the previous definition is to observe that in terms of linear
functionals on Rn LPCs are expressed as Yk = ak (X), where ak solves
max E
[
u2 (X)
]
sub E
[‖∇u (X)‖2n] = 1 u ∈ Ln
E [u (X) as (X)] = 0 s = 1, 2, . . . , k− 1, k > 1
(2)
having denoted with Ln the space of linear functionals onRn. Thus, assuming that X is absolutely continuous with density fX
having support a domain (an open and connected set) D ⊆ Rn, the generalization of (1) is obtained by replacing in (2) linear
functionals with nonlinear centered (E [u (X)] = 0) transformations u : D→ R belonging to the separable Hilbert space
L˙2fX = L˙2fX (D) =
{
u : E [u (X)] = 0,
∫
D
|u|2 fX < +∞
}
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equipped, as usual, with the inner product 〈u, v〉0 =
∫
D uvfX and the induced norm ‖u‖0 =
√〈u, u〉0. Furthermore, u
is assumed differentiable in the distributional sense (see [1]) with derivatives in L2fX . Hence it is natural to consider the
weighted Sobolev space
W˙ 1,2fX = W˙ 1,2fX (D) =
{
u ∈ L˙2fX : ∇u ∈ L2fX
}
equippedwith the inner product 〈u, v〉1 = 〈∇u,∇v〉0 and the induced norm ‖u‖1 =
√〈u, u〉1. As usual,∇ = (∂/∂xi)i=1,...,n
stands for the gradient operator (we will not distinguish notationally between the classical and the distributional gradient).
Definition 1. The j-th nonlinear principal component of a real, absolutely continuous r.v. Xwith density fX having support a
domainD ⊆ Rn, is defined as the randomvariable Zj = ϕj (X)whereϕj solves the following variancemaximization problem:
max E
[
u2 (X)
]
sub E
[‖∇u (X)‖2n] = 1 u ∈ W˙ 1,2fX
E [u (X) ϕs(X)] = 0 s = 1, 2, . . . , j− 1, j > 1.
(3)
Several different results on the existence of NLPC transformations ϕj and their properties were proved for absolutely
continuous random vectors with bounded positive densities in [37]. In particular, it was proven that the set of optimal
nonlinear transformations is countable and it is a complete basis for the spaces involved, thus obtaining the spectral
decomposition of X and its covariance matrix 6; it is also shown that the variances of NLPCs are the eigenvalues
(characteristic values) of an opportune integral (differential) operator.
More precisely, if ϕ is a solution of (3) since the Lagrangian associated to (3) is differentiable, there exists a real positive
constant µ such that its first variation is zero, i.e. such that
µ 〈ϕ, h〉1 = 〈ϕ, h〉0 ∀h ∈ W˙ 1,2fX . (4)
Note that by setting h = ϕ in (4) we obtain µ = E [ϕ2 (X)]. By Riesz representation theorem, there exists a continuous
linear operator G : L2fX → W˙ 1,2fX defined by
〈ϕ, h〉0 = 〈Gϕ, h〉1 ∀h ∈ W˙ 1,2fX (5)
such that Eq. (4) can be written as
〈Gϕ, h〉1 = µ 〈ϕ, h〉1 ∀h ∈ W˙ 1,2fX (6)
i.e. solving (4) is equivalent to finding the dominant eigenvalue and the corresponding eigenfunction of the operator G.
The restriction ofG to W˙ 1,2fX is invertible, positive and self-adjoint. The existence of eigenvalues is assuredunder conditions
that imply the compactness of G.
Note that if pis : Rn → R denotes the natural projection pis (x) = xs on the s-th variable, by setting in (5) ϕ = pis and
h = pik, we obtain
〈Gpis, pik〉1 = 〈pis, pik〉0 = Cov (Xs, Xk)
i.e. we can consider the operator G as the extension of the covariance operator of X (represented by 6 with respect to the
natural basis) to the Hilbert space W˙ 1,2fX .
Remark 2. Note that Definition 1makes sense also for n = 1, but we do not develop here this argument. We limit ourselves
to observe that if the nonlinear optimal transformation exists, it is possible to obtain anL2 expansion of the random variable
considered as obtained in different contexts in [31,12].
Suppose now that X ∼ N (0,6)with density
γ (x) = ((2pi)n |6|)−1/2 exp{−1
2
xT6−1x
}
and positive definite covariance matrix 6 having (for simplicity) distinct eigenvalues λ1 > · · · > λn > 0.
Denoting by L1loc the space of locally integrable functions defined on R
n, since (1/γ ) ∈ L1loc, the set W˙ 1,2γ is a Hilbert
space (see [29] and for more details [3]).
Standard tools of the calculus of variations (see e.g. [22]), show that ϕj is a solution of problem (3) if and only if there
exists a real constant µj such that〈
ϕj, h
〉
0 = µj
〈
ϕj, h
〉
1 ∀h ∈ W˙ 1,2γ (7)
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with the natural boundary condition ∇ϕγ −→‖x‖→+∞ 0. Note that if ϕj ∈ W˙
1,2
γ is a solution of (7) then µj is the variance of
Zj = ϕj (X).
The Euler equation corresponding to (7) is the linear elliptic equation
− µ∆u+ µ 〈6−1x,∇u〉− u = 0 (8)
where∆ =∑ni=1 ∂2/∂x2i denotes the Laplace operator. Hence, solving (7) is equivalent to finding the characteristic values
of the Ornstein–Uhlenbeck operator (see e.g. [33,3])
O6 = −∆u+
〈
6−1x,∇u〉 . (9)
This task can be accomplished by direct computation, based on the following simple but fundamental observation.
Remark 3. Eq. (8) is invariant under linear orthogonal transformationsΘ : Rn → Rn in the sense that if ϕ (x) is a solution
of (8) and y = Θx, then g (y) = ϕ (Θ−1y) is a solution of
− µ∆ψ + µ
〈
6˜
−1y,∇ψ
〉
− ψ = 0 (10)
where 6˜−1 = Θ6−1Θ−1. Thus, given X ∼ N (0,6) we can look for solutions of (10) by choosing Θ as the LPC’s operator
of X. In this way 6˜−1 = diag {λ−11 , . . . , λ−1n } where, as usual, the λj’s are the eigenvalues of 6. It is also possible to choose
Θ in such a way that 6˜−1 is the identity matrix.
By the previous remark, in order to find the characteristic values ofO6 it is sufficient to consider the particular case 6˜
−1 = In
that reduces to a unidimensional problem. The following theorem collects these results expressed in terms of NLPCs.
Theorem 4. A r.v. X ∼ N (0,6) having covariance matrix 6 with eigenvalues λ1 > λ2 > · · · > λn > 0 admits countable
many NLPCs Zj = ϕj (X), j ∈ N \ {0}, with positive variances µ1 > µ2 ≥ µ3 ≥ · · ·. The sequence
{
ϕj
}
is an orthonormal basis
for W˙ 1,2γ . If λk denotes the k-th eigenvalue of 6, Ak the corresponding normalized eigenvector and mk ∈ N, k = 1, 2, . . . , n,
then ϕj has the form
ϕm1,...,mn (x) =
(
m!
n∑
k=1
∂
∂λk
n∏
s=1
λmss
)−1/2 n∏
k=1
Hmk,λk (x) (11)
where m! = ∏nk=1mk!, with m = (m1,m2, . . . ,mn) 6= 0. We have H0,λk (x) = 1 and, for mk ≥ 1, we have set
Hmk,λk (x) = Hmk,λk (yk) where yk = ATkx and
Hmk,λk (yk) = (−λk)mk ey
2
k/2λk
dmk
dymkk
(
e−y
2
k/2λk
)
is the mk-th Hermite polynomial. Furthermore, the variance µj of the j-th NLPC is expressed in terms of the eigenvalues of 6 as
µm1,...,mn =
(
n∑
k=1
mkλ−1k
)−1
. (12)
It is interesting to note that NLPC transformations are products of Hermite polynomials, in case referred to standardized
Gaussian measures since Hmj,λj
(
yj
) = λmj/2j Hmj,1 (λ−1/2j yj). This result is not surprising: the relations between Gaussian
measures and Hermite polynomials are well known (see e.g. [31,33,3]). For this reason several approaches to nonlinear PCs
in the multinormal case have used basis of Hermite polynomials (see [14,17,36]). On the contrary, note that in our approach
it is not important (from a theoretic standpoint) to know a priori a basis of W˙ 1,2γ since NLPCs are obtained as solutions of a
differential problem.
The representation (12) immediately gives someproperties of the variances ofNLPCswhich are collected in the following:
Corollary 5. Let X ∼ N (0,6) with nonsingular 6 and let µj be the variance of the j-th NLPC of X. The following conclusions
hold:
(i) the set
{
µj
}
has zero as unique limit point;
(ii) each µj corresponds to a finite number of NLPC-transformations ϕs mutually orthogonal in W˙ 1,2γ ;
(iii) µ1 = λ1, i.e. ϕ1 is the first LPC transformation;
(iv) each LPC is also a NLPC corresponding to the vector m in (11) equal to the elements of the standard basis of Rn.
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The linearity of the first NLPC transformation stated in (iii) is in agreement with the results obtained via different
approaches to nonlinear principal components (see [14,15,17,36]). There, starting from the following well-known property
of normalized (in L˙2γ ) of Hermite polynomials:
Cov
(
Hi,1 (Xs)Hj,1 (Xt)
) = δijρ ist
the search of nonlinear components is reduced to the research of the eigenvalues of correlation matrices as Γp =
[
ρ
p
st
]
. In
particular, the dominant eigenvalue is shown to be the dominant one of Γ1, a finding first attributed to Kolmogorov (see
[31]). Furthermore, in these works it is also pointed out the difficulty in determining the second nonlinear eigenvalue.
As in the linear case, we can easily find the spectral decomposition of X and its covariance matrix 6. Since the projection
function pik defined for k = 1, . . . , n, by pik (X) = Xk is an element of W˙ 1,2γ we can write
Xk =
+∞∑
j=1
Zj
〈
ϕj, pik
〉
1 =
+∞∑
j=1
ZjE
[
∂ϕj/∂xk
]
and so
X =
+∞∑
j=1
ZjE
[∇ϕj] . (13)
Furthermore, by density of Hermite polynomials in L˙2γ (see [3]) the sequence
{
µ
−1/2
j ϕj
}
is an orthonormal basis of L˙2γ
and so this representation of X holds:
X =
+∞∑
j=1
Zjµ−1j E
[
Xϕj
]
. (14)
By the unicity of Fourier coefficients, comparing (13) with (14) we obtain for all j (see [38], Lemma 2):
E
[
Xϕj
] = µjE [∇ϕj] .
Note that the following spectral decomposition of 6 is easily obtained:
6 =
+∞∑
j=1
µjE
[∇ϕj]E [∇ϕj]T .
3. Linear and nonlinear principal components
In the previous section (see Corollary 5) we have shown that a r.v. X ∼ N (0,6)with positive definite covariancematrix
6 admits as NLPCs the usual linear principal components, too, i.e. linear transformations represented by the normalized
eigenvectors of 6 are elements of the basis of W˙ 1,2γ . Thus, from (14), after a suitable change of indexes, with respect to the
notation introduced in problem (2), we get:
X =
n∑
j=1
Yjaj︸ ︷︷ ︸
linear
+
+∞∑
j=n+1
Zjµ−1j E
[
Xϕj
]
︸ ︷︷ ︸
nonlinear
=
n∑
j=1
Yjaj (15)
i.e. the (infinite) reconstruction of X in anL2-sense coincides with the one obtained on the finite-dimensional subspace of
linear functional on Rn.
In our opinion this result sheds light upon the presence of ‘‘nonlinear eigenvalues’’ in the normal case. Indeed, we think
that each generalization of LPCA based on a nonlinear change of coordinates, i.e. such that transformations are selected
working in a geometric sense on the image of a random vector (Rn), have to select only linear changes of coordinates in the
normal case. On the other hand if, as in our case, nonlinear transformations of a random vector are considered in a more
general sense, we feel that it is not contradicting to select also nonlinear transformations for normal r.v.s as for the horse-
shoe effect. This is obvious in a infinite-dimensional functional setting; note that it is not a novelty to associate an infinity
of eigenfunctions to a random variable (see e.g. [31] or [12]).
If we can prove that representation (15) holds only for normal r.v.s, then the identification between the linear and
Gaussian worlds is complete. Theorem 6 gives a positive answer to this question.
Theorem 6. Let X be a real r.v. with zeromean, positive definite covariancematrix6 and positive density fX on a domain D ⊆ Rn.
If X admits n NLPC transformations ϕ1, . . . , ϕn which are linear, then X ∼ N (0,6).
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Proof. Suppose ϕ1, . . . , ϕn are linear NLPC transformations of X. Since their are mutually orthonormal as elements of W˙ 1,2fX ,
the matrix A that represents the linear operator ϕ = (ϕ1, . . . , ϕn) is orthogonal and diagonalizes 6. So, each component Ak
is a weak solution of
−λk 〈∇ log fX (x) , Ak〉 − ATkx = 0 k = 1, 2 . . . , n, x ∈ D
where λk is the k-th eigenvalue of 6. Hence, in matricial form
−ΛAT∇ log fX (x) = ATx x ∈ D (16)
whereΛ = diag{λ1, . . . , λn}. Since 6 = AΛAT, problem (16) is equivalent to
∇ log fX (x) = −6−1x x ∈ D.
By integrating, we obtain
fX (x) = c exp
{
−1
2
xT6−1x
}
.
Since all the normal derivatives ∂ϕk/∂η cannot be identically equal to zero on ∂D and fX (x) > 0 in D, it follows D = Rn.
Choosing the constant c in such a way that
∫
Rn fX (x) = 1 the thesis follows. 
Theorem 6 characterizes normal distributions as the unique among the absolute continuous ones to admit LPCs as the
nonlinear ones. This fact probably could allow to realize a test of normality, but we does not develop this argument in
this paper.
Now we investigate the presence of linear transformations among the first n eigenfunctions, giving a complete answer
to the question: under which assumptions the first n NLPC of an n-dimensional normal r.v. X are linear?
Theorem 7. Let X ∼ N (0,6)with nonsingular 6 having eigenvalues λ1 > λ2 > · · · > λn > 0. Then Zj = Yj, j = 1, 2, . . . , n,
if and only if λn > λ1/2.
Proof. Suppose Zj = Yj. This implies µj = λj for j = 1, 2, . . . , n and by (12) it follows µn > µ2,0,...,0 = µ1/2.
Conversely, if λn > λ1/2 then λj > λ1/2 for every j = 1, 2, . . . , n− 1. Hence
µ1,0,...,0 > µ0,1,0...,0 > · · · > µ0,...,0,1 > µ2,0,...,0
and thus µj = λj for j = 1, 2, . . . n. 
Theorem 7 tells us that the difference between the first n LPCs and NLPCs of the same r.v. depends on the variability of their
linear principal components: if the difference between the extrema of the covariance matrix spectrum is not ‘‘too large’’ the
first n NLPCs are linear. We note that this result is similar to the one proved in [37] for a uniform distribution on a rectangle.
The following example illustrates in a simple case as the presence of nonlinear transformations among the first ones
depends on the ‘‘form’’of the distribution.
Example 8. For the bivariate normal r.v. X ∼ N (0,61)with covariance matrix
61 =
[
2 1/2
1/2 3
]
we have
Y1 =
(
4− 2√2
)−1/2 ((√
2− 1
)
X1 + X2
)
λ1 = 5+
√
2
2
Y2 =
(
2
√
2+ 4
)−1/2 ((−√2− 1) X1 + X2) λ2 = 5−√22
whereas the nonlinear analysis (12) gives the following nonlinear eigenvalues:
µ1 = λ1 ' 3.207107 µ2 = λ2 ' 1.792893
µ3 = 12λ1 ' 1.603553 µ4 =
λ1λ2
λ1 + λ2 ' 1.15
µ5 = 13λ1 ' 1.069036 µ6 =
1
2
λ2 ' 0.8964466
...
....
If X ∼ N (0,62)with
62 =
[
2 2
2 3
]
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then
Y1 =
(
17
8
− 1
8
√
17
)−1/2 (√17− 1
4
X1 + X2
)
λ1 = 5+
√
17
2
Y2 =
(
1
8
√
17+ 17
8
)−1/2 (
−
√
17+ 1
4
X1 + X2
)
λ2 = 5−
√
17
2
and
µ1 = λ1 ' 4.561553 µ2 = 12λ1 ' 2.280776
µ3 = 13λ1 ' 1.520518 · · · µ10 =
1
10
λ1 ' 0.4561553
µ11 = λ2 ' 0.4384472 · · · .
4. NLPCs and the Chernoff–Poincaré inequalities
In this section we relate NLPC analysis for a multinormal r.v. to an extensive literature on upper and lower bounds for
the variance of functions of random variable originated from the seminal work of Chernoff [11]: using Hermite polynomials,
he has proven that if X ∼ N (0, 1) with density γ , and g ∈ L˙2γ is absolutely continuous with g ′ ∈ L˙2γ , then the Poincaré
inequality (see e.g. [1]) holds
Var [g (X)] ≤ E
[(
g ′ (X)
)2] (17)
with equality if and only if g is linear. This result was extended by Cacoullos [6], Cacoullos and Papathanasiou [7], who
also proved several lower bounds for the variance. Klaassen [28] after proving the existence of a general upper bound for
Var [g (X)], faced the problem of determining the unidimensional distributions for which there exists a real constant c such
that this upper bound reduces to cE
[(
g ′ (X)
)2], or in other words, for which the Poincaré inequality holds:
Var [g (X)] ≤ cE
[(
g ′ (X)
)2]
. (18)
To solve this problem, Klaassen studied the differential equation
H ′′ + f ′X f −1X H ′ + c−1H = 0 (19)
finding for X ∼ N (0, σ 2) the result H (x) = xwith the optimal constant c = σ 2. The role of (19) in the characterization of
unidimensional distributions for which the Poincaré inequality holds, is exposed also in Cacoullos and Papathanasiou ([8],
Theorem 3.3), whereas Chen and Lou [10] characterized distributions (in Lemma 4.1 and 4.2) via the transformations that
realize the equality in (18). In the same spirit a characterization of a multinormal with covariance matrix 6 = σ 2I is given.
Even in the unidimensional case, Borovkov and Utev [5] defined the functional
UX = sup
g
Var [g (X)]
Var [X]E
[
(g ′ (X))2
] = c
Var [X]
and proved that UX ≥ 1 for any absolutely continuous random variable, with UX = 1 if and only if X ∼ N
(
0, σ 2
)
.
Almost all the previous results were extended to a multivariate framework. Chen [9], via the Fubini Theorem and the
Cauchy–Schwarz inequality, proved that if X ∼ N (0, In) with density γ and g are real-valued Borel measurable functions
defined on Rn such that
g (x) =
∫ xi
0
gi (x1, . . . , xi−1, t, xi+1, . . . , xn) dt + g (x1, . . . , xi−1, 0, xi+1, . . . , xk)
a.e. w.r.t. the Lebesgue measure then
Var [g (X)] ≤
n∑
i=1
E
[
g2i (X)
]
(20)
where equality holdswhen
∑n
i=1 E
[
g2i (X)
]
< +∞ if and only if g is linear. IfX ∼ N (0,6) and g is differentiable, inequality
(20) can be restated as
Var [g (X)] ≤ E [(∇g (X))T 6∇g (X)] . (21)
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The converse of this result is obtained by Prakasa Rao and Sreehari [35] and, in a more general context, by Chen and
Lou [10], showing that if X = (X1, . . . , Xn) is a r.v. with positive definite covariance matrix 6, g is differentiable with
E
[
(∇g (X))T 6∇g (X)] < +∞, for the functional
U (X,6) = sup
g
Var [g (X)]
E
[
(∇g (X))T 6∇g (X)] (22)
the inequality U (X,6) ≥ 1 holds, and U (X,6) = 1 if and only if X has a multivariate normal distribution with covariance
matrix 6.
We now show how several of the previous results can be proved and interpreted in terms of NLPCs.
Theorem 9. If X ∼ N (0,6)with density γ , then for each g ∈ W˙ 1,2γ the inequality (21) holds, with the equality if and only if g
is linear.
Proof. By Remark 3 it is not restrictive to consider the case 6 = In and g ∈ W˙ 1,2γ such that E
[∇ tg (X)6∇g (X)] =
E
[‖∇g (X)‖2n] = 1. Then the conclusion follows by noting (see Theorem 7) that the first n NLPCs of X are its components Xj
i.e. ϕj (X) = Xj, and
Var
[
ϕj (X)
] = Var [Xj] = 1 = E [∥∥∇ϕj (X)∥∥2n] .
Since the highest multiplicity of an eigenvalue of (9) is n, for any other g normalized in W˙ 1,2γ necessarily
Var [g (X)] < Var
[
ϕj (X)
] = 1 = E [‖∇g (X)‖2n]
and this concludes the proof. Note that the unidimensional case can be proven with the same argument in terms of
unidimensional nonlinear transformations. 
Roughly speaking, the previous result states that the existence of NLPC implies the validity of the multidimensional
Poincaré inequality
Var [g (X)] ≤ cE [‖∇g (X)‖2] (23)
with equality given by the first NLPC transformation and the optimal constant c given by the first characteristic value µ1 of
the associated differential operator. This result can be immediately extended to a more general distribution: if X is an a.c.
real r.v. with density fX, that admits NLPCs then it satisfies the Poincaré inequality (23) and the equality is realized by ϕ1,
the first NLPC eigenfunction of the differential operator
L = −f −1X div (fX∇u)
with c = µ1 = E
[
ϕ21 (X)
]
.
The characterization via (22) finds its natural collocation in the NLPC framework. In fact, by Theorem 6 it immediately
follows that U (X,6) ≥ 1 and U (X,6) = 1 if and only if X ∼ N (0,6). Note that this result depends on the knowledge of
the covariance matrix 6. In fact, the determination of the distribution of X, differently from the unidimensional case, is in
general not possible in a multivariate context, as shown in the following example.
Example 10 (Chen and Lou [10], p. 107). Let X1 and X2 be two independent random variables with X1 ∼ N (0, 1), X2 ∼
N
(
0, σ 2
)
and 0 < σ 2 < 1. Then for any g ∈ W˙ 1,2fX ∩C1
(
R2
)
the inequality E
[
g2 (X)
] ≤ E [‖∇g (X)‖2] holds, with equality
if and only if g (x) = ax1 for a ∈ R. The distribution of X = (X1, X2) is not uniquely determined.
In our language, the previous characterization problem for a normal distribution can be solved:
• in the independence case, by finding the LPCs of X;
• in the dependence case, by finding all the NLPCs that are linear, i.e. that coincide with the LPCs.
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