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Abstract
One can use Poisson approximation techniques to get results about the asymptotics of graph-
ical properties on random unlabelled acyclic graphs i.e., on random unlabelled free (rootless)
trees. We will use some “colored” partitions to get some rough descriptions of the structure of
“most” unlabelled acyclic graphs. In particular, we will prove that for any 3xed rooted tree T,
almost every su4ciently large acyclic graph has a “subtree” isomorphic to T. We can use this
result to get a zero-one law for Monadic Second Order queries on random unlabelled acyclic
graphs.
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1. Introduction
In this article, we will describe the anatomy of almost all unlabelled trees. Our
primary goal is to prove that for any unlabelled rooted tree T, almost all su4ciently
large unlabelled free trees have T as a subtree. We will use some relatively elemen-
tary combinatorial and probabilistic methods, although the details will be technically
complicated.
The motivation for this problem comes from logic, although this article will have
very little logic in it (and assumes no logical background of the reader). In [9], it was
proven that for every r, there exists a subtree Tr such that if the free trees A and
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B both have copies of Tr as subtrees, then A and B agree on all Monadic Second
Order (MSO) sentences of quanti3er depth 6 r. Thus the main result of this paper
implies that for any MSO sentence , either  is true of almost all su4ciently large
unlabelled free trees, or  is false of almost all su4ciently large free trees. (This result
was proven in [9] for labelled trees.)
This settles a question closely related to a question of Compton [5]: is it true that for
any MSO sentence , there is a 3xed probability p such that among su4ciently large
unlabelled rooted trees, the probability of choosing one satisfying  is (approximately)
p? This question was answered a4rmatively by Woods [13], who used sophisticated
methods involving generating functions to get the result. These methods could also be
used to prove the main result of this paper, but instead we have developed a more
elementary (albeit no less trying) approach.
(Compton asked and Woods answered this question for labelled trees as well.)
The basic notion is that a tree has a sort of skeleton of vertices with many “depen-
dents,” and one can describe what the skeleton of a random unlabelled free tree will
look like by looking at the space of all unlabelled free trees sharing that particular
skeleton.
This paper is in two sections.
First, we outline the basic material needed for the proof of the main result. In Section
2.1, we present the basic material on trees and state the Main Theorem 2.1. In Section
2.2, we describe MSO logic and its “zero-one” laws, for those readers interested in that
aspect of this problem. In Section 2.3, we introduce a device that we will 3nd useful:
partitions in which the blocks are colored. In Section 2.4, we describe the skeleton of
a tree, and also the non-skeletal leaves and smaller twigs.
Second, we prove that for any rooted tree T, almost all unlabelled free trees have
T as a subtree. In Section 3.1, we introduce a technical device for dealing with chains
of skeletal vertices. In Section 3.2, we introduce a technical device for making global
descriptions of skeletons. And in Section 3.3, we 3nish the proof by proving that (a)
almost every unlabelled free tree has either many vertices of large degree or at least
one vertex of very large degree, and (b) it follows that almost surely T will be a
subtree attached to such a vertex.
I would like to thank the referee for many helpful comments, corrections, and sug-
gestions which were incorporated to improve the exposition of this article.
2. Setting the stage
This section will be devoted to a more general view of the situation, with an eye
towards developing a toolbox for Section 3.
Before going further, let us recount some notation that we will use.
First, N is the set of natural numbers and [n] = {1; 2; : : : ; n}; and if S is a set, let
|S| be the cardinality of S. And a graph G will be regarded as an ordered pair 〈G; E〉,
where G is the set of vertices and E is the anti-reKexive, symmetric edge relation. If
G = 〈G; E〉 and g∈G, let G − g = 〈G − {g}; E − {{g; g′}: g′ ∈G}〉. We will denote
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|G|=G as the set of vertices, and hence ‖G‖= |G| as the order of the graph. Let 	·
be the integer ceiling function, and let · be the integer Koor function.
More, if limn→∞ [f(n)=g(n)] = 0, write “f(n) = o(g(n)).” In addition, if Bn is a
set for each n∈N, and if An ⊆ Bn is such that limn→∞ [|An|=|Bn|] = 1, say that
for large n, a randomly selected element of Bn is almost surely (a.s.) an element
of An.
2.1. Trees
In this paper, we will look at structures sometimes called ‘free trees’ and sometimes
called ‘acyclic graphs’. These are diNerent from ‘rooted trees’ (or just ‘3nite trees’, if
you are a set theorist).
• A rooted tree is often regarded as a 3nite partial order with a single minimal element
(the ‘root’) and such that for any x in the partial order, the set of all predecessors
of x is linearly ordered.
• Graph theorists often regard a rooted tree as a connected acyclic graph with a dis-
tinguished vertex, the ‘root’. A connected acyclic graph with no distinguished root
is thus a ‘non-rooted’ or free tree. (An acyclic graph, not necessarily connected, is
often called a ‘forest.’)
These two de3nitions are essentially equivalent in MSO logic, so we can use one or the
other interchangeably. In this paper, we go with the graph theorists: trees are graphs,
etc.
It will turn out that MSO queries on trees are very dependent on what “subtrees” a
given tree has. So here is the basic notion of this paper.
Denition 2.1. Given a free tree A and a rooted tree T with root t, A has T as a subtree
if there is a graph embedding  : |T| → |A| such that A− [T− t] is connected.
We will sometimes imagine a vertex of a tree as being the root of many disjoint
subtrees, disjoint except for their common root. Furthermore, in each of these subtrees,
we will imagine the root to be of degree 1. Imagine a bunch of grapes: at a branching
of the stem, many substems extend to subbranches.
Denition 2.2. A rooted tree whose root is of degree 1 is called planted.
In this article, we are not interested in the set of all free trees of vertex set [n]: we
are interested in the isomorphism classes of these trees.
Denition 2.3. An unlabelled tree is an isomorphism class of labelled trees.
Let Un be the set of all n-vertex unlabelled free trees. We can regard these sets
as probability spaces, with each unlabelled tree of Un being equally likely of being
chosen. So if Bn ⊆ Un for each n, we can let n[Bn] = |Bn|=|Un| be the probability
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that a tree in Bn is chosen. So if B is a property of unlabelled free trees, and Bn is
the set of all n-vertex unlabelled free trees of property B, then we are interested in
the asymptotic probability of choosing an unlabelled free tree of property B, i.e., in
limn→∞ n[Bn].
In this paper, we will prove:
Theorem 2.1 (Main Theorem). For any 1xed rooted tree T, if Tn is the set of
n-vertex unlabelled free trees having subtrees isomorphic to T, then
lim
n→∞ n[Tn] = 1:
From this we will derive Main Corollary 2.1: If B is “Monadic Second Order
Expressible”, then limn→∞ n[Bn]∈{0; 1}.
2.2. Zero-one laws for MSO logic
As mentioned in the introduction, MSO logic provided the original motivation for
this research. Nevertheless, it is not necessary to understand MSO for this paper: the
reader can safely omit this subsection. However, for those readers interested in MSO,
we will mention here some implications of these results. (For more on MSO logic, see
[6]; for MSO on trees, see [10].)
We will be working with graphs, i.e., with structures G=〈G;Edge〉, where G=|G| is
the domain of G and Edge is the edge relation of G. (And G has ‖G‖= |G| elements.)
Before we go into the logic, we should note what kind of variables we are using. The
1rst-order variables range over vertices of a graph, while the second-order variables
range over the relations. In this paper, all second-order variables range over unary
relations (equivalently, over subsets): they are thus monadic.
We will be working with MSO logic, in the language of graph theory, which we
characterize as follows. Note that in the language of graph theory, there is one binary
relation, Edge. We will need a notion of (3rst order) quanti3er depth, which we will
characterize as follows.
• The atomic formulas Edge(x; y) and x = y are of depth 0; if S is a MSO vari-
able, then S(x) is of depth 0. Here, x could be a 3rst-order variable or a constant
symbol.
• The boolean combinations are the negations, conjunctions, and disjunctions. If ’
and  are of depth at most r, then the same is true of @’, ’ ∧  , and ’ ∨  .
• The 1rst-order quanti1cations are ∃x’ and ∀x’, where x is a 3rst-order variable. If ’
is of depth r, then ∃x’(x) and ∀x’(x) are of depth r+1. In 3rst-order quanti3cation,
we de3ne free and bound 3rst-order variables in the usual way: in ∃xEdge(x; y), x
is bound by the existential quanti3cation, while y is free.
• Let (S˜) be a formula with no second-order quanti3cations, no free 3rst-order vari-
ables, and of 3rst-order quanti3er depth l. Let S˜ be a list of k MSO variables.
Then for any string Q of k quanti3cations, QS˜(S˜) ≡ Q1S1 · · ·QkSk(S˜) is a MSO
sentence of joint depth (k; l).
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Thus the MSO sentences we look at will be of the form QS˜(S˜), where  has
no second-order quanti3cations. This is just a fragment of MSO logic, but it is
known that every MSO sentence is equivalent to a MSO sentence in this
fragment.
Incidentally, the First Order (FO) sentences are those MSO sentences with no
second-order variables, and hence no second-order quanti3cations.
Denition 2.4. Fix an MSO sentence  and a pair of graphs A and B. Suppose that
for every  of joint depth (k; l), A satis3es  iN B satis3es . Then write “A ≡k; l B.”
(For more on the equivalence relations ≡k; l, see [6].)
The following was proven in [9].
Theorem 2.2. For each r, there exists a rooted tree Tr such that if A and B are
each free trees with Tr as a subtree, then A ≡r; r B.
Recall from Section 2.1 that if Un is the set of all unlabelled n-vertex free trees,
and B is a set of unlabelled free trees, then n[B ∩Un] = |B ∩Un|=|Un|.
Denition 2.5. Let B be a set of free unlabelled trees; let Bn=B∩Un for each positive
integer n. If limn→∞ n[Bn]∈{0; 1}, we say that B admits the unlabelled zero-one law
on free trees. If B is a property of free trees, and B is the set of unlabelled free trees
with Property B, then if B admits the unlabelled zero-one law, we say that Property
B admits the unlabelled zero-one law on free trees. If a logic L is such that every
L-de3nable property admits an unlabelled zero-one law on free trees, we say that L
admits an unlabelled zero-one law on free trees.
In this article, we prove that MSO logic admits an unlabelled zero-one law on free
trees.
Corollary 2.1 (Main Corollary). If Property B of De1nition 2.5 is “Monadic Second
Order Expressible”, then limn→∞ n[Bn]∈{0; 1}.
Proof. By the Main Theorem 2.1, for each r, almost all su4ciently large unlabelled
free trees have copies of Tr as subtrees. By Theorem 2.2, all unlabelled free trees
having copies of Tr as subtrees agree on all MSO sentences of joint depth less than
or equal to (r; r): let r be the set of sentences that all such trees satisfy. Thus all
other MSO sentences of joint depth 6 (r; r) are not satis3ed by any of these trees:
let Rr be these unsatis3ed sentences. Let  =
⋃
r r and R =
⋃
r
Rr , and note that
all MSO sentences are in  (and are thus satis3ed by almost all su4ciently large
free unlabelled trees) or in R (and are thus not satis3ed by almost all su4ciently
large free unlabelled trees). Thus the free unlabelled trees admit a MSO zero-one
law.
It remains to prove Theorem 2.1.
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2.3. Colored partitions
We are going to dissect trees, and count subtrees, somewhat as was done in [9].
But we will need some additional enumerative apparatus; here we use a notion of
a “colored partition” similar to that of [12]. The idea is this. Suppose that for each
integer i¿ 0, we could color i any one of ci colors. Then if we were given a partition
of an integer m=m1 +m2 + · · ·+mh, we could color m1 one of cm1 colors, m2 one of
cm2 colors, and so on. Assuming that the order of the terms m1; : : : ; mh is unimportant,
how many “colored” partitions are there?
First, let us formally de3ne colored partitions.
Denition 2.6. For each positive integer i, let ci be a positive integer. Let m be a
positive integer. A colored partition of m with respect to the sequence (ci: i∈N) is
an expression
m= m1 + m2 + · · ·+ mh;
together with a coloring function  : [h]→ N such that:
• For each j and j′, if j¡ j′, then mj6mj′ .
• For each j∈ [h], (j)∈ [cmj ].
• For each j and j′, if j¡ j′ and mj = mj′ , then (j)6 (j′).
These are “unordered” colored partitions, as opposed to the “ordered” ones in [12].
As with ordinary partitions, we are chopping numbers into blocks; notice that if cm=1
for each m, we get the ordinary unordered partitions of Euler, Hardy, etc.
Theorem 2.3. Suppose that for each positive integer j, we have cj colors for j-element
blocks. For each positive integer k, let ek = ck + · · ·+ c1 − 1. Then for each k, there
exists a real "k ¿ 0 such that as m →∞, the number of colored partitions of m into
blocks of at most k elements each is Pk(m) = ("k ± o(1))mek .
Proof. We will prove this theorem by induction on k. For k = 1, we get P1(m) =(
m+c1−1
c1−1
)
= (1=(c1 − 1)! + o(1))mc1−1, and we get "1 = 1=(c1 − 1)! and e1 = c1 − 1.
Now, if k ¿ 1, then since choosing a colored partition of blocks of up to k elements
can consist of choosing and coloring some k-element blocks and then choosing a
colored partition of the rest as blocks of up to k − 1 elements,
Pk(m) =
m=k∑
j=0
(
j + ck − 1
ck − 1
)
Pk−1(m− jk):
And by induction, we already know that for some "k−1, if ek−1 = ck−1 + · · ·+ c1 − 1,
Pk−1(m) = ("k−1 + o(1))mek−1 . So if m is large, a little work will give us
Pk(m) =
"k−1 + o(1)
(ck − 1)!
m=k∑
j=0
j ck−1(m− jk)ek−1 ;
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We will approximate this with an integral. Let fk(x) = xck−1(1 − kx)ek−1 on [0; 1=k],
and since fk is continuous,∫ 1=k
0
fk(x) dx= lim
m→∞
m=k−1∑
j=0
fk
(
j
m
)
1
m
= lim
m→∞
1
m
m=k−1∑
j=0
(
j
m
)ck−1(
1− k j
m
)ek−1
= lim
m→∞
1
mck+ek−1
m=k−1∑
j=0
j ck−1(m− jk)ek−1 :
So if m is large
("k−1 + o(1))mck+ek−1
(∫ 1=k
0
fk(x) dx + o(1)
)
= (ck − 1)!Pk(m);
so setting "k = "k−1
∫ 1=k
0 fk(x) dx=(ck − 1)! and ek = ck + ek−1 = ck + · · ·+ c1 − 1, we
have Pk(m) = ("k + o(1))mek .
From this, we get the following blunt instrument.
Corollary 2.2. For each k, there exists Ck such that for all m, Pk(m)6Ckmek .
2.4. The architecture of trees
Now we turn to the structure of trees.
The idea is that all trees have a sort of “skeleton,” of vertices with many dependents.
Such a skeleton is itself a tree, and it could be considered as the boughs of the tree.
The vertices of the skeleton may have many “direct” (we will de3ne this term below)
non-skeletal dependents: it might have many “twigs” and leaves sprouting out of it.
Or it might have only a few twigs and leaves sprouting out of it, or none at all: it
might be a bare bough vertex, supporting other limbs, or foliage attached to the end.
With this image in mind, we see a way to divide the description of a tree: we 3rst
have a description of its skeleton, and then we add a description of the lighter foliage
attached to the skeleton. This attachment can be described using the colored partitions
of Section 2.3: each skeletal vertex v is the root of planted subtrees that are lighter
foliage, and the colored partitions will 3x the isomorphism types of the planted subtrees
rooted at v.
So much for the motivating image. Now for the technical details. We will need a
technical de3nition: we will need the notion of a ‘center’ of a tree.
Denition 2.7. Let T be a tree. The center of T is the unique vertex (or unique pair
of adjacent vertices) such that removing that vertex (or vertices) from T leaves a
collection of components each having less than half the vertices of T.
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All trees have centers (see, e.g., [2, Section 3.2]).
Imagine a tree of n vertices. Each vertex can be regarded as bearing a certain
“weight”, which is computed as follows. Given a tree U and a vertex v, recall that
U − v is the result of deleting v from U; the result is an acyclic graph. If U − v is
connected, v was a leaf (which we will say is of weight 0); otherwise, U− v consists
of several acyclic components. If U− v has no components of order greater than n=2,
v is a central vertex.
Denition 2.8. Let v be a vertex of a tree U. Say that a vertex w depends on v if the
path from w to the central vertice(s) of U goes through v. The vertex w immediately
depends on v if w depends on v and is also adjacent to v.
If v is not central, U − v will have a largest component of more than n=2 vertices,
and other components that collectively have less than n=2 − 1 vertices: the “weight”
of v will be the number of vertices in these smaller components. Our architectural
de3nitions will be built from this notion of weight.
Denition 2.9. Let U be a free tree, and let v∈ |U|. Then removing v from U leaves
us with a forest U− v of acyclic components, of orders '0¿ '1¿ · · ·¿ 'd(v)−1, where
d(v) is the degree of v. Let '1 + '2 + · · ·+ 'd(v)−1 be the weight of v.
Note that if the orders of the components of U− v are '0¿ '1¿ · · ·¿ 'd(v)−1, then
the vertices adjacent to v could be labelled v0; : : : ; vd(v)−1. Note that v is central iN
'06 n=2, and that v is a leaf iN '1 = 0. Note that for each i, 16 i6d(v) − 1, the
weight of vi is 'i − 1.
We want to develop the notion of a “skeleton” of a tree, rather like the skeleton of
an elm tree in a stormy February, with leaves and smaller twigs missing. What we do
is chop oN the vertices of smaller weight.
Denition 2.10. Fix an integer k ¿ 0, and let U be a free tree. The k-skeleton of U
is the restriction of U to vertices of weight ¿ k—or which are central. Denote the
k-skeleton by Sk [U].
For any free tree U, Sk [U] is connected: if v; w∈ |Sk [U]| and u is on the path from
v to w in U, then the U−u has at least two components with at least k vertices, hence
u is either central or has a dependent of weight at least k, so the weight of u itself is
at least k: so u∈ |Sk [U]|.
Denition 2.11. Let v be a vertex of a tree’s k-skeleton. A vertex u = v is a k-direct
dependent of v if u is a dependent of v and the path from v to u has no k-skeletal
vertices other than v itself.
And now we want a de3nition for the clumps of light foliage that sprout from
skeletal vertices.
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Denition 2.12. Let v∈Sk [U]. Let U(v) be the subtree of U consisting of v and the
k-direct dependents of v. This is a k-cluster of v if ‖U(v)‖¿k.
We will tend to write Sk for Sk [U] if U is understood from the context.
We now want to identify those vertices in the k-skeleton that have many k-direct
dependents. First of all, since Sk is itself a tree, its leaves are vertices with at least k
k-direct dependents as they each have weight at least k. Call the leaves of the k-skeleton
the k-skeletal leaves. But there may be k-skeletal non-leaves that have many k-direct
dependents. So we need a formal de3nition of these vertices with many (non-k-skeletal)
k-direct dependents.
Denition 2.13. The k-strength of a vertex v is the number ‖U(v)‖ − 1 of its k-direct
dependents. If a k-skeletal vertex is of k-strength at least k, call it k-strong.
So v is k-strong iN U(v) is a k-cluster.
We conclude this subsection by showing that when one chooses a random unlabelled
free n-tree, that tree’s k-skeleton a.s. has lots of vertices. To do this, we will use the
colored partition function. Imagine a subtree of root v: it can be regarded as the union
of many planted subtrees, with the roots identi3ed. The isomorphism types of the
subtree are thus 3xed by the isomorphism types of the planted subtrees that make it
up.
Remark 2.1. For each positive integer k, there is a "k ¿ 0 and an ek such that the
following is true.
On a very large tree U, if v is a skeletal vertex of k-strength m, where m is very
large, there are ("k +o(1))mek isomorphism types of rooted trees to replace U(v) to get
a diNerent tree of the same order as U.
Proof. Suppose that a vertex v has m direct dependents. First, we want to esti-
mate the number of isomorphism types these direct dependents can be in (i.e., how
many isomorphism types are there for the unlabelled rooted tree U(v)). If the im-
mediate dependents of v were, say, v1; : : : ; vh, of weights w1; : : : ; wh ¡k resp., we
could imagine that for each i, vi is the root of one of the (isomorphism types of)
unlabelled rooted trees of wi + 1 vertices. And the total number of these direct de-
pendents of v is thus m = w1 + · · · + wh + h, so we could count the number of
isomorphism types of subtree clusters G(v) by counting colored partitions of m as
follows.
For each w, let cw+1 be the number of isomorphism types of rooted (w+1)-trees, and
let Pk(m) be the number of isomorphism types of rooted trees of m+1 vertices, where
each maximal planted subtree oN the root is at most k+1 vertices. (Hence if v is the root
of this planted subtree and v′ is the one vertex of the subtree adjacent to v, the subtree
of v′ and its dependents have at most k vertices.) Then letting ek = ck + · · ·+ c1 − 1,
Theorem 2.3 says that there are ("k + o(1))mek such colored partitions, hence that
many isomorphism types for U(v). As these give distinct trees G, this gives us the
remark.
156 G.L. McColm /Discrete Mathematics 277 (2004) 147–170
Lemma 2.1. For any 1xed k and S, and *¿ 0, if n is su<ciently large, the probability
that an unlabelled free n-tree will have at most S k-skeletal vertices is less than *.
Proof. Fix k and s6 S. Call an unlabelled free n-tree good if it has s k-skeletal
vertices. Such a tree may be constructed by taking s vertices, making the (k-skeletal)
tree out of them, and then adding the remaining n − s vertices as direct dependents
(i.e., of weight ¡k) to these. We claim that the number of good n-trees is much
less than the total number of unlabelled free n-trees—proportionately less than *=S of
them—which will prove the lemma.
Let Ck and ek be de3ned in Corollary 2.2 and Remark 2.1 resp., so that Pk(m)6
Ckmek for all m. Thus for an (m+1)-vertex k-cluster, the number of isomorphism types
of (m+1)-trees consisting of a k-skeletal vertex (as the root) and its k-direct dependents
is Pk(m) if that vertex is of k-strength m. So if we had s6 S distinguishable k-skeletal
vertices (to get an overestimate of the number of trees with small skeletons), and we
distributed as k-direct dependents m1; m2; : : : ; ms vertices to them, respectively (where
n− s=∑si=1 mi), then by Corollary 2.2, there would be at most
pk(m1; : : : ; ms) =
s∏
i=1
Pk(mi)6Csk
(
s∏
i=1
meki
)
= Csk
(
s∏
i=1
mi
)ek
isomorphism types of good n-trees created by taking that k-skeleton and attaching the
appropriate number of k-direct dependent vertices to each. We want an upper bound
on pk(m1; : : : ; ms), subject to the constraint n− s=
∑s
i=1 mi; this upper bound will turn
out to be a polynomial in n.
As the function (m1; : : : ; ms) →
∏s
i=1 mi subject to
∑s
i=1 mi = n− s is maximized at
mi = (n− s)=s for each i (just use Lagrange multipliers), we get
pk(m1; : : : ; ms)6
(
Ck
(
n− s
s
)ek)s
6 (Cknek )S = CSk n
ekS :
Thus the total number of isomorphism types of good n-trees such that
• its k-skeleton is a particular unlabelled free s-tree, and
• the subtree clusters are of orders m1; : : : ; ms,
is bounded above by CSk n
ekS .
There are
(
n−1
s−1
)
ordered partitions of n − s into s numbers m1; : : : ; ms. Thus there
are at most(
n− 1
s− 1
)
CSk n
ekS6
CSk n
Sek+s−1
(s− 1)! 6C
S
k n
S(ek+1)−1
n-trees with that s-vertex k-skeleton. As there are ss−2 labelled s-trees, the total number
of good n-trees is bounded above by ss−2CSk n
S(ek+1)−1, and hence by SS−2CSk n
S(ek+1)−1.
Thus the total number of unlabelled free n-trees of at most S vertices is bounded above
by S ·SS−2CSk nS(ek+1)−1, and hence by SS−1CSk nS(ek+1)−1, which is a polynomial bound.
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But there are exponentially (in n) many unlabelled free n-trees. In particular, for
some su4ciently large n, the proportion of unlabelled free n-trees with over s k-skeletal
vertices is at least 1− *, and we are done.
Indeed, we suspect that:
Conjecture 2.1. There exists a ,k such that as n → ∞, the number of k-skeletal
vertices in a random unlabelled free tree is a.s. (1± o(1)),kn.
From [1,7,9], notice that this conjecture is true for labelled random trees.
3. The proof
Now that we have our toolbox, let us prove the Main Theorem. Remember that
we want to prove that for any given rooted tree T, as n → ∞, then a.s. a random
unlabelled free n-tree has a subtree isomorphic to T. For sanity’s sake, 3x k = ‖T‖,
and suppress k in subsequent notation (thus ‘skeletons’ are k-skeletons, ‘strength’ is
k-strength, ‘direct’ means k-direct, etc.). Also, trees are unlabelled and free unless
otherwise indicated.
The proof will be in three parts (each in its own subsection):
(1) In Section 3.1, we will prove a very technical lemma which very roughly says
that an unlabelled random tree with two roots a.s. either contains many strong
vertices or contains a “very strong” vertex (in a sense we will de3ne below) on
the path connecting the two roots. This technical lemma is used to prove the next
part.
(2) In Section 3.2, we will develop a descriptive device to classify skeletons by their
“reducts,” and we will prove that for any one reduct, relatively few n-trees have
a skeleton of that reduct.
(3) In Section 3.3, we will show that a random n-tree a.s. either has many strong
vertices, or at least one “very strong” vertex. Then we will show that if there are
many strong vertices (or if there is a “very strong” vertex), then there will a.s.
be at least one copy of T among the dependents of at least one of these strong
vertices.
This will complete the proof of the Main Theorem.
3.1. “Chain trees”
This subsection is of purely technical interest, for verifying the results in Section 3.2.
Denition 3.1. A labelled chain tree is a graph C = 〈C; R; a; b〉, where 〈C; R〉 is a
(labelled) free tree, and where a; b∈C. We say that a and b are the roots of C, while
the spine of C is the set of vertices on the path connecting a and b: denote the spine by
[a; b]. We permit a=b. Call a chain tree planted if a = b and degree(a)=degree(b)=1.
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We will be dealing with unlabelled chain trees, i.e., isomorphism classes of labelled
chain trees (under isomorphisms that preserve a and b). From now on, a chain tree is
an unlabelled chain tree.
We can de3ne weights and strengths analogously with Section 2.4, with the spine
in place of the skeleton.
Denition 3.2. We have de3nitions analogous to those of De3nitions 2.11 and 2.13.
• A non-spinal vertex y is a (spinal) direct dependent of the spinal vertex x if the
path from x to y intersects the spine only at x.
• For each spinal vertex x, let sstrength(x) be the number of non-spinal vertices directly
dependent on x; if sstrength(x)¿ k, call x (spinally) strong.
Let Dep(x) be the set of non-spinal vertices directly dependent on x, so that sstrength(x)=
|Dep(x)|.
Note the distinction between skeletal and spinal strength: the skeleton is the minimal
free tree connecting all the strong vertices, while the spinally strong vertices are those
vertices on the spine with lots of spinal direct descendents.
And now for our technical gadget:
Denition 3.3. Fix k and an integer !¿ 0. We chop much of a chain tree C into !
chain tree fragments as in the following paragraph.
Let the spine of C be [a; b] = {a= x0; x1; : : : ; xm = b} (going along the path from a
to b), and de3ne the following tuples by induction on i = 0; 1; : : : ; !:
(1) Let t0 = 1 and given ti, let ti+1 be the least t ¿ ti such that
t−1∑
j=ti
[sstrength(xj) + 1]¿ k + 1:
Of course, it may be that no such t exists: in this event, just de3ne ti+1 =m and
stop; it will turn out that such failure is improbable.
(2) For each i, if ti ¡m, let di =
∑ti+1−1
j=ti [sstrength(xj) + 1]. Given C, !, and k, if
t! ¡m we get the tuple d˜= (d0; : : : ; d!−1), which we denote CTF(C; !; k) = d˜.
(3) For each i, the ith chain tree fragment is the graph 〈Ci; Ri; xti ; xti+1−1〉, where
Ci = {xti ; : : : ; xti+1−1} ∪
ti+1−1⋃
j=ti
Dep(xj);
and Ri is the restriction of R to Ci. Note that the chain tree fragment is itself a
chain tree. Note that it is possible that xti = xti+1−1.
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We get the tuples t˜ and d˜, giving the spinal positions and number of vertices, respec-
tively, of the ! chain tree fragments obtained by chopping C’s spine [a; b], starting
from a’s end; notice that given ! and C (and k, which is 3xed throughout this section
the ! chain tree fragments of C are determined. Notice that if t!6m, than a and b
are not in any of the chain tree fragments.
Next, we want the family of all chain trees of n vertices that have the same sequence
of orders d˜ of chain tree fragments.
Denition 3.4. Given z and d˜, let 3(z; d˜) be the set of planted chain trees C=〈C; R; a; b〉
such that:
• There are z vertices: |C|= z.
• We get CTF(C; !; k) = d˜.
Note that if d˜ = d˜′, then 3(z; d˜) ∩ 3(z; d˜′) = ∅.
We will be using a bound M (to be determined below) in subsequent compu-
tations. We will prove that almost surely there are at least M (k + 1) vertices in
k-clusters. To do this, we will show that for any M , if n is large, then most free
n-trees either have more than M strong vertices or have vertices of strength at least
M (k + 1):
Denition 3.5. Fix M (and k). In a tree, a skeletal vertex is very strong (with respect
to M (and k)) if it has at least M (k+1)− 1 non-skeletal direct dependents. Similarly,
a spinal vertex is (spinally) very strong if it has at least M (k+1)−1 non-spinal direct
descendents.
Again, note the distinction between very strong and spinally very strong vertices.
Once M is 3xed, we will want to 3x other numbers as well for technical
results.
Note that in the construction of De3nition 3.3, in getting the ith chain tree fragment
Fi of distinguished vertices xti and xti+1−1, that
ti+1−2∑
j=ti
[sstrength(xj) + 1]6 k;
so that if xti+1−1 is not very strong, then di ¡k +M (k + 1).
Denition 3.6. Fix M (and k), and *¿ 0. If k ¡d¡k + M (k + 1), let 5d be the
proportion of d-vertex chain trees with at least one strong vertex but no very strong
vertices.
Let 5=max{5d; 1−5d: k ¡d¡k +M (k +1)}, and note that 0¡5¡ 1. Let ! be
such that ( !M )5
! ¡*=M , and thus for each i6M(
!
i
)
5i5!−i ¡
*
M
: (1)
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If Inequality (1) holds, then
M−1∑
i=0
(
!
i
)
5! ¡*: (2)
Here, the (conditional) probability that a chain tree fragment (which is, after all a
chain tree) with no very strong vertices has a strong vertex is at most 5¡ 1, and the
(conditional) probability that it does not have any strong vertices is at most 5¡ 1. Thus
Inequality (2) gives an upper bound on the (conditional) probability that a su4ciently
large random chain tree C with no very strong vertices will have the following property.
If C is partitioned into chain tree fragments as in De3nition 3.3, there will be at
most M − 1 chain tree fragments with (spinally) strong vertices.
Hence Inequality (2) also gives an upper bound for the probability that a su4ciently
large random chain tree will have at most M − 1 strong vertices while not having any
(spinally) very strong vertices.
As M , 5, and * are 3xed, it follows that there exists !0 such that !¿!0 implies
that Inequality (1)—and hence Inequality (2)—holds.
Lemma 3.1. Fix M . For each *¿ 0, there exists an Z=Z(M; *) such that the following
is true for any z. If z¿Z , then the probability that a randomly selected chain tree
of z vertices (with no non-spinal vertices of strength ¿ k) has less than M strong
vertices—none very strong—is at most *.
Proof. Let us look at the construction of chain trees with no vertices of strength as
great as M (k + 1)− 1.
For each d, k ¡d¡k +M (k + 1), there is at least one chain tree (fragment) of d
vertices whose right-most spinal vertex is strong. (A chain tree fragment 〈Ci; Ri; xi; xj〉,
with a strong vertex other than xj, will not be one of the fragments enumerated in the
process of De3nition 3.3.)
We will use the value of ! from De3nition 3.6 for k, M , and * in this proof. Let
Z = (M + 1)(k + 1)2! + 2: we claim that this Z satis3es the theorem. Note that if a
planted chain tree has z¿Z vertices, but the spine is of length less than (k + 1)!,
there will be at least one very strong vertex on the chain tree.
Fix z¿Z and d˜ = (d0; : : : ; d!−1) such that di ¡k + M (k + 1) for each i, and
3x 3(z; d˜) as in De3nition 3.4. If !′6!, let 3(z; d˜; !′) be the set of chain trees
in 3(z; d˜) such that precisely !′ of the chain tree fragments contain strong vertices,
and let 3∗(z; d˜) =
⋃
!′¡M 3(z; d˜; !
′). By (2) after De3nition 3.6, if a random chain
tree is selected from 3(z; d˜), then with probability at least 1 − *, it will be from
3(z; d˜) − 3∗(z; d˜) = ⋃!′ :!′¿M 3(z; d˜; !′), as follows. Selecting a random chain tree
from 3(z; d˜) is equivalent to choosing the 3rst ! chain tree fragments independently,
of orders d0; d1; : : : ; d!−1, respectively, and then independently selecting the rest of the
chain tree. By the de3nition of !, for each d˜, the probability that there are at least M
chain fragments with strong vertices is at least 1− *.
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As d˜ = d˜′ ⇒ 3(z; d˜) ∩ 3(z; d˜′) = ∅, we can repeat this argument for each such
d˜, and then as each chain tree with no very strong vertices falls into precisely one
set 3(z; d˜), we get the following. The probability that a randomly selected chain tree
chosen from
⋃
d˜ : k¡di¡k+M (k+1)
3(z; d˜) has at least M strong vertices is at least 1− *.
As the chain trees not in
⋃
d˜ : k¡di¡k+M (k+1)
3(z; d˜) must have very strong vertices, we
conclude with probability at least 1− * that a randomly selected chain tree either has
at least M strong vertices, or a very strong vertex.
We now apply this to chains of skeletal vertices within trees: : : .
3.2. Reductions
From Lemma 2.1, we know that a random unlabelled free tree has many skeletal
vertices. We want to use Lemma 2.1 to show that many of these vertices are strong
(or that at least one of these vertices is very strong). To do this, we will need to
dissect skeletons to get a way of classifying the trees by skeleton. We develop such a
classi3cation in this subsection.
We want to modify a notion from graph theory (see [2, p. 80]).
Denition 3.7. Let G be a graph. A subdivision of a graph G is a graph H that results
from replacing one or more edges of G with chains.
Let W ⊆ |G| be a set of vertices of G. The graph G is W -irreducible if the only
vertices of degree 2 are in W .
Notice that by reversing the subdivision operation, i.e., collapsing chains into edges
without collapsing any two elements of W into the same vertex, a graph G is reduced
to a unique W -irreducible graph:
Denition 3.8. The W -reduct of G is the unique W -irreducible graph that can be
transformed into G (modulo W -preserving isomorphism) by repeated subdivisions. If
W = ∅, call the W -reduct the reduct of G.
Note that the W -reduct of a tree is a tree.
We already know from Lemma 3.1 that a random chain-tree will a.s. either have
many (spinal) strong vertices or a very (spinally) strong vertex. In Lemma 3.2 (below),
we prove that (roughly speaking) for any W -irreducible C, the following is true as
n →∞. If T is the set of n-trees T whose skeleton has W -reduct C, where W is the
set of strong vertices of T, then a.s. a tree T∈T has either a very strong vertex or
a skeleton of long chains of distinct lengths. We will then be ready for Section 3.3,
where we will generalize Lemma 3.1 to prove that on large random trees, a.s. there
are many strong vertices, or at least one very strong vertex.
Remark 3.1. Recall from elementary combinatorics that the number of ordered parti-
tions of [m] into c blocks is (m+c−1c−1 ): thus the number of ordered partitions with c
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blocks, all of sizes greater than z, is (m−zc−1c−1 ). Fix c and z. The number of ordered
partitions with c blocks of whose sizes satisfy:
• The smallest block has at least z elements, and
• The cardinalities of any two blocks diNer by at least z
is (1− o(1))(m−zc−1c−1 ) as m →∞.
From now on, in a partition, call two blocks very distinct if their cardinalities diNer
by at least z.
Proof. Using inclusion–exclusion, we 3nd that if we take the number N1 of ordered
partitions of [m] into c blocks (each greater than z), and subtract the sum N2 of the
numbers of such partitions in which two blocks have cardinalities within z of each
other, we get a lower bound on the number of such partitions into c blocks (each
greater than z) of diNering cardinalities. We have N1 = (
m−zc−1
c−1 ). We want an upper
bound for N2.
First observe that for any l, k, the number of partitions in which the 3rst two blocks
B1 and B2 are of cardinalities l and l+ k is (
m−z(c−2)−(2l+k)−1
c−3 )6 (
m−z(c−2)−1
c−3 ). Thus
the number of partitions in which the 3rst two blocks B1 and B2 satisfy ‖B1|−|B2‖6 z
is bounded above by
m(2z − 1)
(
m− z(c − 2)− 1
c − 3
)
:
Since we get the same number of partitions no matter which pair of blocks are set to
be have cardinalities within z of each other, we can just multiply ( c2 ) with this bound
to get
N2 ¡
(
c
2
)
m(2z − 1)
(
m− z(c − 2)− 1
c − 3
)
:
Thus
N1 − N2¿
(
m− zc − 1
c − 1
)
− m(2z − 1)
(
c
2
)(
m− z(c − 2)− 1
c − 3
)
= (1− o(1))
(
m− zc − 1
c − 1
)
for z, c 3xed and m →∞.
Here is a bit of nomenclature.
Denition 3.9. Let T be a tree. A ∗-skeletal chain is a maximal connected set of
skeletal vertices of T, each being of degree 2 in its skeleton S(T), and none of them
strong in T.
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And the ∗-reduct of T is de3ned as follows. Let S(T) be the skeleton of T, and
let W be set of the strong vertices of T, and note that W ⊆ |S(T)|. The ∗-reduct of
T is the W -reduct of S(T).
We should make some elementary observations.
Remark 3.2. Suppose that an n-tree T has l skeletal leaves, w strong vertices, and s
skeletal vertices.
(1) As all skeletal leaves are strong, l6w.
(2) As all strong vertices are skeletal, w6 s.
(3) By an induction on l, a tree of l leaves has at most l − 1 vertices of degree
greater than 2. Thus, the ∗-reduct of S(T) has at most w+(l−1) vertices, hence
at most 2w − 1 vertices.
(4) Thus the ∗-reduct has at least l − 1 edges (in fact, at least w − 1 edges) and at
most 2w − 2 edges.
Note that the number of ∗-reducts of skeletons of trees of at most w strong vertices
depends on w.
And now our technical lemma.
Lemma 3.2. Fix z, w, and *¿ 0.
The following is true for all su<ciently large s (with respect to z, w, *).
The following is true for all su<ciently large n (with respect to z, w, *, s).
With probability greater than 1− *, the following is true.
A randomly selected n-tree, of w strong vertices, on a skeleton of s vertices, either
has a very strong vertex (of strength at least M (k+1)−1) or all its ∗-skeletal chains
are of very distinct lengths greater than z.
Proof. It su4ces to prove that for su4ciently large s, for su4ciently large n, with
probability greater than 1− *, the following is true. A randomly selected n-tree, whose
strong vertices make up the set W , |W | = w, on a skeleton of s vertices, but with
no vertex of strength at least M (k + 1) − 1, has all ∗-skeletal chains of very distinct
lengths greater than z.
As w is 3xed, there are a 3nite number of ∗-reducts of skeletons of trees of at
most w strong vertices (as there are at most 2w − 2 vertices in such a ∗-reduct).
Choose one ∗-reduct, call it C, with l leaves and c edges. For large n, if an n-tree
has a skeleton of ∗-reduct C, but no very strong vertices, then it will have less
than wM (k + 1) vertices in k-clusters about the w strong vertices. We will prove
that for large enough s and large enough n, the (conditional) probability that a ran-
dom n-tree of skeleton S of ∗-reduct C (and no very strong vertices) has chains
of very distinct lengths (all greater than z) is at least 1 − *. Repeating this for
each ∗-reduct (of skeletons of free trees of w strong vertices) will give us the
lemma.
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Fix a number of ∗-skeletal chains c in the skeleton, and recall from Remark 3.2 that
w−16 c6 2w−2. Choose any n-tree U whose skeleton S has s vertices, c ∗-skeletal
chains, and w strong vertices (including all skeletal leaves), and consider:
• Let S− be the multiset of rooted trees U(v), v∈ |S|, v not strong, these being the
subtree clusters formed by taking the skeletal vertex v and its non-skeletal depen-
dents.
• Let S+ be the multiset of rooted trees U(v), v∈ |S|, v strong, these being the subtree
clusters formed by taking the skeletal vertex v and its non-skeletal dependents. As
there are no very strong vertices, there will be at most wM (k + 1) vertices in the
rooted trees in this multiset.
• Let S′ be the graph union of the skeleton S and the rooted trees of S+ formed
by identifying the strong vertices in S and the corresponding roots of subtrees
U(v) ∈S+; call S′ the extended skeleton of the tree U.
We now want to deal with the direct dependents of non-strong skeletal vertices.
Restrict attention to rooted trees of at most k vertices. For each isomorphism type 9
for a rooted tree of at most k vertices, there are, say, t9 non-strong skeletal vertices v
such that U(v) ∈S− is of type 9:
∑
9 t9 = s−w. Suppose that there are h isomorphism
types of rooted trees of at most k vertices. For the extended skeleton S′, suppose that
W is the set of strong vertices. Suppose that 9i has mi vertices for each i. Let N be
the set of assignments 9 → t9 such that:
∑
9
t9 = s− w &
h∑
i=1
mit9i = n−
∑
v∈W
(strength(v) + 1):
Then there are at most
b(t91 ; : : : ; t9h) =
(
s− w
t91 ; : : : ; t9h
)
trees U? of extended skeleton S′ (including U itself) such that for each i∈ [h], there
are t9i subtrees of type 9i oN of non-strong skeletal vertices.
(The ‘at most’ in the preceding sentence arises from the possibility that an extended
skeleton might admit automorphisms that permute ∗-skeletal chains, so that b(t91 ; : : : ; t9h)
would count trees of that extended skeleton more than once. But if all of S’s chains
are of distinct lengths, S admits no non-trivial automorphisms, and hence all the au-
tomorphisms of trees of extended skeleton S′ merely permute non-skeletal vertices
within subtree clusters.)
Anyway, there are thus at most
b1 =
∑
(t91 ;:::; t9h )∈N
b(t91 ; : : : ; t9h)
free n-trees of extended skeleton S′. Furthermore, suppose that there are b2 multisets
of |W | rooted trees satisfying: there are between k and M (k+1) vertices in each rooted
tree, with
∑
v∈W (strength(v) + 1) vertices altogether in each multiset (and hence no
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very strong vertices), producing an extended skeleton S′. Then there are b1b2 free
n-trees of skeleton S in which W ⊆ |S| is the set of strong vertices.
Let us return from our examination of the particular n-tree U, and start counting
from ∗-reducts. For each ∗-reduct C of c edges, there are at most ( s−w+c−1c−1 )b2 extended
skeletons of W -reduct C and s skeletal vertices. Thus there are at most ( s−w+c−1c−1 )b1b2
n-trees with skeleton S. (Again, if the chains are not necessarily of distinct lengths,
it is possible to count the same tree modulo isomorphism twice, hence the ‘at most’).
By Remark 3.1, the number of ways to partition s − w into c blocks of very distinct
sizes greater than z is bounded below by:
B(s; w; z) = (1− o(1))
(
s− w − zc − 1
c − 1
)
∼
(
s− w + c − 1
c − 1
)
for c; w; z 3xed and s → +∞. As there are no non-trivial automorphisms of the skeleton
if all its chains are of distinct lengths, there are at least B(s; w; z)b1b2 n-trees of s
skeletal vertices and w strong vertices and ∗-reduct C, with the given multiset of
subtrees U(v) ∈S−.
Choose n large enough so that by Lemma 2.1, with probability ¿ 1− *=2, we have
a number s of skeletal vertices so large that:
B(s; w; z)
/(
s− w + c − 1
c − 1
)
¿ 1− *
2
;
and the proportion of n-trees with:
• the ∗-reduct C,
• and all skeletal chains of diNerent lengths greater than z
is at least 1− *.
Repeat for each ∗-reduct C of w strong vertices, and 1−* of the n-trees U of ∗-reduct
C have ∗-skeletal chains of very distinct lengths greater than z, and we are done.
3.3. Strong vertices
We are now ready to prove that on a random n-tree, almost surely either there are
lots of strong vertices, or there is at least one very strong vertex. This will allow us
to prove the Main Theorem 2.1. We will need two notions.
Denition 3.10. Let U be a free tree of skeleton S = S(U). If a; b∈ |U|, let
CONN(x; a; b) mean that the path from x to a does not go through b. If a; b∈ |U|,
let
U[a; b] = {x∈ |U|: CONN(x; a; b) ∧ CONN(x; b; a)}
be the connecting path in between, and dependents of the connecting path.
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We could regard the (planted!) chain tree U[a; b] as a sort of tree equivalent of an
interval from a to b.
Denition 3.11. If D= 〈D;Edge; a′; b′〉 is a planted chain tree, let SUB(U; U[a; b]=D)
be the result of taking U and replacing the planted chain tree U[a; b] with the planted
chain tree D, by identifying the two roots a′ and b′ of D with a and b, respectively.
We now generalize Lemma 3.2 to trees.
Lemma 3.3. Fix M , and *¿ 0. For su<ciently large n, the probability that a ran-
domly selected unlabelled tree has less than M strong vertices, none very strong, is
less than *.
Proof. For large enough n, we will do the following. We will construct a collection
of sets < of n-trees, and prove that:
(1) These sets < are pairwise disjoint.
(2) The probability that a random n-tree of less than M strong vertices is not in one
of these sets of n-trees is less than *=2.
(3) In each of these sets < of n-trees, the proportion with less than M strong vertices,
and with no very strong vertices, is less than *=2.
Thus the proportion of n-trees of at least M strong vertices (or at least one very strong
one), either in one of the sets < or not, is greater than 1− *, giving us the lemma.
We will need a pair of technical notions about chain trees for the construction.
First, suppose we are given ! satisfying Inequality (1) in De3nition 3.6 (and hence
Inequality (2) afterwards), and let z be an integer such that z¿ (k + 1)!M + 2, and
let d˜= d1; : : : ; d! be such that k ¡di ¡M (k + 1) for each i∈ [!].
We should have a de3nition for the next technical notion.
Denition 3.12. The skeletal weight of a skeletal vertex is the number of its skeletal
dependents.
Second, given a set 3 of z-vertex planted chain trees, call an n-tree 3-good if:
• its ∗-skeletal chains are of very distinct lengths, and
• its shortest ∗-skeletal chain is of length greater than z, and
• choose the ∗-skeletal chain of minimum length in the skeleton, and letting a be the
endpoint of lesser skeletal weight, there is another vertex b on that same shortest
skeletal chain such that U[a; b] is isomorphic to a chain tree in 3 (after the endpoints
have pruned to be of degree 1).
Notice that no automorphism of a 3-good n-tree permutes its ∗-skeletal chains, so that
modulo automorphisms, a and b are 3xed. In the rest of this proof, all (unlabelled)
n-trees U have a and b de3ned as above.
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Here is the construction. Our goal is to obtain n, construct the sets < of n-trees,
and then prove that the sets < satisfy (1), (2) and (3) above. Let z be the number of
vertices for random chain-trees to satisfy the requirements of Lemma 3.1 for M strong
vertices (or one very strong vertex) and error *=2, and let n be the number of vertices
for random n-trees to have appropriate chain lengths with error *=2 from Lemma 3.2.
Then, recalling De3nitions 3.3 and 3.4:
(A) for each tuple d˜ = d1; : : : ; d!, where k ¡di ¡k + M (k + 1) for each i, where∑!
i=1 di ¡ z, and
(B) for each 3(z; d˜)-good n-tree U of less than M strong vertices, and whose ∗-skeletal
chains are of very distinct lengths greater than z, and letting U[a; b] be U’s shortest
chain, witnessing U being 3(z; d˜)-good,
we recall De3nition 3.11 and de3ne the sets <= <(U; d˜) of n-trees to be:
<(U; d˜) = {SUB(U;U[a; b]=D): D∈3(z; d˜)}:
We claim that these sets <(U; d˜) satisfy (1), (2), and (3) above. First (1).
Claim 3.1. These sets < are pairwise disjoint.
Proof. First, we claim that if B∈<(U1; d˜1) ∩ <(U2; d˜2), then U1 and U2 agree on all
but one end of their shortest skeletal chains. By (A), the lengths of the skeletal chains
of U1 and U2 diNer by more than
∑!−1
i=0 di. Yet as changes in (at most) that many
edges can transform U1 to U2, all those changes must have been done on the shortest
skeletal chain of each. Thus if d˜1 = d˜2, then for any n-trees U1 ∈3[z; d˜1], U2 ∈3[z; d˜2],
<(U1; d˜1) ∩ <(U2; d˜2) = ∅.
So we now ask about intersection of the form <(U1; d˜)∩<(U2; d˜). If U1 and U2 are
n-trees of M ′¡M strong vertices in which U1[a; b];U2[a; b] ∈3(z; d˜) for some z and
d˜, then we claim that either <(U1; d˜) = <(U2; d˜) or <(U1; d˜) ∩ <(U2; d˜) = ∅.
• First, if U1 and U2 diNer elsewhere than on (the end of the chain starting at a of)
U1[a; b] and U2[a; b], then there can be no isomorphism sending any U′1 ∈<(U1; d˜)
onto any U′2 ∈<(U2; d˜): such an isomorphism cannot send U′1[a; b] to any chain
fragment except U′2[a; b], and as the partial isomorphism U
′
1[a; b] → U′2[a; b] cannot
be extended to an isomorphism U′1 → U′2, we get
[U′1 ∈<(U1; d˜) & U′2 ∈<(U2; d˜)]⇒ U′1 = U′2:
So we must have <(U1; d˜) ∩ <(U2; d˜) = ∅.
• Second, if U1 and U2 diNer only on (the end of the chain starting at a of) U1[a; b]
and U2[a; b], then for any U such that U[a; b]∈3(z; d˜), U is in (say) <(U1; d˜) iN
U− (U[a; b]−{a; b}) is (partially) isomorphic to U1 − (U1[a; b]−{a; b}). But A1 −
(A1[a; b]−{a; b}) is (partially) isomorphic to U2−(U2[a; b]−{a; b}), so U∈<(U2; d˜).
Hence, <(U1; d˜) ⊆ <(U2; d˜). Similarly, <(U2; d˜) ⊆ <(U1; d˜).
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We now prove (2).
Claim 3.2. The probability that a random n-tree U of less than M strong vertices,
none of them very strong, is not in one of these sets < of n-trees, is at most *=2.
Proof. The only way that a random n-tree U of at most M strong vertices (none
of them very strong) could fail to be in one of these sets < is if it failed to meet
criterion (B) above requiring S[U] to have ∗-skeletal chains of lengths greater than
(and diNering from each other by at least) z. But by using Lemma 3.2, we chose n so
large that this failure occurs with probability less than *=2.
Now we prove (3).
Claim 3.3. In each of these sets < of n-trees, proportionately less than *=2 of them
have less than M strong vertices, none very strong.
Proof. By Lemma 3.1 as applied to z from (A) above (within error *=2), more than
1− *=2 of the relevant chain trees have at least M strong vertices by themselves (or a
very strong vertex), thus forcing the trees they are part of to have at least M strong
vertices (or a very strong vertex).
Having proven (1), (2), and (3), we are done.
So now we see that for any M , and any *¿ 0, there exists N such that if n¿N ,
then with the probability 1− *, either a random, free unlabelled n-tree has more than
M k-strong vertices, or it has a vertex of strength at least M (k + 1).
At last, the Main Theorem:
Theorem 2.4. Fix a rooted tree T and 1x *¿ 0. There exists N such that if n¿N ,
the probability that a random n-tree admits a subtree isomorphic to T is at least
1− *.
Proof. We 3rst claim that there exists a 3xed =, 0¡=¡ 1 such that for any K ¿k,
of the K-vertex rooted trees with only one strong vertex (that being the root), the
proportion of these trees with no copy of T among its subtrees is at most =.
To see this, note that if cl is the number of isomorphism types of rooted trees of
l vertices, and ek =
∑k
l=1 cl − 1, then by Remark 2.1, when K is large, there are
(constant + o(1))Kek (isomorphism types of) rooted trees (with only one strong ver-
tex), at most (constant′ + o(1))Kek−1 of which do not have T as a subtree. (More
precisely, only (constant′ + o(1))Kek−1 of these rooted K-trees do not admit vertices
adjacent to the root that are also roots of subtrees isomorphic to T.) For each K ¿k,
let =K be the proportion of these rooted K-trees—whose only strong vertex is its
root—not admitting a copy of T. As limK→+∞ [(constant′ + o(1))Kek−1]=[(constant +
o(1))Kek ] = 0, limK→+∞ =K = 0, so we can set = = maxK¿k =K , and notice
that =¡ 1.
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Fix M so large that:
• 3rst, =M ¡*=3, and
• second, M ′¿M (k + 1)⇒ =M ′ ¡*=3.
Then choose n so large that by Lemma 3.3, the probability that there are at most M
strong vertices, none very strong, on a free n-tree, is less than *=3.
If U is an n-tree chosen at random, the probability that it has less than M strong
vertices, none very strong, is less than *=3. If U has at least M strong vertices, the
probability that there is no copy of T among their direct dependents is less than *=3. If
U has a very strong vertex, i.e., a vertex being the root of a subtree of at least M (k+1)
vertices, the probability that there is no copy of T among its dependents is less than
*=3. Putting this together: the probability that U has no copy of T is less than *.
In the above theorem, if T is the tree Tr of Theorem 2.2, then for each r, the MSO
formulas of depth 6 r a.s. hold on free n-trees, and repeating for each r, we have
proven Corollary 2.1.
4. Excelsior
Section 3 is a good example of an ugly proof. It is rather more elementary than the
proof in [13], but not shorter, and in comparison is rather a contraption, even if an
illuminating one. It is not clear how to use these methods to get the result of Woods
that on unlabelled rooted trees, every MSO sentence has an asymptotic probability.
However, we suspect that a more careful dissection of random unlabelled trees can
give us that result.
(On the other hand, there is more work to be done in the generating function ap-
proach, e.g., 3nding a common generalization of the results of this paper and of [3].)
In addition, the dissection itself suggests a few questions, like Conjecture 2.1. We
should also not forget that there are other models of random trees as well, and such
dissection techniques might be useful in analyzing them (see [10] for a discussion of
random trees).
Finally, remembering the automata-like behavior investigated in [4,8], etc., we remark
that in [11], it is proven that on labelled, free random trees, with a linear order, all
order-invariant MSO queries are eventually periodic in the following sense. If  is
an order-invariant MSO sentence in the language of graphs with order, there exists a
vector 〈p0; p1; : : : ; pt−1〉 such that
lim
n→∞ |Pr[T |= | ‖T‖= n]− pnmod t |= 0:
In that paper, we conjectured that this was true even for rooted labelled random trees,
and in addition:
Conjecture 4.1. On unlabelled, rooted random trees, with a linear order, all order-
invariant MSO queries are eventually periodic.
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