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Abstract-Based on a new paradigm of neural networks consisting of neurons with local memory 
(NNLM), we discuss the representation of a control system by neural networks. Using this represen- 
tation, the basic issues of complete controllability and observability for the system are addressed. A 
separation principle of learning and control is presented for NNLM. The result shows that the weights 
of the network will not affect its dynamics. Some results about local linearization via a regular static 
feedback and nonlinear transformation are also given. 
1. INTRODUCTION 
A noticable advance and development in parallel computation and parallel algorithms occurred 
during the past decade. A highly parallel structured computer is capable of performing multi- 
tasks simultaneously, and has much better performance in terms of speed. Parallel computation 
and architecture become important issues in the community of control systems. Some achieve- 
ments have been made in utilizing a parallel computation mechanism to compute the inverse- 
dynamics of a robot arm. In particular, FZawor TM’~ Parallel Inference Machine (PIM) exemplifies 
the utilization of parallelism in control systems. 
One important requirement for applying parallelism in control systems is to establish a solid 
mathematical foundation for it. Clearly, the interaction between computer developments and 
control systems is mutually reinforcing both disciplines. It is generally recognized that the rapid 
development in sequential computers in the sixties has motivated a remarkable development in 
control systems. During this period, multi-variable control, optimal control and estimation, and 
adaptive control among others were making great advances, resulting in many important results 
such as the Minimum Principle, Kalman-Bucy filter, etc. State-space description and linear 
algebra were extensively used during that period, although a practical analysis was still mainly 
carried out in the time domain. It is interesting to notice that the developments of discrete-time 
systems and discrete-time state-space representation were mainly motivated by the development 
of sequential computers in that period. In view of today’s rapid development in parallel computers 
and parallel algorithms, it is natural to consider the problem of how to model a control system, 
by appropriate mathematical tools, using the mechanism of parallel computing. This is the 
main motivation for our work in this paper. Thus, we are presenting here a study in modelling 
control systems using neural networks which have a highly parallel structure and are capable of 
learning and storing information. The study is in the spirit of fully utilizing the intelligence of 
the networks and the pattern of processing information in parallel inside them. We go beyond 
using the universal approximation property of neural networks, and also consider the internal 
state information of the recurrent neural networks so that a control system can be modelled 
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using the highly parallel structure of this computational mechanism. Based on a new paradigm 
of neural networks consisting of Neurons With Local Memory (NLMs), the representation of a 
control system by neural networks is discussed. Modelled by NNLM, the resulting system is a 
typical nonlinear one that, through mathematical analysis in this paper, can be shown to be 
locally linearizable via a regular static feedback and a nonlinear coordinate transformation. 
2. NEURONS WITH LOCAL MEMORY (NLM) 
This section will briefly describe three types of neurons commonly used in feed-forward and 
recurrent neural networks. They are the McCulloch-Pitts neurons, Grossberg’s neurons and 
Hopfield’s neurons. The well-known McCulloch-Pitts neurons, which take the weighted sum of 
inputs and give the output through an activation function, are the basic elements in feed-forward 
neural networks. They have been widely and successfully used, and their structure is well-known. 
Although there are various architectures to connect the neurons (see the structures in feed- 
forward neural networks, Kohonen networks and Hopfield networks), the basic elements-the 
neurons-remain the same. 
When he studied the famous dog-saliva-food biological phenomenon, Grossberg proposed a new 
type of learning rule, known as the Grossberg Learning Law, as well as a new type of neuron, in 
order to attempt to mathematically formulate Hebb’s law. His approach, in turn, attempted to 
explain the classical conditioning behaviors discovered by Pavlov. Since we shall not discuss the 
learning law in detail, interested readers are referred to [l]. 
The neurons proposed by Grossberg are not simply of the McCulloch-Pitts type, as their 
outputs are described by a different set of equations. Consider a neuron which has a number 
of inputs coming from other neurons in the network, as well as an external input coming from 
outside the network. The following equation describes the dynamics of the ith neuron 
- = -aydt) + Ii(t) + 2 VJj yj(t), hi (t> dt (1) 
j#i 
where yi(t) is the output of the ith neuron, Ii(t) is an external input to the ith neuron, and UI~ is 
the weight connecting the output of the jth neuron to the input of the ith neuron. The difference 
between the McCulloch-Pitts neurons and those proposed by Grossberg is clear since “dynamics” 
are incorporated in each of the Grossberg neurons. These dynamics are represented by a positive 
constant a which controls the decay of the output in the absence of any other input. Thus, a may 
also be called a forgetting factor. This type of neuron, together with Grossberg’s learning law, 
give a plausible mathematical formulation for Hebb’s law and thus form a satisfactory connection 
with Hebb’s learning theories. 
Later (in 1984), John Hopfield proposed a general structure for a continuous deterministic 
model. This structure is known as the Hopfield model. A Hopfield model is a two-layer network 
in which the neurons in the hidden layer are fully connected to each other. The input-output 
relationship of the ith neuron in the network, realized by an amplifier, is described by the set of 
nonlinear dynamic equations 
j&i 
Vi = Si(Ui), c-9 
where Ci is the total input capacitance of the amplifier, Tij is the strength of the connection 
from the output of the jth amplifier to the input of the ith amplifier, ui is the input to the 
ith amplifier, and vj is the output of the jth amplifier. Also, ri is a resistance value, I’i is the 
sigmoidal activation function of the ith amplifier, and gi is the sigmoidal activation function of the 
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ith amplifier, assuming a negligible response time. A commonly known property of the Hopfield 
network is that the state of the network can be attracted to an equilibrium point corresponding 
to a local minimum of the energy function and, hence, the network can be used to implement a 
content addressable memory. Based on this property, Hopfield networks have been used satisfac- 
torily for traveling salesman problems [2,3], for an A/D converter, signal decomposition, linear 
programming and various combinatorial optimization problems [4]. 
The neurons introduced below are different from McCulloch-Pitts neurons, Grossberg neurons 
and Hopfield neurons. In some sense, they are close to the neurons in the Hopfield model, as they 
can be viewed as a discrete-time version of the neurons in the Hopfield model. But unlike those 
in the Hopfield model, these neurons are used in a feed-forward network in which the well-known 
back-propagation algorithm can be employed to change the weights. More importantly, they are 
used here in a novel attempt to represent a control system by a neural network. In fact, the 
idea of representing the internal states as a state vector is not new. Hopfield used the same idea 
when he used state vector to construct an energy function in his network. He proved, by using 
Liapunov stability theory, that the state will eventually converge to a local equilibrium in state 
space, which corresponds to a local minimum of the energy function. 
The term, Neurons with Local Memory (NLM), comes from the presence of dynamics inside 
each of the neurons in which we are interested. The incorporation of dynamics inside each neuron 
is the main distinction between these neurons and the conventional McCulloch-Pitts neurons. As 
we shall see below, this type of neural network facilitates much of the subsequent analysis of 
neural networks for control systems. The incorporation of dynamics in each neuron results in 
the flow of outputs from neurons even without any inputs. Thus, the NLMs may also be termed 
dynamical neurons or active neurons. 
Interestingly, a similar idea has been used by Nikolaou et al. in [5,6] to identify the dynamics 
of a continuously stirred reactor (CSTR). In their work, Nikolaou et al. used a neural network 
whose neurons have the following set of differential equations 
dxi Xj F,(Cj Wij Xj) Uj 
x=-z+ T’ +$ (3) 
fori=1,2,... , n. Although their work has been successful in identifying the dynamics of CSTR, 
they have not discussed basic issues of a control system such as controllability and observability. 
In this study, we shall discuss the basic issues of control systems associated with this type of 
neural networks in a more analytical and systematic way. 
A typical representation of an input-output relationship for the conventional McCulloch-Pitts 
neurons is written as 
d=fj(uy ,...) lp), kEZ, 
where the y’s and u’s are the outputs and the inputs respectively. Also, Z is the set of positive 
integers, the subscript k denotes the time step k, and the superscript j denotes the jth neuron. 
A typical form for fj of (4) can be written as 
d =sj gwjiey , ( ) (5) i=l
where sj is a sigmoidal function, and the Wij’s are the synaptic weights. 
A basic structure of an, NLM is shown in Figure 1, where j denotes the jth neuron. The 
quantities d, u:‘j, . . . , u;j ‘j are the output of and inputs to the neuron at time step k, respectively. 
Also, 2-l denotes the backshift operator and si’ denotes the inverse of the activation function 
for the neuron j. The output yjk of an NLM shown in Figure 1 can be written as 
yjk=Sj ajs;'(#*_l)+c+~wjiu~ ( , i=l ) (6) 
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Figure 1. Basic Structure of an NLM. 
where oj is a scalar whose value represents the dynamics in neuron j, & is another scalar, and 
the Wii’s are the weights of connection from other neurons to neuron j. By setting aj = 0 and 
ci = 1, we immediately obtain the conventional input-output relationship for the McCulloch- 
Pitts neurons. It follows that the input-output relationship of a conventional neuron is actually 
a special case of that of an NLM. 
An alternative and more informative input-output representation of an NLM can be given by 
introducing an internal state variable zk 
_. 
Xi =UJX~_l+~WjiU~, 
i=l 
yjk = Sj(ciXi), k E 2, (7) 
from which (6) can be derived easily. The system equation (7) is called the node system, Again 
setting aj = 0 and ci = 1 in (7), we obtain the input-output relationship of a conventional 
neuron. 
The advantage of the representation (7) over the representation (6) is apparent by introducing 
the internal state zcjk. The system (7) actually has the standard state equation and output 
equation familiar to control engineers. For convenience, we still adopt the same name, “state 
equation,” for the x equation. The role of aj in (7) is clear from the familiar control theory. For 
example, a necessary condition for the node system to be asymptotically stable is that the aj’s 
lie inside the unit disc in the complex plane. Even though the state equation in (7) is linear and 
time-invariant, the output equation is nonlinear, which complicates further analysis. Although 
we may assume that sj is linear, which is the case in part of our following analysis, we shall 
generally consider sj to be nonlinear, e.g., a commonly used sigmoidal function. 
It is interesting to compare our work with some of the previous work on neural networks 
for control (741. Recurrent neural networks, introduced in the work of Hopfield [9], have been 
extensively discussed in the literature for purpose of control (e.g., [5,6,8,10]). Because of their 
unique properties, they are particularly of interest to people working on neural networks for 
control. One version of the network suggested by Hopfield is described in [8] by 
z(k: + 1) = X[4k)], x(O) = x0, (8) 
where s(k) = [z1(k),z2(k), . . . ,s,(k)] is the state vector at step k, and Ni(.) is the vector of 
nonlinear functions. Ni(.) is usually represented by a neural network. The representation in (8) 
has been extensively studied and has the so-called “associative memory.” As we shall see later, 
this representation is actually a special case of the representation which we shall discuss. 
In [7], Billings et al. considered the identification problem of nonlinear systems. They used an 
architecture shown in Figure 2. In Figure 2, a feedback neural network is trained to model the 
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unknown nonlinear system, i.e., to minimize the error between the output of the network and the 
output of the actual system. Several topics have been discussed in (71. They are: 
6) 
(ii) 
(iii) 
(iv) 
(v) 
network complexity; 
node selection; 
prediction and the effects of noise; 
biasedness; and 
model validation test. 
u( 
i 
NEURU 
PLANT 
Figure 2. Non-linear system identification using a neural network model. 
Thorough discussion as well as numerical simulations are given regarding these issues. It has 
been shown that while it is easy to train a neural network which predicts well over the estimation 
set, this does not necessarily mean that the network provides an adequate description of the 
underlying mechanism which generated the data. They claimed that it was difficult to get definite 
analytical results in this area, but the modal validity tests introduced there did appear to provide 
a useful metric of the network performance. An interesting observation for their approach is that 
the inputs to the neural network can contain lagged external inputs and lagged outputs of the 
neural network. In fact, without using lagged external inputs and lagged outputs of the network 
as inputs to the neural networks, the performance of the network would deteriorate (see [7]). 
In [8], four models of discrete-time plants were used in the identification problem. They are: 
MODEL I: 
n-l 
y*(k + 1) = c Wp(k - 4, 
i=o 
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MODEL II: 
m-1 
?/p(k + 1) = fbp@), Yp(k - I), * * * 9 Yp(k - n + 1>1+ c PiG - 47 
i=o 
MODEL III: 
y,(lc + I) = f[yp@), Yp(k - 11,. . * 7 Yp(h - 12 + 111 + &(~), 4k - 11,. . . , u(k - m + 111, 
MODEL IV: 
y,(lc + 1) = f[y,(k), yP(k - l), . . . , Y,@ - n + 1); G), u(k - 11,. . . , u(k - m + 1>1, 
where b(k), Y#)I P re resents the input-output pair of the SISO plant at time k, CQ,& are 
unknown model parameters, and f(.) and g(.) are differential functions (in Model II and III, 
f : Rn + R, and in Model IV, f : Rn+m + R, and g : Rm -+ R). It is not difficult to know 
that Models I, II and III are special cases of Model IV. Model IV is the analytical representation 
of the neural network in Figure 2. Therefore, the models for identification of nonlinear systems 
in [7] and in [8] are basically the same. 
The neural network in Figure 2 can be redrawn in Figure 3 which follows, where nu and nP 
are integers representing the orders of lagged external inputs and lagged outputs of the network 
as inputs to the network, respectively. Let us now examine a simple special case of the network 
shown in Figure 3, which is drawn in Figure 4. The network has two inputs, one hidden layer 
with two hidden neurons and one output neuron. 
“k- 
“k-l . 
I 
“A 
k-n, 
Y- k-l 
Y- . 
-Y 
k 
Figure 3. Neural network used in identification. 
The input-output relationship of the network shown in Figure 4 is described by 
yk = s2[w24 sl(wO2 uk + w12 yk-1) + w34 sl(wO3 uk + 7”13 Yk-l)]r (9) 
where si(.) is the activation function for the hidden layer and ss(.) is the activation function for 
the output neuron. We have assumed that the activation functions for the input neurons are 
linear. If we further assume that the function si(.) is linear, then (9) becomes 
Yk =SZ[WuUk+wyYk-11, (10) 
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Figure 4. A simple special case of neural network used for identification. 
where wU = ~24 wss + ws4 wes, wy = ~24 ~12 + w34 ~13. Next, let US assume that the number of 
inputs to the NLM in equation (6) is one for simplicity. Then, we have the following equation 
for this special NLM 
Yk = s(as-l(Y&i) + cuJ%), (11) 
where we only keep the subscript k and have dropped all other superscripts and subscripts 
for simplicity. Comparing equation (11) with equation (12), we readily see the similarity of 
our models to those in [7,8]. The common point for these representations is: the past history 
information of the network is used. This is because the dynamics are incorporated in the network. 
3. NETWORKS WITH NLMS (NNLM) 
Having defined the basic structure for an NLM in the previous section, we can now construct a 
neural network whose elements are NLMs. We shall denote the NNLM with m inputs, n hidden 
nodes and p outputs by Nm,n,p. For simplicity, we only consider the single-input and single- 
output (SISO) system in this section. The generalization to the multi-input and multi-output 
(MIMO) system is straightforward. Meanwhile, the input to the network has generally arbitrary 
values. 
A general structure for NNLM is shown in Figure 5. The state equations are: 
0 = 
node 0 : 
xk a”$-1 + nk, 
Y; = so(cOQ 
nodel,...,noden-2: 
x; = 
i 
ai x:-i + wii y& 
Y: = sz(c%~), i=1,2 ,..., n-2, 
n--l = 
node n-l : 
xk 
p-1 
xi:: + c;:f w2i y:, 
Yk = s3(c”-lxy), 
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Figure 5. General Structure of NNLM. 
where the ais are scalars representing the dynamics of the ith node system, the sj’s are the 
activation functions, which are generally sigmoidal functions, and the wij’s are the synaptic 
weights for the path connecting adjacent layers. 
Assuming for a moment that the activation functions se, ss and ss are all linear, and defining 
the state-variable vector x$ by XT = [z”,, . . . , zET1], we can represent the node system in a more 
concise form by 
xk = Axk_1 + Buk, 
!ik = c’% (12) 
where 
uo 0 . . . 0 0 - 
w11 co a0 0 . . . 0 0 
A= ; *. , 
W1(+2) co u” 0 0 . . . (p-2 0 
a06 2021 cl a1 2~2~ c2 a2 - . . W2(n-2) C 
n-2 p-2 (p-1 
BT=[l wrrcc * * * Wl(n-2) CO a], 
c=[o 0 *** 0 P-l], 
n-2 
&= 
c Wli w2i co ci. 
i=l 
Equation (12) represents a linear state and output equation with the transfer matrix being a 
lower-triangular one. By assigning ai (for 0 I i 5 n - 1) in A, we can alter the dynamics in (12). 
Assuming that an-’ # ai for i = 0,. . . , n - 2, we define the quantity a, as follows 
n-2 
Ci 
a, = C Wii W2i an_l _ .i - 
i=l 
(13) 
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The quantity a, plays a key role in our subsequent discussions. As mentioned in the begining 
of this section, iVm,n,p denotes the NNLM with m inputs, n hidden nodes and p outputs. Based 
on the analysis on controllability and observability in the next section, we immediately have the 
following. 
THEOREM 1. Suppose that 
(i) all activation functions Sj are linear, 
(ii) ZUij # 0 for all i, j, 
(iii) ci # 0 for all i, 
(iv) a, # 0 and a, < 00, 
(v) ai # aj for i # j. 
Then, any strictly proper SISO linear system with real and non-repeating eigenvalues can be 
realized by an N~,~_z,r, where the ai’s are the eigenvalues of the system. 
PROOF. Because the system (12) is completely controllable and observable (see Theorems 2 and 3 
in the next section), the transfer function C(s1 - A)-lB has no pole-zero cancellation between 
its numerator and denominator. Since the order of the denominator polynomial is n, it represents 
a typical nth-order rational transfer function. I 
We give an example for the case n = 4. The matrices A and B in this case are 
r a0 0 0 0 1 r 11 
where 15 = wzr c1 ‘~11 co + 2~22 c2 2012 co and the transfer function is 
C3(b3S3+b2S2+blS+bo) 
(s - dJ)(s - d)(s - G)(s - (23)’ 
(14 
and 
b3 =zi, 
bz = --&(a’ + a1 + a2) + a2 co c2 2012 ‘~22 + a1 co c1 wlr wzl + a0 6, 
bl = 6(a0 a2 + a0 a1 + a1 a2) - (a0 + a’) a2 co c2 w12 w22 - (a0 + a2) a1 co c1 wll w21 
-a0 a1 co c2 2012 wzz - a0 a2 ii, 
bo = -6 a0 a1 a2 + a0 a1 a2 co c2 2~12 21122 + a0 a1 a2 co c1 wrr wzr + a0 a1 a2 co c2 w12 2022. 
Thus, by properly choosing ~11, 2012, wzr, 2~22, we can realize a 4th order linear system. A block 
diagram for the realization is shown in Figure 6. 
4. CONTROLLABILITY AND OBSERVABILITY 
The basic issues of controllability and observability for the system (12) will be discussed in 
this section. For the definitions of controllability and observability, interested readers may refer 
to [ll]. We have the following: 
THEOREM 2. Suppose that 
(i) Wij # 0 for all i,j, 
(ii) ci # 0 
(iii) a, # 0 
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Figure 6. Linear system representation of order 4. 
for all i, 
anda,<cm. 
Then, the system (12) is completely controllable, if and only if, the following inequalities hold 
ai # aj for i # j, i,j=1,2 ,..., n-l. (15) 
PROOF. (Sufficiency). We shall prove sufficiency by using the Popov-Belevitch-Hautus rank 
test (see [ll]). Let A1 be defined as follows 
A1 = [sI - A B] 
s - a0 0 0 . . . 0 0 1 
-w11 co a0 s - a1 0 . . . 0 0 WI co 
-w12 co a0 0 s-a2 . . . 0 0 w12c" 
= 
-~~(~-_2) co a0 0 0 . . . s _ an-2 0 wl(n-2)C" 
-a06 -w21 cl a’ -w22 c2 a2 . . . -wqn_2) cnm2 anp2 s - an-’ 2i 
Obviously A1 has rank n if s is not an eigenvalue of AI. For s = a0 and if a0 # ai for i > 1, 
multiplying the last column by a0 and adding it to the lst column yields 
*a0 0 0 . . . 0 1 
0 a0 - a1 0 .*. 0 wllc" 
A2=: i *. *. , 
0 0 *. 0 * 0 wl(n-2)cO 
-0 -w21c1a1 -w22c2a2 . . . ao-an-1 ii 
which has rank n. 
For s = a0 and if a0 = a” for some i, deleting the nth column of matrix A1 yields a matrix As: 
0 0 . . . 0 1 
-w11 co a0 a0 !a1 0 . . . 0 WI1 co 
-w12 co a0 0 a”-a2 . . . 0 w12c" 
As = 
-w1(n-2) co a0 0 0 . . . .o _'an-2 wl(n-2)C" 
-a06 -2~21 clal -w22c2a2 . . . -w~(~_~)c~-~~~-' ii 
After elementary transformations are performed on the matrix As, its last row becomes [0, 0, . . . , 
o,*,a;;:.., O]. Then, performing another series of elementary transformations on the resulting 
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matrix yields the following 
A4 = 
a0 0 ..- 0 0 0 *.* 0 0 
0 ($_,I **. ; ; : . . . ; ; 
*. 
0 . . . . . . .o_.i-1 i 0 . . . 0 * 
0 . . . . . . 0 ! (Jo_&+1 . . . 0 0 
; (p-p-2 0 
0 0 ... 0 * 0 . . . 0 0 
which has rank n. 
For s = d(1 5 i 5 n - 2), deleting the nth column of A1 yields 
ai 0 0 . . . 
0 ai -a.1 0 . . . 
1. 
0 
0 
A5 = 
.i _ ai-l 
0 
0 
_ 0 -w21 cl a1 -w22c2a2 ... 
0 0 . . . 
0 0 . . . 
0 
0 *. 
.i _ ai+l f. 
-Wz(i- 1) C 
i-l &I 
Wli Co 
wl(i+l) Co 
Wl(i+2) CO 
.i _ an-2 
- w2i c” a2 -Wz(i+l) C i+l ai+l 
n-2 . . . 
-W2(n-2) C 
g-2 
After performing a series of elementary transformations, it is not hard to show that the rank of 
the matrix is again n. 
For the case s = an-‘, deleting the nth column of A1 and performing one elementary trans- 
formation on AI yields 
- an-l 0 0 7 . . . 0 1 
0 an-1 - a1 0 . . . 0 wllc” 
As= ; i . . *. 
0 0 . . 0 . (p-1 _ an-2 Wl(n-2) CO 
_ 0 -w21 cl al -w22 c2 a2 . . . -Wz(n-2) C 
n-2 an-2 ii 
Again, performing another series of elementary transformations on As, one obtains 
cnmm 26:2-B 
12 
A7 = 
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p-1 0 0 . . . 0 1 
0 an-1 -al 0 . . . 0 Wl co 
f. . . . . 
0 0 0 . . * an-l -CT2 ?_qn4)C0 
0 0 0 . . . 0 a, 
, 
Therefore, A7 has also rank n. 
(Necessity). Necessity is proved by contradiction. Letting ai = aj for some i # j,i, j = 
1,2,. . . , n - 1 yields a matrix A# which has rank less than n. I 
REMARKS. It is easy to see from the proof that the condition a0 = ai(l 5 i 5 n - 1) is allowed. 
Thus the system is still controllable even for repeated eigenvalues a0 = ai for some i between 1 
andn-1. Noticethata,_i#aifori=O,..., n - 2 is only a sufficient condition for the theorem. 
The following example shows that the assumption may not be necessary. 
Considering a case where n = 2, we have the state equations 
This system is obviously controllable no matter what the values of a0 and a1 are. Thus, letting 
a0 = a1 = constant, we still have a controllable system. 
A similar result regarding the observability of the system is obtained. 
THEOREM 3. Suppose that 
(i) Wij # 0 for all i, j, 
(ii) ci # 0 for all i, 
(iii) a, # 0 and a, < co. 
Then, the system (12) is completely observable if and only if the following inequalities hold 
ai # aj for i # j, i,j = 1,2 ,...) n-l. (20) 
PROOF. Necessity and sufficiency can be proved again by using the Popov-Belevitch-Hautus rank 
test, namely, by checking the rank of the matrix [CT (sl - A)T]T. Similar arguments lead to the 
conclusion of this theorem, with the only difference being that the column transformations are 
changed to corresponding row transformations. I 
REMARKS. The result on observability of the systems holds only under the assumption that the 
activation functions of all node systems are linear. 
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In this section, we shall discuss the effects of the weights on the overall performance of the 
system. In Section 3, we showed that some of the entries of matrices A and B in (12) contain 
the weights of the network. This seems to imply that the weights could affect the dynamics of 
the system. However, this turns out not to be the case. In fact, the transfer function (14) tells 
us a very important fact that the weights of the network will only affect the numerator of the 
system and do not affect the eigenvalues of the system. In general, we have the following 
Transfer Function = d(s; w, a, c) 
JJ;:; (s - Ui) ’ 
where w = (~lij)~~~, a = (a’, . . . , an-l), c = (co, cl,. . . , F-l) and d(s; w, a, c) is a polynomial 
of order n-l whose coefficients are the linear combination of entries of matrices w, a and c. This 
property will be formally stated as follows: 
PROPERTY 1. The dynamics of the system will not be affected by changing the weights of the 
network. 
Based on this property and the fact that the NLMs are extensions of the McCulloch-Pitts neu- 
rons, we obtain the Separation Principle of Learning and Control, stated below. The importance 
of this principle lies in the fact that before we actually use the system, we can set all ai’s to 
be zero. We then train the network using the back-propagation algorithm with a prespecified 
training set so that the network has the desired stationary property. After training is done, the 
parameters ui can be resumed and thus the network will function as a normal system. 
SEPARATION PRINCIPLE OF LEARNING AND CONTROL: The Training Pro- 
cess of an NNLM and the Control Process After Training Can Be Separated 
To illustrate this idea, let us now consider a small network with one hidden layer and two 
hidden neurons (see Figure 7). Using the same notations, we may have the following set of 
equations for each neuron: 
node 0 : 
XI = a0 x;-1+ ‘1Lk, 
Yko = so(cOx~), 
1’ node 1 and node 2 : xi = a2xi_1 +wy:, Y: = s&i Xi), i = 1,2, 
node 3 : 
z; = U”$i + w21y: +wzzY& 
Yk = s3(cn-lx;-l), 
where superscript i is the index for the ith neuron. With this network, let us now consider a 
simple tracking problem. The input to the plant is given by uk = ti, for all k > 0. Our goal is 
to keep the difference between the actual output and the desired signal Y,j as small as possible, 
where Yd is a constant. Usually, we need to analyze the steady state of the output of the system. 
In our case, we shall perform the same analysis and assume that all state variables have reached 
their steady states. Denote xi as the steady state for the ith state variable, and Y as the steady 
state for the output Yk. Again, for simplicity, we assume that the activation function se( .) for 
input node is linear. With these notations, we have the following 
o_ fi x -l-_.o, 
o- 
x1 = (l_$:;;l: uO) ’ 
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“k 
Figure 7. A simple network. 
Now, let us define the following weights wi, wh, w$, wi as 
Wl Cl 
w’ = - w; = 
WI2 c2 w21 C3 
w’ = - 
w22 C3 C9-L 
1 1 -al’ 1’ 3 
w’ = - 
l-a3 4 l-a3 
fi’= -. 
1 - a0 
Then, equation (22) becomes 
g = s3[w$ s2(w$‘) + w; sz(w$i’)]. (23) 
Obviously, equation (23) is the conventional expression of this network, when ai = 0, ci = 1 for 
i = 1,2,3, with which we are very familiar. This is exactly the input-output relationship of 
a typical feed-forward neural network. Thus, we may construct a training set consisting of the 
input line being the value of ti’, and the desired output line being yd. Then, we can use a learning 
algorithm, for example, the back-propagation learning algorithm, to tram the network such that 
the output of the trained network is as close as to yd as possible. Once we have trained the 
network, we know that the system-the network with ai and ci being resumed-has the desired 
stationary property when the state variables reach their steady states as long as we set wr ,202, wg 
andw4as 
wll = $(l - a’) wl,, 2012 = $(l - a2) w& w21 = -$(I - a3) wi, 2022 = -$(I - a2) wi. 
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where wi, w;, wi, wi are the weights after the network has been trained. After the training, ai 
and ci can be resumed to their normal values and the network is ready to be used as a control 
system. 
6. LINEARIZATION VIA TRANSFORMATION OF 
COORDINATES AND NONLINEAR FEEDBACK 
In Section 3, we saw that our representation resulted in a nonlinear discretetime system. 
There are many reasons for linearizing a nonlinear system, and many publications in the lit- 
erature [12-151 discuss this problem. Before we proceed, let us look at our discrete-time system 
whose nonlinearity arises from the nonlinear activation functions. In general, the activation 
functions in input nodes of a neural network are linear. Thus, the state-space description of our 
system has the form 
XE = a0 xi-1 -t uk, 
xi = wll co a0 xi-1 + a’ zi_l + w11 Co uk, 
n-2 
n-l _ 
21, -a n-1 x;:; + c w2i s2 (c” d xi-1 + ci wli co a0 xg_l + ci t&i co uk) , 
i=l 
yk = &?-lx;-l). (24) 
The above equations can be written in the following form: 
xk = f(xk_l,‘& (25) 
where Xk = (x~,...,x~-r ) and f(xk_l,nk) = (fO(xk_l,Uk),...,fn-l(Xk_l,Uk)) is a vector 
of the functions which are defined above. 
From the above, we know that the overall system consists of a linear sub-system cascaded by 
a nonlinear subsystem together with a nonlinear output equation (see Figure 8). This, in turn, 
implies that the overall system is a nonlinear one. 
It is natural to consider the problem of locally linearizing the above system via coordinate 
transformations and nonlinear feedback. In general, not all nonlinear systems can be so linearized. 
A necessary and sufficient condition will be given in Section 6.2. Once a linearized system is 
obtained, it is very easy to implement a nonlinear control law to have the system track some 
desired signal. 
Figure 8. Nonlinear system representation of order n. 
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6.1. Preliminary 
We consider a smooth discrete-time nonlinear dynamic system 
Xk = f(Xk-l,Uk), (26) 
where Xk = (zi,zk, . . . , cczel) and Uk = (u”,,u:, . .: ,?_hTml) are smooth local coordinates for the 
state-space M and input space U, respectively. Before discussing feedback linearizability for (26), 
we introduce the notion of a regular static state feedback. We call a relation 
uk = &‘k-l,vk), (27) 
a regular static state feedback whenever $$ (xk_1, vk) is nonsingular at every point (x&i, vk). 
Notice that this implies locally a one-to-one relation between the old inputs uk and the new 
controls Vk. We can now formulate the notion of feedback linearizability for (26) 
DEFINITION 1. Let (x0, ug) be an equilibrium point for (261, i.e., xc = f(xs, uc). The system (26) 
is feedback linearizable around (x0, us) if there exists 
(a] A coordinate transformation S : V E Rn -+ S(V) c Rn defined on a neighborhood V of ~0 
with S(x0) = 0; 
(b) A regular feedback u = cr(x, v) satisfying Q(XO, 0) = uc and defined on a neighborhood 
V x 0 of (q, 0) with g(x, v) nonsingular on V x 0, 
such that in the new coordinates z = S(x), the closed loop dynamics are linear 
zk = Azk-1 + BVk, (28) 
for some matrices A and B. 
At this point, let us look at the equilibrium points of our nonlinear system. For the system (26), 
it is not hard to show that the x*, u* satisfying f(x*, u’) = x* have the form 
xo* _ u* - 
l---.0’ 
2 
l* 
= +wllc”aoro* +w11cOu*], 
1 -a1 
z(n-l)* = 1 
[ 
n-2 
1 _ (p-l c 
w2i 42 ui xi* + ci Wli co a0 x0* + 2 Wli co u*> 1 . (29) i=l 
Therefore, x0*, x1*, . . . , x(~-~)* are all linear functions of u* but z(+l)* is not. 
6.2. Necessary and Sufficient Conditions for Local Linearization via Transformation 
of Coordinates and Nonlinear Feedback 
In this section, we are going to use Grizzle’s necessary and sufficient conditions [15] to prove 
that our nonlinear system is locally linearizable to a controllable linear system. 
Before we formally give the result in the next section, let us look at a sequence of distributions 
given by Grizzle in [15]. This sequence will be instrumental in the solution of the feedback 
linearization problem for (26). 
Let r : M x U 4 M be the canonical projection and K the distribution defined by 
K = kerf*, (30) 
where M c R”, U c R” and f* is the dual vector space homomorphism from TM x TU to TM. 
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ALGORITHM 6.1. Assume f* has full rank around (xg, IQ), 
STEP 0: Define the distribution DO in a neighborhood of (xg, UO) in M x U by 
Do = 7r;‘(0), (31) 
STEP 1+1: Suppose that around (x0, uo) Di+K is an involutive constant dimensional distribution 
on T(M x U). Then define in a neighborhood of (x0, UO) 
Di+1 = “Z’f*(Di), 
and stop if Di + K is not involutive or constant dimensional. 
(32) 
The effectiveness of the above algorithm rests upon the following observation. 
LEMMA 1. Let (~0, ~0) be an equilibrium point of (26), and assume that f* has full rank around 
(50, ~0). Let D be an involutive constant-dimensional distribution on M x U such that D + K 
is also involutive and constant-dimensional. Then there exists a neighborhood 0 of (x0, UO) such 
that f,(DJo) is an involutive constant-dimensional distribution around x0. 
Based on the above algorithm and lemma, Grizzle [15] states necessary and sufficient conditions 
for locally linearizing a nonlinear system to a controllable one. 
THEOREM 4. (Grizzle) Consider the discrete-time nonlinear system (26), about the equilibrium 
point (20, ~0). The system (26) is linearizable around (x0, ~0) to a controllable linear system if 
and only if Algorithm 6.1 applied to the system (26) gives distributions DO,. . . , D, such that 
dim(D,) = n + m. 
The proof of the above lemma and theorem can be, found in [15]. In the next, section, we are 
going to show that our nonlinear system satisfies the conditions of the above theorem and thus 
the system is locally linearizable. 
6.3. Main Result 
Now, let, us consider our nonlinear system (26) in which f(x, U) has the form 
a0x0+21 
WI1 CO a0 x0 + a1 x1 + w11 co u 
f(x,u) = 
Wl(+_2) co aoxo +cF2 xn-2 + 7qn__2) co u 
(yI.-1 x7&-l + Cyif w2i s2 (19 ai xi + c” wfli co a0 2’ + ci wli co u) 
7 
where x (x~,z?,...,z~-~ ) u is scalar. Before present the theorem, we 
state and some lemmas, will be later. 
2. Consider nonlinear system and the function f u) of If 
ai 0 for 5 i n - then f* full rank the equilibrium (z*, u’). 
By noting f : M x U --f M is given by (33), we can evaluate f* : TM x TU -+ TM 
by considering the natural basis (&, . . . ,A) in TM and & in TU, where M E Rn, U E R, 
and TM and TU are the tangent spaces for M and U respectively. Let Z1, Z2,. . . , .P be the 
basis in the image of f*. Then, 
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whereA=(aij),givenbyaij=$$, i,j=O,l,..., n-l,anda,k=$$, k=O,l, 
Thus, 
A= 
a0 ~11 co a0 . . . wl(n-_2) c"ao Cyzf W2i &(.)ciwlicoao 
0 a’ . . . 0 wpl s$(.) cl a1 
*. 
0 0 . . . an-2 w2(n_2) s&(.) cnw2 anv2 
0 0 . . . 0 an- 1 
1 WI1 CO *** Wl(n-2) CO Cyz12 W2i S&(.) Ci Wli Co 
. . . ,n-1. 
(34) 
Since ai # 0 for 0 < i 5 n - 1, rank (A) = n and thus f* has full rank around (z*,u*). I 
REMARKS. In the subsequent analysis, we shall see that the matrix A plays an important role, 
especially in the case where an NNLM with more than one hidden layer is considered. 
LEMMA 3. Let the conditions in Lemma 2 be satisfied. Let D be a subspace in TM x TU. Then 
if dim(D) I n, 
if dim(D) = n + 1. 
PROOF. 
CASE (I). dim(D) 2 n: 
Suppose that dim(D) = p < n and let Y’, Y2,. . . , YP be the basis in D. Then, without loss of 
generality, we have 
a 
Y1 
ZF 
a 
Y2 32 (d I.1 =P : , YP 35 a z&l 
where P E RPX(n+l) and rank(P) = p. Then, 
I =PA Zl z2 I Ii =P . i Wl w2 = L w, 
(35) 
To prove that f*(D) = span( WI,. . . , W,), it suffices to show that rank (8) = p. Indeed, the 
fact that rank (P) = p I n and rank (A) = n implies that rank (P) = p. Thus, dim(f,(D)) = 
dim (D). 
CASE (II). dim(D) = n + 1: 
Then (35) still holds, but in this case, P E R(n+l)x(n+‘) and rank(P) = n + 1. The fact that 
rank(i)) follows from Sylvester’s inequality on the rank of the product of two matrices and the 
rank inequality for matrices A E Rnx”, B E Rnxm(m 5 n) 
rank(A) + rank(B) - n 5 rank(AB). (36) 
Therefore, dim(f* (D)) = n. I 
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LEMMA 4. Let r denote the canonical projection from M x U onto M given by ?T(z, u) = z, and 
let Q be a subset of TM with dim(Q) = p 5 n. Then dim(r;‘(Q)) = p + 1. 
PROOF. Let YI, . . . , YD be a basis in Q. Then any vector field in Q can be represented by 
cb, six,, that is, 
K 
(a’,..., up,0 ,...) 0) I-! 2 . 0 
But 
r 
; 1 
a 
z@ 
=P g II ) azn 0 
where 9 E Rpxn, PZ E Rpxl, P3 E R(n+l-p)xl and rank (PI) = p, rank (P2) = 1. 
a Let [&, . . . , G, &I’ be a basis in TM x TU, then 
where I is an identity matrix. Thus, 
a 
WJ 
a 
5? 
z& 
0 
and 
T~l~;l_pT~l[ TJPI[ g. 
0 
CAWA 26:2-C 
20 
SO rank(P) = p + 1 implies that 
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has dimension p + 1 or dim(vr;‘(&)) = p + 1. I 
THEOREM 5. Consider the discrete-time nonlinear system (26) about the equilibrium point 
(z*, 21”). If ai # 0 for 0 < i < n - 1, then the system is linearizable around (z*, 21’) to a 
controllable linear system. 
PROOF. 
STEP 1: Using Lemma 2, we see that f* has full rank around the equilibrium (z*, u*). Therefore, 
we can apply Algorithm 6.1 to compute Di. 
Let K = ker f*. Note that f* : TM x TU --+ TM, and TM x TU c R” x R and TM c Rn. 
Therefore, f*(ii’, . . . , iin, ai> = (I!%~, . . . , ?P, ti)A. The equality f*(iz’, a’, . . . , P, 7i) = 0 implies that 
Let 
1 -wIrrcc 
0 1 
T= : i 
0 0 
0 0 
(Cl,. . . , an, r~i)A = 0. 
. . . -Wl(n-2)c" - cy.1; 'ulli s2(.)ci WliCO 
. . . 0 0 
.* 
. . . 1 0 
. . . 0 1 
(38) 
I 
I (3% 
and 
-aOO...O 0 
0 a1 . . . 0 w21s~(.)c1a1 
A*=_&“= ; i . . . ; ; , 
0 0 . . . 0 an-’ 
_I 0 -** 0 0 
Now right-multiplying (38) by T yields: 
( ail . . . cn 5 ) A* = 0, 
or 
si + a”7i1 ala2 . . . an-2p-i Cyg12 w2i .sa(.)ciaiTii+l + anmlP 
> 
= 0, 
from which we conclude that si2 = . . . = Zin-l = tin = 0. But ti = -a”G1. So, 
= span(P), 
where ? = & - aOg and dim(K) = 1. 
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STEP 2: Let Do = r;l(O). Then we have Do = span(&) and dim(&)=1 from Lemma 4. Let 
Q+i = ?r,lf*(Di) for 0 I i < n. 
Suppose now dim(Di) = p and Xl,. . . , X, are a basis for Di. Then we have 
where P E RPx(n+l). Thus, [Xr ,..., X,,p]isabasisforDi+K,and 
[ J=[ .;.I=[ $]? 
where J? = [l 0 0 . . . 0 - o”]. Obviously, [Xi, Xj] = 0 for i # j and [Xi, ?] = 0 for all i. 
Therefore, Dg + K is involutive and has constant dimension. Repeatedly applying Lemma 2 and 
Lemma 3 on Di, and using induction on i, we obtain a D, whose dimension is n + 1. It follows 
from Grizzle’s necessary and sufficient condition that the nonlinear system is linearizable to a 
controllable linear system. I 
REMARKS. From the proofs of the above lemmas and the main theorem, we can see that no 
restriction is put on the activation functions. Thus, we may employ any type of continuously 
differential functions, though typical functions are sigmoidal ones. 
6.4. A More General Case 
In a more general case, we consider an NNLM with one input, L hidden layers and one output 
layer. In the jth hidden layer, where j = 1,2,. . . , L, denote the number of neurons as lj. Then, 
the total number of hidden neurons is n = Ii + 12 + . . . + 1~. The total number of equations for 
our system becomes n + 2. 
To be more specific, we have the input node equation 
(40) 
and the output node equation 
n+2 = an+2 xE_‘f + 2 WLj,n+2 32, ‘k 
j=l 
(41) 
where ykLj’s are the outputs of the neurons in the Lth hidden layer and wLj,n+z’s are the weights 
connecting the L th hidden layer to the output layer. 
The hidden node equations are more complicated. In the jth hidden layer, the ith node equation 
is represented by 
lj-1 
2; = fP EZ& + C ~~j_l~q,iy~-l)~, 
q=l 
(42) 
where i = 1 ,..., lj;j=l,..., L,and 
ph? = sj_l (,(j-1) qx(j-l) q 
k 17 (43) 
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where sj_r is the activation function in the (j - l)th layer. c (j-l) 4 is the scalar for the qth neuron 
in the (j - l)th layer. 
Having these equations, we can look at the matrix A defined in equation (34). In this case, the 
matrix A is an (n + 3) x (n + 2) matrix, that is A = (~)(~+3)~(~+2). If we define a submatrix 
of A as A1 = (liij)cn+2jx(n+2),&j = aij, i,j = 1,2,. . . , n + 2. Then, AI is a triangle matrix with 
diagonal elements being o”, . . . , u~+~. By carefully examining the proofs of the Lemmas 2, 3 
and 4, we can conclude that Lemmas 2, 3 and 4 still hold in this more general case. However, the 
proof of the Theorem 2 becomes much more complicated, since we cannot easily find a matrix T 
as simple as that defined in equation (39) because of the complexity of matrix A. It is, however, 
worthy of further investigation. 
7. DISCUSSION 
The lack of rigorous mathematical representation of control systems in current paradigms of 
feed-forward and recurrent neural networks is a drawback to the development of research on neural 
networks for control. The feed-forward networks are known to work as a mapping between two 
information domains. Most of the current research in neural networks for control and related 
publications discuss using this type of neural network to “learn” a model or a controller, which 
is usually either highly nonlinear or hard to implement. The results published show that these 
approaches are satisfactory in some cases. However, there is little development to attempt to 
relate the theory of classical and modern control systems to this type of neural network. Neural 
networks of this type are always treated as a “Black Box” and thus there is no direct contact with 
the “internal” information of the “Box.” A classical linear control system, which may also be called 
a “Black Box,” can be represented by a transfer function in the linear case, and thus the input- 
output performance can be studied thoroughly. This work exploits the “internal information” of 
the network and attempts to represent the control systems in terms of this information. Therefore, 
the network itself is not only a control system, but it is also capable of learning. In this case, the 
paradigm presented here may be viewed as an extension of current recurrent networks. 
As quoted in [lo] by Williams: “While much of the recent emphasis in the field has been 
on a multilayer network having no feedback connections, it is likely that the use of recurrently 
connected networks will be of particular importance for applications to the control of dynamical 
systems.” Indeed, because of the incorporation of feedback or dynamics inside the networks, 
the recurrent networks show great promise for the future of research on neural networks for the 
purpose of control. The property that the Hopfield net has a Constant Addressable Memory 
provides a way for implementing many practical problems; e.g., traveling salesman problems. 
Another particular type of recurrent network, a settling network, has also been widely recognized 
as important in connectionist circles. Such a network converges to a stable state from any starting 
state. The final state of such a network can be viewed as the solution to a certain constraint- 
satisfaction-type of search, as in relaxcation labeling, or it might be viewed as a retrieved item from 
a content-addressable-associative memory. Despite this, the ambiguity of information stored in 
networks hinders the networks’ direct use of the information, and thus there is very limited use 
for this type of network for control purposes. 
Our attempt here was to formulate mathematically the control systems inside the neural net- 
works. We can easily represent each linear SK0 system in the neural network, by introducing a 
small feedback loop INSIDE each neuron, rather than a feedback connection. For this paradigm 
of neural networks, we can directly use the internal states to construct a feedback control law. 
What is more important is that a network of this type is itself a system, but not an unknown 
“Black Box.” Thus its input-output performance can be studied just as in the case of the classical 
control system. Based on this observation, many conventional synthesis methods can be directly 
borrowed to design the system. The stationary property of the system can be preassigned by 
means of learning, a unique feature that the classical control system does not have. 
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Of course, this is only a first step in this direction of research. There are still many interesting 
open problems, such as: 
1. Designing a controller which is also a neural network of the same structure, and then 
applying the controller in the system modelled by the neural networks discussed in this 
chapter. It would be interesting to study this type of mixed network and to explore its 
properties. 
2. Carrying out research in the case of multi-variable system. It is straightforward to extend 
current results to a multi-input and multi-output system. However, extension of the results 
of linearizability is not trivial and requires further study. 
3. Considering how to construct the training set. By the Separation Principle of Learning 
and Control, the systems of this chapter can be regarded as networks when the dynamic 
parameters are set to zero. Thus, they have the capacity of learning. The contruction of a 
training set is an interesting problem. Also, by this same Principle, it is not hard to show 
that it is possible to construct a training set such that after the network has learned, it has 
the desired stationary properties. Thus, the problem of how to construct a training set so 
that the trained system has the desired stationary property needs to be investigated. 
4. Applying the results of our research to the differential game problems. Differential game 
problems can be modelled by an NNLM, and a control strategy for each player can be 
obtained using various controller design techniques. In this case, the NNLM used for 
modelling the differential game should have at least two inputs, since differential games 
have at least two players. This application looks interesting and is probably worthy of 
further study. 
It may be appropriate to point out here that our work shows how such nonlinear systems can be 
locally linearized and thus various synthesis methods for nonlinear systems can be employed to 
design a control law. Two steps are usually employed to study a nonlinear system: 
STEP 1: locally linearize a nonlinear system; 
STEP 2: design a control law for the resulting linear system. 
It is interesting to note that an NNLM [16] can be viewed in two ways: [i] a neural network; 
and [ii] a system to be controlled. If an NNLM is considered as a neural network, it has the 
capacity of learning. As discussed in [2], such types of neural networks can learn the steady state 
properties of a system. A back-propagation learning algorithm is used to realize such a purpose. 
Incorporating the learning capacity of a neural network into a control system is another important 
contribution of this paper. On the other hand, by incorporating dynamics into a conventional 
neural network, we can view such types of neural networks as systems to be controlled. The 
dynamics are described by a set of nonlinear difference equations. Together with [16], our work 
has revealed many interesting properties of an NNLM from this point of view. 
Finally, it is interesting to consider the corresponding problem for a Multi-input Multi-output 
(MIMO) system. However, extension of the results in this paper to the case of MIMO case is not 
trivial. 
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