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ABSTRAK – Peringkasan berita otomatis merupakan aktivitas mengekstraksi inti dari berita tanpa mengurangi 
makna penting yang terdapat dalam berita tersebut. Dalam peringkasan berita otomatis terdapat beberapa metode 
yang dapat digunakan salah satunya yaitu metode Lexical Chain. Metode ini memiliki kinerja yang baik dalam 
peringkasan teks dengan cara menentukan chain tertinggi. Namun, metode ini memiliki kelemahan yaitu tidak bisa 
mengidentifikasi kata ambigu yang terdapat pada kalimat berita. Oleh karena itu, untuk memperbaiki kekurangan 
dari kelemahan metode Lexical Chain maka pada penelitian ini dilengkapi dengan Word Sense Disambiguation untuk 
mengidentifikasi kata ambigu. Penelitian ini menggunakan 100 berita tentang Covid-19 yang bersumber dari portal 
berita online terpopuler. Pengujian akurasi peringkasan berita otomatis yang digunakan dalam penelitian ini 
menggunakan Recall-Oriented Understudy for Gisting Evaluation (ROUGE). Adapun evaluasi yang digunakan 
pada penelitian ini ada tiga macam yaitu precission, recall, dan f-measure. Hasil evaluasi diperoleh nilai rata-rata 
precission sebesar 0,62, recall sebesar 0,20, dan f-measure sebesar 0,30. 
Kata Kunci – Peringkasan otomatis, berita, Covid-19, Lexical Chain, Word Sense Disambiguation, ROUGE 
 
Summary of Online News about Corona Virus with Lexical Chain Method 
and Word Sense Disambiguation  
ABSTRACT – Automatic news summarizes are the activity of extracting the core from the news without 
compromising the significance contained in the news. In the automatic news release there are several methods that can 
be used, one of which is the Lexical Chain method. This method performs well in summarizes text by determining the 
highest chain. However, this method has the disadvantage of not being able to identify ambiguous words contained in 
news sentences. Therefore, to correct the shortcomings of the Lexical Chain method weaknesses, the study was equipped 
with Word Sense Disambiguation to identify ambiguous words. This study used 100 news about Covid-19 sourced 
from the most popular online news portals. Accuracy testing of automatic news releases used in this study using 
Recall-Oriented Understudy for Gisting Evaluation (ROUGE), while the evaluation used in this study there are three 
kinds of precission, recall, and f-measure. The evaluation results obtained an average precission value of 0.62, recall of 
0.20, and f-measure of 0.30. 
Keywords - Automatic Summarization, News, Lexical Chain, Word Sense Disambiguation, ROUGE, Covid-19 
 
1. PENDAHULUAN 
Covid-19 diumumkan memasuki Indonesia pada 
bulan Maret 2020, dengan jumlah ± 900 ribu kasus 
sampai bulan Januari 2021. Seiring dengan 
penambahan kasus harian, berdampak pada 
banyaknya pencarian berita tentang Covid-19 
banyak di internet.  Hal ini berbanding lurus dengan 
jumlah pengguna internet di Indonesia. Pada tahun 
2019, pengguna aktif internet di Indonesia mencapai 
150 juta[1]. Pengguna meningkat pada awal tahun 
2020 yaitu mencapai 175,4 juta pengguna[2]. Di sisi 
lain peningkatan jumlah pengguna internet aktif juga 
secara tidak langsung memicu jumlah konten berita 
di internet. 
Teks pada berita online umumnya panjang dan 
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tidak langsung tertuju pada inti berita, sedangkan 
pembaca lebih cepat memahami isi berita dengan 
membaca ringkasan daripada membaca keseluruhan 
berita tersebut. Akan tetapi, tidak semua berita 
memiliki ringkasan teks sehingga pembaca harus 
membaca keseluruhan dari berita[3]. Ringkasan 
dalam konteks dokumen berbasis teks adalah 
informasi-informasi penting yang dihasilkan dari 
dokumen. Meringkas berita secara manual oleh 
manusia memiliki keterbatasan, oleh karena itu 
solusi yang dibutuhkan yaitu peringkas teks secara  
otomatis (automatic text summarization)[4].  
Peringkas teks otomatis adalah mengambil inti 
dari berita tanpa mengurangi konten dan makna 
penting dari berita[5]. Metode ekstraksi dan metode 
abstraksi merupakan dua metode yang digunakan 
untuk meringkas teks [6]. Metode ekstraksi (shallower 
approaches) merupakan pendekatan yang digunakan 
untuk menyalin informasi penting dan 
mengubahnya menjadi ringkasan. Ringkasan dibuat 
dengan mengekstraksi kalimat dari dokumen asli 
tanpa mengubah makna dari kalimat asli, langkah 
penting yang dilakukan adalah menilai pentingnya 
berbagai kalimat. Selanjutnya, subset dari kalimat-
kalimat dengan skor teratas dipertahankan untuk 
meminimalkan redundansi. Metode abstraksi (deeper 
approaches) menyajikan informasi penting dari teks 
asli dengan bahasa yang berbeda tetapi tidak 
mengubah makna dari teks asli[7]. Peringkasan 
abstraksi membuat ringkasan yang berisi kalimat-
kalimat baru yang tidak tersedia dalam dokumen 
asli, metode ini menggunakan frasa dan klausa dari 
representasi asli meskipun keseluruhan teks masih 
dianggap baru. Meski begitu, ringkasan yang 
dihasilkan belum tentu berisi kalimat yang 
mempunyai makna karena secara umum 
peringkasan abstraksi jauh lebih sulit [8].  
Berdasarkan dua metode yang telah dijabarkan. 
teknik ekstraksi dapat dengan mudah diskalakan 
untuk memberikan ringkasan pada kasus berita 
online terkait Covid-19 dibandingkan dengan metode 
abstraksi yang memiliki keterbatasan pada kamus 
input dalam hal ini berita [9]. Penelitian ini 
menggunakan pendekatan ekstraksi dengan 
memanfaatkan metode Lexical Chain. Selain itu untuk 
meningkatkan keakuratan metode, khususnya 
terhadap kata ambigu maka penelitian ini 
menambahkan Word Sense Disambiguation pada alur 
peringkasan berita. 
2. METODE DAN BAHAN 
Implementasi metode Lexical Chain dengan Word 
Sense Disambiguation pada kasus peringkasan teks 
otomatis diperlukan sistem yang dapat meringkas 
teks dokumen secara otomatis. Metode multi-
document akan digunakan akan digunakan dalam 
penelitian ini. Tahapan yang pertama yaitu 
pengumpulan data, text prepocessing, noun filtering, 
word sense disambiguation, lexical chain, sentence 
extractor dan tahap terakhir pengujian akurasi. Alur 
peringkasan teks pada penelitian ini dapat dilihat 
pada Gambar 1. 
 
A. Pengumpulan Data 
Data yang digunakan pada penelitian ini diambil 
dari lima website berita online Indonesia yang 
terpopuler menurut www.alexa.com, yaitu 
www.detik.com, www.kompas.com, 
www.tribunnews.com, www.liputan6.com, dan 
www.okezone.com. Data yang digunakan 
merupakan berita tentang Covid-19 sejumlah 100 
berita yang diambil menggunakan web scraping. 
Scraping dilakukan dengan mencari link berita 
yang mengandung kata “Covid” yang ada pada lima 
website berita menggunakan library request dan 
selector dengan total link tiap website 20 link. 
Selanjutnya, pengambilan data tiap link 
menggunakan library BeautifulSoup. Data-data yang 
dikumpulkan kemudian dikelola dengan format url 
berita, judul berita dan isi berita. 
 
Gambar 1. Alur Peringkasan Teks Otomatis 
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Prepocessing dilakukan dengan mengolah teks 
berita menjadi term yang akan dibobot[10]. Tahapan 
prepocessing diilustrasikan pada Gambar 2. 
 
 
Gambar 2. Tahapan Prepocessing 
 
1. Sentence Detector: tahap pemisah kalimat berita 
menjadi kumpulan kalimat-kalimat dengan tanda 
titik (.) sebagai delimeter untuk memotong string 
dokumen[7]. 
2. Case Folding: proses yang digunakan untuk 
mengubah semua huruf kapital menjadi huruf 
kecil (lower case)[11]. 
3. Cleaning: proses untuk menghilangkan karakter-
karakter tidak penting pada berita seperti tanda 
baca, dan sebagainya[7]. 
4. Stopword: proses yang dilakukan untuk 
menghilangkan kata yang tidak penting. Pada 
proses ini, setiap hasil dari tahap cleaning dicek 
berdasarkan stoplist kata, dan jika ada kata yang 
memiliki kesamaan kata maka kata tersebut akan 
hilang. Kata tidak penting merupakan kata yang 
tidak memiliki makna seperti “yang”, “di”, 
“untuk”, “dari”, dan sebagainya[6]. 
5. Stemming: Stemming adalah proses yang 
dilakukan untuk menghilangkan kata yang 
memiliki awalan, sisipan dan akhiran menjadi 
kata dasar[11]. Pada tahap ini, menerapkan 
algoritma Nazief dan Andriani yang merupakan 
algoritma untuk mengubah kata ber-sufiks, 
prefiks dan konfiks menjadi kata dasar. 
 
C. Noun Filtering 
Noun filtering merupakan proses yang dilakukan 
untuk memilih atau menyaring kata-kata yang 
memiliki kata bersifat benda (noun) dari kumpulan 
kata yang dihasilkan pada tahap prepocessing. 
Penyaringan kata benda dilakukan dengan cara 
pengecekan kata dengan database kata benda 
menggunakan Kateglo (www.kateglo.com). Kateglo 
merupakan layanan web kamus, tesaurus dan 
glosarium bahasa Indonesia. 
 Noun filtering yang dihasilkan akan menjadi input 
untuk membentuk lexical chain. Noun filtering dapat 
meningkatkan kinerja dari peringkasan teks karena 
suatu kalimat memiliki komponen subjek yang 
bertipe noun phrase atau gerund, dan kata kerja (verb) 
digunakan sebagai predikatnya sehingga noun 
dianggap sebagai head dari sebuah kalimat. Selain itu, 
relasi semantik yang dimiliki noun lebih banyak 
dibandingkan verb atau adjective[7]. 
 
D. Word Sense Disambiguation 
Metode Lexical  Chain memiliki kelemahan dalam 
mengidentifikasi kata ambigu untuk pembentukan 
rantai leksikal. Word sense disambiguation dapat 
dimanfaatkan untuk membantu proses identifikasi 
makna kata pada suatu kalimat tertentu yang 
memiliki beberapa makna yang berbeda (ambigu) 
[7]. 
 Pada tahap ini, makna kata diidentifikasi dengan 
menggunakan algoritma Lesk yang bekerja dengan 
cara membandingkan definisi kata ambigu dengan 
definisi kata tetangganya berdasarkan definisi dari 
kamus. Setelah pengambilan makna kata ambigu 
dari web Kateglo selanjutnya dilakukan proses 
menghitung bobot kata. Nilai dari pembobotan kata 
diperoleh dari perbandingan banyaknya kata yang 
sama pada makna kata ambigu dengan makna kata 
pembanding dan dihitung bobotnya[6]. 
 
E. Lexical Chain 
Lexical Chain adalah metode yang dilakukan untuk 
pembentukan rantai leksikal. Kata benda, kata sifat 
dan kata kerja pada kalimat yang berelasi harus 
berkaitan dengan Lexical Chain. Hubungan leksikal 
yang dibentuk harus kalimat yang berkaitan satu 
sama lain sehingga relasi antar leksikal juga 
berkaitan[7]. Untuk menghitung rantai leksikal, 
digunakan rumus sebagai berikut: 
 
𝑆𝑐𝑜𝑟𝑒 (𝑐ℎ𝑎𝑖𝑛) = 𝑙𝑒𝑛𝑔𝑡ℎ × ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥  (1) 
𝐻𝑜𝑚𝑜𝑒𝑛𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 𝑖𝑛𝑑𝑒𝑥 = 1 − (
𝑑𝑖𝑠𝑡𝑖𝑛𝑐𝑡 𝑚𝑒𝑚𝑏𝑒𝑟
𝑙𝑒𝑛𝑔𝑡ℎ
)   (2) 
 
Keterangan: 
a. Length: total keseluruhan dari kemunculan 
seluruh anggota penyusun rantai. 
b. Distinct member: banyaknya anggota penyusun 
rantai yang berbeda 
c. Homogenity index: nilai dari anggota-anggota 
penyusun rantai yang memiliki kemiripan. 
 
Proses menunjukkan tingkat kemiripan anggota 
pembentuk rantai dilakukan melalui perhitungan 
homogenity index. Agar dapat menentukan tingkat 
perbedaan anggota pembentuk rantai, distinct member 
dibagi dengan length. Setelah melewati tahap noun 
filtering dan word sense disambiguation, maka kandidat 
kata yang dipilih digunakan untuk pembentukan 
lexical chain [6]. 
 
F. Sentence Extractor 
Proses sentence extractor bertujuan untuk 
menemukan kalimat yang akan diekstrak sebagai 
penyusun hasil ringkasan. Sentence extractor 
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diperoleh dari nilai score pada lexical chain dibagi 
dengan total kalimat.  
 Sebagai upaya meningkatkan akurasi, maka pada 
proses sentence extractor ditambahkan juga metode 
Laplacian Smoothing yang bertujuan menghindari 
angka 0 akibat dari tidak ditemukannya data test 
pada data training [12]. Hasil akhir akan di rangking 
berdasarkan nilai tertinggi. 
 
G. Pengujian Akurasi 
Perhitungan akurasi pada penelitian ini 
menggunakan metode Recall-Oriented Understudy for 
Gisting Evaluation (ROUGE). ROUGE adalah teknik 
yang digunakan untuk mengevaluasi ringkasan 
dengan membandingkan hasil ringkasan secara 
otomatis dengan hasil ringkasan oleh pakar[13]. 
 Pada penelitian ini jenis evaluasi ROUGE yang 
digunakan ialah ROUGE-L (Longest Common 
Subsquence) ada tiga macam yaitu precission, recall, 
dan F-measure [14]. Rumus menghitung nilai 






                                             (3) 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
ℎ𝑖𝑡𝑠
𝑚𝑖𝑠𝑠𝑒𝑠
                                                  (4) 
𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙
               (5) 
  
Keterangan : 
a. hits: jumlah kata penting pada ringkasan 
b. misses: jumlah kata pada ringkasan manusia 
(pakar) 
c. noice: jumlah kata pada ringkasan otomatis 
 
3. HASIL DAN PEMBAHASAN 
Prosedur preprocessing dilakukan dengan tahapan 
melakukan ekstraksi kalimat dari paragraf 
menggunakan delimeter pemisah titik (.). Kalimat-
kalimat yang memiliki huruf kapital (upper case) 
diubah menjadi huruf kecil (lower case). Selanjutnya 
menghilangkan tanda baca serta kata yang tidak 
penting. Tahapan selanjutnya adalah mengubah kata 
yang berhasil diseleksi menjadi kata dasar. 
Berdasarkan contoh satu berita online yang telah di 
akuisisi dan dilakukan prepocessing diperoleh 
sepuluh kalimat dengan jumlah kata dasar 104 kata. 
Setelah melakukan prepocessing, maka proses 
selanjutnya ialah melakukan seleksi kata benda (noun 
filtering). Noun dianggap sebagai head kalimat karena 
memiliki relasi semantik yang lebih banyak 
dibandingkan verb atau adjective. Berdasarkan hasil 
noun filtering, diperoleh 41 kata benda dari 104 
kandidat kata. 
 
3.1. Word Sense Disambiguation 
Tahapan ini dilakukan untuk menemukan kata 
ambigu dengan cara memetakan makna dari kata 
ambigu dari website Kateglo.  




Negara 1. Organisasi dalam suatu wilayah yang 
mempunyai kekuasaan tertinggi yang 
sah dan ditaati oleh rakyat. 
2. Kelompok sosial yang menduduki 
wilayah atau daerah tertentu yang 
diorganisasi di bawah lembaga politik 
dan pemerintah yang efektif, 
mempunyai kesatuan politik, 
berdaulat sehingga berhak 
menentukan tujuan nasionalnya. 
 
Aktivitas selanjutnya adalah pembobotan kata. 
Nilai dari pembobotan kata diperoleh dari 
perbandingan kesamaan kata antara makna kata 
ambigu dengan makna kata pembanding, proses 
pembobotan contoh berita ditampilkan pada Tabel 2.  
Tabel 2 Proses Pembobotan Kalimat 
Kata Ambigu: Negara 
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Kata Ambigu: Negara 














Bobot Kalimat 4 
3 
 
Dari perhitungan di atas dengan hasil yang tertera, 
maka makna kata ambigu yang tertinggi terdapat 
pada makna 1 dengan nilai bobot 4. 
 
3.2. Lexical Chain 
Pada tahap ini diperlukan score untuk menyusun 
rantai leksikal, untuk mencari score diperlukan nilai 
homogeneity index yang digunakan untuk 
menunjukkan tingkat kemiripan anggota pembentuk 
rantai. Sebelumnya perlu mengukur nilai distinct 
member dan length. Perhitungan distinct member pada 
contoh berita dapat dilihat pada Tabel 3. 
Tabel 3 Proses Perhitungan distinct member 
Kata Ambigu: Negara 
S-
ke 
Lexical Chain Makna Nilai Length 























Setelah menghitung destinct member, akan 
dilakukan perhitungan menggunakan metode lexical 
chain. Contoh perhitungannya bisa dilihat pada Tabel 
4. 
Tabel 4 Perhitungan Lexical Chain 
Lexical Chain Proses 
Spanyol dan Iran telah 
melonggarkan aturan 
karantinanya, meski wabah 
virus masih berlanjut di 
kedua negara tersebut. 
 







3.3. Sentence Extractor 
Pada sentence extractor terdapat tahapan-tahapan 
yakni, sentence scoring dan sentence extractor. 
Perhitungan sentence extractor membutuhkan nilai 
score yang dibagi dengan total kalimat. Tabel 5 
menunjukkan proses sentence scoring. 
Tabel 5 Perhitungan Sentence Scoring 
Indeks Kalimat Proses ∑ Kalimat 
Dokumen 
Spanyol dan Iran 
telah melonggarkan 
aturan karantinanya, 
meski wabah virus 









Proses perhitungan sentence extractor kemudian 
dioptimalkan dengan metode Laplacian Smoothing. 
Optimalisasi dimaksudkan untuk menghilangkan 
angka 0 pada data training [15].  Perhitungan sentence 
extractor pada contoh berita dengan metode Laplacian 
Smoothing diuraikan pada Tabel 6. 
 
Tabel 5 Perhitungan Sentence Extractor 


















































) + 1 = 0,0999 + 1 = 1,0999 
 
Setelah mendapatkan hasil dari perhitungan 
sentence extractor, selanjutnya dilakukan perangking-
an, yakni dengan mengurutkan bobot kalimat dari 
yang terbesar ke yang terkecil bobot kalimatnya. 
Proses terakhir dari tahap-tahap di atas yaitu 
mengetahui hasil ringkasan yang dihitung 30% dari 
banyaknya kalimat dokumen berita [4].  
Pada tahap menentukan ringkasan berita, kalimat 
dipulihkan dan siap ditampilkan menjadi sebuah 
ringkasan [6]. Hasil ringkasan pada contoh berita 
ditunjukkan pada Tabel 7. 
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Tabel 6 Hasil ringkasan berita 
Hasil Ringkasan 
Spanyol menerapkan kebijakan tersebut usai 
mencatatkan peningkatan harian terendah dalam 
jumlah kasus dan korban meninggal beberapa 
hari terakhir. Pantauan dari jurnalis Reuters 
memperlihatkan, orang-orang di pusat 
transportasi utama diberikan masker oleh polisi 
saat mereka berangkat kerja pada Senin pagi. 
Spanyol dan Iran telah melonggarkan aturan 
karantinanya, meski wabah virus masih berlanjut 
di kedua negara tersebut. 
 
3.4. Pengujian Akurasi 
Pengujian akurasi dengan ROUGE-L. akan 
menghitung akurasi dengan persentase data 
peringkasan yang digunakan sebanyak 20%, 25% dan 
30% tertinggi dari total dataset berita online . Hasil 
perhitungan akurasi pada 100 berita ditunjukkan 
pada Tabel 8. 
Tabel 7 Perhitungan Akurasi 
 20% 25% 30% 
Precission 0,702148 0,662789 0,627974 
Recall 0,159374 0,180446 0,207058 
F-measure 0,257079 0,281278 0,308948 
 
Merujuk pada Tabel 8, ditemukan bahwa, hasil 
akurasi tertinggi berada pada persentase 30% dari 
keseluruhan data yaitu nilai rata-rata precission 
sebesar 0,62, nilai rata-rata recall sebesar 0,20 dan nilai 
rata-rata f-measure seberar 0,30. Maka dari hasil 
tersebut, persentase 30% lebih optimal. 
 
4. KESIMPULAN 
Penelitian ini telah berhasil menemukan bahwa 
dengan metode lexical chain dan word sense 
disambiguation nilai terbaik peringkasan dapat 
diperoleh dengan menggunakan 30% rangking 
tertinggi dari dataset yang digunakan. Hal tersebut 
menunjukkan bahwa semakin banyak data yang 
digunakan akan meningkatkan persentase akurasi 
dari hasil peringkasan. Penelitian lebih lanjut 
diharapkan dapat menyelesaikan ambiguitas kata 
tanpa bergantung pada kamus kata. Selain itu, perlu 
dilakukan pengujian terhadap kombinasi metode 
lain yang dapat meningkatkan akurasi peringkasan 
multi-dokumen, serta mengembangkan perhitungan 
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