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ABSTRACT
This paper presents a selective survey of volatility topics, with emphasis on the measurement
of volatility and a discussion of some of the most important time series models commonly
employed in its modelling. In particular, the paper details the long memory characteristics of
volatility, and discusses its possible origins and impact on option pricing. To conclude, the
paper discusses statistical tools that discriminate between nonlinearity and nonstationarity.
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1 Introduction
Figure 1: Daily S&P 500 data.Prices (left) and Returns (right) between
July 1962 and December 1997
This paper presents a survey of statistical techniques that are commonly
employed to model returns on asset prices.One such series is presented
in ﬁgure 1, which displays the daily evolution of the Standard & Poors
500 stock market index between July 1962 and December 1997, as well as
the returns on that index.2 These series have been widely studied in the
literature and are typical of the behavior of many ﬁnancial prices such as
commodity prices, equity prices, exchange rates, and interest rates, among
others.We pay particular attention to the modeling of volatility that, at
this level, can be considered as related to the (conditional) variance of these
series.We will concentrate our study on univariate modeling techniques,
Financial time series such as the returns on the S&P500 index are char-
acterized by a set of stylized facts, some of which are illustrated in the next
two ﬁgures.Figure 2 provides evidence that the distribution of stock re-
turns are heavy-tailed, as there is more mass in the tails of this distribution
2The series displayed on the right graphic are the ﬁrst diﬀerences of the log price index,
that is, a capital gains series. In this paper, we will use the word ‘returns’ interchangeably
with ‘capital gains.’ The two diverge for assets that make periodic dividend payments.
We ignore that distinction.2
than in a normal density with the same mean and standard deviation of
the data).3 This question was ﬁrst raised by Mandelbrot (1963).Man-
delbrot presented evidence that unconditional second moments might not
exist for commodity price changes, implying that the rate of decay of the
tails of those distributions is slower than the exponential rate that char-
acterizes the tails of the normal distribution.This issue is also explored
by Blattberg and Gonedes (1974), Fielitz and Rozelle (1982), Akigary and
Booth (1989), among others.More recently, Jansen and de Vries (1991)
and Loretan and Phillips (1993) present estimates of the maximal moment
exponent, α =s u p q>0 E | U |q< ∞, for some ﬁnancial time series.These
studies conclude that, frequently, α lies between 2 and 4, i.e., while second
moments of these series seem to be ﬁnite, fourth order moments do not.Fur-
thermore, rates of foreign exchange price changes also seem to suﬀer from
fourth moment condition failure—see Loretan (1991).
Figure 2: Return series.Box plots (left) and standardized empirical density
against N(0,1) (right)
Figure 3 displays the autocorrelation functions (ACF) of the return se-
3From this point onwards, and except where noted, the series referred to as the return
series correspond to the residuals of a regression of the original return series on daily and
monthly dummies, and lagged returns. The number of lags introduced in the regression
was determined by the Schwarz Information Criterium (SIC).3
Figure 3: Autocorrelation functions of returns (left) and log squared returns
(right)
ries and of the logarithm of the squared returns.Together, these two graphs
establish the well-known fact that the (seasonally adjusted and linearly ﬁl-
tered)4 returns series is a white noise process, but not an independent and
identically distributed (iid) series.If this were indeed the case, the ACF of
any transformation of the data—such as the log squares—should be similar
to the ACF of a white noise process, where all the (theoretical) autocorre-
lations are zero.On the contrary, the ACF of the log squares shows a very
slow decay of its autocorrelations, a pattern indicative of strong persistence
in the log-squared series.Furthermore, roughly all the ﬁrst ﬁve hundred
autocorrelations are positive.
The discrepancy between the behavior of the ACF of the returns and
the ACF of the log squares series can be explained by the dynamic pattern
of the data.For that, refer back to ﬁgure 1.The daily return series exhibits
periods of low variability followed by periods of large variability and each
of these periods is reasonably long.This clustering behavior is at the origin
of the behavior of the ACF of the log-squared series.Actually, the ACF of
any transformation of the return series that captures its variability, such as
4S e ef o o t n o t e2 .4
the series of the squares or the series of the absolute values, displays exactly
the same type of behavior.
2 Measuring volatility
As it was made apparent in the introductory section, volatility is not a
directly observable variable.In this regard, we can identify two distinct
ways used in the literature to deﬁne volatility.The ﬁrst approach measures
volatility directly from the data, using a transformation of the return series,
while the second approach considers volatility as an unobservable variable,
using either a statistical or an economic model to obtain an estimate of the
volatility process.
2.1 Direct measurement
Volatility is measured directly from the returns series in two separate ways.
The ﬁrst, which we call “naive” measurement, consists of constructing volatil-
ity series as simple transformations of the residuals, as in the log squared
series.In other words, if yt (t =1 ,...,T) denotes a set of T consecutive
observations on the returns of any given asset price, and we let σt denote
the volatility5 of the underlying asset price at time t, a “naive” measure of
volatility is given by any of the following transformations:
σ2
t = |yt|, or σ2
t = y2
t, or σ2
t =l n ( y2
t), or ...σ2
t = |yt|p,(0 <p≤ 1)





, (0 ≤ p ≤ 1)
where x = |y|2.The cases p =0 ,p =1 /2, p = 1 correspond to, respectively,
the log-squares, the absolute values and the squares of the original return
series.As seen later in the paper, these “naive” measurements of volatility
have been used essentially for testing purposes.
5In this paper, the term volatility is applied interchangeably to σt and σ
2
t.5
The second approach used to measure volatility directly from the data,
is an elaborated version of the ﬁrst and is motivated by the great wealth of
high frequency data that has been increasingly made available to researchers
in recent years.In this case, the construction of a volatility series at a
given frequency uses higher frequency data.For example, the standard
deviation of the intra-daily observations on stock returns (say, at the 5-
minute frequency) is an estimate of that day’s market volatility.This is the
approach taken in some of the recent work by Anderson and Bollerslev—c.f.
Anderson and Bollerslev (1997)—on exchange rates and by Ebens (1999) on
stock returns.This approach has some predecessors, including Hsieh (1991).
As an example, consider the series of prices on IBM, quoted in 5-minute
intervals, presented in ﬁgure 4 together with, in the bottom panel, the
logarithm of the volatility series constructed as described in the previous
paragraph and the respective ACF.The data span between 01/04/94 and
05/29/99, consisting of 120,884 observations for the 5-minute series and
1,366 observations for the corresponding series.Again, note the very slow
decay of the ACF of the volatility series, quite similar to the ACF log-squared
returns on the S&P500 index.
Evidently, the “naive” volatility series are particular cases of these ag-
gregative series, where the number of observations used in the construction
of aggregative series is equal to one.This automatically suggests that ag-
gregative series are a better way of measuring volatility than the “naive” ap-
proach, although questions associated to infrequent trading may pose some
diﬃculties to the construction of aggregative series, namely, the frequency
of the intra-daily data to be used.For a discussion, see Ebens (1999).
Other methods of computing volatility directly from the data include
rolling standard deviations and the diﬀerence between the high and the low
prices on a given day.For a discussion of these approaches see Campbell,
Lo and MacKinlay (1997).
2.2 Volatility as an unobservable variable
The second type of approach to volatility measurement is a model-driven
approach and treats volatility as an unobservable variable to be ﬁltered by
the model.In this paper, we distinguish between two classes of models,
statistical and economic models.6
Figure 4: 5-minute IBM returns on 1366 consecutive trading days from
01/04/94 to 05/29/99 (top), daily volatility (bottom left) and autocorrela-
tion function of volatility (bottom right).
2.2.1 Statistical models
Within this category, we distinguish between two types of models, ARCH
(autoregressive conditionally heteroskedastic) and SV (stochastic volatility).
They share a multiplicative structure,
yt = σtzt
where zt are (unobserved) innovations.
Both models ﬁlter the volatility series σt from observations on the returns
yt.They diﬀer in the number of independent sources of noise: in the ARCH
model, zt is the only source of randomness, and σt is a function of the past
innovations, σt = f(zt−1,z t−2,z t−3,...), for some function f.An ARCH
model is thus a one-factor model.
In the SV model there are two sources of noise, because σt is seen as
a function of some other innovation process, ηt.In general terms, σt =
f(ηt,η t−1,η t−2,η t−3,...), for some function f.An SV model is thus a two-7
factor model.
2.2.2 Economic models
Volatility series can be derived from option pricing models.To keep our
exposition at the simplest possible level, we brieﬂy outline the construction
of volatility series from the standard Black-Scholes formula.According to
this model, the price of an European call option6 C(P(t),t) with strike price
X and expiration date T>ton a stock with price P(t) satisfying
dP(t)=µP(t)dt + σP(t)dB(t)
where B(t) is a standard Brownian motion (so that stock prices P(t) follow
a geometric Brownian Motion), is given by











This formula holds under an array of technical assumptions, including no
market imperfections, unlimited borrowing and lending at rate r, and no
arbitrage.From the observed call prices, stock prices and the risk free rate,
and under the assumption that the model holds, the value of σ can be backed
out.Markets have labeled this variable as the “implied volatility,” and it
plays there a very important role.For example, option traders give quotes
in terms of implied volatility and not in dollars.Figure 5 gives the implied
volatility for the exchange rate between the Euro and the US dollar between
09/13/93 and 07/07/99.
Implied volatility series are constructed under the validity of the Black-
Scholes model (or, more generally, of the parametric model used to price the
options).Economic considerations aside, the stylised facts presented in the
ﬁrst section of this paper are, by themselves, strong evidence against those
assumptions such as lognormality of stock prices and constant variances.
Therefore, implied volatilities thus constructed are not inherently better
than the volatility series constructed using direct measurement.Obviously,
6A call option gives the holder of the option the right to purchase the underlying asset
for X,a tt i m eT, and an European option is one that can be exercised only on the maturity
date.8
this also applies to the volatility series constructed using any of the two class
of statistical models described above.Therefore, the claim made by some in
the option-pricing literature that implied volatility is a better estimator of
volatility than other forms of constructing volatility series—because it has a
forward-looking characteristic—is not necessarily correct.For a discussion
of this point, see Campbell, Lo and MacKinlay (1997).
Figure 5: Implied Volatility on the Euro/USD Exchange Rate
Finally, it should be noted that there is a relationship between the sta-
tistical and economic models presented in this section.Stochastic volatility
models can be seen as discrete time approximations to the continuous time
diﬀusions followed by asset prices such as the one assumed in the Black-
Scholes formula.In addition to the Black-Scholes formula, in the stochastic
volatility model, the variance also follows (a discrete approximation to) a dif-
fusion process.In fact, Nelson (1990) shows that ARCH-type processes also
converge to diﬀusion.However, Dassios (1995) claims that this convergence
is faster for SV than for ARCH.9
3 Why do we care (about volatility)?
Volatility is very rarely a variable of direct interest in economic models,
and ARCH-type behavior it not usually generated by economic models.7
However, there are good reasons to be interested in the study of volatility.
The ﬁrst one is that volatility modelling is a very interesting statistical
challenge.Since the seminal work of Engle (1982), literally thousands of
papers have been published relating to ARCH models and, more recently,
to SV models.Reﬂecting this interest, the ﬁeld of ﬁnancial time series is
one of the dominant areas in Time Series Econometrics.
Statistical challenges aside, there are also good economic reasons why
we care about volatility.A measure of an asset’s volatility is a measure
of that asset’s total risk.Investors clearly care about an asset’s risk; it is
one of the features analysed by the investor in the process of determining
that investor’s optimal eﬃcient portfolio.Further, not all investors are risk-
neutral.If they were, would there be a need for derivative securities? As
Dumas and Allaz (1996) propose, “to buy an option is to buy volatility.”
Much ﬁnancial innovation has arisen for the purpose of redirecting risk to
those more able to handle it, either because they have oﬀsetting positions,
or because they have diﬀerent attitudes towards risk.
Derivative securities are necessary tools in the risk management process.
Aggregating across investors, appropriate consideration of risk factors leads
to eﬃcient equilibrium pricing of assets.Insofar as such risk is not properly
understood, measured or priced, ineﬃcient capital allocation to economic
activity could arise, which has costs for the entire economy.Hence, govern-
ments, too, are concerned with asset returns’ volatility: witness the billions
of dollars spent on the bailout of Long Term Capital Management or the
impact of the Asian Crisis.Governments care about the contagious eﬀects
of misunderstood ﬁnancial market volatility.
Having motivated our concern with volatility, it follows that understand-
ing and appropriately modelling the statistical characteristics of asset re-
turns’ volatility will aid individual investors in their quest for accurate and
precise portfolio and risk management.In other words, not only can the
modelling of volatility assist the investor in the choice of individual assets to
include in the portfolio, such investors could use the same methodology to
7Evidently, there are exceptions. See Brock and de Lima (1996) for a survey.10
analyse, model and measure the risk on the entire portfolio held.In the ﬁrst
case, if we know that the distribution of returns can not be completely de-
scribed by its ﬁrst two moments, then perhaps we should try to reformulate
the investor’s problem allowing for the presence of statistical characteristics
such as time-varying and persistent volatility embedded in ARCH or SV
models.Further, if portfolio volatility has persistence, and hence is to some
extent predictable, the investor would like to have and use the knowledge of
this statistical characteristic for purposes of portfolio risk management.
Another example of the importance of allowing for the presence of such
statistical characteristics is that if volatility is predictable, then entities such
as risk premia are predictable: today’s risk will aﬀect risk in the distant
future.This will aﬀect the discounting of distant cash ﬂows, and hence asset
prices.With the aid of such statistical information about volatility and tools
for measuring it, the market will be better able to price derivative securities,
since such prices tend to be a function of risk of the underlying asset.8 If the
market is better able to assess and account for the risk inherent in the returns
on ﬁnancial assets, governments will have less reason for concern.To develop
ﬁnance theory which produces asset returns which display time-varying and
persistent conditional volatility of returns is of paramount importance.
4Time series models for changing volatility
4.1 ARCH models
As outlined previously, ARCH models are deﬁned by
yt = σtzt (1)
where σt = f(zt−1,z t−2,z t−3,...)a n dzt is a white noise process with E[zt]=
0a n dV [zt] = 1.The process yt satisﬁes
1. E[yt|zt−1,z t−2,...] = 0 (constant conditional mean).
2. V [yt|zt−1,z t−2,...]=σ2
t (time-varying conditional variance).
8There is debate about this last point. As mentioned above, some suggest that using
implied volatility is better because it incorporates expectations about the future. Others,
notably Black (1976) suggest the use of both the historical and the implied volatility
methods, or a combination of forward- and backward-looking approaches.11
3.From 1.it follows that yt is a martingale diﬀerence sequence—with
respect to {zt−1}—and, therefore, yt is a white noise process if E[y2
t] <
∞.
Particular functional forms of σt deﬁne particular classes of ARCH models.
Some of the most important examples are
1.Generalised ARCH — GARCH(p,q), Bollerslev (1986)
σ2








t−j,z t ∼ iidN(0,1) (2)
The case β1 = β2 = ··· = βp = 0 is the original ARCH(q) model,




i=1 βi = 1 correspond to
the Integrated GARCH (IGARCH) introduced by Engle and Boller-
slev (1986).Several alternative distributions have been proposed for
zt, most notably the Student-t distribution by Baillie and Bollerslev
(1989).
2.Exponential GARCH — EGARCH(p,q), Nelson (1991)
lnσ2







θi[δ1zt−i − δ2(|zt−i|−E|zt−i|)] (3)
and zt has a generalised error distribution.
3.Switching ARCH—SWARCH, Hamilton and Susmel (1994)
yt = g(st)1/2σtzt (4)
where σt is an ARCH(q) process, the state variable st i saM a r k o v
chain with transition probability satisfying Pr[st = j|st−1 = i,st−2 =
k,...,y t−1,y t−2,...]=Pr[st = j|st−1 = i]a n dg(.) is a function that
takes as many diﬀerent values as the (ﬁnite) number of states.Note
that the SWARCH model departs from the standard ARCH class of
models in that there are two sources of randomness, although one of
these is a discrete random variable.
There are dozens of other parameterizations for σt that we do not cover
in this paper.For extensive reviews of the ARCH literature see Bollerslev,
Chou and Kroner (1992) and Bollerslev, Engle and Nelson (1994).12
ARCH processes have fat-tailed unconditional distribution and a con-
ditional distribution whose variance is positively related to the previous
periods variability.This last characteristic generates the clustering eﬀect
displayed in ﬁgure 1.Furthermore, for the GARCH(p,q) model Bollerslev
(1988) shows that the squared process y2
t follows an ARMA(max{p,q},p)
model.It does not follow from this observation that one should discard
GARCH process and use ARMA models directly on the squares—one of our
naive measures of volatility.This is because the innovation on this ARMA
representation, although a white noise process, is dependent in higher order
moments.Also, there are some (non-negativity) constraints on the param-
eters of such representation.
4.2 SV models
The standard SV model is deﬁned by
yt = σtzt,σ t = σ exp(vt/2)
where, in this case, zt is an iid sequence with zero mean and unit variance,
σ is a postive constant, and vt is some time-series process, independent of
zt.The process yt satisﬁes
1. E[yt|σt] = 0 (constant conditional mean).
2. V [yt|σt]=σ2
t (time-varying conditional variance).
3.From 1.it follows that yt is a martingale diﬀerence sequence—with
respect to {σt}—and, therefore, that yt is a white noise process, if
E[y2
t] < ∞.
These are the same set of properties that hold for ARCH processes, but the
conditioning variable is σt i n s t e a do f( zt−1,z t−2,...).If vt is Gaussian, it
follows that yt is both covariance and strictly stationary.This property does
not necessarily hold for GARCH processes—see Nelson (1990).
Most typically, vt is an autoregressive process (AR) of order one
vt = µ + φvt−1 + ηt,η t ∼ N(0,1)13
with η independent of zt.Let xt =l o gy2
t.It follows that
xt = ω + vt + εt
with ω =l nσ2 + E[z2
t]a n dεt =l nz2
t − E[lnz2
t].
B e i n gt h es u mo fa nA R ( 1 ) ,vt with a white noise process εt, where
the errors in these two processes, it follows the xt, the square of the log-
arithm of yt, is an ARMA process with innovations εt distributed as the
logarithm of a chi-square distribution with one degree of freedom, a heavily
skewed distribution.It is useful to note the parallel between the ARMA
representation in the log squares for the autoregressive SV model and the
ARMA representation in the squares for the GARCH model.Furthermore,
as shown in Breidt, Crato and de Lima (1998), the ACF of an EGARCH
process with normal innovations and θ2 = 0 in (3) is identical to the ACF of
an SV model with gaussian vt, so that such EGARCH processes also have
an ARMA representation in the log squares.
In the case where vt is an AR(1), the SV model can be seen as a simple
state space model.Therefore, the Kalman ﬁlter is commonly used in the
estimation of the parameters of the model, where ε is treated as if it were
normally distributed.A through treatment of SV models can be found in
Ghysels, Harvey and Renault (1996).
SV and ARCH models each have its set of advantages and disadvan-
tages, although they imply very similar dynamics.ARCH models are par-
ticularly simple to estimate, because their likelihood function is simple to
write and evaluate.SV models are easier to analyse from a theoretical point
of view, because their building blocks are standard time-series models, such
as ARMA.They also seem closer to option pricing models, such as the
Black-Scholes pricing kernel and its relatives.
4.3 Persistence in volatility
As discussed in this paper’s introduction and illustrated by ﬁgure 3, one
of the stylised facts about volatility is the slow decay of its autocorrelation
function, i.e., the autocorrelation function of the (logarithm of the) squared
returns.This characteristic of the data has given rise to a variety of mod-
elling approaches.In the original Engle paper on ARCH models the issue14
is reﬂected in the long lag structure of the model.9 However, the ﬁrst pa-
per to formally discuss the idea of volatility persistence is due to Engle and
Bollerslev (1986) where Integrated GARCH processes (IGARCH) are intro-
duced.This is a model with a unit root, given that the parameters of the
GARCH(1,1) speciﬁcation are restricted to lie on the unit circle, that is,
α + β =1 .
In general, applications of ARCH-type models to high-frequency asset
pricing data usually produce parameter estimates of the autoregressive poly-
nomial that are close to the unit circle.For this reason, the literature on
statistical models of volatility has explored some of the same models that
have been suggested in the time series literature to capture the persistence of
macroeconomic time series.The IGARCH model, as mentioned, imposes the
existence of a unit root.However, volatility appears to be a mean-reverting
process, however slowly the reversion to the mean occurs.This has given
some impetus to the application of long memory processes (as opposed to
short memory processes) to volatility modelling.10
4.3.1 Long memory in volatility
The distinction between short and long memory processes is given by the
rate of decay of the autocorrelation function, geometric in the short memory
case and hyperbolic in the long memory case.For a mathematically precise
distinction see, among others, Baillie (1996) which also contains a series of
papers on the general issue of long memory modelling.Given the behaviour
of the autocorrelation function of volatility, the idea of introducing models
that allow for slowly decaying autocorrelations is therefore an appealing one.
Crato and de Lima (1994) tested the null hypothesis of short memory against
the alternative of long memory using two types of tests, the modiﬁed rescaled
range statistic (R/S) and the Geweke Porter-Hudak (GPH) in volatility
series—squared residuals of various ﬁltered U.S. stock returns indexes. The
hypothesis that volatilities are short memory processes is clearly rejected for
high frequency series.Ding, Granger and Engle (1993) also study the decay
of the autocorrelations of fractional moments of returns series.For returns
9Engle imposes geometrically decaying weights on the ARCH parameter.
10Note that the straight application of time series concepts developed for ARMA-type
models to volatility modelling—in the context of ARCH-type models—suﬀers from several
problems. For example, an IGARCH process is a stationary process, but its variance is
not ﬁnite and consequently is not a covariance-stationary process—Nelson (1990).15
(yt) on the S&P500 index, they construct the series | yt |p for diﬀerent
positive values of p and ﬁnd very slow decaying autocorrelations.
Two class of models have been proposed to capture the slow decay of
the autocorrelation function of volatility series.One such class includes the
fractional integrated GARCH (FIGARCH) and the fractionally integrated
EGARCH models of Baillie, Bollerslev and Mikkelson (1996) and Bollerslev
and Mikkelson (1996), and it is the natural extension of the ARCH class
of models that allows a hyperbolic rate of decay for lagged squared innova-
tions.The second class of long memory volatility models are the stochastic
volatility models of Harvey (1998) and Breidt, Crato and de Lima (1998).




where φ(z)a n dθ(z)a r ep-th and q-th order polynomials, respectively, and
(1 − B)d is given by




Γ(j +1 ) Γ ( −d)
Bj. (5)
B is the backshift operator (Bj Xt = Xt−j.Like IGARCH processes, the FI-
GARCH process is strictly stationary but not covariance stationary, because
the variance is not ﬁnite.
The FIEGARCH(p,d,q) model,
logσ2
t = µt + θ(B)φ(B)−1(1 − B)−dg(zt−1)
deﬁnes a strictly stationary and ergodic process.Moreover, (log σ2
t − µt)i s
a covariance stationary process if d<0.5.
The second class of models that allows for long memory in volatilities is
the stochastic volatility class of models of Harvey (1998) and Breidt, Crato
and de Lima (1998).This last paper proposes a stochastic volatility model
that captures the slow decay of the autocorrelation function of the (loga-
rithm of the) squared returns through an ARFIMA process for a function
of the volatility process.Speciﬁcally, it is assumed that σt = σ exp(vt/2),
where vt is a long memory process independent of zt.16
4.3.2 Long memory and option pricing
The introduction of the fractional operator (1−B)−d in the variance equation
of a volatility model has two eﬀects: it makes the return distribution more fat
tailed, and it increases the dependence between adjacent returns.Since the
higher moments of the return distribution, and in particular, the variance
eﬀects option prices; this raises the question of what eﬀects would long
memory in variance have on options? Asked diﬀerently, what is the option
price when returns have long memory in variance? Are there closed-form
solution analogous to the Black-Scholes?
This question has proved diﬃcult to answer in continuous-time mod-
els.This is because Fractional Brownian Motion, (the primary model for
continuous-time long memory) is not a semi-martingale; and hence, the
standard Girsanov theorem does not apply and there are no equivalent mar-
tingale measures.Consequently, there are arbitrage opportunities—Rogers
(1997).Several attempts have been made to get around this problem, promi-
nent among them are Comte and Renault (1998), and Aldabe, Barone-Adesi
and Elliot (1997).However, the clearest intuition on long memory eﬀects
on option prices is oﬀered by discrete-time continuous state space models.
This has been taken up by Bollerslev and Mikkelsen (1999), which con-
siders pricing an equity option when the asset returns follow a FIEGARCH.
However, no closed-form solutions can be obtained and option prices are
derived using Monte-Carlo simulations.Bollerslev and Mikkelsen estimate a
FIEGARCH model along with a few competing models (EGARCH, IGARCH,
Black-Scholes) using S&P500 data, and then compute the respective option
prices (for S&P500 LEAPS).Finally, the paper examines the sum of errors
(absolute mean and squared mean) between the estimated option price and
the true option price as provided in the data.It is observed that option
prices from the FIEGARCH model give the smallest sum of errors.This im-
plies that FIEGARCH can price options better than the alternative models,
a result that is unambiguous for long-term options.
Chanda (1999) provides a closed-form solution to option prices when
the asset returns follow a Fractionally Integrated Non-linear Asymmetric
GARCH (FINGARCH), a long memory extension of the nonlinear asym-
metric GARCH model introduced by Engle and Ng (1993).Closed form
option prices for this last model have been obtained by Heston and Nandi
(1999).Chanda also compares the option prices under constant volatil-17
ity (Black-Scholes), heteroskedasticity (NGARCH) and long-memory het-
eroskedasticity (FINGARCH), and examines pricing biases.
4.3.3 Long memory and aggregation
As with many other parameterizations concerning volatility processes, the
robustness of the ﬁndings of long memory in the variance of stock returns
processes remains yet to be addressed.In the ﬁrst place, there are not many
economic arguments available to support these statistical ﬁndings.Biases
resulting from contemporaneous and temporal aggregation are among the set
of explanations for the long-memory ﬁnding in the volatility of the returns on
stock market indices.The argument for aggregation biases resulting from
contemporaneous aggregation was intimated by Granger (1980), in which
he proved that the sum of independent short-memory processes displayed
long memory in the limit.Since then, there have been a couple of studies
(Andersen and Bollerslev (1997) and Ding and Granger (1996)) which have
extended the Granger (1980) result to the second moment of these indi-
vidual short-memory processes, showing that the sum of the short-memory
volatilities of independent series displays long memory in the limit.These
theoretical results indicate a potential role for contemporaneous aggregation
biases in the long-memory of the volatility of return indices.The analogy is
not perfect however: these studies show that the sum of the volatilities dis-
play long memory, whereas the empirical literature shows that the volatility
of the sum or index displays long memory.
Although Andersen and Bollerslev (1997) and Ding and Granger (1996)
both explore the bias towards long memory that results from contempo-
raneous aggregation on a theoretical basis, the empirical studies in both
those papers fail to show that the long memory in the volatility of return
indices arises solely from the process of contemporaneous aggregation of
purely short memory in volatility series.Hence they also say nothing about
how many short memory in volatility series would need to be aggregated to
obtain the result that the volatility of the sum has long memory.For exam-
ple, Andersen and Bollerslev (1997) empirically show that the long memory
in the volatility of an intra-daily Deutschmark-U.S. Dollar exchange rate se-
ries arises from aggregating four factors together, some of which in principle
display short memory, the others displaying long memory.Note that these
factors are not all of the individual volatility components which wholly con-18
stitute the volatility of the exchange rate, but rather a subset of such factors
which could possibly explain the volatility of the exchange rate, so the em-
pirical analogy to their theoretical result that aggregation of short-memory
processes leads to a long-memory process is indirect to say the least.Signif-
icantly, not all of the resultant long memory in the volatility of the return
series arises from the process of contemporaneous aggregation itself; at least
some of the long memory is already inherent in the individual volatility com-
ponents constituting the index.They also show that the presence of long
memory is invariant to temporal aggregation.
Similarly, Ding and Granger (1996) analyse the role of two volatility
components—one with long memory, the other with short memory—in the
long-memory ﬁnding for the volatility of the return on the stock market
index.Again, this does not focusses on the fact that the summation of
individual return series whose individual volatilities display short memory
can lead to an index whose volatility displays long memory.They then
generalize the number of volatility components to 200,000 in a simulation
using estimated parameters to show how well their model approximates
the ACF of the volatility of the S&P500.However, as in Andersen and
Bollerslev (1997), the experiment is not thought of in terms of reconstructing
a portfolio or index using its constituent components.Both Andersen and
Bollerslev (1997) and Ding and Granger (1996) model the series of interest as
having only one mean component but many volatility components.In fact,
though, the stock market index, by construction, should have many mean
components with corresponding volatility components.Along these lines,
Lobato and Savin (1998) empirically explore the role of contemporaneous
aggregation in the bias towards long memory in volatility using individual
return series which make up the DJIA.Although they attempt to isolate
the role of aggregation in the long memory in the volatility of the DJIA,
they admit they can not make a clean claim that long memory arises due to
aggregation alone because all but six of the individual return series already
display long memory in volatility.
There remain a few ancillary issues to be considered.While the theoreti-
cal results rely on a limit argument, the return indices clearly do not contain
an inﬁnite number of series, so the ﬁnite-sample properties of the theoreti-
cal results should be explored.Further, the theoretical results hold for the
sum of the volatilites of the individual components, whereas the empirical19
studies analyze the volatility of the sum of the levels of the individual com-
ponents.Lastly, as mentioned in Lobato and Savin (1998), the theoretical
arguments rely on independence of individual series, but the actual return
indices contain series which are surely correlated to some degree.
Barnes and de Lima (1999) address all of the above issues using Monte
Carlo simulation methods and empirical analysis.Importantly, they show
using both simulation and empirical methods that the volatility of the sum
of independent and correlated individual series which display short memory
in volatility has long memory in volatility in ﬁnite sample.In the simula-
tion studies, for series which are either correlated or independent, at least
roughly 40 short memory in volatility series must be summed together to
get the result that aggregation alone leads to long memory in the volatility
of the sum of the individual series, and in the empirical studies, where the
individual series are likely not independent, at least about the same number
of series is required to get this result.These numbers depend on the sim-
ulation set-up and the type of test performed to detect long-memory and
should be viewed as minimum bounds across all the diﬀerent experiment
set-ups.It bears emphasizing that this result obtains even when none of the
individual series display long memory in volatility themselves, either in the
data or in simulations.Thus, the result shows that the long-memory result
can, in practice, with ﬁnite samples, arise solely from the process of aggrega-
tion, even in the presence of correlation across individual return series and
when none of the constituent series display persistence.Barnes and de Lima
(1999) also note that 653 of 1139 series sampled displayed long-memory in
volatility, so when the index is constituted by both short and long memory
volatility series, contemporaneous aggregation alone can no longer be the
only cause of the long memory in volatility ﬁnding for the stock market
return indices such as the S&P500.
5 Nonlinearities and structural shifts in asset prices
All the volatility models discussed thus far in this paper assume that the
unconditional distribution of asset returns is constant over time, i.e., that
returns are strictly stationary.Given the rate at which new ﬁnancial and
technological tools have been introduced in ﬁnancial markets—e.g. Miller
(1991)—the case for existence of structural changes (and thus for lack of20
stationarity) seems quite strong, especially when relatively large periods of
time are considered.For example, Pagan and Schwert (1990) and Loretan
and Phillips (1994) reject the hypothesis that stock returns are covariance-
stationary.
A characterization of asset returns as nonstationary processes with dis-
crete shifts in the unconditional variance can be traced back to Hsu, Miller
and Wichern (1974).Hinich and Patterson (1985) challenge this view, sup-
porting the alternative hypothesis that stock prices are realizations of non-
linear stationary stochastic processes.Using a diﬀerent set of tools, Hsieh
(1991) ﬁnds that rejections of linearity in stock returns are mainly due to ne-
glected conditional heteroskedasticity and cannot be attributed to structural
changes.
As discussed in the previous section, the volatility of high-frequency re-
turns is an extremely persistent process.However, Diebold (1986) and Lam-
oureux and Lastrapes (1990) suggest that shifts in the unconditional vari-
ance could explain these common ﬁndings of persistence in the conditional
variance.Simonato (1992) estimates a GARCH process with changes in
regime—using Goldfeld and Quandt (1973) switching-regression method—
to a group of European exchange rates and ﬁnds that consideration of struc-
tural breaks greatly reduces evidence for ARCH eﬀects.Diebold and Lopez
(1995) study the sample autocorrelation function of the squared change in
the log daily closing value of the S&P500 stock index during diﬀerent periods
of time, and are led to conclude that “[ ... ]there seems to be no GARCH
eﬀects in the 1980’s[ ... ]” (p.459).
This set of facts raises the question of whether the rejections of linear-
ity for asset returns are due to intrinsic nonlinearity (such as ARCH) or to
changes in their unconditional distribution.de Lima (1998) presents a sta-
tistical framework that allows for the distinction between those tow sources
of rejections of the null of linearity.The methodology introduced in that
paper is an extension of the BDS test of nonlinearity.
The BDS test is based on the fact that if {yt} is an IID process, then
Cε,m − (Cε,1)
m = 0, almost surely for all ε>0, and m =1 ,2,..., where
Cε,m











def =( yt,y t+1,...,y t+m−1)
deﬁnes an m-history process, T is the sample size,  .  is the max-norm, and
Iε(.,.) is the symmetric indicator kernel with Iε(z,w)=1i f z − w  <ε
and 0 otherwise.Brock, Dechert and Scheinkman (1987) show that Vε,m =21
√
T (Cε,m − Cε,1
m)/σε,m has a limiting standard normal distribution for all
ε>0a n dm =2 ,3,... under the null hypothesis of IID.Note that σε,m is
the asymptotic standard deviation of
√
T (Cε,m − Cε,1
m) under the null of
IID.
The BDS test has been widely applied to ﬁnancial time series—c.f.,
Brock, Hsieh and LeBaron (1991).Simulation studies have shown that the
test has power against a large class of alternatives, including ARCH models
(see also Bollerslev, Engle and Nelson, 1994).However, as noted by Granger
and Ter¨ asvirta (1993), there is no Lagrangean multiplier-type interpretation
available for this test.Therefore, a rejection of the null hypothesis does not
suggest the type of alternative models one should consider.
To avoid rejections of the null hypothesis due to linear dependence, the
BDS test is commonly applied to the estimated residuals of ARMA mod-
els.The asymptotic distribution of the test is the same whether one uses
estimated residuals or the true (unobserved) innovations under the null hy-
pothesis of IID—see Brock, Hsieh, and LeBaron (1991) and de Lima (1996).
If this residual-based testing procedure is followed, a rejection of the null hy-
pothesis of IID can thus be attributed to two main factors: the process can
exhibit nonlinear dependence (either deterministic (e.g. chaos) or stochas-
tic), and/or the process can be nonstationary.This is easily understood
by noting that Cε,m is an estimator of Pr{ Y m
t − Y m
s   <ε }, while Cε,1
estimates Pr{ yt − ys  <ε }.Under the IID hypothesis
Pr{ Y m
t − Y m
s   <ε } =
Pr{|yt − ys| <ε |,...,|yt+m−1 − ys+m−1| <ε } (Pr{|yt − ys| <ε })
m
that is, the BDS test estimates the diﬀerence between the joint distribution
and the product of the marginal distributions in the appropriate intervals.
This simple interpretation of the test highlights the fact that the null
of linearity can be rejected because the data are indeed dependent and/or
because the data are not identically distributed.A structural shift in the
data’s distribution, regardless of the dependence properties of the data will
generate a (spurious) rejection of linearity.de Lima (1998) evaluates the
robustness of the ﬁndings of nonlinearity in stock returns through the partial22





where Cε,m,[Tr] denotes the correlation integral Cε,m computed with the
ﬁrst [Tr] observations.[ Tr] denotes the integer part of Tr.This testing
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converge to a standard Wiener process.A useful property of this family of
tests is that no moment restrictions are required for this limit result to hold.
From a practical point of view, the application of this result works along
the following lines: for a given series, the Recursive BDS (RBDS) test statis-
tic Vε,m(r) consists of a series of numbers that is as long as the length of the
series.The t-th entry in that vector (where r = t/T), gives approximately
the value of the BDS statistic computed for the ﬁrst t observations.There-
fore the diﬀerence between the t-th and the t-th+1 entries in the RBDS
vector can be thought of as illustrating the marginal contribution of the t-
th+1 observation for the value of the BDS statistic.The functional central
limit theorem allows the construction of conﬁdence bands around the empir-
ical path of the RBDS test under the null of linearity.Under the null, that
empirical path should essentially remain inside those bands.Under non-
linear alternatives the empirical path should get outside of the bands after
a small number of observations11, where under say an independent process
with a one-time shift in the variance of the process, the empirical path re-
mains inside the bands until the shift occurs and it gets kicked outside the
bands after the variance shift.
Figure 5, extracted from de Lima (1998), illustrate the application of
the recursive BDS test to S&P500 data, during a sample period that cor-
responds roughly to the Eighties.One of the main properties of the test
is avoids the arbitrariness of the sample splitting technique used by Hsieh
(1991) to distinguish between nonlinearities and nonstationarities.Figure 5
actually shows that for any sample split beginning at 01/02/80 and ending
11Evidently, the number of observations required to set the empirical path outside the
bands is a power issue23
at any point before 10/15/87 (r ≈ .7) the null of IID would not be rejected
at the 5% signiﬁcance level.Evidently, this analysis is constrained by the
fact that the tests might have reduced power for small values of r—note that
for r<0.11 the number of observations is smaller than 300.However, sim-
ulations in Brock, Hsieh and LeBaron (1991) show that, at least for sample
sizes larger than the ones associated with these small r values, the sam-
pling distribution of the BDS statistic tends to be well approximated by its
asymptotic distribution.In any case, the results reproduced in ﬁgure 5 seem
robust to sample size problems, because the sample path of the recursive
tests only gets out of the 95% conﬁdence bands after approximately 1970
observations.This seems to be a relatively large number of observations,
even for test statistics that demand large sample sizes.
Figure 6: Recursive BDS test, for the period 1/2/80 to 12/31/90 (2776
observations).Dashed lines represent the 95% conﬁdence bands.
Through a variety of robustness tests, de Lima (1998) concludes that
the October 1987 ‘crash’ is a highly inﬂuential event in the study of the
dynamics of stock market returns, being alomost the single responsible for
rejections of linearity in stock returns during the Eighties.The paper also
shows that some forms of nonstationarity have to be carefully considered in24
the modeling of ﬁnancial time series, namely, that the patterns of conditional
volatlity are not constant over time.Furthemore, de Lima (1999) uses the
same methodology to analyse the European Rate Mechanism (ERM) and
shows that the turmoil period of 92/93 with its successive realignments, is
extremely important for the rejection of linearity in some of the currencies
participating in ERM.
6 Conclusion
This paper presented a very selective survey of volatility topics, with em-
phasis on the measurement of volatility and a discussion of some of the most
important time series models commonly employed in its modelling.In par-
ticular, the long memory characteristics of volatility took centerstage, with a
discussion of its possible origins and impact on option pricing.To conclude,
we presented a statistical tool that discriminates between nonlinearity and
nonstationarity.
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