Rを利用したモンテカルロ法による統計量の評価 by 岡田 謙介
〈109〉専修大学　心理科学研究センター年報　第 1 号　2012年3月
Rを利用したモンテカルロ法による統計量の評価
岡田　謙介
要約
　Rはフリーな統計計算のための言語および統合環境であり, 今日において方法論の研究と実際
のデータ分析の双方で幅広く使われるようになっている。本研究プロジェクトでの融合的心理科
学におけるよりよい測定を目指すための研究でも, Rを用いモンテカルロ法を活用した研究が行わ
れている。本稿では, まずRとはなにか, そしてモンテカルロ研究とはなにかについて導入を行う。
とくに他の類似した言語・ソフトウェアと比較したときの, Rの特徴について詳しく論じる。続いて, 
心理学と関連分野におけるよりよい測定を目指すための, 標本効果量の特徴を比較検討するた
めのRを用いたモンテカルロ研究の実際を紹介する。
1.　R
　Rは統計計算のためのプログラミング言語であり, また統合環境である。そのプログラミング
言語としての特性を強調する場合には, R言語と呼ばれることもある。Rは, ニュージーランド・オー
クランド大学に所属していたRoss IhakaとRobert Gentlemanの2人によって, 1993年に開発され
た（Ihaka, 1998）。Statlibというオンラインのデータベ スーから配布された初期のRには, 世界中
の研究者から多くのフィー ドバックが寄せられ, 2人はそれを受けてさらに開発を進めた。1995年
に, RはGNU general licenseの元で一般に公開された。また, 支援の広がりを受けて, Rの開発
者・支援者をメンバーとするメーリングリストが組織された。これを母体として, 1997年にはRの
中心的な開発者たちによって「コアグル プー（core group）」が組織された。Rの正式バージョン
である, R version 1.0.0は2000年に開発された。2002年にはRの開発・公開を公的にサポ トーす
るための国際非営利組織R Foundationが, Ross Ihaka, Robert Gentlemanの2人を理事長とし
て発足した。その定款には, 組織の目的として
（a） データ分析とグラフィックスのためのフリーでオープンソ スーなソフトウェア環境を世界に 
提供するために, Rプロジェクトを推進すること
（b） Rプロジェクトの公的な発言機関として機能し, Rに関心を持つ報道機関や営利・非営利
組織と連携すること
（c） Rソフトウェアとドキュメントの著作権を持ち, 管理すること
〈110〉R を利用したモンテカルロ法による統計量の評価（岡田）
という3点がうたわれている（R Foundation for Statistical Computing, 2002）。
こうして開発体制の整ったRは普及期に入り, 研究者の間で広く実践的に利用されるようになって
いった。Rの登場以前は, 統計ソフトウェアとはそれを専門とする会社の開発する商品であるのが
一般的で, およそ高額なものと相場がきまっていた。フリー でオープンソースなRの登場と普及は, こ
の常識を大きく転換した。2004年には初のメジャーアップデ トーとなるR 2.0.0がリリー スされ, 多く
の新機能が搭載された。同年には, Rを専門的に扱う初の国際会議であるuseR! 2004 – The R 
User Conferenceが, オーストリアのウィー ン工科大学において開催された。この国際会議は, 1年
あけた2006年以降, 毎年開催されるようになり, その規模も年々拡大していった。筆者はドイツのドル
トムント工科大学で開催されたuseR! 2008に参加し研究発表を行った経験がある。アカデミアの人
間のみならずGoogleをはじめとする企業の研究者・技術者が多数参加し, 活発で和気あいあいと
した議論が行われていたことが印象的であった。
Rの普及にともない, Rに関連した書籍も多数出版されるようになっている。これには, いわゆる伝
統的な紙媒体の書籍と, Kindleなどのデバイスでの利用に代表される電子的な書籍の双方が含ま
れる。Rプロジェクトのサイトでは, R関連の書籍リストの書誌情報.bibファイルを逐次アップデ トーしな
がら配布している1。このリストは決してRに関連する書籍をすべて網羅できているものではなく, むし
ろざっと見た限りでほとんどの和書は含まれていない。また, 洋書に関しても少なからず抜けがあるも
のと想像される。しかし, 公式サイト上で公開されている文献リストであるという点では価値が認めら
れるため, 網羅的ではないことを踏まえた上で参考情報としてこれを利用し, 本稿執筆時点（2011
年12月現在）でのR関連の書籍の動向を調べてみよう。
R関連の著名なブログサイトR-Bloggersでは, このリストを取得し, グラフ化するためのRスクリプト
を公開している2。これを利用し, 出版社別に上位22出版社の出版書籍数をグラフ化したのが図1
である。これを見ると, Springer社が群を抜いて多数の書籍を出版していることがわかる。実際, 
同社は早期から「use R!」といったR関連のシリー ズ本を企画し出版しており, R関連の書籍を担う
筆頭となっていることがわかる。なお, 残念ながらこの公式サイトの文献リストには含まれていないが, 
わが国においても共立出版が「Rで学ぶデ ターサイエンス」という全20巻のシリー ズ本を2009年か
ら出版しており, 現在も配本中である。また, Springer社のR関連書籍も多数が翻訳され, シュプリ
ンガ ・ージャパン社から出版されている。もちろん, シリー ズもの以外のRの和書も多数存在する。
1）http://www.r-project.org/doc/bib/R-books.bib
2）http://www.r-bloggers.com/r-related-books-traditional-vs-online-publishing/
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また, 横軸に年, 縦軸に累積出版点数をとって同じデ ターをプロットしたグラフが図2である。とくに
2004年あたり以降, 出版点数が増加の一途をたどっていること, また電子書籍が現在では半数近く
を占めていることがわかる。海外ではわが国以上に電子書籍が普及している国も少なくないが, そ
れに加えてコンピュ ター・ソフトウェアであるRとコンピュ ターでも読むことができる電子書籍の相性が
よいことも, Rの電子書籍が多い理由の1つとして考えられるだろう。2009年からは, Rを専門的に扱
うオープンアクセスの査読付き論文誌The R Journal3も登場し, パッケージ開発・評価の研究をは
じめとする様 な々論文が世界中の研究者から寄せられるようになっている。
3）http://journal.r-project.org/
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このように, Rはわずか2人の研究者が開発した小さなソフトウェアから, 世界的にユーザ をー獲得
し国際的な会議や関連書籍を多数抱える世界的プロジェクトへと発展してきている。ソースコ ドー
が公開されており（オ プーンソース）, 世界中の誰もがダウンロ ドーして無償で利用できる（フリー ソフ
トウェア）という特長を持つRは, 今後ますますの発展が期待される。
なお余談であるが, 「R」という一文字の名称は一風かわったものであり, その命名の由来がしば
しば話題になる。実のところ, Rの公式サイト上のFAQには, 「どうしてRはRと名付けられたのですか?
（Why R is named R?）」という質問が含まれている4。これによれば, ひとつにはRの作者である
2名のイニシャル（Robert GentlemanとRoss Ihaka）に由来し, またもうひとつにはベル研究所の「S
言語」をもじったもの, とされている。ベル研究所とは電話の発明者Graham Bellに由来する米国
ニュージャージに位置する研究所であり, 多くのノー ベル賞受賞者を輩出している。ここで1976年
前後に開発され, 1980年代に公開された統計的プログラミングのための言語がS言語であり, このS
は統計学を表す単語statisticsの頭文字である。Rは, もともとこのS言語のオープンソース版として
開発された経緯がある。したがって, RはS言語の, ベル研究所による実装とは異なる実装の一つで
あると言える。ただし, Rは既存のSのエンジンを利用せずに開発されたため, 両者でエンジンは異な
る。アルファベット順ではSの一文字前がRであり, このこともRの命名のひとつの由来とされる。
2.　モンテカルロ研究
モンテカルロ（Monte Carlo）は言わずとしれた西ヨー ロッパの都市国家・モナコ公国の都市で
ある。同国は小さな国であるため観光が主要な産業であり, 中でもカジノは19世紀の一時期には国
家収入の9割を占めていたとも言われる。カジノではサイコロやル レーットなど, 確率的なふるまいをす
る道具が利用される。このことにちなみ, 通常計算機を用いて, 乱数（確率的に発生されたランダ
ムな数）発生による非常に多くの回数の実験試行を行い, これを用いて関心下の問題の解を得たり, 
評価したりする方法をモンテカルロ法と呼び, モンテカルロ法を方法論として利用した研究をモンテカ
ルロ研究とよぶ。
モンテカルロ法は, 20世紀の最も偉大な科学者の一人であるJ. von NeumannとS. M. Ulamに
よって, 1945年頃に開発されたとされている。当時彼らは米国ロスアラモスにおいて核兵器開発の
研究に従事しており, 解析的に解を求めることが困難であった弾道の計算などにこの新しい方法論
が利用された。学術誌にモンテカルロ法の名前が登場するのは, 1949年に統計学のトップジャーナ
ルであるJournal of American Statistical Association誌に掲載されたMetropolisとUlamの論
文「The Monte Carlo method」（Metropolis & Ulam, 1949）を待つことになる。
モンテカルロ研究は, 統計学のさまざまな場面で用いられている。現代では, 新しい統計手法を
提案する論文においても, 単に解の数理的な導出のみならず, モンテカルロ実験を行って実際に提
4）http://cran.r-project.org/doc/FAQ/R-FAQ.html
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案手法がデ ター分析上期待したとおりにはたらくことを示すことが求められる。また, ある問題に取り
組むための統計的方法論が複数個考えられる場合に, どのような条件でどの方法論を用いるのがよ
いのかを調べる目的でもモンテカルロ研究がしばしば行われる。
　数理的な解が求められる場合でもモンテカルロ研究が求められることの背景にはいくつかの理由
がある。ひとつは, 統計量はその漸近的な, つまり標本サイズが無限大に大きいときの性質は評価
できても, 有限の標本サイズにおける性質は導出できない場合がしばしばあることである。とくに推
定量のばらつきに関する情報（標準誤差など）は, 漸近的にしか評価できない場合が多い。心理
学におけるデ ター分析は通常数十から数百程度の有限な標本サイズにおいて行われるので, このよ
うな場合に統計量が期待する性質を持つかどうかはモンテカルロ研究によって確認されなければな
らない。
　また, 解析的な解を導くのには応分の労力が必要であるのに対し, モンテカルロ法による近似解を
求めることはある程度ルーチンワ クーとして可能である。そのため, 時間の節約, もしくは様 な々条件
を試したいといった理由によりモンテカルロ法が採用される場合もある。コンピュ ターの性能は飛躍
的に向上しており, 数百万といった繰り返し計算がごくわずかな時間で行えるようになってきているた
め, モンテカルロ法による推定の精度はかなりのものである。
　さらなるモンテカルロ研究の有用性についての議論やその実践は, たとえばGeweke（1996）な
どに詳しい。また, 本稿では深く触れないが, ベイズ統計学で事後分布の数値的な評価に多く用い
られているマルコフ連鎖モンテカルロ（Markov chain Monte Carlo）法は, モンテカルロ法とマ
ルコフ連鎖を組み合わせた発展版ということができる。この方法も, 本プロジェクトの研究において
筆者は多く利用している。
3.	Rを用いたモンテカルロ研究の実際
3.1	モンテカルロ法の実践
　Rには, 基本機能として表1に示すように多くの乱数生成のための関数が用意されている。なお, 
実際に用いる時にはこの表の関数名（コア）の部分の前にd（確率密度）・p（累積分布）・q（確
率点）・r（乱数発生）のいずれかの接頭辞をつけたものが実際の関数名となる。たとえば, 標準正
規分布（平均0・標準偏差1の正規分布）にしたがう乱数を発生したい場合には
> rnorm（1）
とする。また, CRANに登録されているパッケージを用いると, さらに多変量分布など, 様 な々分
布からの乱数発生ができる。これらを用いて効率的にモンテカルロ研究を行うことができる。
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表1  Rのコア機能として用意されている分布（Robert & Casella, 2010のTable 1.1を改変）
分布   関数名（コア部分） パラメー タ  デフォルト値
ベータ分布  beta   shape1, shape2 
二項分布  binom   size, prob 
コーシー分布  cauchy   location, scale  0,1
カイ二乗分布  chisq   df 
指数分布  exp   1/mean   1
F分布   f   df1, df2 
ガンマ分布  gamma   shape, 1/scale  NA, 1
幾何分布  geom   prob 
超幾何分布  hyper   m, n, k 
対数正規分布  lnorm   mean, sd  0, 1
ロジスティック分布 logis   location, scale  0,1
正規分布  norm   mean, sd  0, 1
ポアソン分布  pois   lambda 
t分布   t   df 
一様分布  unif   min, max  0, 1
ワイブル分布  weibull   shape 
　たとえばいま, 
  　　　 　　　　　　　　　　　　　　　　（1）
という関数の, 区間[0,1]における積分値を求めたいとしよう（ここでの例はRobert & Casella, 
2004, 2010を参考にしている）。この関数をプロットするには, Rで
> f <- function（x）{（cos（50*x）+sin（30*x））^ 2}
> curve（f）
とすればよい。これをプロットしたグラフが図3である。求めたいのは, 区間[0,1]におけるこの曲
線よりも下の部分とy=0の直線の間の面積ということになる。
ƒ (x) = [cos(50x) + sin(30x)]
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　この面積をモンテカルロ法を使って求めるには, i回目の繰り返しにおいて次のような方略をとる。
（0）iを1とする。
（1）区間[0,1]から乱数xiを1つ発生する。
（2） xiの値を入力としたときの, 関数fのとる値yiを求める。これは, （1）式のfにこのxiの値を代入 
すればよい。
（3）iの値を1大きくし, ステップ（1）に戻る
このステップ（1）～（3）を十分大きな回数N回繰り返したとき, ∑yi/Nによってこの面積を推定する
ことができる。
　これは, Rで次のようなプログラムにより実行することができる。ここでは, 10の4乗, つまり
10,000回の繰り返し計算を行っている。また, 単に最終的な推定値のみでなく, 繰り返し回数1回
から10,000回までの各回における推定値をすべて変数estintに保存している。さらに, 推定にお
ける標準誤差を変数esterrに保存している。
> f <- function(x){(cos(50*x)+sin(30*x))^2}
> x = f(runif(10^4))
> estint <- cumsum(x)/(1:10^4)
> esterr <- sqrt(cumsum((x-estint)^2))/(1:10^4)
この結果は次のようにプロットできる。
図3  ƒ(x) = [cos (50x) + sin(30x)]のグラフ
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> plot(estint, xlab="#Iterations", ylab="Mean and 95% CI range", 
type="l",lwd=2,ylim=mean(x)+20*c(-esterr[10^4],esterr[10^4]))
> lines(estint-1.96*esterr,col="gray",lwd=2)
> lines(estint+1.96*esterr,col="gray",lwd=2)
この出力が図4である。横軸が繰り返しの回数（1 ～ 10,000）, 縦軸が面積の推定値であり, 濃い
黒が点推定値・上限の灰色の線が95%信頼区間の上限と下限をそれぞれ表している。図4からわ
かるとおり, 繰り返し数が数百程度までの初期においては, 推定値は大きくぶれており, モンテカル
ロ推定が安定していない。しかし, 繰り返し数が1,000, 2,000…と大きくなるにつれて, モンテカル
ロ推定はしだいに一つの値に向かって収束していく。
10,000回の繰り返し後の点推定値は
> estint[10^4]
[1] 0.9971622
と, 0.997であった。なお, さらに10万回, 100万回と繰り替え指数を大きくすると, 推定値は
> x <- f(runif(10^5))
> estint <- cumsum(x)/(1:10^5)
> estint[10^5]
[1] 0.9813334
> x <- f(runif(10^6))
> estint <- cumsum(x)/(1:10^6)
図4　モンテカルロ推定における, 繰り返し回数（横軸）に対する点推定値と95%信頼区間の推移
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> estint[10^6]
[1] 0.9849846
と, それぞれ0.981, 0,985になった。一方, Rには適応型求積法によって高精度に積分値を求める
ための関数integrate()が用意されており, これを用いると
> integrate(f,0,1)
0.9842922 with absolute error < 1.9e-10
と, 真値は約0.984であることがわかる（この結果の数値計算上の誤差は1.9×10-10以下となってお
り, 無視できるほど小さい）。これまでに示したモンテカルロ推定値は, とくに繰り返し数が大きい
ときほど, この真値に非常に近い値となっている。このように, 十分大きな回数の繰り返し計算を
行うことによって, モンテカルロ推定で非常に精度の高い推定を行うことができる。
3.2	Rと他の言語・ソフトウェアとの比較
　前節ではRを用いたモンテカルロ研究の一端について紹介した。Student （1908）など計算機
を用いずに現代でいうところのモンテカルロ研究を行っている先行研究も存在するが, モンテカルロ
研究の普及はやはりコンピュ ターの普及と切り離すことができない。疑似乱数の生成や高速な繰り
返し計算が可能なコンピュ ターが広く普及するにつれ, 統計学の論文でモンテカルロ研究が用いら
れる割合は劇的に増加した。現代では数理統計学の論文においても, 手法の適切さを確認するた
めにモンテカルロ研究を行いその結果を併せて報告することが求められるようになっている。
モンテカルロ研究は, もちろんR以外のソフトウェアを用いても行うことが可能である。そして, 
一般にRは, 他の競合する統計データ分析・数値計算のソフトウェアと比べて, 実行速度の点では
苦戦することが知られている。
　このことを確かめるため, おなじ計算をR・Matlab・SAS/IMLという代表的な統計データ分析・
数値計算ソフトウェアを用いて実行することにしよう。次に示す単純な課題を, それぞれのソフト
ウェアの言語で書き, 実行速度を比較する。
（1）xに1から100万までの整数をいれる
（2）ル プーを用いて, xのそれぞれについて1要素ずつlog（x）の値を計算し, それをyに格納して
いく
これを行うためのプログラムを, 各言語で書くと次のようになる。なお, RとMatlabでは, 実行時間を
計測するために関数proc.time()とtic, tocをそれぞれ用いている。SAS/IMLでは自動的に実行
時間が表示されるため, このような関数は利用していない。
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[Rの場合]
ptm <- proc.time()
x <- 1:1000000
y <- rep(1,length(x))
for (i in 1:1000000){
 y[i] <- log(x[i])
}
proc.time() – ptm
[Matlabの場合]
tic;
x = [1:1000000];
y = ones(1000000,1);
for i=1:1000000
 y(i) = log(x(i));
end;
toc;
[SAS/IMLの場合]
prociml;
x = 1:1000000;
y = j(1,1000000);
do i=1 to 1000000;
y[i] = log(x[i]);
end;
quit;
Intel Core i7-2600, 3.4GHzのマシンでこの繰り返し計算を実行した。各実行結果のスクリー ンショッ
トを図5に示す。この図に示されたとおり, 100万回の実行に要した時間はMatlabが0.60秒, SAS/
IMLが0.57秒と両者にほぼ差がなかったのに対し, Rでは2.47秒と, 他の2者の4倍以上の時間がか
かっていた。
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　このように, Rは他の言語に決して高速ではない。しかし, 実はプログラムを工夫することで, 同じ
計算を行うにしてもRの計算速度を大きく向上させることができる。このために, 様 な々工夫が知られ
ている。間瀬 （2007）は, 計算速度を早くするコツとして次のような点を紹介している。
（1）ベクトル化演算を極力使う：ベクトルの成分をいちいち取りだして作業せず, ベクトル化したまま
演算を行う。
（2）むき出しの繰り返しは避ける：for文などを用いたル プー処理はできるだけ避ける。コ ドーのなか
で同じ事を2回以上しているところがあれば, 改良の余地がある。
（3）全体を操作する：作業対象全体をベクトルや行列にまず格納しておき, それから全体として加
工する。これにより, 高速化だけでなくプログラムの見通しがよくなる。
（4）リスト・デ ターフレーム操作は時間がかかる：Rでは整数（integer）, 実数（numerical）など様々
なデ ター型があるが, このうちリスト（list）やデ ターフレーム（data.frame）の処理は遅くなり
がちであるため, 高速化が問題となる際には実数型のベクトルなどを使った方がよい。
（5）オブジェクトのサイズを後から変更しない：Rのベクトルや行列などは演算の途中でサイズを拡
大できるが, これを頻繁にすると目立って効率が悪くなる。必要と思われる以上のデ ターを1度
に生成し, 最終的に不要なものは捨てる方略をとったほうが高速であることが多い。
（6）論理判断はできるだけ避ける：if文を用いた論理判断も, for文などのループと同様に高速化
の敵である。論理ベクトルの使用などによって極力代替する。
（7）if, while文はできるだけ使わない：上記と重なるが, これらの関数はベクトル化されておらず, 
高速化と相容れない。
（8）ベクトルは論理添字集合で操作する：たとえばベクトルxの要素のうち負の値だけを取り出した
いときは, x[x<0]と論理添字集合で一括して操作することができる。このような操作は, 単にiな
どを用いた添え字で操作するよりもはるかに高速である。
（9）因子操作は時間がかかる：因子（factor）型も操作に時間がかかるデ ター型の例である。
図5  3種類の統計分析ソフトウェアによる実行速度の比較結果
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上記のプログラムでは, for文で繰り返しを作り, 変数xの要素を1つずつ対数変換して変数yに格納
していった。しかし, 上記の（1）, （2）などにみられるとおり, このような操作はRでは時間がかかる
処理である。一方, Rの多くの関数はベクトル演算に対応しており, ベクトルのままの変数を引数とし
てとり, 結果をベクトルで返すことができる。そして, 多くの関数はベクトルに最適化されているため, 
このような処理を行うことにより計算を高速化することが可能である。なお, 2次元に要素を配置した
行列や, 3次元以上に要素を配置した配列も, Rでは結局のところ次元という属性をもったベクトルに
ほかならない。したがって, 個々で述べたことは行列・配列にも一般的に適用できる。
　要素ごとに扱わずベクトル全体として操作することにし, forル プーを避けたプログラムは次のように
書くことができる。
> ptm <- proc.time()
> x <- 1:1000000
> y <- log(x)
> proc.time() - ptm
ここでは, ベクトルxをそのまま関数log（）の引数としてとっており, 100万個の要素それぞれについ
て対数をとった値が, 返り値y（100万個の要素を持つベクトル）に格納されている。これをRで事
項した結果は, 
> proc.time() - ptm
 ユーザシステム経過  
  　0.15    0.03 　  0.19 
と, 実行時間が0.19秒に, 劇的に短縮されたことがわかる。このように, 同じ計算を行うのでも, プロ
グラムの書き方を工夫することによってRにおける数値計算速度を大幅に向上できることがわかる。
3.3	今年度の研究の具体例
　本節では, 前節までに紹介したモンテカルロ法を用いて本年度行った研究の概略のうち, その一
部を紹介する。残念ながら, 研究成果のうち最も主要な部分は, 現在投稿中および執筆中の論文
に含まれるものであるため本稿では詳しく書くことができない。そこで本研究では, (3)-(5)式に示され
ている3種類の効果量を比較したモンテカルロ研究の概略について記す。
　分散分析における効果量について考えることにする。効果量（effect size）とはその名のとおり, 
分析で調べたい要因の効果の大きさを表す統計量である。
　統計分析といえば, 一般のユーザーにとっても最もなじみ深い方法論のひとつに統計的仮説検定
をあげることができるだろう。t検定やカイ二乗検定, 分散分析におけるF検定などが仮説検定の代
表的なものである。仮説検定では, 効果が完全にゼロであるという帰無仮説H0と, 帰無仮説は正し
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くない（効果はゼロではない）という対立仮説H1の2種類の仮説を考える。そして, 仮に帰無仮説
H0が正しいと仮定したもとでの, デ ターの条件のもとでの検定統計量の理論的な分布を導く。そして, 
もし手元のデ ターから実際に計算された検定統計量の実現値が, この理論的な分布において滅
多に生じないほど, 帰無仮説から離れた側に極端な値をとっていたならば, これはそもそも帰無仮説
H0が正しいという前提が間違っていたためであると考え, 帰無仮説を棄却し, 対立仮説H1を採択す
る。一方, 検定統計量がそれほど極端な値をとっていなければ, 帰無仮説H0が正しいという仮説を
捨てるに足る十分な証拠はないと考え, 帰無仮説を保持する。このように, デ ターから検定統計量
の実現値を計算し, その値によって帰無仮説を棄却するか保持するか, 2値的な判断を下すことが
仮説検定の基本的な枠組みである。
　ここで, 実際にどのような検定統計量を計算するのかは, 検定の状況に依存する。たとえば2群
の母平均の差を検討するt検定であればt検定統計量を用いるし, 3群以上の母平均の差を検討す
る分散分析であればF検定統計量を用いる。このように具体的な検定統計量の式は状況によって
異なるが, 一般的に表現すると, 検定統計量は
　　　　　　［検定統計量］＝［効果の大きさ］×［標本の大きさ］　　　　　　　　　　　 (2)
と表すことができる（この表現は南風原（2002）による）。仮説検定は一般に標本サイズが大きく
なると有意になりやすくなるが, それは(2)式のように検定統計量に標本の大きさに依存する項（[標
本の大きさ]）が含まれているためである。標本サイズが大きいと, 検定統計量の値も大きくなり, した
がって帰無仮説が棄却されやすくなる。一方, (2)式の右辺のもう一つの項である[効果の大きさ]の
部分は, 標本サイズに依存しない, 研究で検討したい効果rの大きさを表す。これが効果量である。
効果量を利用することにより, 標本サイズに依存せずに関心のある要因の効果の大きさを検討する
ことができるようになる。
　心理学研究では分散分析が多く用いられるが, 1要因の分散分析における標本効果量としては
次の3つのものがよく知られている(Grissom & Kim, 2004)：
(3)
(4)
(5)
T
T
T E
ω
ɛ
T
T
T E
ω
ɛ
T
T
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ɛ
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ただし,  SSAは要因Aの平方和,  SSTは全体の平方和, dfAは要因Aの自由度, MSAは要因Aの平均
平方,  MSEは誤差の平均平方である。これらはいずれも,  母集団における全分散に占める要因
で説明できる分散の割合として定義される, 真の効果量η2の推定量と考えることができる。
　大久保・岡田 （2012）では, この3種類標本効果量の実際のデ ター分析における挙動をみるた
めに, 1要因被験者間の分散分析モデルを用いてモンテカルロシミュレーションを行った結果を紹介
している。図6は, 効果量の真値をή2＝.012とし, 標本サイズを10から100まで10おきに操作して, 乱
数により生成したデータから標本効果量を計算することを各条件につき10,000回繰り返したとき
の, 3種類の標本効果量の平均値のグラフである。これをみると, ῆ2とℇ̂ 2は標本サイズが小さいと
きに若干過小推定の傾向があるものの比較的真値に近い推定ができている一方で, ῆ2は大幅に
真値を過大推定しており, そのバイアスはとくに標本サイズが小さいときに大きいことがわかる。
実際の心理学研究の論文では多くでῆ2の値が報告されているが, これは記述的指標としての意
義は失われないものの, 効果量の真値を推測するという観点で解釈することは推奨できないこと
がうかがえる。本稿冒頭で述べたとおり, ここで述べた内容についてはさらなる研究を進めており, 
来年度の報告書ではより進んだ報告ができる予定である。
4.		まとめ
　本稿では, まず1節と2節でそれぞれ統計言語・環境であるRと統計量の評価のためのモンテカル
ロ法について概説した。続いて3節において, Rを用いたモンテカルロ研究の実際について紹介し, 
本心理科学研究センター のプロジェクトにおける研究の導入部分を紹介した。Rのもつフリー ・オー
プンソースという特長は非常に魅力的であり, そのユーザー数は今後ますます増えることが想定され
る。また, 近年の計算機能力の向上はめざましく, モンテカルロ法およびそれと関連する手法の活躍
の場もますます拡大することが予想される。本稿がこれらの研究について理解を深めるための何ら
かのきっかけとなれば幸いである。
図6  3種類の効果量についての, 各種標本サイズにおける10,000回の標本効果 
量の平均値（大久保・岡田, 2012, 図3.4を改変）
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