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‡Department of Computational Biological Chemistry, Faculty of Chemistry, University of Vienna, Vienna, AustriaABSTRACT Most proteins perform their function in aqueous solution. The interactions with water determine the stability of
proteins and the desolvation costs of ligand binding or membrane insertion. However, because of experimental restrictions,
absolute solvation free energies of proteins or amino acids are not available. Instead, solvation free energies are estimated
based on side chain analog data. This approach implies that the contributions to free energy differences are additive, and it
has often been employed for estimating folding or binding free energies. However, it is not clear howmuch the additivity assump-
tion affects the reliability of the resulting data. Here, we use molecular dynamics–based free energy simulations to calculate
absolute hydration free energies for 15 N-acetyl-methylamide amino acids with neutral side chains. By comparing our results
with solvation free energies for side chain analogs, we demonstrate that estimates of solvation free energies of full amino acids
based on group-additive methods are systematically too negative and completely overestimate the hydrophobicity of glycine.
The largest deviation of additive protocols using side chain analog data was 6.7 kcal/mol; on average, the deviation was
4 kcal/mol. We briefly discuss a simple way to alleviate the errors incurred by using side chain analog data and point out the
implications of our findings for the field of biophysics and implicit solvent models. To support our results and conclusions, we
calculate relative protein stabilities for selected point mutations, yielding a root-mean-square deviation from experimental results
of 0.8 kcal/mol.INTRODUCTIONWhen facing complex phenomena, scientists are often
forced to rely on approximations. In the context of
biophysics, one of the most widely employed assumptions
is that of additivity, i.e., that the free energy of a molecule
can be estimated from the free energies of its fragments.
Thermodynamic additivity has been referred to as the
‘‘fourth law of thermodynamics’’ by Benson (1). However,
it is difficult to assess the correctness of this assumption—
especially for macromolecules. On the one hand, exact ther-
modynamic data on large compounds such as proteins is
sparse and very difficult to obtain. On the other hand, seem-
ingly additive behavior can be the result of fortuitous error-
compensation, which arises from the interplay of a multitude
of degrees of freedom present in biomolecular systems.
Examples for error compensation include the enthalpy-
entropy compensation in aqueous solution (2) or the error
compensation due to the use of thermodynamic cycles (3).
Because those terms depend on the environment of the
system, the resulting errors are system-dependent. For ex-
ample, the data on the inaccuracy of binding free energy
predictions will not be directly transferable to studies of
the free energy of folding.
One common feature of all biological processes is the
presence of aqueous solvent, which causes the hydrophobic
effect (4). In proteins, water influences a wide spectrum
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0006-3495/13/01/0453/10 $2.00dynamics (8). Furthermore, water is one of the main actors
in ligand binding (9) and for the selectivity of biochemical
interactions (10). From a biophysical point of view, it is,
therefore, essential to take into account the functional role
of the solvent for complex environments, such as biomole-
cules. This means that no prediction of a biological process
can be accurate if the prediction of the contribution of water
is wrong—making the prediction of solute-solvent interac-
tions (e.g., in form of solvation free energies) one of the
most important and general benchmark tests in biomolec-
ular simulation (11).
Unfortunately, solvation free energies suffer from the
same problem as most other energetic studies in biomole-
cules: Until now it has not been possible to measure the
solvation free energy of proteins or even amino acids
experimentally (12). Therefore, estimates of the solvation
free energy have relied on the additivity assumption by
first measuring solvation free energies of small model
compounds considered representative of parts of the system
of interest, followed by adding the contributions of the
model compounds. In particular, full amino acids were
conceptually split into N-methylacetamide, representing
the backbone (13), and so-called side chain analogs, e.g.,
methanol for Ser, etc. (14). These data or rather estimates
of the solvent affinity of individual amino acids are in turn
used to characterize peptides or proteins, again assuming
an essentially additive relationship between individual
contributions.
Side chain analog data is one component in many hydro-
phobicity scales (15). E.g., the still widely used hydropathyhttp://dx.doi.org/10.1016/j.bpj.2012.12.008
454 Ko¨nig et al.index of Kyte and Doolittle (16) was derived from a combi-
nation of water-vapor transfer free energies of side chain
analogs, i.e., essentially the data reported in Wolfenden
et al. (14), and the interior-exterior distribution of amino-
acid side chains determined by Chothia, refined by modifi-
cations based on chemical intuition (16). Small model
compound data such as side chain analog transfer free
energies also form the foundation of fragment-based
methods to estimate partition coefficients log P (17–20) or
solvation free energies (21) of nonionic organic solutes.
To a lesser degree, it also applies to certain solvent-acces-
sible-surface-based implicit solvent models.
However, for free energy differences and entropies, there
is no physical basis for the additivity assumption, and this
has led to some (relatively unheeded) criticism. Several
studies pointed out inconsistencies between various hydro-
phobicity scales (22). Lazaridis et al. (23) demonstrated in
an elegant thought-experiment that the group additivity
approximation breaks down for polar and charged groups.
Avbelj and Baldwin (24) showed that group additivity
does not hold for the peptide group. Della Gatta et al. (25)
reported solvation enthalpies for peptides and dipeptides;
their measurements also provide clear experimental evi-
dence that solvation enthalpies of the peptide groups in
the backbone are not additive. Various aspects of the ener-
getics of protein folding, including an analysis of the failure
of the principle of group additivity for the polar NH and CO
groups, were discussed by Baldwin (26). In 1997, Robertson
and Murphy (27) considered the nonadditivity of energetic
contributions from the various groups that make up polar
and nonpolar surfaces to be the number-one culprit for the
deviation of 57–182% between calculated and experimental
results for the DCp of unfolding. However, concerning the
supposed nonadditivity, they lamented that no straightfor-
ward approach is available yet for evaluating its role.
Group additivity can be viewed as a special case of
context dependence; in this case, the underlying question
becomes how introducing a functional group X (e.g., a
methyl or hydroxyl moiety) changes the free energy of
interest (e.g., the solvation free energy of the full molecule)
as a function of the scaffold to which it is attached. One
theoretical framework to describe such effects would be
the conditional free energies of Ben-Naim and co-workers
(28–30); by a careful analysis of experimental data, they
have been able to tabulate conditional free energy contribu-
tions for several functional groups relevant to protein
stability.
In a review on the subject of additivity, Dill (31) provides
a balanced discussion of the pros and cons of the additivity
principle. He argues pragmatically that while there may be
no theoretical justification, the assumption of additivity is
useful provided it is sufficiently accurate. Concerning appli-
cations to protein folding, he points out that free energy
differences between the folded and unfolded states are typi-
cally <10 kcal/mol. Thus, he suggests one-tenth of thisBiophysical Journal 104(2) 453–462upper bound to be acceptable as error; i.e., the total error re-
sulting from an approach based on the group additivity
assumption should be <1 kcal/mol. For a protein consisting




p ¼ 0:1 kcal/mol, assuming random
errors only. If, however, the errors were systematic, the
maximum allowable error per residue is ~0.01 kcal/mol.
We recently computed relative solvation free energy
differences for several pairs of N-acetyl-methylamide amino
acids, such as Ala / Ser, and compared them with the
corresponding results for side chain analogs, such as
methane/ methanol (32). We found differences between
side chain analog and amino-acid solvation free energy
differences of up to 66% (or, in absolute numbers,
4.9 kcal/mol) for the pair Ala-Ser, and could discern two
sources for this observed nonadditivity:
The first is a steric effect, to which we refer as ‘‘solvent
exclusion.’’ It accounts for the fact that atoms in the interior
of a large molecule do not interact with water and, therefore,
will not contribute to the solvent affinity of the molecule.
Several techniques account for solvent exclusion by scaling
the solvation free energy contribution of an atom or frag-
ment by its solvent accessible surface area (33–39), and
also some implicit solvent models rely on this approxima-
tion (37,38,40–42), often in conjunction with the side chain
analog data by Wolfenden et al. (14).
The second, even larger contribution, referred to as ‘‘self-
solvation’’ (43,44), was identified after ‘solvent exclusion’
was found insufficient for explaining the observed differ-
ences. We showed that, especially in the gas phase, polar
side chains stabilize themselves by interacting with the
backbone, thus considerably reducing the desolvation
penalty compared to what one would expect from side chain
analog data. In related work, Chang et al. (45) published
a comparison of hydration free energies of zwitterionic
and nonzwitterionic amino acids, as well as their corre-
sponding side chain analogs. Because the self-solvation
effect was not very pronounced for the two selected
systems, their results correlated reasonably well with the
side chain analog data.
In this study, we assessed the errors that arise due to the
additivity hypothesis for absolute solvation free energies
of N-acetyl-methylamide amino acids. The data provide
a missing link between earlier computational work (32,45)
and experiment (14). By having available absolute solvation
free energy differences, a much more direct comparison to
the experimental data is possible. In contrast to the pure
amino acids used by Chang et al. (45), the blocking groups
add peptide bonds to the two ends of the amino acid, thus
resolving two problems: While the zwitterionic amino acids
of Chang et al. (45) are representative for the situation found
in solution, one is rather unlikely to encounter the zwitter-
ionic form in the gas phase; the opposite is true for neutral
amino acids, which reflect the most likely state in the gas
phase, but not in solution.
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include effects of tertiary structure. Because nonbonded
interactions in tertiary structure contacts are likely to
increase the errors of the additivity hypothesis, our results
thus represent the best-case scenario for an additivity-based
approach that is applied to proteins. On the other hand, the
presence of the blocking groups makes the solutes resemble
peptides, with the core of a peptide backbone present. Thus,
the simulation results can account for possible interactions
between the side chain and its backbone, i.e., self-solvation.
Such interactions represent the major contribution to the
error on the level of the primary structure. In addition,
the quasi-peptide bond makes it possible to study the effect
of the secondary structure on peptide solvation. Because
group-based additive approaches do not account for
changes of the structure, any dependencies of the solvation
free energy on the secondary structure will directly add
to the error due to the additivity hypothesis. Comparing
the computational results of this work to the side chain
analog data by Wolfenden et al. (14), we focus on two
questions:
1. What is the magnitude of potential errors when applying
additivity principles to the computation of solvation free
energies of amino acids by relying on side chain analog
data?
2. Are the associated errors systematic or random?
The remainder of this article is organized as follows:
Details of the model systems and simulations are summa-
rized. We then present the results for the absolute solvation
free energies of blocked amino acids and compare them
with the results of the corresponding side chain analogs.
To lend support to our data, we calculate the effect of solva-
tion on unfolding free energies of selected point mutations.
We conclude with a short discussion of our findings and
their biological relevance. A comparison of our explicit
solvent results with several implicit solvent models is shown
in the Supporting Material.TABLE 1 Overview of the simulation protocols
Type of mutation No. of la ns/lb Total time (ns) Methodc
DAH2Oaa/unch$aa 3 10 30 NBB
DAH2Ounch$aa/PG 5–7 10 50–70 BAR
DAgasaa/unch$aa 3 84 252 TI
DAgasunch$aa/PG 21 4 84 TI
DAproteinaa/PG 11 5 55 TI
DAH2OPG;unch 3 10 30 BAR
DAH2OPG;vdw 9 10 90 BAR
DAgasPG 21 4 84 BAR
aNumber of l-states, including the end points l ¼ 0 and l ¼ 1.
bSimulation time per l-state.
cFree energy method employed for the mutation: NBB, non-Boltzmann
Bennett (61); BAR, Bennett’s acceptance ratio method (53); TI, thermody-
namic integration (54).METHODS
We calculated the solvation free energies of all canonical neutral N-acetyl-
X-methylamide amino acids (X ¼ Ala, Val, Leu, Ile, Ser, Thr, Cys, Met,
Asn, Gln, His, Phe, Tyr, Trp). We did not attempt analogous simulations
for the charged amino acids (Arg, Asp, Lys, Glu) because they require
complex corrections for the finite-range treatment of electrostatic interac-
tions (46,47). We also omitted the amino-acid Proline because there is no
corresponding side chain analog. However, the two tautomeric states of
neutral histidine were considered (referred to as Hid and Hie, with the
proton attached to the d- and e-nitrogens, respectively). To save computa-
tional costs, we began by calculating relative solvation free energy differ-
ences of all amino acids with respect to an intermediate state, which we
denote as pseudo-glycine (PG). It resembles Gly, except for the atom
type of the Ca carbon. (Note that atom type CT1 instead of CT2 was
used for the Ca carbon. This has small effects on Lennard-Jones interac-
tions, the cross-term map potential, and dihedral terms involving the Ca
carbon. The partial atomic charges were those of glycine.) We then calcu-lated the absolute solvation free energy of PG. Thus, the absolute solvation
free energy of each amino acid is the sum of one absolute and one relative
solvation free energy difference, i.e.,
DAsolvaa ¼ DAsolvPG þ DDAsolvPG/aa: (1)
Each relative solvation free energy difference was calculated with the
familiar thermodynamic cycle (48) involving the alchemical mutation of
the amino acid under consideration to PG in the gas phase and in aqueous
solution. Because electrostatic and Lennard-Jones interactions were modi-
fied separately, the calculation of DDAsolvPG/aa consisted of four steps:
Step 1. The charges of the side chain were turned off in explicit solvent
(DAH2Oaa/unch$aa).
Step 2. The uncharged side chain was mutated to PG (DAH2Ounch$aa/PG).
Steps 3. and 4. The analogous steps were carried out in the gas phase
(DAgasaa/unch$aa and DA
gas
unch$aa/PG). Thus, each relative solvation free
energy was calculated according to
DDAsolvPG/aa ¼  DAH2Oaa/unch$aa  DAH2Ounch$aa/PG
þ DAgasaa/unch$aa þ DAgasunch$aa/PG:
(2)
Then the absolute solvation free energy of PG was computed in three addi-
tional steps:
Step 5. The partial charges of PG in solution were turned off (DAH2OPG;unch).
Step 6. The Lennard-Jones interactions between PG andwater (DAH2OPG;vdw)
were switched off.
Step 7. Because of the technical realization of alchemical mutations in
CHARMM (49,50), Steps 5 and 6 also remove all intrasolute
nonbonded interactions; this loss of interactions was accounted for
by a gas-phase correction (DAgasPG), restoring all intrasolute nonbonded
interactions. Thus, the absolute solvation free energy of PG is
given by
DAsolvPG ¼ DAH2OPG;unch  DAH2OPG;vdw þ DAgasPG : (3)
All free energy calculations were conducted with CHARMM (49,50),
using the CHARMM27 force field that includes the backbone cross-term
map correction (51,52). Most free energy differences were computed
with Bennett’s acceptance ratio method (53). Some of the gas phase correc-
tions, DAgasunch$aa/PG and DA
gas
PG, were computed by thermodynamic integra-
tion (54). Table 1 provides an overview of all simulations carried out. In
particular, we list the respective number of l-states (second column), simu-
lation times per l-state (third column), the total simulation length forBiophysical Journal 104(2) 453–462
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(fifth column). Each free energy difference was computed independently
four times by starting the simulations with different initial random veloci-
ties. The standard deviations of the four values for each free energy differ-
ence of interest were combined by Gaussian error propagation; the
statistical error estimate obtained in this manner is reported in the rightmost
column of Table 2.
Gas-phase free energy differences were calculated using Langevin
dynamics simulations with a friction coefficient of 5 ps1 on all atoms.
Random forces were applied according to the target temperature of 300 K,
and hydrogen masses were set to 10 atomic mass units (amu) to justify
a time step of 2 fs. For analysis, trajectories were written every 100 steps.
In all solvent simulations, 862 TIP3P water molecules (55,56) were
present. The simulation box was a truncated octahedron. The side length
L of the cube from which the octahedron was generated was L ¼
37.25 A˚, which was the average box size over all selected amino acids
(the optimal box size of each amino acid was determined from 1-ns constant
pressure simulations). For the determination of DAH2OPG;vdw, we used constant
pressure simulations. Integration of the equations of motion was carried out
with the velocity-Verlet algorithm as implemented in the TPCNTRL
module of CHARMM (57); the time step was 2 fs. The temperature was
maintained at ~300 K using separate Nose´-Hoover thermostats (58) for
solute and solvent. SHAKE (59) was used to keep the water geometry rigid.
Lennard-Jones interactions were switched off between 10 and 12 A˚, while
electrostatic interactions were computed with the particle-mesh Ewald
method (60). Coordinates obtained after 1 ns of equilibration served as
the starting configuration for the free energy simulation. In addition, each
system was equilibrated for 100 ps at every l-value.
To overcome slow sampling of side chain rotamers when computing
DAH2Oaa/unch$aa and DA
gas
aa/unch aa, we lowered the energy barriers of the side
chain torsional angles c1 and c2 by deleting the corresponding dihedral
angle terms. To obtain correct free energies the data were reweighted
with the non-Boltzmann Bennett method (61) according to the value of
the dihedral potential.
To test the accuracy of the solvation free energies, we conducted free
energy simulations of point mutations in three different proteins: A130STABLE 2 Solvation free energies of blocked amino acids
(in kcal/mol) and the contributions from gas phase and solution






Ala 14.0 11.1 2.9 12.0 0.1
Asn 65.7 63.1 2.6 17.5 0.3
Cys 14.9 13.1 1.8 13.1 0.2
Gln 43.5 40.5 3.0 17.9 0.1
Gly 0.8 0.4 0.4 14.5 0.1
Hid 8.2 2.0 6.2 21.1 0.2
Hie 23.0 19.6 3.3 18.2 0.2
Ile 21.1 17.1 4.0 10.9 0.5
Leu 2.4 1.2 3.6 11.3 0.6
Met 12.7 10.3 2.4 12.5 0.2
Phe 21.4 18.8 2.6 12.3 0.4
Ser 18.5 18.4 0.1 14.8 0.3
Thr 2.7 4.0 1.3 13.6 0.5
Trp 21.0 21.3 0.3 15.2 0.2
Tyr 4.2 6.2 2.0 16.9 0.1
Val 15.2 11.8 3.3 11.6 0.2
aRelative free energies to pseudo-glycine (PG) in aqueous solution
ðDAH2OPG/aa ¼ DAH2Oaa/unch$aa  DAH2Ounch$aa/PGÞ.
bRelative free energies to PG in gas phase ðDAgasPG/aa ¼ DAgasaa/unch$aa
DAgasunch$aa/PGÞ.
cRelative solvation free energies to PG (DAsolvPG ¼ 14.9 kcal/mol).
dAbsolute solvation free energies.
eStandard deviations of DAsolvaa .
Biophysical Journal 104(2) 453–462of T4 lysozyme (PDB:118L), A104C of rat intestinal fatty acid-binding
protein (PDB:1IFC), and F22Y of bovine pancreatic phospholipase A2
(PDB:1UNE). The initial structures were prepared with CHARMM-GUI
(62), adding a solvation shell of 13 A˚ and KCl to achieve a 150 mM solu-
tion. The simulation boxes were truncated octahedra, with L ¼ 81:725,
71.8535, and 74.906 A˚, respectively. Coordinates obtained after 1 ns of
equilibration at constant pressure served as the starting configuration for
the free energy simulations. The proteins were simulated with the same
energy settings as the amino acids. For each mutation, the free energy
difference to PG was computed using 11 l-steps (changing electrostatic
and Lennard-Jones interactions simultaneously), leading to DAproteinaa/PG. To
avoid double-counting the changes of interactions within the amino acid,
the gas-phase correction terms have to be incorporated to form
DDAproteinPG/aa ¼ DAgasaa/unch:aa þ DAgasunch:aa/PG  DAproteinaa/PG; (4)
which can be regarded as a protein solvation free energy difference (i.e.,
treating the protein as a solvent). This step allows the direct comparison
with solvation free energies and, ultimately, the calculation of protein
stabilities in combination with the solvation free energies of amino acids.
The free energy difference associated with a point mutation that turns
amino acid X into Y is given by
DDAmutprotein ¼ DDAproteinPG/Y  DDAproteinPG/X: (5)
RESULTS AND DISCUSSION
Accuracy of calculated free energy differences
The absolute solvation free energy differences for 15
blocked amino acids (Gly, Ala, Val, Leu, Ile, Ser, Thr,
Cys, Met, Asn, Gln, Phe, Tyr, Trp, and the two uncharged
His tautomers Hid and Hie; see Methods), using the
CHARMM27 (51,52) force field, are reported in Table 2.
Because no experimental data are available, it is important
to obtain a good understanding of the size of the error that
may be present in our results. Calculations of the solvation
free energies of side chain analogs and other small com-
pounds often serve as a gauge for the accuracy of force fields
(46,63–67); hence, extensive data is available on the
error margins of such free energy simulations. Shirts et al.
(46) obtained a root-mean-square deviation (RMSD) of
1.3 kcal/mol for all uncharged amino-acid side chain
analogs using the CHARMM force field. They also em-
ployed the AMBER and OPLS-AA force fields, with very
similar agreement to experiment. In a blind test for 17 small
molecules, various methods to compute free energy differ-
ences yielded RMS errors between 1.3 and 1.7 kcal/mol
(12). In the largest such study reported to date (hydration
free energies of 504 neutral small organic molecules), the
RMS error over the whole set was 1.3 kcal/mol (67). It
seems justified to assume that our error margins will be
comparable to the deviations found in these studies.
We did not recalculate the solvation free energy differ-
ences for the side chain analogs because extremely precise
data are available in the work by Shirts et al. (46). Relative
free energy differences between pairs of side chain analogs
were reported in our earlier study (32) and agreed extremely
Absolute Hydration Free Energies of Blocked Amino Acids 457well with values calculated from Shirts et al. (46). In
addition, absolute solvation free energy differences for
ethane, methanol, and 3-methyl-indole were computed and
found to agree within50.3 kcal/mole with the data reported
in Shirts et al. (46) (and C. Rauer and S. Boresch, unpub-
lished). Similarly, relative solvation free energy differences
between pairs of blocked amino acids reported earlier (32)
agree quite well with the data we present here.Comparison to data for side chain analogs
In Fig. 1, we compare the solvation free energy results for
N-acetyl-methylamide amino acids (þ) from our study
with the results for the side chain analog results () by
Shirts et al. (46) obtained with the CHARMM force field.
The computational results (ordinate) are plotted against
the experimental data by Wolfenden et al. (14) (abscissa).
Because the aim of this study is the assessment of the addi-
tivity hypothesis for side chain analog solvation free ener-
gies, we show all results relative to the respective Gly
reference state, i.e., a blocked Gly for the blocked amino
acids and H2 in the case of side chain analogs. The one-letter
codes of the amino acids locate their horizontal position in
the plot.
We also include regression lines for the two data sets. If
solvation free energies were truly additive, the two lines
should be identical and, in an ideal setting, form a perfect
diagonal; i.e., for a regression line y ¼ kx þ d, we should


















































FIGURE 1 Comparison of blocked amino-acid solvation free energies
with their corresponding side chain analog data (kcal/mol). (Amino acids)
Results for the blocked amino acids reported in Table 2 relative to Glycine.
(Side chain analogs) Side chain analog results of Shirts et al. (46) relative
to the side chain analog of Glycine (H2). The approximate horizontal posi-
tion of each amino acid is indicated by its one-letter code. The computa-
tional results relative to Gly (DAamino acids  DAGly) or its side chain
analog H2 (DA
Shirts
side chain analogs  DAH2 ; y axis) are plotted against the exper-
imental solvation free energy differences of the side chain analogs reported
by Wolfenden et al. (14), also relative to H2 (DA
Wolfenden
side chain analogs  DAH2 ;
x axis). If the contributions of side chain and backbone to the solvation
free energy were purely additive, both lines should be identical.as can be seen in Fig. 1, both the slopes and the axis inter-
cepts of the two regression lines deviate from these ideal
values. The slope closest to 1.0 was found for the side chain
analogs (k ¼ 0.95), whereas the slope of the blocked amino
acids is only k ¼ 0.62. Because the abscissa denotes exper-
imental solvation free energies for the side chain analogs
while the ordinate shows computational results, the small
deviation of 0.05 of the slope of the side chain analog
data from unity can be attributed to imperfections of the
force field. Such deviations can be expected for all regres-
sion lines, so this value gives us an idea of the acceptable
incongruities between the slopes; i.e., if the slopes of the
two regression lines differ by[0.05, then they are unlikely
to be caused by errors of the force field.
The slopes in Fig. 1 are a measure of how adding a func-
tional group (e.g., a hydroxyl group) to a molecule changes
the solvation free energy of the resulting compound. If the
slope is steep, adding the functional group to the molecule
will change the solvation free energy drastically. On the
other hand, if the slope were completely flat, the solvent
affinity of the molecule would not be affected by the addi-
tion of the functional group. The different slopes in Fig. 1
clearly demonstrate that the solvation free energy differ-
ence associated with the addition of a functional group
depends on the scaffold to which it is attached. For
example, adding a hydroxyl group to methane (the side-
chain analog of alanine) changes the solvation free energy
by 7.0 kcal/mol. However, for a blocked alanine, the change
in solvation free energy from adding a hydroxyl group is
only 2.8 kcal/mol. This reduction of the relative solvation
free energy differences corresponds exactly to what one
would expect if interactions between side chain and back-
bone weaken the solvent affinity of the hydroxyl group.
The solvation free energy results presented here are in
perfect agreement with the findings and analysis of rela-
tive mutations between amino acids in a previous publica-
tion (32).
Another interesting aspect in Fig. 1 are the different axis
intercepts of the regression lines. These can be explained by
the relative ranking of Gly in the respective list of solvation
free energies. Because the solvation free energy difference
of Gly, or its side chain analog H2, was subtracted from
all data points in the plot, this has a tremendous effect on
the origin of the regression line. Though the relative
ordering of most amino acids is changed only by one rank
when comparing side chain analogs and blocked amino
acids, the position of Gly differs dramatically: In our results
for the blocked amino acid, Gly is more hydrophilic than 8
out of 15 amino acids. However, according to the side chain
analog data, the analog of Gly (H2) is the most hydrophobic
compound. Although the relative insolubility of such a vola-
tile gas in water stands to reason, inferring the same for Gly
is rather counterintuitive. The relative ranking of Gly
already highlights how treacherous the employment of addi-
tivity principles may be.Biophysical Journal 104(2) 453–462
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side chain analogs by Wolfenden with the blocked amino-
acid data (including glycine), a correlation coefficient R2
of 0.82 is found. This indicates that, to a certain extent,
amino-acid solvation free energies can be estimated from
side chain analog data. A linear least-square fit of the two
data sets leads to
DAsolvaa z0:49 DA
solv
sc  12:73; (6)
where DAsolvsc is the side chain analog solvation free energy
in kcal/mol. Compared to the calculated DAsolvaa in Table 2,
the above equation yields an RMSD of 1.0 kcal/mol, which
is a significant improvement over the RMSD of 6.4 kcal/mol
seen in Fig. 1. For many applications of side chain analog
data, the scaling factor of 0.49 might be used to crudely
account for the interactions between side chain and back-
bone. However, this correction is only admissible for rela-
tive comparisons of amino acids (i.e., DDAsolv) and if the
effects from secondary and tertiary structure are assumed
to be small (or to cancel out). To a certain extent, the correc-
tion might also be used to scale the parameters of implicit
solvent models that were derived from side chain analog
data. However, the resulting parameters would have to be
tested very carefully, because using this correction implies
that all atom types contribute equally to nonadditivity.The different levels of context dependence in
proteins
At this point it is instructive to look at some numerical
examples of the nonadditivity found in our calculations. In
amino acids, the context-dependence can be considered at
three different levels.
For the first level, we compare the effect of adding a
chemical group (e.g., CH3) to the side chain. Table 3 lists
the change of solvation free energy associated with adding
methyl, hydroxyl and thiol groups to amino acids (third
column) and their corresponding side chain analogs
(last column). When adding an apolar methyl group, the
DDAsolvaa ranges from 0.7 to 2.5 kcal/mol for the amino acids,
while the side chain analog results range between 0.5 and
0.2 kcal/mol. This highlights that adding methyl groupsTABLE 3 Solvation free energy change associated with




þCH3 Gly/Ala þ2.5 0.5
Ser/Thr þ1.2 þ0.2
Val/Ile þ0.7 þ0.2
þOH Ala/Ser 2.8 7.0
Val/Thr 2.0 6.9
Phe/Tyr 4.6 5.4
þSH Ala/Cys 1.1 3.2
aSolvation free energy change based on blocked amino-acid data.
bSolvation free energy change based on side chain analog data.
Biophysical Journal 104(2) 453–462to amino acids has a considerably more hydrophobic effect
than expected from side chain analog data. The increased
hydrophobicity can be explained in terms of solvent exclu-
sion, i.e., the additional methyl groups prevent water from
interacting with the hydrophilic backbone atoms. Thus the
favorable contribution of the backbone to the solvation free
energy is partially lost. Our data shows that the naive use
of unscaled side chain analog data can lead to RMSDs of
1.2 kcal/mol for the treatment of methyl groups. When
adding the polar hydroxyl and thiol groups to the side chain,
the RMSD becomes higher, reaching 1.7 kcal/mol. As shown
in our previous study (32), solvent exclusion also plays a role
when adding polar groups to the side chain, but the main
contribution to nonadditivity originates from the self-solva-
tion effect. Both hydroxyl and thiol groups are able to form
hydrogen bonds with their own backbone. If such an intrare-
sidue hydrogen bond is established, the favorable interaction
energy with the solvent is lost, leading to increased hydro-
phobicity of the residue.
The second level of context dependence in amino acids
happens when attaching the side chain to the backbone.
We use a naive fragment-based approach and estimate
DDAsolvaa from the computed solvent affinity of Gly plus
the experimental solvation free energy of the respective
side chain analog. As already found in previous studies
(32,45), the nonadditivity is strongest for polar amino acids.
We will exemplify this with the most extreme case encoun-
tered in our work, Asn. The side chain analog of Asn is
acetamide. Thus, by adding the solvation free energy of
acetamide (9.7 kcal/mol (14)) to the solvation free energy
of Gly (14.5 kcal/mol, this work), we obtain an estimated
solvation free energy for Asn of 24.2 kcal/mol. This value
overestimates the Asn result obtained in our study
(17.5 kcal/mol) by almost 6.7 kcal/mol (or ~38%). For
example, errors for Ser or Thr are not much smaller; they
are 4.7 kcal/mol and 5.8 kcal/mol, respectively. The RMS
error of such a naive fragment-based method over all amino
acids, excluding Gly and using our Hid result for His, is
~4 kcal/mol. In addition, solvation free energies are always
overestimated by the fragment-based approach, suggesting
that the error is systematic.
The third level of context dependence involves the
primary and secondary structure of a protein, i.e., the influ-
ence of the neighboring amino acids in the polypeptide
chain. This level was studied by Staritzbichler et al. (68)
by calculating solvation free energies of short peptides of
varying length. Their results show that, up to a length of
four residues, the contributions to the solvation free energy
of each amino acid are almost independent, because there
are no interactions between the backbone peptide bonds.
As soon as the peptides are long enough to form secondary
structures, the nonadditivity becomes more pronounced,
leading to a significant reduction of the solvation free
energy (~50% for non-alanine). This effect can be explained
in terms of the self-solvation and solvent exclusion of the
Absolute Hydration Free Energies of Blocked Amino Acids 459backbone, and, theoretically, could be accounted for by
tabulating solvation free energies for different combinations
of secondary structures. On the level of tertiary structure,
however, any hydrogen bond or salt bridge between side
chains that are in close proximity to each other is going to
decrease the solvation free energy of the protein. Such inter-
actions cannot be accounted for a priori and, therefore, have
to be calculated explicitly.TABLE 4 Comparison of relative denaturation free energy
predictions based on relative solvation free energy differences
of blocked amino acids and side chain analogs with







Val-Thr — 2.0 6.9 2.0 5 1.2e
Quasi-isosteric
Ala-Ser 0.85 0.6 2.0 6.2 1.0 5 0.9f
Ala-Cys 3.55 0.4 2.4 0.3 2.5 5 0.5g
Phe-Tyr 4.95 1.1 0.3 0.5 1.55 n/ah
RMSDi 0.8 4.5
aFree energy difference of point mutation in protein (see Eq. 5).
bPredicted change of protein stability based on the difference of absolute
solvation free energies DAsolvaa of blocked amino acids from Table 2
(see Eq. 7).
cPredicted change of protein stability based on the difference of absolute
solvation free energies of side chain analogs from Wolfenden et al. (14)
(see Eq. 7).
dExperimental difference of free energies of denaturation for point
mutations.
eAverage of all six DDGdenatprotein from Ferna´ndez-Escamilla et al. (71).
fMutant A130S, from Blaber et al. (72).
gMutant A104C, from Jiang and Frieden (73).
hMutant F22Y, from Dupureur et al. (74).
iRMSD of the predicted DDAdenatX from experimental denaturation free
energies DDGdenatprotein.Comparison to protein denaturation free energies
Based on the discussion in the previous section, it might
appear that additivity principles are of limited usefulness
for applications in protein science. However, a notable
exception is the unfolded state of proteins. By definition,
the unfolded state does not contain stable secondary
or tertiary structure components. Therefore, precomputed
libraries of free energy differences of point mutations can
be used to predict protein stability changes with relatively
high accuracy (69). Blocked amino acids represent the
simplest model for a particular amino acid in the unfolded
state (70). In the unfolded state, the major interaction
partner of each amino acid is water. The solvation free
energy of the amino acid thus reflects its stability in the
unfolded state. It is, therefore, possible to check relative
solvation free energy results by linking them to the effect
of point mutations on protein denaturation.
Starting from the assumption that the solvation free
energy difference associated with a point mutation reflects
the free energy difference in the unfolded state (i.e.,
DDAsolvAAzDDA
unfolded
AA ), the relative free energy of denatur-
ation associated with the point mutation is given by
DDAdenatprotein ¼ DDAsolv  DDAmutprotein; (7)
where DDAmutprotein is the free energy change associated with
the mutation in the folded protein.
Under certain conditions,DDAmutprotein is zero and, therefore,
the relative free energy of denaturation directly corresponds
to the solvation free energy difference. This is the case if:
1. Both amino acids involved in the point mutation are
solvent-exposed in the unfolded state and completely
buried in a hydrophobic environment in the folded state.
In an ideal setting, this would remove all solvent-solute
interactions during the folding process. Thus, the
denaturation free energy difference between the two
endpoints would fully incorporate the solvation free
energy difference of both amino acids.
2. Hydrogen bonds or salt bridges in the protein structure
would introduce additional contributions to the protein
stability. Therefore, the environment in the protein
should be completely hydrophobic. This is often the
case if, in the wild-type, the position in the protein was
occupied by a buried hydrophobic amino acid. We will,therefore, only consider mutations that start from a buried
hydrophobic amino acid.
3. The two amino acids involved in the mutation have to be
isosteric, so that the apolar interactions with the environ-
ment are approximately equal and, therefore, their
contribution will cancel out in the calculation of the rela-
tive denaturation free energy.
All of these conditions are met for the Val/Thr mutations
in Ferna´ndez-Escamilla et al. (71) (the mutation sites are
buried in a hydrophobic pocket and the RMSD between
the mutated proteins is merely 0.28 A˚). We will then assume
that DDAmutprotein for this case is approximately zero. For cases
where the above conditions are not met, DDAmutprotein has to be
calculated explicitly. As a proof of concept, we have calcu-
lated DDAmutprotein for mutations of Ala/Ser, Ala/Cys, and
Phe/Tyr in three different proteins. Table 4 lists the results
of DDAmutprotein (first column) and the corresponding predic-
tions of protein stability based on blocked amino-acid data
(DDAdenatAA , second column) and side chain analog data
(DDAdenatSC , third column). The experimental relative free
energies of denaturation (DDGdenatprotein, last column) (71–74)
were selected from the ProTherm database (75). A negative
sign of DDGdenatprotein indicates that the protein is destabilized
by the mutation.
The comparison shows that side chain analog data is not
able to explain the contribution of solvation to protein
stability. In all cases, DDGdenatprotein is significantly smaller
than one would expect from side chain analog data, indi-
cating that the expected deviations from additive behaviorBiophysical Journal 104(2) 453–462
460 Ko¨nig et al.will probably be even higher in full proteins than for the
solvation free energies of amino acids. This is reflected by
the high RMSD of 4.5 kcal/mol from DDGdenatprotein (presented
in Table 4’s last row).
The RMSD of 0.8 kcal/mol for the blocked amino-acid
results, on the other hand, corresponds to the usual error
range of free energy calculations for small molecules
(46,65–67,76,77) and also agrees with the reported accuracy
of computational predictions of protein stabilities conducted
by Seeliger and de Groot (69). The denaturation free energy
differences provide clear evidence that the reported nonad-
ditivity does also occur in proteins.FURTHER DISCUSSION
The data presented here are in accord with several studies
that have criticized the usefulness of side chain analog
data and related experimental hydrophobicity scales over
the years. As early as 1981, Yunger and Cramer (43) sug-
gested self-solvation as an important effect to consider
when studying full amino acids instead of side chain
analogs. The analysis presented in Ko¨nig and Boresch
(32) clearly supports the interpretation of their results. The
concept of self-solvation was pursued further by Roseman
(44), who concluded in 1988 that absolute hydropathy scales
must be determined experimentally from studies with
peptides and polypeptides, rather than from studies with
free amino acids and side chain analogs.
Our results show directly the magnitude of error incurred
by the group additivity assumption. Given that the result-
ing error for blocked amino acids already ranges up to
6.7 kcal/mol, it is difficult to see how to meet Dill’s criterion
(31), i.e., an error of 1 kcal/mol or less for a full protein with
additivity-based methods. In addition, because the hydro-
philicity (especially of polar amino acids) is uniformly over-
estimated by the side chain analog data, the error is clearly
biased (i.e., systematic). To return to our example of a hypo-
thetical 100 amino-acid protein, this would mean an average
error of 400 kcal/mol (not considering the errors of the
secondary structure or tertiary structure contacts, which
cannot be accounted for in a group-additive model). Such
errors are clearly unacceptable. In all fairness it should
also be noted that Dill’s criterion indicates that the accuracy
of force fields will have to improve as well, given RMSDs
of ~1–2 kcal/mol between computed and measured solva-
tion free energy differences of small molecules (46,65–
67,76,77). However, modern force fields are well able to
account for the effects of secondary and tertiary structure.
In addition, their errors are, overall, mostly random,
meaning that their application to our hypothetical protein
would incur an error of ~10–20 kcal/mol only (which is
~20 better than with the group additivity-based approach).
Thus free energy calculations based on molecular-dynamics
simulations find themselves in a more auspicious initial
position for future developments.Biophysical Journal 104(2) 453–462CONCLUSIONS
Based on the computed solvation free energy differences for
15 blocked amino acids, we find no justification for the
assumption that the solvent affinity of amino acids can be
described by adding individual contributions from backbone
and side chain. Clearly, group additive models are not
capable of capturing the complex interactions of amino
acids in peptides and proteins with water on the one hand
and neighboring residues on the other. Thus, they will also
be inadequate for the description of more complex processes
such as protein folding or ligand binding. This finding is
further highlighted by the results of our protein stability
calculations, which clearly demonstrate the superiority
of the reported solvation free energies over side chain
analog data.
To borrow an analogy from Wittgenstein (78), group-
additivity-based methods should be regarded to be like
a ladder that must be thrown away after one has climbed
it. They have been useful in the past to understand the basic
characteristics of biomolecules, but now have outlived their
time. The correction factor for side chain analog data given
in Eq. 6 can only be considered a very rough estimate for the
backbone side chain interactions, and it does not account for
effects of secondary or tertiary structure. Instead, given the
availability of modern computer resources, more sophisti-
cated methods should be applied. In the context of solvation
free energies, the use of free energy simulations with
explicit or generalized Born-based implicit solvent models
(79,80) should be considered when dealing with structured
biomolecules. To illustrate the quality of contemporary
implicit solvent models, we include a comparison of our
explicit solvent results with solvation free energies from
three implicit solvent models in Table S2 of the Supporting
Material.
We hope that our results will encourage experimentalists
to develop new ways to determine solvation free energies of
large molecules. Highly precise solvation free energies of
amino acids and peptides not only might serve to validate
our data, but may also be invaluable for the refinement of
simulation methods and the theoretical understanding of
the solvation contributions to all biomolecular processes.SUPPORTING MATERIAL
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