Introduction
Yarn quality is usually evaluated through measuring the coefficients of variation (CV) of the yarn mass. In general, this CV value is seen as the main parameter to determine the quality of fabric. In fact, yarn with the same CV value may have different evenness in fabric [1] . This is due to the reality that the traditional method of detecting the CV value essentially measures the fiber content in the yarn rather than the yarn surface appearance [2] , while in fact the appearance effect of woven fabric is reflected by the surface appearance of yarn. Therefore, in order to predict the woven fabric appearance in advance according to the yarn's quality, it is necessary to simulate the fabric based on the yarn's appearance. In textile factory, this prediction is carried out through test weaving. Nevertheless, the process of test weaving has disadvantages of exhausting procedure and lower efficiency [3] . And the weaving parameters cannot be modified.
Digital woven fabric (DWF), which is simulated from yarn sequence images, is used to display the yarn evenness in fabric and the quality of cloth cover. The application of DWF can replace the processing of test weaving and predict the effect of woven fabric appearance ahead, because simulating the fabric surface appearance that reflects the visual properties of yarn is important when making a final decision so as to arrive at the desired fabrics. The yarn appearance and fabric texture can also be showed clearly in the DWF. The design efficiency can be improved greatly with the DWF. It can bring huge economic benefits for the textile industry.
A number of studies have been carried out to simulate woven fabrics. These studies can be broadly classified into two categories: three-dimensional (3D) simulation and twodimensional (2D) simulation. 3D fabric simulation is mainly used to display the geometry attribute and structure of fabric. It was usually obtained by creating 3D fabric models, such as the fiber inclination model for 3D angle interlock weaves, the texture model for 3D electronic imaging, cross-sectional shape and centerline curve model for 3D yarn shape, B-splines model for 2/2 twill woven fabric, and internal geometry model for 3D woven fabrics [4] [5] [6] [7] [8] [9] [10] . However, the abovementioned 3D fabric simulations were generally based on some mathematical models from given or measured yarn parameters by some algorithms rather than from the actual yarn images. The 3D fabric simulations placed the emphasis on the spatial structure of yarn in the fabric rather than the evenness of the actual yarn. They also did not take the illumination factors into account.
2D simulation is mainly used to display stereoscopic effect on a plane through some computer simulation methods. The yarn evenness and cloth cover situation after yarn made into fabric can be observed clearly in 2D simulation. At present, many of computer software programs and studies have been developed to simulate 2D weave fabrics. To mention a few, there were software programs from Fashion Studio, Nedgraphics, Pointcarré, and Wonder Weaves Systems that provided fabric simulations from yarn images [11] . Uster Zellweger, Zweigle, and Loepfe, on the other hand, provided fabric simulation software to examine probable fabric faults resulting from defective yarns to evaluate fabric quality [12] . There were also many researches exist [13] [14] [15] [16] [17] [18] [19] [20] [21] to simulate the 2D fabric. However, all these researches and software did not consider the actual yarn appearance. The yarn images used in the abovementioned fabric simulations were generally based on artificially constructed yarn images from given or measured yarn parameters by some mathematical algorithms rather than based on the reality yarn. In order to reflect more realistic effects of yarn structure in fabric appearance, Özdemir and Başer [11] [12] 22 ] simulated woven fabrics using digital images of moving yarns. This technique would produce a more realistic simulation of fabric appearance. Ozkaya et al. [23] created a simple single jersey knitted fabric based on the measured total yarn hairiness and the hairiness distribution data from a CCD line-scan system. They gave a more realistic simulated fabric appearance. However, although the abovementioned studies simulated the fabric based on the actual yarn image, the simulation methods did not consider the illumination factors and the white color yarn, or the true structure of the yarn in a fabric.
To overcome the abovementioned shortcomings, a series of sequence yarn images, which are captured by an area-scan CCD camera continuously, are applied to simulate the DWFs automatically. The mathematical models, which consist of woven structure model, light intensity curve model and Boole Matrix model, are first constructed for single plain, 2/2 matt, and 1/3 twill weaves. Then the yarn sequence images are preprocessed and stitched by image processing methods. Subsequently, the yarn core images, which are binary images without yarn hairiness, are resized based on the constructed woven structure model and the length of interlacing points. Then the resized binary images are filled with lightness texture based on the light intensity curve model. Finally, the Boole Matrix model is used to control the weave pattern to alter the up-down location of weft and warp interlacing points.
Mathematical model

Woven Structure Model
(i) Transforming circular yarn cross section to elliptical cross section. The yarn in sequence image was considered as the projection of a cylindrical surface on a plane perpendicular to the direction of viewing and parallel to yarn axis, and the yarn in fabric was considered as the projection of an elliptic cylinder surface [11] [12] . In this article, the top view of fabric's structure, which is seen as its projection on the fabric plane, is the DWF to be simulated. Therefore, the cross sections of yarn in sequence images should be transformed first to the fabric's cross sections according to the principle of circumference equal for the fabric simulation. The cross sections of yarn in sequence image and fabric, which are supposed as circular and ellipse, are shown in Figure 1 (a) and (b), respectively. In the figure, d 1 and d 2 represent the yarn diameter value in sequence image and fabric. a and b represent the length of two semiaxis in ellipse. Then a mathematical model developed for transforming the yarn cross section is explained in the following equations:
where C 1 and C 2 are the circumferences of the circle and ellipse and e is the eccentricity of ellipse, namely, the flattening degree of yarn in fabric, which can be measured from the actual fabric image. In this article, a value of e = 0.6 is adopted to simulate the DWFs, which may be considered reasonable for medium sett fabrics [24] . It may, however, be changed as desired. As we know, the circumference of yarn cross section will stay the same when the actual yarn is used to weave the fabric. Thus a resizing coefficient (RC 1 ) from circle to ellipse cross section can be calculated as follows:
When C 1 = C 2 and e = 0.6, the value of RC 1 can be obtained as 1.17.
(ii) Elastica curve model in DWF. Özdemir and Başer [11] [12] 22] had proved that the elastica curve model [24] were preferred being closer to reality. Thus the elastica curve model is adopted to resize the length of interlacing points in fabric. The crimped shape of the yarn in the fabric's structure is modeled by the elastica curve lying in a plane perpendicular to the fabric The parametric equation of elastica curve representing the yarn in a woven fabric is given in terms of its arc length S (S 1 or S 2 ) by the following equation 24 :
where
Here S can be S 1 or S 2 , V is the shear force at crossover point, B is the flexural rigidity of the yarn, and θ is the weave angle.
Then, by substituting the values of α (lower limit α = 0 and upper limit α = θ) in Equation (7), we obtain
The length P, which is the yarn spacing in fabric, in the direction of yarn axis can be expressed as [11] 
Thus the arc length S, which is the length of the crimped yarn between two crossover points in fabric, can be calculated as 
In this article, a weave angle of 40°, which represents mediumto high-set fabric [24] , is adopted to simulate the DWF, and the length P can be confirmed first before the simulation. Therefore, the arc length S, namely, the length of interlacing points in sequence yarn image, is obtained using equations (12) and (13) . When simulating the DWFs, the length of interlacing point S is extracted first from the sequence yarn image. And then the length S is resized as P to simulate the DWF by another resizing coefficient RC 2 :
Here, if the interlacing points are the continuous floating lines, S = P.
Curve model of light intensity
(i) Radial direction curve model. Light modeling is mainly used for the calculation of light intensity at a particular spot on a surface [26] . The light intensity distribution of interlacing point can be better displayed using a stereoscopic effect in 2D simulation, especially for simulating the white fabric. As the crossing yarns in fabric apply pressure to each other because of warp tension during weaving, the yarn in fabric has supposed as elliptic cylinder as shown in Figure 3(a) . In the figure, a light source irradiates the yarn vertically along the direction of z-axis and the yarn is drawn in the direction of y-axis. The light intensity distribution in the appearance of the elliptical cylinder is shown in Figure 3 (b) based on Lambert's cosine law [27] .
According to Lambert's cosine law, the light intensity curve of any point on the radial direction of elliptical cylinder surface in the x-y plane can be given by the following equation [27] :
where G 1 (x) is the light intensity function, Il is the incident light intensity, kd is the surface diffuse reflectance (0≤ kd ≤1), and x is an angle between the incident light direction and the surface normal.
In order to simulate the gray texture distribution in each interlacing points, the light intensity curve can be expressed as
Here, L is the light intensity coefficient. According to Equation (16) , the pixel points in interlacing points are given brightness to simulate the gray texture distribution by the following function model:
where B 1 and B 2 are the lower and upper boundaries when the yarn is horizontal in the sequence image. Here Lx is the intensity value on the centerline between B 1 and B 2 . W(i, j) is the image matrix of the interlacing point, which will be simulated. i is the row index; j is the column index. W(i, j) is the light intensity distribution matrix of weft interlacing point when x = i. And W(i, j) is the light intensity distribution matrix of warp interlacing point when x = j.
(ii) Axial direction curve model for different fabrics. While the warp and weft yarn intersecting each other, the axial directions of two yarns will generate bend. In this article, the cross-sectional curves of different fabrics, which are shown in Figure 2 , are used as the curve model of light intensity in axial direction. According to the cross-sectional views of the plain, 2/2 matt, and 1/3 twill, which is shown in Figure 2 (b), (c), and (d), respectively, the light intensity distribution of interlacing point in axial direction can be expressed as three function curves as shown in Figure 4 .
The three function curves as shown in Figure 4 can be expressed as the following equations: (  (  )  )  2  3  7  2  2  7  4  2  2  1 sin (
where i is the ith interlacing point, P is the length of each interlacing point, and Lset is the light intensity coefficient that can be modified as desired. The calculated values of L 0 , L 1 , and L 2 are given in Equation (21):
The three function curves can determine the intensity values of centerlines of each interlacing point in axial direction first. And then the intensity values of each interlacing point in the radial direction are calculated based on the intensity values of centerlines according to the radial direction model.
Boole Matrix model
A typical woven fabric weave can be expressed as a 2D binary matrix [28] , which is a Boole Matrix in this article. All the elements in the matrix are only 0 or 1. "0" and "1" represent the weft interlacing point and the warp interlacing point, respectively.
Suppose an unit pattern matrix is F (Rw × Rj, Rw, Rj are the number of weft and warp yarns in the unit pattern, respectively), the unit Boole Matrix can be given by the following equation: 
where i\R w and j\R j represent the remainders from a division of i by R w and a division of j by R j , respectively. H 1 ×L 1 represents the pixel size of matrix V. t 1 and t 2 are the constant and integer values.
The woven pattern can be changed by modifying the parameters of unit pattern matrix, and different multiple repeat Boole Matrices can be calculated by Equation (23) . Then different patterns of DWF can be simulated more easily.
Experimental details
Sample preparation
Two yarn samples are captured to simulate the plain, 2/2 matt, and 1/3 twill fabric weaves in the experiment. The first yarn sample (#1) is a cotton slub yarn produced by deliberately changing the draft on the spinning frame. The yarn count is 27.8 tex, and the slub thickness is designed to be twice the yarn original diameter. The slub-length and the inter-slub separation distance are all designed to be 5 mm. The second yarn sample (#2) is a normal ring-spun 100% cotton yarn with a count of 27.8 tex.
Sequence image acquisition
An image acquisition system as shown in Figure 5 is set up to acquire continuous images of yarn in the experiment. The sequential yarn images are taken in succession along the yarn by an area-scan CCD camera with a resolution of 1,024 × 768 pixels. A closed imaging box is used as the image acquisition platform to shield the disturbance of the ambient light.
For the two experimental samples, about 20-m length of the yarns are captured by the above device. In order to facilitate the DWF simulation and obtain stitched images, the neighboring yarn images should contain a certain level (e.g., 20-50%) of the overlapping area during acquisition. In this experiment, the frame rate of 40 fps is set to capture the overlapping images. The exposure time is uniformly set as 200 μs, and the speed of the image acquisition device is uniformly set as 6 m/min. The background image and two kinds of yarn images are captured by the device, which are cropped with a suitable width to allow faster processing and are shown in Figure 6 with the size of 768 × 600 pixels.
Processing yarn images for simulations
In order to avoid the inconsistent phenomenon between two adjacent yarn images when simulating the DWF, the sequence yarn images should be stitched into one column first. Thus the image segmentation and stitching method are used to process the sequence yarn images. In our earlier work [29] , the image segmentation and mosaic method had been proposed to stitch the captured sequence yarn image. Take two adjacent yarn images of sample #1 yarn as an example (which is shown in Figure 7 (a1) and (b1)), the specific processing steps can be summarized as follows:
Step 1: Remove the background information. The background image (Figure 6(a) ) is subtracted from all the original images to eliminate the impact of non-uniform brightness. The resulting images are shown in Figure 7 (a2) and (b2).
Step 2: Extract the yarn core images for simulating the DWF. The methods that consist of K-means clustering method and two judgment template method [30] proposed by our earlier work are applied for obtaining the yarn core images. The resulting yarn core images are shown in Figure 7 (a3) and (b3).
Step 3: Extract the gray-hairiness information for stitching the yarn sequence images. The subtraction and dot multiplication operations are executed between Figure 7 (a2)-(b2) and (a3)-(b3), respectively. Then the gray-hairiness images are obtained as shown in Figure 7 (a4) and (b4).
Step 4: Stitch the adjacent yarn images based on the normalized cross-correlation (NCC) method [29, [31] [32] [33] . In this article, certain rows in the bottom of image (b4) are used as a template image to match the (a4) image. A matching coefficient matrix is calculated between the template image and the (a4) image based on the NCC method. The coordinates of the peak value in the matching coefficient matrix are found as the optimal matching points. The stitched image, which is matched by the coordinates of the peak value based on images (a4) and (b4), are shown in Figure 7 (c).
After the image processing using the above steps, the optimal matching points of each image pairs (adjacent images) are obtained. These matching points are used to stitch the yarn core images for one column as the simulation information data.
Resizing the yarn core images
After stitching the yarn core images as one column, the yarn core images need to be resized as flatting and stereo state first. In the woven structure model, the cross sections of yarn in sequence image and fabric were supposed as circular and ellipse. Therefore, the yarn and fabric cross sections should be transformed first according to the principle of circumference equal for the simulation of DWFs. A resizing coefficient (RC 1 ) from circle to ellipse cross section was used to resize the diameter of yarn larger. A reasonable value of the eccentricity of elliptic yarn cross section, e = 0.6, was assumed in the application of the theory developed to calculate the resizing coefficient. Thus a value of RC 1 was calculated as 1.17. The crimped shape of the yarn axis in the weave structure was modeled by an elastica curve lying in a plane perpendicular to the fabric surface. It had been proved that the elastica curve model were preferred being closer to reality in fabric. In the model, the length of the yarn will be shorter when the yarns interweaved with each other. A weave angle of θ = 40°, which represented medium-to high-set fabrics, was adopted to calculate another resizing coefficient RC 2 = 1.27. The value of RC 2 was quite close to the value of 1.24 obtained from Peirce's geometry.
In the light intensity curve model, an axial direction model for different fabrics was constructed based on the three curve functions. An adjustable parameter, light intensity coefficient L 0 , was set as 130 in the simulated DWFs. This axial direction model was mainly used to simulate the light intensity values of centerlines of each interlacing point in yarn axial direction. A sine curve was applied to simulate the 3D effect of the yarn in radial direction model. In Equation (17) , the light intensity values of each interlacing point's centerline were used to represent the Lx value. These two models are very important to construct the periodically dim and brighten weft and warp interlacing points. The intensity of weft interlacing point will be brighter and the intensity of the warp interlacing point will be darker when the weft interlacing point is above the warp interlacing point, and vice versa. The Boole Matrix model was applied to control which interlacing point is up and which is down based on different weave patterns. Finally, the gray DWFs were simulated. Then three color maps, called as "summer," "bone," and "copper" in MATLAB 2014b, were adopted to mapping the gray fabrics into color DWFs. From Figure 9 , we can see that different gray values are transferred into different color values. Thus the simulated color DWFs can shade in colors. The appearance effect of yarn evenness and cloth cover situation can be clearly observed. Especially in Figure 9 (a)-(c), the slub effect are displayed clearly in the DWFs.
The DWF simulation is an additional function in our yarn appearance detection system. When the yarn evenness is inspected, the yarn appearance information will be recorded. At the same time, these information data are used to simulate the DWFs. This can provide the fabric appearance situation in time. It is significantly meaningful to predict the fabric appearance from yarn appearance for the textile industry.
Thus the woven structure model and the light intensity curve model are substituted into the yarn core images to resize the images. The image adjustment steps are carried out as follows:
Step 1: Resize the yarn cross sections. The yarn diameter will be larger when the cross sections change from circular to ellipse. The resizing coefficient RC 1 (RC 1 = 1.17, as e = 0.6) is adopted to make each diameter larger in the yarn core image. Take four interlacing points (as shown in Figure 8(a) ) as an example, the resizing result of yarn cross sections is shown in Figure 8 (b).
Step 2: Resize the yarn into crimp. The length of the yarn will be shorter when the yarns interweave with each other. In this article, the nearest neighbor interpolation algorithm [34] is applied to resize the yarn length. The resizing coefficient RC 2 (RC 2 =1.27, as a weave angle of θ= 40°) is adopted to shorten the yarn length. The result of resizing of yarn length is shown in Figure 8 (c).
Step 3: Add the light curve model. The radial direction and axial direction curve models are applied to Figure 8 (c) based on Equations (17)- (20) . The gray texture images simulated by the two curve models in four interlacing points are shown in Figure 8 (d).
Simulating the DWFs
As all the yarn core images are resized by the above three steps, each of the interlacing point with the length of P can be seen as a control point. When simulating the DWFs, the resized interlacing points are copied to a black background plane. Then the Boole Matrix model is used to determine which interlacing point is above. In the model, "0" represents a weft interlacing point that is present above a warp interlacing point and "1" represents a weft interlacing point that is present below a warp interlacing point. Examples of DWFs simulation achieved based on two yarn samples are shown in Figure 9 . In the figure, the left image is constructed with H 1 = L 1 = 4 in a multiple repeat pattern matrix V. The middle image is simulated with H 1 = L 1 = 12, and the right image is obtained by transforming the middle image into color image. Three color maps, called as "summer," "bone," and "copper" [34] in MATLAB 2014b, are adopted to map the gray images into color images.
Discussion and Conclusions
In this article, the plain, 2/2 matt, and 1/3 twill weaves were simulated using sequential slub yarn images and normal yarn images based on the woven structure model, light intensity curve model, and the Boole Matrix model. The sequential yarn images were captured continuously using an area-scan CCD camera first. Then these images were preprocessed and stitched by image processing methods. In this article, the yarn core images, which were binary images without yarn hairiness, were resized based on the constructed woven structure model and the length of interlacing points was set as 200 pixels. Subsequently, the resized binary image was filled with gray texture based on the light intensity curve model. Finally, the 
