As is well known, if a function is analytic on an interval, then the function on a subinterval is expressed as the Taylor expansion about each point in the interval. Furthermore, possibility of Taylor expansions of functions about two or three point has been studied as much useful expressions in many areas of mathematical analysis. In this note, for given positive integers n, m, we show possibility of two point Taylor expansions of functions about two points −1, 1 with multiplicity weight (n, m).
Introduction
As is well known, polynomial approximation has a long history and has established the foundation of approximation theory. In particular, interpolations by polynomials play a very important part of polynomial approximation. Before showing the purpose of this note, we briefly study Hermite interpolating polynomials. Let A be an infinite subset of the real line R whose interior is not empty and let f be a real-valued function on A. For any set X consisting of (n + 1) distinct points x 0 , . . . , x n in the interior of A and for any sequence of positive integers k 0 , . . . , k n , if f is sufficiently differentiable at x 0 , . . . , x n , then there exists a unique approximating polynomial p f,X(k 0 ,...,kn) (x) to f which is of degree at most m(= k 0 + · · · + k n − 1) satisfying that
The points x 0 , . . . , x n and the polynomial p f,X(k 0 ,...,kn) (x) are called nodes and the Hermite interpolating polynomial to f at x 0 , . . . , x n with multiplicities k 0 , . . . , k n , respectively. It is well known that for a set X consisting of one node x 0 with multiplicity n, the Hermite interpolating polynomial p f,X(n) to f is the Taylor polynomial of f about x 0 , that is,
Moreover, if f is infinitely differentiable at x 0 and if there exists a positive number ρ such that f (x) = lim n→∞ p f,X(n) (x) for all x ∈ (x 0 − ρ, x 0 + ρ), then it is said that f has the Taylor expansion of f about x 0 on (x 0 − ρ, x 0 + ρ) . Hence, we make the following definition. Definition 1.1. Let f be a real-valued function on a subset A of the real line R whose interior is not empty. X = {x 0 , . . . , x m−1 } a set of m distinct nodes in the interior of A such that f is infinitely differentiable at x 0 , . . . , x m−1 . For given positive integers w 0 , . . . , w m−1 , if
then we say that f has the m point Taylor expansion about x 0 , . . ., x m−1 with multiplicity weight (w 0 , . . . , w m−1 ) on A.
As is well known, if a function is analytic on an interval, then the function on a subinterval is expressed as the one point Taylor expansion about a point in the interval. Furthermore, possibility of Taylor expansions of functions about two or three points has also been studied as much useful expressions in many areas of mathematical analysis. Some representations of p f,X(n,...,n) (x) are seen in Daivis [1] and we can see the theory of m point Taylor expansion in the complex plane in Walsh [10] . López and Temme [7, 8] study how m point Taylor expansions in the complex plane can be used in obtaining uniform asymptotic expansions of contour integrals. Now we show previous results by Kitahara et al [4, 5, 6 ] about possibility of two point Taylor expansions of functions about two points −1, 1. Theorem 1.2 (Kitahara, Chiyonobu and Tsukamoto [4, Theorem] ). Let f be a function on R, which is expressed as
where p and q are polynomials of degree at most n. Let p f,{−1,1}( , ) , ∈ N be the Hermite interpolating polynomials to f at −1, 1 with multiplicities , . Then, f has the two point Taylor expansion about −1, 1 with multiplicity weight
Moreover, if p(0) = q(0), then f has the two point Taylor expansion about −1, 1 with multiplicity weight
Theorem 1.3 (Kitahara, Yamada and Fujiwara [6, Theorem 3] ). Let f be a real-valued function on R which is expressed as
where C 1 and C 2 are real numbers. Let p f,{−1,1}( , ) , ∈ N be the Hermite interpolating polynomials to f at −1, 1 with multiplicities , . Then, it holds that . Let f be a function on R, which is expressed as
, ∞ q(x) x ∈ −∞, 1 3 , where p and q are polynomials of degree at most n. Let p f,{−1,1} (2 , ) , ∈ N be the Hermite interpolating polynomials to f at −1, 1 with multiplicities 2 , . Let α be the real number with α < −1 and (α + 1)
and β the real number with β > 1 and (β +1)
. Then, for each x ∈ α,
, β , there exists a positive number C
that is, f has the two point Taylor expansion about −1, 1 with multiplicity weight (2, 1) on α,
, then there exists a positive number C such that
that is, f has the two point Taylor expansion about −1, 1 with multiplicity weight (2, 1) on (α, β).
The purpose of this note is to show generalizations of Theorem 1.3 and 1.4. 
such that f is equal to an analytic function p on n−m n+m , ∞ which has the Taylor expansion of p about 1 on (1 − δ 2 , 1 + δ 2 ), and f is equal to an analytic function q on −∞, n−m n+m which has the Taylor expansion of q about −1 on
, ∈ N be the Hermite interpolating polynomials to f at −1, 1 with multiplicities n , m . Let α be the real number with α < −1 and |(α + 1)
(n+m) n+m and β the real number with β > 1 and |(β + 1)
Then, the following propositions hold:
that is, f has the two point Taylor expansion about −1, 1 with multiplicity weight (n, m) on α, , then there exists a positive number C such that
that is, f has the two point Taylor expansion about −1, 1 with multiplicity
(4) If p and q are constants such that p(x) = C 1 , q(x) = C 2 , respectively, then there exists a positive number C such that
Preliminaries
In this section, we review the definition of divided differences and give two necessary propositions.
Definition 2.1. Let x 0 ≤ · · · ≤ x n be a list of nodes. In the list of nodes, only distinct nodes z 0 , . . . , z j appear and each node z i , i = 0, . . . , j is just appeared k i times. Let f be sufficiently differentiable at z 0 , . . . , z j . Let p be the Hermite interpolating polynomials to f at z 0 , . . . , z j with multiplicities k 0 , . . . , k j . Then, we call the coefficient of x n of the polynomial p is called the nth order divided difference of f at x 0 , . . . , x n and it is denoted by f [x 0 , . . . , x n ]. To make sure of multiplicities, we express
From Theorem 3 in Kincaid and Cheney[3, p. 356], we easily have the following. Proposition 2.2. Let x 0 ≤ · · · ≤ x n be a list of nodes and let f be a real-valued function on an interval [a, b] which is sufficiently differentiable at x 0 , . . . , x n . If p is the Hermite interpolating polynomial of f at x 0 , . . . , x n , then [3, p. 372] ). Let z 0 , . . . , z j be a list of distinct nodes and k 0 , . . . , k j positive integers. Let x 0 , . . . , x n be a list of nodes which satisfy that each node z i , i = 0, . . . , j is just appeared k i times like this:
Proposition 2.3 (Kincaid and Cheney
If a function f is sufficiently differentiable at z 0 , . . . , z j , then the divided differences of f obey the following recursive formula:
, k = 0, . . . , n. 
Then, the polynomial p f,{a,b}(n,m) (x) is expressed as
Then, it holds that
3 Proof of Theorem 1.5
To show Theorem 1.5, we need to prepare two propositions.
Proposition 3.1. Let M, N be positive integers. Let f be a real-valued function on R which is sufficiently differentiable at −1, 1. Then, the following inequality holds:
Proof. First, we show that for any positive integers M, N ,
We prove this by induction. Suppose that N = M = 1. Then we have
which is equal to the right hand formula of ( * ). Next, under the condition that ( * ) hold for N = 1 and M = m, we consider the case N = 1, M = m + 1. We obtain
which is equal to the right hand formula of ( * ). Hence, in an analogous way to the above, we show that ( * ) hold for the cases that N = 1, M is any positive integer or the cases that N is any positive integer, M = 1. Finally, under the condition that ( * ) hold for the cases N + M ≤ m + n, we consider the case N = n + 1, M = m. From this assumption, we get the following equality:
Arranging the expression, we have
which is equal to the right hand formula of ( * ). In an analogous way to the above, we show that ( * ) hold for the cases that N + M ≤ m + n + 1. Hence, we have shown the validity of ( * ). Furthermore, since it holds that , ∞ which has the Taylor expansion of p about 1 on (1−δ 2 , 1+δ 2 ), and f is equal to an analytic function q on −∞, n−m n+m which has the Taylor expansion of q about −1 on (−1−δ 1 , −1+ δ 1 ). Let α be the real number with α < −1 and |(α + 1)
and β the real number with β > 1 and |(β + 1)
(n+m) n+m . Then, the following hold:
, r 2 0 < r 2 < n+m 2m
Proof. Since the proof of (ii) can be reduced to that of (i), we prove (i). And we only show |f [−1, . From the assumption, q has the Taylor expansion of q about
Hence, there exists a positive integer N 1 such that
And we have
Now, we consider estimations of |f [−1, t; i, 1]| for the cases that (1) t ∈ [α, n−m n+m ) and (2) t ∈ ( n−m n+m , β]. Case (1). Since f (t) = q(t), t ∈ [α, n−m n+m ), by using Proposition 2.2 for t = −1,
the equality stated above also holds. Noting that R 1 > max{α − (−1), n−m n+m − (−1)} , |t + 1| < R 1 and from ( * * ) for each positive integer i with i ≥ N 1 , we have
From the definition of R 1 , it follows that 0 < 1
Case (2) . Since f (t) = p(t), t ∈ ( n−m n+m
, β], by using Proposition 2.2 we have
, β]) , putting
we have
To estimate
Case (2-a). Since q has the Taylor expansion of q about −1 on (−1−δ 1 , −1+δ 1 ) and the sequence of functions { N j=0
Easily seeing that
hold. (2-b) For each positive integer i with i ≥ N 1 +1, noticing that t+1 ∈ (R 1 , β+1], we have
Therefore, we get
As in seen in the case (1), Proof of Theorem 1.5.
(1) Since we easily see that
from Proposition 2.2, for each t ∈ [α, β], we have
On the other hand, by using Proposition 3.1, Proposition 3.2 and Stirling's formula, there exists a positive number C 3 satisfying that for each
Since C 1 , C 2 , r 1 , r 2 are considered as functions on [α, β] \ n−m n+m , putting
We can prove Theorem 1. 
From the proof of Proposition 3.2 (i), the functions C 1 , C 2 , r 1 , r 2 are expressed as follows: This completes the proof of Theorem 1.5.
