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The question of how irreversibility can emerge as a generic phenomena when the underlying
mechanical theory is reversible has been a long-standing fundamental problem for both classical
and quantum mechanics. We describe a mechanism for the appearance of irreversibility that applies
to coherent, isolated systems in a pure quantum state. This equilibration mechanism requires
only an assumption of sufficiently complex internal dynamics and natural information-theoretic
constraints arising from the infeasibility of collecting an astronomical amount of measurement data.
Remarkably, we are able to prove that irreversibility can be understood as typical without assuming
decoherence or restricting to coarse-grained observables, and hence occurs under distinct conditions
and time-scales than those implied by the usual decoherence point of view. We illustrate the effect
numerically in several model systems and prove that the effect is typical under the standard random-
matrix conjecture for complex quantum systems.
There has been considerable recent interest in the suf-
ficient conditions for equilibration [1–15]. These ap-
proaches normally assume a decoherence mechanism re-
sulting from the entanglement between the system of in-
terest and a larger environment, or else assume highly
coarse-grained observables. In this work we describe
a mechanism for equilibration that applies to isolated
quantum systems in pure states, without assuming de-
coherence, restricting to subsystems, time-averaging or
coarse-graining the observables. The mechanism for equi-
libration that we describe is an information-theoretic one
that requires an assumption of complex internal dynam-
ics coupled with realistic limitations to predicting the
detailed evolution of the system and the experimental in-
feasibility of collecting an astronomically large amount of
measurement data. This approach builds on earlier argu-
ments by Peres [16] and Srednicki [17, 18] who proposed
that the statistical complexity of the system’s eigenvec-
tors could be responsible for equilibration in isolated
quantum systems. We show that these conditions are suf-
ficient to account for the effective (microcanonical) equi-
libration of the measurement statistics for natural choices
of (non-degenerate) observable, meaning that, after a fi-
nite equilibration time, the dynamical state becomes ef-
fectively indistinguishable from the microcanonical state.
Hence information-theoretic equilbration (ITE) accounts
for microcanonical equilibration in a way that is di-
rectly analogous to how classical chaos (mixing) accounts
for the microcanonical equilibration of classically chaotic
systems [19, 20]. Remarkably, we are able to prove that
ITE is universal for complex systems under the standard
random-matrix conjecture [21, 22]. Specifically, we prove
that information-theoretic equilibration occurs with high
probability for individual Hamiltonians drawn from two
physically relevant ensembles: the Gaussian Unitary En-
semble (GUE), which has a succesful history predicting
unversal features of complex quantum systems [21], and a
random local Hamiltonian (RLH) ensemble consisting of
many-body systems restricted to two-body interactions.
We then illustrate ITE numerically in some surprisingly
simple examples of Hamiltonian models under natural
choices of (maximally fine-grained) observable: a two-
field variant of the many-body Heisenberg Hamiltonian
as well as the quantum kicked top [22], which is a single-
body, classically chaotic system.
Consider a pure state evolving under a Hamiltonian
H, ρ(t) = exp(−iHt/~)|ψ(0)〉〈ψ(0)| exp(iHt/~). The
dynamical state ρ(t) can not reach the true equilib-
rium state σ∞ := limτ→∞ 1τ
∫ τ
0
ρ(t)dt [1, 13] because
the state remains pure. In particular, the trace distance
‖ρ(t)−σ∞‖, which characterizes the distinguishabiity un-
der an optimal choice of measurement operator, can be
large throughout the evolution. However, for a given
complex system H in a large Hilbert space, even a sub-
optimal measurement that enables distinguishability of
these two states at any time t may neither be known
theoretically nor easily engineered experimentally. For
example, for a cubic lattice of dipolarly coupled spins,
which is an analytically intractable system that has been
probed experimentally for decades, only recently was a
measurement procedure devised that revealed long-lived
(multiple-quantum) coherence after equilibration of the
free-induction decay [23]. Conceptually then we see that
the appearance of equilibration can and does result from
insufficient knowledge of, or control over, choice of ob-
servable. Our contribution is to characterize and illus-
trate conditions under which the signatures of purity and
coherence are provably “lost in Hilbert space”, and hence
unobservable due to realistic limitations on both theoret-
ical and experimental abilities.
We remark that our assumptions are conceptually sim-
ilar and yet distinct from those of the usual decoher-
ence argument, in which a system coupled to a reservoir
appears to reach equilibrium (due to entanglement be-
tween the system and reservoir) although the joint state
of system plus reservoir remains pure. That conclusion
ar
X
iv
:1
20
8.
34
19
v4
  [
qu
an
t-p
h]
  1
8 S
ep
 20
13
2holds only if one assumes that one can not predict or
perform the kind of (entangling) measurement across the
combined system plus reservoir that would readily dis-
tinguish the actual state from the equilibrium one; that
is, the argument goes through by restricting the set of
observables to local ones. In contrast, our observation is
that information-theoretic limitations alone are sufficient
to account for the appearance of equilibration for acces-
sible obervables on complex systems and so, contrary to
the usual assumption (see [1, 24, 25]), decoherence from
a reservoir is not necessary from an explanatory point of
view. More practically, whereas the time-scale for equi-
libration under decoherence depends on the strength of
the coupling to the reservoir, our mechanism does not
and predicts equilibration on a distinct, and potentially
shorter, time-scale. Furthermore, our approach is a nat-
ural quantum analog of classical microcanonical equili-
bration [19, 20].
We consider a quantum system with some kinemat-
ically accesible Hilbert space that is finite-dimensional
H = CD. In order to show that we do not require
coarse-graining, we consider a maximally fine-grained
(ie, non-degenerate) observable A acting on H, where
A =
∑D
k=1 akPˆk with rank-one orthogonal projectors
Pˆk. Our argument applies also to local or other coarse-
grained observables (which can be represented by de-
generacies). For simplicity of analysis we consider the
(most adverserial) setting where the system starts in a
pure state that is maximally localized with respect to
A, ie, ρ0 = |ai〉〈ai|, and then examine how the pure
states spreads out over the eigenbasis of A under time-
evolution given a Hamiltonian H. The empirical question
of whether the system appears to approach (microcanon-
ical) equilibrium given some observable A corresponds to
asking whether the experimental measurement statistics
for the evolved pure state can be distinguished from those
of the equilibrium state. Hence the relevant quantities for
this task are the probabilities over distinct outcomes k,
Pr (k|ρ(t)) = Tr
[
PˆkU(t)ρ0U
†(t)
]
, (1)
and the goal is to distinguish ρ(t) from σ∞ by sampling
the distribution in (1). For simplicity we focus on cases
where σ∞ = 1 /D, but σ∞ may differ from the micro-
canonical state ρmc := 1 /D or any thermal state [3].
Definition 1. A Hamiltonian H acting on H = CD ex-
hibits information theoretic equilibration (ITE) with re-
spect to an observable A at a time t, if the outcome dis-
tribution Pr (k|ρ(t)) can only be distinguished from the
micro-canonical distribution Prmc(k) with probability at
least 1 − O(1/poly(D)) by (a) taking a number of sam-
ples from Pr (k|ρ(t)) that scales at least as O(poly(D)) or
(b) performing any information processing that requires
at least O(poly(D)) arithmetic or logical operations.
This definition emphasizes that although the exact
quantum distribution for the system may be in princi-
ple distinguishable from the microcanonical distribution,
FIG. 1: We plot Pr (k|ρ(t)) for Pauli–Z measurements given
by quantum theory (blue) and the uniform distribution (red)
for a random local Hamiltonian acting on 10 qubits at t = 0
and for t > teq. ITE arises from the difficulty in distinguishing
quantum fluctuations from sampling errors for t > teq.
the two are effectively indistinguishable if the resources
needed to distinguish them exceed those practically avail-
able. We delineate the practical from the impractical
by disallowing resources (the number of measurements
taken and computational time used in their analysis) that
grow polynomially with the Hilbert space dimension (and
hence exponentially with the number of subsystems). Of
course, for a different physical scenario, a different cut-
off may be appropriate. Our condition (b) includes a
restriction on computational resources because the two
distributions could be distinguished using fewer samples
if the Pr (k|ρ(t)) can be pre-computed. In other words,
information-theoretic equilibration is relevant precisely
when the system is in a sufficiently large Hilbert space
that such a pre–computation is infeasible. We represent
our ignorance of Pr (k|ρ(t)) by assuming that it is drawn
from a distribution that is invariant under permutations
of outcome labels. We now show in the following theorem
that, without the ability to efficiently predict Pr (k|ρ(t)),
ITE with respect to a particular measurement occurs
when the outcome variance,
Vk{Pr (k)} := D−1
D−1∑
k=0
[
Pr (k)−D−1]2 , (2)
is sufficiently small, which is typical of cases where the
underlying dynamics has no constants of motion. Proof
is provided in the supplemental material.
Theorem 1. Consider an unknown distribution that is
promised to be with equal probability either (a) the uni-
form distribution on the set S = {1, . . . ,M} or (b) an
unknown distribution P (k) that is drawn from a distri-
bution over probability distributions on S with outcome
variances that scale as O(M−2) such that Pr (P (k)) is
invariant with respect to permutations of S. With high–
probability, the probability of correctly distinguishing be-
tween (a) and (b) after obtaining N samples is at most
1/2 +O(N/M1/4).
Theorem 1 shows that N ≥ O(M1/4) samples are
needed to distinguish the distributions with probability
substantially greater than 1/2, which is prohibitively ex-
pensive in the case of a non–degenerate projective mea-
surement because M = D. Similarly, if we consider a
3generalized measurement with M > D (as is relevant
in the case of SIC POVMs), Theorem 1 similarly shows
that distinguishing the distributions is hard. Finally, it
is straightforward to show that coarse grained measure-
ments with M < D do not provide an advantage un-
der the assumptions of Theorem 1 because the permuta-
tion invariance of the prior distribution over Pr (k) pre-
vents such strategies from succeeding with high probabil-
ity. Another consideration is that Vk{Pr (k)} = O(M−2)
does not imply that the fluctuations are negligible in
principle; in fact, it is consistent with ‖Pr (k|ρ(t)) −
1/M‖1 being constant, which implies that an optimal
measurement exists that can distinguish the two distri-
butions efficiently [26]. Hence Theorem 1 is only meant to
give a hardness result for distinguishing two states given
the induced distributions with respect to a fixed mea-
surement, and does not apply to cases where the optimal
measurement is both known a priori and experimentally
accessible. Indeed the exceptions to our assumptions are
relevant, e.g., when the system admits constants of the
motion that are simple relative to the selected observable.
Which Hamiltonian systems satisfy the assumptions of
Theorem 1, for natural choices of A, and hence exhibit
information theoretic equilibration? Pure-state fluctua-
tions satisfying the scaling of Theorem 1 were observed
already in the two-body, classically chaotic quantum sys-
tem studied in Refs. [27, 28], which motivated the ques-
tion: was the behaviour of that complex system excep-
tional, or was it evidence of a universal equilibration be-
haviour for closed chaotic systems? If the latter, does
this effect carry over from chaotic quantum systems to
sufficiently complex many-body quantum systems?
To answer these questions, we take the enormously suc-
cesful approach of Wigner and Dyson and the army of
theoretical physicists following them who have demon-
strated that certain features of appropriate random ma-
trix ensembles (RME) can predict typical properties of
complex quantum systems. This is known as the random-
matrix conjecture, and it has provided accurate predic-
tions of the spectral properties of heavy nuclei [21], spec-
tral and eigenvectors statistics of quantum chaos models
[29, 30], and quantum transport in mesoscopic structures
[31]. Consider any ensemble that has a mean that equili-
brates information theoretically with respect to A and is
sufficiently sharply peaked about that mean, then indi-
vidual systems from the ensemble will satisfy Theorem 1
with (very) high probability. This phenomenon, known
as concentration of measure, is central to the random-
matrix conjecture, and it is important to note that our
averages over the ensemble are not an implicit appeal to
decoherence or mixing, but a method for estimating the
typical properties of individual systems within the ensem-
ble.
The system must be allowed to evolve for a sufficient
amount of time for the state to spread out from a distri-
bution with support on initial eigenstate of A to one that
obeys Pr (k|ρ(t)) ≈ 1/D for our result to hold (see Fig. 1).
We refer to the earliest such time as the equilibration
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FIG. 2: The RLH ensemble average of the probabilities
Pr
(
k 6= 0|e−iHt|0〉〈0|eiHt) of the evolved state for 250 ran-
dom Hamiltonians plotted as a function of time for 5–, . . . , 10–
qubit systems. The circles show teq for each n, which scale
roughly as O(log(D)).
time, which we denote teq. For an individual system, we
also require that for most t ≥ teq that Pr (k|ρ(t)) is nearly
maximally spread out. If the Hamiltonian is drawn from
an ensemble, it is then possible to define an equilibration
time such that almost all Hamiltonians drawn from the
ensemble achieve ITE with respect to A and t ≥ teq:
Lemma 1. Almost all Hamiltonians sampled from an
ensemble of Hamiltonians equilibrate information theo-
retically with respect to a fixed observable A and time
t > teq, in the limit as D → ∞, if the ensemble average
and variance (denoted EEH and VEH respectively) of the
outcome variance obey for all t ≥ teq
EEH{Vk{Pr (k|ρ(t))}} ≤ O(D−2) (3)
VEH{Vk{Pr (k|ρ(t))}} ≤ O(D−4). (4)
Proof is given in the supplemental material.
We now give our first evidence for universality by prov-
ing that ITE is typical for the important Gaussian Uni-
tary Ensemble (GUE), which defines an invariant mea-
sure on the set of Hamiltonians. The GUE is the appro-
priate model a highly successful model for many proper-
ties of complex physical systems with no hidden symme-
tries [21].
Theorem 2. Take a non-degenerate observable A acting
on H = CD, and an initial pure state ρ0 = |x〉〈x| which
is an eigenstate of A. Almost all Hamiltonians drawn
from GUE then equilibrate information theoretically with
respect to A and t ≥ teq in the limit as D → ∞ for
teq(D) = O(D
−1/6).
The proof is in the supplemental material. This theo-
rem tells us the remarkable result that, as D increases,
the overwhelming majority of Hamiltonians will cause
an initially pure, localized state to spread out over the
non-degenerate eigenbasis of A in a sufficiently uniform
manner, to become practically indistinguishable from the
microcanonical state for any t ≥ teq. Thanks to decades
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FIG. 3: Numerically computed expectation values and vari-
ances over the RLH ensemble of the outcome variance com-
puted at t = 10 where teq / 2 for ρ(0) = |0〉〈0|. The
data was obtained for 250 randomly chosen Hamiltoni-
ans, and shows that VEH (Vk(Pr (k|ρ(t))))) ≈ 0.05D−4 and
EEH (Vk(Pr (k|ρ(t)))) ≈ D−2.
of numerical studies of GUE as a model of complex many-
body systems [31] and few-body quantum chaos systems
[22], it is known that GUE is a good predictor of short-
range spectral fluctuations [32], and low-order moments
of eigenvector components [29, 30], but not a good predic-
tor of long-range spectral fluctuations [22]. Our proof of
the smallness of the fluctuations using GUE (for t > teq)
depends only on low-order moments of the eigenvector
components, i.e., unitary t-design condition with t=8 [33]
(see supplementary material for details). Hence we ex-
pect this aspect of the GUE model to be reflected in phys-
ically relevant Hamiltonian systems. However, we do not
expect the GUE prediction for the equilibration time-
scale to be physically relevant (clearly the value of teq
for GUE is unrealistically short) because it depends on
long-range spectral fluctuations. We now confirm both
of these expectations for two RMEs consisting of many-
body spins with two-body interactions, and conclude by
demonstrating ITE with respect to tensor product mea-
surements on a physically relevant time-scale in some ex-
ample model systems.
We construct an ensemble of random local Hamiltoni-
ans (RLH) on n spins, consisting of 2–body interactions
between 2–level quantum systems, as follows:
H = ‖H‖−1
 n∑
i=1
∑
p
ai,pσ
(i)
p +
∑
i<j
∑
p,p′
bi,j,p,p′σ
(i)
p σ
(j)
p′
 ,
where p, p′ ∈ {X,Y, Z}, and each ai,p and bi,j,p,p′ is a
Gaussian random variable with mean 0 and variance 1.
We consider the observable A =
∑D−1
j=0 aj |j〉〈j|, corre-
sponding to a non-degenerate projective measurement
in the eigenbasis of σ⊗nz . RLH is clearly invariant un-
der permutation of qubit labels and local rotations of
each qubit, and therefore our results also apply to any
A′ that differs from A by local rotations. Fig. 2 shows
that pure states evolving under individual elements of
RLH approach equilibrium as D increases. We estimate
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FIG. 4: Evidence of ITE for t ≥ teq in an extremely sim-
ple many-body system with nearest-neighbor interactions for
increasing number of spins n (D = 2n). The measurement
consists of readout of each spin along the z-axis. The plot
shows Vk{Pr (k|ρ(t))} ≈ 1.6D−2 for the Hamiltonian (5) with
t = 20 where teq ' 15 (see supplemental material).
the equilibration time using the location of the inflec-
tion points of the curves in Fig. 2, and find it scales as
O(log(D)), which is characteristic of quantum chaotic
systems [22, 27, 28]. Fig. 3 shows that the outcome vari-
ance for a typical Hamiltonian chosen uniformly from the
RLH ensemble satisfies the requirementes of Lemma 1,
which implies that almost all RLH Hamiltonians will
equilibrate information theoretically with respect to any
non-degenerate measurement in the class A′ as D → ∞
for any t ≥ teq. We further strengthen the physical rel-
evance of this result by showing that ITE still holds for
t ≥ teq when the 2-local Hamiltonians are constrained
to have nearest-neighbor interactions in one– and two–
dimensions (see supplemental material).
We now give two simple examples of individual model
systems that exhibit information theoretic equilibration:
a many-body system that is a two-field variant of the
Heisenberg Hamiltonian and a one-body chaotic model,
the quantum kicked top. The two-field variant of the
Heisenberg mode consists of n-spins arranged in a line
with periodic boundary conditions:
H =
1
‖H‖
 ∑
i≤n/2
σ(i)z +
∑
i>n/2
σ(i)x +
∑
i
~σ(i) · ~σ(i+1)
. (5)
We choose this Hamiltonian because it is highly struc-
tured local Hamiltonian that is not typical of RLH and
yet it is unstructured enough to be non-integrable so
there are no constants of motion that prevent equilibra-
tion on the full Hilbert space (otherwise ITE would be
limited to the invariant subspaces fixed by the constants
of motion). Figure 4 shows that the outcome variance of
the probability distribution indeed scales as O(D−2) with
respect to A =
∑D−1
j=0 aj |j〉〈j|, corresponding to read-out
of all spins in the computational basis. Hence Theorem 1
implies that information theoretic equilibration occurs
for this simple many-body Hamiltonian with respect to
a natural observable. This is evidence that our equili-
bration mechanism is not just a mathematical feature
5of random Hamiltonian ensembles but occurs also in a
simple, physically accessible many-body model. We also
demonstrate ITE for the quantum kicked top in a regime
of global chaos with respect to non-degenerate measure-
ments in the Jz basis (see supplemental material) and
physically accessible times.
Conclusion. We have demonstrated a novel mecha-
nism for equilibration that holds very broadly for the
probability distributions of even maximally fine-grained
measurements on pure quantum states of closed Hamil-
tonian systems. Remarkably, this information theoretic
equilibration is observed to hold without requiring any
form of decoherence or restricting to local or otherwise
coarse-grained measurements. This is because, in the
typical case of a complex system, the dynamical pure-
state quantum fluctuations, though finite, do not lead
to a breakdown of correspondence with the equilibrium
state (contrary to a common implicit assumption, see
Refs. [1, 24, 25]) because they become unobservably small
under purely statistical considerations (in the limit of
large D) after the equilibration time-scale. Our key in-
sight is that although dynamical pure states of complex
systems exhibit coherent fluctuations away from true
micro-canonical equilibrium, their detection in practice
requires extraordinary experimental resources, such as
collecting O(D1/4) measurement outcomes from repeti-
tions of the experiment, or pre–computation of the loca-
tion of the dynamical state in a D-dimensional Hilbert
space, or performing joint (entangling) measurements on
identical copies of the system. In the absence of such
resources, by Theorem 1 we see that after some finite
time, the empirical probability distributions for dynam-
ical pure states of complex quantum systems cannot
be distinguished from the micro–canonical equilibrium
state.
Appendix A: Proof of Theorem 1
Proof of Theorem 1. The first step of the proof is to
demonstrate that if w1e take N  √M samples from the
uniform distribution then the probability of obtaining N
distinct outcomes is nearly 1. Since there are M !/(M −
N)! ways N unique items can be selected from a set of
M and since there are MN possible selections of items,
we have that the probability of seeing no coincidences if
the actual distribution is the uniform distribution is
M !
(M −N)!MN = 1−
N(N − 1)
2M
+O(1/M2). (A1)
This implies that coincidental outcomes are unlikely un-
less N ≥ O(√M).
Now let us assume that the true probability distri-
bution is not uniform, but rather a distribution with
outcome variance Vk{Pr (k)} = O(M−2). We compare
this to a distribution with Vk{Pr(k)} = O(M−2) that
has the highest probability of coincidence for some out-
puts. Using the the definition of variance, Vk{Pr (k)} =
M−1
∑
k(Pr (k)−M−1)2, expanding the sum and using∑
k Pr (k) = 1, we find
Vk{Pr (k)} = O(M−2) ⇒ Pr (k) ≤ O(M−1/2), ∀ k.
(A2)
The probability that no coincidental measurements are
observed after N measurements is therefore at least
N−1∏
j=1
(
1−O
(
j
M1/2
))
= 1−O
(
N2√
M
)
. (A3)
Let the eventM denote the observation that N unique
measurement outcomes are observed, M¯ be the event
where at least one measurement outcome is repeated,
m1 be the model that prescribes a uniform probability
distribution to the outcomes, m2 be the model that the
probability distribution has outcome variance O(M−2),
and D be the sequence of samples yielded by the device.
Since the underlying distribution P (k) is drawn from
a distribution over distributions on S = {1, . . . ,M}
that is invariant under permutations of S, Pr (D|m2) =
Pr (P(D)|m2), where P is a permutation of S. We there-
fore see that all sequences of measurement outcomes that
are equivalent up to permutations of labels provide equiv-
alent evidence for model m2. Since m1 is the uniform
distribution, Pr (D|m1) = Pr (P(D)|m1) for any permu-
tation P. It is then clear that the labels of the outcomes
observed cannot be used to distinguish between model
m1 and m2. We therefore can, without loss of general-
ity, choose the label of the outcomes such that the first
outcome observed is outcome 1, the second unique out-
come observed is 2 an so forth. From this perspective,
it is clear that the differences between both models only
become apparent in the distribution of coincidental out-
comes. Our proof then follows from Bayes’ theorem and
by showing that the probability of a coincidental outcome
is small unless N ≥ O(M1/4).
Note that the preceding argument effectively prevents
coarse graining from allowing us to distinguish the two
distributions with high probability using a small num-
ber of measurements because the probability of correctly
guessing a coarse graining that assigns high probability
to particular coarse–grained outcomes is O(1/poly(M))
(given the assumption of permutation invariance).
There are two possible scenarios: either D does not
contain any repeated sample labels or D contains at least
one repeated sample label. We will first assume that the
entries ofD are unique, which we denote eventM. Bayes’
Theorem then implies
Pr (m1|M) = Pr (M|m1) Pr (m1)
Pr (M|m1) Pr (m1) + Pr (M|m2) Pr (m2) .
(A4)
From our previous discussion, we see that
|1− Pr (M|m1) | = O
(
N2
M
)
|1− Pr (M|m2) | ≤ O
(
N2√
M
)
. (A5)
6These results, and the fact that Pr (m1) + Pr (m2) = 1
give us
Pr (m1|M) ≤
(
1−O
(
N2
M
))
Pr (m1)
1−O
(
N2√
M
) . (A6)
We apply Taylor’s Theorem to the denominator of (A6)
and find that
|Pr (m1|M)− Pr (m1) | ≤ O
(
N2√
M
)
, (A7)
and similarly
|Pr (m2|M)− Pr (m2) | ≤ O
(
N2√
M
)
. (A8)
This shows us that the support provided by eventM for
either hypothesis is small unless N ≥ O(M1/4).
Our next step is to formally show that a typical data
set D will be, with high probability, uninformative un-
less N ≥ O(M1/4). This follows from a concentration of
measure argument over D for the posterior probability
distribution. The average over D of the posterior proba-
bility is
ED(Pr (m1|D))=Pr (m1|M)Pr (M)+Pr
(
m1|M¯
)
Pr
(M¯).
(A9)
Using Pr
(
m1|M¯
) ≤ 1, |1− Pr (M) | ≤ O(N2/√M) and
Pr
(M¯) ≤ O(N2/√M) we find from (A7) that (A9)
implies
|ED(Pr (m1|D))− Pr (m1) | ≤ O(N2/
√
M). (A10)
A similar calculation gives the variance as
VD(Pr (m1|D)) = ED(Pr (m1|D)2)−(ED(Pr (m1|D)))2
≤ O(N2/
√
M). (A11)
Therefore, Chebyshev’s inequality implies that the prob-
ability of a given data set D deviating substantially from
the expectation value is
Pr (|Pr (m1|D)− ED(Pr (m1|D))| ≥ ) ≤ N
2
2
√
M
.
(A12)
Using this result in concert with (A10) implies that, with
high probability, the posterior probability distribution af-
ter taking N samples will obey
|Pr (m1|D)− Pr (m1) | ≤ O
(
N
M1/4
)
. (A13)
The result of Theorem 1 then follows from choosing the
prior Pr (m1) = 1/2.
Appendix B: Proof of Lemma 1
Proof of Lemma 1. Eqns. (3), (4) and Chebyshev’s in-
equality imply that in the limit of large D, the outcome
variance of Pr (k|ρ(t)) for t ≥ teq is concentrated around
O(D−2). In particular, for any  > 0 we have from
Chebyshev’s inequality and (4) that
Pr
H∼µD
(|Vk{Pr (k|ρ(t))} − EEH{Vk{Pr (k|ρ(t))}}| ≥ )
≤ O(D
−4)
2
, (B1)
where µD is the appropriate measure for the ensemble
EH . In other words, the outcome variance for an indi-
vidual system are very close to the ensemble average.
We can see that almost all Hamiltonians will have out-
come variance O(D−2) in the limit of large D via the
following argument. To compute the probability that
the outcome variance of a particular Hamiltonian scaling
as O(D−2+γ) for some γ > 0, we set  = O(D−2+γ).
Equation (B1) then implies that the probability of such
an event scales at most as O(D−2γ), which vanishes in
the limit of large D unless γ = 0. Almost all Hamilto-
nians chosen from the ensemble therefore have outcome
variance O(D−2) in the limit of large D if t ≥ teq.
Next we will show that this implies information theo-
retic equilibration with respect to the observable A and
time t ≥ teq. We know that almost all Hamiltonians
drawn from the ensemble EH will satisfy the require-
ments of Theorem 1. Let us then consider a decision
problem where we are maximally ignorant whether the
state is a distribution that is uniform or one with out-
come variance O(D−2). This corresponds to taking an
equal a priori probability of 1/2 for both outcomes. The
theorem then implies that the probability of distinguish-
ing the measurement statistics from those that would
be expected from the uniform distribution is at most
1/2 +O(N/D1/4). Therefore, N = O(D1/4) samples are
needed to distinguish the two possible models with prob-
ability greater than 1/2 + δ for any fixed δ > 0. We then
see from Definition 1 that almost all Hamiltonians drawn
from this ensemble will equilibrate information theoreti-
cally with respect to A and for any t ≥ teq asD →∞.
Appendix C: Unitary t-design Condition for
Information Theoretic Equilibration
We now discuss how the unitary, C, which transforms
the eigenbasis of H to that of the observable A can be
used to understand the equilibration properties of H.
Working in the eigenbasis of A, we can write U(t) =
CF (t)C†, where F (t) = diag[e−itEa ], and {Ea}Da=1 are
the energy eigenvalues of H. Given an initial pure state
ρ(0) = |x〉〈x|, the measurement outcome probabilities can
be written as
Pr (k|ρ(t)) = Tr[|k〉〈k|CF (t)C†|x〉〈x|CF (t)†C†] . (C1)
7Information theoretic equilibration follows from
Vk{Pr (k|ρ(t))} ∈ O(D−2), which in turn requires
that we know certain properties of Pr (k|ρ(t))2. It is not
difficult to see that Pr (k|ρ(t)) and Pr (k|ρ(t))2 can be
concisely represented by
Pr (k|ρ(t)) = 〈L2|C⊗2 ⊗ C¯⊗2|R2(t)〉, (C2)
Pr (k|ρ(t))2 = 〈L4|C⊗4 ⊗ C¯⊗4|R4(t)〉, (C3)
where 〈L2| = 〈k, x, x, k|, 〈L4| = 〈k, x, k, x, x, k, x, k|, and
|R2(t)〉 =
∑
b,b′
eit(Eb−Eb′ )|b, b′, b, b′〉, (C4)
|R4(t)〉 =
∑
b,b′,d,d′
eit(Eb−Eb′+Ed−Ed′ )|b, b′, d, d′, b, b′, d, d′〉.
(C5)
We refer to a term of the form 〈L2|C⊗2 ⊗ C¯⊗2|b, b′, b, b′〉
in the sum in (C2) as a (2, 2)–term because there are
two basis change matrices acting on each factor space.
The analogous terms in (C3) will be called (4, 4)–terms;
furthermore, Vk(Pr (k|ρ(t))) can be expressed as a (4, 4)
polynomial (meaning that all terms in the expansion of
the outcome variance are at most (4, 4) terms). It can
be easily checked using (2) and Chebyshev’s inequality
that 3 and (4) hold if the (4, 4)– and (8, 8)–terms scale
as O(D−4) and O(D−8) respectively. This shows that
we can reduce the question of whether typical Hamilto-
nians drawn from an ensemble equilibrates information
theoretically with respect to an observable and time to a
question about the properties of these terms.
The scalings given in eqns. 3 and (4) are satisfied if the
matrix elements of C, namely the Hamiltonian eigenvec-
tor components, satisfy a unitary t-design condition [33],
which means that these matrix elements reproduce Haar-
randomness for polynomials of degree at most (t, t). A
similar connection was identified recently for subsystem
equilibration in Refs. [6, 7, 11], which required a unitary
4-design. For microcanonical equilibration, we must also
ensure that VEH{VkPr (k|ρ(t))} is sufficiently small to
imply a concentration of measure for Vk{Pr (k|ρ(t))} via
Chebyshev’s inequality. The resulting expression is an
(8, 8)–polynomial and hence a unitary 8-design condition
is sufficient to imply that information theoretic equilibra-
tion with respect to local qubit measurements and t ≥ teq
is typical for individual systems from the ensemble (using
Theorem 1 and Lemma 1).
Appendix D: Equilibration for Nearest Neighbor
Hamiltonians
Previously, we showed numerically that random local
Hamiltonians on a complete graph equilibrate informa-
tion theoretically with respect to observables that are
local rotations of A =
∑D−1
j=0 aj |j〉〈j| for non–degenerate
aj and |j〉 an eigenstate of σ⊗nz . Although some physical
systems, such as the Bardeen–Cooper–Schrieffer Hamil-
tonian for low–temperature superconductivity [34], can
be represented as random local Hamiltonians on a com-
plete graph, many physically relevant Hamiltonians have
interactions that are constrained to nearest neighbors.
We consider two relevant cases. First, we consider ran-
dom local Hamiltonians with nearest neighbor interac-
tions on lines with periodic boundary conditions. We
then consider random local Hamiltonians on square lat-
tices with periodic boundary conditions. In both cases,
we see compelling numerical evidence for information
theoretic equilibration with respect to A =
∑D−1
j=0 aj |j〉〈j|
for non–degenerate aj .
Random local Hamiltonians on a line– We will now
consider Hamiltonians of the form
H =
 n∑
i=1
∑
p
ai,pσ
(i)
p +
1
2
∑
〈i,j〉
∑
p
bi,j,p,p′σ
(i)
p σ
(j)
p′
 ,
(D1)
where the sum over 〈i, j〉 refers to a sum over nearest
neighbor i and j and bi,j,p,p′ = bj,i,p′,p. In this case,
such that only interactions between qubits i and j are
permitted if |i− j| = 1 or |i− j| = n−1. Similarly to the
RLH ensemble, we take ai,p and bi,j,p,p′ to be Gaussian
random variables with mean 0 and variance 1.
Figure 5 shows that typical members drawn from this
constrained ensemble of random local Hamiltonians also
achieve information theoretical equilibrium with respect
to A. We see from the results that the ensemble ex-
pectation of the outcome variance scales as O(D−2) and
that the ensemble variance of the outcome variance scales
as O(D−4.7). We know from the results of Lemma 1
require that if the ensemble average and variance of
Vk{Pr (k|0; t)} at most as O(D−2) and O(D−4) respec-
tively in order to guarantee that a Hamiltonian sampled
uniformly from the ensemble will, with high probabil-
ity, equilibrate information theoretically with respect to
the observable. We therefore conclude from this data
that information theoretic equilibration with respect to
non–degenerate measurements in the eigenbasis of σ⊗nz
is generic for members of this ensemble of random local
Hamiltonians.
Random local Hamiltonians on a square lattice– Next
we examine the issue of whether typical members of the
ensemble of random local Hamiltonians that are con-
strained to have only nearest neighbor interactions be-
tween qubits on a square lattice equilibrate information
theoretically with respect to computational basis mea-
surements. The ensemble of Hamiltonians is similar to
that in (D1) except now we permit two qubits to interact
if the two qubits are adjacent vertices on a square lattice.
Note that we do not require that the overall shape of the
lattice is a square. Specifically, we consider lattices with
a number of qubits n = 4, 6, 9, 10, 12, 14. In the case of
n = 4 the lattice is uniquely a square of 2× 2 qubits. In
the case of n = 12, there is an ambiguity in that the lat-
tice can be expressed as an array of 4× 3 qubits or 2× 6
qubits. We examine the former configuration because it
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FIG. 5: This plot provides numerical estimates of the scaling
of the ensemble average and variance of Vk{Pr (k|0, t)} for
random local Hamiltonians with nearest neighbor interactions
on a line with periodic boundary conditions and t ≥ teq.
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FIG. 6: This plot provides numerical estimates of the scaling
of the ensemble average and variance of Vk{Pr (k|0, t)} for
random local Hamiltonians with nearest neighbor interactions
on a rectangular lattice with periodic boundary conditions
and t ≥ teq.
is less like the 1D case.
Figure 6 shows that Hamiltonians drawn uniformly
from this ensemble of Hamiltonians constrained to near-
est neighbor interactions on a square lattice, with high
probability, equilibrate information theoretically with re-
spect to computational basis measurements for exactly
the same reasons as the one–dimensional case discussed
above. We also should note that although we have only
studied equilibration with respect to a computational ba-
sis measurement, the results trivially also hold for local
rotations of the computational basis because both the
one– and two–dimensional ensembles are invariant with
respect to single qubit rotations of any and all qubits.
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FIG. 7: This plot shows Pr (k 6= 0|0, t) for the Hamiltonian
given in (E1). The circles show teq for each n, which scale
roughly as O(log(D)).
Appendix E: Equilibration Time for a variant of the
Heisenberg Model
In the main body of the text, it was claimed that a
variant Heisenberg model:
H = ‖H‖−1
 ∑
i≤n/2
σ(i)z +
∑
i>n/2
σ(i)x +
∑
i
~σ(i) · ~σ(i+1)
 .
(E1)
has an equilibration time of teq ≈ O(log(D)). This fact
can be seen in Figure 7 where we plot the average proba-
bility, over x, of an initial eigenstate of |0〉⊗n being mea-
sured in the state |x〉 6= |0〉⊗n after evolution under the
Hamiltonian for time t. We see from the figure strong
evidence for equilibration of the measurement outcome.
The equilibration times do not scale as smoothly with
D as the data considered for the RLH ensemble. The
reason for this discrepancy is that the ratio of spins ex-
periencing a magnetic field in the X direction to those
experiencing a field in the Z direction varies with n. If
n is even, then the ratio will be 1 : 1; however, if n is
odd then there will be an excess of spins experiencing a
transverse field in the X direction. This difference causes
the equilibration times to vary with the parity of n. We
do see evidence though in Figure 7 that teq ≈ O(log(D));
although given the small range for the fit, the precise
functional dependence of teq on D is not certain.
Appendix F: Equilibration for a One–Body
Quantum Chaotic System
Finally we show that information theoretic equilibra-
tion of pure states occurs also for an individual sys-
tem consisting of a one-body dynamical model associated
with global classical chaos. In particular we consider a
variant of the quantum kicked top, described by the Flo-
quet map [22]:
UF = e
−iJτJT e−iJ·α, (F1)
where J = [Jx, Jy, Jz] is a vector of angular momentum
operators, τ is the moment of inertia tensor, which is
9FIG. 8: The measurement outcome variance Vk{Pr (k|x)}
plotted as a function of system size, both before (2 kicks)
and after (10 kicks) the equilibration time. For 10 kicks, we
see excellent agreement with the GUE prediction of O(D−2),
confirming information theoretic equilibration of a one-body
system in the macroscopic limit in a regime of global chaos
(α = [1.1, 1.0, 1.0] and τ = diag(10, 0, 1)).
diagonal with entries [τxx, τyy, τzz], α = [αx, αy, αz] is a
vector of kick–strengths and ~ = 1. The dimension of
the system is D = 2j+ 1 where j is the total angular
momentum quantum number. Fig. 8 shows that for a
set of chaotic parameters for λ and τ , roughly 10 kicks
(applications of UF ) are needed in order for Vk{Pr (k)}=
O(D−2), and hence for Theorem 1 to apply.
Appendix G: Inferring Equilibration of RLH from
(4, 4) Terms
We showed previously that if the Hamiltonian is suffi-
ciently complex, meaning that the change of basis matrix
C satisfies a condition similar to an 8–design condition,
then equilibration theoretic equilibration is generic for
Hamiltonians drawn uniformly from the ensemble. Here
we use this insight to infer from the properties of the
(4, 4) terms of RLH Hamiltonians that information the-
oretic equilibration is generic.
In order to show this, we need to estimate the ensem-
ble means and variances of the dominant (4, 4) terms (in
the limit of large D). If the initial state preparation is
|x〉 and measurement outcome k is considered then the
relevant sum in computing the value of Pr (k|ρ(t)) (which
is needed in the computation of Vk{Pr (k|ρ(t))}) is
Pr (k|ρ(t))2 =
∑
b,b′,d,d′
〈k, x, k, x, x, k, x, k|C⊗4 ⊗ C¯⊗4eit(Eb−Eb′+Ed−Ed′ )|b, b′, d, d′, b, b′, d, d′〉. (G1)
Here each summand is known as a (4, 4) term. It is easy
to then see that in the limit of large t and under the
assumption of non–degenerate Hamiltonians, that terms
with b = b′ and d = d′ will dominate other terms due to
the fact that no phase cancellation appears in the sum
over such terms. This means that the value of the out-
come variance is dictated by the characteristic magnitude
of such terms. In this case, we do not need to compute
the (2, 2)–terms because EEH (Pr (k|ρ(t))) = 1/D triv-
ially holds for RLH Hamiltonians.
Fig. 9 shows that the RLH average of the (4, 4)–terms
agrees with the GUE predictions of O(D−4) scaling. We
also find that the variance of the (4, 4) terms is O(D−8)
which suggests that concentration of measure holds for
the ensemble. This shows that the equilibriation proper-
ties observed for the RLH ensemble can also be inferred
from the properties of the change of basis matrix C.
Appendix H: Proof of Theorem 2
We prove Theorem 2 in two steps:
1. We derive expressions for the Haar expectations of
Pr (k|ρ(t)) (see (H2) below) and the second and
fourth moments. See Lemmas 2, 3, and 4.
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FIG. 9: Numerically computed expectation values over k and
b for x = 0 of the RLH ensemble average and variances of
the (4, 4)–terms that are dominant for large t, 〈L4|C⊗4 ⊗
C¯⊗4|b, b, b, b, b, b, b, b〉, plotted as a function of D = 2n, and
compared to the scalings for GUE. The variance of the (4, 4)
terms scale as 3790/D8 for D > 128. The results do not
qualitatively change if k and b are fixed or if b′ 6= b.
2. We find the expectations of these expressions over
the GUE eigenvalue distribution, and show that
there exists a time teq(D) = O(D
−1/6) such that
for all t > teq(D), eqns. (3) and (4) hold. See
Section H 2 for these expectations.
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Since the calculations in this subsection require in depth
knowledge of the properties of the Gaussian Unitary En-
semble (GUE), we will begin by giving a brief review
of its properties [21, 22, 35]. GUE is the unique uni-
tarily invariant distribution over Hermitian matrices H
that factorizes into a product of distributions each over
an individual element of H. In particular, each inde-
pedent element of H is an i.i.d. Gaussian random vari-
able. A Hermitian matrix H generated according to the
GUE has diagonal elements haa that are real valued ran-
dom variables each with distribution N (0, σ2), and off-
diagonal elements hab with real and imaginary parts that
are random variables each with distribution N (0, 12σ2).
The variance σ2 is a free parameter, which is closely re-
lated to the expected maximum energy eigenvalue as well
as the ensemble average energy level spacing.
While many aspects of GUE have been shown to accu-
rately model complex quantum systems, there are known
limitations to using GUE as a model of such systems
which deserve mention before we proceed. First, the av-
erage level density, which takes the form of a semi-circle,
and long-range spectral fluctuations for GUE are not
good models for the corresponding properties of physi-
cally relevant Hamiltonian systems, even chaotic ones. In
particular, for most natural systems, such as those with
only two particle interactions, the norm of the Hamil-
tonian scales polynomially with the number of particles
[5]. However, the expected norm of a GUE Hamilto-
nian scales polynomially in the Hilbert space dimension
D [22]. As we will see below, this has a large impact
on what might be called the equilibration time for these
dynamical systems, which should therefore be taken with
a grain of salt. Because of this, and in order to simplify
calculations, we will follow the standard practice [7, 21]
of taking the variance σ2 = 12 .
The joint distribution over all elements of H factor-
izes into a product of a distribution over eigenvectors,
and a distribution over the energy eigenvalues of H (see
[21] Theorem 3.3.1, or [22] Chapter 4). Further, the
joint probability distribution over eigenvectors ofH is the
same as that over the change of basis matrix C, namely
the Haar measure on the unitary group U(D) [21, 22].
Letting C be the unitary which takes the eigenbasis of H
to that of A, and working in the eigenbasis of A, we can
write
U(t) = CF (t)C†, (H1)
where F (t) := diag[e−itEa ], and {Ea}Da=1 are the energy
eigenvalues of H. We can therefore take separate expec-
tations over eigenvectors and eigenvalues, namely, over
the matrices C and F . Pr (k|ρ(t)) can be expressed as
Pr (k|ρ(t)) = Tr[|k〉〈k|CF (t)C†|x〉〈x|CF (t)†C†] . (H2)
In the following we will write the expectation over the
Haar measure on the unitary group U(D) of change of
basis matrices C, as EC{·}, and Espec{·} for the expec-
tation over the GUE eigenvalue distribution.
1. Expectations over eigenvectors
Lemma 2. Take a non-degenerate observable A acting
on H = CD, an initial pure state ρ(0) = |x〉〈x| which is
an eigenstate of A, and a unitary U(t) = e−itH where
H is drawn uniformly at random from GUE. Then the
variance of the measurement outcome probabilities over
the Haar measure on the unitary group U(D) of change
of basis matrices C is given by:
VC{Pr (k|ρ(t))}
=
1
D4
{
D2 − 2D + 4 + (7− 2D)δxk
+ |µ(t)|2(2Dδxk − 10δxk − 2)
+ δxk|µ(2t)|2 + 2δxkRe[µ(t)2µ(−2t)]
}
+O(D−5),
(H3)
where we have defined µ(t) = Tr[U(t)] = Tr[F (t)] (this is
often called the spectral form factor [21, 22]).
Proof. First, note that the squares of the outcome prob-
abilities Pr (k|ρ(t)) can be written in the form:
Tr
[|k〉〈k|CF (t)C†|x〉〈x|CF (t)†C†]2
=
∑
s,s′
〈s|k〉〈k|CF (t)C†|x〉〈x|CF (t)†C†|s〉
× 〈s′|k〉〈k|CF (t)C†|x〉〈x|CF (t)†C†|s′〉
= 〈L4|C⊗4 ⊗ C¯⊗4|R4(t)〉, (H4)
where C¯ is the complex conjugate of C and
〈L4| = 〈k, x, k, x, x, k, x, k|,
|R4(t)〉 =
∑
b,b′,d,d′
eit(Eb−Eb′+Ed−Ed′ )
× |b, b′, d, d′, b, b′, d, d′〉, (H5)
The expectation of the expression C⊗4 ⊗ C¯⊗4 over Haar
measure can be written as the projector onto the sub-
space spanned by the vectors
|Φpi〉 = (Vpi ⊗ 1 ) |φ〉1,5|φ〉2,6|φ〉3,7|φ〉4,8, (H6)
where |φ〉ij =
∑D
a=1 |a〉i|a〉j , and the index pi runs over
the 4! permutations of the elements {1, 2, 3, 4}, and Vpi
is the unitary permutting the first four factor spaces ac-
cording to pi. It was shown in [6] that this projector is
given by
EC
{
C⊗4 ⊗ C¯⊗4} = ∑
pi,σ
(M−1)pi,σ|Φpi〉〈Φσ|, (H7)
where the matrix M has components Mpi,σ = 〈Vpi|Vσ〉 =
Tr[Vpi−1Vσ] = d
l(pi−1σ), and l(σ) is number of cycles in
the cycle decomposition of the permutation pi−1σ. We
then have
EC
{
Pr (k|ρ(t))2
}
=
∑
pi,σ
〈L4|Φpi〉(M−1)pi,σ〈Φσ|R4(t)〉,
(H8)
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where the inner products 〈Φσ|R4(t)〉 are given by:
〈Φ(1,2,3,4)|R4(t)〉 = |µ(t)|4,
〈Φ(1,2,4,3)|R4(t)〉 = 〈Φ(1,3,2,4)|R4(t)〉 = d|µ(t)|2,
〈Φ(2,1,3,4)|R4(t)〉 = 〈Φ(4,2,3,1)|R4(t)〉 = d|µ(t)|2,
〈Φ(1,3,4,2)|R4(t)〉 = 〈Φ(1,4,2,3)|R4(t)〉 = |µ(t)|2,
〈Φ(2,3,1,4)|R4(t)〉 = 〈Φ(2,4,3,1)|R4(t)〉 = |µ(t)|2,
〈Φ(3,1,2,4)|R4(t)〉 = 〈Φ(3,2,4,1)|R4(t)〉 = |µ(t)|2,
〈Φ(4,1,3,2)|R4(t)〉 = 〈Φ(4,2,1,3)|R4(t)〉 = |µ(t)|2,
〈Φ(3,4,1,2)|R4(t)〉 = |µ(2t)|2,
〈Φ(1,4,3,2)|R4(t)〉 = µ(t)2µ¯(2t),
〈Φ(3,2,1,4)|R4(t)〉 = µ(2t)µ¯(t)2,
〈Φ(2,1,4,3)|R4(t)〉 = 〈Φ(4,3,2,1)|R4(t)〉 = d2,
〈Φ(2,3,4,1)|R4(t)〉 = 〈Φ(3,4,2,1)|R4(t)〉 = d,
〈Φ(2,4,1,3)|R4(t)〉 = 〈Φ(3,1,4,2)|R4(t)〉 = d,
〈Φ(4,1,2,3)|R4(t)〉 = 〈Φ(4,3,1,2)|R4(t)〉 = d,
Further, 〈L4|Φpi〉 = 1 for pi = (4, 3, 2, 1), (4, 1, 2, 3),
(2, 3, 4, 1), (2, 1, 4, 3), and 〈L4|Φpi〉 = δik for all other pi.
Taking the sum of the above terms with M−1 in eqn.
(H8), we find:
EC
{
Pr (k|ρ(t))2
}
=
1
α
{
|µ(t)|4 ((D2 −D − 2)δxk + 2)
+ |µ(t)|2 (−4D2−12D− 8+ (4D3+8D2+4D + 8)δxk)
+ (D2 −D − 2)δxk
(|µ(2t)|2 + µ¯(2t)µ(t)2 + µ(2t)µ¯(t)2)
+ 2D4 + 8D3 + 6D2 − (4D3 + 12D2)δxk
+ 2|µ(2t)|2 + 2µ¯(2t)µ(t)2 + 2µ(2t)µ¯(t)2
}
, (H9)
where α = D2(D − 1)(D + 1)(D + 2)(D + 3). Using
EC{Pr (k|ρ(t))} from Lemma 3, we then have
VC{Pr (k|ρ(t))}
=
1
D4
{
D2 − 2D + 4 + (7− 2D)δxk
+ |µ(t)|2(2Dδxk − 10δxk − 2)
+ δxk|µ(2t)|2 + 2δxkRe[µ(t)2µ(−2t)]
}
+O(D−5).
(H10)
Lemma 3. Take a non-degenerate observable A acting
on H = CD, an initial pure state ρ(0) = |x〉〈x| which is
an eigenstate of A, and a unitary U(t) = e−itH where H
is drawn uniformly at random from GUE. Then the ex-
pectation of the measurement outcome probabilities for C
distributed according to the Haar measure on the unitary
group U(D) is given by:
EC{Pr (k|ρ(t))} =
D − δxk + |µ(t)|2
(
δxk − 1D
)
D2 − 1 . (H11)
Proof. This expectation can be calculated in a similar but
simpler fashion as the variance in the previous lemma, so
we leave the proof as an exercise.
Lemma 4. Take a non-degenerate observable A acting
on H = CD, an initial pure state ρ(0) = |x〉〈x| which is
an eigenstate of A, and a unitary U(t) = e−itH where
H is drawn uniformly at random from the GUE. Then
the fourth moment of the measurement outcome probabil-
ities over the Haar measure on the unitary group U(D)
of change of basis matrices C is given by:
EC
{
Pr (k|ρ(t))4
}
≤ 1
D8
∑
pi
〈Φpi|R8(t)〉+
∑
pi,σ
Bpi,σ〈Φσ|R8(t)〉, (H12)
where B is a matrix with components ≤ O(D−9).
Proof. The fourth power of the outcome probabilities can
be written in the form:
Tr
[|k〉〈k|CF (t)C†|x〉〈x|CF (t)†C†]4
= 〈L8|C⊗8 ⊗ C¯⊗8|R8(t)〉, (H13)
where 〈L8| and |R8(t)〉 are defined analogously to (H5),
but with twice the number of tensor factors. Further,
the average of the expression C⊗8⊗ C¯⊗8 over Haar mea-
sure can be written as the projector onto the subspace
spanned by the vectors
|Φpi〉 = (Vpi ⊗ 1 ) |φ〉1,9|φ〉2,10 . . . |φ〉8,16, (H14)
where the index pi runs over the 8! permutations of the
elements {1, 2, . . . , 8}, and Vpi is the unitary permuting
the first eight factor spaces according to pi.
We will now determine the asymptotic scaling of the
following expression with D:
EC
{
Pr (k|ρ(t))4
}
=
∑
pi,σ
〈L8|Φpi〉(M−1)pi,σ〈Φσ|R8(t)〉, (H15)
by finding an approximation for M−1. Recall that
the matrix M has components Mpi,σ = 〈Vpi|Vσ〉 =
Tr[Vpi−1Vσ] = D
l(pi−1σ), where l(σ) is number of cycles
in the cycle decomposition of the permutation pi−1σ. It
is clear that the diagonal components of M are all equal
to D8, and all other components of M are strictly < D8,
as the identity permutation is the only one with 8 cycles.
Letting A := 1 −M/D8, we have
(1 −A)
(
N∑
k=0
Ak
)
=
(
N∑
k=0
Ak
)
(1 −A) = 1 −AN+1,
(H16)
which converges to 1 in the limit N → ∞ if and only if
||A||op < 1. Because A is of fixed size 8! × 8! and all its
elements are < 1/D, we have ||A||op < 1 for D sufficiently
12
large. Therefore, (1 − A)−1 = 1 + A + O(D−2), which
implies that
M−1 =
1
D8
+O(D−9). (H17)
Next, it is not difficult to see that all components of
〈L8|Φpi〉 are equal to 1 or δxk. Therefore, we can split the
sum in (H15) as
EC
{
Pr (k|ρ(t))4
}
≤ 1
D8
∑
pi
〈Φpi|R8(t)〉+
∑
pi,σ
Bpi,σ〈Φσ|R8(t)〉, (H18)
where we have used that 〈L8|Φpi〉 ≤ 1 for all pi, and B =
M−1 − 1D8 has all components ≤ O(D−9).
2. Expectations over GUE eigenvalues
Our next step towards proving Theorem 2 is to find
the GUE average of the the spectral form factor µ(t),
which appears in Lemmas 2 and 3. The joint distribu-
tion over the un-ordered energy eigenvalues {Ea}Da=1 of a
GUE matrix is given by (see [21] Theorem 3.3.1, or [22]
Chapter 4):
P ({Ea}D) = 1
CD
D∏
1=a<b
(Ea − Eb)2 exp
[
− 1
2σ2
D∑
a=1
E2a
]
,
(H19)
where we define CD := (2pi)
D/2σD
2∏D
j=1 j!. Integration
of P ({Ea}D) over D−m variables gives the m-point cor-
relation function ([21] 6.1.1)
Rm(E1, . . . , Em) = χ
∫ ∞
−∞
P ({Ea}D)dxm+1 · · · dxD,
(H20)
where χ = D!/(D −m)!. By [21] Theorem 5.1.4, this can
be written as:
Rm(E1, . . . , Em) = det[KD(Ei, Ej)]i,j=1,...,m, (H21)
where KD(Ei, Ej) =
∑D−1
k=0 φk(Ei)φk(Ej), and the φk(x)
are the harmonic oscillator wave-functions φj(x) =(
2jj!
√
pi
)−1/2
e−x
2/2Hj(x), withHj(x) the Hermite poly-
nomials (see [21] section 6.2).
a. Calculation of Espec
{|µ(t)|2}
Our next goal is to evaluate the expression Γ(t,D) :=
Espec
{|µ(t)|2} = Espec{∣∣Tr[e−itH]∣∣2}. Expanding out
the trace and grouping terms, we have
Γ(t,D) = Espec
{∣∣Tr[e−itH]∣∣2}
=
∫ ∞
−∞
∣∣∣∣∣
D∑
l=1
eitEl
∣∣∣∣∣
2
P ({Ea}D)
D∏
j=1
dEj
= D
∫ ∞
−∞
P ({Ea}D)
D∏
j=1
dEj
+
∫ ∞
−∞
D∑
l 6=m
eit(El−Em)P ({Ea}D)
D∏
j=1
dEj .
(H22)
Using the invariance of the joint distribution P ({Ea}D)
under permutations of the energies, and the definition of
the 2-point correlation function, this becomes
Γ(t,D) = D +
∫ ∞
−∞
eit(E2−E1)R2(E1, E2)dE1dE2.
(H23)
It is well known that for large D the function KD(E,E)
follows the so called Wigner semi-circle law [21] (with
σ2 = 1/2):
KD(E,E) ' 1
pi
√
2D − E2Θ(
√
2D − |E|), (H24)
where Θ(x) is the Heavyside step function. For large D
we then have:
Γ(t,D) = D + 2D
J1
(√
2Dt
)2
t2
− (
√
2D − t/2)Θ(2
√
2D − t), (H25)
where J1(x) is the first Bessel function of the first kind.
It should also be noted that, the limit of the function
KD(E1, E2) is generally taken by rescaling (often called
‘unfolding’ - see [36] section III.A.1) the energy level den-
sity as well as the energies by the local mean spacing
[21, 22]. In taking this limit and the integrals for Γ(t,D)
we have followed the the procedure of [21] Appendices
10, and 11.
b. Equilibration time
Now that we have the GUE expectation of the spectral
form factor, we can use Lemma 3, to find the full expec-
tation over eigenvectors and eigenvalues of the outcome
probabilities:
Espec,C{Pr (k|ρ(t))}
=
D − 1DΓ(t,D) + δxk (Γ(t,D)− 1)
D2 − 1 , (H26)
Notice that if Γ(t,D) = O(D), then
Espec,C{Pr (k|ρ(t))} = D + δxkO(D)
D2 − 1 +O(D
−2). (H27)
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In particular, if D is large, then the GUE expectation of
the probability distribution from (H27) is essentially the
uniform distribution. We therefore take the equilibration
time teq(D) to be defined by the condition
teq(D) := {T | Γ(t,D) = O(D),∀ t > T}. (H28)
It is clear that the second term in (H25) satisfies:
lim
t→∞ 2D
J1
(√
2Dt
)2
t2
= 0. (H29)
This shows that there exists a finite time teq(D) such
that Γ(t,D) = O(D) for all t > teq(D).
In order to get a sense of the equilibration time (keep-
ing in mind our previous comments on GUE energy spec-
tra), note that the condition on the equilibration time
(H28) is essentially that
2D
J1
(√
2Dt
)2
t2
= O(D). (H30)
Using the fact that for x  3/4 we can approximate
J1(x) '
√
2/pix cos[x − 3pi/4], it the follows that the
equilibration time is
teq(D) = O(D
−1/6). (H31)
c. GUE expectation of first and second power
Our next step towards a proof of Theorem 2 involves
evaluating the expectation values over the spectrum that
are needed to prove eqns. (3) and (4) for GUE Hamilto-
nians. First, from the previous section we have that there
exists a finite time teq(D) such that Γ(t,D) = O(D) for
all t > teq(D). Using Lemma 3, and the above spectral
expectation, we have
Espec,C{Pr (k|ρ(t))} = D + δxkO(D)
D2 − 1 +O(D
−2), (H32)
which proves that for all t > teq(D), eqn. (3) holds for
GUE Hamiltonians.
Next, Lemma 2 implies that
Espec{VC{Pr (k|ρ(t))}}
=
1
D4
{
D2 − 2D + 4 + (7− 2D)δxk
+ Γ(t,D)(2Dδxk − 10δxk − 2) + δxkΓ(2t,D)
+ 2δxkEspec
{
Re[µ(t)2µ(−2t)]}}+O(D−5).
(H33)
In the next section we will show that for t > teq(D),
Espec
{
Re[µ(t)2µ(−2t)]} = O(D). Using this along with
Γ(t,D) = O(D) in the above, we find
Espec{VC{Pr (k|ρ(t))}} = O(D−2), (H34)
which proves that for all t > teq(D), eqn. (3) holds.
d. Bounding Espec
{
µ(t)2µ(−2t)}
In order to simplify the derivation of our upper bounds,
we define
∆(t,D) := Espec
{
µ(t)2µ(−2t)}
=
∫ ∞
−∞
∑
i,j,k
eit(Ei+Ej−2Ek)P ({Ea}D)
D∏
l=1
dEl,
(H35)
We can expand the triple sum into three parts depend-
ing on whether i, j, k are: (i) all distinct, (ii) only two
equal, or (iii) all equal, which upon integration over the
remaining energies, give terms of the form:
(i) R3(E1, E2, E3)e
it(E1+E2−2E3),
(ii) R2(E1, E2)e
2it(E1−E2) + 2R2(E1, E2)eit(E1−E2),
(iii) D.
By expanding R3 and R2, we find products of inte-
grals of terms of the form KD(Ei, Ei)e
itiEi , as well as
KD(Ei, Ej)
2ei(tiEi+tjEj), and
KD(E1, E2)KD(E2, E3)KD(E3, E1)e
it(E1+E2−2E3).
(H36)
We will bound the magnitude of these terms in a similar
fashion as was done in [7]. Note that the integral of (H36)
is just
Tr
[
PeiE1PeiE2Pe−2iE3
]
, (H37)
where P =
∑D−1
k=0 |φk〉〈φk| is the projector onto the D-
dimensional lower-energy subspace spanned by the har-
monic oscillator wave-functions, and X is the position
operator. Using the Cauchy-Schwartz inequality twice
on (H37), we find:
∣∣Tr[(PeiE1PeiE2)Pe−2iE3]∣∣ ≤√√Tr[P ] Tr[P ]Tr[P ]
≤ D. (H38)
A similar argument also shows that terms with integrands
of the form KD(Ei, Ej)
2ei(tiEi+tjEj) are also bounded by
D. Using these bounds, we then have
|∆(t,D)| ≤ 6D
+
(∫ ∞
−∞
KD(E,E)e
itE
)2(∫ ∞
−∞
KD(E,E)e
−2itE
)
+D
(∫ ∞
−∞
KD(E,E)e
−2itE
)
+2D
(∫ ∞
−∞
KD(E,E)e
itE
)
+
∣∣∣∣∫ ∞−∞KD(E,E)e2itE
∣∣∣∣2 + 2 ∣∣∣∣∫ ∞−∞KD(E,E)eitE
∣∣∣∣2 .
(H39)
Next recall that∫ ∞
−∞
KD(E,E)e
itE =
√
2D
J1(
√
2D t)
t
, (H40)
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which approaches 0 as t → ∞. The equilibration condi-
tion (H28) requires that
√
2DJ1(
√
2D t)/t = O(
√
D) for
t > teq(D), and if this is satisfied, then for all t > teq, we
have |∆(t,D)| ≤ O(D).
e. GUE expectation of fourth power
The final quantity that we need to prove Theorem 2 is
the asymptotic scaling of the GUE average of the fourth
moment of Pr (k|ρ(t)) where ρ(t) = e−iHt|x〉〈x|eiHt for
|x〉 an eigenvector of the observable. This quantity
shows a concentration of measure for the outcome vari-
ance of Pr (k|ρ(t)), which will allow us to conclude that
individual Hamiltonians drawn from the GUE will in-
formation theoretically equilibrate with high probabil-
ity. Specifically, we show that for t > teq(D) we have
that Espec,C
{
Pr (k|ρ(t))4
}
= O(D−4). Recalling the
form of EC
{
Pr (k|ρ(t))4
}
from Lemma 4, we see that
it is sufficient to show that for t > teq(D), we have
Espec{〈Φσ|R8(t)〉} ≤ O(D4), for all permutations σ.
Calculating some explicit examples of
〈Φσ|R8(t)〉
=
∑
a,a′,b,b′,
c,c′,d,d′
eit(Ea−Ea′+Eb−Eb′+Ec−Ec′+Ed−Ed′ )
× 〈a, a′, b, b′, c, c′, d, d′|Vσ|a, a′, b, b′, c, c′, d, d′〉,
(H41)
we see that these are of the general form
Daµ(f1t)µ(g1t)
∗, . . . , µ(f4t)µ(g4t)∗, (H42)
where fj , gj ∈ {0, 1, 2, 3, 4}, and
a+
4∑
j=1
fj +
4∑
j=1
gj = 8, (H43)
and if fj = 0 then the corresponding µ(fjt) does not
appear in the product (and similarly for gj). For exam-
ple, there is a |µ(t)|4 term arising from σ = 1 , and a D4
term arising from σ = (12)(34)(56)(78). The expecta-
tions Espec{Daµ(f1t)µ(g1t)∗, . . . µ(f4t)µ(g4t)∗} can then
be bounded in a similar fashion to Appendix H 2 d. In
particular, we can expand the sums in the product of
the terms µ(fjt) = Tr
[
eifjtH
]
into various parts depend-
ing on which indices are equal or not equal, just as was
done for expression (H35). These will then give a con-
stant Db factor, and various combinations of integrals
of m-point correlation functions. Each of the integrals
with 2-point or higher order correlation functions can be
bounded by D, just as was done for eqn. (H36). We will
then be left with various powers of integrals of the form∫∞
−∞KD(E,E)e
itE which as we have seen approach 0 as
t→∞, and so are irrelevant for the t > teq regime. The
only remaining question then is power of the constant Db
factor for each term. It is not difficult to see that a power
of D arises from each pairing µ(fjt)µ(gkt)
∗ with fj = gk.
For example, the expectation of the term |µ(t)|4 gives a
contribution of D2 (this is in fact the infinite time limit).
From the constraint (H43), it is not difficult to see that
D4 is the highest power of D which can arise. This shows
that for t > teq
Espec,C
{
Pr(k|ρ(t))4} = O(D−4). (H44)
Putting all of the above together, we have:
Proof of Theorem 2. Expanding the outcome and ensem-
ble variances and using (H34) and (H44), we find that,
for t > teq(D),
VEH{Vk{Pr (k|ρ(t))}}
=D−2
∑
j,k
EEH
{
Pr (k|ρ(t))2 Pr (j|ρ(t))2
}
+O(D−4).
(H45)
Then using the Cauchy-Schwartz inequality for expecta-
tions and (H32), we have:∑
j,k
EEH
{
Pr (k|ρ(t))2 Pr (j|ρ(t))2
}
≤ O(D−2). (H46)
This proves that VEH{Vk{Pr (k|ρ(t))}} = O(D−4).
Chebyshev’s inequality then implies (in the same fashion
as (B1)) that Vk{Pr (k|ρ(t))} ∈ O(D−2) with high prob-
ability over EH . Theorem 1 then implies that O(D
1/4)
samples are required to distinguish the Pr (k|ρ(t)) from
the uniform distribution for t > teq(D) = O(D
−1/6),
which was shown in (H31). Since a particular GUE
Hamiltonian is specified using O(D2), even drawing a
random Hamiltonian from GUE requires O(poly(D))
arithmetic operations. Therefore it follows from Defini-
tion 1 and Lemma 1 that almost all GUE Hamiltonians
equilibrate information theoretically for t > teq with high
probability.
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