Abstract-Protein-protein interactions (PPIs) play a central role in many biological processes. Although a large amount of human PPI data has been generated by high-throughput experimental techniques, they are very limited compared to the estimated 130 000 protein interactions in humans. Hence, automatic methods for human PPI-detection are highly desired. This work proposes a novel framework, i.e., Low-rank approximationkernel Extreme Learning Machine (LELM), for detecting human PPI from a protein's primary sequences automatically. It has three main steps: 1) mapping each protein sequence into a matrix built on all kinds of adjacent amino acids; 2) applying the low-rank approximation model to the obtained matrix to solve its lowest rank representation, which reflects its true subspace structures; and 3) utilizing a powerful kernel extreme learning machine to predict the probability for PPI based on this lowest rank representation. Experimental results on a large-scale human PPI dataset demonstrate that the proposed LELM has significant advantages in accuracy and efficiency over the state-of-art approaches. Hence, this work establishes a new and effective way for the automatic detection of PPI.
metabolic cycles, deoxyribonucleic acid transcription, and signaling cascades [1] . In the past decade, high-throughput biological techniques like yeast two-hybrid screen [2] , mass spectrometry [3] , protein chip technology [4] , and tandem affinity purification tagging [5] were developed to detect largescale protein interactions for different species. Consequently, a large amount of PPI data for different organisms has been uncovered and recorded in public databases [6] [7] [8] . However, the biological experiments are usually expensive, cumbersome, and extremely time-consuming [9] . As a result, currently available PPI data only take a tiny fraction of the complete PPI networks. For instance, human beings have about 30 000 to 40 000 distinct proteins, which allow for about 450 000 000 to ∼800 000 000 potential interacting protein pairs. Human PPI is estimated to be 130 000, most of which remain undiscovered [10] . Moreover, high-throughput techniques tend to identify a high proportion of false positives [9] , [11] , [12] .
Hence, it is of great significance to develop reliable computational methods to facilitate the identification of new PPI from indirect clues [9] , [12] [13] [14] [15] [16] . To date, considerable attempts have been made to develop computational methods for PPI detection [17] [18] [19] . Generally, such detection can be treated as a classification problem. Its solution has to address two issues: 1) how to effectively represent a protein based on its different attributes or feature sources and 2) how to develop a powerful computational model to predict accurately and fast the desired class (interacting or noninteracting).
For the first issue, the major challenge is how to supply a classifier with the features containing the interaction information to distinguish the interacting and noninteracting protein pairs. Currently, protein features are extracted based on the evidences obtained from different data sources, including gene ontology information, phylogenetic profiles, gene fusion, genomic context, gene neighborhood, and sequence conservation among interacting proteins [20] [21] [22] . For instance, a pair of interacting proteins is generally expected to be localized to the same cellular component or to have a common cellular role.
There are also approaches combining protein interaction information from different biological data sources [23] [24] [25] . However, the deficiency of aforementioned approaches appears when they are exposed to problems without prior knowledge about proteins [26] .
Recently, the advent of a complete genome sequence for many organisms has generated an enormous amount of protein sequence data for computational biologists. The feature extraction methods to derive information directly from such sequence data are particularly popular [27] [28] [29] . Many investigators have engaged in the development of protein sequence-based approaches to detect new PPI, and the previous work demonstrated that the information from protein sequences alone might suffice to predict PPI [9] , [26] , [30] .
Although some pioneering work has been done in this area [9] , [19] , [31] [32] [33] , detecting PPI based on protein sequences is still in the exploration stage mainly because of the high complexity of this problem [31] . In the past few years, a number of computational methods were proposed and many protein sequence descriptors and features were adopted to represent amino acid sequences of a protein. Nakashima et al. [34] predicted protein interactions by using amino acid composition (AAC) features extracted from protein sequences. AAC is the simplest discrete model to represent a protein sequence, which is defined as the occurrence frequencies of 20 amino acids in a protein sequence. Their results show that the interactions among proteins are strongly related to AAC. Roy et al. [35] proposed a method based on AAC derived from a protein sequence to predict protein interactions in different organisms. Their prediction results are of high overall accuracy. Various protein frequency-based feature extraction methods are also proposed for protein sequence analysis [36] , [37] . Among them, k-mer, typically referring to all the possible protein subsequences of length k, may be the best developed one and is widely used for PPI prediction [38] . The main property of protein sequences is their sequentiality. However, in most existing approaches such important information is dropped, making it unable to deal with order sensitive data [39] , [40] .
Note that the aforementioned methods are all based on the AAC alone. Although k-mer is a simple and relatively rational descriptor for protein sequences and can achieve good performance [32] , its overall prediction accuracy would be drastically improved if the order information of protein sequences is incorporated into the feature representation methods. There are two primary protein sequences as follows. 1) Protein I: WTFESRNDPAKDPLNGGPGC.
2) Protein II: NDPAKDPLNGGPGCWTFESR. Note that their feature vectors are identical based on AAC and k-mer representation methods. However, they become different if the order information is employed.
Unfortunately, incorporating the order information into them is not an easy task. The number of all possible combinations for 20 amino acids depends on the length of a protein sequence. The general formula is 20 N , where N is the number of amino acids in a protein sequence. Let us illustrate this for a protein sequence of 2 amino acids only. The number of all possible sequence order combination is 20 2 = 400. For a protein sequence of 20 amino acids, the number of combinations is 20 20 = 1.048576 × 10 26 . Actually, the length of a protein sequence can be much longer than 20. Thus, owing to the huge number of possible sequence order patterns, it is almost impossible to design a practical representation method that can fully consider such order information. In addition, the length of a protein sequence varies widely. This also poses a serious problem to use sequence order information. Confronted with such difficulty, how can we design a method that can take the sequence order information into account to improve the overall accuracy for PPI prediction? To answer this challenging question, we propose a novel matrix-based method to represent amino acid sequence of a protein in which both the AAC and sequence order information are included. Then, a low-rank approximation (LRA) method is introduced to seek the lowest rank representation among all the candidates and recover the row space of the data exactly to ensure high accuracy.
For the second issue, different kinds of machine learning models such as neural networks [41] [42] [43] [44] , decision tree classifier, naïve Bayes, and ensemble classifier is proposed for predicting PPI to improve the accuracy of the predictors [32] . The major trend for the computational PPI detection is to seek the high accuracy but not speed when the classification models are trained. Yet the speed is critically important because the total potential PPI count is extremely large. Some computational models with high classification accuracy become infeasible owing to their tremendous unaffordable training time.
Recently, Bai et al. [45] , Zhang et al. [46] , and Huang et al. [47] proposed a new learning algorithm called extreme learning machine (ELM), which is a single-hidden layer feed-forward neural network by using randomly assigned input weights and bias, and analytically determines its output weights. ELM provides efficient unified solutions to generalized feed-forward networks. Consequently, it offers significant advantages such as fast learning speed, ease of implementation, and least human intervention [48] [49] [50] [51] . However, randomly assigned weights may produce variation in the classification accuracy in different trials with the same number of hidden nodes. To solve this problem, Huang et al. [47] proposed the kernel ELM (K-ELM) in which the hidden layer is replaced by a kernel function. Thus, the weights between input and hidden layers do not need to be assigned in K-ELM. Its other advantage is that the kernel function does not need to satisfy Mercer's theorem [47] , [52] which provides a unified solution to a classification task. Therefore, it has good potential as a viable alternative technique for large-scale computing projects.
In this paper, we report an automatic, accurate, and fast method for predicting large-scale PPIs by using the information of protein sequences only. First, based on AAC and the distributions of each k-mer kind, we transform each protein sequence into a sparse matrix, in which both AAC and sequence order information are contained. Then, a novel method termed as LRA is introduced to find its approximate matrix, from which the row vector is extracted to numerically characterize each protein sequence. Finally, to improve the overall accuracy for PPI prediction and speed up the learning process, K-ELM predictor is designed to carry out the PPI prediction. The proposed method was tested upon a largescale human PPI dataset. The experimental results demonstrate that the proposed approach is indeed feasible and effectual. Consequently, it is a new promising and powerful tool for large-scale PPI prediction.
The rest of this paper is organized as follows. Section II presents the proposed approach. Section III gives extensive experimental results of applying the proposed and other methods to a large-scale human PPI dataset. Finally, we conclude with a brief summary and some future directions in Section IV.
II. PROPOSED APPROACH

A. Data Sources
A large-scale Homo sapiens PPI dataset derived from the human protein reference database [53] is employed to evaluate the performance of the proposed method. Self-interactions are interactions between two protein products of the same gene and duplicate interactions mean that there are two protein pairs with the same data. Usually, all such self-interactions and duplicate interactions are removed before any further analysis, resulting in 36 630 distinct interacting protein pairs among 9630 different human proteins. These protein interaction pairs form the final golden standard positive (GSP) dataset.
The choice of a golden standard negative (GSN) dataset has a variable impact on the prediction accuracy. For it, we follow [54] to assume that the proteins in different subcellular compartments do not have the interaction relationship with each other. Specifically, the GSN dataset is generated according to the following criteria.
1) Protein sequences annotated with uncertain subcellular location terms are deleted. 2) Those annotated by multiple locations are removed because of nonuniqueness. 3) Those with "fragment" are deleted. 4) Those with less than fifty amino acid residues are removed because they might be fragments. Following the aforementioned steps, we finally obtain 1773 distinct human proteins from six subcellular localizations. Then the noninteracting protein pairs are constructed by randomly pairing the proteins from separate subcellular compartments. We also download the GSN dataset of human with experimental evidence used in [55] . By combining the above two GSN datasets, the final one consists of 36 480 distinct noninteracting protein pairs. The whole dataset consists of 73 110 distinct protein pairs, where nearly half are from the GSP dataset and half are from GSN.
However, some researchers argue that restricting negative instances to protein pairs localized in different cellular compartments is not appropriate for evaluating classifier accuracy [56] . Using such GSN dataset for training a model may result primarily in the predictions of protein co-localization. Therefore, we have constructed the second human PPI dataset by choosing positive samples from first PPI dataset, and following a simpler selection scheme-selecting negative examples uniformly at random-to construct the negative dataset. The second human PPI dataset also consists of 73 110 protein pairs, where nearly half are from the positive dataset and half from the negative one.
In PPI prediction, true interacting protein pairs are collected from PPI databases, while negative samples are all other protein pairs, which is a large and imbalanced dataset [57] . Therefore, we have built an imbalanced dataset in the experiment. The third human PPI dataset consists of 238 394 protein pairs (36 630 interacting pair and 201 764 noninteracting pairs), where the ratio of positive examples to negative ones is about 1:5.5. Here GSP samples are from the first PPI dataset, and the GSN dataset is constructed by selecting noninteracting pairs uniformly at random from the set of all proteins pairs that are not known to interact. Four-fifths of the protein pairs from the positive and negative datasets are, respectively, randomly selected as the training dataset and the remaining are used for testing.
B. Protein Primary Sequence Formulation
Given a protein sequence P with L amino acid residues, the straightforward way to formulate it is to use the following sequential model:
where S 1 represents the amino acid at protein chain position 1, S 2 denotes that at position 2, and so forth. L denotes the length of the protein sequence. Although the sequential formulation of (1) contains all the information of a protein sequence, it is difficult to be handled for PPI prediction. This is because almost all machine learning algorithms can handle only a numerical value vector with n dimensions that represent a protein sequence. One discrete model widely used to represent a protein sequence is k-mer model which takes into account AAC information [58] . The k-mers usually refer to specific k-tuples or k-grams of amino acid sequences that are used to identify certain regions within a protein sequence (shown in Fig. 1 ).
In k-mer composition, a sliding window of length k is moved along the amino acid sequence of a protein, and the frequency of the k-mer segment is calculated. The derived feature vector is represented as
where f i is the occurrence frequency of the ith k-mer segment in the amino acid sequence. Note that k-mers are the set of possible fragments of a given length (2-mer, 3-mer, 4-mer, etc.) from a protein sequence. As we can see from (2) , its dimension varies with k as follows: If we choose a larger value of k, the coverage of the protein sequence segments is higher, thereby resulting in more reliable and accurate sequence contigs. However, the dimension P becomes so large that high-dimension disaster results. To avoid it, a reduced amino acid alphabet method should be used to formulate the protein sequence [28] .
C. Reducing Amino Acid Alphabet Based on Physicochemical Properties
It is well known that there are some similarities among various amino acids. Thus, the complexity in protein systems may be reduced by sorting these similar amino acids into groups and then protein sequences can be simplified by reduced alphabets. More specifically, based on their physicochemical properties, we divide original 20 amino acids into three groups only. The central idea behind this is that amino acids within the same class show sufficient kinship to allow substitutions and mutations. These physicochemical properties, include hydrophobicity, polarity, polarizability, and normalized van der Waals volume of amino acid, respectively. The division results based on them are shown in Table I. For hydrophobicity, polarity, polarizability, and van der Waals volume, the amino acids in classes 1, 2, and 3 are denoted by H (1−3) , P (1−3) , Z (1−3) , and V (1−3) , respectively. Then, the original protein sequence comprised of 20 amino acids is transformed into the corresponding three-symbol sequence according to the aforementioned grouping strategy. For example, suppose that a protein sequence P with L amino acid residues is "RKKHAFMCAEWGVV." Based on the set of symbols denoted above, for the hydrophobicity, protein sequence P can be translated into "H 1 H 1 H 1 H 2 H 2 H 3 H 3 H 3 H 2 H 1 H 3 H 2 H 3 H 3 ," and the same would be true for P (1−3) , Z (1−3) , and V (1−3) , respectively. Finally, the original protein amino acids sequence is transformed into a three-symbol sequence.
D. K-Mer Sparse Matrix Representation
In this section, we apply a sparse matrix representation to the k-mer model of a protein sequence. More specifically, we scan a protein sequence from left to right by stepping each group of k consecutive amino acids at a time, which considers the properties of one amino acids and its k − 1 consecutive amino acids and regards any k consecutive amino acids as a unit. Thus, for any aforementioned protein sequence of length L, there would be 3 k different possible k-mers and there are L − k + 1 k-mers appearing in the protein sequence. The k-mer sparse matrix M for a given protein sequence is
The rest can be done in the same manner and then a protein sequence is transformed into a 3 k × (L − k + 1) matrix M as shown in Table II . In this paper, the value of k is set to 3.
From Table II , we can obtain
where k-mer(i) is the ith type of k-mers listed in Table II . It is easy to find that each column of matrix M is a unit vector, in which only one element is 1 and the others are all 0. From Table II , the occurrence position of all kinds of k-mers along the protein sequence is contained in the column of matrix M. Meanwhile, a row of M denotes that the jth kind of k-mers is appearing at the jth position within the protein sequence, and the sum of elements in a row equals the number of times for which the corresponding k-mer appears in a protein sequence.
In summary, for any given k, the amino acid of a protein sequence is represented by a k-mer sparse matrix, which represents the types and locations of k-mers appearing in the sequence. There exists a one-to-one relationship between a protein sequence and its associated k-mer sparse matrix. The matrix contains all the information including the AAC and order information hidden in a protein sequence.
E. Feature Extraction From Protein Sequence via Low-Rank Approximation (LRA)
To employ a learning algorithm to detect PPI from protein sequences, we need to effectively transform a protein sequence into a fixed length feature vector in which the interaction information of proteins is fully contained. Thus, after obtaining the sparse matrix representation for a protein sequence, we need to extract the characteristic information from the k-mer sparse matrix to numerically characterize a protein sequence.
LRA is an important matrix analysis method in which the cost function measures the fitness between a given sparse matrix and an approximate matrix (the optimization variable), subject to a constraint that the approximate matrix's rank is reduced [59] . By using LRA to M, we derive a matrix-based descriptor to numerically depict the characteristics of a protein sequence.
For M, LRA can be stated as follows:
where • F is the Frobenius norm, r is the matrix rank satisfying r < min{L − k + 1, 3 k }. The above minimization problem has an analytic solution via the singular value decomposition (SVD) of M.
Let M = U V T ∈ R m×n be the SVD of M and partition U, =: diag(σ 1 , σ 2 , . . . , σ 3 k ), and V as follows:
where U 1 , 1 , and V 1 are m × r, r × r, and n × r matrix, respectively. Then the optimal rank-r matrix is obtained as follows:
where by concatenating all rows from 1 to 3 k of U 1 1/2 1 . Therefore, the matrix-based protein descriptor consists of a total of 3 k × r descriptor values, i.e., a 3 k ×r dimensional vector has been built to represent the protein sequence. A representation of an interaction pair is formed by concatenating the descriptors of two protein sequences in this protein pair.
F. Properties for the Proposed Algorithm
Based on the theory of LRA and orthogonal-triangular decomposition, we deduce the property for the proposed algorithm of feature extraction from k-mer sparse matrix M (r) .
Lemma 1: Suppose that matrixM * in (5a) satisfies (5b 
Proof:M * is a solution tô
andM * := U * * (V * ) T is an SVD ofM * . By the unitary invariance of the Frobenius norm, we have
where (U * ) T MV * =M which demonstrates that * is an optimal approximation ofM. Partition
conformably with * = * 1 0 0 0 and observe that 
Thus, 
Therefore
Thus, if σ m > σ m+1 , the rank-m truncated SVD
is unique and ∧ M * is the unique solution of LRA. Moreover, ∧ M * is also optimal in any unitarily invariant norm. The remarkable aspect of Lemma 1 is that although the rank constraint is highly nonlinear and nonconvex, one is still able to solve (5a) efficiently by SVD. Moreover, the optimal solution under the Frobenius norm remains optimal under all unitarily invariant norms.
G. Kernel Extreme Learning Machine
A number of traditional computational models have been successfully employed to detect PPI. However, when applied to large-scale PPI datasets, their complexity becomes a major concern. With its considerably reduced computation efforts, an ELM algorithm provides a tradeoff between computational time and overall prediction accuracy [46] , [47] , [60] [61] [62] [63] [64] . Different from the popular thinking that the input weights and first hidden layer biases in traditional neural networks are assigned by a gradient descent-based method, ELM randomly assigns them. This drastically reduces computational time while maintains overall prediction accuracy.
For N arbitrary distinct training samples
where x i is an n×1 input vector, and t i is an m×1 target vector.
If an single-hidden layer feedforward neural network (SLFN) with L hidden nodes can approximate these N samples with zero error, the output function of ELM is defined as
where
. . , β L ] T represents the vector of output weights connecting L hidden neurons and output nodes, and
denotes the output vector of the hidden layer with respect to input x. Here h(x) maps the input data from an n-dimensional space to an L-dimensional hidden layer feature space H. Equation (18) can be written compactly as
where H is the hidden layer output matrix of a single-hidden layer feed-forward neural network; and the ith column of H is the ith hidden neuron's output vector with respect to input X. T is the output matrix.
Different from traditional learning algorithms, ELM can randomly assign the hidden neuron parameters. The output weight b can be calculated in different ways [61] , [65] . A straightforward way is to obtain the following minimal norm least-square solution:
where H † is the Moore-Penrose generalized inverse of H [66] [67] [68] [69] . Three methods to calculate the Moore-Penrose generalized inverse of a matrix include an iterative method, orthogonalization approach, and orthogonal projection method [47] . Here we employ the last one. When HH T is nonsingular and
Based on the ridge regression theory [47] , we add a positive value (1/λ) to the diagonal of HH T , such that the resultant solution is more stable and tends to have better generalization performance. In this case, the output function of ELM becomes
where I is a unit matrix and 1/λ is the regulation coefficient. When h(x) is unknown to users, we can use the Mercer's condition on ELM. A kernel matrix for it can be defined as
Thus, the output function of the K-ELM can be equivalently written as
where K(x i , x j ) is the kernel function of hidden neurons of SLFN. Compared with original ELM learning algorithm, the hidden layer feature mapping function h(x) needs not be known and the number of hidden neurons needs not be chosen in the K-ELM. The class label of the input data is determined by the index of the output node with the largest value. In this paper, radial basis functions kernel,
2 ), is applied, which has better boundary response. Most high-dimensional data sets can be approximated by Gaussian like distributions.
III. EXPERIMENTAL RESULTS
A. Validation Measures
To evaluate the performance of the proposed model, a number of validation measures are employed. True positive T P is the number of samples that are correctly predicted as PPI; false positive F P is the number of true noninteracting pairs that are predicted as PPI; false negative F N is the number of true PPI that are predicted to be noninteracting pairs; and true negative; and T N is the number of samples that are correctly predicted as noninteracting pairs.
1) Overall Prediction Accuracy:
It is the percentage of correctly identified interacting and noninteracting protein pairs and given by
2) Sensitivity: It is the percentage of correctly identified interacting protein pairs and given by
3) Specificity: It is the percentage of correctly identified noninteracting protein pairs and given by 
6) F-Score: It is a weighted average of the positive predictive value (PPV) and sensitivity. The definition is given as
where an F-score reaches its best value at 1 and worst at 0. 7) Matthew's Correlation Coefficient: It is a more stringent measure of prediction accuracy and accounts for both under and over-predictions. Its definition is given as follows:
The above mentioned measures rely on a predetermined threshold. The area under the receiver operating characteristic (ROC) curve (AUC), which is threshold-independent for evaluating the performances, is a widely used measure of performance for PPI prediction. The AUC has many merits. It is a single value derived from a predictive model, such that comparison of predictors can be made in a straightforward way. In this paper, AUC is adopted as measure to evaluate the prediction performance of different methods [70] . 
B. Fivefold Cross Validation
In this paper, we compare the performance of the proposed model with those of its competing methods by using fivefold cross validation. The whole PPI dataset is randomly split into five subsets of roughly equal size, and each subset consists of the nearly equal number of interacting and noninteracting protein pairs. Four out of these five subsets are used for training and the remaining one for test. This process is repeated five times such that each subset is used once and only once for test. The results are then averaged over the five runs to ensure the highest level of fairness.
C. Choosing the Parameters
As a first series of the experiments, we study how our LRA feature extraction method behaves in terms of overall prediction accuracy for different values of the reduced rank value r. More specifically, LRA usually requires to set all but the first r diagonal entries in to 0. The resulting reconstruction U 1 1/2 1 has rank r. Neglecting all but the first r components is reasonable because the noise in the data perturbs the small eigenvalues, whereas the first r components supposedly capture the embedding structure of the matrix.
In order to show the effect of r in LRA, we try different r ∈ [1, 2, . . . , 8] to detect PPI from the human dataset. Fig. 2 illustrates the overall prediction accuracy averaged over the five runs, by varying values r from 1 to 8. Even though the individual trends still vary for different kinds of feature representation methods, the optimal reduced rank can be found. If we consider the tradeoff between the overall prediction accuracy and computational complexity for extracting protein sequence descriptors, we can see from Fig. 2 that the optimal rank is r = 4. Thus, we set r to 4 in this paper.
D. Comparison With Existing Methods
The position-independent k-mer-based method (KMM) that counts the frequency of occurrence of k-tuples of amino acid has been widely used in PPI detection [33] [34] [35] . Similar to the proposed matrix-based protein sequence representation method, KMM only needs the information of protein amino acid and its physicochemical properties, and pays no attention to other biological information about proteins. We report LRA and KMM results that are computed by using fivefold cross-validation on a human physical PPI dataset. Four feature vector sets, LRA-hydrophobicity, LRA-polarity, LRA-polarizability, and LRA-van der Waals, extracted with LRA by using the principal physicochemical properties of the amino acid are employed as the input feature vectors for K-ELM classifiers. Similarly, the other four feature vector sets, KMM-hydrophobicity, KMM-polarity, KMM-polarizability, and KMM-van der Waals, are extracted with KMM. The results are summarized in Table III .
From Table III , high prediction accuracy of 90.15% is achieved by LRA with the polarity property of protein amino acids. To better investigate its prediction ability, we also calculate the values of sensitivity, specificity, F-score, Matthew's correlation coefficient (MCC), and AUC. From Table III , LRA-polarity yields good prediction performance with an average sensitivity value of 83.69%, specificity value of 96.64%, F-score value of 89.49%, MCC value of 82.10%, and AUC value of 94.76%. Furthermore, the standard deviation of accuracy, sensitivity, specificity, F-score, MCC, and AUC are as low as 0.0016, 0.005, 0.0041, 0.0019, 0.0027, and 0.0012, respectively. The performance of LRA with other physicochemical properties is also given in Table III. The prediction performance of KMM is also gathered in Table III . Its accuracy with the hydrophobicity property of protein amino acids is 70.28%, which is 19% lower than LRAs. The overall sensitivity, specificity, F-score, MCC, and AUC of KMM method with hydrophobicity property are, respectively, 69.98%, 70.59%, 70.24%, 58.23%, and 77.73%. They are 13% to 26% lower than those of LRAs. Hence, LRA significantly outperforms KMM.
E. Comparison of K-ELM With Different GSN Datasets
In this section, we investigate three PPI datasets with different GSN datasets via a K-ELM model for a comparison study. As illustrated in Table IV , for the first and second PPI datasets, the proposed approach can obtain great prediction performance with the average accuracy of 89.79% and 91.68% with the hydrophobicity property, average accuracy of 90.15% and 90.97% with the polarity property, average accuracy of 86.71% and 88.43% with the polarizability property, and average accuracy of 88.52% and 90.33% with the van der Waals property, respectively. The differences caused by the use of these two datasets are very small. It demonstrates that both methods for selecting negative samples in this paper is appropriate for assessing classifier accuracy.
Table IV also illustrates the comparison of the prediction performance using the second and third PPI datasets (balanced and imbalanced ones). It can be observed that the average accuracies of the proposed approach are 89.79% and 92.91% with the hydrophobicity property on balanced and imbalanced datasets, respectively. In other words, the present feature set has an advantage of about 3% accuracy as the dataset is getting larger and more imbalanced. Conversely, this feature set has an advantage of about 23% sensitivity and 17% F-score on the balanced PPI dataset. The average sensitivities for balanced and imbalanced datasets are 83.05% and 60.56%, respectively. The average F-scores for them are 89.07% and 72.28%, respectively. The performances of the proposed method with other physicochemical properties have similar trends as shown in Table IV .
It is interesting to note that the obtained prediction accuracy for our imbalanced dataset is higher than that for our balanced dataset. This is because the former is much larger than the latter (238 394 versus 73 110 samples). It is believed that the prediction accuracy is getting higher as the dataset is getting larger. However, we should also notice that the sensitivity and F-score for the former is lower than that for the latter. This is because a classifier is usually sensitive to high class imbalance. In our imbalanced dataset, the classifier is prone to predict most protein pairs as negative, and thus high accuracy can be achieved in an extremely imbalanced dataset, resulting in a large number of false negative protein pairs. Notice that sensitivity is also called true positive rate or positive class accuracy. Therefore, the different trends among three obtained performance indices (accuracy, sensitivity, and F-score) are clearly reasonable.
F. Comparison of K-ELM with Other Models
In order to evaluate the effectiveness of the K-ELM-based mechanism for identifying protein interactions, we further compare its results with the state-of-the-art support vector machine (SVM) model and K-nearest neighbor algorithm with the same feature vectors. The SVM classifier is one of the most effective machine learning algorithms and enjoys its wide use in solving classification problems. K-Nearest Neighbor (KNN) is an instance-based learning model, which is also widely used due to its efficiency and simplicity. When training the SVM models, the popular Gaussian kernel function is chosen. In order to achieve good generalization performance, two parameters, the cost parameter C and kernel parameter γ of SVM, need to be determined appropriately. The grid search method is used to choose the best combination of C and γ . Since learning SVM is time-consuming for a large-scale dataset, we use ten different values of C and 20 different values of γ , resulting in a total of 200 pairs of (C, γ ) from which the best pair is selected. Experiments are performed to optimize the KNN model by varying the number of neighbors k and the distance measuring function. Its two parameters, k and distance measuring function, are selected as 3 and L1. For the K-ELM model, the number of hidden nodes N is also required to be determined. In the simulations, we adjust N from 200 to 2000 at a step of 200 (10 times). Fig. 3 . presents the simulation results of K-ELM, SVM, and KNN classifiers in term of validation measures in human PPI dataset. From Fig. 3(a) -(h), K-ELM clearly dominates SVM and KNN in term of overall accuracy, sensitivity, specificity, PPV, negative predictive value (NPV), F-score, MCC, and AUC, respectively. For instance, an approximately 15% gap between the accuracies of K-ELM and SVM occurs for the LRA feature representation with a polarizability feature vector, which is the largest. The accuracy gaps for the four feature vectors are 5.99%, 2.89%, 14.74%, and 11.23%, respectively. Similarly, the accuracy gaps between K-ELM and KNN for the four feature vectors are 6.18%, 4.08%, 16.29%, and 11.46%, respectively. Hence, we conclude that K-ELM is much more accurate than SVM.
To further compare their performance, we also conduct the tests to characterize the specificity (i.e., 1-false positive rate) against sensitivity (i.e., the number of true positives that can be predicted by our approach) in term of different feature extraction methods. The results in Figs. 4 and 5 are reported by using ROC curves, which plot the achievable sensitivity at certain specificity. Better performance is reflected in curves with a stronger bend toward the upper-left corner of the ROC curve (i.e., high sensitivity is achieved with a low false positive rate). Among them, K-ELM model with the polarity feature representation achieves over 90% detection rate with less than 13% false positive rate. It performs much better than SVM and KNN for predicting PPI in term of four feature representation methods. It can classify interacting and noninteracting protein pairs with very few exceptions.
G. Comparison of Training and Testing Time
An ELM algorithm usually has a close form solution that can be used to determine the weights [62] . Thus, it is not difficult to compute its training time. Here let K denote the number of training samples; let k denote the dimensionality of a sample; let q denote the number of hidden neurons of ELM. K-ELM is required to compute matrix H, which takes O(Kqk) operations. The weights can be determined via (22) Training an SVM model is an iterative process and it is difficult to compute its total training time. The time taking to train an SVM model depends on the number of support vectors K s . According to [71] , the sequential minimal optimization method scales between linearly and quadratically with the number of the training instances. Classifying a testing sample requires O(kK s ) operations since we just need to consider, by nonzero Lagrangian multipliers, that each iteration of SVM corresponds to support vectors.
To compare the speed performance of K-ELM and SVM, two evaluation measures are used: 1) training time and 2) testing time. The fivefold cross-validation is again used in the experiment and the average performance results across five trials are gathered as shown in Table V . slower than K-ELM for polarity vectors. Briefly, K-ELM is from 7.9 to 21.6 times faster than SVM in terms of testing time. In conclusion, K-ELM has much more computational advantage than SVM in practical PPI prediction.
IV. CONCLUSION
In this paper, we propose an accurate and fast computational framework for predicting human PPIs based on a protein sequence. The proposed method combines the low rank approximation and discriminative K-ELM model for the first time. It not only yields high performance indicating that the LRA feature representation is very useful for the human PPI prediction, but also requires significantly less training and testing time than the state-of-the-art methods. It is well known that the order and distribution of a protein sequence possess more information than those of only AAC. The main advantage of the proposed method is that it can extract more interaction information hidden in the amino acids of protein sequences than traditional frequency-based methods can. Furthermore, the application of a K-ELM predictor ensures fast and reliable recognition of PPI. Experimental results well demonstrate that the proposed approach performs significantly well in distinguishing interacting and noninteracting protein pairs. Hence, it can be readily applied to meet the industrial needs. It is interesting to note that applying low rank approximation [49] , [57] , [64] , [72] [73] [74] to protein sparse matrix representation permits us to extract a compact and informative set of features for training K-ELM. As future work, we intend to apply it to proteomics and other applications domains [75] [76] [77] [78] , where this feature extraction method should be useful. The prediction performance of PPIs depends largely on the used features. Thus we attempt to incorporate evolution information into the sparse matrix representation, and investigate whether PPI prediction accuracy can be further improved.
