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COMBINATORICS OF EMBEDDINGS
SERGEY A. MELIKHOV
To the memory of my father Alexandr Pavlovich Melikhov
Abstract. We offer the following explanation of the statement of the Kuratowski
graph planarity criterion and of 6/7 of the statement of the Robertson–Seymour–
Thomas intrinsic linking criterion. Let us call a cell complex dichotomial if to every
nonempty cell there corresponds a unique nonempty cell with the complementary set of
vertices. Then every dichotomial cell complex is PL homeomorphic to a sphere; there
exist precisely two 3-dimensional dichotomial cell complexes, and their 1-skeleta areK5
and K3,3; and precisely six 4-dimensional ones, and their 1-skeleta all but one graphs
of the Petersen family.
In higher dimensions n ≥ 3, we observe that in order to characterize those com-
pact n-polyhedra that embed in R2n in terms of finitely many “prohibited minors”, it
suffices to establish finiteness of the list of all (n − 1)-connected n-dimensional finite
cell complexes that do not embed in R2n yet all their proper subcomplexes and proper
cell-like combinatorial quotients embed there. Our main result is that this list con-
tains the n-skeleta of (2n + 1)-dimensional dichotomial cell complexes. The 2-skeleta
of 5-dimensional dichotomial cell complexes include (apart from the three joins of the
i-skeleta of (2i+ 2)-simplices) at least ten non-simplicial complexes.
1. Introduction
1.1. Reading guide. This introduction attempts to motivate the notions we eventually
arrive at. The fast reader may want to first look at the Main Theorem and its corollaries
in §2.C; these involve only the (very short) definitions of linkless and knotless embeddings
(in §1.A), of a cell complex (in §2.A) and of an h-minor (in §2.B). However most of the
examples and remarks in §2 do depend on much of the preceding development.
The constructively minded reader might be best guided by §2.D, which explains how
non-algorithmic topological notions such as PL spheres and contractible polyhedra can
be eliminated from our results and conjectures.
1.2. Conventions. All posets, and in particular simplicial complexes, shall be implicitly
assumed to be finite. By a graph we mean a 1-dimensional simplicial complex (so no
loops or multiple edges). By a circuit in a graph we mean a connected subgraph with
all vertices of degree 2. Following the terminology of PL topology (as opposed to that of
convex geometry), by a polyhedron we mean a space triangulable by a simplicial complex,
and moreover endowed with a PL structure, i.e. a family of compatible triangulations
(see e.g. [38]); by our convention above, all polyhedra are compact. The polyhedron
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triangulated by a simplicial complex K is denoted |K|. All maps between polyhedra
shall be assumed piecewise linear, unless stated otherwise. Two embeddings f , g of a
polyhedron in a sphere are considered equivalent if they are related by an isotopy ht of
the sphere (i.e. h0 = id and h1f = g).
1.A. Graphs
The complete graphK5 and the complete bipartite graphK3,3 (also known as the utilities
graph) are shown in Fig. 1. They can be viewed as the 1-skeleton (∆4)(1) of the 4-simplex
and the join (∆2)(0) ∗ (∆2)(0) of two copies of the three-point set.
Theorem 1.3 (Kuratowski, 1930). A graph G contains no subgraph that is a subdivision
of K5 or K3,3 iff |G| embeds in S
2.
Known proofs of the ‘only if’ part involve exhaustion of cases. A relatively short proof
was given by Yu. Makarychev [50] and further developed in [72]. An interesting config-
uration space approach was suggested by Sarkaria [70] (but beware of an error, pointed
out in [75]). Given the considerable difficulty of the result, it is astonishing that besides
Kuratowski’s own proof [44] (announced in 1929), there were independent contemporary
proofs: by L. S. Pontryagin (unpublished1, but acknowledged in Kuratowski’s original
paper [44]), and by O. Frink and P. A. Smith, announced in 1930 [32], [86].
A useful reformulation of Kuratowski’s theorem was suggested by K. Wagner [84].
The following non-standard definition is equivalent to the standard one (see Proposition
1.21 below). We call a graph H a minor of a graph G, if H is obtained from a subgraph
F of G by a sequence of edge contractions, where an edge contraction as a simplicial map
f that shrinks one edge {v1, v2} onto a vertex, provided that lk{v1} ∩ lk{v2} = ∅. The
latter condition is equivalent to saying that all point-inverses of |f | are points, except
for one point inverse, which is an edge.
It is easy to see that S2 modulo an arc is homeomorphic to S2 (cf. Lemma 1.14); hence
if |G| embeds in S2 and H is a minor of G, then |H| embeds in S2. This observation
along with Kuratowski’s theorem immediately imply
Theorem 1.4 (Wagner, 1937). A graph G has no minor isomorphic to K5 or K3,3 iff
|G| embeds in S2.
We are now ready for a more substantial application of minors. We call an embedding
g of a 1-polyhedron Γ in Sm knotless if for every circuit C ⊂ Γ, the restriction of g to C
is an unknot. We call an embedding g of a polyhedron X into Sm linkless if for every
two disjoint closed subpolyhedra of g(X), one is contained in an m-ball disjoint from
the other one. An n-polyhedron admitting no linkless embedding in S2n+1 is also known
in the literature (at least for n = 1) as an “intrinsically linked” polyhedron.
1Pontryagin’s autobiography dates it to the 1926/27 academic year, and mentions that it corrected a
previous result by Kuratowski. Did Pontryagin hesitate to publish because he wanted to understand
where K5 and K3,3 come from?
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Figure 1. Kuratowski graphs and the Petersen family
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For n > 1, the notion of a linkless embedding in S2n+1 can be reformulated in terms
of linking numbers of pairs of cocycles (see Lemma 6.4 and Lemma 3.26). When n = 1,
variations of the notion of “linking” (such as existence of a nontrivial two-component
sublink, or of a two-component sublink with nonzero linking number) lead to inequivalent
versions of the notion of a linkless embedding in R3. It is amazing, however, that they
all become equivalent upon adding a quantifier:
Theorem 1.5 (Robertson–Seymour–Thomas, 1995, + ε). Let G be a graph. If |G|
admits an embedding in S3 that links every pair of disjoint circuits with an even linking
number, then |G| admits a linkless, knotless embedding in S3.
This is a very powerful result; it implies, inter alia, that the Whitney trick can be
made to work in dimension four in a certain limited class of problems (Theorem 6.7).
Theorem 1.5 above as well as the following Theorem 1.6 are essentially due to Robert-
son, Seymour and Thomas [61], [62]; they had a different formulation but its equivalence
with the present one is relatively easy [55] (see also Lemma 6.1 and Remark 6.2 below).
Theorem 1.6 (Robertson–Seymour–Thomas, 1995, + ε). Let G be a graph.
(a) Two linkless, knotless embeddings of |G| in S3 are inequivalent iff they differ
already on |H| for some subgraph H of G, isomorphic to a subdivision of K5 or K3,3.
(b) |G| linklessly embeds in S3 iff G has no minor in the Petersen family.
The Petersen family of graphs is shown in Fig. 1 (disregard the colors for now) and
includes the Petersen graph P , the complete graph K6, the complete tripartite graph
K3,3,1, the graph K4,4\(edge), and three further graphs which we denote Γ7, Γ8 and Γ9.
These seven graphs can be defined as all the graphs obtainable from K6 by a sequence
of ∇Y- and Y∇-exchanges, which as their name suggests interchange a copy of the 1-
skeleton of a 2-simplex ∆2 ⊂ ∆3 with a copy of the triod, identified with the remaining
edges of the 1-skeleton of ∆3.
Of course, (a) can be reformulated in terms of minors, for given a minor H of G
and a knotless and linkless embedding of |G| in S3, the homeomorphism S3/tree ∼= S3
(see Lemma 1.14) yields a knotless and linkless embedding of |H| in S3, unique up to
equivalence (by an orientation-preserving homeomorphism of S3).
Remark 1.7. Robertson and Seymour have proved, in a series of twenty papers spanning
over 500 pages, that every minor-closed family of graphs is characterized by a finite
set of forbidden minors (see [26] for an outline). Let us abbreviate “a subdivision of a
subgraph” to a τ -subgraph. There exists a τ -subgraph-closed family of trees that is not
characterized by a finite set of forbidden τ -subgraphs (cf. [26; §12, Exercise 5]).
However, it is well-known and easy to see that every minor-closed family of graphs
that is characterized by a finite set S of forbidden minors is also characterized by a
possibly larger but still finite set S+ of forbidden τ -subgraphs. (For each G ∈ S and
each v ∈ G, replace the star st(v,G) by a tree with deg v leaves and no vertices of degree
2. Since for every v there are only finitely many such trees, we obtain a finite set of
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graphs containing S+.) It is easy to see that {K5, K3,3}
+ = {K5, K3,3}, but Π
+ 6= Π
where Π is the Petersen family.
Remark 1.8. Y. Colin de Verdiere introduced a combinatorially defined invariant µ(G)
of the graph G, for which it is known that µ(G) ≤ 3 iff |G| is planar, and µ(G) ≤ 4 iff
|G| admits a linkless embedding in S3 (see [48], [41]).
Van der Holst conjectured that µ(G) ≤ 5 iff |Gˆ| has zero mod2 van Kampen obstruc-
tion, where Gˆ is the cell complex obtained by glueing up all circuits in G by 2-cells [37].
His supporting evidence for this conjecture is that if G is any of the 78 graphs (called
the Heawood family in [37]), related by a sequence of ∇Y- and Y∇-exchanges to K7
or K3,3,1,1, then µ(G) = 6, and |Gˆ| has nonzero mod2 van Kampen obstruction (so in
particular does not embed in S4); but if H is a proper minor of G, then µ(G) ≤ 5 and
|Hˆ| has zero mod2 van Kampen obstruction [37].
On the other hand, since K7 contains circuits of length ≥ 4, Kˆ7 itself contains a proper
subcomplex isomorphic to the 2-skeleton of the 6-simplex, and it is well-known (see [55])
that |(∆6)(2)| still has a nonzero mod2 van Kampen obstruction. The similar proper
subcomplex of Kˆ3,3,1,1 is discussed in §2.C below.
Remark 1.9. Let En stand for “the problem of embeddability of a certain n-polyhedron
in S2n”, and let Ln stand for “the problem of linkless embeddability of a certain n-
polyhedron in S2n+1”; it is understood that the polyhedron is specified, but nevertheless
omitted in the notation. In §6 we describe a reduction (if and only if) of every En to an
Ln; and of every Ln to an En+1 (Theorem 6.5). The construction is geometric, i.e. does
not involve configuration spaces. The case n = 1 was also done by van der Holst [37].
Let us mention other known relations between embeddability and linkless embeddabil-
ity. (i) M. Skopenkov has derived the non-embeddability of a certain n-polyhedron in
S2n from non-existence of linkless embeddings of its links of vertices in S2n−1 (thereby
reducing a certain En to a few Ln−1’s) by a geometric argument [76]. (ii) Conversely, the
author derived the linkless non-embeddability of the n-skeleton of the (2n+ 3)-simplex
in S2n+1 from the fact that the (n + 1)-skeleton of the (2n + 4)-simplex has nonzero
van Kampen obstruction even modulo 2 (thereby reducing a certain Ln to a certain
strengthened En+1 by an algebraic argument with configuration spaces) [55; Example
4.7]. (iii) An odd-dimensional version of the van Kampen obstruction ϑ2n to an En can
be identified as a complete obstruction ϑ2n+1 to an Ln [55].
Arguments which might relate to a possible common higher dimensional generalization
of the Kuratowski and Robertson–Seymour–Thomas theorems could include, apart from
those in §6, those in [68], [69] (see also [81]), [73]. Unfortunately, the present paper gives
little clue to understanding proofs of the Kuratowski and Robertson–Seymour–Thomas
theorems, but it does attempt to provide a better understanding of their statements.
To this end let us first look at a more statistically representative selection of cases.
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1.B. Self-dual complexes
MacLane and Adkisson proved that two embeddings of a 1-polyhedron Γ in the plane
are inequivalent iff they differ already on a copy of S1 or on a copy of the triod contained
in Γ [3]. We restate this as follows.
Theorem 1.10 (MacLane–Adkisson, 1941). If K is a simplicial complex, then two
embeddings of |K| in S2 are inequivalent iff they differ already on |L| for some subcomplex
L of K, isomorphic to ∆2 or (∆2)(0) ∗∆0 or a subdivision of ∆0 ⊔ ∂∆2.
It is quite obvious also that |K| embeds in S1 iff K contains no subcomplex isomorphic
to ∆2 or (∆2)(0) ∗∆0 or a subdivision of ∆0 ⊔ ∂∆2.
Halin and Jung were able to go one dimension higher and gave a list of prohibited
subcomplexes for the problem of embedding of a 2-polyhedron in the plane [35]. We
again restate it as applied to the problem of embedding a polyhedron of an arbitrary
dimension in S2:
Theorem 1.11 (Halin–Jung, 1964). If K is a simplicial complex, |K| embeds in S2 iff
it does not contain a subcomplex, isomorphic to a subdivision of K5, K3,3, or one of the
following complexes:
HJ0 := ∆
3,
HJ1 := ∆
0 ⊔ ∂∆3,
HJ2 := ∆
0 ∗ (∆0 ⊔ ∂∆2),
HJ3 := ∆
1 ∗ ∂∆1 ∗∅ ∪ ∂∆1 ∗∅ ∗∆0 ∪∅ ∗∆1 ∗∅,
HJ4 := (∆
2)(0) ∗∆1,
HJ5 := ∆
2 ∗∅ ∪ (∆2)(0) ∗ ∂∆1.
See [52; Appendix A] for pictures of HJ1 through HJ5. We note that |HJ0|, |HJ3|,
|HJ4| and |HJ5| each contain a subpolyhedron homeomorphic to one of |K5|, |K3,3|,
|HJ1| and |HJ2|. This leads to a shorter list of prohibited subpolyhedra for the problem
of embedding a polyhedron in S2. A proof of this weak version of the Halin–Jung
theorem is rather easy modulo the Kuratowski theorem (see [72]).
A statement like that of the preceding theorem might look bewildering, and just like
with the previously mentioned results, its proof does not seem to explain what is special
about these particular complexes. But the following definition, going back to Schild [71],
does it, by 7/8:
A subcomplex of ∂∆n is called self-dual in ∂∆n if it contains precisely one face out of
each pair ∆k, ∆n−k−1 of complementary faces of ∆n.
Now observe that K5, as well as each HJi, is self-dual as a subcomplex of ∂∆
4. Indeed,
this is obvious for HJ0. But each HJi+1, can be obtained from HJi by exchanging a
pair of complementary faces of ∂∆4, except that HJ5 is obtained in this way from HJ3
not HJ4. Also, K5 is obtained in this way from HJ5.
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It is not hard to check that the seven complexes K5 and the HJi, are in fact all the
self-dual subcomplexes of ∂∆4 (up to isomorphism). Note that K3,3 is missing in this
picture (but see Example 2.10 below).
Similarly one can check that the three complexes ∆2, (∆2)(0) ∗ ∆0 and ∆0 ⊔ ∂∆2 in
the MacLane–Adkisson theorem are precisely all the self-dual subcomplexes of ∂∆3.
This is no coincidence; in fact, the following general result already implies that the
prohibited subcomplexes that occur in the Kuratowski, MacLane–Adkisson and Halin–
Jung theorems as well as in part (a) of the Robertson–Seymour–Thomas theorem must
occur there (possibly along with some additional ones).
Theorem 1.12. Let K = K1∗· · ·∗Kr, where each Ki is a self-dual subcomplex of ∂∆
mi ,
where m1 + · · ·+mr = m. Then
(a) (Schild, 1993) |K| does not embed in Sm−2; but |L| embeds in Sm−2 for every
proper subcomplex L of K;
(b) every embedding g of |K| in Sm−1 is inequivalent to hg, where h is an orientation-
reversing homeomorphism of Sm−1; but for every proper subcomplex L of K, the re-
strictions of j and hj to |L| are equivalent, where j denotes the inclusion of |K| in
|∂∆m1 ∗ · · · ∗ ∂∆mr | = Sm−1.
A simple proof of the assertions on proper subcomplexes in (a) and (b) is given below.
A simple proof of the non-embeddability in (a) and the inequivalence in (b) is given in
§3.A, where we also elaborate on historic/logical antecedents of Theorem 1.12.
Proof. Subcomplexes in (a). Let σ be a maximal simplex of K that is not in L. Then
σ = σ1 ∗ · · ·∗σr, where each σi is a maximal (and in particular nonempty) simplex of Ki.
Since Ki is self-dual, the complementary simplex τi to σi is not in Ki. It follows that
L ⊂ (∂τ1 ∗ · · · ∗ ∂τr) ∗ ∂σ. The latter is a combinatorial sphere, which is of codimension
r + 1 in the (m+ r − 1)-simplex (τ1 ∗ · · · ∗ τr) ∗ σ = ∆
m1 ∗ · · · ∗∆mr . 
Subcomplexes in (b). The preceding construction exhibits, within the sphere Sm−1 that
contains |K|, an embedded copy of Sm−2 that contains |L|. Let r : Sm−1 → Sm−1 be the
reflection in Sm−2. Then hr−1 = hr is orientation preserving, and so is isotopic to the
identity by the Alexander trick. Hence hj is equivalent to rj = j. 
Remark 1.13. The above construction can be easily extended (cf. [55; Example 3.5])
to yield, for any maximal simplex σ of K, a map fσ : |K| → S
m−1 with precisely one
double point, one of whose two preimages lies in the interior of |σ|. This implies that
every proper subpolyhedron P of |K| embeds in S2m−2. Indeed, since P is compact,
it is disjoint from some point in the interior of |σ| for some maximal face σ of K, and
therefore from a disk D in the interior of |σ|. Then P is embedded in Sm−1 by fσ
precomposed with an appropriate self-homeomorphism of |K|, fixed outside |σ|.
We shall next see that Theorem 1.12 is not as exciting as it might appear to be.
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1.C. Collapsible and cell-like maps
In this subsection we assume familiarity with collapsing and regular neighborhoods (see
e.g. [38]). The following fact is well-known.
Lemma 1.14. If Q is a collapsible subpolyhedron of a manifold M , then the quotient
M/Q is homeomorphic to M .
Proof. Let N be a regular neighborhood of Q in M . Since Q is collapsible, N is a ball.
On the other hand, N/Q is homeomorphic rel ∂N to pt ∗ ∂N , which is also a ball. This
yields a homeomorphism N → pt ∗ ∂N keeping ∂N fixed, which extends by the identity
to a homeomorphism M → M/Q. 
Let us call a map between polyhedra finite-collapsible if it is the composition of a
sequence of quotient maps, each shrinking a collapsible subpolyhedron to a point.
Corollary 1.15. Let f : P → Q be a finite-collapsible map between polyhedra. If P
embeds in Sm, then so does Q.
We use this nearly trivial observation to give a simple proof of a result by Zaks [87]
(see also [82], [69; 3.7.1]); as a byproduct, we also get a slightly stronger statement:
Theorem 1.16. For each n ≥ 2 there exists an infinite list of pairwise non-homeomorphic
compact (n− 1)-connected n-polyhedra Pi such that each Pi does not embed in S
2n, but
every its proper subpolyhedron does.
Zaks’ series of examples satisfied the conclusion of Theorem 1.16 except for being
(n− 1)-connected.
Proof. Let K be the n-skeleton of the (2n+ 2)-simplex and let σ be an (n− 1)-simplex
of K. By inspection, it is a face of at least three n-simplices; let τ be one of them. Let
b be the barycenter of σ, and let Bi (resp. Di) be the star of b in the ith barycentric
subdivision of τ (resp. of σ). Let Ci be the closure of |∂Bi| \ |Di|; it is a codimension
one ball properly embedded in |τ |, with boundary sphere embedded in |σ|.
Given a positive integer r, let Pr be the polyhedron obtained from P0 := |K| by
shrinking each Ci to a point pi for i = 1, . . . , r. Then the quotient map fr : P0 → Pr is
finite-collapsible, and sends |B1| onto a collapsible polyhedron Xr. The quotient Pr/Xr
is homeomorphic to P0/|B1| and therefore to P0. Thus we obtain a finite-collapsible map
gr : Pr → P0.
The links of the points pi in Pr are homeomorphic to each other and not homeomorphic
to the link of any other point in Pr. Consequently, P0, P1, P2, . . . are pairwise non-
homeomorphic. Since P0 does not embed in S
2n (see Theorem 1.12), and gr is finite-
collapsible, Pr does not embed in S
2n. If Q is a proper subpolyhedron of Pr, then
R := f−1r (Q) is a proper subpolyhedron of P0, and fr|R : R → Q is clearly finite-
collapsible. Since R embeds in S2n (see Remark 1.13), so does Q. 
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A map between polyhedra is called collapsible, resp. cell-like if every its point-inverse
is collapsible, resp. contractible (and so, in particular, nonempty). The following gener-
alization of Corollary 1.15 is a relatively easy consequence of well-known classical results.
Theorem 1.17. (a) If f : P → Q is a collapsible map between polyhedra, and P embeds
in a manifold M , then Q embeds in M .
(b) If f : P → Q is a cell-like map between n-polyhedra, and P embeds in an m-
manifold M , where m ≥ n + 3, then Q embeds in M .
The proof is not hard and quite instructive, but as this introduction is getting a bit
too involved we defer it until §5.A. There we also elaborate on the following
Corollary 1.18. If f : X → Y is a map between n-polyhedra whose nondegenerate point-
inverses lie in a subpolyhedron of dimension ≤ m−n− 2, and X embeds in Sm, then Y
embeds in Sm.
Proof. The given embedding of X extends by general position to an embedding of X ∪Z
MC(f |Z), where Z is the given subpolyhedron and MC denotes the mapping cylinder.
On the other hand, the point-inverses of the projection X ∪Z MC(f |Z)→ Y are cones,
so Theorem 1.17(a) yields an embedding of Y . 
Let us call a polyhedron Z an h-minor of a polyhedron X , if there exists a subpoly-
hedron Y of X and a cell-like map Y → Z. (We note that composition of cell-like maps
is obviously cell-like, cf. [77]; see also [36; comment to Corollary 2.3] for a combinato-
rial proof.) By Theorem 1.17(a), all h-minors of an n-polyhedron embeddable in Sm,
m− n ≥ 3, also embed in Sm.
One could hope that using h-minors instead of subpolyhedra enables one to prevent
Theorem 1.16 from “driving us from the paradise” which Theorem 1.12 might seem to
promise. This is not so: using Corollary 1.18, it is easy to construct an infinite list
P0, P1, . . . of pairwise non-homeomorphic n-polyhedra, n ≥ 3, such that each Pi does
not embed in S2n, but every its proper (in any reasonable sense) h-minor embeds in S2n.
In fact, the original examples of Zaks [87] work (compare [59; 6.5]).
However, all such examples (Zaks’ examples and their modifications constructed using
Corollary 1.18) are not going to be (n − 1)-connected. Relevance of (n − 1)-connected
n-polyhedra is ensured by the following observation.
Theorem 1.19. Let P be an n-polyhedron, n 6= 2, that embeds in S2n. Then P embeds
in an (n− 1)-connected n-polyhedron Q such that Q embeds in S2n.
Proof. We shall show that more generally if P is an n-polyhedron, n ≥ 2, with vanishing
van Kampen obstruction, then P embeds in a polyhedron Q with vanishing van Kampen
obstruction. The van Kampen obstruction is well-known to be complete for n 6= 2 (see
[55] and Remark 6.8 below).
Let K be some triangulation of P . By general position P ∪ |CK(n−2)| embeds in S2n.
So without loss of generality P is (n − 2)-connected. Then P is homotopy equivalent
to a wedge of (n − 1)-spheres. If n = 2, π1(P ) is finitely generated (and even finitely
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presented). If n ≥ 3, P is simply-connected, hence πn−1(P ) is finitely generated over
Z (see [80; 20.6.2(3)] for a new simple proof of this classical result). Let fi : S
n−1 → P
represent the free homotopy classes of some finite basis of πn−1(P ). We may amend
the fi so that the image of each fi meets each n-simplex of K. Let Q be obtained by
adjoining n-disks to P along the fi. By construction, Q is (n− 1)-connected. Moreover,
due to our choice of the fi, the van Kampen obstruction of Q is zero. 
Remark 1.20. The proof of Theorem 1.17(a) works to establish it for the more general
class of dual-collapsible maps. A map is dual-collapsible if it can be triangulated by
a simplicial map f : K → L such that for each simplex τ of L, its dual cone τ ∗ has
collapsible preimage |f−1(τ ∗)|. It can be shown that composition of dual-collapsible
maps is dual-collapsible (which seems not to be the case for collapsible maps, even
though it happens to be the case for collapsible retractions [18; 8.6]). Many assertions
in the present paper involving cell-like maps (directly or through h-minors), including
the statement of the main theorem, hold for dual-collapsible maps.
1.D. Edge-minors
An edge contraction is a simplicial map f : K → L that sends every edge onto an edge,
apart from one edge {v1, v2} which it shrinks onto a vertex. We call f admissible if
lk{v1} ∩ lk{v2} = lk{v1, v2}. An equivalent condition is that {v1, v2} is not contained in
any “missing face” of K, i.e. in an isomorphic copy of ∂∆n in K that does not extend to
an isomorphic copy of ∆n in K. We define a simplicial complex L to be an edge-minor
of a simplicial complex K if L is obtained from a subcomplex of K by a sequence of
admissible edge contractions.
Yet another equivalent formulation of the admissibility condition is that every point-
inverse of |f | is collapsible. This has the following consequences:
(1) If f : K → L is an edge contraction, and Λ is a subcomplex of L, then f |f−1(Λ) is
either an edge contraction or a homeomorphism.
(2) If L is an edge-minor of K and |K| embeds in Sm, then |L| embeds in Sm.
E. Nevo considered a slightly different definition of a “minor” which we shall term a
Nevo minor [59]. It is similar to that of edge-minor, with the following amendment. We
call an edge contraction f : K → L, where dimK = n, Nevo-admissible, if the (n − 2)-
skeleton (lk{v1} ∩ lk{v2})
(n−2) = lk{v1, v2}; an equivalent condition is that {v1, v2} is
not contained in any missing face of K of (missing) dimension ≤ n. Note that in the
case of graphs this is a vacuous condition.
Proposition 1.21. The notions of Nevo minor and edge-minor are equivalent.
The author learned from E. Nevo that the published version of his paper in fact
contains this remark, which was also pointed out by his referee. We note that Proposition
1.21 along with assertion (2) above yields a proof of Conjecture 1.3 in [59]: if L is a
Nevo minor of K, and |K| embeds in Sm, then |L| embeds in Sm.
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Proof. By assertion (1) above, it suffices to show that if f : K → L is a Nevo-admissible
edge contraction, then L is a minor of K. Suppose that f shrinks an edge e = {v1, v2}.
If f is not admissible, lk(v1) ∩ lk(v2) is the union of lk(e) with a nonempty collection of
(n− 1)-simplices σ1, . . . , σk. Let K
+ be the subcomplex of K obtained by removing the
n-simplices {v0} ∗ σi from K. Then f |K+ : K
+ → L is an admissible edge contraction.
Hence L is a minor of K. 
Lemma 1.22. A simplicial complex of dimension ≤ 2 is an edge-minor of every its
subdivision.
This is proved in §5.B using innermost circle arguments.
Since every triangulation T of S2 is easily seen to be a subdivision of ∂∆3, Lemma
1.22 implies the result of Steinitz (1934) that ∂∆3 is a minor of T ; see [90] and [78].
In contrast, there exists a subdivision S of ∂∆4 such that ∂∆4 is not an edge-minor
of S; see [59; Example 6.1].
The preceding results now imply the following version of the Halin–Jung theorem:
Theorem 1.23. A simplicial complex K has no edge-minors among the seven self-dual
subcomplexes of ∂∆4 along with K3,3 iff |K| embeds in S
2.
Since a given (finite) simplicial complex only has finitely many minors, this yields an
algorithm deciding embeddability of |K| in S2. A presumably faster, but more elaborate
algorithm is discussed in [52].
Addendum 1.24 (to Theorem 1.12). Let K = K1∗· · ·∗Kr, where each Ki is a self-dual
subcomplex of ∂∆mi , where m1 + · · ·+mr = m, and let L be a proper edge-minor of K.
Then
(a) |L| embeds in Sm−2;
(b) the embeddings of |L| in Sm−1 induced by j and hj are equivalent, where j is
the inclusion of |K| in Sm−1 := |∂∆m1 ∗ · · · ∗ ∂∆mr |, and h is an orientation-reversing
homeomorphism of Sm−1.
The proof, given in §5.B, is reminiscent of the above argument towards Theorem 1.12.
1.E. Hemi-icosahedron and hemi-dodecahedron
The central symmetry of R3 in the origin yields a simplicial free involution on the
boundary of a regular icosahedron centered at the origin. Its quotient by this involution
is a simplicial complex RP 2△ with 6 vertices, triangulating the real projective plane.
It is easy to see that its 1-skeleton is the complete graph K6, and for each pair of
disjoint circuits in K6, precisely one bounds a 2-simplex in RP
2
△. Hence RP
2
△ is self-dual
as a subcomplex of ∂∆5 (compare [51; 5.8.5]). By Theorem 1.12 this implies that the
projective plane RP 2 = |RP 2△| does not embed in S
3, embeds in S4, and every embedding
of RP 2 in S4 is inequivalent to its reflection. In fact, every embedding of RP 2 in S4 with
fundamental group of the complement isomorphic to Z/2 is known to be topologically
equivalent to either the standard embedding or its reflection [47].
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A well-known 9-vertex triangulation of CP 2 [45] (see [58], [7], [49], [9] for other con-
structions) is easily seen to be self-dual as a subcomplex of ∂∆8. Thus Theorem 1.12
applies again. In this connection we note that every embedding of CP 2 in S7 is known
to be equivalent to either the standard embedding or its reflection [74].
In fact, it is known that a combinatorial n-manifold with v vertices is self-dual as a
subcomplex of ∂∆v−1 if and only if 2v = 3n + 6 [5] (if), [22] (only if). Combinatorial
n-manifolds with 3n
2
+3 vertices can only occur in dimensions n = 0, 2, 4, 8, 16 and with
a mod2 cohomology ring isomorphic to that of the respective projective plane [12] (see
also [46]). In dimensions 2 and 4 these are unique (up to a relabelling of vertices); an
algebraic topology proof can be found in [5] and a combinatorial one in [8]. In dimension
8, there exist three self-dual subcomplexes of ∂∆14, all triangulating a certain 8-manifold
HP 2(?) [13]. The existence in dimension 16 seems to be still open.
Theorem 1.12 now implies
Corollary 1.25. The join of r copies of RP 2, c copies of CP 2 and h copies of HP 2(?)
embeds in S5r+8c+14h−1 and does not embed in S5r+8c+14h−2. Every embedding g of this
join in S5r+8c+14h−1 is inequivalent to hg, where h is an orientation reversing homeo-
morphism of the sphere.
Remark 1.26. We note that K6 admits an embedding in S
3 that links any given disjoint
circuits |C|, |C ′| in |K6| with any given odd linking number and does not link any other
disjoint pair of circuits. Similar arguments work to prove the same assertion for any
other graph of the Petersen family (cf. Remark 4.12).
Indeed, one of C, C ′ bounds a simplex in the semi-icosahedron and the other one can
be identified with RP 1. Thus K6 is the 1-skeleton of a triangulation of the Mo¨bius band
µ where ∂µ and the middle curve of µ are triangulated by C and C ′. Using various
embeddings of µ in S3, e.g. those corresponding to all half-odd-integer framings of the
trivial knot, we obtain embeddings of K6 in S
3 with lk(|C|, |C ′|) equal to any given odd
number and all other disjoint pairs of circuits geometrically unlinked.
Similarly to the hemi-icosahedron RP 2△ we have the hemi-dodecahedron RP
2
⋆ (com-
pare [54; §6C]), whose 1-skeleton is the Petersen graph P , and for each pair of disjoint
circuits in P , precisely one bounds a cell in RP 2⋆.
This suggests that we should not be too fixed on simplicial complexes; this will be our
next concern.
2. Main results
By a cell complex we mean what can be described as a finite CW-complex where each
attaching map is a homeomorphism of the sphere onto a subcomplex. (We recall that
we assume all maps between polyhedra to be PL by default.) Note that the empty set
is not a cell in our notation.
Cell complexes, and in particular simplicial complexes, are uniquely determined by
their face posets, so we may alternatively view them as posets of a special kind. This
view is inherent in the following combinatorial notation [56].
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2.A. Combinatorial notation
Given a poset P and a σ ∈ P , the cone ⌈σ⌉ (resp. the dual cone
⌊σ⌋) is the subposet of
all τ ∈ P such that τ ≤ σ (resp. τ ≥ σ).
The prejoin P + Q of posets P = (P,≤) and Q = (Q,≤) is the poset (P ⊔ Q,≤),
where P and Q retain their original orders, and every p ∈ P is set to be less than every
q ∈ Q. The cone CP = P + {1ˆ} and the dual cone C∗P = {0ˆ}+ P , where {1ˆ} and {0ˆ}
are just fancy notations for the one-element poset. The boundary ∂Q of a cone Q = CP
is the original poset P , and the coboundary ∂∗Q of a dual cone Q = C∗P is again P .
Given a finite set S, we denote the poset of all subsets of S by 2S; and the poset ∂∗2S
of all nonempty subsets by ∆S. When S has cardinality n + 1 and the nature of its
elements is irrelevant, the (combinatorial) n-simplex ∆S is also denoted ∆n.
We call a poset P a simplicial complex if it is a complete quasi-lattice (i.e. every subset
of P that has an upper bound in P has a least upper bound in P ; or equivalently every
subset of P that has a lower bound in P has a greatest lower bound in P ), and every
cone of P is order-isomorphic to a simplex.
For a poset P we distinguish its barycentric subdivision P ♭ that is the poset of all
nonempty chains in P , ordered by inclusion, and the order complex |P | that is the
polyhedron triangulated by the simplicial complex P ♭. It should be noted that many
fundamental homeomorphisms in combinatorial topology can be promoted to combi-
natorial isomorphisms by upgrading from the barycentric subdivision to the canonical
subdivision P# that is the poset of all order intervals in P , ordered by inclusion [6], [56].
We call a poset P a cell complex if for every p ∈ P the order complex |∂⌈p⌉| is
homeomorphic to a sphere.
It is not hard to see that the so defined cell/simplicial complexes are precisely the
posets of nonempty faces of the customary cell/simplicial complexes [56] (the case of
cell complexes is trivial and well-known [53], [10]). General posets may be thought of as
“cone complexes” [43], [53], [56], and their order-preserving maps may be thought of as
“conical” maps.
From now on, we switch to the new formalism.
A few more auxiliary definitions follow. The dual of a poset P = (P,≤) is the poset
P ∗ := (P,≥). We note that 2S is isomorphic to its own dual (by taking the complement);
and therefore so is ∂∆S = ∂(∂∗2S). A poset Q = (Q,) is a subposet of P if Q is a
subset of P, and p  q iff p ≤ q for all p, q ∈ Q. We will often identify a poset with its
underlying set by an abuse of notation. A subposet Q of P is a subcomplex of P if the
cone (in P ) of every element of Q lies in Q.
Let P = (P,≤) and Q = (Q,≤) be posets. The product P×Q is the poset (P×Q,),
where (p, q)  (p′, q′) iff p ≤ p′ and q ≤ q′. It is easy to see that 2S×2T ≃ 2S⊔T naturally
in S and T .
The join P ∗Q := ∂∗(C∗P × C∗Q) is obtained from (C∗P )× (C∗Q) by removing the
bottom element (0ˆ, 0ˆ). Thus C∗(P ∗Q) ≃ C∗P ×C∗Q, whereas P ∗Q itself is the union
C∗P ×Q ∪ P × C∗Q along their common part P ×Q.
COMBINATORICS OF EMBEDDINGS 14
From the above, ∆S ∗ ∆T ≃ ∆S⊔T naturally in S and T . It follows that the join
of simplicial complexes K ⊂ ∆S and L ⊂ ∆T is isomorphic to the simplicial complex
{σ ∪ τ ⊂ S ⊔ T | σ ∈ K ∪ {∅}, τ ∈ L ∪ {∅}, σ ∪ τ 6= ∅} ⊂ ∆S⊔T .
The join and the prejoin are related via barycentric subdivision: (P +Q)♭ ≃ P ♭ ∗Q♭.
Indeed, a nonempty finite chain in P + Q consists of a finite chain in P and a finite
chain in Q, at least one of which is nonempty. Note that in contrast to prejoin, join is
commutative: P ∗Q ≃ Q ∗ P . Prejoin is associative; in particular, C(C∗P ) ≃ C∗(CP ).
2.B. h-Minors of cell complexes
We call a cell complex L an h-minor of a cell complex K, if there exists a subcomplex M
of K and an order preserving map f : M → K such that on the level of order complexes,
|f | : |M | → |K| is a cell-like map. (Note that cell-like maps include dual-collapsible
maps, see Remark 1.20.)
Example 2.1 (subdivision). If a simplicial complex L is an edge-minor of a simplicial
complex K, then of course L is an h-minor of K; but not vice versa. Indeed, let K be a
simplicial complex and K ′ its simplicial subdivision such that K ′ is not an edge-minor
of K (see [59; Example 6.1]); we may fix an identification of their order complexes. Let
f : K ′ → K send every σ ∈ K ′ to the minimal τ ∈ K such that |σ| ⊂ |τ |. Then f is an
order preserving map such that |f−1(⌈τ ⌉)| is an n-ball for each n-simplex τ ∈ K. (This
understanding of a subdivision also arises in the study of PL transversality [56] and in
that of combinatorial grassmanians [57].) It is easy to see that |f−1(⌈τ ⌉)| collapses onto
|f−1(τ)| for each τ ∈ K, and it follows that |f | is a cell-like map.
More generally, we say that an order preserving map f : P ′ → P between posets is a
subdivision if |f−1(⌈τ ⌉)| is homeomorphic to |Cf
−1(∂⌈τ ⌉)| by a homeomorphism fixed on
|f−1(∂⌈τ ⌉)|. It is easy to see that |f | is a cell-like map and |P
′| is homeomorphic to |P |
[56] (see also [4], [28; 1.4] for a special case).
In particular, a cell complex is an h-minor of every its simplicial subdivision.
Example 2.2 (zipping). Another special case of taking an h-minor is zipping. Given a
poset P and a σ ∈ P such that ⌈σ⌉ is isomorphic toQ+∆
1 for some Q, by an isomorphism
h, we say that P elementarily zips to P/h−1(∆1) (the quotient in the concrete category of
posets over the category of sets, cf. [2]). A zipping is a sequence of elementary zippings.
It is not hard to see that if K edge-contracts to L, then K zips to L (for instance, it
takes two elementary zippings to zip a 2-simplex onto a 1-simplex). The author learned
from E. Nevo that he has independently observed this fact, and that a definition of
zipping appears in Reading’s paper [60]. In fact, we borrow the term “zipping” from
that paper. E. Nevo also observed that if K elementarily zips to L, then the barycentric
subdivision K♭ edge-contracts to L♭ in two steps.
We shall encounter a modification of zipping with ∆1 replaced by C((∆2)(0)), as well
as zipping itself, in the proof of Proposition 4.17.
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Conjecture 2.3. For each n there exist only finitely many n-dimensional cell complexes
K such that |K| is (n− 1)-connected and does not embed in S2n, but |L| embeds in S2n
for each proper h-minor L of K.
The author is not absolutely committed to this particular formulation, but he strongly
feels that at least some reasonable modification of this conjecture should hold. Some
variations are discussed in §2.D.
2.C. Dichotomial spheres
Some members of the list in the preceding conjecture are provided by the following
result.
Theorem 2.4 (Main Theorem). Let B be an m-dimensional dichotomial cell complex,
that is a cell complex that together with each cell A contains a unique cell A¯ whose
vertices are precisely all the vertices of B that are not in A.
Let K be the n-skeleton of B, where m = 2n + 1 or 2n + 2, and let L be any proper
h-minor of K. Then:
(i) B is uniquely determined by K.
(ii) |B| ∼= Sm.
(iii) If m = 2n+ 1, n 6= 2, then |K| does not embed in S2n, but |L| does.
(iii′) If m = 2n+1, n = 2, then |K| has non-zero van Kampen obstruction, even mod-
ulo 2 (so in particular does not embed in S4) but |L| has zero van Kampen obstruction.
(iv) If m = 2n+ 2, then |K| does not linklessly embed in S2n+1, but |L| does.
(v) If m = 2n + 1, then every embedding g of |K| in S2n+1 is inequivalent with hg,
where h is an orientation-reversing homeomorphism of S2n+1; but every two embeddings
of |K| in S2n+1 (knotless when n = 1) have equivalent “restrictions” to |L|.
(vi) Moreover, if m = 2n+1, then every embedding of |K| in S2n+1 is linkless; and if
m = 2n + 2, then every embedding of |K| in S2n+1 contains a link of a pair of disjoint
n-spheres with an odd linking number.
(vii) If M is a self-dual subcomplex of B (that is, M contains precisely one cell out
of every pair A, A¯ of complementary cells), then |M | does not embed in Sm, and every
embedding g of |M | in Sm+1 is inequivalent with hg, where h is an orientation-reversing
homeomorphism of Sm+1.
The simplest example of a dichotomial complex is the boundary of a simplex. In
particular, for n = 1, the graphs in (iii) and (iv) include respectively the complete graphs
K5 and K6. It is easy to see that there are no other dichotomial simplicial complexes,
apart from the boundary of a simplex. The term “dichotomial” was suggested to the
author by E. V. Shchepin.
Example 2.5. It is easy to construct the dichotomial 3-sphere whose 1-skeleton is K3,3.
In accordance with (i), we may start with K3,3 itself. For every edge τ of K3,3, the four
edges disjoint from τ form a circuit; we glue up this circuit by a quadrilateral 2-cell.
(Note that circuits of length 6 are not glued up by hexagonal 2-cells.) For every vertex
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σ of K3,3, the edges disjoint from σ form a K3,2, to which we have attached three 2-cells.
Their union is a 2-sphere; we glue it up by a 3-cell.
Let us verify that the resulting dichotomial cell complex B3,3 is indeed a 3-sphere. We
shall identify each element of B3,3 with a subcomplex of the barycentric subdivision of
∂∆2 ∗ ∂∆2. The atoms of B3,3 are identified with the vertices of ∂∆
2 ∗ ∂∆2, and the
maximal elements of edges of B3,3 are identified with the edges of (∆
2)(0) ∗ (∆2)(0). The
maximal element of the 2-cell of B3,3 disjoint with an edge σ1 ∗ σ2 of K3,3 is identified
with the disk Dσ1σ2 := c ∗ ∂τ1 ∗ ∂τ2, where τi is the 1-simplex in ∆
2 disjoint from the
vertex σi, and c is the barycenter of the simplex τ1 ∗ τ2. The maximal element of the
3-cell of B3,3 disjoint with a vertex σ ∗∅ (resp. ∅ ∗ σ) of K3,3 is identified with the ball
Eσ∅ := c ∗ (Dσσ1 ∪Dσσ2 ∪Dσσ3) (resp. E∅σ := c ∗ (Dσ1σ ∪Dσ2σ ∪Dσ3σ)), where c is the
barycenter of the 1-simplex τ of ∆2 disjoint form σ, and σ1, σ2, σ2 are the three vertices
of ∆2. It is easy to see that the six balls Eσ∅, E∅σ cover the entire (∂∆
2 ∗ ∂∆2)♭.
Example 2.6. Similarly, it is not hard to construct the dichotomial 4-sphere whose 1-
skeleton is the Petersen graph P . Firstly we glue up every circuit consisting of 5 edges by
a pentagonal 2-cell. (Note that circuits of length 6 are not glued up by hexagonal 2-cells.)
Then each 2-cell already has its opposite 2-cell. For each edge τ of P , the edges disjoint
from τ form a graph that is a subdivision of the 1-skeleton of the tetrahedron, and the
four 2-cells disjoint from τ can be identified with the 2-simplices of this tetrahedron,
with boundaries subdivided into pentagons. Thus these edges and 2-cells cellulate a
2-sphere; we glue it up by a 3-cell. For every vertex σ of P , the edges and the 2-cells
disjoint from σ form a cell complex that subdivides (∂∆2)+(∆2)(0). Then the edges, the
2-cells and the 3-cells disjoint from σ form a cell complex that subdivides the 3-sphere
(∂∆2) + (∂∆2). We glue it up by a 4-cell.
According to part (ii) of the Main Theorem, the resulting dichotomial cell complex BP
is a 4-sphere. Note that the hemi-dodecahedron is isomorphic to its self-dual subcomplex.
It can be similarly verified by hand that the graphs of the Petersen family except
K4,4\(edge) are 1-skeleta of 4-dimensional dichotomial cell complexes; whereasK4,4\(edge)
is not.
We describe a more industrial way of seeing this in §4.C, where we also observe that
K4,4\(edge) is the 1-skeleton of a 4-dimensional dichotomial poset, whose order complex
admits a collapsible map onto S4 (so in particular is homotopy equivalent to S4). It
should be possible to include this graph into the general framework of the Main Theorem
by extending it to cone complexes whose cones are singular cells, with not ‘too many’
cells being ‘too singular’. There can be other approaches (see Example 4.22).
Remark 2.7. We note that the assertion on minors in part (iii) of the Main Theorem does
not extend to cover arbitrary self-dual subcomplexes in part (vii). Indeed, by zipping
an edge of the hemi-icosahedron we obtain a non-simplicial proper minor of the hemi-
icosahedron which still cellulates RP 2. The author believes that it should be possible to
overcome this trouble, at least in the metastable range, by considering only minors that
belong to a restricted class of cell complexes, such as ones whose cells have collapsible (or
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empty) pairwise intersections. (Note that two cells do not always intersect along a cell,
and three cells do not always have a collapsible or empty intersection in the dichotomial
4-sphere whose 1-skeleton is the Petersen graph.)
Taking into account the Kuratowski–Wagner and Robertson–Seymour–Thomas theo-
rems and the obvious fact that a 0-polyhedron admits a linkless embedding in S1 iff it
contains less than 4 points, we obtain
Corollary 2.8. The only dichotomial complex in dimension two is ∂∆3; there exist
precisely two in dimension 3, with 1-skeleta K5 and K3,3, and precisely six in dimension
4, with 1-skeleta all graphs of the Petersen family excluding K4,4 \ e.
Let us now review three constructions of new examples of dichotomial spheres.
(i) An n-dimensional join of the i-skeleta of dichotomial (2i + 1)-spheres is the n-
skeleton of some dichotomial (2n + 1)-sphere dimensional cell complex (see Lemma 3.8
and Theorem 3.22). For instance, this yields, in addition to ∂∆6, two dichotomial 5-
complexes, with 1-skeleta K1,1,1,1,1,3 and K3,3,3 and with simplicial 2-skeleta.
(ii) If B is a dichotomial cell complex, it is easy to see, using part (ii) of Main Theorem,
that CB∪BB ∗pt is again a dichotomial cell complex. Applied to B3,3, this construction
produces the dichotomial 4-sphere B3,3,1 with 1-skeleton K3,3,1 (which belongs to the
Petersen family). Applying this construction to the six dichotomial 4-spheres, we get,
apart from ∂∆6, five dichotomial 5-complexes whose 1-skeleta are obtained from the
graphs Γ7, Γ8, Γ9, K3,3,1, P by adjoining an additional vertex and connecting it by edges
to all the existing vertices. For instance, in the case of B3,3,1 this yields a dichotomial
sphere B3,3,1,1 with 1-skeleton K3,3,1,1.
A more general construction is: given a dichotomial m-sphere B and a dichotomial
n-sphere B′, the boundary sphere ∂(CB ∗CB′) of the join of the cones is a dichotomial
(m+n+2)-sphere. (The previous paragraph treated the case where B′ is the dichotomial
(−1)-sphere ∅.) Taking B to be the dichotomial 3-sphere with 1-skeleton K3,3 and B
′
to be the dichotomial 0-sphere, we arrive again at B3,3,1,1. We note that the 2-skeleton
of B3,3,1,1 is the union of the 2-skeleton of B3,3 with the 2-skeleton of the join K3,3 ∗∆
1.
Since the circuits of length 6 in K3,3 are not glued up by 2-cells in B3,3, they are similarly
not glued up by 2-cells in B3,3,1,1 (although they of course bound subdivided 2-cells in
the 2-skeleton of B3,3,1,1). Thus the 2-skeleton of B3,3,1,1 is a proper subcomplex of van
der Holst’s 2-complex Kˆ3,3,1,1 (see §1.A).
(iii) A more interesting method, called (∇,Y)-transform, is introduced in §4.C. It is
natural to expect that an appropriate generalization of this transform (or perhaps even
the transform itself) would suffice to relate any two dichotomial spheres of the same
dimension (compare the proof of Steinitz’ theorem in [89; Chapter 4]). It does relate
with each other the two dichotomial 3-spheres and all six dichotomial 4-spheres. When
applied to ∂∆6, it produces, inter alia, dichotomial 5-complexes with 1-skeleta obtained
by adjoining an additional vertex to any of the graphs Γ7, Γ8, Γ9, K4,4\(edge), P and
connecting it to all existing vertices that are not marked red in Fig. 1. (The details are
similar to Examples 4.21, 4.22.)
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To summarize, we have just used the easy (existence) part of Corollary 2.8 to show
the following
Corollary 2.9. There exist at least 13 dichotomial 5-spheres, distinct already on the
level of their 1-skeleta, of which 10 have non-simplicial 2-skeleta.
The three simplicial 2-skeleta, (∆6)(2), K5 ∗ (∆
2)(0) and K3,3 ∗ (∆
2)(0), are well-known
[34], [69]. The non-simplicial ones are probably new, although some (all?) of their 1-
skeleta are in the Heawood family (see §1.A; it is clear that there in fact must be many
more dichotomial 5-spheres with 1-skeleta in the Heawood family).
By part (iii′) of the Main Theorem, none of the 13 cell complexes in Corollary 2.9 is
a minor of any other one. But beware that some of these 2-complexes have underlying
polyhedra that are h-minors of each other (namely, some can be obtained from the others
by shrinking 2-simplices to triods).
Example 2.10. The self-dual subcomplexes of the dichotomial 3-sphere with 1-skeleton
K3,3 are, apart from K3,3 itself:
HJ ′4 = I × I ∪ {(0, 0), (1, 1)} ∗ a ∪ {(0, 1), (1, 0)} ∗ b,
HJ ′3 = I × I ∪0×I∪I×0 I × I ∪ {(0, 0)} ∗ a,
HJ ′2 = S
2
 ⊔ a,
HJ ′1 = CS
2
,
where S2 is the cellulation of S
2 obtained by glueing up all three circuits in K3,2 by
2-cells. Each |HJ ′i| is homeomorphic with some |HJj|, but none of HJi, HJ
′
j, K5, K3,3
is a subdivision of any other one.
Problem 2.11. Given an n ≥ 5, are there only finitely many of dichotomial n-spheres?
2.D. Algorithmic issues
Due to the algorithmic nature of the van Kampen obstruction, the problem of embed-
dability of a compact n-polyhedron (given by a specific triangulation) in R2n is algorith-
mically decidable for n ≥ 3 [52]. This suggests seeking a higher-dimensional Kuratowski
embeddability criterion that would also provide an algorithm deciding the embeddability
of the polyhedron. Let us thus discuss amendments needed to fit Problem 2.11, Con-
jecture 2.3, and the Main Theorem in the algorithmic framework. We do not address
issues of complexity of algorithms here.
1. The definition of a cell complex involves PL homeomorphism with |∂∆n| which
is not a fully algorithmic notion by S. P. Novikov’s theorem (see [16]). A standard
workaround is to consider only cell complexes whose cells are shellable (see [10]). This
might potentially exclude some interesting examples, but the Main Theorem is still valid
and Conjecture 2.3 and Problem 2.11 are still sensible.
1′. An alternative possibility is to generalize cell complexes to circuit complexes, where
the boundary of every cone is a circuit; we call an n-dimensional poset M an n-circuit,
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if Hn(|M \ ⌊p⌋|) = 0 for every p ∈ M . Then part (ii) of the Main Theorem has to be
amended; its proof can be reworked to show that everym-dimensional dichotomial circuit
complex has the integral homology of Sm. (Whether it must still be PL homeomorphic to
Sm is unknown to the author.) Other parts of the Main Theorem hold without changes,
and so do their proofs; Conjecture 2.3 and Problem 2.11 stand.
2. The condition of being (n−1)-connected is not algorithmically decidable already for
n = 2 by Adian’s theorem (see [16]). However, the proof of Theorem 1.19 produces, for
each n-dimensional cell complex K such that |K| embeds in R2n, n ≥ 3, a cell complex
K+ containing K, whose
(i) 1-skeleton lies in a collapsible subcomplex of the 2-skeleton.
On the other hand, if a cell complex K satisfies (i) along with
(ii) Hi(|K|) = 0 for i ≤ n− 1,
then |K| is (n−1)-connected by the Hurewicz theorem. The modification of Conjecture
2.3 with the hypothesis that |K| is (n − 1)-connected replaced by the algorithmically
decidable conditions (i) and (ii) still makes sense.
3. The definition of an h-minor involves cell-like maps, which in turn involve the
non-algorithmic notion of contractibility. An ad hoc solution is the following condition
on the order-preserving map f : instead of requiring the geometric realization |f | to be
cell-like, we require the barycentric subdivision f ♭ to be the composition of a sequence of
admissible edge contractions (see §1.D). Drawbacks of this condition have been discussed
in Example 2.1, but it is working so that the Main Theorem remains valid and Conjecture
2.3 remains meaningful.
4. The fragmentary character of this subsection suggests that combinatorial topology
is badly missing a coherent algorithmic development of foundations, which would include,
inter alia, mutually compatible notions of an algorithmic cell complex, of an algorithmic
subdivision, and of an algorithmic cell-like map. The author is working on such a project
whose success is not yet obvious.
3. Embeddings
3.A. Flores–Bier construction (simplified and generalized)
In this subsection we prove the van Kampen–Flores–Gru¨nbaum–Schild non-embedding
theorem (see Theorem 1.12) and its generalization to dichotomial posets.
3.1. Deleted product, join, prejoin. Let R be a poset and P , Q be embedded in R.
The deleted product P ⊗Q is the embedded poset in P ×Q, consisting of all (p, q) such
that ⌈p⌉∩ ⌈q⌉ = ∅. The deleted join P ⊛Q = C
∗P ⊗C∗Q (where (0ˆ, 0ˆ) is not subtracted
like in the definition of P ∗Q since it is already missing here). The deleted prejoin is not
P ⊕ Q as one might guess, but P ⊕ Q∗ = (P ⊔ Q,), where P = (P,≤), Q = (Q,≤),
and p  q iff either
• p, q ∈ P and p ≤ q, or
• p, q ∈ Q and p ≥ q, or
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• p ∈ P , q ∈ Q and ⌈p⌉ ∩ ⌈q
∗
⌉ = ∅.
Similarly to the non-deleted case, (P ⊕ Q∗)♭ ≃ (P ⊛ Q)♭P⊛∅∪∅⊛Q ⊂ P
♭ ∗ Q♭ (using that
(Q∗)♭ ≃ Q♭). In particular, |P ⊕ Q∗| ∼= |P ⊛ Q|. More specifically, it is not hard to see
that (P ⊛Q)♭ is a subdivision of (P ⊛Q)♭P⊛∅∪∅⊛Q ≃ (P ⊕Q
∗)♭.
An advantage of the deleted prejoin P⊕Q∗ over the would-be P⊕Q is revealed already
by the slightly more delicate isomorphism (P ⊕ Q∗)# ≃ (P ⊛ Q)#P⊛∅∪∅⊛Q ⊂ P
# ∗ Q#,
where the star can no longer be dropped.
Example 3.2. Associativity of join implies (K ⊛ K) ∗ (L ⊛ L) ≃ (K ∗ L) ⊛ (K ∗ L).
Thinking of the n-simplex ∆n as the join of n + 1 copies of a point, we get that ∆⊛∆
is isomorphic to the join of n + 1 copies of pt ⊛ pt = S0, which is the boundary of the
(n+ 1)-dimensional cross-polytope.
3.3. m-Obstructor. A poset Q will be called an m-obstructor if |Q⊛Q| with the factor
exchanging involution is Z/2-homeomorphic to Sm+1 with the antipodal involution.
Remark 3.4. Much of what follows can be done without assuming the homeomorphism
to be Z/2-equivariant or to be with the genuine sphere, because it follows from the
Smith sequences that every free involution on a polyhedral (Z/2-)homology m-sphere
has cohomological (mod2) sectional category equal to m (see [55]).
Example 3.5. Let [3] = {0, 1, 2} denote the three-point set. It is easy to see that
[3] ⊕ [3] ≃ ∂∆2, whence |[3] ⊛ [3]| ∼= |[3] ⊕ [3]| ∼= S1. From an explicit form of this
homeomorphism it is easily seen to be equivariant. Thus [3] is a 0-obstructor. (In fact,
this is a special case of a general fact, which will be given a more conceptual explanation
in Example 3.13 and Theorem 3.14.)
Lemma 3.6. If Q is an m-obstructor, then
(a) |Q| does not embed in Sm;
(b) every embedding g of |Q| in Sm+1 is inequivalent with hg, where h is an orientation-
reversing self-homeomorphism of Sm+1.
Part (a) is due essentially to Flores [30] (see also [63]). The following proof of (a) occurs
essentially in [83]. The method of (b) yields another proof of (a), see [55; Example 3.3].
Proof. (a). If |Q| embeds in Sm, then the cone |C∗Q| over |Q| embeds in Bm+1. Since
the homeomorphism Sm+1 → |Q ⊛ Q| = |C∗Q ⊗ C∗Q| is equivariant, its composition
with the projection |C∗Q ⊗ C∗Q| ⊂ |C∗Q × C∗Q| → |C∗Q| does not identify any pair
of antipodes in Sm+1. The embedding |C∗Q| →֒ Bm+1 then yields a map Sm+1 → Bm+1
identifying no pair of antipodes, which contradicts the Borsuk–Ulam theorem. 
For the proof of (b) we need the following definition.
3.7. Deleted product map. Given a poset K and an embedding g : |K| →֒ Rm, define
a map |K × K| \ ∆|K| → S
m−1 by (x, y) 7→ G(x)−G(y)
||G(x)−G(y)||
. This map is equivariant with
respect to the factor exchanging involution on |K×K|\∆|K| and the antipodal involution
on Sm−1. In particular, we have a Z/2-map g˜ : |K ⊗K| ⊂ |K ×K| \∆|K| → S
m−1.
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Proof of 3.6(b). An embedding g : |Q| →֒ Sm+1 extends to an embedding G : |C∗Q| →֒
Bm+2. Since C∗Q×C∗Q ≃ Q⊛Q, this yields a cohomology class G˜∗(Ξ) ∈ Hm+1(|Q⊛Q|),
where Ξ ∈ Hm+1(Sm+1) is a generator (cf. [55; §3, subsection “1-Paramater van Kampen
obstruction”]). The mod2 reduction of G˜∗(Ξ) is nonzero, since the Yang index of the
factor exchanging involution on |Q ⊛ Q| ∼= Sm+1 is m + 1 (see [55; §3, subsection
“Unoriented van Kampen obstruction”]). The mirror symmetry r in the equator Sm ⊂
Sm+1 extends to the mirror symmetry R in Bm+1 ⊂ Bm+2, which in turn corresponds to
r (i.e. R˜G = rG˜). Since r∗(Ξ) = −Ξ and G˜∗(Ξ) is a nonzero integer, RG is inequivalent
to G. Hence rg is inequivalent to g. 
Lemma 3.6 and Example 3.5 imply that the three-point set [3] does not embed in S0
and knots in S1. However, this is not the end of the story.
Lemma 3.8. If K is a k-obstructor and L an l-obstructor, then K ∗L is an (k+ l+2)-
obstructor.
Proof. We are given Z/2-homeomorphisms Sk+1 → |K ⊛K| and Sl+1 → |L⊛L|. Their
join is a Z/2-homeomorphism Sk+l+3 → |(K ⊛K) ∗ (L⊛ L)|. From the associativity of
join (K ⊛K) ∗ (L⊛ L) ≃ (K ∗ L)⊛ (K ∗ L), which implies the assertion. 
Now from Example 3.5 and Lemma 3.8, the join [3] ∗ [3] is a 2-obstructor. Thus the
graph K3,3 := |[3] ∗ [3]| does not embed in S
2. Moreover (by the proof of Lemma 3.6),
the cone over K3,3 does not embed in B
3. The same argument establishes
Theorem 3.9 (van Kampen [42]). The join of n+1 copy of the three-point set [3] does
not embed in S2n.
The more precise assertion that the join of n+ 1 copy of [3] is an n-obstructor is due
to Flores [30] (see also [63]).
3.10. Atoms. An element σ of a poset P is called an atom of P , if ⌈σ⌉ = {σ}. The
set of all atoms of P will be denoted A(P ). A poset P is called atomistic, if every
its element is the least upper bound of some set of atoms of P . It is easy to see that
A(⌈σ⌉) = A(P ) ∩ ⌈σ⌉. Hence every element σ of an atomistic poset is the least upper
bound of A(⌈σ⌉). (Beware that “atomic” has a different meaning in the literature on
posets.)
3.11. Dichotomial poset. Let us call a poset B dichotomial, if it is atomistic, and
for each σ ∈ B the set of atoms A(B) \ A(⌈σ⌉) has the least upper bound, denoted
h(σ), in B. In other words the latter condition says that there exists an h(σ) ∈ B
such that ⌈σ⌉ ∩ ⌈h(σ)⌉ = ∅ and at the same time ⌈σ⌉ ∪ ⌈h(σ)⌉ contains all the atoms
of B. Clearly, h(h(σ)) = σ, so there is defined an involution h : B → B. Clearly, the
composition H : B
h
−→ B
id
−→ B∗ is order-preserving. In particular, every dichotomial
poset B is isomorphic to its dual B∗.
3.12. Combinatorial Alexander duality. If K is a subcomplex of a dichotomial
poset B, then B \K is a dual subcomplex of B. Hence H(B \K) is a dual subcomplex
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of B∗. Then D(K) := H(B \K)∗ is subcomplex of B. In particular, D(K) = K iff K
is a fundamental domain of the involution h; in this case we say that K is self-dual as a
subcomplex of B.
Example 3.13. The boundary of every simplex ∂∆S is dichotomial: h(σ) = S \ σ.
If n < m and K = (∆m)(n) is the n-skeleton of (the boundary of) the m-simplex,
then it is easy to see that D(K) = (∆m)(m−n−2). In particular, the n-skeleton of the
(2n+ 2)-simplex is self-dual in ∂∆2n+2.
Theorem 3.14. If K is a subcomplex of a dichotomial poset B, then the deleted prejoin
K ⊕ D(K)∗ is isomorphic to B. Moreover, if K = D(K), then the isomorphism f
is anti-equivariant with resect to the anti-involution H and the factor-exchanging anti-
involution t, i.e. the following diagram commutes:
B
f
−−−→ K ⊕K∗
H
y t
y
B∗
f∗
−−−→ (K∗ ⊕K)∗.
The first assertion of Theorem 3.14 implies the following “Semi-combinatorial Alexan-
der duality” theorems:
(i) (K ⊛D(K))♭ is a subdivision of B♭;
(ii) |K ⊛D(K)| is homeomorphic to |B|.
In the case where B is the boundary of a simplex (see Example 3.13), (ii) was originally
proved by T. Bier in 1991 (see [51]) and reproved in a more direct way by de Longueville
[25]. The assertion of (i) is a special case of a result of Bjo¨rner–Paffenholz–So¨strand–
Ziegler [11] (see also [20]).
Proof. Let us map K ⊕D(K)∗ to B by sending the first factor via the inclusion K ⊂ B
and the second factor via H−1 : H(B \ K) → B \ K. The resulting bijection f : K ⊕
D(K)∗ → B is clearly an order-preserving embedding separately on the first factor and
on the second factor. If p ∈ K and q ∈ D(K)∗, then p ≤ q inK⊕D(K)∗ iff ⌈p⌉∩⌈q
∗
⌉ = ∅.
The latter is equivalent to A(⌈p⌉) ∩ A(⌈q
∗
⌉) = ∅ (since B is atomistic). Now f(p) = p,
and A(⌈f(q)⌉) is the complement of A(⌈q
∗
⌉) in A(B). Hence A(⌈p⌉) ∩ A(⌈q
∗
⌉) = ∅ is
equivalent to A(⌈f(p)⌉) ⊂ A(⌈f(q)⌉). The latter is in turn equivalent to ⌈f(p)⌉ ⊂ ⌈f(q)⌉
(since B is atomistic), which is the same as f(p) ≤ f(q). Thus f is an isomorphism.
In the case K = D(K), the composition K ⊕ K∗
f
−→ B
H
−→ B∗ is the the identity
on the second factor and is H on the first factor. The same is true of the composition
K ⊕K∗
t
−→ (K∗ ⊕K)∗
f∗
−→ B∗. 
3.15. Dichotomial sphere. We say that a dichotomial poset B with its ∗-involution
H : B → B∗ is a dichotomial m-sphere if |B| is Z/2-homeomorphic to Sm with the
antipodal involution.
Since |K ⊛K| ∼= |K ⊕K∗| equivariantly, we obtain
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Corollary 3.16. Let B be a dichotomial (m+1)-sphere. Then every self-dual subcomplex
of B is an m-obstructor.
In particular, the self-dual subcomplex (∆4)(1) of the dichotomial 3-sphere ∂∆4 is a
2-obstructor. Thus the graph K5 := (∆
4)(1) does not embed in the plane. The same
argument establishes
Theorem 3.17 (van Kampen [42]). The n-skeleton of the (2n + 2)-simplex does not
embed in S2n.
The more precise assertion that the n-skeleton of the (2n + 2)-simplex is an n-
obstructor is due to Flores [31].
Bringing in Lemma 3.8, we immediately obtain the following generalization of Theo-
rem 3.17, which includes Theorem 3.9 as well:
Theorem 3.18 (Gru¨nbaum [34]). Every n-dimensional join of skeleta (∆2ni+2)(ni) does
not embed in S2n.
The more precise assertion that n-dimensional 2n-obstructors include n-dimensional
joins of the form Fi1 ∗ · · · ∗Fir , where each Fi is the i-skeleton of the (2i+2)-simplex has
a converse. Using matroid theory, Sarkaria has shown that these are the only simplicial
complexes among n-dimensional 2n-obstructors [69]. It would be interesting (in the light
of Problem 2.11) to extend his methods to cell complexes.
3.B. Construction of dichotomial spheres
Our only example so far of a dichotomial poset is the boundary of simplex. To get more
examples, we can move in the opposite direction and utilize Lemma 3.8.
3.19. Atomistic category. We say that an atomistic poset K has atomistic category
≥ n if the set of atoms A(K) is not contained in a union of n cones of K.
Theorem 3.20. If K is atomistic and has atomistic category 6= 1, then K ⊕ K∗ is
dichotomial.
The proof shows that if K is atomistic and has atomistic category 1, then K ⊕K∗ is
not atomistic.
Proof. The hard part is to show that K ⊕K∗ is atomistic. Since K is a subcomplex of
K ⊕K∗, we have A(K) ⊂ A(K ⊕K∗). If σ ∈ K, then σ is the least upper bound in K
of some set S of atoms of K. If some τ ∈ K∗ is an upper bound of S, then ⌈τ
∗
⌉∩S = ∅.
Hence ⌈τ
∗
⌉ ∩ ⌈σ⌉ = ∅, and so τ > σ. Thus σ is the least upper bound of S in K ⊕K
∗.
If σ ∈ K∗, then it is an upper bound of S := A(K) \ A(⌈σ
∗
⌉K). If S is nonempty
and K is not a cone, then by the hypothesis S has no upper bound in K. If τ ∈ K∗
is another upper bound of S, then ⌈τ
∗
⌉ ∩ S = ∅. Hence A(⌈τ
∗
⌉) ⊂ A(⌈σ
∗
⌉). Since K is
atomistic, ⌈τ
∗
⌉ ⊂ ⌈σ
∗
⌉. Then τ
∗ ≤ σ∗, so τ ≥ σ. Thus σ is the least upper bound of S
in K ⊕K∗.
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In the case S = ∅ we have that σ∗ is an upper bound of A(K). Since σ∗ is also the
least upper bound of some subset of A(K), the least upper bound of A(K) exists and
equals σ∗. Since K is atomistic, this implies as above that the least upper bound of K
exists and equals σ∗. Then σ ≤ τ for each τ ∈ K∗ and also σ is incomparable with any
element of K. Thus σ an atom of K ⊕ K∗ and so the least upper bound of a set of
atoms.
If S 6= ∅ and K is a cone, in symbols K = ⌈1ˆ⌉, then similarly to the above, σ is the
least upper bound of S ∪ {1ˆ∗} in K ⊕K∗.
Thus K ⊕K∗ is atomistic. Moreover, we have proved that A(K ⊕K∗) = A(K) if K
is not a cone, and if K is a cone, then A(K ⊕K∗) = A(K) ∪ {1ˆ∗}.
Given a σ ∈ K, let h(σ) = σ∗ ∈ K∗. If K is not a cone, then by the above A(⌈σ
∗
⌉) =
A(K) \ A(⌈σ⌉). If K is a cone, then A(⌈σ
∗
⌉) = (A(K) \ A(⌈σ⌉)) ∪ {1ˆ
∗}. In either case
A(⌈σ
∗
⌉) = A(K ⊕K
∗) \ A(⌈σ⌉), so K ⊕K
∗ is dichotomial. 
If P and Q are posets, the atomistic category of P ∗ Q is clearly the maximum of
the atomistic categories of P and Q. The atomistic category of the n-skeleton of the
(2n + 2)-simplex is two, since the 2n + 3 vertices of the simplex cannot be covered by
two n-simplices but can be covered by three. Hence all the joins in Theorem 3.18 have
atomistic category two as well.
Corollary 3.21. If K is a join of the ni-skeleta of the (2ni+2)-simplices, then K⊕K
∗
is a dichotomial sphere.
More generally:
Theorem 3.22. Every atomistic 2n-obstructor that is an n-dimensional cell complex is
the n-skeleton of some dichotomial (2n+ 1)-sphere.
Proof. Let K be the cell complex in question. Suppose that K is a union of two cells,
K = C∪D. If C∩D = ∅, then K embeds in the 2n-sphere ∂C∗D∪D∗∂C, contradicting
Lemma 3.6. Else let C ′ be the union of all cells of C that are disjoint from D. Then
C ′ ⊂ ∂C. On the other hand, since K is atomistic, it embeds in C ′ ∗ D. Hence K
embeds in the 2n-ball ∂C ∗D, again contradicting Lemma 3.6. 
3.C. Proof of Main Theorem (beginning)
Lemma 3.23. Let B be a dichotomial poset. The following are equivalent:
(i) |B| is homeomorphic to a sphere;
(ii) B♭ is a combinatorial manifold;
(iii) B a cell complex.
Proof. Let h : B → B∗ be the order-preserving isomorphism in the definition of a di-
chotomial poset. We note that (i)⇒(ii) is obvious. 
(iii)⇒(ii). Let σ ∈ B. Then h(⌊σ⌋) = ⌈h(σ)⌉
∗, so ∂∗⌊σ⌋ ≃ (∂⌈h(σ)⌉)
∗. Let [σ] ∈ B♭
be the chain consisting of σ only. Then lk([σ], B♭) ≃ (∂⌈σ⌉ + ∂
∗⌊σ⌋)♭. This is in turn
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isomorphic to (∂⌈σ⌉)
♭ ∗ (∂∗⌊σ⌋)♭ ≃ (∂⌈σ⌉)
♭ ∗ (∂⌈h(σ)⌉)
♭, which is a combinatorial sphere.
Thus B♭ is a combinatorial manifold. 
(ii)⇒(iii). If σ ∈ B, and ⌈τ ⌉ is a maximal simplex in ⌈h(σ)⌉
♭, then the combinatorial
sphere lk(τ, B♭) = (∂⌊h(σ)⌋)♭ is the barycentric subdivision of (∂⌊h(σ)⌋)∗ = h(∂⌈σ⌉).
Hence |∂⌈σ⌉| is a sphere. 
(iii)+(ii)⇒(i). Suppose that B♭ is a combinatorial m-manifold, and let ⌈σ⌉ be an m-cell
of B. Then h(⌈σ⌉) =
⌊h(σ)⌋∗.
Let τ be a d-cell of B not contained in ⌈σ⌉. Then h(σ) ∈ ⌈τ ⌉. The intersection
⌊h(σ)⌋ ∩ ⌈τ ⌉ is the interval [σ, τ ] = {σ} + P + {τ}, where S = lk(σ, ∂⌈τ ⌉). Hence
[σ, τ ]♭ ≃ {[σ]} ∗ S♭ ∗ {[τ ]}, where S♭ ≃ lk([σ], (∂⌈τ ⌉)
♭) is a combinatorial (d − 2)-sphere
since (∂⌈τ ⌉)
♭ is a combinatorial (d − 1)-sphere and so in particular a combinatorial
(d− 1)-manifold. Thus ⌊h(σ)⌋♭ ∩ ⌈τ ⌉
♭ is a combinatorial d-ball which meets (∂⌈τ ⌉)
♭ in a
combinatorial (d− 1)-ball.
Let S be the subposet of B consisting of all ρ ∈ B that lie neither in ⌈σ⌉ nor in
⌊h(σ)⌋.
Note that h(S) = S∗. Since B♭ is a combinatorial m-manifold and ⌈σ⌉
♭ is a combinatorial
m-ball, ⌈S⌉
♭ is a combinatorial m-manifold with two boundary components, ⌈S⌉
♭ ∩ ⌈σ⌉
♭
and ⌈S⌉
♭ ∩ ⌊h(σ)⌋♭. By the above, ⌈S⌉
♭ meets ⌈τ ⌉
♭ in a combinatorial d-ball Bτ meeting
(∂⌈τ ⌉)
♭ in a combinatorial (d − 1)-ball Dτ . (We are using the relative combinatorial
annulus theorem, which follows from the uniqueness of regular neighborhoods, see e.g.
[64]).
Collapsing each |Bτ | onto |Dτ | in an order of decreasing dimension, we obtain a collapse
of |⌈S⌉| onto |⌈S⌉ ∩ ⌈σ⌉|. Hence C := ⌈S⌉
♭ ∪ ⌈σ⌉
♭ is a regular neighborhood of ⌈σ⌉
♭, and
therefore C is a combinatorial ball. Thus B♭ is the union of two combinatorial balls
⌊h(σ)⌋♭ and C along an isomorphism of their boundaries. By the Alexander trick, it
must be a combinatorial sphere. 
Lemma 3.24. If K is a poset and L is its h-minor, there exists a Z/2-map H : |L⊛L| →
|K ⊛ K|. Moreover, if K is atomistic and L is its proper h-minor, then H is non-
surjective.
Proof. It suffices to consider the case where K maps onto L by a non-injective order-
preserving map f such that |f | is cell-like.
Let us define a map g : |L| → |K| such that g(|C|) ⊂ |f−1(C)| for each cone C of L.
Assume that g is defined on cones of dimension < d, and let C be a d-dimensional cone
of L. Since f is cell-like, |f−1(C)| is contractible. We then define g on |C| by mapping
it via some null-homotopy of g(|∂C|) in |f−1(C)|.
Since f is order-preserving, f−1(C) is a subcomplex of K for each cone C of L.
Since g(|C|) ⊂ |f−1(C)| for each cone C of L, and f -preimages of disjoint cones are
disjoint, g sends every disjoint pair of cones to a pair of disjoint unions of cones. Hence
(g ∗ g)(|L⊛ L|) ⊂ |K ⊛K|.
To prove the non-surjectivity, note that g in fact sends every disjoint pair of cones
to a pair of unions of cones whose |f |-images are disjoint. Since f is order-preserving
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and non-injective, there exist distinct σ, τ ∈ K whose f -images are the same. Since K
is atomistic, σ and τ may be assumed to be its atoms. Then (g ∗ g)(|L⊛ L|) does not
contain |{σ} × {τ} ∪ {τ} × {σ}|, which lies in |K ⊛K|. 
Lemma 3.25 ([55; Lemma 4.5]). Let K be an n-dimensional poset. Then there exists
a Z/2-map p : |K ⊛K| → S0 ∗ |K ⊗K| such that p and p/t induce isomorphisms on i-
cohomology with arbitrary (possibly twisted) coefficients for i ≥ n+2 and an epimorphism
for i = n + 1.
Proof. The map p is the quotient map shrinking |K∗∅| and |∅∗K| to points. The relative
mapping cylinder of p collapses onto the pair of (n+1)-polyhedra (|CK⊔CK|, |K⊔K|),
and the assertion follows. 
Lemma 3.26. Let K be an n-dimensional cell complex, n ≥ 2. An embedding g : |K| →֒
B2n+1 is linkless iff for every pair of disjoint subcomplexes L and M of K, the map
g˜||L×M | : |L×M | → S
2n is null-homotopic.
Proof. Let P and Q be disjoint subpolyhedra of |K|. Let P ′ be obtained by puncturing
K in some interior point of each n-cell C of K such that |C| 6⊂ P ; define Q′ similarly.
Then P ′ deformation retracts onto |L|∪ |K(n−1)| and Q′ deformation retracts onto |M |∪
|K(n−1)|, where L and M are the maximal subcomplexes of K such that |L| ⊂ P and
|M | ⊂ Q. Now the hypothesis implies that g˜|P ′×Q′ is null-homotopic, and therefore
g˜|P×Q is null-homotopic. Then by the Haefliger–Weber criterion [85], g|P⊔Q is equivalent
to the embedding h : P ⊔ Q →֒ B2n+1, obtained by combining e1g|P and e2g|Q, where
e1, e2 : B
2n+1 → B2n+1 are embeddings with disjoint images. 
Lemma 3.27. Let K be an n-dimensional cell complex. If H2n+1(|K ⊛ K|) is cyclic,
then every embedding of |K| in S2n+1 is linkless.
Proof. Let L and M be disjoint subcomplexes of K, and let G = H2n(|L ×M |). Since
L and M are disjoint, H2n(|L ×M ∪M × L|) is isomorphic to G ⊕ G and also is an
epimorphic image of H2n(|K ⊗K|). The latter group is cyclic by Lemma 3.25 (as long
as n > 0), so G must be zero. If n ≥ 2, the assertion follows from Lemma 3.26 and the
Hopf classification theorem. For n = 1, the proof of Lemma 3.26 works to show that if
P and Q are disjoint subpolyhedra of |K|, then H2(P × Q) = 0. But then either P or
Q must be a forest, and the assertion follows. 
Lemma 3.28. Let L be an n-dimensional cell complex. Then H2n(|L|, |L⊗ L|/t) = 0,
where |L| = (|L| × |L| \∆|L|)/t.
Proof. If C is a maximal cell of L×L that is not in L⊗L, then |C| meets the diagonal
∆|L|. 
Let us call an n-polyhedron M an n-circuit, if Hn(M \ {x}) = 0 for every x ∈M .
Lemma 3.29. Let K be an n-dimensional atomistic cell complex such that |K ⊛K|/t
is a (2n+ 1)-circuit, and let L be a proper h-minor of K that is a cell complex. Then
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(a) |L| embeds in S2n if n 6= 2;
(b) every two embeddings (knotless if n = 1) of |K| in S2n+1 become equivalent when
“restricted” to |L|.
It is interesting to compare this with the well-known result that an n-polyhedron P
embeds in S2n if P itself is an n-circuit [67], [55; 8.2].
Proof. By Lemma 3.24 we have a non-surjective Z/2-map f : |L⊛ L| → |K ⊛K|. Let t
denote the factor exchanging involution, let ϕ : |L⊛L|/t→ RP∞ be its classifying map,
and let ξ ∈ H2n+1(RP∞; ZT ) ≃ Z/2 be the generator, where ZT denotes the twisted
integer coefficients. Since ϕ factors up to homotopy through the non-surjective map
f/t into the (2n + 1)-circuit |K ⊛ K|/t, we have ϕ∗(ξ) = 0. By Lemma 3.25, there
exists a Z/2-map p : |L ⊛ L| → S0 ∗ |L ⊗ L| such that p/t induces an isomorphism on
(2n + 1)-cohomology, as long as n > 0. Since ϕ factors up to homotopy as p followed
by a classifying map ψ : (S0 ∗ |L ⊗ L|)/t → RP∞ of t, we have ψ∗(ξ) = 0. It follows
(see [19; (5.1)]) that χ∗(ζ) = 0, where χ : |L ⊗ L|/t → RP∞ is a classifying map of
t and ζ ∈ H2n(RP∞; Z) ≃ Z/2 is the generator. By Lemma 3.28, χ∗+(ζ) = 0, where
χ+ : |L| → RP
∞ is a classifying map of t. Now χ∗+(ζ) is the van Kampen obstruction
ϑ(|L|); so |L| embeds in S2n as long as n ≥ 3 (see [55]).
Let g, h : |K| → R2n+1 be the given embeddings and g′, h′ : |L| → R2n+1 their “restric-
tions”. We have d(g˜′, h˜′) = d(g˜F, h˜F ) = F ∗d(g˜, h˜), where the Z/2-map F : |L ⊗ L| →
|K⊗K| is defined similarly to f . Now (F/t)∗ : H2n(|K⊗K|/t; ZT )→ H
2n(|L⊗L|/t; ZT )
is the zero map, since it is equivalent to (f/t)∗ : H2n+1(|K ⊛ K|/t; Z) → H2n+1(|L ⊛
L|/t; Z) via Thom-isomorphisms. So g˜′ and h˜′ are equivalent as long as n ≥ 2.
It remains to consider the case n = 1. Since ϕ(ξ) = 0, there exists a Z/2-map
|L⊛ L| → S2 (this is similar to [55; proof of 3.2]). Hence by the Borsuk–Ulam theorem
there exists no Z/2-map S3 → |L⊛ L|. Then by Lemma 3.24, L has no 2-obstructor as
a minor. In particular, by the preceding observations, L has no minor isomorphic to K5
or K3,3.
Then by Wagner’s version of the Kuratowski theorem, |L| embeds in S2. Also, given
a knotless embedding of |K| in S3, it is also linkless by Lemma 3.27. Its “restriction”
to |L| is also linkless and knotless, using Lemma 1.14 and the definition of a knotless
embedding as an embedding g such that g(|C|) bounds an embedded disk in S3 for every
circuit C of the graph. Hence the Robertson–Seymour–Thomas theorem implies that
every two such “restrictions” are equivalent. 
4. Linkless embeddings
4.A. Proof of Main Theorem (conclusion)
Let K = (K,≤) be an n-dimensional poset, for instance, an n-dimensional simplicial or
cell complex. If S is a subcomplex of K, let S¯ be the subcomplex of K consisting of all
cones of K disjoint from S. Note that S¯ = S.
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Consider the set λK of all subcomplexes S of K such that H
n(|S|)⊗Hn(|S¯|) is nonzero
(or, equivalently, not all maps |S × S¯| → S2n are null-homotopic). Then tK : S 7→ S¯ is
a free involution on λK .
Lemma 4.1. If L is the n-skeleton of a (2n+ 2)-dimensional dichotomial cell complex
B, then each S ∈ λL is the boundary of some (n+ 1)-cell of B.
Proof. Let K be the union of L and a half of the (n+1)-cells of B, with precisely one cell
from each complementary pair. Then K is self-dual in B, so by Theorem 3.14, K ⊕K∗
is isomorphic to B. Hence by Lemma 3.23, |K ⊕ K∗| is a sphere, and therefore so is
|K ⊛K|.
By Lemma 3.25, H2n+1(|S ∗ S¯|) ≃ Hn(|S|) ⊗ Hn(|S¯|) 6= 0, so by the Alexander
duality the complement to |S ∗ S¯| in the sphere |K⊛K| contains at least two connected
components. Since S and S¯ are disjoint, and |S¯ ∗ S| is connected (regardless of whether
any of |S| and |S¯| is connected!), |S¯ ∗S| lies one of these open components. The closure
of that component is cellulated by a subcomplex W of K ⊛ K, and the closure of the
union of the remaining components by a subcomplex V .
Since |V | has nonempty interior, V contains at least one (2n + 2)-cell. It must be of
the form C ∗D, where C is an (n+ 1)-cell of K ∗∅ and D is an n-cell of ∅ ∗K, or vice
versa. Let us consider the first case.
If v is a vertex of S not contained in C, the join C ∗ v lies in K ⊛K. Then it is a cell
of K ⊛K, and therefore lies either in V or in W . Since |∅ ∗ v| lies in |S¯ ∗ S| and so in
the interior of |W |, we have C ∗ v ⊂W . On the other hand, C ∗∅ lies in C ∗D and so
in V . Hence C ∗ ∅ lies in V ∩W , which is a subcomplex of S ∗ S¯. Thus C ⊂ S. But
this cannot be since S is n-dimensional and C is an (n+ 1)-cell.
Thus C, and therefore also ∂C, contains all vertices of S. But B is atomistic, so its
subcomplex K is atomistic, and we have S ⊂ ∂C. Since Hn(|S|) 6= 0 and |∂C| is an
n-sphere, ∂C = S.
In the case where V contains C ∗ D, where C is an n-cell of K ∗ ∅ and D is an
(n+ 1)-cell of ∅ ∗K, we can similarly show that ∂D = S¯.
This proves that either S or S¯ bounds a cell in K (not just in B).
Suppose that S does not bound a cell in K. Then by the above, S¯ bounds a cell D in
K. Let us amend K by exchanging D with its complementary (n + 1)-cell, and let K ′
denote the resulting subcomplex of B. Then S¯ does not bound a cell in K ′. Hence by
the above, S bounds a cell in K ′. 
Let Kˆ be the poset (K ∪ λK ,), where p  q iff either p, q ∈ K and p ≤ q or p ∈ K,
q ∈ S and p ∈ q. Given a section ξ : λK/tK → λK of the double covering λK → λK/tK ,
we have the subcomplex Kξ of Kˆ obtained by adjoining to K all elements of ξ(λK/tK).
Note that under the hypothesis of Lemma 4.1, Kˆ and Kξ are cell complexes.
Example 4.2. If K = K6, then Kξ can be chosen to be the semi-icosahedron, and if K
is the Petersen graph, then Kξ can be chosen to be the semi-dodecahedron (see §1.E).
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Lemma 4.3. If K is a poset and L is its (proper) h-minor, then each Lζ is a (proper)
h-minor of some Kξ.
Proof. Suppose that f : K → L is an order-preserving surjection such that |f | is cell-
like. Given subcomplexes M , N of L such that tL(M) = N and M,N ∈ λL, we
have that M ′ := f−1(M) and N ′ := f−1(N) belong to λK since |f | restricts to a
homotopy equivalence |f |−1(P ) → P for every subpolyhedron P of |L|. Up to rela-
belling, we may assume that ζ({M,N}) = M . Then we set ξ({M ′, tK(M
′)}) = M ′ and
ξ({N ′, tK(N
′)}) = tK(N
′). If tK(N
′) 6= M ′, then we label M ′ as a “primary” element of
the image of ξ.
This defines ξ on a subset of λK/tK . We extend it to the remaining elements ar-
bitrarily, and do not introduce any new labels. The subcomplex K ′ξ of Kξ obtained
by adjoining to K all primary elements of ξ(λK/tK) then admits an order-preserving
surjection g onto Lζ such that g is an extension of f , and |g| is cell-like.
The remaining case where L is a subcomplex of K is similar (and easier). 
Let K⊕ˆK∗ = Kξ ⊕ (Kξ)
∗. This poset does not depend on the choice of ξ, since
it is isomorphic to Kˆ ⊕ K∗ (and also to K ⊕ (Kˆ)∗). Moreover, it is easy to see that
the involution on K⊕ˆK∗ also does not depend on the choice of ξ. Lemma 4.1 has the
following
Corollary 4.4. If L is the n-skeleton of a (2n + 2)-dichotomial cell complex B, then
L⊕ˆL∗ is anti-equivariantly isomorphic to B.
Proof. By Lemma 4.1, Lξ is a cell complex for every ξ. Hence Lξ is isomorphic to a K as
in the proof of Lemma 4.1, and therefore by Theorem 3.14, Lξ⊕L
∗
ξ is anti-equivariantly
isomorphic to B. 
Let K⊛ˆK be the union of K ⊛K and cones of the form C(S ∗ S¯), where S ∈ λK . In
more detail, K⊛ˆK = (P∪λK ,), where (P,≤) is the deleted joinK⊛K = C
∗K⊗C∗K ⊂
K ∗K, and p  q iff p, q ∈ P and p ≤ q or p = (σ, τ) ∈ P , q ∈ λK , and either
• σ, τ 6= 1ˆ and σ ∈ q and τ ∈ tK(q), or
• σ = 1ˆ and τ ∈ tK(q), or
• τ = 1ˆ and σ ∈ q.
Since C(S ∗ S¯) is subdivided by (CS) ∗ S¯ (and also by S ∗ (CS¯)), we obtain that
Kξ ⊛Kξ is a subdivision of K⊛ˆK, for each ξ. Then from Lemmas 3.24 and 4.3 we get
the following
Corollary 4.5. If L is an h-minor of a poset K, there exists a Z/2-map H : |L⊛ˆL| →
|K⊛ˆK|. Moreover, if K is atomistic and L is its proper h-minor, then H is non-
surjective.
Since Kξ ⊛ Kξ (which does depend on ξ) is a subdivision of K⊛ˆK, we also obtain
that |K⊛ˆK| ∼= |K⊕ˆK∗|, equivariantly. It is easy to find such a Z/2-homeomorphism
that does not depend on the choice of ξ.
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Theorem 4.6. Let K be an n-dimensional cell complex. |K| is linklessly embeddable in
S2n+1 iff there exists a Z/2-map |K⊛ˆK| → S2n+1.
This is similar to [55; Theorem 4.2] but we give a more detailed proof here. A part of
the proof is also parallel to a part of the proof of Lemma 3.29.
Proof. Given a linkless embedding g : |K| →֒ S2n+1, we may extend it to an embedding
G : |C∗K| →֒ B2n+2 and pick null-homotopies HS : |C
∗S ⊔ C∗S¯| → B2n+2 of the links
g(|S ∪ S¯|) such that HS(|C
∗S|) ∩ HS(|C
∗S¯|) = ∅ and H−1S (S
2n+1) = |S ⊔ S¯|, for each
S ∈ λK . Since each HS is homotopic through maps Ht : |C
∗S ⊔ C ∗ S¯| → B2n+2
satisfying H−1t (S
2n+1) = |S ⊔ S¯| (but not necessarily Ht(|C
∗S|)∩Ht(|C
∗S¯|) = ∅) to the
restriction of G, the deleted product maps G˜ : |C∗K⊗C∗K| → S2n+1 and H˜S|... : |C
∗S×
C∗S¯ ⊔C∗S¯×C∗S| → S2n+1 have equivariantly homotopic restrictions to |S ∗ S¯ ⊔ S¯ ∗S|.
Hence G extends to an equivariant map |K⊛ˆK| → S2n+1 (using the homeomorphism
|C∗(S ∗ S¯)| ∼= |C(S ∗ S¯)|).
Conversely, let K⊗ˆK be the union of K ⊗K and cones of the form C(S × S¯), where
S ∈ λK . Then the quotient of |K⊛ˆK| obtained by shrinking |K∗∅| and |∅∗K| to points
is Z/2-homeomorphic to the suspension S0∗|K⊗ˆK|. Then similarly to Lemma 3.25 there
exists a Z/2-map S0 ∗ |K⊗ˆK| → S2n+1. By the equivariant Freudenthal suspension
theorem, |K ⊗ K| admits a Z/2-map ϕ to S2n whose restriction to |S × S¯| is null-
homotopic for each S ∈ λ. By Lemma 3.28, ϕ extends equivariantly over |K×K| \∆|K|.
Hence by the Haefliger–Weber criterion ([85]; alternatively, see [55; 3.1] and Remark 6.8
below), |K| admits an embedding g into B2n+1 such that g˜ : |K ⊗ K| → S2n is Z/2-
homotopic to ϕ. In particular, the restriction of g˜ to S × S¯ is null-homotopic for each
S ∈ λK .
When n = 1, this implies that any two disjointly embedded circles in g(|K|) have zero
linking number. Then by Theorem 1.6(b), |K| admits a linkless embedding in S3.
When n ≥ 2, the embedding g itself is linkless by Lemma 3.26. 
Corollary 4.7 (of the proof). Let K be the n-skeleton of a (2n + 2)-dimensional di-
chotomial cell complex. Then every embedding of |K| in S2n+1 contains a link of two
disjoint n-spheres with an odd linking number.
Proof. By Lemma 4.1, every S ∈ λK cellulates an n-sphere. If g : |K| →֒ R
2n+1 is an
embedding that for every S ∈ λK links |S| and |S¯| with an even linking number, then by
proof of the “only if” part of Theorem 4.6, |K⊛ˆK| admits an Z/2-map to S2n+2 of even
degree. However no even degree self-map of a sphere can be equivariant with respect to
the antipodal involution. (For the resulting self-map of the projective space lifts to the
double cover, so must send w1 of the covering to itself. However the top power of w1
goes to zero if the degree is even.) 
Corollary 4.8. Let K be an n-dimensional atomistic cell complex such that |K⊛ˆK| is
a (2n+ 2)-circuit. Then |K| admits a linkless embedding in S2n+1.
The proof is similar to a part of the proof of Lemma 3.29.
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Proof. By Corollary 4.5 we have a non-surjective Z/2-map f : |L⊛ˆL| → |K⊛ˆK|. Let
t denote the factor exchanging involution, let ϕ : |L⊛ˆL|/t → RP∞ be its classifying
map, and let ξ ∈ H2n+2(RP∞; Z) ≃ Z/2 be the generator. Since ϕ factors up to
homotopy through the non-surjective map f/t into the (2n + 2)-circuit |K⊛ˆK|/t, we
have ϕ∗(ξ) = 0. Then |L⊛ˆL| admits a Z/2-map into S2n+1 (see [55; proof of 3.2]), and
the assertion follows from Thorem 4.6. 
4.B. Equivariant homotopy of the Petersen family
Example 4.9 (the n-skeleton of the (2n + 3)-simplex). Let ∆ be the (2n + 3)-simplex
and L its n-skeleton. For each pair of complementary (n + 1)-simplices, choose one,
and let Lξ be the union of L with the chosen (n + 1)-simplices. Then Lξ is self-dual,
hence by Theorem 3.14, |Lξ ⊛ Lξ| is Z/2-homeomorphic to the (2n+ 2)-sphere. On the
other hand, |Lξ ⊛ Lξ| is also Z/2-homeomorphic to |L⊛ˆL| by the above. Hence by the
Borsuk–Ulam theorem the latter admits no Z/2-map to S2n+1. Thus by Theorem 4.6,
L is not linklessly embeddable in S2n+1.
In particular, K6 is not linklessly embeddable in S
3. This was first proved by Conway
and Gordon, see also [65], [66]; the n-dimensional generalization is proved in [48; Corol-
lary 1.1], [79] and [55; Example 4.7] (in all cases, by methods different from the above).
4.10. ∇Y-exchanges. A graph H is said to be obtained by a ∇Y-exchange from a
graph G, if G contains a subgraph ∇ isomorphic to ∂∆2, and H is obtained from G by
removing the three edges of ∇ and instead adjoining the triod Y:= ∆0 ∗ (∇)0. We shall
call a ∇Y-exchange dangerous if G contains no circuit disjoint from ∇; and allowable if
either (i) it is dangerous, or (ii) it is non-dangerous and G contains precisely one circuit
C disjoint from ∇, and H contains no circuit disjoint from C.
Let us consider an allowable ∇Y-exchange G  H . The obvious map |∇| → |Y|,
sending the barycenters of the edges to the cone point and keeping |∇(0)| fixed, yields
a map f : |G| → |H|, which sends every pair of disjoint cells of G to a pair of disjoint
subcomplexes of H .
Given an Hζ , let us choose a Gξ as follows. In the dangerous case we have a canon-
ical bijection between λG and λH , and we let ξ correspond to ζ under this bijection.
In the non-dangerous case, λG contains two additional circuits, ∇ and C, and we set
ξ({∇, C}) = ∇. Conversely, every ξ satisfying the latter property uniquely determines
a ζ for a non-dangerous exchange, and every ξ whatsoever uniquely determines a ζ for
a dangerous exchange.
With such ζ and ξ, our f extends to an fζ : |Gξ| → |Hζ|, which in the non-dangerous
case is collapsible. This fζ still sends every pair of disjoint cells of Gξ to a pair of disjoint
subcomplexes of Hζ . Hence fζ ∗fζ restricts to a Z/2-map Fζ : |Gξ⊛Gξ| → |Hζ⊛Hζ |. In
the non-dangerous case, Fζ is collapsible, and so is an equivariant homotopy equivalence.
Example 4.11 (Petersen family). There is the following diagram of ∇Y-exchanges,
which uses the notation of Fig. 1:
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K3,3,1
ց
K6 −−−→ Γ7 −−−→ Γ8 −−−→ Γ9 −−−→ P
! ց
K4,4\e
(∗)
It can be verified by inspection that all these ∇Y-exchanges are allowable, and that
no further ∇Y- or Y∇-exchange (allowable or not) can be applied to any graph in this
diagram; thus these seven graphs are the Petersen family graphs. The only dangerous
∇Y-exchange is marked by an “ ! ”.
Write L = K6, and select Lξ so that it contains a quadruple of 2-cells whose pairwise
intersections contain no edges. For instance, the hemi-icosahedron (see §1.E) will do.
Then the horizontal sequence of ∇Y-exchanges in (∗) can be made along these four
2-cells, which compatibly defines a Gξ for each G in this sequence. These also uniquely
determine compatible Gξ for G = K3,3,1 and K4,4\(edge). Then by the above, for each G
in the Petersen family, we obtain a Z/2-map |L⊛ˆL| → |G⊛ˆG| (using the invertibility of
the Z/2-homotopy equivalence in the case ofK3,3,1). On the other hand, by the preceding
example |L⊛ˆL| is Z/2-homeomorphic to S4, hence by the Borsuk–Ulam Theorem it
admits no Z/2-map to S3. Thus |G⊛ˆG|, for each G in the Petersen family, admits no
Z/2-map to S3.
The (easy) “only if” direction in Theorem 4.6 now implies that none of the graphs
of the Petersen family is linklessly embeddable in S3, a fact originally observed by
Sachs [65], [66]. Corollary 4.5 then implies the easy direction in the Robertson–Seymor–
Thomas Theorem 1.6(b).
Remark 4.12. If we do choose Lξ to be the hemi-icosahedron, then all the non-dangerous
∇Y and Y∇-exchanges in (∗) yield cellulations of RP 2 by the complexes Gξ, in partic-
ular, by the hemi-dodecahedron Pξ.
Remark 4.13. We shall see in the next subsection that the Fξ corresponding to all the
non-dangerous ∇Y-exchanges in (∗) can be approximated by equivariant homeomor-
phisms (for those in the horizontal line this also follows from the Cohen–Homma The-
orem 5.1). This cannot be the case for the dangerous one. Indeed if G = K4,4\(edge),
then G⊛G alone contains a join of two triods, which is non-embeddable in S4 since the
link of its central edge is K3,3, which does not embed in S
2.
4.C. Combinatorics of the Petersen family
Following van Kampen [43] and McCrory [53], we define a combinatorial manifold as a
cell complex K such that K∗ is also a cell complex (cf. [56]). If additionally both K
and K∗ are atomistic, we say that K is an α-combinatorial manifold. Now an homology
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(α-)combinatorial manifold as an (atomistic) homology cell complex K such that K∗ is
also an (atomistic) homology cell complex. Here a poset K is called an homology cell
complex if for each σ ∈ K there exists an m such that Hi(|∂⌈σ⌉|) ≃ Hi(S
m), with integer
coefficients.
Let K be a poset and let C ∈ K. We say that K is Y∇-transformable at C if C is
covered by precisely three elements D1, D2, D3 such that
(i) ∂⌈D
∗
i ⌉ ⊂ ∂⌈D
∗
i+1⌉ ∪ ∂⌈D
∗
i−1⌉, and
(ii) ⌈Di−1⌉ ∩ ⌈Di+1⌉ = ⌈C⌉
for each i (addition mod3).
Lemma 4.14. Suppose that K is an homology combinatorial α-manifold and C ∈ K is
covered by precisely three elements D1, D2, D3. Then K is Y∇-transformable at C.
The proof of property (ii) uses the hypothesis that K∗ is atomistic.
Proof. (i). If E > Di, pick an E
′ < E such that E ′ covers D. The homology combi-
natorial sphere ∂E is a pseudo-manifold, so ⌈C⌉ is contained in precisely two homology
(c+ 1)-cells in ∂E. One of them is ⌈Di⌉, so the other can only be ⌈Di+1⌉ or ⌈Di−1⌉.
(ii). Since the link ∂⌊C⌋L of C in L := ⌈D1⌉ ∪ ⌈D2⌉ ∪ ⌈D3⌉ is the 3-point set, which
is not a homology sphere, K cannot be of dimension c + 1, and therefore Di is not
maximal. Hence C∗ and D∗i are not atoms of ⌈C
∗
⌉ and so all the atoms of ⌈C
∗
⌉ lie in
⌈C
∗
⌉ \ {C
∗, D∗i }. By (i) the latter equals ⌈D
∗
i−1⌉ ∪ ⌈D
∗
i+1⌉. Hence D
∗
i−1 and D
∗
i+1 do not
simultaneously belong to any cell of K∗ other than ⌈C
∗
⌉. 
4.15. Y∇-transform. Suppose that K is a poset that is Y∇-transformable at some
C ∈ K. Then we define the Y∇-transform of K at C to be the poset KC that has one
element Bˆ for each B ∈ K and satisfies the following for each A,A′ /∈ {C,D1, D2, D3}:
• Cˆ > Dˆi, i = 1, 2, 3;
• Aˆ < Dˆi iff A < Di+1 or A < Di−1;
• Aˆ < Cˆ iff A < D1 or A < D2 or A < D3;
• Aˆ > Dˆi iff A > Di+1 and A > Di−1;
• Aˆ > Cˆ iff A > D1 and A > D2 and A > D3;
• Aˆ > Aˆ′ iff A > A′.
This definition immediately implies that (KC)
∗ is Y∇-transformable at (Cˆ)∗. A
straightforward Boolean logic using that K is Y∇-transformable at C shows further
that the Y∇-transform of (KC)
∗ at (Cˆ)∗ is isomorphic to K∗.
We say that a poset L is ∇Y-transformable at E ∈ L if L∗ is Y∇-transformable at
E∗. In that case the ∇Y-transform of L at E is defined to be the poset LE := ((L∗)E∗)
∗.
Example 4.16. Let M be a triangulation of the Mazur contractible 4-manifold. Let
M1 ∪M2 ∪M3 be the union of three copies of M identified along an isomorphism of
their boundaries. Then each Mi ∪Mi+1 (addition mod3) is the double of M and hence
is homeomorphic to S4. We glue it up by a 5-cell Ci−1. Then C1 ∩C2 = M3, so C1 ∪C2
is simply-connected and acyclic, hence contractible. Its boundary M1 ∪M2 ∼= S
4, so
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(C1 ∪ C2) ∪ C3 is a homotopy sphere, hence the genuine 5-sphere. We glue it up by a
pair of 6-cells D1, D2. The resulting cell complex K is homeomorphic to S
6, and hence
its dual is also a cell complex (see [56]).
Now D∗1 is covered by precisely three elements C
∗
1 , C
∗
2 , C
∗
3 of K
∗. Let L = (K∗)D∗
1
and
let D = D̂∗1. Then D
∗ is a cell of L∗ such that |∂⌈D
∗
⌉| ∼= |∂M |, is a nontrivial homology
3-sphere.
Note that D∗1 is of codimension 6 in K
∗.
Lemma 4.17. Let K be a homology α-combinatorial manifold, and suppose that C ∈ K
is covered by precisely three elements of K. Then the Y∇-transform KC is a homology
α-combinatorial manifold.
If additionally K is an α-combinatorial manifold, and ⌈C⌉ is of codimension ≤ 5 in
K, then KC is an α-combinatorial manifold.
Proof. Case 1. Let us first prove that |R| and |Ai| are homology spheres, where R =
∂⌈(Cˆ)
∗
⌉ and Ai = ∂⌈(Dˆi)
∗
⌉. Let S = ∂⌈C
∗
⌉ and let Bi = ⌈D
∗
i ⌉. If ⌈C⌉ has codimension k
in K, then the homology (k− 1)-sphere |S| is the union of three homology (k− 1)-balls
|Bi|. Since |∂B1| is a homology (k − 2)-sphere, by the Alexander duality the closures of
its complementary domains, including |B2 ∪ B3|, are homology balls. Then the Mayer–
Vietoris sequence implies that |B2 ∩ B3| is a homology (k − 2)-ball, and in particular
|∂(B2 ∩ B3)| is a homology (k − 3)-sphere. Now ∂(B2 ∩ B3) = B1 ∩ B2 ∩ B3 ≃ R, and
(B2 ∩B3) ∪R CR ≃ A1.
If k ≤ 5, then the homology (k − 3)-sphere |R| must be a genuine sphere; and if
additionally K is an α-combinatorial manifold, then |∂B2| is a genuine (k − 2)-sphere,
so by the Scho¨nflies and Alexander theorems, |R| bounds in it a genuine (k − 2)-ball
|B2 ∩ B3|.
Case 2. Next, each ⌈Dˆi⌉ is an (homology) cell since it is isomorphic to the union of
the (homology) cells ⌈Di−1⌉ and ⌈Di+1⌉ whose intersection is the (homology) cell ⌈C⌉.
Also, ⌈Cˆ⌉ is an (homology) cell since it is isomorphic to the union of the (homology)
cells ⌈Dˆi−1⌉ and ⌈Dˆi+1⌉ whose intersection is isomorphic to (∂⌈Di⌉) \ {C}. The latter
cellulates an (homology) ball, which is the closure of the complement to the homology
ball |⌈C⌉| in the homology sphere |∂⌈Di⌉|.
Case 3. Finally, let us consider a poset K ′C that has one element Bˇ for each B ∈ K
and additional elements Fˇ1, Fˇ2, Fˇ3 and Eˇ12, Eˇ13, Eˇ21, Eˇ23, Eˇ31, Eˇ32, and satisfies the
following for each A,A′ /∈ {C,D1, D2, D3} and all i, j ∈ {1, 2, 3}, i 6= j:
• Dˇi > Cˇ > Fˇj and Dˇi > Eˇij > Fˇj ;
• Cˇ is incomparable with Eˇij ;
• Aˇ < Eˇij iff Aˇ < Dˇi iff A < Di;
• Aˇ < Fˇj iff Aˇ < Cˇ iff A < C;
• Aˇ > Eˇij iff Aˇ > Fˇj iff A > Dj+1 and A > Dj−1;
• Aˇ > Dˇi iff Aˇ > Cˇ iff A > D1 and A > D2 and A > D3;
• Aˇ > Aˇ′ iff A > A′.
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It is easy to see that there exist subdivisions ϕ : K ′C → KC and ψ : (K
′
C)
∗ → K∗. We
note that K ′C and (K
′
C)
∗ are non-atomistic posets whose cones are cells, except for one
cone ⌈C⌉ in K
′
C isomorphic to (∂⌈C⌉) + T and one cone ⌈E
∗
⌉ in (K
′
C)
∗ isomorphic to
(∂⌈(Cˆ)
∗
⌉)+T , where T denotes the cone over (∆
2)(0). Then each of ϕ∗ : (K ′C)
∗ → (KC)
∗
and ψ∗ : K ′C → K is obtained by taking the quotient by the copy of T followed by three
elementary zippings. Either from this, or because ϕ and ψ are subdivisions, |ϕ∗| = |ϕ|
and |ψ∗| = |ψ| are collapsible. On the other hand, for each A /∈ {C,D1, D2, D3} we
have (ψ∗)−1(⌈A⌉) = ⌈Aˇ⌉ = ϕ
−1(⌈Aˆ⌉) and ψ
−1(⌈A
∗
⌉) = ⌈(Aˇ)
∗
⌉ = (ϕ
∗)−1(⌈(Aˆ)
∗
⌉). Since a
collapsible map is a homology equivalence, we obtain that each cone of KC other than
⌈Cˆ⌉ and ⌈Dˆi⌉, and each cone of (KC)
∗ other than ⌈(Cˆ)
∗
⌉ and ⌈(Dˆi)
∗
⌉ is a homology cell.
Then by the above, KC and K
∗
C are homology cell complexes. It is clear that they are
atomistic.
Moreover, for each A ∈ K other than C, D1, D2, D3, if |∂⌈A
∗
⌉| (resp. |∂
⌊A∗⌋|) is a
sphere, then so is the subdivided |∂⌈(Aˇ)
∗
⌉| (resp. |∂
⌊(Aˇ)∗⌋|), and hence by the Cohen–
Homma Theorem 5.1 so is |∂⌈(Aˆ)
∗
⌉| (resp. |∂
⌊(Aˆ)∗⌋|). 
4.18. (∇,Y)-transform. Suppose that K is a dichotomial homology cell complex and
(A, A¯) is a pair of its complementary elements such that A is covered by precisely three
elements and A¯ covers precisely three elements. Consider first the Y∇-transform KA¯.
Then the ∇Y-transform (KA¯)
Aˆ is again a dichotomial homology cell complex. We shall
call it the (∇,Y)-transform of K along (A, A¯), and also the (Y,∇)-transform of K along
(A¯, A).
Example 4.19. The (∇,Y)-transform of ∂∆3 along (∆2,∆0) is isomorphic to ∂∆3.
Example 4.20 (K3,3 revisited). The (∇,Y)-transform of ∂∆
4 along (∆2,∆1) is the
dichotomial complex with 1-skeleton K3,3.
Example 4.21 (Petersen family except K4,4\(edge)). It is easy to see that the horizontal
sequence of ∇Y-exchanges in (∗) lifts to a sequence of (∇,Y)-transforms of dichotomial
cellulations of S4, along pairs of the types (∆2, Di) with i = 3, 4, 5, 6, where Di is a
2-cell with i edges in the boundary. The inverse (Y,∇)-transforms are along pairs of the
type (vertex, 4-cell). The Y∇-exchange Γ8  K3,3,1 lifts to a similar (Y,∇)-transform,
whose inverse (∇,Y)-transform is of the type (∆2, D4). Thus all Γi’s, P , and K3,3,1 are
the 1-skeleta of their respective dichotomial cellulations of S4.
Example 4.22 (K4,4\(edge) lives in a dichotomial 5-sphere). Let us think ofK6 as the 1-
skeleton of the boundary of a top cell of ∂∆6. The sequence of two ∇Y-exchanges leading
to K4,4\(edge) lifts to a sequence of two (∇,Y)-transforms of dichotomial cellulations of
S5, along pairs of the types (∆2,∆3) and (∆2,Σ3), where Σ3 is isomorphic to a top cell
of the dichotomial 3-complex with 1-skeleton K3,3. Thus K4,4\(edge) is the 1-skeleton
of the boundary of a top cell of a dichotomial 5-sphere.
4.23. Pseudo-Y∇-transform. Suppose that K is a poset and ⌈D1⌉, ⌈D2⌉, ⌈D3⌉ are
its (c + 1)-dimensional cones such that no two of them have a common c-dimensional
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subcone. The pseudo-Y∇-transform of K at (D1, D2, D3) is the poset L that has one
element Bˆ for each B ∈ K, and an additional element Cˆ, and satisfies the following
(same as above) for each A,A′ /∈ {D1, D2, D3}:
• Cˆ > Dˆi, i = 1, 2, 3;
• Aˆ < Dˆi iff A < Di+1 or A < Di−1;
• Aˆ < Cˆ iff A < D1 or A < D2 or A < D3;
• Aˆ > Dˆi iff A > Di+1 and A > Di−1;
• Aˆ > Cˆ iff A > D1 and A > D2 and A > D3;
• Aˆ > Aˆ′ iff A > A′.
We also say that L∗ is obtained by the ∇Y-transform of K∗ at (D∗1, D
∗
2, D
∗
3).
A pseudo-(∇,Y)-transform of a dichotomial poset K along (A1, A2, A3; A¯1, A¯2, A¯3) is
now defined similarly to a (∇,Y)-transform.
Example 4.24. It is easy to see that the dangerous∇Y-exchange Γ7  K4,4\(edge) lifts
to the pseudo-(∇,Y)-transform along (A1, A2, A3; A¯1, A¯2, A¯3), where Ai are the edges of
the ∇ and so A¯i are their complementary 3-cells. The resulting dichotomial poset Q
has K4,4\(edge) as its 1-skeleton, and |Q| is homeomorphic to the double mapping cone
of the map |∇ ∗ ∇| → |Y∗Y|. In particular, shrinking the pair of joins of two triods to
points, we obtain a collapsible Z/2-map |Q| → S4. Alternatively, it suffices to shrink
|Y∗Y| ∼= I ∗ |K3,3| to pt ∗ |K3,3|.
5. Proofs for §1
5.A. Collapsible and cell-like maps
The following result is due to T. Homma (see [14] for references and for corrections of
Homma’s other proofs in there) and M. M. Cohen [17].
Theorem 5.1 (Cohen–Homma). If M is a closed manifold, X is a polyhedron, and
f : M → X is a collapsible map, then X is homeomorphic to M .
We include a proof modulo Cohen’s simplicial transversality lemma (see [17], [56])
Proof. Let us triangulate f by a simplicial map F : L→ K. Write n = dimM . Given a
simplex σ of K, let σ∗ denote its dual cone, which is the join of the barycenter σˆ with
the derived link ∂σ∗ (see e.g. [64; 2.27(6)]). By Cohen’s simplicial transversality lemma,
if σ is a simplex of K of dimension n − i, then σ∗f := f
−1(σ∗) is an i-manifold with
boundary ∂σ∗f := f
−1(∂σ∗), and this manifold collapses onto the point-inverse f−1(σˆ).
The latter is collapsible by our hypothesis, so σ∗f is an i-ball.
Let σ be a maximal simplex of K. Then ∂σ∗ = ∅ and so σ∗f is a closed manifold.
Since it also must be a ball of some dimension, this dimension is zero. Thus all maximal
simplices of K have dimension n; and if σ is such a simplex, then f restricts to a
homeomorphism σ∗f → σ
∗ between a 0-ball and a point.
Let Mk, resp. Xk be the union of the manifolds σ
∗
f , resp. of the cones σ
∗, for all sim-
plices σ of K of dimension ≥ n−k. Assume inductively that there is a homeomorphism
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g : Mk → Xk that sends each σ
∗
f into σ
∗. Given a simplex τn−k−1 ofK, by the assumption
g restricts to a homeomorphism hτ : ∂τ
∗
f → ∂τ
∗. Since τ ∗f is a ball, it is homeomorphic
to the cone over ∂τ ∗f , so we can extend hτ to a homeomorphism τ
∗
f → τ
∗. At the end of
this inductive construction lies a homeomorphism M = Mn → Xn = X . 
Corollary 5.2. If f : P → Q is a collapsible map between polyhedra, and P embeds in
a manifold M , then Q embeds in M .
Proof. Let us identify P with a subpolyhedron ofM . Then the adjunction spaceM ∪fQ
is a polyhedron, and the quotient map F : M →M∪fQ is collapsible. Its target contains
Q and is homeomorphic to M by the preceding theorem. 
Theorem 5.3. If ϕ : P → Q is a cell-like map between n-polyhedra, and P embeds in
an m-manifold M , where m ≥ n + 3, then Q embeds in M .
This can be deduced from known results, albeit in an awkward way. Using the theory
of decomposition spaces [23; 23.2, 5.2], the quotient map M → M ∪ϕ Q can be approx-
imated by topological homeomorphisms, and therefore Q topologically embeds in M .
Once again using the codimension three hypothesis, we can approximate the topological
embedding by a PL one (see [24; 5.8.1]).
Below we give a proof avoiding topological embeddings; but we shall also see that they
arose not accidentally, for we barely avoid using the 4-dimensional topological Poincare´
conjecture (=Freedman’s theorem).
Proof. We use the notation in the proof of the Cohen–Homma theorem. We may assume
that ϕ is triangulated by a simplicial map Φ: B → A, where A andB are subcomplexes of
K and L and Φ is the restriction of F . Then the σ∗f are no longer balls but contractible
manifolds with spines of codimension ≥ 3. Because of the latter, their boundaries
are simply connected and hence homotopy spheres. By the Poincare´ conjecture those
of dimensions ≥ 5 are genuine spheres and then what they bound are genuine balls
of dimensions ≥ 6. The 3-dimensional and 4-dimensional contractible manifolds are
also genuine balls since their codimension ≥ 3 spines must be collapsible. Of the 5-
dimensional contractible manifolds with 2-dimensional spines we only note that they
would be genuine balls if either the Andrews–Curtis conjecture or the 4-dimensional PL
Poincare´ conjecture were known to hold.
Write Qk = Xk ∩Q, and for a simplex σ in A, let σ
∗
A = σ
∗ ∩ A be the dual cone of σ
in A, which is the join of the barycenter σˆ with the derived link ∂σ∗A. We claim that for
each k there is an embedding g : Qk →Mk that sends each σ
∗
A into σ
∗
f . There is nothing
to prove for k ≤ 2. For k = 3, we may have an (n − 3)-simplex σ in A, and then we
need to embed its barycenter σ∗A into the 3-ball σ
∗
f ; this is not hard. For k = 4 and
an (n − 4)-simplex σ in A, we have the finite set ∂σ∗A embedded in the 3-sphere ∂σ
∗
f ,
and we need to extend this embedding to an embedding of the 1-polyhedron σ∗A into
the 4-ball σ∗f ; this is also not hard. For k = 5 and an (n − 5)-simplex σ in A, we have
the 1-polyhedron ∂σ∗A embedded in the homotopy 4-sphere ∂σ
∗
f , and we need to extend
this embedding to an embedding of the 2-polyhedron σ∗A into the homotopy 5-ball σ
∗
f .
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This can be done: the boundary embedding extends to a map σ∗A → σ
∗
f since σ
∗
f is
contractible, and then this map of a 2-polyhedron in a 5-manifold can be approximated
by an embedding by general position. For k ≥ 6 we simply use conewise extension just
like we did for k = 1 and in the proof of the Cohen–Homma lemma. Eventually we
obtain an embedding Q = Qn →֒Mn = M . 
Corollary 5.4. Let f : X → Y be a map between n-polyhedra, where X embeds in an
m-manifold M . Then Y embeds in M if either
(a) the point-inverse of the barycenter of every k-simplex is collapsible for k ≥ m−n−1
and collapses onto an (m− n− 2− k)-polyhedron for k ≤ m− n− 2; or
(b) m− n ≥ 3, and f is fiberwise homotopy equivalent to a g : Z → Y whose nonde-
generate point-inverses lie in a subpolyhedron of dimension ≤ m− n− 2.
Proof. (a). Let us triangulate ϕ by a simplicial map ϕ : K → L. Since a collapse may
be viewed as a map with collapsible point-inverses (see [18; §8]), f is the composition
of a collapsible map g : X → Z and a map h : Z → Y whose non-degenerate point-
inverses lie in the subpolyhedron Q := h−1(|L(m−n−2)|) of dimension ≤ m − n − 2. By
Theorem 1.17(a), Z embeds in M . Since the mapping cylinder MC(h|Q) is of dimension
≤ m−n−1, by general position, this embedding extends to an embedding of Z∪MC(h|Q)
in M . The point-inverses of the projection Z ∪MC(h|Q) → Y are cones, so applying
theorem 1.17(a) once again, we obtain that Y embeds in M . 
(b). Let ϕ : Z → X be the given fiberwise homotopy equivalence over Y and let Q be
the given subpolyhedron. Since MC(g|Q) is of dimension ≤ m − n − 1, the original
embedding of X in M extends to an embedding of X ∪ϕ MC(g|Q) in M . On the
other hand, X ∪ϕMC(g|Q) is a fiberwise deformation retract of X ∪ϕ MC(g), which in
turn fiberwise deformation retracts onto Y . Hence every point-inverse of the projection
X ∪ϕ MC(g|Q)→ Y is contractible. Thus Y embeds in M by Theorem 1.17(b). 
5.B. Edge-minors
Proof of Lemma 1.22. Let K ′ be a subdivision of the given 2-complex K. We call a
simplex σ of K ′ “old” if |σ| = |τ | for some simplex τ of K, and “new” otherwise. A
subcomplex of K ′ is said to be “old” if it consists entirely of old simplices, and “new”
otherwise.
Let ∂∆3 be a missing tetrahedron in K ′. Then |∂∆3| has to be triangulated by a
subcomplex of K, and therefore ∂∆3 is old.
Let ∂∆2 be a missing triangle in K ′. If |∂∆2| lies in |K(1)|, then it has to be trian-
gulated by a subcomplex of K(1), and therefore ∂∆2 is old. Thus every new missing
triangle ∂∆2 in K ′ has a vertex in the interior of the combinatorial ball σ′ for some
2-simplex σ of K, and therefore ∂∆2 is itself contained in σ′.
Given a 2-simplex σ of K, every missing triangle ∂∆2 of K ′ contained in σ′ bounds a
combinatorial disk in σ′. If two such disks intersect in at least one 2-simplex, then one is
contained in the other. Let D0 be an innermost such disk in σ
′. Since ∂D0 is a missing
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triangle in K ′, D0 is not a 2-simplex, and so contains at least one edge τ in its interior.
By the minimality of D0, τ is not contained in any missing triangle in K
′. Since ∂D0
is a complete graph, at least one vertex of τ lies in the interior of D0, and hence in the
interior of σ′. Then we may contract e.
It remains to consider the case where K ′ contains no new missing triangle. If τ is a
new edge with at least one vertex in the interior of σ′ for some 2-simplex σ of K, we
may contract τ . If τ is a new edge such that |τ | lies in |K(1)|, we may contract τ . If
there are no new edges of these two types, K ′ = K. 
Proof of Addendum 1.24. By Theorem 1.12 and assertion (2) above we may assume that
L is obtained from K by a single edge contraction. Let σ = ρ1 ∗ ρ2 be the contracted
edge.
Let us first consider the case where r = 1. Then the opposite (m− 2)-simplex τ to σ
in ∆m is not contained in K; so K lies in σ ∗ ∂τ . The simplicial map K → L extends
to an edge contraction f : σ ∗ τ → ρ ∗ τ of the entire ∆m, where ρ is the 0-simplex.
We have L = f(K) ⊂ ρ ∗ ∂τ . This is a combinatorial (m − 2)-ball, and |ρ ∗ ∂τ | lies in
Sm−2 := |τ ∪ ρ ∗ ∂τ |, which proves the assertion of (a). Moreover, it is not hard to see
that the composition g of the inclusion |L| ⊂ Sm−2 and the embedding Sm−2 →֒ Sm−1,
ρ 7→ ρ1, is equivalent to the embedding |L| →֒ S
m−1 induced by j. Choosing h to be the
reflection Sm−1 → Sm−1 in Sm−2, we have hg = g, which proves the assertion of (b).
The case where σ lies in a single factor of the join K1 ∗ · · · ∗Kr, say in K1, reduces to
the case just considered, by observing that K2 ∗ · · · ∗Kr lies in the combinatorial sphere
∂∆m2 ∗ · · · ∗ ∂∆mr of dimension m− 1−m1.
The remaining cases similarly reduce to the case where r = 2 and σ = σ1 ∗ σ2, where
σi ∈ Ki. Let τi be the opposite (mi − 1)-simplex to σi in ∆
mi ; then Ki lies in σi ∗ ∂τi.
Similarly to the above, we have L ⊂ ρ ∗ ∂τ1 ∗ ∂τ2. This is a combinatorial (m− 2)-ball,
which lies in the combinatorial (m− 2)-sphere τ1 ∗ ∂τ2 ∪ ρ ∗ ∂τ1 ∗ ∂τ2, etc. 
6. Embeddability is commensurable with linkless embeddability
This section is concerned with relations between embeddings and linkless embeddings.
It somewhat diverges from the combinatorial spirit of this paper, and instead contributes
to a central theme of [55]; thus it is best viewed as an addendum to [55]. This said, the
main result of this section also gives a geometric view of some examples and constructions
mentioned in the introduction, and might contribute to an initial groundwork for a proof
of a higher-dimensional Kuratowski(–Wagner) theorem.
An embedding g of a graph |G| in S3 is called panelled if for every circuit Z in the
graph, g extends to an embedding of |G ∪ CZ|.
Lemma 6.1. (a) (Robertson–Seymour–Thomas [61]) A graph G admits a panelled em-
bedding in S3 iff |G| admits an embedding g in S3 such that for every two disjoint circuits
C, C ′ in the graph, g links |C| and |C ′| with an even linking number.
(b) [55; Lemma 4.1] An embedding of a graph in S3 is panelled iff it is linkless and
knotless.
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Remark 6.2. The proof of (b) in [55] contains a minor inaccuracy: in showing that the
embedding is linkless it explicitly treats the splitting of two disjoint subgraphs only in
the case where one of them is connected; however, the argument works in the general
case without any modifications.
We also need a higher-dimensional analogue of Lemma 6.1. To this end, we recall from
§3.A that we call an n-polyhedron M an n-circuit, if Hn(M \ {x}) = 0 for every x ∈M .
This implies that Hn(M) is cyclic (since it is an epimorphic image of Hn(M,M \ {x}),
where x lies in the interior of an n-simplex of some triangulation ofM) and thatHn(P ) =
0 for every proper subpolyhedron P of M . An oriented n-circuit M is endowed with a
generator ξM of H
n(M).
Lemma 6.3. Let P be a polyhedron. For every nonzero class x ∈ Hn(P ) there exists a
singular n-circuit f : M → P such that f ∗(x) 6= 0. Moreover, f ∗(x) is of the same order
as x.
We note that a more convenient and far-reaching geometric view of cohomology exists
(see [55; §2], [29], [15]), but that is not what we need here.
Proof. By the universal coefficient formula, x maps to some h : Hn(P ) → Z. If x is of
infinite order, then h is nontrivial. Let us pick a y ∈ Hn(P ) with h(y) 6= 0. Then y is rep-
resentable by a singular oriented Z-pseudo-manifold f : M → P such that y = f∗([M ])
(see [29; Theorem 1.3.7]). Then hf∗([M ]) 6= 0, so f
∗(h) : Hn(M) → Z is nontrivial.
Hence by the naturality in the UCF, f ∗(x) 6= 0.
If x is of a finite order, m say, then h is trivial. Hence x comes from some extension
Z ֌ G ։ Hn−1(P ) of order m in Ext(Hn−1(P ),Z). Then there exists a z ∈ Hn−1(P )
of order m that is covered by an element zˆ ∈ G of infinite order. In particular, z is
the Bockstein image of some y ∈ Hn(P ; Z/m). This y is representable by a singular
oriented Z/m-pseudo-manifold f : M → P such that y = f∗([M ]) (see [15; Chapter III],
[27]). Then by the naturality of the Bockstein homomorphism, z = f∗(β[M ]). Hence
the induced extension Z֌ f ∗G։ Hn−1(M) is such that β[M ] is covered by an element
of f ∗G of infinite order, which maps onto xˆ. Since β[M ] is of order m, the induced
extension is itself of order m in Ext(Hn−1(M),Z). Hence by the naturality in the UCF,
f ∗(x) is of order m. 
The linking number of an oriented singular m-circuit f : M → Rm+n+1 and an oriented
singular n-circuit g : N → Rm+n+1 with disjoint images is the degree of the composition
M×N
f×g
−−→ Rm+n+1×Rm+n+1\∆Rm+n+1 ≃ S
m+n, which is given by the formula (m,n) 7→
m−n
||m−n||
. This degree lk(f, g) lives in the cyclic group Hm+n(M ×N) ≃ Hm(M)⊗Hn(N).
The linking number of an unoriented m-circuit and an unoriented n-circuit in Sm+n+1
is well-defined up to a sign.
By an n-circuit with boundary we mean any n-polyhedron M along with an (n − 1)-
dimensional subpolyhedron ∂M such that M/∂M is a genuine n-circuit. If additionally
∂M is an (n− 1)-circuit and the coboundary map Hn−1(∂M) → Hn(M) is an isomor-
phism, then we say that ∂M bounds M .
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Lemma 6.4. Let P be an n-polyhedron, n ≥ 2, and g : P →֒ S2n+1 an embedding.
(a) g is linkless iff every pair of singular n-circuits in P with disjoint images have
zero linking number under g.
(b) g is linkless iff for every (n + 1)-circuit Z with boundary, every f : ∂Z → P and
every function ϕ : ∂Z → I, the embedding g × idI : P × I →֒ S
2n+1 × I extends to an
embedding of P × I ∪f×ϕ Z in S
2n+1 × I.
Proof. (a). Let Q and R be disjoint subpolyhedra of g(P ). Since Q is of codimension
≥ 3 in the sphere, M := S2n+1 \Q is simply-connected. Hence by the Alexander duality
and the Hurewicz theorem M is (n − 1)-connected, and πn(M) ≃ Hn(M) ≃ H
n(Q).
Therefore
Hn(R; πn(M)) ≃ H
n(R; Hn(Q)) ≃ Hn(R)⊗Hn(Q) ≃ Hn(R×Q).
The first obstruction to null-homotopy of the inclusion R ⊂ M can be identified under
this string of isomorphisms with the image of the generator of H2n(S2n) in H2n(R×Q).
If this image is nonzero, it is of the form
∑
ri ⊗ qi, where each ri ∈ H
n(R) and each
qi ∈ H
n(Q), and each ri ⊗ qi is nonzero. Then by Lemma 6.3 there are singular n-
circuits f : V → Q and g : W → R such that f ∗(r1) has the same order as r1, and g
∗(q1)
has the same order as q1. Then f
∗(r1) ⊗ g
∗(q1) is nonzero, and also it equals lk(f, g),
contradicting the hypothesis. Hence by obstruction theory R is null-homotopic in M .
Then by engulfing (see e.g. [88; Lemma 2], [38; Chapter VII]), M contains a ball that
contains R. 
(b). The if direction follows from (a), since the projection of the image of Z onto S2n+1
is disjoint from g(P ), except at gf(∂Z).
Conversely, let N be the second derived neighborhood of f(∂Z) in some triangulation
K of P . Given a linkless embedding P ⊂ S2n+1, let B be a codimension zero ball
containing f(∂Z) and such that B ∩ P is contained in N .
Step 1. By a simple engulfing argument, we may assume that the intersection of each
simplex σ of K with the interior of B is connected. In more detail, if C and D are two
components of this intersection, pick some c ∈ C and d ∈ D. Since the intersection of σ
with the interior of Ni is connected, we can join c and d by an arc J in that intersection.
We may assume that J meets ∂B in finitely many points; arguing by induction, we may
further assume that there are just two of them, c′ and d′. Let J ′ be the segment of
J spanned by these points. Let us also join c′ and d′ by an arc J ′′ in ∂B that meets
P only in its endpoints. The 1-sphere J ′ ∪ J ′′ bounds a 2-disk D in the closure of
the complement to B in S2n+1 that meets B ∪ P only in ∂D. Then a small regular
neighborhood β of D in the closure of the complement of B is such that the ball B ∪ β
still meets P along a subpolyhedron of N . Moreover, replacing B with B ∪ β decreases
the number of components in the intersection of a simplex τ of K with the interior of
B ∪ β when τ = σ, and keeps it the same when τ 6= σ.
Step 2. Let us write Z ′ = Z ∪f×ϕ (f × ϕ)(∂Z). Pick a generic map F : Z
′ → B × I
extending the embedding g|∂Z′. Since F is a codimension three map, and Z
′ is a circuit,
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by the Penrose–Whitehead–Zeeman trick it can be replaced by an embedding G that
agrees with F on ∂Z ′ (compare [67] and [55; §8]). In more detail, given a self-intersection
F (p) = F (q) of F , since Z is a circuit, p and q can be joined by an arc J in Z ′ that
contains only generic points. So a small regular neighborhood R of J in Z ′ is a 2-disk.
Now F (J) bounds a 2-disk D in S2n+1 × I that meets F (Z ′) only in ∂D and is disjoint
from g(P × I). A small regular neighborhood S of D in S2n+1 × I is a ball disjoint
from g(P × I) and we may assume that F−1(S) = R. Then we redefine F on S by the
conewise extension R→ S of the boundary restriction F |∂R : ∂R→ ∂S.
Step 3. By a further application of the same trick, using that the intersection of each
σ with the interior of B is connected, we may further amend G so that the image of the
resulting embedding G′ meets g(P × I) only in g(∂Z ′). Indeed, given an intersection
F (p) = g(q) between F and g, we may join q to some point r ∈ ∂Z ′ by an arc J in P ×I
going only through generic points of P × I (except for r itself) and such that g(J) lies
in the interior of B. We may then join p and r by an arc J ′ in Z ′ going only through
generic points of Z ′ (except for r itself). Then a regular neighborhood of J ∪ J ′ is a
cone, and the preceding construction works. 
We write CP to denote the cone pt ∗ P over the polyhedron P .
Theorem 6.5. Let P be an n-polyhedron, and let Q be an (n − 1)-dimensional sub-
polyhedron of P such that the closure of every component of P \ Q is an n-circuit with
boundary. In part (a), assume further that every pair of disjoint singular (n−1)-circuits
in Q bounds disjoint singular n-circuits in P .
(a) Q linklessly embeds in S2n−1 iff P ∪ CQ embeds in S2n.
(b) P embeds in S2n iff P ∪ CQ linklessly embeds in S2n+1.
The case n = 1 of (b) and much of the case n = 2 of (a) were proved by van der Holst
[37], which the author discovered after writing up the proof below. The case n = 1 in
the “only if” assertion in (b) was also proved earlier in [62].
Proof. (a), if. Given an embedding P ∪ CQ ⊂ S2n, let B be a regular neighborhood of
CQ relative to P . Since CQ link-collapses onto Q, this B is a manifold [39] (cf. [40]),
and therefore a ball (see [39] or [18]). Then Q ⊂ ∂B is an embedding that is linkless
(and knotless, if n = 2) by Lemma 6.4(a) and Lemma 6.1(a). 
(a), only if. Suppose we are given a linkless embedding Q ⊂ S2n−1; if n = 2, we may
further assume that it is panelled by Lemma 6.1(a). Let us extend it to the conical
embedding of CQ in B2n and to the vertical embedding of Q× I into a collar S2n−1× I
of B2n in S2n. Let M1, . . . ,Mr be the closures of the components of P \Q.
If n = 2, each ∂Mi bounds an embedded disk D in S
3 that meets Q only in ∂D. Then
Q × { i
r
} can be easily approximated by an embedded copy of Mi lying in S
3 × [ i−1
r
, i
r
]
and meeting Q× I only in ∂Mi.
If n ≥ 3, then Lemma 6.4(b) yields an embedding gi of each Mi in S
2n−1 × [ i−1
r
, i
r
]
extending the inclusion of ∂Mi onto ∂Mi × {
i
r
} and disjoint from Q× I elsewhere.
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In either case, different Mi’s will be disjoint because of their heights in S
2n+1× I. Let
Pˆ = CQ ∪ Q × I ∪M1 ∪ · · · ∪Mr. The projection π : Q × I → Q yields a collapsible
map S4 → S4 ∪π Q. By the Cohen–Homma Theorem 5.1, S
4 ∪π Q is homeomorphic to
S4, and therefore P = Pˆ ∪π Q embeds in S
4. 
Proof. (b), only if. Let us write S2n+1 = {ν, σ} ∗ S2n. Given an embedding P ⊂ S2n, it
extends to the conical embedding P ∪ ν ∗Q ⊂ ν ∗ P ⊂ ν ∗ S2n ⊂ S2n+1.
If n = 1, then the latter is panelled, since every circuit Z of P ∪ ν ∗ Q either lies in
P (and so bounds the disk σ ∗ Z) or is of the form ν ∗ (∂J) ∪ J , where J is an arc in P
(and so bounds the disk ν ∗ J).
Now suppose that n ≥ 2 and let N and S be disjoint subpolyhedra of P ∪ ν ∗ Q.
Without loss of generality ν ∈ N . Then Hn(S, S ∩ P ) ≃ Hn(S ∪ P, P ) = 0 due to
Hn(P ∪ ν ∗Q\ ν ∗∅, P ) = 0. Let Σ = σ ∗ (S ∩P ); then Hn(S ∪Σ) ≃ Hn(S ∪Σ,Σ) = 0.
By the Alexander duality, the open manifold M := S2n+1 \ (S ∪ Σ) is homologically
n-connected. But also it is simply-connected as the complement to the codimension ≥ 3
subset S \ Σ in the Euclidean space S2n+1 \ Σ. Hence M is n-connected, and so the
n-polyhedron N , which has codimension ≥ 3 in M , can be engulfed into a ball in M
(see e.g. [88] or [38; Chapter VII]). 
(b), if. If n = 1, then the proof of Lemma 6.1(b) in [55] works to extend the given
panelled embedding of P ∪ CQ to an embedding CP →֒ S3. By considering the link of
the cone vertex, we obtain an embedding of P in S2.
If n ≥ 2, let M1, . . . ,Mr be the closures of the components of P \ Q. Pick a map
fi : Mi → C(∂Mi) that restricts to the identification of ∂Mi with the base of the cone.
The mapping cylinder MC(fi) contains µi := Mi ∪MC(fi|∂Mi) ∪ C(∂Mi), which is a
copy of Mi ∪ C(∂Mi). By Lemma 6.4(b), the natural embedding of µi in MC(idB),
which is a copy of B × I, extends to an embedding Gi : MC(fi) →֒ B × I whose image
meets (P ∪ CQ)× I only in µi.
Combining the embeddings Gi together, we obtain a map F of MC(f) into S
2n+1×I,
where f : P ∪ CQ→ CQ is obtained by combining the fi. By construction, F restricts
to the natural embedding of µ := P ∪MC(f |Q) ∪ CQ, which is a copy of P ∪ CQ, in
MC(idS2n+1), which is a copy of S
2n+1 × I. The only double points of F are isolated,
and occur between MC(fi) and MC(fj) for i 6= j. Since they all share the cone vertex
in µ, yet another application of the Penrose–Whitehead–Zeeman trick (in addition to
those in Lemma 6.4(b)) enables one to replace F by an embedding G that agrees with
F on µ and still meets (P ∪ CQ)× I only in µ.
Viewed as an embedding of one mapping cylinder in another, G may be assumed to
be level-preserving near the target base — in other words, at some interval [1− ε, 1] of
the parameter values (cf. [64; proof of 4.23]). Hence G restricts to a concordance (with
parameter values in [0, 1− ε]) keeping Q fixed between the inclusion P ⊂ S2n+1 and an
embedding of P in the boundary of the second derived neighborhood B of CQ modulo
Q in an appropriate triangulation of S2n+1. Since CQ link-collapses onto Q, this B is
a manifold [39] (cf. [40]), and therefore a ball (see [39] or [18]). Since the image of this
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concordance meets (P ∪CQ)×[0, 1−ε] only in P×{0}∪CQ×[0, 1−ε], it may be viewed
as a concordance of the entire P ∪ CQ keeping CQ fixed. Then by the Concordance
Implies Isotopy theorem we get an isotopy of S2n+1 keeping CQ fixed and taking P into
the 2n-sphere ∂B. 
Appendix: Embedding 2-polyhedra in 4-sphere
It is well-known that if K is a 2-dimensional cell complex such that |K(1)| embeds in
S2, then |K| embeds in S4 (cf. [1; p. 44]); see [21; Theorem 4] for a related result. The
following is essentially proved in [37] (see also [33]).
Corollary 6.6. If K is a 2-dimensional cell complex such that |K(1) \ ⌊v⌋| linklessly
embeds in S3 for some vertex v of K, then |K| embeds in S4.
Proof. Let L = K \ ⌊v⌋. Then |K| embeds in |L ∪ L(1) ∗ {v}|. By the hypothesis |L(1)|
linklessly embeds in S3, hence by Theorem 6.5(a), |L ∪ L(1) ∗ {v}| embeds in S4. 
It is a well-known open problem whether every contractible 2-polyhedron embeds
(i.e., PL embeds) in S4; an affirmative solution is well-known to be implied by the
Andrews–Curtis conjecture, cf. Curtis [21; §2]. (Indeed, by general position every 2-
polyhedron P immerses in I4, and therefore embeds in a 4-manifold M . Let N be the
regular neighborhood of P in M . If P 3-deforms to a point, then the double of N is the
4-sphere, see [1; Assertion (59) in Ch. I].)
The most nontrivial ingredient of the proof of Theorem 6.5 is Lemma 6.1(a) of
Robertson–Seymour–Thomas. The dependence of part (b) on this lemma is only ap-
parent: it can be eliminated altogether if we replace “linklessly” by “linklessly (and
knotlessly, when n = 1)”. Part (a) depends on the Robertson–Seymour–Thomas lemma
in an essential way. However, it does not use full strength of the lemma.
The remaining power of their lemma is captured by the following striking result, which
can also be deduced from the results of [37].
Theorem 6.7. Let P be a 2-polyhedron and Q a 1-dimensional subpolyhedron of P such
that the closure of every component of P \Q is a disk, and every two disjoint circuits in
Q bound disjoint singular surfaces in P .
Then P ∪CQ embeds in S4 iff the mod 2 van Kampen obstruction of P ∪CQ vanishes.
This is saying basically that in a certain situation, the Whitney trick works in dimen-
sion 4 in the PL category.
Proof. Let us pick an embedding of Q in S3 = ∂B4, extend it to the conical embedding
CQ→ B4 and also to a map of P into the other hemisphere of S4. This defines a map
f : P ∪ CQ→ S4, and we may assume that it only has transverse double points.
Let P¯ be the quotient of P × P \ ∆P by the factor exchanging involution T . Let
G be a triangulation of Q, and let K be the cell complex extending the triangulation
CG of CQ by adding the closures of the components of P \ Q. Let K¯ ⊂ P¯ be the
quotient by T of the union of all products σ × τ , where σ and τ are disjoint cells of K.
COMBINATORICS OF EMBEDDINGS 45
Note that H4(P¯ ; Z/2) ≃ H4(K¯; Z/2). For disjoint cells σ, τ of K, let σ ⊠ τ denote the
characteristic chain of the cell (σ × τ ∪ τ × σ)/T of K¯. The van Kampen obstruction
ϑ(P ) ∈ H4(K¯; Z/2) is represented by a cellular cocycle c such that c(σ⊠τ) is the parity
of the number of intersections between f(σ) and f(τ) (see [55]).
By the hypothesis, c is the coboundary of a cellular 1-chain b. For each edge σ of K
and each 2-cell τ in P disjoint from σ and such that b(σ⊠τ) 6= 0, let us pick a copy of S2
in a small neighborhood of f(σ) in S4, winding around f(σ) with an odd linking number,
and connect this sphere to f(τ) by a thin tube disjoint from the image of f . Next, for
each edge σ of G and each 2-simplex Cτ of CG disjoint from σ let us do an equivalent,
but fancier procedure. Let us pick a copy of S1 in a small neighborhood of f(σ) in S3,
winding around f(σ) with and odd linking number (it might be easier to imagine the
following steps if the linking number is ±1) and connect this loop to f(τ) within S3 by
a thin tube S0 × I disjoint from the image of f . We extend this modification of f(τ)
conewise to f(Cτ) and by a generic homotopy to a small neighborhood of τ mod ∂τ in
P . Note that f(CQ) stays within B4 and remains embedded.
The amended map f ′ has the property that for every pair of disjoint cells σ, τ of K,
the intersection number between f ′(σ) and f ′(τ) is even. In addition, f ′ still embeds
CQ in B4, conically. Then all intersections between a 2-cell σ in P and a 2-simplex Cτ
can be pushed through the base of the cone; since their mod2 algebraic number is zero,
this will not change the mod2 algebraic intersection numbers of σ with other 2-cells in
P . Thus all the intersections of the resulting map f ′′ are between 2-cells of P , which
all lie in the upper hemisphere of S4, and the intersection number between any pair of
disjoint 2-cells is even.
Since Q is still in S3, we obtain that every two disjoint circuits in Q have even linking
number under f ′′. Now the assertion follows from Lemma 6.1(a) and Theorem 6.5(a). 
Remark 6.8. The above argument is parallel to a proof of the completeness of the van
Kampen obstruction in higher dimensions, see e.g. [55; proof of 3.1]. We note some
confusing typos in the final paragraph of that proof in [55]: “f(p) = f(q)” should read
“g(p) = g(q)”, and more importantly “Then a small regular neighborhood of f(J) ...”
should read “Since n > 2, the embedded 1-sphere g(J) bounds an embedded 2-disk D
that meets g(Y ∪ σi) only in its boundary. Then a small regular neighborhood of D ...”
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