] and subsequent papers that a graph so generated explicates causal structure among variables in the model. We formalize this claim further by proving that any causal model based on a one-to-one correspondence between equations and variables must be consistent with the COA.
Introduction
This note is concerned with a technique owing to Simon known as the causal ordering algorithm (COA). Given a selfcontained system of simultaneous structural equations, COA will explicate asymmetries among variables in the system and produce a (possibly partial) matching between variables and equations. In a classic article [24] , Simon showed that COA generates a directed graph which we call a partial causal graph (PCG). In [24] and in subsequent writings [11, 12, 25, 26] Simon et al. argue that if a set of equations E is self-contained and composed of causal mechanisms, COA will produce causal graphs that are consistent with experts' "intuitive" causal orderings. We show in this note that the COA provides a summary of the necessary mappings from variables to equations. That is, any one-to-one mapping from variables to equations will be consistent with the COA. As a special case, when all clusters found by the COA contain only a single variable, then there exists only one mapping from equations to variables and only one (acyclic) directed causal graph, which is given by COA.
Preliminaries
For the purposes of this note, a causal model is defined as a set of equations together with a one-to-one mapping from equations to variables in the model (see Fig. 1 ). Matching a variable to an equation is an assertion that the other variables Fig. 1 . A causal model is specified by a set of equations and a one-to-one correspondence between equations and variables and defines a directed graph over the variables. present in that equation are causal parents of the matched variable. Such a specification of a system defines a directed graph (DiG) which is interpreted as a causal graph. This representation of causality has its roots in structural equation models in the econometrics literature [8, 10, 24, 30, 36, 37] and has been developed further within AI over the past decade [6, 21, 29] ).
It is frequently the case that we know the equations that govern a given system but we are unsure about the correct mapping from variables to equations. For example, any physical system typically has an associated set of physics equations that govern the processes in the system. Many socio-economic models have "laws" that are represented by equations that must be satisfied for a given set of assumptions. Given such a set of equations, in order to produce a causal model (as defined in this note), one must be able to generate a one-to-one correspondence between variables in the system and equations. To do this in general requires detailed background knowledge about causal interactions in the system. In practice for even modest systems it can become an intractable task by hand. It would thus be desirable to possess an automated method by which the matching between equations and variables can be generated. Such a method would be especially valuable for very large models possessing hundreds or thousands of variables. A central practical problem with such an automated method is to ensure that the mapping generated has causal meaning.
Our contributions here are to formally define a Partial Causal Graph (PCG) and define a notion of consistency between a DiG and a PCG. We then show that the mapping of equations to variables produced by COA will be consistent with any other mapping, and thus the PCG generated by COA will be consistent with any DiG that is consistent with E. By "consistent" we mean in essence that any arc present in the PCG must be present in the DiG, and any arc in the DiG must not be ruled out by the PCG. Our proof requires neither linear equations nor equations which can be solved for unique values for the variables.
We feel that this work is significant because it serves to validate decades of research which has shown COA to be a powerful tool for operating on causal models. One of the primary uses for causal graphs in general is to support the ability to reason about the effects of manipulation on a real-world system and predict the resulting probability distribution. The Do operator of Pearl [21] is a well-known case of an operator for modeling manipulation of a variable when such a manipulation breaks the connection between the variable and its parents. However, the COA has served as a generating function for all sorts of operations on causal models. For example, COA can be used to model the restructuring that occurs in a dynamic causal system when it passes through equilibrium [2, 3, 11] . Yet another operation might be the replacement of some components with others that depend on qualitatively different factors, such as replacing a spring with a compressible gas piston. COA is capable of modeling manipulation when reversible mechanisms are present in the model [7] . This technique was used in a model for strategic business planning by the administration at Carnegie Mellon University [23] . Given a library of fundamental laws describing an arbitrary system, COA also provides a method to automate the process of model building by constructing causal graphs on the fly, depending on which devices are added to the system [16] . The validity of using COA for these purposes, however, rests on the existence of a proof of the correctness of COA. Thus, the key significance of this paper is that it converts an entire thread of research from a set of useful heuristics to provably correct techniques.
Previous work
Much work on causality has been performed in the past decades in statistics and artificial intelligence. This work has been concerned with representation (e.g., [13, 14, 19, 33, 34] ), inference (e.g., [15, 19] ), causal reasoning (e.g., [20, 28] ), learning from data (e.g., [1, 18, 27, 28] ), among other topics. Most of this work has dealt with causal models that are very similar to the type constructed with the COA; however, in their formulations, a causal model is assumed as a given or it is derived from data, and the process of converting a set of equations to a causal model is not considered.
Nayak [17] comes the closest to addressing the question that we pose here. He shows that all mappings between structural equations and variables produce the same set of ancestor-descendant pairs. Similarly, we will show that all mappings possess common features, but these common features will be in terms of direct causal connections rather than indirect ancestral relations, and we provide the proof that COA provides a condensed representation of those necessary direct connections. Dash [2, 3] shows that the causal interpretation of equilibrium systems is not straightforward due to the fact that underlying dynamics can lead to equilibrium independence graphs that are not causal. He terms this reason for noncausality "violation of Equilibration-Manipulation commutability." We emphasize that the work presented here does not imply that models retrieved by COA are assured to obey the Equilibration-Manipulation commutability property. There exist many other concepts of causality that do not involve a mapping from equations to variables. Granger causality [9] uses correlations across time to identify causal relations. The work by de Kleer and Brown [4] and that of Williams [35] address the problem of determining causality from a set of constraints by propagating disturbances on variables in the model. There is a debate as to whether the formalisms of de Kleer and Brown and Williams are consistent with the concept of causality used in this note [5, 12] . We make no claim that the proofs presented in this note apply to Granger causality or causal representations used by other work (cf. [22, 31, 32] ), unless those other formalisms can be expressed as a one-to-one mapping between equations and variables.
Iwasaki and Simon [11] extend the COA to construct dynamic causal models given a set of differential equations specifying the system. The addition of differential equations causes their modified version of the COA to add additional "integration arcs" to the graph produced by the original COA. However, the graph obtained by their algorithm prior to the addition of these special arcs is identical to the graph that would be obtained by the COA on the given system of equations; therefore, the results that we present here apply equally well to the static portion of their dynamic causal ordering. Also, our result directly applies to their demonstration of how equilibration affects the causal ordering of a system, again if one omits the integration arcs from the analysis. We conjecture that our proofs can also be applied to the integration arcs if one considers them to denote causation across time. To prove this, one needs to show how new variables can be introduced to the system denoting future versions of existing variables, and how a differential equation can be expanded to cover these new variables.
Notation
We will use the following notation throughout the remainder of the note: When it does not conflict with other notation, we will denote elements of sets by lower case letters and sets by upper case letters. If G = V , A is a directed graph where V is a set of vertices and A is a set of directed arcs, we will use Pa(v) G and Ch(v) G to denote the parents and children, respectively, in G, for some v ∈ V . We will use Anc(v) G and Des(v) G to denote the ancestors and descendants of v in G.
In all cases, we may drop the subscript G if the graph is implied by the context. If e is an equation then we use Params(e) to denote the set of variables constrained by e. If E is a set of equations e 1 , e 2 , . . . , e n , we use Params(E) to represent
we call the disjoint sets of a partition the clusters. For example {{1, 3, 5}, {2, 4, 6}, {7}} is a partition of {1,2,3,4,5,6,7}, and {1,3,5} is a cluster. If X p is a partition of a set X and x ∈ X , then we use the notation Clust(x) X p to denote the cluster in which x lies in X p . We will drop the subscript X p from Clust(x) X p if the partition is clear by the context.
Causal modeling and COA: Examples
We are considering causal models in the form of structural equation models (SEMs), whereby a system, summarized by a set of feature variables V , is specified by a set of equations E which determines a complete solution set for V , and each variable v ∈ V is associated with a single unique equation e ∈ E. Such a specification of a causal system defines a directed graph over the variables by defining the parent set of v to be the remaining parameters of e which are also in V . An example of such a model is shown in Fig. 1 .
Some variables in V may be determined outside of the system, meaning that, although they are tied to the system in some way (because they appear in some e ∈ E), their values are determined either by external, uncontrollable influences (e.g., the weather) or they are under direct experimental control (e.g., the temperature of a gas). These variables are called exogenous. Variables x and v in Fig. 1 The causal ordering algorithm (COA) [24] is an automated method that, given a set of equations E over variables V , produces a matching between equations and variables. In the process, it constructs a partial causal graph. COA generates a matching by recursively associating to each variable v the smallest subset of equations that can be solved in order to determine the value for v given the variables that have already been determined. An example is shown in Fig. 2 : initially, the values of x and v can be determined by solving equations e 2 and e 5 , each being an equation in one variable. Thus, x is associated with e 2 and v with e 5 . Now, given values for x and v, no remaining variables can be determined within a single equation (because, for example, there is no equation like f (x, y) = 0). However, the equations e 3 and e 4 taken together as a subsystem can be simultaneously solved for all variables appearing in e 3 and e 4 together. Simon called {e 3 , e 4 } a minimal self-contained subset of equations, because there is no smaller subset of equations that can be solved for its parameters. For a fixed value of x, this subset contains exactly two variables, y and z, which can both be simultaneously solved for in terms of x. Thus the set of variables {y, z} is associated with the set of equations {e 3 , e 4 }. The variables y and z are said to be strongly coupled because neither one could be determined before the other, and they are collectively represented by a single vertex in the PCG, as in Fig. 2 . Since x appears in e 3 , it is a parent of the entire subset {y, z} in the graph. Finally, given x, v, and z, the value of w is determined in e 1 , so w is associated with e 1 , and x, v and z are parents of w in the graph. All graphs produced by COA will be acyclic, but they may possess strongly coupled vertices as in Fig. 2 , which, if resolved by manually associating all strongly-coupled variables with individual equations, could create cycles in the resulting directed graph (e.g., see Fig. 1 ). The models and graphs produced by COA are thus not typically what is referred to as "causal models" and "causal graphs" in the literature on causality (Simon's work excluded). On the contrary, a causal model typically requires an association between single variables and single equations which in turn defines a DiG, where each vertex of the graph corresponds to a single variable rather than a set of variables. Also note that, despite the fact that a PCG is a directed graph involving clusters of variables, it is not a typical clique graph. Although incoming arcs are associated with the entire cluster, the outgoing arcs are specified as variable-to-cluster arcs, not cluster-to-cluster.
The ability of a causal model to represent the structure of a system of equations depends critically on the fact that each equation is structural. A structural equation differs from a normal algebraic equation in that it is not considered identical to all other equations logically entailed by it. Likewise, a system of structural equations is not considered identical to all systems of equations entailed by it.
This restriction prohibits a SEM from undergoing arbitrary algebraic manipulations, because this will in general alter the causal ordering of the system by creating different structural equations. Thus, in SEMs, the algebraic arrangement of equations in the system determines the causal structure. Consider, for example, the causal model for a mass undergoing acceleration due to Newton's 2nd law in Fig. 3 . In Fig. 3(a) , the structural equation model and corresponding PCG are shown for the case when the force F is set to a value of 10 Newtons and the mass M is set to a value of 5 kg. On the other hand, the model in Fig. 3(b) contains a set of equations that is algebraically equivalent to the set in Fig. 3(a) ; however, the only way to assign variables to the equations in Fig. 3(b) results in a totally different structure. As not all of the equations in this system are structural (the first equation in Fig. 3(b) is an algebraic combination of the first two equations in Fig. 3(a) ), the structure cannot be given a causal interpretation.
If one is given the set of equations in Fig. 3(a) , it is easy to see that the only way to map variables to equations results in the causal graph shown there, and it is intuitive that this is the correct causal ordering if the exogenous variables are interpreted as being set to their particular values. At it's core, COA is as simple as being able to match up equations to variables that have not been determined by the system yet. In this example it is easy to see how to do that, but in large, complex systems, this task can quickly get overwhelming without an automated procedure.
Our ultimate goal in this note is to compare the PCGs produced by COA with graphs produced by an arbitrary matching of variables to equations (e.g., comparing the PCG of Fig. 2 with the DiG of Fig. 1 ). We will show that any fully-specified matching must be consistent with the partial matching produced by COA. However, a comparison of the two methods is not trivial if only because they produce different graphical structures. We therefore must go through some pains just to bring the two methods onto the same level so that they can be compared. In Section 2, we present formal definitions that will be used to facilitate a comparison of the two approaches.
The causal ordering algorithm
In this section, we will present COA formally, which is necessary to understand our proof. We refer the reader to Simon [24] for a less concise treatment. We first define a set of restrictions that must apply to a set of equations that comprise a model:
Definition 1 (self-contained structure). A set of equations E is self-contained iff |E| = |Params(E)|, and for every subset E ⊂ E, |E | |Params(E )|.
Note that by assuming that a structure is self-contained we (and COA) conveniently exclude problematic systems of equations (e.g., those for which there are more equations than variables or visa-versa). Also, this definition only considers the qualitative structure present in equations. Some self-contained structures make no sense as a causal system. For example, the following are self-contained structures:
Obviously such a system of equations can never completely represent a real causal system. Apparently enough background knowledge must exists to prevent the inclusion of equations that are similarly contradictory or non-independent, but our theorems apply regardless as long as the system is self-contained.
Definition 2 (minimal self-contained set).
If S is a self-contained structure, then S is a minimal self-contained set iff there does not exist a subset S ⊂ S such that S is also self-contained.
Note that an equation for a single variable such as x = x 0 will form a (minimal) self-contained subset. If E is a selfcontained structure, then E defines a unique set S of solutions over the variables in Params(E). If all variables have unique solutions, then |S| = 1. Our definition of a self-contained structure varies slightly from that in [24] because our formulation generalizes to non-linear equations with non-unique values, similarly to the work of Iwasaki and Simon. COA, as we define it, does not need to actually solve equations for values. It is only concerned with variable dependencies. If a non-linear equation leads to an implicit solution to a variable, then the causal system can be viewed as simply constraining that variable based on causal parents rather than absolutely determining its value.
COA recursively constructs derived subsets by finding minimal self-contained sets and reducing the set of equations by substituting out those variables found so far: Definition 3 (derived subset). Let E be a self-contained structure and let E sc be the set of all minimal self-contained subsets of E. Let E sc = E i ∈E sc E i , and let E ← denote the set of equations that are obtained when values of Params(E sc ) consistent with E sc are substituted into E \ E sc . E ← is called the derived subset of E.
We will use the notation that E (1) 
← , etc., where E (i) is called the derived subset of ith order. If E is a set of equations with derived subset E (i) , and if E ⊆ E (i) is some subset of E (i) , then we useÊ to denote the subset of E corresponding to the equations remaining in E , i.e., the subset of original equations with no values substituted.
Definition 4 (well-defined self-contained structure).
If E is a self-contained structure, then E is well-defined iff the derived subset E (i) is self-contained, for all i.
For our purposes, we assume that all self-contained structures are well-defined. In Fig. 2 , COA constructed a mapping between sets of variables and sets of equations. The mapping could be written as a list of associations as follows: φ = { {w}, {e 1 } , {x}, {e 2 } , {y, z}, {e 3 , e 4 } , {v}, {e 5 } }. We say that the partitions {{w}, {x}, {y, z}, {v}} and {{e 1 }, {e 2 }, {e 3 , e 4 }, {e 5 }} are commensurate and φ defines a partial causal mapping:
Definition 5 (commensurate partitions).
Let A and B be two sets such that |A| = |B|. A partition P A over A is commensurate with a partition P B over B iff there exists an onto mapping φ : P A → P B such that for each set S (i)
Commensurate partitions are obviously one-to-one.
Definition 6 (partial causal mapping).
If E is a self-contained set of equations with V = Params(E), then a partial causal mapping Φ of E is a triple V p , E p , φ , where V p is a partition of V , E p is a partition of E, and φ is a bijection, φ : V p → E p , such that the following is true:
(1) {V p } is commensurate with {E p }, and 
A partial causal mapping Φ = V p , E p , φ can also be written as a list of ordered pairs or associations:
p ∈ E p are sets for all i, and n is the number of clusters in V p . We will use these two representations of a partial causal mapping interchangeably.
COA takes a well-defined self-contained structure and converts it to a partial causal mapping:
Definition 7 (Causal Ordering Algorithm). Given a well-defined self-contained structure E (0) , the Causal Ordering Algorithm produces a partial causal mapping Φ = V p , E p , φ over E (0) through the following procedure:
sc to be the set of all minimal self-contained subsets of E (i) .
(2) For each set E ∈ E (i) sc add the association Params(E),Ê to Φ.
← and recurse this procedure until E (i+1) = ∅.
We use COA(E) to denote the partial causal mapping generated by applying COA to the equation set E. The partial causal mapping defined by COA in Fig. 2 
The PCG associated with a partial causal mapping Φ = V p , E p , φ can be constructed as follows: For each association
A causal graph can be viewed as a special case of a PCG, where all associations of the partial causal mapping are elementary:
Definition 9 (elementary association). We will call an association V
is an elementary association where V p = {v} and E p = {e}, for clarity of notation we will often write this association as v, e rather than as {v}, {e} .
Definition 10 (total causal mapping).
If E is a set of equations with V ≡ Params(E), then a total causal mapping over E is a bijection φ : V → E.
Nayak [17] proves that a set of independent equations is self-contained iff it possesses a total causal mapping. In the same way that a partial causal mapping can be used to construct a PCG, a total causal mapping defines a directed (possibly cyclic) graph (DiG):
Definition 11 (causal model).
A structural equation model S is a triple S = E, V , φ , where E is a self-contained structure over parameters V , and φ : V → E is a total causal mapping.
We use the terms causal model and structural equation model interchangeably. We denote the DiG that corresponds to a total causal mapping φ t as DiG(φ t ) and the PCG that corresponds to a partial causal mapping Φ p as PCG(Φ p )
Correctness of COA
Comparison between the causal ordering given by COA and that given by an arbitrary expert is complicated by the fact that both procedures produce different types of directed graphs. We, therefore, must define precisely what we mean when we say that a DiG is consistent with a PCG. Condition 12.1 says that all arcs present in G p must be represented in G, and Condition 12.2 says that the only additional arcs that are allowed must be between variables that were "strongly coupled" in G p . The DiG of Fig. 1 is consistent with the PCG of Fig. 2. Definition 13 (partial/total mapping consistency) . Let Φ p be a partial causal mapping over a self-contained structure E with V = Params(E), and let φ t be a total causal mapping over E. φ t is consistent with Φ p iff the following hold: In this case COA produces necessary and sufficient edges for the system.
Conclusions
A standard causal model requires the specification of a set of structural equations and a mapping from equations to variables. COA requires only the former, and produces at least a partial version of the latter. Thus, COA provides a simple, tractable method to extract the causal features of the system that are necessary given the structural equations alone.
Anyone who has attempted to specify the causal structure from a system of more than five or so equations understands that the task quickly gets intractable by hand. This fact is especially true when, as is typically the case, the system is under-constrained. Such a system has several possible causal structures depending on which variables are made exogenous (cf. Fig. 3 ). For example, a system of N v variables and N e < N v equations has in the worst case N v -choose-(N v − N e ) different ways to assign exogenous variables. Without the benefit of COA all of these combinations are viable. This fact restricts the utility of basing causal models on equations and has generally led research to focus on learning causal relations from data. This approach, however, wastes a huge repository of knowledge of physical, social, biological, economic, psychological, etc., relationships that have been discovered by decades of research. The presence of a provably sound causal ordering algorithm provides a practical way to incorporate this wealth of existing knowledge into causal models.
Aside from constructing models, COA provides us a flexible tool for specifying complex interactions with a system. What if we want to swap one part of our system with a new one that depends on different factors? What if we want to manipulate some variables but release others? The standard Do operator does not address these complex types of manipulation, but COA handles them seamlessly. COA thus serves as a generating function for arbitrary manipulations on a causal system.
