Integrability of Functions Represented by Trigonometric Series by Khan, Zubair
INTEGRABIUTY OF FUNCTIONS REPRESENTED 
BY TRIGONOMETRIC SERIES 
DISSERTATION 
S U B M I T T E D IN PARTIAL F U L F I L M E N T OF T H E REQUIREMENTS 
FOR THE AWARD OF T H E DEGREE OF 
j$las;ter of $t)tlo^Qpi)p 
(N 
MATHEMATICS 
BY 
ZUBAIR KHAN 
Under ths Supervision of 
DR. RAIS SHAH KHAN 
DEPARTMENT OF M A T H E M A T I C S 
ALIGARH M U S L I M UNIVERSITY 
ALIGARH ( INDIA) 
February, 2001 
x ^ ^ ^ ' 
< ^ 
o ; ^ ^ ' 
. '?# 
\ [ \cc. No , ^^  ) 
• ^ ( j . ' ' - '1.11 V j » 
7 MAR TC2 
DS3132 
f td In Comoxxti 
Z: 
Li^^^^U < • • 4 , .^  >, 
TO MY 
Dr. Rais Shah Khan 
Department of Mathematics 
Aligarh Muslim University, 
Aligarh - 202002, (U.P.) India 
Dated: ..0.^.-..02:20oi 
CERTIFICATE 
This is to certify that Mr. Zubair Khan has undertaken a 
special study of "Integrability Of Functions Represented By 
Trigonometric Series'' under my supervision. His work is 
suitable for submission for the award of the degree of Master 
of Philosophy in Mathematics. 
ru-^ 
-c-(Dr. Rais Shah khan) 
Supervisor 
/ have great pleasure in expressing my deep sense of 
gratitude to my supervisor Dr. Rais Shah Khan, Department of 
Mathematics, Aligarh Muslim University, Aligarh, for his valuable 
suggestions, stimulating discussions and keen interest throughout 
the completion of my dissertation. 
I am thankful to Prof. M. A. Pathan, Chairman, Department 
of Mathematics, Aligarh Muslim University, Aligarh, for providing 
me all the necessary facilities during the work of this dissertation. 
My heartfelt thanks are also due to my brother-in-law Mr. 
Mohd. Idris Khan and younger brother Mr. Arshad Khan, whose 
love and support has been a source of strength for me. 
I will fail in my duty if I do not place on record my sincere 
thanks to my colleagues and friends for their continuous 
encouragement and co - operation during this period. 
I do not find suitable words to express my indebtedness to my 
parents for their enthusiastic inspirations, rare sacrifices and 
loving interest in pursuit of my studies. 
In the last but not the least, I am thankful to Mr. Tariq 
Ahmad Khan for his excellent typing of this dissertation. 
(Zubair Khan) 
Department of Mathematics, 
Aligarh Muslim University, Aligarh. 
PREFACE 
Suppose that a periodic function f is associated with a 
trigonometric cosine series 
1 ^ 
- a o + L ancosnx, 
^ n = l 
under various circumstances we may want to suppose that f is 
integrable and that an are its Fourier Coefficients or that the series 
converges to the function. There are two questions : 
(a) if \j/ is a given positive function, and f belongs to a specified 
class of functions, what hypotheses on (an} are equivalent to 
f\|/€ L? 
(b) if {)!„} is a given sequence of positive numbers, and {an} 
belongs to a given class of sequences, what hypotheses on f 
are equivalent to Z jiin I an I < oo ? 
Several mathematicians have studied these types of problems 
what we now term as integrability problems. 
When 0 < Y < 1, a function that behaves near 0 like x '^  has a 
cosine series whose coefficients behave at infinity like n^"', and 
conversely. This fact dominates most of the theory of integrability 
of trigonometric series, so that we are concerned with conditions 
for the convergence of Z I an I n^ '^  or of J I f(x) I x '^  dx. 
The main object of this dissertation is to discuss certain 
important generalizations of well known theorems on the 
integrability of functions represented by trigonometric series and 
power series. 
Chapter-I deals with the definitions of certain basic concepts 
which play an important role in the theory of trigonometric series. 
Chapter-II deals with the necessary and sufficient condition 
for f(x) to be integrable in the sense of Lebesgue. 
Let us consider the trigonometric cosine series 
1 °° 
f(x) = - a^  + X a„cosnx, 
^ n = l 
where the coefficients an decreases to zero monotonically. It is well 
known that under this condition f(x) is not integrable in L (0, it). 
Now the question arises, what is the necessary and sufficient 
condition for f(x) to be integrable in the sense of Lebesgue ? 
II 
The sufficiency part of this question has been examined by 
several mathematicians like Young [16], Kolmogorove [10] etc. 
Thus, for example, Sidon [14] proved that if 
°° a 
a^  i and T —2-<oo, 
n = i n 
then f(x) G L (o, 7i). 
However the converse of his assertions is not true. Recently 
Rees and Stanojevic [11] considered a different type of cosine 
series and proved the necessary and sufficient conditions. 
Chapter-Ill deals with the pth power integrability of 
functions represented by the trigonometric series. For example. 
Hardy and Littlewood proved that if an i and 1 < p < oo, then 
f G L'' (o, 7i) if, and only if. 
nP-2aP<oo. 
n = l 
This theorem also holds for sine series. 
Chapter-IV deals with the integrability of functions 
represented by the power series. For example. Khan [9] proved the 
following theorem which reduces to the theorems of Askey [1], 
Askey and Boas [2] and Heywood [8]: 
111 
Let F(x) = ^ akx ' ' ,a ,^>o, o < x < l , 
k = o 
Sn = 2^ a,^  and Y<1.Then for o<p<'«, 
k = o 
f' (l-x)-^[F(x)]Pdx<. 
Jo 
if, and only if, 
i n ^ - 2 s P < o o . 
n = l 
IV 
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CHAP. = / 
CHAPTER - 1 
(Preliminaries) 
1.1 Trigonometric Series and Fourier Series : 
A trigonometric series is a series of the form 
1 
- a^ j + X (a^cosnx + bnSinnx), (1.1) 
2 n = 1 
where an and bn (n = 0, 1, 2 ) are independent of x and are 
known as the coefficients of the series. 
If the series (1.1) converges for all x in - 0° < x < + °o, then it 
represents a function of period 2n. The problem of representing a 
given function by a series of the form (1.1) was encountered by 
Fourier in a problem of conducting of heat. 
Now we try to find the formula for the coefficients an, bn in 
terms of the given function. Let the function f(x) is the sum of the 
trigonometric series (1.1) and the series converges uniformly on 
[- 71,71] then by multiplying 
1 f(x) = - a„ + S (^ n COS nx + b„ sin nx) 
2, n = I 
by COS mx or by sin mx, where m is a positive integer and 
integrating it between the limit - 7t to 71 and using the following 
formulas, 
fit 
cos mx cos nx dx = 0, m ?i n, 
(•It 
sin mx sin nx dx = o, m ^^  n, 
j - i t 
cos mx sm nx dx = o, m 9^  n and m = n, 
J-it 
f" 2 f 2 COS mx dx = sin mxdx =7i. 
J-Tt J-lt 
we obtain the result 
a„ = - r f(x) cos nx dx (n = 0, 1, 2, ) (1-2) 
1 f^  
and b„ = — f f(x) sin nx dx (n = 1,2,3 ) 
71 •'-" (1.3) 
The above formulae are called Fourier formulae (The above 
formulae were already known to Euler, but Fourier began to use 
them systematically and therefore they are called Fourier formulae). 
Suppose that we are given a Lebesgue integrable function 
f(x) in [-71, Tt], then the integral (1.2) and (1.3) exist and the 
numbers an, bn defined by them are called Fourier coefficients of 
f(x). The trigonometric series of the form (1.1) with these 
coefficients is called the Fourier Series of f(x) and we write 
1 °° 
f(x) ^0 + ^  (a„ cosnx + bn sin nx) 
2 n = i 
1 °° 
or a(f) = —ag-i-^ (a^ cosnx + bp sinnx) 
2 n = i 
The sign ~ indicate that starting from f(x) and using Fourier 
formulae the series has been formed . Every integrable function 
f(x) defined on [- n, n] has its Fourier series but there are cases 
when the trigonometric series is given by its coefficients but we do 
not know whether it is a Fourier series of a function or not. This is 
an interesting but difficult problem of theory of trigonometric 
senes. 
1.2 Complex Form of Trigonometric Series and Fourier 
Series : 
By Euler's formula 
e'^  = cos X + i sin x, 
we have 
g.X ^ g-.X g.X _ g-.X 
cos X = , sin X = • 2i 
On putting these in (1.1) and then by supposing CQ = ao/2, 
n^ - ibg ^ _ a„ + ib„ 
n C" = " . " ' C.„ 
we have 
n = + oo 
1 n X 
1 oo n = + oo 
- a^  + X (^ n COS nx + b„ sin nx) = ^ C^Q 
n = 1 n = - oo 
The series 
n = + oo 
X c^e'"" 
n = - oo 
is called the complex form of the trigonometric series (1.1) and the 
numbers Cj, and c.n are the conjugate complex numbers, that is, 
c„ = Cn 
If the series representing f(x) is given in complex form 
n =+oo 
1 c„e'"\ 
n = - o o 
where 
Cn = ^ r ^ f (x )e - ' "Mx (n = 0, ± 1, ± 2, ) 
are called the complex Fourier coefficient of the function f(x) and 
the series is called the complex Fourier series of the function f(x) 
and we write 
n = + oo 
f(x) ~ X c „ e ' -
n = - oo 
1.3 Fourier - Stieltjes Series : 
Let F(x) be a function of bounded variation defined on 
[o, 27t]. Let us consider the series ^^ c„ e'"" with coefficients 
given by 
Cn = :;!- f" e-'^^dF (n = o, ± 1 , ± 2 ) 
where the integral in the above formula is Riemann - Stieltjes 
integral. The numbers Cn are called the Fourier - Stieltjes 
coefficients of F or the Fourier coefficients of dF and we write 
n = + oo 
i n X dF(x) ~ I c„e 
n = - oo 
and call the series as the Fourier - Stieltjes series of F or the 
Fourier series of dF. We can also write the Fourier series of dF in 
the form 
1 °° 
~ ^0 "^  X (^ n ^os nx + bn sin nx), 
2 n = 1 
where 
1 r2n 
'" = - Jo 
71 •'o 
cos nx dF , 
and b_ = — f sin nx dF 
1.4 Fourier Series for Even and Odd Functions : 
If the function f(x) is even, that is, f (-x) = f (x), then 
where 
1 °° 
^ (f) = r o^ + X n^ cos nx , 
^ n = 1 
2 fK 
a = — f(x) cos nx dx . 
n •'o 
and if the function f(x) is odd, that is, f(-x) = - f(x), then 
a (f) = X ^n sin nx , 
n = 1 
where 
2 fit bn = — f(x)sinnxdx 
1.5 Properties of Fourier Coefficients : 
(a) Fourier coefficients of any integrable function tends to 
zero. 
(b) If f(x) is a function of bounded variation on [o, 2n] and 
V is its total variation on [o, 2n], then 
a J < ^ 
n 
and I b„ I < 
2n 
V 
2 n 
Thus, if f(x) is of bounded variation, 
an 
bn 
= 0 ( 1 ) 
n 
1.6 Formal Operations on Fourier Series : 
(a) Addition and subtraction of Fourier series : If 
n = + oo 
i n X f(x) ~ I c„e 
n = - oo 
n = + oo 
and g(x) ~ 51 Yn e'"" , then 
n = - oo 
n = + oo 
f(x) ± g(x) ~ I (c„ ± Y n ) e ' " \ 
n = - oo 
Where c„ ± Yn = T " J " t^W ± g(x)]e- '"^dx 
(b) Multiplication by a constant: If 
f(x) ~ " X ' " c „ e ' " \ then 
n = - oo 
n = + oo 
kf(x) ~ X kc„e'"^ , 
n = - oo 
where k is any constant, 
(c) Fourier series for f(x + a ) : If a is any constant and 
n = + oo 
f(x) ~ X Cne*"\ then 
f(x + a) ~ X ^n^ 
n = - oo 
n = + oc 
i n ( X + a ) 
n = - oo 
(d) Differentiation of Fourier series : If f (x) is absolutely 
continuous on [a, b] and if 
n = + oo 
f(x) . X c „ e ' " \ then 
n = - oo 
n = + oo 
f'(x) ~ X inc„e'"^ 
n = - oo 
1 °° 
If f(x) ~ - a^  + X (a^costtx + b^ sin nx), then 
^ n = 1 
f (x) ~ X " (^n COS nx - a„ sin nx) 
n = 1 
10 
(e) Integration of Fourier Series : 
Any Fourier series, whether convergent or not, may be 
integrated term - by - term between any limits, with in 
which the function is integrable, that is, the sum of the 
integrals of the separate terms is the integral of the function 
of which the series is the Fourier series. 
Let an, bn be the Fourier coefficients of f(x), and let 
g(x) = r (f(t) - ^ a, )dt, 
Jo 2 
then g(x) is periodic, continuous and of bounded variation. 
Hence g can be expanded in a Fourier series, say 
1 "" 
g (x) = - AQ + ^ (A„ cos nx + Bn sin nx) 
^ n = 1 
convergent for all values of x, where 
n n 
Hence g (x) = A^ + £ a„sinnx - b„ cos nx 
2 n= 1 n 
11 
On putting x = o, we have 
A„ ^ b 
g(o) = ^ + I n 
2 n = l " 
or 
2 n = i n 
Thus 
, , ^ a^sinnx + b_ (1 - cos nx) 
g(x) = 2. 
n = 1 
Hence for any a and p 
fp r 1 .p ^ r -bncosnx + a^sinnx .p 
^ n = 1 " 
that is, Fourier series (even divergent) can be integrated term - by -
term in any interval. 
An interesting particular case is that for any Fourier series, 
the series V -^ converges. Thus, we can write convergent 
trigonometric series which are not Fourier series. For example, let 
us consider the series 
12 
Y' sm nx 
n = 2 logn 
which converges at every point, but is not a Fourier series of its 
" 1 
sum because the series Y diverges. 
nt'j n l o g n 
(f) A Fourier series may be multiplied by any function of 
bounded variation and integrated term - by - term 
between any finite limits. 
1.7 Integrability of Trigonometric Series : 
Suppose that a periodic function f is associated with a 
trigonometric cosine series 
1 °° 
T ^0 + X ^n cos nx , 
^ n = 1 
under various circumstances we may want to suppose that f is 
integrable, or that the series converges to the function. Now there 
are two questions : 
13 
(a) if \j/ is a given positive function, and f belongs to a specified 
class of functions, what hypotheses on {an} are equivalent to 
f\|/e L? 
(b) if {)!„} is a given sequence of positive numbers, and {an} 
belongs to a given class of sequences, what hypotheses on f 
are equivalent to S [in ISLJ < »= ? 
Several mathematicians have studied these types of problems 
what we now term as integrability problems. 
14 
CHAP. 
CHAPTER - II 
Integrability of Certain Cosine Sums 
2.1 A sequence {an} is said to be monotonic decreasing if 
an+i ^ an, n = 1, 2, 3, .... It is said to be a null sequence if 
an —> o as n —> oo. 
The idea of decreasing null sequence was generalized in the 
form of a quasi-monotone sequence by shah [12] and Szasz [15] in 
the following manner. 
A sequence (an} of positive numbers is said to be quasi-
monotone if, and only if, n''^  ani for some (3 > o or equivalently, if 
n A an > - a an for some constant a > o where A an = an - an+i. 
It is clear that if (an) is a monotonic decreasing null 
sequence then it is also quasi-monotonic. 
V 
-^^^.^Azad i, . .; 
\.P 
( Ace. No f \l 15 
However, the converse need not be true. The quasi-
monotonic sequences are known to share many of the important 
properties of decreasing sequences. For example, Olivier's classical 
theorem, which states that if {an} is a positive monotonic 
decreasing sequence and X &„ < °o, then n an -^ o as n —> 0°, was 
n= I 
extended for quasi-monotonic sequences by Szasz [15], Cauchy's 
condensation test for convergence and also a number of results 
about trigonometric series have been found to be true for quasi -
monotonic sequences. Shah [13] proved the following theorem 
concerning the integrability of trigonometric series for quasi -
monotonic sequences which extends the theorem of Boas [4] for 
monotonic null sequences. 
Theorem : Let {an} be quasi - monotonic. If o < Y< 1, then 
Z n^ "' an is convergent if, and only if, x'^  f(x) G L (0,71), where 
: 1 
f(x) = X n^ COS nx. 
n = 1 
n = I 
A sequence {an} is called convex, if A^  an > o, 
where A^  an = A an - A an +1 
16 
and Aan= an- an + 
2.2 Let us consider the trigonometric cosine series 
1 °° 
f(x) = - a^  + ^ a ^ c o s n x , (2.2.1) 
^ n = 1 
where the coefficients an decreases to zero monotonically. This 
series converges to a function f(x) everywhere except possibly at 
X = o [3]. It is clear from the following theorem that mono tonicity 
does not ensure the L - integrability of f(x). 
Theorem A [17]. There is a series (2.2.1) with coefficients 
monotonically decreasing to zero and its sum f(x) not integrable L . 
In order to ensure L - integrability of f(x) Young [16] using 
an additional condition proved the following theorem : 
17 
Theorem B. If an l and A^  an > o, then f(x) is L - integrable on 
o 
(o, 71). Theorem B was improved by Kolmogorov [10] in the 
following manner: 
Theorem C. If an = o (1) and X (n + 1) 1 A^  ani < <», then 
n = 1 
f(x) € L (O, TC). 
Sidon [14] used another condition to obtain the integrability of f(x). 
His result is as follows : 
Theorem D. Let an -i . If X ~^ <°°-> ^^ hen f(x) e L (o, 7i). 
o n=i n 
v^ a 
The condition 2^ -^ < o© in the above theorem is not n=i n 
necessary as can be seen from the following example : 
cos nx 
n = 2 log n 
1 2 
where an = decreases to zero monotonically and A an ^ o, so 
by theorem B, f(x) is L - integrable, but X 
n = 2 n log n 
18 
Now the question arises, what is the necessary and sufficient 
condition for f(x) to be integrable ? This problem is still unsolved. 
However, if we assume some additional condition on f then Goes 
and Goes [6] proved the following theorem : 
Theorem E. If an 4- , then f(x) e L (o, n) if, and only if, an are the 
0 
Fourier - Stieltjes coefficients of a function of bounded variation. 
In 1973, for a different types of cosine sums, Rees and 
Stanojevic [11] investigated this problem for L - Class and proved 
the following theorem involving necessary and sufficient 
conditions. 
Theorem F. Le tbk=T ^ • Then 
•^  o 
" b " 
g(x) = lim y [ - ^ + ( y b i ) c o s k x ] 
k = 1 ^ J = k 
exists for x G (O, n) and g(x) e L (o, n] if, and only if, 
oo 
Z bn < ~ . 
n = 1 
19 
Proof. Let 
Sn(x) = ^ i b , + X ( i bj )coskx 
^ k = 1 k = 1 j = k 
On applying partial summation to the second term of the 
above, we get 
Sn (X) = ^ i b , + X b , ( D, (X) - i ) 
^ k = 1 k = 1 ^ 
I i bk + i b,D,(x) - i X K 
^ k = l k = l ^ k = l 
= X bkDk(x), 
k = 1 
where Dk(x) = - + cos x + cos 2x +.... + cos kx 
sm ( k + - ) X 
2 
n • X 
2 sm — 
2 
20 
is Dirichlet Kernel. 
Applying partial summation again, we get 
n - 1 
Sn(x) = X (k + l )Fk(x) (bk - b k , , ) 
k = 1 
+ bn ( n + 1 ) Fn (x) - - bi , 
where Fk(x) is Fejer's Kernel, that is to say 
^ + ^ n = 0 
2 . k + 1 
sin { ) X 
2 ( k + 1 ) sin^ -
2 
Now, from the assumption that bn -^ o, we have 
lim (n + 1) bn Fn (x) = o 
Since F^  (x) = O ( ) , x ^ o, we have 
( n + 1 ) x^ 
X (k + l)(bk - bk, i )F, (x) < 4 " l (bk - b , , , ) , 
k = 1 X k = 1 
21 
where C is some positive constant. 
Now, bn -i then 2 |bk-b,, + i|<«> and so it follows that 
0 k= 1 
X (k + 1) (bk - bk +1) Fk (x) converges. Therefore 
2 
g(x) = lim S„(x) = i (k + l ) (bk - b , , , ) F , ( x ) - ^ b,for 
" - ^ ~ k = 1 
X G ( O, TC). 
Now, let 
g(x) = X (k + l)(bk - b , , , ) F , ( x ) - i b, 
k = 1 ^ 
which is a convergent series with non - negative terms, so that 
OO 1 
j ' ' g(x)dx = X (k + l ) (bk - b ; , , , ) J " Fk Wdx - - b j ' dx 
k = I ^ 
= ^ X (k + l ) ( b , - b k , , ) - ^ b , 
^ k = 1 ^ 
^ [ X (k + l ) ( b , - b , , , ) - b, ] 
^ k = 1 
J^ow, by partial summation, we have 
22 
Since 
X bk = X (k + l)Abk + (n 4- l )b„ - b, 
k = 1 k = 1 
I 7 b < ^^ ^ 
bn •i' and ^ " , then n bn ^  o. 
o "= ' 
Therefore by taking the limit, we get 
X bk = S (k + l)Abk - b, 
k = 1 k = 1 
Hence j g (x) dx = — X ^^ 
° 2 k = 1 
< oo iff X bk < o° 
k = 1 
This completes the proof of the theorem. 
Remark. It seems that the above theorem can be improved by 
replacing "bn i " by quasi - monotonicity of {bn}. 
23 
CMAP. -Ill 
CHAPTER - III 
P*^  Power Integrability of Trigonometric Series 
3.1 Let us consider the trigonometric series 
1 oo 
- a, + X ^n COS nx, ^ '^^ ^ 
^ n = 1 
where the coefficients an decreases to zero monotonically, then in 
any interval o < 5 < x < 27i - 5, the series (3.1) converges uniformly 
to a function f(x) [3]. But on approaching the point x = o, f(x) can 
increase with out bound and even be non - integrable in (o, TC) [17]. 
It is known that for o < Y < 1, a function that behaves near o like x"^  
has a cosine series whose coefficients behave at infinity like n^" ' 
and conversely. This fact dominates most of the theory of 
integrability of trigonometric series. 
In 1952, Boas [4] proved the following theorem which is of 
the above kind. 
24 
Theorem A. If an l and f(x) = X a„ cos nx , then for o < y < 1, 
0 n = I 
x"^  f(x) G L (0, n) if, and only if, £ "'"' a„ < ~. 
n = 1 
If Y = o as observed in Chapter - II, only the sufficiency part 
of the theorem is known to be true. 
In this Chapter, we shall discuss p"^  power of integrability of 
trigonometric series. In this direction there is a classical result of 
Hardy and Littlewood [7]. Their result is as follows : 
Theorem B. If an i and 1 < p < oo, then f(x) € L'' (o, n) if, and only 
o 
if, 
nP-^aP < oo. 
n = 1 
If p = 1, it is clear from our previous remark that although 
sufficiency part is true, the necessity part breaks down. 
25 
Theorem B was generalized by Chen [5] who established a 
necessary and sufficient conditions for the integrability of 
x'^  {f(x)}'' for p > 1. His results are as follows : 
Theorem C. If an ^ then for p > 1 and o < y < 1, x"^ {f(x)}PG L(o, n) 
if, and only if, 
n^^P-^aP < oo. 
n = 1 
Theorem D. If an l then (p"^  power integrability) 
x'^  f(x) e L'' (o, 71), p > 1 and ^< y < — , if and only if. 
nPV + P-^aJ < oo. 
n = 1 
3.2 We would like to give the proof of theorem B (Hardy and 
Littlewood) which is of fundamental nature. We use the following 
lemmas for the proof of the theorem. 
Lemma 1. If f(x) e L^  [-7t, 7i] and <^{x) = jjf(t)l dt, 
then 
26 
p r i « ]Pdx < c f |f(x)|''dx,p > 1, 
J O •• Y •' J o ' ' 
where C is dependent only on p. 
Lemma 2. Let C > 1, p > 1 and suppose An = X k^ • Then 
i n-^AS < k X n - ^ ( n a „ ) P . 
n = 1 n = I 
Proof of Theorem B. 
Necessary Condition : Let f(x) e V (o, K), that is, lf(x)P dx<oo. 
Jo 
Then the series X n^ cos nx is its Fourier series and hence the 
n = 1 
series can be integrated term - by - term. 
Let F(x) = f f(t)dt 
J O 
oo 
= Jo X a„cosntdt 
n = I 
27 
oo 
~ X n^ J ^^^ "t dt 
n = I 
a. 
= ] ^ —2- sin nx 
n = 1 n 
F(7i / k ) = y ^ Sinn -
n = i n k 
7U 71 K Since sin n — = - sin (n + k) — = sin (n + 2k) —= 
K K K 
., then 
k - 1 
F ( 7 l / k ) = X ( 
n = 1 n 
^ n + k , ^ n + 2k 
n + k n + 2k 
) sin n K 
k - 1 „ 
n = 1 
—'!^^i-!!^ Sin n — 
n + k ^ k 
If — < n < — , then 
4 2 
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k 71 71 ^ k 71 
— . — < n . — < — . — 
4 k k 2 k 
K n ^ n 
or — < n — < — 
4 k 2 
7t . 7C 1 
Sin n — > sm — = k 4 V2 
71 1 
or sm n — > —j= 
k V2 
Also , since a^  i , 
a„.k ^ a„ 
or - a , > - a 
^* " n + k n 
a K a 
o r - 2_Lk_ > 
n + k n + k 
a a u a 
n r n n + k >> n 
n n + k n n + k 
/ 1 1 ^ 
= a^  - -
n n + k 
> ^ 
n 
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Hence F (7C / k ) > B ^ ^ 
n= 1 n 
n k - 1 
Vi^ k ^ n = l 
= B a , . , 
> B a, 
or a, < CF(7i / k ) 
Now aP < C, F P ( 7 c / n ) 
or n'-'al < C, nP-'F^CTC / n) 
or X n^'^a^ < C, ^ n"'^ F" (TT / n ) 
n = 1 n = 1 
= c, I n ' - ( j ; ' " f(t)d.y 
£ C, I n ' - ^ ( | ; ' " I f ( t ) l d t ) ' 
= C, £ n'-^C^Crt/ n)) ' , 
n = 1 
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where (t)(x)= j j I f(t) I dt 
J t / n V J n / n v P 
= C2((l)(7i / n ) ) " n " " ' 
Thus from above, we have 
n = 1 n = 2 
fCx) = c,r ( ^ r d x 
= C5 j j IfCx)!" dx, by lemma 1, 
< 00 
Sufficient Condition : Let 
i nP-^aP < -
n = 1 
00 
Let f (x) = ^ ci^. cos kx 
k = 1 
= X k^ COS kx + X k^ cos kx 
k = 1 k = n + 1 
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On applying Abel's transformation to the second term, 
we have 
n 
f(x) = ^ a^coskx + 21 ^^k^kCx) - a„ D„ (x) 
k = 1 k = n 
Thus 1 f (x) I < ^ a^ + X ' ^^k I I Dk (x) I + a J D„ (x) 
k = 1 k = n 
= A„ + X ' ^ ^ k l I Dk(x)l + a J D„(x)t , 
k = n 
1 
where Dn (x) = ^ + cos x + cos 2x + + cos nx, 
•I 
and An = X k^ • 
k> I 
71 I 
Since I Dn (x) I < - for o < x < i i , and an •4' 
A O 
I f(x) I < An + - an for o < X < 7t 
X 
and therefore 
lf(x) I < C An for ^ 7 ^ ^ X < f 
32 
Now f" lf(x)|P dx = y f"'" lf(x)|P dx 
J 0 ^-^ J n / n + 1 
n = 1 
< C, y, f APdx n / n J 
n = 1 
oo . 
AS I , dx 
" JTI / n + 1 
n = 1 
n = 1 
^ C3 X nP • ^ aP , by Lemma 2. 
n = 1 
< 0 0 
This completes the proof of theorem B. 
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CEAP =/r 
CHAPTER - IV 
Integrability of Power Series 
4.1 Given a sequence {an} of real numbers, the series 
i a„x" 
n = o 
is called a power series (or the power series generated by {an}) and 
an is called the coefficient of x". Thus the power series is a function 
of x provided it converges for some or all x. Of course, it converges 
for X = o. The convergence for other values of x depends on the 
choice of coefficients {an}. Given any sequence {an} one of the 
following holds for its power series : 
(a) the power series converges for all x G R , 
(b) the power series converges only for x = o , 
(c) the power series converges for all x in some interval 
(symmetrical about o) and diverges outside the interval. The 
interval may be open, half-open or closed. 
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The above remarks are consequences of the following 
theorem. 
Theorem : For the power series 
i a„x", 
n = 0 
let 
P = lim sup I an|/" 
n —» o° 
and 
where R = + ooif|3 = o and R = o if p = + 0°. Then 
(i) the power series converges for I x I < R, 
(ii) the power series diverges for I x I > R, 
where R is called the radius of convergence for the power 
series. 
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4.2. In 1955 Heywood [8] proved the following theorem 
concerning the integrability of power series. 
Theorem A : Let 
F(x) = 5^ a^ x'' , a^ > 0 , 0 < X < 1 
k = 0 
Then for Y< 1, 
( l -x) -^F(x)€L(o , 1) 
if, and only if, 
In 7- 1 
n = 1 
a„ < oo. 
Askey [1] and Askey and Boas [2] proved the following theorems 
respectively concerning L'' behaviour of power series with positive 
coefficients. 
Theorem B : Let 
F(x) = ^ a^ x'' , a,^  > o , o < X < 1 
k = o 
36 
Then for 1 < p < «>, 
J' [ F ( x ) f dx < 
if, and only if, 
n = 1 V k = o J 
< oo 
Theorem C : Let 
F(x) = 21 k^ x^ , a^  > o , o < X < 1 
k = o 
Then for o<p< 1, 
t [F(x)Fdx < oo 
if, and only if, 
n = 1 V k = o J 
< ~ 
In 1977 Khan [9] proved the following theorem which 
generalizes all the above theorems. 
37 
Theorem D : Let 
F (x) = ^ a^  x'' , a,^  > o , o < X < 1 , 
k = o 
n 
S„ = S a,, andy < 1. 
k = o 
Then for o< p < «», 
f (1 - x) -^ [F(x)f dx < ^ 
if, and only if, 
n = 1 
n^-^ SP < oo 
If Y = o then theorem D reduces to theorem B and C and for 
p = 1 it reduces to theorem A of Heywood on account of the 
following result: 
Let an > o and y < 1. Then 
if, and only if. 
n = 1 
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I n'' S„ < 
n = 1 
where 
k = o 
Proof of theorem D : Let o < p < 0° . 
Necessary Condition : Let 1 - x = y. Then by virtue of the fact 
that 
1- iT 
is an increasing sequence, we have 
for 
— ! — ^ y < - , n > 2 
n + 1 n 
F(l - y) = X ^kd - y)' 
k = o 
^ I a^d - y)' 
k = o 
a i a,(l - i 
1 , - . n k = o 
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1 " 
> (1 - - )" I a 
n k = o 
k 
1 " 
4 ^ ^k k = o 
= j^--
Thus, 
F ( l - y ) > AS„ for — ^ < y < - (n = 2, 3, . . . . ) , 
n + 1 n 
where A is a positive constant not necessarily the same at each 
occurrence. 
Now 
n = 1 n = 1 
= Aft ' -^ SJ,dt 
i 
= A £ J^ ""' S^ du 
n = I n+1 
1 ~ -
= A j , u- ^ Sf du + A £ jj_ u- ^  SP du 
2 n = 2 n+1 
< A + A j j y- ^  [ F ( 1 - y ) ]" dy 
40 
< A + A j ' y-^  [ F ( l - y)]" dy 
= A + A J J (1 - x)-^ [ FCx)]" dx 
< oo 
SufGcient Condition: 
Case (i) Let 1 < p < oo . On writing (1 - x) = y, we have 
£ (1 - x)-^ [F(x)]''dx 
n = 1 • n 
n = l n+1 
1 
k = 0 
= Z j i y"' S a.d -y) 
n = l n+l 
^ i l i y" 
dy 
n = 1 n+l 
1 
k = 0 n + l 
dy 
^ A X n Y - 2 
n = I 
Z a,(l 
= A Z n 7 - 2 
n= 1 
k = o 
» n ( | + I ) 
n + 1 ) ' 
Z Z ^ k C l - - ^ ) ^ 
J = o k = n j n + 1 
^ A Z n Y - 2 
n = 1 
1 nO + l ) 
Z (1-r-^)" Z a. 
J = 0 n + 1 k = nj 
= K, , say. 
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since 
^M. n + 1 )" > (1 n + 2 )"^ ' for n = 1,2,3, 
we have 
K, < 
— 
— 
— 
< 
< 
— 
< 
A 
A 
A 
A 
A 
A 
A 
A 
o . 
1 = 1 
e a I 
n = I 
w I 
n = I 
oo 
1 
n = 1 
«. I 
n = 1 
I 
1 = 1 
i 
1 = 1 
i 
n^-^ 
n^-^ 
n^-^ 
n^-^ 
"p 
2 ' 2 
'p 
2 ' 2 
n^-^ S 
«. I 
_ J = 0 
• _ I 
- > * I 
o e 
_ I = I 
_ 
oo I 
_ 1 = 1 
o 
I2 
= 1 
2-J 
2-' 
2-' 
1 
2"2 
. i£ 
2 
S "'" 
n = 1 
, - , . ! 
•: i 
s 
n = 1 
, 2 
nO + 1) 
k = o 
P 
nv Y 
k = o 
s„. 
p 
-1 n 
1 
2 ' 2 S 
n 1 
n 1 
s^ , 
(in)^-^ SI 
' p 
2 i Y + 2 
n = I I = 1 
Thus, 
< A X n^-' S^„ 
n = 1 
£ ( 1 - x)-^ [F(x)]''dx < A | ; n^ -^  s: 
n= I 
< oo 
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Case (ii) Let o < p < L 
Let ( 1 - X ) = y. 
Then 
{ (1 - x)-^ [F(x)]''dx 
= X j ' ' p (1 - x)-^ [F(x)]''dx 
n = 1 • „ 
= i i i y [F(l -y)rdy 
n = l n+1 
I 
= I Ji y" 
" = ' n+l 
I 
si 11 2_ y 
n = 1 n+l 
•7 
S a , ( l - y ) 
k = o 
i a, (1 
k>o n + 1 
dy 
) ' dy 
< A X n Y-2 
n= 1 
I a, ( 
k = o n + 1 
n = 1 
n = I 
4 - A X n^ -^  
t ^k(l - ~ ) ' + I a,(l - - J -
k = o n + l k=n+i n + 
E k^ (1 
L k = o n + 1 
n > I 
1 a, ( 1 - - L - ) ^ 
L k.n n + l 
< A l n-^S^ + A X n Y-2 
n = 1 1 1 = I 
I a, (1 
k > n n + 1 
= J, + Jj , say. 
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Now Jj = A 2^  n Y-2 Z a, (1 
n = 1 k = n n + 1 
= A £ n 
n= I 
< A X n 
n= I 
^ A X n 
n= I 
Y-2 
y - 2 
Y-2 
n ( j + 1 ) 
I I a, ( l - -^ )^ 
L j = i k = nj n + 1 
~ 1 n( j + 1 ) 
J = l n + 1 ; j ^ „ j 
n(j + I ) 
I 2" I 
J = I k - nj 
< A £ n^- X 2 
n = 1 J a 1 
< A £ n^- ± 2 
n = 1 j = 1 
JP 
n ( j + 1 ) 
Z a, 
k = nj 
n(j + 1 ) 
k = a 
A X n^ -^  X 2-"' S^ . 
n = I 1 = 1 
= A X 2-'" X n^ -^  S^ , 
1 = 1 n = I 
= A | ; 2-'»i-^^^ £ (in)^-^ S^ , 
1 = 1 n= 1 
< A £ n -^' SP I ; 2-"' i-^ ^^  
n = 1 
< A X n^ -^  S^  
I = I 
n= I 
Thus, 
{(1 - x)-^ [F(x)]''dx < A X n^ -^  SI 
n s I 
< oo . 
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