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iRe´sume´
Les travaux pre´sente´s dans cette the`se concerne l’e´quation de Schro¨dinger avec puissance simple
comme non-line´arite´. Dans une premie`re partie, on e´tudie des solutions globales en temps posse´dant
un e´tat de diffusion dans un espace de Sobolev a` poids. Puisque le groupe de Schro¨dinger n’est pas une
isome´trie sur cet espace, on cherche a` savoir si de telles solutions convergent vers leur e´tat de diffusion.
La re´ciproque est e´galement e´tudie´e. Dans une deuxie`me partie, on montre que la vitesse maximale de
de´croissance en temps des solutions est celle des solutions du proble`me line´aire associe´. Une troisie`me
partie traite de conditions suffisantes et de conditions ne´cessaires pour l’existence globale en temps de
solutions dans le cas surcritique. Dans une quatrie`me partie, on simplifie la de´monstration du re´sultat
de Kenji Nakanishi qui montre que dans le cas dissipatif et sous des hypothe`ses ade´quates sur la
non-line´arite´, on peut e´tablir une the´orie de la diffusion dans l’espace d’e´nergie en petite dimension
d’espace. La simplification consiste a` ne pas utiliser les espaces de Besov, puisque le re´sultat se pro-
duit dans l’espace d’e´nergie. Dans une dernie`re partie, on regarde la re´gularite´ de certaines solutions
auto-similaires.
Mots-cle´s : e´quation non-line´aire de Schro¨dinger, e´tat de diffusion, the´orie de la diffusion, vitesse
maximale de de´croissance, explosion, existence globale, solution auto-similaire.
Abstract
The work presented in this thesis deals about the Schro¨dinger equation with single power of
nonlinearity. In a first part, we study global solutions which have a scattering state in a weighted
Sobolev space. Since the free operator of Schro¨dinger is not an isometry on this space, we would like
to know if such solutions converge to their scattering state. The converse is also studied. In a second
part, we show that the solutions decay at most as those of the linear Schro¨dinger equation. A third
part gives necessary conditions and sufficient conditions to obtain global solutions in the supercritical
case. In a fourth part, we simplify the result of Kenji Nakanishi. He shows in the dissipative case
that under suitable conditions on the nonlinearity, each solution with finite energy has a scattering
state. In this part, we give a proof which does not require the Besov spaces, unlike the original proof,
since the result occurs in the energy space. A last part deals about the regularity of some self-similar
solutions.
Key words : nonlinear Schro¨dinger equation, scattering state, scattering theory, maximum decay rate,
blow-up, global existence, self-similar solution.
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Notations
Pour p ∈ [1,∞], p′ ∈ [1,∞] l’exposant conjugue´ de p de´fini par 1
p
+
1
p′
= 1.
z le nombre complexe conjugue´ de z.
Re(z) la partie re´elle du nombre complexe z.
Im(z) la partie imaginaire du nombre complexe z.
Ω un ouvert de RN non vide.
B(a,R) =
{
x ∈ RN ; |x− a| < R} , pour a ∈ RN et R ∈ (0,∞), la boule ouverte de RN de centre a
et de rayon R.
B(a,R) = B(a,R) =
{
x ∈ RN ; |x− a| 6 R} , pour a ∈ RN et R ∈ (0,∞), la boule ferme´e de RN de
centre a et de rayon R.
α multi-index de longueur |α| si α = (α1, . . . , αN ) avec αj ∈ N, pour tout j ∈ {1; . . . ;N} et si
N∑
j=1
αj = |α|.
ut = ∂tu =
∂u
∂t
.
∂ju =
∂u
∂xj
.
∂2jku =
∂2u
∂x2jk
=
∂2u
∂xj∂xk
.
∂ru = ur =
∂u
∂r
=
1
r
x.∇u, ou` r = |x|.
Dα =
∂α1
∂xα11
. . .
∂αN
∂xαNN
, α multi-index.
∇ =
(
∂
∂x1
, . . . ,
∂
∂xN
)
, l’ope´rateur gradient.
∆ =
N∑
j=1
∂2
∂x2j
, l’ope´rateur laplacian.
I
II
F la transforme´e de Fourier sur RN de´finie par1 Fu(ξ) =
∫
RN
e−2ipix.ξu(x)dx.
F−1 la transforme´e de Fourier inverse sur RN de´finie par F−1u(x) =
∫
RN
e2ipiξ.xu(ξ)dξ.
E′ le dual topologique de l’espace E.
Pour E espace de Banach, Ew l’espace vectoriel E muni de sa topologie faible.
Pour E et F espaces topologiques, E ↪→ F si E ⊂ F et si l’injection de E dans F est continue.
Si E est un espace de fonctions de Ω a` valeurs dans C, on notera Erad l’espace des fonctions de E a`
syme´trie radiale. Si de plus E est un espace vectoriel norme´, on munit Erad de la norme de E.
Pour E espace topologique et F espace vectoriel norme´, C(E;F ) l’espace des fonctions continues de
E vers F, note´ aussi C0(E;F ).
Cb(E;F ) = C0b (E;F ) =
{
f ∈ C(E;F ); ‖f‖C(E;F ) <∞
}
ou` ‖f‖C(E;F ) = sup
x∈E
‖f(x)‖F .
Ck(Ω) = Ck(Ω;C) = {f ∈ C(Ω;C); Dαf ∈ C(Ω;C), ∀α multi-index tel que |α| 6 k} , k ∈ N.
Ckb (Ω) = C
k
b (Ω;C) =
{
f ∈ Ck(Ω;C); ‖f‖Ck(Ω) <∞
}
ou` ‖f‖Ck(Ω) = ‖f‖Ckb (Ω) = max06|α|6k ‖D
αf‖C(Ω;F ),
k ∈ N.
C∞(Ω) = C∞(Ω;C) =
⋂
k∈N
Ck(Ω;C).
Ck(Ω) = Ck(Ω;C) =
{
f ∈ C(Ω;C); Dαf ∈ C(Ω;C), ∀α multi-index tel que |α| 6 k} , k ∈ N.
Ckb (Ω) = C
k
b (Ω;C) =
{
f ∈ Ck(Ω;C); ‖f‖Ck(Ω) <∞
}
ou` ‖f‖Ck(Ω) = ‖f‖Ckb (Ω) = max06|α|6k ‖D
αf‖C(Ω;F ),
k ∈ N.
Ck,α(Ω) = Ck,α(Ω;C) =
{
f ∈ Ckb (Ω;C); ‖f‖Ck,α(Ω) <∞
}
, les espaces de Ho¨lder munis de la norme
‖f‖Ck,α(Ω) = ‖f‖Ck(Ω) + sup
{ |Dβf(x)−Dβf(y)|
|x− y|α ; (x, y) ∈ Ω× Ω, x 6= y, |β| = k
}
,
ou` k ∈ N et 0 6 α 6 1.
D(Ω) = D(Ω;C) l’espace des fonctions de C∞(Ω;C) a` support compact dans Ω.
D′(Ω) = D′(Ω;C) l’espace des distributions sur Ω, qui est le dual topologique de D(Ω;C).
S(RN ) = S(RN ;C) =
{
f ∈ C∞(RN ;C); sup
x∈RN
(1 + |x|m)|Dαf(x)| <∞,∀m ∈ N, ∀α multi-index
}
,
l’espace de Schwartz.
S ′(RN ) = S ′(RN ;C) l’espace des distributions tempe´re´es sur RN , qui est le dual topologique de
S(RN ;C).
Lp(Ω) = Lp(Ω;C) = {f : Ω −→ C mesurables ; ‖f‖Lp <∞} , pour 1 6 p 6 ∞, les espaces de Le-
1 avec cette de´finition de la transforme´e de Fourier, ‖F‖L(L2) = 1, F(u ∗ v) = FuFv et ∀α = (α1, . . . , αN ) ∈ NN
multi-index, F(Dαu) = (2pii)|α|
NQ
j=1
x
αj
j Fu.
notations III
besgue munis de la norme
‖f‖Lp(Ω) =

(∫
Ω
|f(x)|pdx
) 1
p
, si p <∞,
sup ess {|f(x)|; x ∈ Ω}, si p =∞.
Pour E et F deux espaces topologiques, A ⊂ E une partie non vide de E et f : E −→ F une appli-
cation, f|A l’application f restreinte aux valeurs de A a` valeurs dans F.
Lploc(Ω) = L
p
loc(Ω;C) =
{
f : Ω −→ C mesurables ; f|K ∈ Lp(K;C), ∀K ⊂ Ω, K compact de RN
}
,
pour 1 6 p 6∞.
(f, g) = Re
∫
RN
f(x)g(x)dx, le produit scalaire sur L2(RN ;C), f ∈ L2(RN ;C), g ∈ L2(RN ;C).
Wm,p(Ω) = Wm,p(Ω;C) = {f ∈ Lp(Ω;C); Dαf ∈ Lp(Ω;C), ∀|α| 6 m, Dαf pris au sens de D′(Ω)} ,
pour m ∈ N et 1 6 p 6∞, les espaces de Sobolev munis de la norme
‖f‖Wm,p(Ω) =

 m∑
|α|=0
‖Dαf‖pLp(Ω)
 1p , si p <∞,
m∑
|α|=0
‖Dαf‖L∞(Ω), si p =∞.
W s,p(RN ) =W s,p(RN ;C) =
{
f ∈ Lp(RN ;C); ‖f‖W s,p(RN ) <∞
}
, pour s ∈ R+ \N et 1 6 p <∞, les
espaces de Sobolev a` indice fractionnaire ou` s = m+ σ avec m ∈ N, 0 < σ < 1 et ou`
‖f‖W s,p(RN ) =
‖f‖pWm,p(RN ) + ∑
|α|=m
∫∫
RN×RN
|Dαf(x)−Dαf(y)|p
|x− y|N+σp dxdy

1
p
,
avec Dαf pris au sens des distributions.
W 0,p(RN ) =W 0,p(RN ;C) = Lp(RN ) = Lp(RN ;C), pour 1 6 p 6∞.
Hs(Ω) = Hs(Ω;C) =W s,2(Ω) =W s,2(Ω;C), pour s ∈ [0,∞), les espace de Hilbert munis de la norme
‖ . ‖Hs(Ω) = ‖ . ‖W s,2(Ω).
H0(RN ) = H0(RN ;C) =W 0,2(RN ) =W 0,2(RN ;C) = L2(RN ) = L2(RN ;C).
W−s,p
′
(RN ) = W−s,p′(RN ;C) le dual topologique de W s,p(RN ;C) et H−s(RN ) = W−s,2(RN ;C),
s ∈ [0,∞) et 1 6 p <∞.
Dans tous les espaces fonctionnels pre´ce´dents, on pourra oublier de noter Ω lorsque ce dernier sera
e´gal a` RN .
Ck(Ω;F ) = {f ∈ C(Ω;F ); Dαf ∈ C(Ω;F ) pour tout multi-index α tel que |α| 6 k} , k ∈ N et F es-
pace vectoriel norme´.
Ckb (Ω;F ) =
{
f ∈ Ck(Ω;F ); ‖f‖Ck(Ω;F ) <∞
}
ou` ‖f‖Ck(Ω;F ) = ‖f‖Ckb (Ω;F ) = max06|α|6k ‖D
αf‖Ck(Ω;F ),
IV
k ∈ N et F espace vectoriel norme´.
Ck(Ω;F ) =
{
f ∈ C(Ω;F ); Dαf ∈ C(Ω;F ) pour tout multi-index α tel que |α| 6 k} , k ∈ N et F es-
pace vectoriel norme´.
Lp(Ω;F ) =
{
f : Ω −→ F mesurables ; ‖f‖Lp(Ω;F ) <∞
}
, pour 1 6 p 6 ∞ et F espace vectoriel
norme´, les espaces de Lebesgue munis de la norme
‖f‖Lp(Ω;F ) =

(∫
Ω
‖f(x)‖pF dx
) 1
p
, si p <∞,
sup ess {‖f(x)‖F ; x ∈ Ω}, si p =∞.
Lploc(Ω;F ) =
{
f : Ω −→ F mesurables ; f|K ∈ Lp(K;F ), ∀K ⊂ Ω, K compact de RN
}
, 1 6 p 6 ∞
et F espace vectoriel norme´.
Y = {f ∈ L2(RN ;C); ‖f‖Y < ∞} avec (f, g)Y = Re
∫
RN
f(x)g(x)dx + Re
∫
RN
|x|2f(x)g(x)dx et ou`
‖f‖Y =
√
(f, f)Y .
X = {f ∈ H1(RN ;C); ‖f‖X <∞} avec
(f, g)X = Re
∫
RN
f(x)g(x)dx+Re
∫
RN
∇f(x).∇g(x)dx+Re
∫
RN
|x|2f(x)g(x)dx
et ou` ‖f‖X =
√
(f, f)X .
(T (t))t∈R est le groupe d’isome´tries de Schro¨dinger (eit∆)t∈R engendre´ par i∆ dans L2(RN ;C).
On de´signera par C les constantes strictement positives susceptibles de changer d’une ligne a` une
autre et on notera C(a1, a2, . . . , an) pour pre´ciser que C ne de´pend que des parame`tres a1, a2, . . . , an
et que la de´pendance est continue.
Introduction
Motivations
Les travaux pre´sente´s dans cette the`se concernent l’e´quation de Schro¨dinger non-line´aire e´tudie´e
sur RN . Plus pre´cise´ment, on regarde iut + ∆u + λ|u|αu = 0. On s’est inte´resse´ essentiellement au
comportement asymptotique des solutions. Cependant, une partie traite de l’existence globale tandis
qu’une autre, plus modeste, porte sur la re´gularite´.
Le Chapitre 1 concerne la the´orie de la diffusion dans l’espace de Sobolev a` poids X de´f= H1(RN )∩
L2(|x|2; dx). Une telle the´orie existe dans l’espace d’e´nergie, a` savoir que sous certaines hypothe`ses,
il existe u+ ∈ H1(RN ) tel que lim
t→∞ ‖T (−t)u(t)− u+‖H1 = 0, ou` (T (t))t∈R est le groupe d’isome´tries
de Schro¨dinger (eit∆)t∈R engendre´ par i∆. Et puisque (T (t))t∈R est une isome´trie sur H1(RN ), on
a donc de fac¸on e´quivalente lim
t→∞ ‖u(t) − T (t)u+‖H1 = 0. Ainsi, on peut dire qu’au voisinage de
l’infini, la solution de l’e´quation de Schro¨dinger non-line´aire se comporte comme une solution du
proble`me line´aire associe´. On sait aussi que sous des hypothe`ses adapte´es, il existe u+ ∈ X tel que
lim
t→∞ ‖T (−t)u(t) − u+‖X = 0. Mais (T (t))t∈R n’ est pas une isome´trie sur X. Ceci a motive´ les
questions suivantes. Si lim
t→∞ ‖T (−t)u(t) − u+‖X = 0, que peut-on dire de ‖u(t) − T (t)u+‖X lorsque
t −→ ∞ ? Que peut-on dire de la re´ciproque ? Le Chapitre 1 re´pond en partie a` ces questions (voir
e´galement [4]). Les de´monstrations reposent essentiellement sur des estimations a priori, obtenues a`
partir des hypothe`ses faites sur le comportement a` l’infini, et sur les ine´galite´s de Strichartz.
Dans le Chapitre 2, on conside`re des solutions globales en temps et on donne leur vitesse maximale
de de´croissance vers 0 dans les espaces de Lebesgue. Si l’on conside`re certaines e´quations non-line´aires
de la chaleur ou de Ginzburg-Landau, on peut montrer que ces dernie`res admettent des solutions qui
de´croissent vers 0 plus vite que les solutions du proble`me line´aire correspondant. Il est donc naturel de
se poser la question de savoir si un tel phe´nome`ne est vrai pour l’e´quation de Schro¨dinger non-line´aire.
Contrairement a` ce que l’on pourrait penser, dans [6] on montre que toute solution non identiquement
nulle de l’e´quation de Schro¨dinger de´croˆıt vers 0 au plus comme les solutions du proble`me line´aire.
1
2Les de´monstrations sont base´es sur la transforme´e pseudo-conforme de la solution de l’e´quation non-
line´aire de Schro¨dinger (on utilise notamment l’article de Cazenave et Weissler [25]).
Le Chapitre 3 porte sur l’existence de solutions globales en temps et sur l’explosion en temps
fini. Dans le cas critique, Weinstein [77, 78] a e´tabli un crite`re optimal pour obtenir des solutions
globales. Mais qu’en est-il dans le cas surcritique ? Existe-t-il un tel re´sultat ? Dans le cas critique,
on sait qu’il existe une constante explicite C∗ > 0 telle que si la donne´e initiale ϕ ∈ H1(RN ) ve´rifie
‖ϕ‖L2 < C∗, alors la solution correspondante est globale en temps. En particulier, ‖∇ϕ‖L2 peut
eˆtre prise aussi grande que l’on veut. De plus, cette condition est optimale. Dans [5], on prolonge
partiellement ce re´sultat au cas surcritique. On montre qu’il existe une fonction positive γ∗ telle que
si ‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2), alors la solution correspondante est globale en temps. On montre e´galement
que l’on peut choisir ‖ϕ‖H1 aussi grande que l’on veut, comme dans le cas critique. En revanche, on
ne peut monter que le re´sultat est optimal. Cependant, dans le cas critique on retrouve les re´sultats
de Weinstein [77, 78]. La de´monstration est base´e sur une me´thode d’e´nergie et l’obtention de la
meilleure constante dans une ine´galite´ de Gagliardo-Nirenberg, comme pour Weinstein [77].
Dans le Chapitre 4, on conside`re de nouveau des solutions globales en temps. Il traite du re´sultat
principal de Kenji Nakanishi [62] (voir aussi Nakanishi [63]). Ce dernier montre qu’en dimension
d’espace N 6 2, on peut e´tablir une the´orie de la diffusion dans l’espace d’e´nergie, comme l’ont fait
Ginibre et Velo dans [39] pour N > 3. Cependant, la de´monstration utilise fortement les espaces de
Besov alors que le re´sultat obtenu est dans H1(RN ). Le but de ce chapitre est donc de s’affranchir
de l’utilisation de ces espaces en expliquant comment proce´der. Dans un premier temps, on donnera
une de´monstration simplifie´e du re´sultat de Nakanishi [62]. Graˆce a` ces simplifications, on pourra
e´tablir un re´sultat du meˆme type que celui de l’auteur dans un cas critique. Puis, dans un deuxie`me
temps, on fera le paralle`le avec les solutions radiales. On verra comment, graˆce a` cette hypothe`se
supple´mentaire, on peut obtenir facilement un comportement asymptotique pour de telles solutions.
Le dernier chapitre traite de la re´gularite´ des solutions auto-similaires. Cela change comple`tement
le cadre dans lequel on travaille puisque de telles solutions ne peuvent avoir une e´nergie finie et ne
peuvent meˆme pas prendre leurs valeurs dans L2(RN ). A` toute solution auto-similaire, on peut lui
associer un profil qui ve´rifie une e´quations aux de´rive´es partielles. Dans [26], Cazenave et Weissler
obtiennent des solutions auto-similaires qui, par construction, sont dans Lα+2(RN ), avec 0 < α <∞.
Par conse´quent, il en est de meˆme pour le profil f. Et puisque ce dernier ve´rifie une e´quation aux
de´rive´es partielles elliptique, il est naturel de se demander si l’on a f ∈ L∞(RN ). Dans le Chapitre 5,
on montre que pour cette classe de solutions auto-similaires, la re´gularite´ obtenue est plus forte que
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pre´vue, bien que l’on ne puisse pas obtenir de manie`re ge´ne´rale une borne L∞(RN ). Curieusement,
les techniques classiques de re´gularite´ sur les e´quations elliptiques ne donnent rien. Ceci est duˆ a` deux
difficulte´s. D’une part, le profil f est a` valeurs complexes et donc l’e´quation ve´rifie´e par f est en fait
un syste`me que l’on ne peut totalement de´coupler. D’autre part l’e´quation conside´re´e est pose´e dans
RN tout entier. Les re´sultats obtenus se de´duisent alors directement de l’e´quation d’e´volution, via les
ine´galite´s de Strichartz.
Pre´sentation des re´sultats
On conside`re l’e´quation de Schro¨dinger non-line´aire suivante.i
∂u
∂t
+∆u+ λ|u|αu = 0, (t, x) ∈ (−T∗, T ∗)× RN ,
u(0) = ϕ, dans RN ,
(1)
ou` λ ∈ R, 0 6 α < 4
N − 2 (0 6 α <∞ si N = 1) et ϕ une donne´e initiale.
Rappelons quelques proprie´te´s bien connues de l’e´quation (1). Pour tout ϕ ∈ H1(RN ), il existe une
unique solution maximale u ∈ C((−T∗, T ∗);H1(RN )) de (1) qui satisfait les lois de conservation de
la masse et de l’e´nergie. En effet, on a pour tout t ∈ (−T∗, T ∗), ‖u(t)‖L2 = ‖ϕ‖L2 et E(u(t)) = E(ϕ),
ou` E(ϕ) de´f= 12‖∇ϕ‖2L2 − λα+2‖ϕ‖α+2Lα+2 . La solution u est maximale dans le sens ou` si T ∗ < ∞ alors
lim
t↗T∗
‖u(t)‖H1 =∞. De meˆme, si T∗ <∞ alors lim
t↘−T∗
‖u(t)‖H1 =∞. Et pour toute paire admissible
(q, r), u ∈ Lqloc((−T∗, T ∗);W 1,r(RN )). De plus, si ϕ ∈ X alors u ∈ C((−T∗, T ∗);X) et u satisfait la
loi de transformation pseudo-conforme suivante. Pour tout t ∈ (−T∗, T ∗),
‖(x+ 2it∇)u(t)‖2L2 −
8λt2
α+ 2
‖u(t)‖α+2Lα+2 = ‖xϕ‖2L2 − 4λ
4−Nα
α+ 2
t∫
0
s‖u(s)‖α+2Lα+2ds.
Enfin, si λ 6 0, si α < 4N ou si ‖ϕ‖H1 est suffisamment petite, alors T ∗ = T∗ =∞ et ‖u‖L∞(R;H1) <∞
(Cazenave [19] ; Cazenave et Weissler [21, 23] ; Ginibre et Velo [33, 34, 35, 37, 38] ; Hayashi, Nakamitsu
et Tsutsumi [46] ; Kato [50, 51]). Pour des re´sultats de re´gularite´ de type Cn(RN ), on pourra consulter
Hayashi, Nakamitsu et Tsutsumi [44, 45] et pour d’autres non-line´arite´s, Ginibre et Velo [36]. On
rappelle aussi que si 0 < α 6 4N alors pour tout ϕ ∈ L2(RN ), il existe une unique solution maximale
u ∈ C((−T∗, T ∗);L2(RN ))∩Lqloc((−T∗, T ∗);Lα+2(RN )) de (1), ou` q = 4(α+2)Nα , qui satisfait e´galement
la loi de conservation de la masse ci-dessus. De plus, u ∈ Lqloc((−T∗, T ∗);Lr(RN )), pour toute paire
admissible (q, r). Enfin, si α < 4N alors T
∗ = T∗ =∞ (Cazenave et Weissler [22, 24], Tsutsumi [75]).
On rappelle e´galement les ine´galite´s de Strichartz et de Gagliardo-Nirenberg, souvent utilise´es dans
cette the`se.
4On dira que (q, r) est une paire admissible si l’on a les proprie´te´s suivantes.
(i) 2 6 r 6 2N
N − 2 (2 6 r <∞ si N = 2, 2 6 r 6∞ si N = 1),
(ii)
2
q
= N
(
1
2
− 1
r
)
.
Voici les ine´galite´s de Strichartz.
Pour tout ϕ ∈ L2(RN ) et pour toute paire admissible (q, r), l’application T : t 7−→ T (t)ϕ, de´finie
pour tout t ∈ R, ve´rifie T ∈ C(R;L2(RN )) ∩ Lq(R;Lr(RN )). De plus,
∀ϕ ∈ L2(RN ), ‖T ( . )ϕ‖Lq(R;Lr) 6 C‖ϕ‖L2 ,
ou` C = C(N, r).
Soient I un intervalle de R (borne´ ou non), J = I, t0 ∈ J , (γ, ρ) une paire admissible et soit
f ∈ Lγ′(I, Lρ′(RN )). Alors pour toute paire admissible (q, r), l’application
t 7−→ Tf (t) de´f=
t∫
t0
T (t− s)f(s)ds, pour t ∈ I,
ve´rifie Tf ∈ C(J, L2(RN )) ∩ Lq(I, Lr(RN )). De plus,
∀f ∈ Lγ′(I, Lρ′(RN )), ‖Tf‖Lq(I,Lr) 6 C‖f‖Lγ′ (I,Lρ′ ).
ou` C = C(N, r, ρ). On dira alors que Lq(I,Wm,r(RN )) est un espace de Strichartz (avec m ∈ {0; 1}).
Pour la de´monstration, voir Keel et Tao [55].
On rappelle maintenant les ine´galite´ de Gagliardo-Nirenberg.
Soient 2 6 p 6 r 6 2N
N − 2 (2 6 p 6 r < ∞ si N = 2, 2 6 p 6 r 6 ∞ si N = 1). Posons
a =
1
r
2N(r − p)
2N − p(N − 2) . Alors pour tout f ∈ H
1(RN ),
‖f‖Lr 6 C‖f‖1−aLp ‖∇f‖aL2 ,
ou` C = C(N, r, p).
Chapitre 1. Convergence vers les e´tats de diffusion
On fait les hypothe`ses suivantes.
λ ∈ R \ {0}, 2
N
< α <
4
N − 2 (2 < α <∞ si N = 1), ϕ ∈ X,
u ∈ C((−T∗, T ∗);X) est la solution associe´e de (1),
T ∗ =∞ et il existe u+ ∈ X tel que lim
t→∞ ‖T (−t)u(t)− u+‖X = 0.
(2)
On voudrait alors savoir si l’on a lim
t→∞ ‖u(t)− T (t)u+‖X = 0. Le re´sultat obtenu est le suivant.
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The´ore`me 0.1. On suppose que N 6 5. Sous les hypothe`ses (2), on a le re´sultat suivant.
1. (a) Si N 6 2 et si α > 4N alors limt→∞ ‖u(t)− T (t)u+‖X = 0.
(b) Si N > 3 et si α > 8N+2 alors limt→∞ ‖u(t)− T (t)u+‖X = 0.
2. (a) Si N = 1 et si α = 4 alors sup
t>0
‖u(t)− T (t)u+‖X <∞.
(b) Si N > 3 et si α = 8N+2 alors sup
t>0
‖u(t)− T (t)u+‖X <∞.
On de´finit le re´el suivant.
γ∗ =

α− 2
2
, si N = 1,
α(N + 2)− 4
4
, si N > 2.
(3)
A` l’aide des ine´galite´s de Strichartz et des estimations a priori obtenues a` partir de (2), on montre
la proposition suivante.
Proposition 0.2. Soit γ∗ de´fini par (3). Sous les hypothe`ses (2), on a les estimations suivantes.
1. Si N = 1 alors on a pour tout t > 0, ‖T (−t)u(t)− u+‖H1 6 Ct−γ∗ .
2. Si N = 2 alors on a pour tout γ < γ∗ et pour tout t > 0, ‖T (−t)u(t)− u+‖H1 6 Ct−γ .
3. Si N > 3 alors on a pour tout t > 0, ‖T (−t)u(t)− u+‖H1 6 Ct−γ∗ .
De celle-ci, on de´montre aise´ment le The´ore`me 0.1.
On remarque que le The´ore`me 0.1 est tre`s restrictif du point de vue de α et de la dimension d’espace
N. On peut reme´dier a` ceci de la fac¸on suivante. En faisant essentiellement des de´veloppements
asymptotiques au voisinage de l’infini sur les termes ‖xu(t)‖L2 et ‖xT (t)u+‖L2 , on montre que ces
deux quantite´s se compensent lorsque t −→∞.
The´ore`me 0.3. Sous les hypothe`ses (2), on a sup
t>0
| ‖u(t)‖X − ‖T (t)u+‖X | <∞.
Ensuite, on e´tudie la re´ciproque. On fait donc les hypothe`ses suivantes.
λ ∈ R \ {0}, 2
N
< α <
4
N − 2 (2 < α <∞ si N = 1), ϕ ∈ X,
u ∈ C((−T∗, T ∗);X) est la solution associe´e de (1),
T ∗ =∞ et il existe u+ ∈ X tel que lim
t→∞ ‖u(t)− T (t)u+‖X = 0.
(4)
On voudrait savoir si, sous ces hypothe`ses, on a lim
t→∞ ‖T (−t)u(t) − u+‖X = 0. Voici ce que l’on
obtient.
6The´ore`me 0.4. Soit α0 =
−(N−2)+√N2+12N+4
2N . Sous les hypothe`ses (4), on a le re´sultat suivant.
1. Si λ < 0 et si α > α0 (α > α0 si N = 2) alors lim
t→∞ ‖T (−t)u(t)− u+‖X = 0.
2. Si λ > 0 et si α >
4
N
alors lim
t→∞ ‖T (−t)u(t)− u+‖X = 0.
Pour de´montrer le The´ore`me 0.4, on commence par remarquer que l’hypothe`se (4) implique que
lim
t→∞ ‖u(t)‖Lα+2 = 0. De ceci, on montre qu’en fait u satisfait
∀t > 0, ‖u(t)‖Lα+2 6 Ct−
Nα
2(α+2) .
A l’aide de l’e´quation inte´grale ve´rifie´e par u et de cette dernie`re estimation, on de´montre facilement
le The´ore`me 0.4.
Bien entendu, tous ces re´sultats s’adaptent au cas t < 0.
Chapitre 2. Vitesse maximale de de´croissance
E´nonc¸ons le principal re´sultat pour les solutions a` valeurs dans X, dans le cas dissipatif. Dans le
cas attractif, on a un re´sultat similaire.
The´ore`me 0.5. Soient λ 6 0, 0 6 α < 4
N − 2 (0 6 α < ∞ si N = 1), soit ϕ ∈ H
1(RN ) et soit
u ∈ C(R;H1(RN )) l’unique solution associe´e de (1). Si α 6 4
N
alors on suppose de plus que ϕ ∈ X.
Si ϕ 6≡ 0 alors pour tout r ∈ [2,∞],
lim inf
t→±∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0, (5)
ou` l’on a utilise´ la convention ‖ψ‖Lr =∞ si ψ ∈ H1(RN ) et si ψ 6∈ Lr(RN ).
L’ide´e ge´ne´rale de la de´monstration est la suivante. Si (5) e´tait faux, alors pour un r > 2 satisfaisant
(N − 2)r < 2N et pour une suite tn n→∞−−−−→∞, on aurait
lim
n→∞ ‖v(tn)‖Lr = 0, (6)
ou` v est la transforme´e pseudo-conforme de u. Ensuite, a` partir des estimations sur v, on de´duit que
sup
n∈N
‖v(tn)‖Y <∞, si ϕ ∈ X,
lim
n→∞ ‖v(tn)− w‖L2 = 0, si α >
4
N
,
(7)
pour un w ∈ L2(RN ), ou` Y de´f= L2(RN ) ∩ L2(|x|2; dx). Ainsi, (6) et (7) impliquent que ϕ ≡ 0.
On peut remarquer que lorsque α > 4N , l’hypothe`se sur la donne´e initiale est optimale. Tandis que
si α 6 4N , on doit supposer cette dernie`re dans X. On peut re´duire cette condition, comme le montre
le the´ore`me suivant.
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The´ore`me 0.6. Soient λ ∈ R \ {0}, 4
N + 2
< α 6 4
N
(2 < α 6 4 si N = 1), soit ϕ ∈ L2(RN ) et soit
u ∈ C((−T∗, T ∗);L2(RN )) l’unique solution associe´e de (1). Si α = 4
N
alors on suppose de plus que
T ∗ =∞. Supposons que pour tout r ∈
[
2, 2NN−2
)
(r ∈ [2,∞) si N = 1),
∀t > 0, ‖u(t)‖Lr 6 C|t|−N( 12− 1r ). (8)
Alors on a pour tout r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0,
ou` l’on a utilise´ la convention ‖ψ‖Lr =∞ si ψ ∈ L2(RN ) et si ψ 6∈ Lr(RN ). On un re´sultat similaire
lorsque t −→ −∞ de`s que T∗ =∞.
La de´monstration repose encore sur la transformation pseudo-conforme. Graˆce a` l’hypothe`se (8),
on montre qu’il existe u+ ∈ L2(RN ) tel que lim
t→∞ ‖T (−t)u(t) − u+‖L2 = 0 ce qui implique, via la
transformation pseudo-conforme, le re´sultat.
Chapitre 3. Conditions ne´cessaires et conditions suffisantes d’exis-
tence globale
Dans ce chapitre, on conside`re l’e´quation (1) dans le cas attractif et surcritique. On fait donc les
hypothe`ses suivantes.
λ > 0,
4
N
< α <
4
N − 2 (4 < α <∞ si N = 1), ϕ ∈ H
1(RN ),
u ∈ C((−T∗, T ∗);H1(RN )) est la solution associe´e de (1).
(9)
On conside`re aussi l’e´quation aux de´rive´es partielles suivante.{
−∆R+R = |R|αR, dans RN ,
R ∈ H1(RN ;R), R 6≡ 0. (10)
On rappelle que si λ > 0, si α = 4N , si R est la solution fondamentale de (10) et si ϕ ∈ H1(RN )
ve´rifie ‖ϕ‖L2 < λ− 1α ‖R‖L2 , alors la solution associe´e u de (1) est globale en temps, c’est-a`-dire que,
T ∗ = T∗ =∞. De plus, ce crite`re est optimal (Weinstein [77, 78]). Pour le cas surcritique, on obtient
le re´sultat suivant.
8The´ore`me 0.7. Soient les hypothe`ses (9) et R la solution fondamentale de (10). On de´finit pour tout
a > 0, 
r∗(a) =
(
Nα
4− α(N − 2)
) Nα−4
2(4−α(N−2)) (
λ−
1
α ‖R‖L2
) 2α
4−α(N−2)
a−
Nα−4
4−α(N−2) ,
γ∗(a) =
(
Nα− 4
Nα
) Nα−4
2(4−α(N−2))
r∗(a).
1. Si ϕ ∈ H1(RN ) ve´rifie ‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2) alors T ∗ = T∗ =∞.
2. Pour tout a > 0 et pour tout b > 0 ve´rifiant a > r∗(b), il existe ϕa,b ∈ H1(RN ) avec ‖ϕa,b‖L2 = a
et ‖∇ϕa,b‖L2 = b telle que la solution associe´e ua,b ∈ C((−T∗, T ∗);H1(RN )) de (1) explose en
temps fini pour t < 0 et t > 0. Autrement dit, T∗ <∞ et T ∗ <∞.
Le The´ore`me 0.7 offre donc une condition ne´cessaire et une condition suffisante d’existence globale.
Cependant, comme γ∗ < r∗, on sait pas si l’une des deux conditions de 1 ou de 2 est optimale. On
remarquera tout de meˆme que γ∗
α↘ 4N−−−−→ λ− 1α ‖R‖L2 et r∗
α↘ 4N−−−−→ λ− 1α ‖R‖L2 . Par conse´quent, notre
re´sultat prolonge celui de Weinstein [77, 78]. De plus, comme pour le cas critique, on peut prendre
‖ϕ‖H1 aussi grande que l’on veut du moment que la condition 1 du The´ore`me 0.7 est satisfaite.
La de´monstration du 1 du The´ore`me 0.7 est simple. Comme pour le cas critique, on utilise la
conservation de l’e´nergie. Dans cette identite´, on applique une ine´galite´ de Gagliardo-Nirenberg avec
la meilleure constante ce qui donne le re´sultat voulu. Pour la de´monstration de 2, on utilise la me´thode
employe´e par Berestycki et Cazenave [7]. Ces derniers ont montre´ que la solution fondamentale R de
(10) est instable. En faisant des dilations et multiplications sur R, on obtient pour tout re´el ω > 0, la
solution fondamentale Rω de{
−∆Rω + ωRω = λ|Rω|αRω, dans RN ,
Rω ∈ H1(RN ;R), Rω 6≡ 0.
Puis, en faisant varier le parame`tre ω dans (0,∞), on remarque que Rω parcourt la ligne de niveau
‖Rω‖L2 = r∗(‖∇Rω‖L2). Sachant que Rω est instable pour tout ω > 0, on en de´duit 2. C’est aussi ce
qui est fait dans le cas critique mais la situation est plus simple car les solutions Rω ainsi construites ont
une e´nergie strictement ne´gative alors que notre cas, on doit construire des solutions de (1) explosant
en temps fini et dont l’e´nergie est strictement positive. En particulier, les re´sultats de Glassey [41] ne
s’appliquent pas.
En outre, on ame´liore aussi un re´sultat de condition suffisante d’explosion en temps fini. Il est
bien connu que toute solution d’e´nergie strictement ne´gative explose en temps fini, pourvu qu’elle
appartienne a` l’espace X ou bien qu’elle soit a` syme´trie radiale (Glassey [41], Ogawa et Tsutsumi
introduction 9
[68] ; a` cet effet, on pourra consulter Martel [59] pour des hypothe`ses moins restrictives sur la donne´e
initiale). On a le´ge`rement re´duit cette hypothe`se en montrant que le re´sultat restait vrai pour toute
solution non triviale d’e´nergie nulle.
The´ore`me 0.8. Soient les hypothe`ses (9). On suppose que l’une des trois conditions est satisfaite.
(ϕ ∈ X) ou bien (N > 3 et ϕ est a` syme´trie sphe´rique) ou bien (N = 2, 2 < α 6 4 et ϕ est a` syme´trie
sphe´rique). Si ϕ 6≡ 0 et si E(ϕ) 6 0 alors T∗ <∞ et T ∗ <∞.
La de´monstration repose toujours sur une identite´ de type virielle.
Chapitre 4. Simplification d’une de´monstration de the´orie de
la diffusion en dimension d’espace N 6 2
Dans ce chapitre, il est question de simplifier la de´monstration du re´sultat obtenu par Kenji
Nakanishi dans [62] dans le cas dissipatif. Soient les hypothe`ses suivantes.
λ < 0, 0 < α <
4
N − 2 (0 < α <∞ si N = 1), ϕ ∈ H
1(RN ),
u ∈ C(R;H1(RN )) est la solution associe´e de (1).
(11)
The´ore`me (Kenji Nakanishi). Soient les hypothe`ses (11). On suppose de plus que N 6 2 et que
α >
4
N
. Alors il existe u+ ∈ H1(RN ) et u− ∈ H1(RN ) tels que T (−t)u(t) H
1(RN )−−−−−→
t→±∞ u±.
Pour cela, il lui a suffit de de´montrer le re´sultat suivant.
Proposition (Kenji Nakanishi). Soient les hypothe`ses (11). On suppose de plus que N 6 2 et
α >
4
N
. On pose a =
α(N + 2)
2
. Alors u ∈ La(R;La(RN )).
Dans ce chapitre, on verra comment Kenji Nakanishi proce`de pour de´montrer sa proposition, qui
s’effectue par re´currence sur la taille de ET (ϕ)
de´f= 2E(ϕ) + ‖ϕ‖2L2 . On cite ici l’un de ses lemmes
car son re´sultat s’e´tend au cas critique, apre`s en avoir le´ge`rement modifie´ l’e´nonce´. Ceci a permis
d’obtenir un re´sultat sur le comportement asymptotique des solutions lorsque α = 4N .
Lemme. On se donne les hypothe`ses (11) et on suppose que α > 4
N
. Soit (γ, ρ) la paire admissible
telle que ρ = α + 2. Soient w0 ∈ H1(RN ) et w solution de (1) avec w(0) = w0. On suppose que
ϕ = w0 + v0. Si w ∈ L
γα
γ−2 (R;Lρ(RN )) alors il existe η > 0 tel que si ‖v0‖L2 6 η on a
u ∈ Lq(R;W 1,r(RN )) ∩ L γαγ−2 (R;Lρ(RN )),
pour toute paire admissible (q, r).
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A` l’origine ce lemme n’a pas e´te´ e´tabli pour α = 4N . Graˆce a` cette extension, on a pu en de´duire
le corollaire suivant.
Corollaire 0.9. On se donne les hypothe`ses (11) et on suppose que α =
4
N
. Pour tout ε > 0, il existe
ψ ∈ H1(RN ) \Xrad avec ‖ϕ − ψ‖H1 < ε telle que v ∈ Lq(R;W 1,r(RN )), pour toute paire admissible
(q, r), ou` v de´signe la solution de (1) de donne´e initiale ψ. De plus, il existe v+ ∈ H1(RN ) tel que
lim
t→∞ ‖T (−t)v(t)− v+‖H1 = 0.
Pour de´montrer le Lemme de Nakanishi, on a besoin d’un re´sultat de de´pendance continue dans
L2(RN ) pour les solutions a` valeurs dans H1(RN ).
The´ore`me 0.10. Soient les hypothe`ses (11). Pour ϕn ∈ H1(RN ), on note un la solution de (1) telle
que un(0) = ϕn. Si ϕn
L2(RN )−−−−−→
n→∞ ϕ et si supn∈N
‖ϕn‖H1 <∞ alors pour tout intervalle borne´ [−S, T ] ⊂ R,
un
C([−S,T ];L2(RN ))−−−−−−−−−−−−→
n−→∞ u.
Remarquons au passage que lorsqu’une solution posse`de un e´tat de diffusion, cela signifie qu’elle
se comporte “tre`s bien” au voisinage de l’infini. Cela a` une conse´quence sur la de´pendance continue
par rapport a` la donne´e initiale, comme le montre le corollaire suivant.
Corollaire 0.11. Soient les hypothe`ses (11). On suppose de plus que α >
4
N
. Pour ϕn ∈ H1(RN ),
on note un la solution de (1) telle que un(0) = ϕn.
Si lim
n→∞ ‖ϕ− ϕn‖H1(RN ) = 0 alors limn→∞ ‖u− un‖Lq(R;W 1,r) = 0,
pour toute paire admissible (q, r) (avec r < 2NN−2 si N > 3). En particulier,
lim
n→∞ supt∈R
‖u(t)− un(t)‖H1(RN ) = 0.
Enfin, en faisant une hypothe`se supple´mentaire de syme´trie sphe´rique, on peut obtenir facilement
le comportement asymptotique suivant.
The´ore`me 0.12. Soient les hypothe`ses (11). On suppose de plus que N > 3. Si ϕ est a` syme´trie
sphe´rique alors u ∈ Lp0(R;Lα+2(RN )), ou` p0 = α(N−1)+2α(N−1) (α+ 2). En particulier, si α 6 2N N−2N−1 alors
u ∈ Lq(R;Lr(RN )), pour toute paire admissible (q, r) telle que 2 6 r 6 α+ 2.
Le The´ore`me 0.10, qui sert dans la simplification de la Proposition de Nakanishi, se de´montre
simplement a` partir des ine´galite´s de Strichartz. Le Corollaire 0.11 se de´duit du The´ore`me de Nakanishi
et de la the´orie de la diffusion dans le cas dissipatif (Ginibre et Velo [39], Nakanishi [62, 63]). Quant au
The´ore`me 0.12, il se montre en utilisant les proprie´te´s des fonctions de H1(RN ) a` syme´trie sphe´rique
et de l’ine´galite´ de Morawetz (Morawetz et Strauss [61]).
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Chapitre 5. Re´gularite´ de certaines solutions auto-similaires
Le principal re´sultat de ce chapitre est le suivant.
The´ore`me 0.13. Soient λ ∈ R \ {0}, 4
N
< α <
4
N − 2 (4 < α < ∞ si N = 1), p ∈ C tel
que Re(p) = 2α et u est une solution auto-similaire positivement globale de (1) de donne´e initiale
ϕ ∈ S ′(RN ) et de profil f ∈ Lα+2(RN ). On pose 2∗ = 2NN−2 si N > 3, 2∗ n’importe quel re´el dans
l’intervalle [α + 2,∞) si N = 2 et 2∗ = ∞ si N = 1. Si T (1)ϕ ∈ L2∗(RN ) alors pour tout t > 0,
u(t) ∈ L2∗(RN )∩C2(RN ). En particulier, pour tout r ∈ [α+2, 2∗] avec r <∞, u ∈ C((0,∞);Lr(RN )).
Le re´sultat suivant montre que de telles situations existent.
Corollaire 0.14. Soient λ ∈ R \ {0}, 4
N
< α <
4
N − 2 (4 < α < ∞ si N = 1), p ∈ C tel que
Re(p) = 2α et ϕ une combinaison line´aire finie de fonctions de la forme Pk(x)|x|−(p+k), ou` Pk est
un polynoˆme harmonique homoge`ne de degre´ k (y compris k = 0). On suppose que ‖T (1)ϕ‖Lα+2 est
suffisamment petite, de sorte qu’il existe une unique solution auto-similaire u de (1) de donne´e initiale
ϕ. On pose 2∗ = 2NN−2 si N > 3, 2∗ n’importe quel re´el dans l’intervalle [α+2,∞) si N = 2 et 2∗ =∞
si N = 1. Alors pour tout t > 0, u(t) ∈ L2∗(RN ) ∩ C2(RN ). En particulier, pour tout r ∈ [α + 2, 2∗]
avec r <∞, u ∈ C((0,∞);Lr(RN )).
Notons que le The´ore`me 0.13 signifie que toute information d’inte´gration sur l’e´quation line´aire
de Schro¨dinger se transmet, en partie, sur l’e´quation non-line´aire. La de´monstration de ces re´sultats
est une conse´quence directe des ine´galite´s de Strichartz.
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Abstract
In this paper, we consider global solutions of the nonlinear Schro¨dinger equation iut +∆u+ λ|u|αu = 0,
in RN , with λ ∈ R, α ∈ (0, 4
N−2 ) (α ∈ (0,∞) if N = 1) and u(0) ∈ X, where X = H1(RN ) ∩ L2(|x|2; dx).
We show that, under suitable conditions, if the solution u satisfies e−it∆u(t)− u± → 0 in X as t→ ±∞ then
u(t)− eit∆u± → 0 in X as t→ ±∞. We also study the converse. Finally, we estimate | ‖u(t)‖X −‖eit∆u±‖X |
under some less restrictive assumptions.
1.1 Introduction and notations
We consider the following Cauchy problem,i
∂u
∂t
+∆u+ λ|u|αu = 0, (t, x) ∈ (−T∗, T ∗)× RN ,
u(0) = ϕ, in RN ,
(1.1.1)
where λ ∈ R, 0 6 α < 4
N − 2 (0 6 α <∞ if N = 1) and ϕ a given initial data.
It is well-known that if λ < 0, α >
4
N
and ϕ ∈ H1(RN ), then there exists u± ∈ H1(RN ) such that
lim
t→±∞ ‖e
−it∆u(t)−u±‖H1 = 0 (Ginibre and Velo [39], Nakanishi [62, 63]). Since (eit∆)t∈R is an isometry
on H1(RN ), we also have lim
t→±∞ ‖u(t)− e
it∆u±‖H1 = 0. Furthermore, if α > −(N−2)+
√
N2+12N+4
2N and
if ϕ ∈ X ≡ H1(RN ) ∩ L2(|x|2; dx), then there exist u± ∈ X such that lim
t→±∞ ‖e
−it∆u(t) − u±‖X = 0
(Tsutsumi [74]). The same result holds without assumption on the λ’s sign if the initial data is small
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enough in X and if α >
4
N + 2
(Cazenave and Weissler [25]). Note that to have these limits, we
have to make a necessary assumption on α (Barab [3], Strauss [70, 72], Tsutsumi and Yajima [76]),
2
N
< α <
4
N − 2 (2 < α <∞ if N = 1).
The purpose of this paper is to study the asymptotic behavior of ‖u(t) − eit∆u±‖X under the
assumption lim
t→±∞ ‖e
−it∆u(t)− u±‖X = 0, and the converse. In the linear case (i.e. : λ = 0) or if the
initial data is 0, the answer is trivial since e−it∆u(t) − u± ≡ u(t) − eit∆u± ≡ 0, for all t ∈ R. Since
(eit∆)t∈R is an isometry on H1(RN ), the equivalence on H1(RN ) is trivial. But (eit∆)t∈R is not an
isometry on X and so it is natural to wonder whether or not we have lim
t→±∞ ‖u(t) − e
it∆u±‖X = 0
when lim
t→±∞ ‖e
−it∆u(t)− u±‖X = 0 and conversely.
This paper is organized as follows. In Section 1.2, we give the main results. In Section 1.3, we es-
tablish some a priori estimates. In Section 1.4, we prove Theorems 1.2.1, 1.2.4, 1.2.5 and Proposition
1.2.8. In Section 1.5, we prove Theorem 1.2.10.
Before closing this section, we give some notations which will be used throughout this paper and
we recall some properties of the solutions of the nonlinear Schro¨dinger equation.
z is the conjugate of the complex number z; Re z and Im z are respectively the real and imaginary
part of the complex number z; ∆ =
N∑
j=1
∂2
∂x2j
; for 1 6 p 6∞, p′ is the conjugate of the real number p de-
fined by 1p+
1
p′ = 1 and L
p = Lp(RN ) = Lp(RN ;C) with norm ‖.‖Lp ;H1 = H1(RN ) = H1(RN ;C) with
norm ‖ . ‖H1 ; for all (f, g) ∈ L2 × L2, (f, g) = Re
∫
RN
f(x)g(x)dx; X =
{
ψ ∈ H1(RN ;C); ‖ψ‖X <∞
}
with norm ‖ψ‖2X = ‖ψ‖2H1(RN ) +
∫
RN
|x|2|ψ(x)|2dx; (T (t))t∈R is the group of isometries (eit∆)t∈R ge-
nerated by i∆ on L2(RN ;C); C are auxiliary positive constants and C(a1, a2, . . . , an) indicates that
the constant C depends only on parameters a1, a2, . . . , an and that the dependence is continuous.
It is well-known that for every ϕ ∈ X, (1.1.1) has a unique solution u ∈ C((−T∗, T ∗);X) which
satisfies the conservation of charge and energy, that is for all t ∈ (−T∗, T ∗), ‖u(t)‖L2 = ‖ϕ‖L2 and
E(u(t)) = E(ϕ) def= 12‖∇ϕ‖2L2 − λα+2‖ϕ‖α+2Lα+2 . Moreover, if λ 6 0, if α < 4N or if ‖ϕ‖H1 is small
enough then T ∗ = T∗ = ∞ and ‖u‖L∞(R;H1) < ∞ (see for example Cazenave [19], Ginibre and Velo
[33, 34, 35, 38], Kato [50]).
Definition 1.1.1. We say that (q, r) is an admissible pair if the following holds.
(i) 2 6 r 6 2NN−2 (2 6 r <∞ if N = 2, 2 6 r 6∞ if N = 1),
(ii) 2q = N
(
1
2 − 1r
)
.
Note that in this case 2 6 q 6∞ and q = 4r
N(r − 2) .
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Definition 1.1.2. We say that a solution u ∈ C((−T∗, T ∗);X) of (1.1.1) has a scattering state u+
at +∞ (respectively u− at −∞) if T ∗ =∞ and if u+ ∈ X is such that lim
t→∞ ‖T (−t)u(t)− u+‖X = 0
(respectively if T∗ =∞ and if u− ∈ X is such that lim
t→−∞ ‖T (−t)u(t)− u−‖X = 0).
We recall the Strichartz’ estimates. Let I ⊆ R, be an interval, let t0 ∈ I, let (q, r) and (γ, ρ)
be two admissible pairs, let ϕ ∈ L2(RN ) and let f ∈ Lγ′(I;Lρ′(RN )). Then the following integral
equation defined for all t ∈ I, u(t) = T (t)ϕ + i
∫ t
t0
T (t − s)f(s)ds, satisfies the following inequality
‖u‖Lq(I,Lr) 6 C0‖ϕ‖L2+C1‖f‖Lγ′ (I;Lρ′ ), where C0 = C0(N, r) and C1 = C1(N, r, ρ). For more details,
see Keel and Tao [55].
1.2 The main results
Theorem 1.2.1. Let λ 6= 0, 2
N
< α <
4
N − 2 (2 < α <∞ if N = 1), ϕ ∈ X and let u be the solution
of (1.1.1) such that u(0) = ϕ. We assume that u has a scattering state u± at ±∞ (see Definition
1.1.2). Then the following holds.
1. (a) If N 6 2 and if α > 4
N
then lim
t→±∞ ‖u(t)− T (t)u±‖X = 0.
(b) If 3 6 N 6 5 and if α > 8
N + 2
then lim
t→±∞ ‖u(t)− T (t)u±‖X = 0.
2. If N = 1 and α = 4 or if 3 6 N 6 5 and α = 8
N + 2
then we have,
sup
t>0
‖u(t)− T (t)u+‖X <∞ and sup
t60
‖u(t)− T (t)u−‖X <∞.
Remark 1.2.2. Remark that in Theorem 1.2.1, no hypothesis on the λ′ s sign is made.
Remark 1.2.3. N ∈ {3, 4, 5} =⇒ 4
N
<
8
N + 2
<
6
N
<
4
N − 2 .
N > 6 =⇒ 4
N − 2 6
8
N + 2
.
Despite the fact we do not know if lim
t→±∞ ‖u(t) − T (t)u±‖X = 0 when α 6
8
N + 2
(α 6 4/N if
N 6 2) or when N > 6, we can give an estimate of the difference of the norms, as shows the following
theorem, without any restriction on the dimension space N and on α (except α > 2N ). Since under the
scattering state assumption we always have lim
t→±∞ ‖u(t)− T (t)u±‖H1 = 0, it is sufficient to estimate
| ‖xu(t)‖L2 − ‖xT (t)u±‖L2 | as t −→ ±∞.
Theorem 1.2.4. Let λ < 0,
2
N
< α <
4
N − 2 (2 < α < ∞ if N = 1), ϕ ∈ X and let u be the
associated solution of (1.1.1). Assume that u has a scattering state u± at ±∞ (see Definition 1.1.2).
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We define for all t ∈ R, A±(t) = ‖xu(t)‖L2 − ‖xT (t)u±‖L2 and h(t) = ‖xu(t)‖2L2 . Then we have the
following result.
sup
t>0
| ‖u(t)‖X − ‖T (t)u+‖X | <∞ and sup
t60
| ‖u(t)‖X − ‖T (t)u−‖X | <∞,
with the following estimates.
1. If α <
4
N
then − C‖∇u±‖L2 6 lim inft→±∞ A±(t) 6 lim supt→±∞ A±(t) 6 ±
h′(0) + 4(xu±, i∇u±)
4‖∇u±‖L2 .
2. If α >
4
N
then ±h
′(0) + 4(xu±, i∇u±)
4‖∇u±‖L2 6 lim inft→±∞ A±(t) 6 lim supt→±∞ A±(t) 6
C
‖∇u±‖L2 .
3. If α =
4
N
then lim
t→±∞A±(t) = ±
h′(0) + 4(xu±, i∇u±)
4‖∇u±‖L2 .
Furthermore, h′(0) = 4Im
∫
RN
ϕ(x)x.∇ϕ(x)dx and C = C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ).
Theorem 1.2.5. Let λ > 0,
2
N
< α <
4
N − 2 (2 < α < ∞ if N = 1), ϕ ∈ X and let u be the
associated solution of (1.1.1). Assume that u has a scattering state u± at ±∞ (see Definition 1.1.2).
We define for all t ∈ R, A±(t) = ‖xu(t)‖L2 − ‖xT (t)u±‖L2 and h(t) = ‖xu(t)‖2L2 . Then we have the
following result.
sup
t>0
| ‖u(t)‖X − ‖T (t)u+‖X | <∞ and sup
t60
| ‖u(t)‖X − ‖T (t)u−‖X | <∞,
with the following estimates.
1. If α <
4
N
then ±h
′(0) + 4(xu±, i∇u±)
4‖∇u±‖L2 6 lim inft→±∞ A±(t) 6 lim supt→±∞ A±(t) 6
C
‖∇u±‖L2 .
2. If α >
4
N
then − C‖∇u±‖L2 6 lim inft→±∞ A±(t) 6 lim supt→±∞ A±(t) 6 ±
h′(0) + 4(xu±, i∇u±)
4‖∇u±‖L2 .
3. If α =
4
N
then lim
t→±∞A±(t) = ±
h′(0) + 4(xu±, i∇u±)
4‖∇u±‖L2 .
Furthermore, h′(0) = 4Im
∫
RN
ϕ(x)x.∇ϕ(x)dx and C = C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ).
Remark 1.2.6. By Theorem 1.2.1 and 2 of Theorems 1.2.4 and 1.2.5, if α >
4
N
when N 6 2 or if
α >
8
N + 2
when N ∈ {3, 4, 5}, we have
Im
∫
RN
u−(x)x.∇u−(x)dx 6 Im
∫
RN
ϕ(x)x.∇ϕ(x)dx 6 Im
∫
RN
u+(x)x.∇u+(x)dx, if λ < 0,
Im
∫
RN
u+(x)x.∇u+(x)dx 6 Im
∫
RN
ϕ(x)x.∇ϕ(x)dx 6 Im
∫
RN
u−(x)x.∇u−(x)dx, if λ > 0.
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Remark 1.2.7. If ϕ ∈ H1(RN ;C) satisfies ϕ ≡ aψ with ψ ∈ H1(RN ;R) and a ∈ C, then we have
h′(0) ≡ d
dt
‖xu(t)‖2L2|t=0 ≡ 4Im
∫
RN
ϕ(x)x.∇ϕ(x)dx = 0.
The following proposition offers others estimates.
Proposition 1.2.8. Let λ 6= 0, 2
N
< α <
4
N − 2 (2 < α < ∞ if N = 1), ϕ ∈ X and let u be the
solution of (1.1.1) such that u(0) = ϕ. Assume that u has a scattering state u± at ±∞. Then the
following estimates hold.
1. If λ < 0, lim sup
t→±∞
(‖xu(t)‖L2 − ‖xT (t)u±‖L2) 6 ‖xu±‖L
2‖∇u±‖L2 ± (xu±, i∇u±)
‖∇u±‖L2 .
2. If λ > 0, lim inf
t→±∞ (‖xu(t)‖L2 − ‖xT (t)u±‖L2) > −
‖xu±‖L2‖∇u±‖L2 ∓ (xu±, i∇u+)
‖∇u±‖L2 .
Remark 1.2.9. By 3 of Theorems 1.2.4 and 1.2.5 and by Proposition 1.2.8, if α =
4
N
then we have,
−‖xu−‖L2‖∇u−‖L2 6 14
d
dt
‖xu(t)‖2L2|t=0 6 ‖xu+‖L2‖∇u+‖L2 , if λ < 0,
−‖xu+‖L2‖∇u+‖L2 6 14
d
dt
‖xu(t)‖2L2|t=0 6 ‖xu−‖L2‖∇u−‖L2 , if λ > 0.
Now we give the result concerning the converse.
Theorem 1.2.10. Let λ 6= 0, 2
N
< α <
4
N − 2 (2 < α <∞ if N = 1), ϕ ∈ X and u be the associated
solution of (1.1.1). Assume that u is global in time and there exists u+ ∈ X and u− ∈ X such that
lim
t→±∞ ‖u(t) − T (t)u±‖X = 0. Let α0 =
−(N − 2) +√N2 + 12N + 4
2N
. Then, we have the following
result.
1. If λ < 0 and if α > α0 (α > α0 if N = 2) then lim
t→±∞ ‖T (−t)u(t)− u±‖X = 0.
2. If λ > 0 and if α >
4
N
then lim
t→±∞ ‖T (−t)u(t)− u±‖X = 0.
3. If α >
4
N + 2
and if ‖ϕ‖X is small enough then lim
t→±∞ ‖T (−t)u(t)− u±‖X = 0.
Remark 1.2.11. Note that in the case 2, no hypothesis on the ‖ϕ‖X ’ s size is made.
Remark 1.2.12. Assume there exists u±, v± ∈ X such that lim
t→±∞ ‖T (−t)u(t) − u±‖X = 0 and
lim
t→±∞ ‖u(t)− T (t)v±‖X = 0. Then we have, u+ = v+ and u− = v−. Indeed, since X ↪→ L
2(RN ) and
T (t) is an isometry on L2(RN ), we have lim
t→±∞ ‖T (−t)u(t)− u±‖L2 = limt→±∞ ‖T (−t)u(t)− v±‖L2 = 0.
Hence the result.
Remark 1.2.13. α0 ∈
(
4
N+2 ,
4
N
)
(α0 ∈
(
2
N ,
4
N
)
if N = 1).
18 Communications in Contemporary Mathematics, Vol. 3, No. 3 (2001) 403–418
1.3 A priori estimates
Throughout this section, we make the following assumptions.λ 6= 0,
2
N
< α <
4
N − 2 (2 < α <∞) if N = 1), ϕ ∈ X, u ∈ C(R;X) is the
associated solution of (1.1.1) and has a scattering state u± ∈ X at ±∞.
(1.3.1)
We define the following real.
γ∗ =

Nα− 2
2
, if N = 1,
α(N + 2)− 4
4
, if N > 2.
(1.3.2)
Proposition 1.3.1. Assume u satisfies (1.3.1) (we can suppose instead of u has a scattering state
that we only have sup
t∈R
‖T (−t)u(t)‖X < ∞). Let (q, r) be an admissible pair (see Definition 1.1.1).
Then the following holds.
1. For all t 6= 0, ‖u(t)‖Lr 6 C|t|− 2q , where C = C(sup
t∈R
‖T (−t)u(t)‖X , N, r).
2. If furthermore α >
4
N + 2
then u ∈ Lq(R;W 1,r(RN )).
Proof. We follow the method of Cazenave [19] (see Theorem 7.2.1 and Corollary 7.2.4). We set
w(t, x) = e−i
|x|2
4t u(t, x) and f(u) = λ|u|αu. We already know that for every admissible pair (q, r),
u ∈ Lqloc(R;W 1,r(RN )) (see for example Cazenave [19] ; Theorem 5.3.1 and Remark 5.3). We only
prove the case t > 0, the case t < 0 following by applying the result for t > 0 to u(−t) solution of
(1.1.1) with initial value ϕ. We proceed in 2 steps.
Step 1. ‖u(t)‖Lr 6 C(sup
t∈R
‖T (−t)u(t)‖X , N, r)|t|− 2q , for every admissible pair (q, r) and for all t 6= 0.
We have ‖xT (−t)u(t)‖L2 = ‖(x+2it∇)u(t)‖L2 6 C.Moreover, (x+2it∇)u(t, x) = 2ite−i
|x|2
4t ∇w(t, x).
Using the Gagliardo-Nirenberg’s inequality, we obtain
‖u(t)‖Lr ≡ ‖w(t)‖Lr 6 C‖∇w(t)‖N(
1
2− 1r )
L2 ‖w(t)‖
1−N( 12− 1r )
L2
6 C
(‖(x+ 2it∇)u(t)‖L2 |t|−1)N( 12− 1r )
6 C|t|−N( 12− 1r ).
Hence the result.
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Step 2. u ∈ Lq(R;W 1,r(RN )) for every admissible pair (q, r).
By the Strichartz’ estimates and by Ho¨lder’s inequality (applying twice), we have
‖f(u)‖Lq′ ((0,∞);W 1,r′ ) 6 C
(
‖u‖
L
qα
q−2 ((0,1);L
rα
r−2 )
+ ‖u‖
L
qα
q−2 ((1,∞);L
rα
r−2 )
)α
‖u‖Lq((0,∞);W 1,r), (1.3.3)
‖u‖Lq((S,∞);W 1,r) 6 C + C‖u‖α
L
qα
q−2 ((S,∞);L
rα
r−2 )
‖u‖Lq((S,∞);W 1,r), (1.3.4)
for all S > 0 and for every admissible pair (q, r).
Case N >3. We set r = 4N2N−α(N−2) . Since α ∈
(
0, 4N−2
)
, we have r ∈
(
2, 2NN−2
)
. So we can take q
such that (q, r) is an admissible pair. For this choice of r, we have rαr−2 =
2N
N−2 and
q
q−2 =
4
4−α(N−2) .
By (1.3.4) and the first step we have for all S > 0,
‖u‖Lq((S,∞);W 1,r) 6 C + C
(∫ ∞
S
t−
4α
4−α(N−2) dt
) q−2
q
‖u‖Lq((S,∞);W 1,r).
And
4α
4− α(N − 2) > 1 ⇐⇒ α >
4
N + 2
. Thus, there exists S0 > 0 large enough such that
C
(∫ ∞
S0
t−
4α
4−α(N−2) dt
) q
q−2
6 1
2
,
and then,
‖u‖Lq((S0,∞);W 1,r) 6 2C.
For this choice of (q, r), we deduce from (1.3.3) that ‖f(u)‖Lq′ ((0,∞);W 1,r′ ) <∞. Hence the result for
every admissible pair by the Strichartz’ estimates.
Case N=2. Since α > 1 is fixed, we take r > 2 sufficiently close to 2 to have α >
2(r − 1)
r
. So, in
particular,
rα
r − 2 > 2. Moreover,
q
q − 2 =
r
2
where q is such that (q, r) is an admissible pair. So by
Ho¨lder’s inequality (twice), (1.3.4) and the first step, we have for all S > 0,
‖u‖Lq((S,∞);W 1,r) 6 C + C
(∫ ∞
S
t−
rα−2(r−2)
2 dt
) 2
r
‖u‖Lq((S,∞);W 1,r).
And
rα− 2(r − 2)
2
> 1 ⇐⇒ α > 2(r − 1)
r
. And we conclude exactly as the case N > 3.
Case N=1. We take (1.3.3) with the admissible pair (∞, 2) and apply the first step. So,
‖f(u)‖L1((0,∞);H1) 6 C
(‖u‖Lα((0,1);L∞) + ‖u‖Lα((1,∞);L∞))α ‖u‖L∞((0,∞);H1)
6 C + C‖u‖αLα((1,∞),L∞) 6 C + C
∞∫
1
t−
α
2 dt <∞.
Hence the result for every admissible pair by the Strichartz’ estimates.
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Remark 1.3.2. We set v(t, x) = (x + 2it∇)u(t, x). In the same way as the above proof, we can
show under the assumptions of Proposition 1.3.1 that if α >
4
N + 2
, then for every admissible pair
(q, r), v ∈ Lq(R;Lr(RN )) (follow the step 2 of the proof of Corollary 7.2.4 of Cazenave [19] ; consider
separately the three cases N = 1, N = 2, N > 3 and replace the admissible pairs therein by the proof
of Proposition 1.3.1 one).
Proposition 1.3.3. Let γ∗ be defined by (1.3.2). Assume u satisfies (1.3.1) and α >
4
N + 2
. Then,
the following estimates hold.
1. If N = 1 then for all t 6= 0 we have ‖T (−t)u(t)− u±‖H1 6 C|t|−γ∗ .
2. If N = 2 then for all t 6= 0 and for any γ < γ∗, we have ‖T (−t)u(t)− u±‖H1 6 C|t|−γ .
3. If N > 3 then for all t 6= 0 we have ‖T (−t)u(t)− u±‖H1 6 C|t|−γ∗ .
Proof. Denote f(u) = λ|u|αu. We only prove the case t > 0, the case t < 0 following by applying the
result for t > 0 to v(t) = u(−t) solution of (1.1.1) with v(0) = ϕ. In this case, v+ = u− and the result
follows. By applying the Strichartz’ estimates and Ho¨lder’s inequality (twice), we have
‖u(t)− T (t)u+‖H1 6 C‖f(u)‖Lq′ (t,∞);W 1,r′ ) 6 C‖u‖α
L
qα
q−2 ((t,∞);L
rα
r−2 )
‖u‖Lq(R;W 1,r),
for every admissible pair (q, r) and for all t > 0. Thus, by Proposition 1.3.1, 2, we have
‖u(t)− T (t)u+‖H1 6 C‖u‖α
L
qα
q−2 ((t,∞);L
rα
r−2 )
,
for every admissible pair (q, r) and for all t > 0.
Now, we conclude by the same way than for the step 2 of the proof of Proposition 1.3.1, using 1 of
this proposition, considering separately the three cases N = 1, N = 2, N > 3, and using the same
admissible pairs. This achieves the proof.
1.4 Proof of Theorems 1.2.1, 1.2.4, 1.2.5 and Proposition 1.2.8
Throughout this section, we assume that u satisfies (1.3.1).
Proof of Theorem 1.2.1. Since lim
t→±∞ ‖T (−t)u(t) − u±‖X = 0 and T (t) is an isometry on H
1, we
have lim
t→±∞ ‖u(t)−T (t)u±‖H1 = 0. Thus, it is sufficient to prove that limt→±∞ ‖xu(t)−xT (t)u±‖L2 = 0
to obtain 1 and that sup
t>0
‖xu(t) − xT (t)u+‖L2 < ∞ and sup
t60
‖xu(t) − xT (t)u−‖L2 < ∞ to obtain 2.
Suppose that the result is proved for t > 0. Then we apply it to v(t) = u(−t) solution of (1.1.1)
with initial data v(0) = ϕ. Then v+ = u− is the scattering state at +∞ of u(−t). And using the
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identity T (t)ψ = T (−t)ψ which holds for all t ∈ R and for every ψ ∈ L2, we obtain the result for
t < 0. So to conclude, it is sufficient to prove that lim
t→∞ ‖xu(t) − xT (t)u+‖L2 = 0 to obtain 1 and
sup
t>0
‖xu(t)− xT (t)u+‖L2 <∞ to obtain 2. We have
xu(t)− xT (t)u+ = xu(t)− T (t)xu+ + 2itT (t)∇u+
= xu(t) + 2it∇u(t)− T (t)xu+ + 2itT (t)∇u+ − 2it∇u(t)
= T (t) [(xT (−t)u(t)− xu+) + 2it(∇u+ − T (−t)∇u(t))] ,
for all t > 0. With Proposition 1.3.3, we obtain
‖xu(t)− xT (t)u+‖L2 6 ‖xT (−t)u(t)− xu+‖L2 + 2t‖T (−t)∇u(t)−∇u+‖L2
6 ‖xT (−t)u(t)− xu+‖L2 + Ct−(γ−1),
for all t > 0 and for all γ ∈ (0, γ∗] if N 6= 2 and for all γ ∈ (0, γ∗) if N = 2, where γ∗ is defined by
(1.3.2). And by assumption, lim
t→∞ ‖xT (−t)u(t)− xu+‖L2 = 0 and γ
∗− 1 > 0 if and only if α > 8N+2 if
N > 3 and α > 4N if N 6 2. Thus, in the above expression, it is sufficient to choose γ = γ∗ if N 6= 2,
and γ ∈ (0, γ∗) close enough to γ∗ if N = 2. Hence the result.
Remark 1.4.1. Since we do not have the estimate 2 of Proposition 1.3.3 for γ = γ∗, we do not know
whether or not sup
t>0
‖u(t)− T (t)u+‖X <∞ and sup
t60
‖u(t)− T (t)u−‖X <∞ when N = 2 and α = 4
N
.
We define the following function h by
∀t ∈ (−T∗, T ∗), h(t) = ‖xu(t)‖2L2 . (1.4.1)
Lemma 1.4.2. Let u satisfying (1.3.1) and let h be defined by (1.4.1). Then h ∈ C2(R), and we have
∀t ∈ R,

h′(t) = 4Im
∫
RN
u(t, x)x.∇u(t, x)dx,
h′′(t) = 2Nα‖∇u+‖2L2 − 2(Nα− 4)‖∇u(t)‖2L2 .
Furthermore, if λ < 0,
∀t ∈ R, ‖∇u(t)‖L2 6 ‖∇u+‖L2 , (1.4.2)
and if λ > 0,
∀t ∈ R, ‖∇u(t)‖L2 > ‖∇u+‖L2 . (1.4.3)
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Proof. See Ginibre and Velo [35] or Cazenave [19], Proposition 6.4.2 to have h ∈ C2(R), the expression
of h′ and ∀t ∈ R, h′′(t) = 4NαE(ϕ) − 2(Nα − 4)‖∇u(t)‖2L2 . Furthermore, using the conservation of
energy and lim
t→±∞ ‖u(t)‖Lα+2 = 0 (Proposition 1.3.1), we obtain ‖∇u+‖
2
L2 = 2E(ϕ).Which gives, with
the above identity, the desired expression of h′′. Finally, with the equality ‖∇u+‖2L2 = 2E(ϕ) and the
conservation of energy, we obtain (1.4.2) if λ < 0 and (1.4.3) if λ > 0.
Now, we establish 2 lemmas which will be used to prove Theorem 1.2.4.
Lemma 1.4.3. Let u satisfying (1.3.1) and let h be defined by (1.4.1). Assume that λ < 0. Then the
following holds.
(i) If α <
4
N
then lim sup
t→∞
(‖xu(t)‖L2 − ‖xT (t)u+‖L2) 6 h
′(0) + 4(xu+, i∇u+)
4‖∇u+‖L2 .
(ii) If α >
4
N
then lim inf
t→∞ (‖xu(t)‖L2 − ‖xT (t)u+‖L2) >
h′(0) + 4(xu+, i∇u+)
4‖∇u+‖L2 .
(iii) If α =
4
N
then lim
t→∞(‖xu(t)‖L2 − ‖xT (t)u+‖L2) =
h′(0) + 4(xu+, i∇u+)
4‖∇u+‖L2 .
Proof. We proceed in 4 steps.
Step 1. (a) If α <
4
N
then ∀t > 0, h′(t) > h′(0) + 2Nα‖∇u+‖2L2t.
(b) If α >
4
N
then ∀t > 0, h′(t) > h′(0) + 8‖∇u+‖2L2t.
(c) If α =
4
N
then ∀t ∈ R, h′(t) = h′(0) + 8‖∇u+‖2L2t.
We integrate between 0 and t > 0 the function h′′ of Lemma 1.4.2.
α 6 4
N
=⇒ −2(Nα− 4) > 0 =⇒ (a).
α > 4
N
=⇒ −2(Nα− 4) 6 0 with (1.4.2) =⇒ (b).
α =
4
N
=⇒ −2(Nα− 4) = 0 =⇒(c).
Step 2. (a) If α <
4
N
then ∀t > 0, h′(t) 6 h′(0) + 8‖∇u+‖2L2t.
(b) If α >
4
N
then ∀t > 0, h′(t) 6 h′(0) + 2Nα‖∇u+‖2L2t.
We integrate between 0 and t > 0 the function h′′ of Lemma 1.4.2.
α <
4
N
=⇒ −2(Nα− 4) > 0 and (1.4.2) =⇒(a).
α >
4
N
=⇒(b).
Step 3. (a) If α <
4
N
then ∀t > 0,
‖xϕ‖2L2 + h′(0)t+Nα‖∇u+‖2L2t2 6 h(t) 6 ‖xϕ‖2L2 + h′(0)t+ 4‖∇u+‖2L2t2.
(b) If α >
4
N
then ∀t > 0,
‖xϕ‖2L2 + h′(0)t+ 4‖∇u+‖2L2t2 6 h(t) 6 ‖xϕ‖2L2 + h′(0)t+Nα‖∇u+‖2L2t2.
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(c) If α =
4
N
then ∀t ∈ R, h(t) = ‖xϕ‖2L2 + h′(0)t+ 4‖∇u+‖2L2t2.
It is sufficient to integrate between 0 and t > 0 the formulas of steps 1 and 2 to obtain the step 3.
Step 4. Conclusion.
We set : g(t) =
√
‖xϕ‖2L2 + h′(0)t+ 4‖∇u+‖2L2t2, t > 0 large enough.
Then for t > 0 large enough, we have the following asymptotic development :
g(t) = 2‖∇u+‖L2t+ h
′(0)
4‖∇u+‖L2 +
‖xϕ‖2L2
4‖∇u+‖L2t + o
(
1
t
)
. (1.4.4)
In the same way, for t > 0 large enough, we have :
‖xT (t)u+‖L2 = 2‖∇u+‖L2t− (xu+, i∇u+)‖∇u+‖L2 +
‖xu+‖2L2
4‖∇u+‖L2t + o
(
1
t
)
. (1.4.5)
And, applying the step 3 (a), (1.4.4) and (1.4.5) and taking lim sup
t→∞
, we get (i). Indeed,
‖xu(t)‖L2 − ‖xT (t)u+‖L2
6 2‖∇u+‖L2t+ h
′(0)
4‖∇u+‖L2 +
‖xϕ‖2L2
4‖∇u+‖L2t − 2‖∇u+‖L
2t+
(xu+, i∇u+)
‖∇u+‖L2 −
‖xu+‖2L2
4‖∇u+‖L2t + o
(
1
t
)
=
h′(0)
4‖∇u+‖L2 +
‖xϕ‖2L2
4‖∇u+‖L2t +
(xu+, i∇u+)
‖∇u+‖L2 −
‖xu+‖2L2
4‖∇u+‖L2t + o
(
1
t
)
.
Hence (i) by taking lim sup
t→∞
in the above expression.
By applying the step 3 (b), (1.4.4) and (1.4.5) and taking lim inf
t→∞ , we get (ii) by the same way.
By applying the step 3 (c), (1.4.4) and (1.4.5) and letting t −→∞, we get (iii) by the same way.
Lemma 1.4.4. Let u satisfying (1.3.1). Assume that λ < 0. Then the following holds.
(i) If α <
4
N
then lim inf
t→∞ (‖xu(t)‖L2 − ‖xT (t)u+‖L2) > −
C
‖∇u±‖L2 .
(ii) If α >
4
N
then lim sup
t→∞
(‖xu(t)‖L2 − ‖xT (t)u+‖L2) 6 C‖∇u±‖L2 .
Furthermore, C = C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ).
Proof. We proceed in 2 steps. Let h be defined by (1.4.1).
Step 1. ∀t > 1, −
t∫
1
s∫
1
‖∇u(σ)‖2L2dσds 6 C + Ct−
Nα−4
2 + Ct + ‖∇u+‖2t − 12‖∇u+‖
2
L2t
2, where
C = C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ).
By Proposition 1.3.1, we have ‖u(σ)‖α+2Lα+2 6 C(sup
t∈R
‖T (−t)u(t)‖X , N, α)σ−Nα2 , for all σ > 0.With the
conservation of energy and the formula ‖∇u+‖2L2 = 2E(ϕ), we deduce that for all σ > 0,
‖∇u+‖2L2 − ‖∇u(σ)‖2L2 6 C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ)σ−Nα2
(since λ < 0). Integrating this expression over [1, t]× [1, s], we obtain the desired result.
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Step 2. Conclusion.
(i) Lemma 1.4.2 implies that for every t > 0,
h(t) = ‖xϕ‖2L2 + h′(0)t+Nα‖∇u+‖2L2t2 − 2(Nα− 4)
t∫
0
s∫
0
‖∇u(σ)‖2L2dσds. (1.4.6)
By (1.4.6) and step 1, we obtain,
∀t > 1, h(t) > C+h′(0)t+Nα‖∇u+‖2L2t2+Ct
4−Nα
2 −Ct+2(Nα−4)‖∇u+‖2L2t−(Nα−4)‖∇u+‖2t2.
And so for all t > 1, h(t) > C + Ct 4−Nα2 + (h′(0)− 2(4−Nα)‖∇u+‖2L2 − C)t+ 4‖∇u+‖2L2t2. By an
asymptotic development on this last inequality, we obtain
‖xu(t)‖L2 > 2‖∇u+‖L2t+ Ct−1 + Ct−
Nα−2
2 +
h′(0)− 2(4−Nα)‖∇u+‖2L2 − C
4‖∇u+‖L2 + o
(
1
t
)
,
for all t > 0 large enough. From this last expression and (1.4.5), we obtain (i) (see the end of the
proof of (i) of Lemma 1.4.3).
(ii) From (1.4.6) and step 1, we obtain, for all t > 1,
h(t) 6 C + f ′(0)t+Nα‖∇u+‖2L2t2 + Ct
4−Nα
2 + Ct+ 2(Nα− 4)‖∇u+‖2L2t− (Nα− 4)‖∇u+‖2L2t2.
And so, for all t > 1, h(t) 6 C + Ct 4−Nα2 + (h′(0) + 2(Nα− 4)‖∇u+‖2L2 + C)t+ 4‖∇u+‖2L2t2. By an
asymptotic development on this last inequality, we obtain
‖xu(t)‖L2 6 2‖∇u+‖L2t+ Ct−1 + Ct−
Nα−2
2 +
h′(0)− 2(4−Nα)‖∇u+‖2L2 + C
4‖∇u+‖L2 + o
(
1
t
)
,
for all t > 0 large enough. With this last expression and (1.4.5), we obtain (ii) (see the end of the
proof of (i) of Lemma 1.4.3).
Now, we are able to prove Theorem 1.2.4.
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Proof of Theorem 1.2.4. As for the proof of Theorem 1.2.1, it is sufficient to show that
| ‖xu(t)‖L2 − ‖xT (t)u+‖L2 | remains bounded as t −→ ∞. Lemmas 1.4.3 and 1.4.4 achieve the proof
and give the desired estimates.
Now, we establish 2 lemmas which will be used to prove Theorem 1.2.5. The proof is very similar
to the Theorem 1.2.4 one.
Lemma 1.4.5. Let u satisfying (1.3.1) and let h be defined by (1.4.1). Assume that λ > 0. Then the
following holds.
(i) If α <
4
N
then lim inf
t→∞ (‖xu(t)‖L2 − ‖xT (t)u+‖L2) >
h′(0) + 4(xu+, i∇u+)
4‖∇u+‖L2 .
(ii) If α >
4
N
then lim sup
t→∞
(‖xu(t)‖L2 − ‖xT (t)u+‖L2) 6 h
′(0) + 4(xu+, i∇u+)
4‖∇u+‖L2 .
(iii) If α =
4
N
then lim
t→∞(‖xu(t)‖L2 − ‖xT (t)u+‖L2) =
h′(0) + 4(xu+, i∇u+)
4‖∇u+‖L2 .
Proof. We proceed as for the proof of Lemma 1.4.3, using (1.4.3) instead of (1.4.2).
Lemma 1.4.6. Let u satisfying (1.3.1). Assume that λ > 0. Then the following holds.
(i) If α <
4
N
then lim sup
t→∞
(‖xu(t)‖L2 − ‖xT (t)u+‖L2) 6 C‖∇u±‖L2 .
(ii) If α >
4
N
then lim inf
t→∞ (‖xu(t)‖L2 − ‖xT (t)u+‖L2) > −
C
‖∇u±‖L2 .
Furthermore, C = C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ).
Proof. We proceed in 2 steps.
Step 1. ∀t > 1, −
t∫
1
s∫
1
‖∇u(σ)‖2L2dσds > −C − Ct−
Nα−4
2 − Ct + ‖∇u+‖2L2t −
1
2
‖∇u+‖2L2t2, where
C = C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ).
By Proposition 1.3.1, we have ‖u(σ)‖α+2Lα+2 6 C(sup
t∈R
‖T (−t)u(t)‖X , N, α)σ−Nα2 , for all σ > 0.With the
conservation of energy and the equality ‖∇u+‖2L2 = 2E(ϕ), we deduce that for all σ > 0,
‖∇u+‖2L2 − ‖∇u(σ)‖2L2 > −C(sup
t∈R
‖T (−t)u(t)‖X , N, α, λ)σ−Nα2
(since λ > 0). Integrating this expression over [1, t]× [1, s], we get the desired result.
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Step 2. Conclusion.
First, note that we have for all t > 1,∫ t
0
∫ s
0
‖∇u(σ)‖2L2dσds
=
∫ t
0
∫ 1
0
‖∇u(σ)‖2L2dσds+
∫ 1
0
∫ s
1
‖∇u(σ)‖2L2dσds+
∫ t
1
∫ s
1
‖∇u(σ)‖2L2dσds
6
∫ t
0
∫ 1
0
‖∇u(σ)‖2L2dσds+
∫ t
1
∫ s
1
‖∇u(σ)‖2L2dσds.
And so,
t∫
0
s∫
0
‖∇u(σ)‖2L2dσds 6 C(‖ϕ‖H1 , N, α, λ)t+
t∫
1
s∫
1
‖∇u(σ)‖2L2dσds,
for all t > 1. And we proceed as for the proof of Lemma 1.4.4.
Now, we are able to prove Theorem 1.2.5.
Proof of Theorem 1.2.5. As for the proof of Theorem 1.2.1, it is sufficient to show that
| ‖xu(t)‖L2 − ‖xT (t)u+‖L2 | remains bounded as t −→ ∞. Lemmas 1.4.5 and 1.4.6 achieve the proof
and give the desired estimates.
Proof of Proposition 1.2.8. By Cauchy-Schwarz’ inequality, we have
| ‖xu(t)‖L2 − 2t‖∇u(t)‖L2 | 6 ‖xT (−t)u(t)‖L2 , (1.4.7)
for all t ∈ R and for every λ 6= 0.
We have also the following estimate.
‖xT (t)u+‖L2 = 2t‖∇u+‖L2 − (xu+, i∇u+)‖∇u+‖L2 +
‖xu+‖2L2
4‖∇u+‖L2t + o
(
1
t
)
, (1.4.8)
for all t > 0 large enough and for every λ 6= 0.
We first establish 1 in the case t > 0 that we note in this proof 1+. 1 in the case t < 0 is obviously
noted 1−. By (1.4.7), (1.4.8) and (1.4.2), we have
‖xu(t)‖L2 − ‖xT (t)u+‖L2
6 2t‖∇u(t)‖L2 + ‖xT (−t)u(t)‖L2 − 2t‖∇u+‖L2 + (xu+, i∇u+)‖∇u+‖L2 −
‖xu+‖2L2
4‖∇u+‖L2t + o
(
1
t
)
6 ‖xT (−t)u(t)‖L2 + (xu+, i∇u+)‖∇u+‖L2 −
‖xu+‖2L2
4‖∇u+‖L2t + o
(
1
t
)
for all t > 0 large enough.
Hence 1+ by taking lim sup
t→∞
in the above expression. 1− follows by applying 1+ to v solution of (1.1.1)
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such that v(0) = ϕ. Indeed, by uniqueness v(t) = u(−t) and so v+ = u−. Then, using 1+ and the
identity T (t)ψ = T (−t)ψ which holds for all t ∈ R and ψ ∈ L2, we obtain 1−.
Using (1.4.3) instead of (1.4.2), we obtain 2 by the same way.
1.5 Proof of Theorem 1.2.10
Proof of Theorem 1.2.10. We proceed in 2 steps.
Step 1. We have 1 and 3.
It is well-known that there exist v± ∈ X such that T (−t)u(t) X−−−−→
t→±∞ v± (Cazenave and Weissler
[25]). The result follows from Remark 1.2.12.
Step 2. We have 2.
We set v(t, x) = (x + 2it∇)u(t, x), w(t, x) = e−i |x|
2
4t u(t, x) and f(u) = λ|u|αu. Since T (t) is an
isometry on H1(RN ), we only have to show that xT (−t)u(t) L
2(RN )−−−−−→
t→±∞ xu±. We have X ↪→ L
α+2(RN ),
thus u(t)− T (t)u± L
α+2(RN )−−−−−−→
t→±∞ 0 and so limt→±∞ ‖u(t)‖Lα+2 = limt→±∞ ‖T (t)u±‖Lα+2 = 0. Therefore, since
α >
4
N
,
u ∈ Lq(R;W 1,r(RN )), (1.5.1)
v ∈ Lq(R;Lr(RN )), (1.5.2)
for every admissible pair (q, r) (see for example Cazenave [19], Theorem 7.5.3 for (1.5.1) ; following
the proof of this theorem with v instead of u, yields (1.5.2)).
From (1.5.2) we have in particular, v ∈ L∞(R;L2(RN )) and so by Proposition 1.3.1, 1,
‖u(t)‖Lr 6 C|t|− 2q , (1.5.3)
for every admissible pair (q, r) and for all t 6= 0.
We have the following integral equation. For all t ∈ R,
u(t) = T (t)u± − i
±∞∫
t
T (t− s)f(u(s))ds,
from which we deduce,
∀t ∈ R, T (t)(xT (−t)u(t)− xu±) = −i
±∞∫
t
T (t− s)(x+ 2is∇)f(u(s))ds. (1.5.4)
We also have (x + 2it∇)u(t, x) = 2itei |x|
2
4t ∇w(t, x). Moreover, e−i |x|
2
4t f(u(t, x)) = f(w(t, x)). Thus,
(x+ 2it∇)f(u(t, x)) = 2itei |x|
2
4t ∇f(w(t, x)), and so |(x+ 2it∇)f(u(t, x))| = 2|t||∇f(w(t, x))|. Finally,
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‖(x+2it∇)f(u)‖Lr′ = 2|t|‖∇f(w)‖Lr′ 6 C|t|‖|w|α∇w‖Lr′ . From this inequality, by using the Ho¨lder’s
inequality twice, we deduce that (note that |w| = |u|)
‖(x+ 2it∇)f(u)‖Lq′ (I,Lr′ ) 6 C‖u‖α
L
qα
q−2 (I,L
rα
r−2 )
‖(x+ 2it∇)u‖Lq(I,Lr), (1.5.5)
for every admissible pair (q, r) and for any interval I ⊆ R. From (1.5.4), from the Strichartz’ estimates,
from (1.5.5) and from (1.5.2), we have
‖xT (−t)u(t)− xu+‖L2 = ‖T (t)(xT (−t)u(t)− xu+)‖L2
6 C‖(x+ 2is∇)f(u)‖Lq′ ((t,∞);Lr′ )
6 C‖u‖α
L
qα
q−2 ((t,∞);L
rα
r−2 )
‖v‖Lq(R;Lr)
6 C‖u‖α
L
qα
q−2 ((t,∞);L
rα
r−2 )
,
for every admissible pair (q, r) and for all t > 0.
We use this inequality with the admissible pair (q, r) such that r = α+2 and we apply (1.5.3). Then,
‖xT (−t)u(t)− xu+‖L2 6 C
(∫ ∞
t
s−
2α
q−2 ds
) q−2
q
6 Ct−
2α−(q−2)
q
t→∞−−−→ 0,
since α >
4
N
=⇒ 2α > q − 2. Hence the result. The case t < 0 follows with the same method.
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Abstract
In this paper, we consider global solutions for the following nonlinear Schro¨dinger equation
iut + ∆u + λ|u|αu = 0, in RN , with λ ∈ R and 0 6 α < 4N−2 (0 6 α < ∞ if N = 1). We show that
no nontrivial solution can decay faster than the solutions of the free Schro¨dinger equation, provided that u(0)
lies in the weighted Sobolev space H1(RN )∩L2(|x|2; dx), in the energy space, namely H1(RN ), or in L2(RN ),
according to the different cases.
2.1 Introduction and notations
We consider global solutions of the following nonlinear Schro¨dinger equation,i
∂u
∂t
+∆u+ λ|u|αu = 0, (t, x) ∈ [0,∞)× RN ,
u(0) = ϕ, in RN ,
(2.1.1)
where λ ∈ R, 0 6 α < 4
N − 2 (0 6 α <∞ if N = 1) and ϕ a given initial data.
It is well-known that if we denote by T (t) the Schro¨dinger’s free operator, then for every r ∈ [2,∞]
and for every ϕ ∈ Lr′(RN ),
∀t ∈ R \ {0}, ‖T (t)ϕ‖Lr 6 (4pi|t|)−N( 12− 1r )‖ϕ‖Lr′ , (2.1.2)
where r′ = rr−1 . Note that for every r ∈
[
2, 2NN−2
)
(r ∈ [2,∞) if N = 1), if ϕ ∈ L2(RN ) ∩ L2(|x|2; dx)
then ϕ ∈ Lr′(RN ) and ‖ϕ‖Lr′ 6 C(‖ϕ‖L2 , ‖xϕ‖L2). Furthermore, the estimate (2.1.2) is optimal in
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the following sense. For every r ∈ [2,∞] and for every ϕ ∈ S ′(RN ), if ϕ 6≡ 0 then
lim inf
t→±∞ |t|
N( 12− 1r )‖T (t)ϕ‖Lr > 0. (2.1.3)
For the proof, see Strauss [70]. See also Kato [52]. In the same way, there exist some solutions of
the nonlinear Schro¨dinger equation (2.1.1) which have a linear decay (in the sense of (2.1.2)). See for
example Cazenave [19], Theorem 7.2.1 ; Hayashi and Naumkin [47]. In particular, these solutions lie in
H1(RN )∩L2(|x|2; dx). On the other hand, we know that there exist solutions of some heat, Ginzburg-
Landau and Schro¨dinger type equations which have a decay rate faster than the corresponding linear
problem (Hayashi, Kaikina and Naumkin [42, 43]). Take an example. Let u be a classical solution
of the heat equation ut − ∆u + |u|αu = 0, (t, x) ∈ [0,∞) × RN , with initial datum u0 ∈ L∞(RN ),
u0 6≡ 0 and u0 > 0 a.e. Then we have by the maximum principle, ‖u(t)‖L∞ 6 (αt)− 1α , for every t > 0,
whereas for every t > 1, ‖et∆u0‖L∞ > Ct−N2 , for some constant C > 0. Thus, if 0 < α < 2N then u(t)
decays faster than et∆u0. So, it is natural to wonder if some solutions of the nonlinear Schro¨dinger
equation (2.1.1) may have faster decay than the solutions of the linear equation. We will see that such
solutions do not exist (except the trivial solution). There exist partial results in this direction. This
is the case for α = 2N and N = 1 (Hayashi and Naumkin [47]), or for α > α0, where α0 is given by
α0 =
−(N−2)+√N2+12N+4
2N (Cazenave and Weissler [28], Corollary 3.9).
This paper is organized as follows. In Section 2.2, we give the main results concerning the solutions
lying in H1(RN ) ∩ L2(|x|2; dx) and in H1(RN ). In Section 2.3, we give the main results concerning
the solutions lying in L2(RN ). In Section 2.4, we give several estimates for large times and establish
Lemma 2.4.5, which asserts that the existence of a scattering state in L2(RN ) implies a maximum
rate decay which is linear (in the sense that the solution satisfies (2.1.3)). Lemma 2.4.5 is at the heart
of the results of this paper. Finally, we will prove the results for solutions in H1(RN ) ∩ L2(|x|2; dx)
and H1(RN ) in Section 2.5, and those for solutions in L2(RN ) in Section 2.6.
We finish this section by giving some notations and we recall an embedding property of the
weighted Sobolev space L2(RN ) ∩ L2(|x|2; dx), which will be used to prove the results for solutions
lying in this space, and some results of the solutions of the nonlinear Schro¨dinger equation (2.1.1).
We design by z the conjugate of the complex number z and ∆ =
N∑
j=1
∂2
∂x2j
. For p ∈ [1,∞], we denote
by p′ the conjugate of p defined by 1p +
1
p′ = 1 and by L
p(RN ) = Lp(RN ;C), with norm ‖ . ‖Lp ,
the Lebesgue spaces. H1(RN ) = H1(RN ;C) with norm ‖ . ‖H1 , is the well-known Sobolev space and
we use the convention W 0,p(RN ) = Lp(RN ) and H0(RN ) = W 0,2(RN ) = L2(RN ). We define the
Hilbert spaces Y =
{
ψ ∈ L2(RN ;C); ‖ψ‖Y <∞
}
with norm ‖ψ‖2Y = ‖ψ‖2L2(RN ) +
∫
RN
|x|2|ψ(x)|2dx
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and X =
{
ψ ∈ H1(RN ;C); ‖ψ‖X <∞
}
with norm ‖ψ‖2X = ‖ψ‖2H1(RN ) +
∫
RN
|x|2|ψ(x)|2dx. For a
functional space E ⊂ S ′(RN ) with norm ‖ . ‖E , we write ‖f‖E =∞ if f ∈ S ′(RN ) and if f 6∈ E. We
design by (T (t))t∈R the group of isometries (eit∆)t∈R generated by i∆ on L2(RN ;C) and by C the
auxiliary positive constants. Finally C(a1, a2, . . . , an) indicates that the constant C depends only on
parameters a1, a2, . . . , an and that the dependence is continuous.
It is clear that Y is a separable Hilbert space and that Y ↪→ Lr′(RN ) with dense embedding, if
r ∈
[
2, 2NN−2
)
(r ∈ [2,∞] if N = 1).
We recall that for every ϕ ∈ H1(RN ), (2.1.1) has a unique solution u ∈ C((−T∗, T ∗);H1(RN ))
which satisfies the conservation of charge and energy, that is, for all t ∈ (−T∗, T ∗), ‖u(t)‖L2 = ‖ϕ‖L2
and E(u(t)) = E(ϕ), where E(ϕ) def= 12‖∇ϕ‖2L2 − λα+2‖ϕ‖α+2Lα+2 . Moreover, for every admissible pair
(q, r) (see Definition 2.1.1 below), u ∈ Lqloc((−T∗, T ∗);W 1,r(RN ))). In addition, if λ 6 0, if α < 4N
or if ‖ϕ‖H1 is small enough then T ∗ = T∗ = ∞ and ‖u‖L∞(R;H1) < ∞. Finally, if ϕ ∈ X then
then u ∈ C((−T∗, T ∗);X). See Ginibre and Velo [33, 34, 35, 37, 38], Kato [50, 51]. See also
Cazenave and Weissler [21, 23]. We are also interested by solutions in L2(RN ). We recall that if
0 < α 6 4N and if q =
4(α+2)
Nα , then for every ϕ ∈ L2(RN ), equation (2.1.1) has a unique solution
u ∈ C((−T∗, T ∗);L2(RN )) ∩ Lqloc((−T∗, T ∗);Lα+2(RN )), which satisfies the above conservation of
charge. In addition, for every admissible pair (q, r), u ∈ Lqloc((−T∗, T ∗);Lr(RN )). Finally, if α < 4N
then T ∗ = T∗ =∞. See Tsutsumi [75]. See also Cazenave and Weissler [22, 24].
Definition 2.1.1. We say that (q, r) is an admissible pair if the following holds.
(i) 2 6 r 6 2NN−2 (2 6 r <∞ if N = 2, 2 6 r 6∞ if N = 1),
(ii) 2q = N
(
1
2 − 1r
)
.
Note that in this case 2 6 q 6∞ and q = 4r
N(r − 2) .
Finally, we recall the Strichartz’ estimates. Let I ⊆ R, be an interval, let t0 ∈ I, let (q, r) and
(γ, ρ) be two admissible pairs, let ϕ ∈ L2(RN ) and let f ∈ Lγ′(I;Lρ′(RN )). Then the following integral
equation defined for all t ∈ I, u(t) = T (t)ϕ + i
∫ t
t0
T (t − s)f(s)ds, satisfies the following inequality
‖u‖Lq(I,Lr) 6 C0‖ϕ‖L2+C1‖f‖Lγ′ (I;Lρ′ ), where C0 = C0(N, r) and C1 = C1(N, r, ρ). For more details,
see Keel and Tao [55].
2.2 Sharp lower bound
Theorem 2.2.1. Let λ 6 0, 0 6 α < 4
N − 2 (0 6 α < ∞ if N = 1), ϕ ∈ H
1(RN ) and u be the
corresponding solution of (2.1.1). If α 6 4
N
then assume further that ϕ ∈ X. If ϕ 6≡ 0 then for every
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r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
Theorem 2.2.2. Let λ > 0, 0 6 α < 4
N − 2 (0 6 α < ∞ if N = 1) and ϕ ∈ H
1(RN ) be such that
the corresponding solution u of (2.1.1) is positively global in time. If α 6 4
N
then assume further that
ϕ ∈ X. If ϕ 6≡ 0 then for every r ∈ [α+ 2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0, if α 6 4
N
,
lim sup
t→∞
|t|N( 12− 1r )‖u(t)‖Lr > 0, if α > 4
N
.
And if there exists ρ ∈ [α+ 2,∞] such that lim sup
t→∞
|t|N( 12− 1ρ )‖u(t)‖Lρ <∞ then for every r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
Remark 2.2.3. Theorems 2.2.1 and 2.2.2 assert that if u is a solution of (2.1.1) with λ ∈ R, α = 0
and initial data ϕ ∈ X, then for every r ∈ [2,∞], lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
In the attractive case and when α > 4N+2 (α > 2 if N = 1), we may obtain an optimal lower
bound. It is sufficient to choose ‖ϕ‖X small enough (see corollary below).
Corollary 2.2.4. Let λ > 0,
4
N + 2
< α <
4
N − 2 (2 < α < ∞ if N = 1), ϕ ∈ X and u be the
corresponding solution u of (2.1.1). If ϕ 6≡ 0 and if ‖ϕ‖X is small enough then u is global in time and
for every r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
When α = 4N , we may suppose that ϕ ∈ H1(RN ) instead of ϕ ∈ X, as shows the following
proposition, provided that ‖ϕ‖H1 is small enough.
Proposition 2.2.5. Let λ ∈ R\{0}, α = 4
N
, ϕ ∈ H1(RN ) and u be the associated solution of (2.1.1).
If ϕ 6≡ 0 and if ‖ϕ‖H1 is small enough then u is global in time and for every r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
Remark 2.2.6. The lower bounds obtained in Theorems 2.2.1 and 2.2.2 are optimal with respect to
the decay. In particular, if u is any nontrivial solution of (2.1.1), then the following estimate never
occurs.
∀t > 0, ‖u(t)‖Lr 6 C|t|−N( 12− 1r ) (ln |t|)−δ , (2.2.1)
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for some r > 2 and δ > 0. This is very surprising since some above results are established for solutions
of some heat or Ginzburg-Landau equations (see the beginning of Section 2.1). For example, such
estimates are obtained for the solutions u of the Schro¨dinger equation
ut − uxx + i|u|2u = 0, (t, x) ∈ [0,∞)× R,
if ‖u(0)‖X is sufficiently small (Theorem 1.1 of Hayashi, Kaikina and Naumkin [43]). Furthermore, if
α > 4N then Theorems 2.2.1 and 2.2.2 are optimal with respect to the assumption on the initial data ϕ,
that is ϕ ∈ H1(RN ), in the sense that H1(RN ) is the smallest functional space in which we must take
ϕ to have a solution. On the other hand, when α 6 4N , we have to make the additional assumption
on initial data ϕ, that is ϕ ∈ X. This request is very reasonable since this is in this functional space
that we obtain solutions of (2.1.1) which have a linear decay (see the references cited in Section 2.1).
Remark 2.2.7. Note that all the results of this section and Section 2.3 hold for t < 0 as soon as the
solution u is negatively global in time. Indeed, it is sufficient to apply the case t > 0 to the solution
positively global in time u˜ solution of (2.1.1) with initial data ϕ. Since u˜(t) = u(−t), the result for
t < 0 follows.
2.3 Main results in the Lebesgue space
As show the results of Section 2.2, if we suppose a suitable asymptotic behavior of the initial
value (u(0) ∈ X if α 6 4N , u(0) ∈ H1(RN ) if α > 4N ), then we have a sharp lower bound. In
particular, under the hypotheses of Section 2.2, such results do not allow estimates of type (2.2.1),
for any nontrivial solution of (2.1.1), for some r > 2 and δ > 0 (see Remark 2.2.6). In this section, we
establish some lower bounds which eventually allow estimates on the above type, only if α is small
enough (see Theorem 2.3.5 below). The loss of sharp estimate is compensated by a weaker assumption
on u(0), that is u(0) ∈ L2(RN ) if α 6 4N . As we can see, this hypothesis is optimal with respect to
the integrability of the initial data, in the sense that we make the minimal assumption on u(0) to
have existence of a solution. But when α > 4N , Theorems 2.2.1 and 2.2.2 are optimal with respect to
the lower bound and to the assumption on u(0). So we only have to consider the case α 6 4N . On the
other hand, if α > 4N+2 (α > 2 if N = 1), then the sharp estimate still holds (see Theorems 2.3.1 and
2.3.2 below). However, we have to make an additional decay assumption on the solution u (u must
satisfy (2.3.1)).
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Theorem 2.3.1. Let λ ∈ R \ {0}, 4
N + 2
< α 6 4
N
(2 < α 6 4 if N = 1), ϕ ∈ L2(RN ) and u be the
corresponding solution of (2.1.1). If α =
4
N
then assume further that u is positively global in time.
Suppose that for every r ∈
[
2, 2NN−2
)
(r ∈ [2,∞) if N = 1),
∀t > 0, ‖u(t)‖Lr 6 C|t|−N( 12− 1r ). (2.3.1)
Then we have for every r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
Theorem 2.3.2. Let λ ∈ R \ {0}, let α0 = −(N−2)+
√
N2+12N+4
2N , α0 < α 6
4
N
, ϕ ∈ L2(RN ) and u
be the corresponding solution of (2.1.1). If α =
4
N
then assume further that u is positively global in
time. If there exists r ∈ [α+ 2,∞] such that u satisfies (2.3.1) then for every r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
Remark 2.3.3. When ϕ ∈ L2(RN ), the condition (2.3.1) makes sense. Indeed, we have by the
Strichartz’ estimates that u ∈ Lqloc([0,∞);Lr(RN )), for every admissible pair (q, r). This yields, u(t) ∈
Lr(RN ), for almost every t > 0 and for all r ∈
[
2, 2NN−2
]
(r ∈ [2,∞) if N = 2, r ∈ [2,∞] if N = 1).
Remark 2.3.4. As shows Lemma 2.4.3, Theorem 2.3.2 has less restrictive assumptions than Theorem
2.3.1 when α > α0. Indeed, we do not have to suppose that u satisfies (2.3.1) for all r. We may only
assume that it is satisfied for r = α + 2. Furthermore, estimates of type (2.2.1) do not occur. This
lightly improves the result given by Cazenave and Weissler [28] (see Corollary 3.9 of this reference).
Finally, Theorem 2.3.2 can be extended for α = α0 in the following sense. If there exists r ∈ [α0+2,∞]
and ε > 0 such that for all t > 0,
‖u(t)‖Lr 6 C|t|−N( 12− 1r )−ε, (2.3.2)
then for all t ∈ R, u(t) ≡ 0. See the proof of Theorem 2.3.2 for the justification.
Remark 2.3.5. In the case where α 6 4N+2 (α 6 1 if N = 1), we have the following result. Let
λ ∈ R \ {0}, 0 < α 6 4
N + 2
(0 < α 6 1 if N = 1), ϕ ∈ L2(RN ) and u be the corresponding solution
of (2.1.1). Let r ∈ [2,∞]. If there exists ε > 0 such that
‖u(t)‖
L
2N
N−2
6 C|t|−(1+ 4−α(N+2)4α +ε), if N > 3,
‖u(t)‖Lr 6 C|t|−2( 12− 1r )−
r(1−α)+α
rα −ε, if N = 2,
‖u(t)‖L∞ 6 C|t|−( 12+
2−α
2α +ε), if N = 1,
(2.3.3)
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for all t > 0, then for all t ∈ R, u(t) ≡ 0. See the proof of Theorem 2.3.2 for the justification. When
N > 3 and α = 4
N + 2
, the result is the same if we have (2.3.3) for some r ∈
[
2N
N−2 ,∞
]
. Indeed,
by Lemma 2.4.3 this hypothesis leads to (2.3.3) with r = 2NN−2 . When α <
4
N+2 (α 6 1 if N = 1),
estimate (2.3.3) is a very strong assumption since it implies that u decays faster than the solution
of the linear equation. Furthermore, there is a gap between the admissible and the non-admissible
powers of decay (compare (2.3.1) with (2.3.3)).
2.4 Estimates at infinity
Proposition 2.4.1. Let λ ∈ R \ {0}, m ∈ {0; 1}, 0 < α 6 4
N − 2m (0 < α < ∞ if N = m = 1 and
0 < α <
4
N − 2 if N > 2 and m = 1), ϕ ∈ H
m(RN ) and u ∈ C((−T∗, T ∗);Hm(RN )) be the unique
corresponding solution of (2.1.1). Assume that T ∗ =∞. If there exist t0 > 0 and (γ, ρ) an admissible
pair with γαγ−2 < ∞ and 2 6 ραρ−2 6 2NN−2 (2 6 ραρ−2 < ∞ if N = 2, 2 6 ραρ−2 6 ∞ if N = 1) such that
u ∈ L γαγ−2 ((t0,∞);L
ρα
ρ−2 (RN )), then the following properties hold.
1. u ∈ Lq((0,∞);Wm,r(RN )), for every admissible pair (q, r),
2. There exists u+ ∈ Hm(RN ) such that lim
t→∞ ‖T (−t)u(t)− u+‖Hm = 0.
A similar result holds for t < 0.
Proof. By remark 2.2.7, we only have to show the case t > 0.We proceed in 2 steps. Set f(u) = λ|u|αu.
Step 1. f(u) ∈ Lγ′((t0,∞);Wm,ρ′(RN )).
We first show that u ∈ Lγ((0,∞);Wm,ρ(RN )). We already know that u ∈ Lqloc([0,∞);Wm,r(RN )),
for every admissible pair (q, r). We have the following integral equation.
∀S > 0, ∀t > 0, u(t) = T (t− S)u(S) + i
t∫
S
T (t− s)f(u(s))ds.
So we have by the Ho¨lder’s inequality (applied in space-time) and Strichartz’ estimates,
‖f(u)‖Lγ′ ((t0,t);Wm,ρ′ ) 6 C‖u‖αL γαγ−2 ((t0,∞);L ραρ−2 )‖u‖Lγ((0,t);Wm,ρ), (2.4.1)
‖u‖Lγ((S,t);Wm,ρ) 6 C + C0‖u‖α
L
γα
γ−2 ((S,∞);L
ρα
ρ−2 )
‖u‖Lγ((S,t);Wm,ρ), (2.4.2)
for every t0 6 S < t <∞. Since u ∈ L
γα
γ−2 ((t0,∞);L
ρα
ρ−2 (RN )), there exists S0 > t0 large enough such
that C0‖u‖α
L
γα
γ−2 ((S0,∞);L
ρα
ρ−2 )
6 1/2, where C0 is the constant in (2.4.2). So with (2.4.2), we obtain
‖u‖Lγ((S0,t);Wm,ρ) 6 2C, for every t > S0. It follows that ‖u‖Lγ((S0,∞);Wm,ρ) 6 2C and so we have
u ∈ Lγ((0,∞);Wm,ρ(RN )). Hence the result by letting t↗∞ in (2.4.1).
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Step 2. Conclusion.
By Step 1 and Strichartz’ estimates, u ∈ Lq((0,∞);Wm,r(RN )), for every admissible pair (q, r). Then
1 follows. From the Strichartz’ estimates and by the fact that T (t) is an isometry on Hm(RN ), we
obtain for every τ > t > t0,
‖T (−t)u(t)− T (−τ)u(τ)‖Hm 6 C‖f(u)‖Lγ′ ((t,τ);Wm,ρ′ )
t,τ→∞−−−−→ 0,
by Step 1. Hence 2. This concludes the proof.
Remark 2.4.2. Note that by assumption, one always have γαγ−2 > 0. However, it may happen that
γα
γ−2 < 1. This is clearly not a problem since the above proof still holds and that we do not use the
triangular inequality.
Lemma 2.4.3. Let λ ∈ R, m ∈ {0; 1}, 0 6 α 6 4
N − 2m (0 6 α < ∞ if N = m = 1 and
0 6 α < 4
N − 2 if N > 2 and m = 1), ϕ ∈ H
m(RN ) and u ∈ C((−T∗, T ∗);Hm(RN )) be the
corresponding solution of (2.1.1). Assume that T ∗ =∞. If there exist r ∈ (2,∞], ε > 0 and a constant
C = C(t) > 0 such that u(t) satisfies (2.3.2) for some t > 0, then for every ρ ∈ (2, r], there exist
ε(ρ) > 0 and C0(t) > 0 such that
‖u(t)‖Lρ 6 C0(t)t−N( 12− 1ρ )−ε(ρ), (2.4.3)
where the function ρ 7−→ ε(ρ) is continuous from (2, r] to [0,∞) and satisfies ε(ρ) > 0 ⇐⇒ ε > 0. If
C is independent on t then C0 is also independent on t. Finally, if (2.3.2) is satisfied for every t > 0
then (2.4.3) is satisfied for every t > 0, and if lim inf
t→∞ C(t) = 0 then lim inft→∞ C0(t) = 0.
Proof. Let ρ ∈ (2, r]. Set θ = r
ρ
ρ− 2
r − 2 , ε(ρ) = εθ and C0(t) = C(t)
θ. Then θ ∈ (0, 1] and θ satisfies
1
ρ
=
1− θ
2
+
θ
r
. By Ho¨lder’s inequality and conservation of charge, we obtain
‖u(t)‖Lρ 6 ‖u(t)‖1−θL2 ‖u(t)‖θLr 6 C(t)θ|t|−N(
1
2− 12 )(1−θ)−N( 12− 1r )θ−εθ 6 C0(t)|t|−N( 12− 1ρ )−ε(ρ).
Hence the result.
Lemma 2.4.4. Let λ ∈ R \ {0}, m ∈ {0; 1}, 0 < α 6 4
N − 2m (0 < α < ∞ if N = m = 1
and 0 < α <
4
N − 2 if N > 2 and m = 1), ϕ ∈ H
m(RN ) and u ∈ C((−T∗, T ∗);Hm(RN )) be the
corresponding solution of (2.1.1). Assume that T ∗ = ∞. If u satisfies (2.3.1) for every r ∈
[
2, 2NN−2
)
(r ∈ [2,∞) if N = 1) and if α > 4N+2 (α > 2 if N = 1), then there exists an admissible pair (γ, ρ) with
1 < γαγ−2 <∞ and 2 < ραρ−2 < 2NN−2 (2 < ραρ−2 <∞ if N = 1) such that u ∈ L
γα
γ−2 ((1,∞);L ραρ−2 (RN )).
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Proof. We distinguish 3 cases : N > 3, N = 2 and N = 1.
Case N >3. Set ρ∗ = 4N2N−α(N−2) . Since 0 < α <
4
N−2 then 2 < ρ∗ <
2N
N−2 . Let γ∗ > 2 be such that
(γ∗, ρ∗) is an admissible pair. For this choice of ρ∗, we have ρ∗αρ∗−2 =
2N
N−2 and
γ∗
γ∗−2 =
4
4−α(N−2) .When
α < N+2N , we have ρ∗ <
2N
(N+2)−Nα ⇐⇒ α > 4N+2 . Let ρ > ρ∗, ρ sufficiently close to ρ∗ to have
ρα
ρ−2 > 2. If α <
N+2
N , then we also choose ρ <
2N
(N+2)−Nα . Since ρ > ρ∗ then
ρα
ρ−2 <
2N
N−2 and so there
exists γ > 2 such that (γ, ρ) is an admissible pair. Then γγ−2 =
2ρ
2N−ρ(N−2) . By (2.3.1) we have,
‖u‖
γα
γ−2
L
γα
γ−2 ((1,∞);L
ρα
ρ−2 )
=
∞∫
1
‖u(t)‖
γα
γ−2
L
ρα
ρ−2
dt 6 C
∞∫
1
t−N
ρα−2(ρ−2)
2N−ρ(N−2) dt <∞.
Indeed, if α < N+2N then N
ρα−2(ρ−2)
2N−ρ(N−2) > 1 ⇐⇒ ρ < 2N(N+2)−Nα and if α > N+2N then we always have
N ρα−2(ρ−2)2N−ρ(N−2) > 1. So, for this choice of (γ, ρ), u ∈ L
γα
γ−2 ((1,∞);L ραρ−2 (RN )).
Case N=2. Since α > 1 is fixed, we can choose ρ > 2 sufficiently close to 2 to have α > 2(ρ−1)ρ .
In particular, this implies that ραρ−2 > 2. Moreover,
γ
γ−2 =
ρ
2 where γ > 2 is such that (γ, ρ) is an
admissible pair. By (2.3.1) we have,
‖u‖
γα
γ−2
L
γα
γ−2 ((1,∞);L
ρα
ρ−2 )
=
∞∫
1
‖u(t)‖
ρα
2
L
ρα
ρ−2
dt 6 C
∞∫
1
t−
ρα−2(ρ−2)
2 dt <∞,
since ρα−2(ρ−2)2 > 1 ⇐⇒ α > 2(ρ−1)ρ . So u ∈ L
γα
γ−2 ((1,∞);L ραρ−2 (R2)) for this choice of (γ, ρ).
Case N=1. Since α > 2 is fixed, we can choose ρ > 2 sufficiently close to 2 to have α > 3ρ−2ρ . In
particular, this implies that ραρ−2 > 2. Moreover,
γ
γ−2 =
2ρ
ρ+2 where γ > 2 is such that (γ, ρ) is an
admissible pair. By (2.3.1) we have,
‖u‖
γα
γ−2
L
γα
γ−2 ((1,∞);L
ρα
ρ−2 )
=
∞∫
1
‖u(t)‖
2ρα
ρ+2
L
ρα
ρ−2
dt 6 C
∞∫
1
t−
ρα−2(ρ−2)
ρ+2 dt <∞,
since ρα−2(ρ−2)ρ+2 > 1 ⇐⇒ α > 3ρ−2ρ . So for this choice of (γ, ρ), u ∈ L
γα
γ−2 ((0,∞);L ραρ−2 (R)).
As seen in Section 2.1, the crux of the proof of results of this paper is based on the following
lemma.
Lemma 2.4.5. Let λ ∈ R \ {0}, m ∈ {0; 1}, 0 < α 6 4
N − 2m (0 < α < ∞ if N = m = 1
and 0 < α <
4
N − 2 if N > 2 and m = 1), ϕ ∈ H
m(RN ) and u ∈ C((−T∗, T ∗);Hm(RN )) be the
corresponding solution of (2.1.1). Assume that T ∗ = ∞. If ϕ 6≡ 0 and if there exists u+ ∈ L2(RN )
such that lim
t→∞ ‖T (−t)u(t)− u+‖L2 = 0, then for every r ∈ [2,∞],
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0.
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The proof of Lemma 2.4.5 is based on the pseudo-conformal transformation.
For every positively global solution u of (2.1.1) with initial data ϕ ∈ L2(RN ), we define the function
v ∈ C([0, 1);L2(RN )) by
∀t ∈ [0, 1), a.e. x ∈ RN , v(t, x) = (1− t)−N2 u
(
t
1− t ,
x
1− t
)
e−i
|x|2
4(1−t) . (2.4.4)
A straightforward calculation gives for every p ∈ [1,∞] and for all t ∈ [0, 1),
‖v(t)‖Lp = (1− t)−N( 12− 1p )
∥∥∥∥u( t1− t
)∥∥∥∥
Lp
, (2.4.5)
‖v(t)‖L2 = ‖ϕ‖L2 , (2.4.6)
where the last identity comes from (2.4.5) and from conservation of charge for u. Note that (2.4.5)
makes sense as soon as u
(
t
1−t
)
∈ Lp(RN ). When ϕ ∈ X, we obviously have v ∈ C([0, 1);X) and so
we may define for all t ∈ [0, 1),
E1(t) =
1
2
(1− t) 4−Nα2 ‖∇v(t)‖2L2 −
λ
α+ 2
‖v(t)‖α+2Lα+2 ,
E2(t) =
1
8
‖(x+ 2i(1− t)∇)v(t)‖2L2 −
λ
α+ 2
(1− t)Nα2 ‖v(t)‖α+2Lα+2 .
Then for all t ∈ [0, 1),
d
dt
E1(t) =
Nα− 4
4
(1− t) 2−Nα2 ‖∇v(t)‖2L2 , (2.4.7)
d
dt
E2(t) = 0. (2.4.8)
For the proof, see Proposition 3.8 and formulas (3.20) and (3.21) of Cazenave and Weissler [25].
Proof of Lemma 2.4.5. We argue by contradiction. Let v ∈ C([0, 1);L2(RN )) be the function
defined by (2.4.4). Assume that there exists r > 2 such that
lim inf
t→∞ t
N( 12− 1r )‖u(t)‖Lr = 0.
Then, we shall show that ϕ ≡ 0.
By conservation of charge and Lemma 2.4.3, we may assume that 2 < r < 2NN−2 (2 < r <∞ if N = 1).
Since u(t) ∈ Lr(RN ) for almost every t > 0, it follows that v(t) ∈ Lr(RN ), for almost every t ∈ (0, 1).
By (2.4.5), we have
lim inf
t↗1
‖v(t)‖Lr = 0. (2.4.9)
By hypothesis, there exists u+ ∈ L2(RN ) such that lim
t→∞ ‖T (−t)u(t) − u+‖L2 = 0. From Proposition
3.14 of Cazenave and Weissler [25], this implies that there exists w ∈ L2(RN ) such that
lim
t↗1
‖v(t)− w‖L2 = 0. (2.4.10)
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From (2.4.9) and (2.4.10) we deduce that lim
t↗1
‖v(t)‖L2 = 0, from which it follows with the conservation
of charge (2.4.6), ‖ϕ‖L2 = 0. This is absurd since ϕ 6≡ 0. Hence the result.
2.5 Proof of the results of Section 2.2
Our strategy is the following. We show that if a solution u of (2.1.1) has a decay rate too fast,
then the corresponding function v given by the pseudo-conformal transformation must converge to 0
in a Lebesgue space Lp(RN ), for some 2 < p < ∞. But these functions also satisfy the conservation
of charge. And by using the embedding Y ↪→ Lp′(RN ) or the existence of a strong limit for v(t) in
L2(RN ) as t↗ 1, we deduce that v(t) ≡ 0, that is u(t) ≡ 0, for all t ∈ R.
In order to show Theorems 2.2.1 and 2.2.2, we split the proof in 2 cases, which are α 6 4N and
α > 4N .
Lemma 2.5.1. Let λ ∈ R, 0 6 α 6 4
N
, ϕ ∈ X and let u ∈ C((−T∗, T ∗);X) be the corresponding
solution of (2.1.1). If α =
4
N
then we suppose that T ∗ =∞. If ϕ 6≡ 0 then
lim inf
t→∞ |t|
N( 12− 1r )‖u(t)‖Lr > 0,
for every r ∈ [2,∞] if λ 6 0, and for every r ∈ [α+ 2,∞] if λ > 0.
Proof. We argue by contraposition. Let v ∈ C([0, 1);X) be the function defined by (2.4.4). Assume
there exists r > 2 if λ 6 0, and r > α+ 2 if λ > 0, such that
lim inf
t→∞ t
N( 12− 1r )‖u(t)‖Lr = 0.
Then, we have to show that ϕ ≡ 0.
By conservation of charge, if r = 2 then ϕ ≡ 0. So we may assume that r > 2. Furthermore, by Lemma
2.4.3, we also may assume that r < 2NN−2 (r <∞ if N = 1) if λ 6 0 or if α = 0, and r = α+2, if λ > 0
and if α > 0. Since lim inf
t→∞ t
N( 12− 1r )‖u(t)‖Lr = 0, it follows from (2.4.5) that lim inf
t↗1
‖v(t)‖Lr = 0.
Thus, there exists a sequence (tn)n∈N ⊂ (0, 1) satisfying tn n→∞−−−−→ 1 such that
lim
n→∞ ‖v(tn)‖Lr = 0. (2.5.1)
If λ 6 0 or if α = 0 then by (2.4.6) and (2.4.7), we have sup
t∈[0,1)
(1− t)‖∇v(t)‖L2 <∞, which leads with
(2.4.8) and (2.4.6), sup
t∈[0,1)
‖v(t)‖Y <∞. If λ > 0 and if α > 0 then by (2.4.7) and (2.5.1), we have for
all n ∈ N, ‖∇v(tn)‖L2 6 C(1− tn)Nα−44 . It follows that,
(1− tn)‖∇v(tn)‖L2 6 C(1− tn)Nα4 n→∞−−−−→ 0,
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and with (2.5.1) and (2.4.8), we deduce that sup
n∈N
‖xv(tn)‖L2 < ∞. This last estimate yields with
(2.4.6),
sup
n∈N
‖v(tn)‖Y <∞. (2.5.2)
It follows that for λ ∈ R and for α ∈ [0, 4N ] , we have (2.5.2). From (2.4.6), Ho¨lder’s inequality, from
the embedding Y ↪→ Lr′(RN ), from (2.5.2) and (2.5.1), we obtain
‖ϕ‖L2 = ‖v(tn)‖L2 6 ‖v(tn)‖
1
2
Lr′
‖v(tn)‖
1
2
Lr 6 C‖v(tn)‖
1
2
Y ‖v(tn)‖
1
2
Lr 6 C‖v(tn)‖
1
2
Lr
n→∞−−−−→ 0.
So ‖ϕ‖L2 = 0 which is ϕ ≡ 0. Hence the result.
Proof of Theorem 2.2.1. If α 6 4N then the result comes from Lemma 2.5.1. So we may assume that
α > 4N . Since λ < 0 and α >
4
N , there exists u+ ∈ H1(RN ) such that limt→∞ ‖T (−t)u(t) − u+‖H1 = 0
(Ginibre and Velo [39], Nakanishi [62, 63]). The result comes from Lemma 2.4.5.
Proof of Theorem 2.2.2. We proceed in 4 steps. Let v ∈ C([0, 1);L2(RN )) be the function defined
by (2.4.4).
Step 1. If α > 4N and if lim sup
t→∞
tN(
1
2− 1α+2 )‖u(t)‖Lα+2 6 C then there exists u+ ∈ H1(RN ) such that
lim
t→∞ ‖T (−t)u(t)− u+‖H1 = 0. (2.5.3)
Let q = 4(α+2)Nα . Then (q, α + 2) is an admissible pair. Since u ∈ C([0,∞);H1(RN )) and that
H1(RN ) ↪→ Lα+2(RN ), then u ∈ L
qα
q−2
loc ([0,∞);Lα+2(RN )). Since α > 4N , then Nα
2
4−α(N−2) > 1 and
it follows that
‖u‖
qα
q−2
L
qα
q−2 ((1,∞);Lα+2)
=
∞∫
1
‖u(t)‖
qα
q−2
Lα+2dt 6 C
∞∫
1
t−
Nα2
4−α(N−2) dt <∞.
Therefore, u ∈ L qαq−2 ((0,∞);Lα+2(RN )) and the result comes from Proposition 2.4.1.
Step 2. If ϕ 6≡ 0 and if α 6 4N then for all r > α+ 2, lim inft→∞ t
N( 12− 1r )‖u(t)‖Lr > 0.
The result comes from Lemma 2.5.1.
Step 3. If ϕ 6≡ 0 and if α > 4N then for all r > α+ 2, lim sup
t→∞
tN(
1
2− 1r )‖u(t)‖Lr > 0.
We argue by contraposition. Assume that there exists r > α+ 2 such that
lim sup
t→∞
tN(
1
2− 1r )‖u(t)‖Lr = 0.
Then, we have to show that ϕ ≡ 0.
By Lemma 2.4.3, we may assume that r = α + 2. Step 1 implies that there exists u+ ∈ H1(RN )
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satisfying (2.5.3). Then ϕ ≡ 0 by Lemma 2.4.5, which is the desired result.
Step 4. If ϕ 6≡ 0 and if there exists ρ > α+ 2 such that lim sup
t→∞
tN(
1
2− 1ρ )‖u(t)‖Lρ <∞ then
lim inf
t→∞ t
N( 12− 1r )‖u(t)‖Lr > 0,
for all r ∈ [2,∞].
If α = 0 then Step 2 gives the result and so we consider the case α > 0. By Lemma 2.4.3, we
may assume that ρ = α + 2. We argue by contradiction. Suppose that there exists r > 2 such that
lim inf
t→∞ t
N( 12− 1r )‖u(t)‖Lr = 0. Then 2 < r < 2NN−2 (2 < r < ∞ if N = 1). Indeed, this comes from
conservation of charge and Lemma 2.4.3. We obtain with (2.4.5),
sup
t∈[0,1)
‖v(t)‖Lα+2 <∞, (2.5.4)
lim inf
t↗1
‖v(t)‖Lr = 0. (2.5.5)
Note that since u ∈ C([0,∞);H1(RN )) and that the embedding H1(RN ) ↪→ Lr(RN ) ∩ Lα+2(RN )
holds, then we have v ∈ C([0, 1);Lr(RN ) ∩ Lα+2(RN )).
Case 1 : 0 < α 6 4N .
From (2.4.6), (2.4.7), (2.4.8) and (2.5.4), sup
t∈[0,1)
‖v(t)‖Y < ∞. From (2.4.6), from Ho¨lder’s inequality
and the embedding Y ↪→ Lr′(RN ), we have for all t ∈ [0, 1),
‖ϕ‖L2 = ‖v(t)‖L2 6 ‖v(t)‖
1
2
Lr′
‖v(t)‖ 12Lr 6 C‖v(t)‖
1
2
Y ‖v(t)‖
1
2
Lr 6 C‖v(t)‖
1
2
Lr .
Thus ‖ϕ‖L2 6 C lim inf
t↗1
‖v(t)‖ 12Lr = 0 by (2.5.5) and so ‖ϕ‖L2 = 0, which is absurd.
Case 2 : α > 4N .
By Step 1, there exists u+ ∈ H1(RN ) satisfying (2.5.3), which gives ϕ ≡ 0 by Lemma 2.4.5. This
result being absurd, Step 4 is true. This concludes the proof.
Proof of Corollary 2.2.4. By Cazenave and Weissler [25], we know that if ‖ϕ‖X is sufficiently small,
then u is global in time and there exists u+ ∈ X such that T (−t)u(t) X−−−→
t→∞ u+. Then, Lemma 2.4.5
gives the result.
Proof of Proposition 2.2.5. It is well-known that if ‖ϕ‖H1 is sufficiently small then u is global in
time and u ∈ Lα+2(R;Lα+2(RN )) (Remark 7.7.6 of Cazenave [19]). Then T (−t)u(t) H
1(RN )−−−−−→
t→∞ u+, for
some u+ ∈ H1(RN ) (Proposition 2.4.1), and the result comes from Lemma 2.4.5.
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2.6 Proof of the results of Section 2.3
Our strategy is the same as for Section 2.5. However, we could give an other proof as follows,
without requiring the pseudo-conformal transformation. We would show that if a solution u of (2.1.1)
had a decay rate too fast, then u would have a scattering state u∞ whose corresponding solution of
the linear problem (that is (2.1.1) with λ = 0) would have a decay rate of the same order of u. In
particular, α > 2N otherwise u∞ ≡ 0 (Barab [3], Strauss [70, 72]). This rate being too fast, we would
have u∞ ≡ 0 (by (2.1.3)). And from conservation of charge, we would deduce that u(t) ≡ 0, for all
t ∈ R. Furthermore, in the case N = 1, we would have to make the additional assumption ϕ ∈ X
when 1 < α 6 2 (in order to apply the result of Barab [3]). But this case falls into the scope of
Theorems 2.2.1 and 2.2.2 where there is a better result. It follows that in this case, the result would
not be interesting.
Proof of Theorems 2.3.1 and 2.3.2 and Remarks 2.3.4 and 2.3.5. We proceed in 2 steps.
Step 1. There exists u+ ∈ L2(RN ) such that lim
t→∞ ‖T (−t)u(t)− u+‖L2 = 0.
Case of Theorems 2.3.1. Since u satisfies (2.3.1) for every r ∈
[
2, 2NN−2
)
(r ∈ [2,∞) if N = 1), it follows
from Lemma 2.4.4 that there exists an admissible pair (γ, ρ) such that u ∈ L γαγ−2 ((1,∞);L ραρ−2 (RN )).
The result follows from Proposition 2.4.1.
Case of Theorems 2.3.2 and Remark 2.3.4. Set q = 4(α+2)Nα . Thus (q, α+ 2) is an admissible pair. By
Lemma 2.4.3, we may assume that r = α + 2 in (2.3.1) and in (2.3.2). Let ε > 0 as in (2.3.2) (ε = 0
in (2.3.1)). We set ε0 = qαq−2ε. And since
Nα2
4−α(N−2) > 1 ⇐⇒ α > α0, it follows from (2.3.1) or (2.3.2)
that,
‖u‖
qα
q−2
L
qα
q−2 ((1,∞);Lα+2)
=
∞∫
1
‖u(t)‖
qα
q−2
Lα+2dt 6 C
∞∫
1
t−
Nα2
4−α(N−2)−ε0dt <∞.
Then u ∈ L qαq−2 ((1,∞);Lα+2(RN )) and the result comes from Proposition 2.4.1.
Case of Remark 2.3.5. Let r > 2 and ε > 0 be as in (2.3.3). By conservation of charge, r > 2. Further-
more when N = 2, we may assume that r < ∞ (Lemma 2.4.3). Let (γ, ρ) =
(
8
α(N−2) ,
4N
2N−α(N−2)
)
if N > 3, (γ, ρ) =
(
2r
α ,
2r
r−α
)
if N = 2 and (γ, ρ) = (∞, 2) if N = 1. Then, ραρ−2 = 2NN−2 if N > 3,
ρα
ρ−2 = r if N = 2 and
ρα
ρ−2 =∞ if N = 1. Applying (2.3.3), it follows that for these choices of (γ, ρ),
u ∈ L γαγ−2 ((1,∞);L ραρ−2 (RN )). The result comes from Proposition 2.4.1.
Step 2. Conclusion.
The result comes from Step 1 and Lemma 2.4.5. This achieves the proof.
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Abstract
In this paper, we consider the nonlinear Schro¨dinger equation with the super critical power of nonlinearity
in the attractive case. We we give a sufficient condition and a necessary condition to obtain global or blowing
up solutions. These conditions coincide in the critical case, thereby extending the results of Weinstein [77, 78].
Furthermore, we improve a blow-up condition.
3.1 Introduction and notations
We consider the following nonlinear Schro¨dinger equation,i
∂u
∂t
+∆u+ λ|u|αu = 0, (t, x) ∈ (−T∗, T ∗)× RN ,
u(0) = ϕ, in RN ,
(3.1.1)
where λ ∈ R, 0 6 α < 4
N − 2 (0 6 α <∞ if N = 1) and ϕ a given initial data.
We recall that for every ϕ ∈ H1(RN ), (3.1.1) has a unique solution u ∈ C((−T∗, T ∗);H1(RN ))
which satisfies the blow-up alternative and the conservation of charge and energy. In other words, if
T ∗ < ∞ then lim
t↗T∗
‖u(t)‖H1 = ∞. In the same way, if T∗ < ∞ then lim
t↘−T∗
‖u(t)‖H1 = ∞. And for
all t ∈ (−T∗, T ∗), ‖u(t)‖L2 = ‖ϕ‖L2 and E(u(t)) = E(ϕ), where E(ϕ) def= 12‖∇ϕ‖2L2 − λα+2‖ϕ‖α+2Lα+2 .
If ϕ ∈ X def= H1(RN ) ∩ L2(|x|2; dx) then u ∈ C((−T∗, T ∗);X). Moreover, if λ 6 0, if α < 4N or if
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‖ϕ‖H1 is small enough then T ∗ = T∗ =∞ and ‖u‖L∞(R;H1) <∞. Finally, is α > 4N then there exist
initial values ϕ ∈ H1(RN ) such that the corresponding solution of (3.1.1) blows up in finite time. See
Cazenave [19], Ginibre and Velo [33, 34, 35, 38], Glassey [41], Kato [50].
In the attractive and critical case (λ > 0 and α = 4N ), there is a sharp condition to obtain global
solutions (see Weinstein [77, 78]). It is given in terms of the solution of a related elliptic problem. But
in the super critical case (α > 4N ), we only know that there exists ε > 0 sufficiently small such that
if ‖ϕ‖H1 6 ε, then the corresponding solution is global in time.
In this paper, we try to extend the results of Weinstein [77, 78] to the super critical case α > 4N .
As we will see, we are not able to establish such a result, but we can we give two explicit real values
functions γ∗ and r∗ with 0 < γ∗ < r∗ such that if ‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2), then the corresponding
solution is global in time. Furthermore, for every (a, b) ∈ (0,∞) × (0,∞) such that a > r∗(b), there
exists ϕa,b ∈ H1(RN ) with ‖ϕa,b‖L2 = a and ‖∇ϕa,b‖L2 = b such that the associated solution blows
up in finite time for both t < 0 et t > 0 (see Theorem 3.4.1 below). Despite of the fact we do not
obtain a sharp condition (since γ∗ < r∗), we recover the results of Weinstein [77, 78] as α ↘ 4N .
Setting A = {ϕ ∈ H1(RN ); ‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2)}, it follows that for every ϕ ∈ A, the corresponding
solution of (3.1.1) is global in time and uniformly bounded in H1(RN ). It is interesting to note that
A is an unbounded subset of H1(RN ) as for the case α = 4N . We also improve some results about
blow-up (Theorems 3.2.1 and 3.2.2).
This paper is organized as follows. In Section 3.2, we give a sufficient blow-up condition. In Section
3.3, we recall the best constant in a Gagliardo-Nirenberg’s inequality. In Section 3.4, we give the main
result of this paper, that is necessary conditions and sufficient conditions to obtain global solutions.
In Section 3.5, we prove the result given in Section 3.4.
The following notations will be used throughout this paper. ∆ =
N∑
j=1
∂2
∂x2j
and we denote by by
B(0, R), for R > 0, the ball of RN of center 0 with radius R. For 1 6 p 6 ∞, we design by
Lp(RN ) = Lp(RN ;C), with norm ‖.‖Lp , the usual Lebesgue spaces and byH1(RN ) = H1(RN ;C), with
norm ‖.‖H1 , the Sobolev space. For k ∈ N∪{0} and 0 < γ < 1, we denote by Ck,γ(RN ) = Ck,γ(RN ;C)
the Ho¨lder spaces and we introduce the Hilbert space X =
{
ψ ∈ H1(RN ;C); ‖ψ‖X <∞
}
with norm
‖ψ‖2X = ‖ψ‖2H1(RN ) +
∫
RN
|x|2|ψ(x)|2dx. For a normed functional space E ⊂ L1loc(RN ;C), we denote
by Erad the space of functions f ∈ E such that f is spherically symmetric. Erad is endowed with the
norm of E. Finally, C are auxiliary positive constants.
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3.2 Blow-up
The first two results are an improvement of a blow-up condition (see Glassey [41], Ogawa and
Tsutsumi [68]). We know that if a solution has a negative energy, then it blows up in finite time. We
extend this result for any nontrivial solution with nonpositive energy.
Theorem 3.2.1. Let λ > 0,
4
N
< α <
4
N − 2 (4 < α <∞ if N = 1) and ϕ ∈ X, ϕ 6≡ 0. If E(ϕ) 6 0
then the corresponding solution u ∈ C((−T∗, T ∗);X) of (3.1.1) blows up in finite time for both t < 0
and t > 0. In other words, T∗ <∞ and T ∗ <∞.
Theorem 3.2.2. Let λ > 0, N > 2, 4
N
< α <
4
N − 2 (2 < α 6 4 if N = 2) and ϕ ∈ H
1
rad(RN ),
ϕ 6≡ 0. If E(ϕ) 6 0 then the corresponding solution u ∈ C((−T∗, T ∗);H1(RN )) of (3.1.1) blows up in
finite time for both t < 0 and t > 0. In other words, T∗ <∞ and T ∗ <∞.
Remark 3.2.3. When E(ϕ) = 0, the conclusion of Theorems 3.2.1 and 3.2.2 is false for α =
4
N
.
Indeed, let ϕ ∈ Xrad, ϕ 6≡ 0, be a solution of −∆ϕ+ϕ = λ|ϕ| 4N ϕ, in RN . Then E(ϕ) = 0 from (3.3.5)
but u(t, x) = ϕ(x)eit is the solution of (3.1.1) and so T ∗ = T∗ =∞.
Similar results exist for the critical case. See Nawa [64, 66]. It is shown that if ϕ ∈ H1(RN ) satisfies
E(ϕ) <
(ϕ′, iϕ)2
‖ϕ‖2L2
, when N = 1, or if E(ϕ) < 0, when N > 2, then the corresponding solution of (3.1.1)
blows up in finite time or grows up at infinity, the first case always occurring when N = 1. Here, ( , )
denotes the scalar product in L2(RN ). See also Nawa [65, 67]. Note that in the case N = 1, the result
of Nawa [66] slightly improves that of Ogawa and Tsutsumi [69], since it allows to make blow-up some
solution with nonnegative energy.
Proof of Theorem 3.2.1.We argue by contradiction. Set for every t ∈ (−T∗, T ∗), h(t) = ‖xu(t)‖2L2 .
Then h ∈ C2((−T∗, T ∗);R) and
∀t ∈ (−T∗, T ∗), h′′(t) = 4NαE(ϕ)− 2(Nα− 4)‖∇u(t)‖2L2 (3.2.1)
(Glassey [41]). Since E(ϕ) 6 0, we have by Gagliardo-Nirenberg’s inequality (Proposition 3.3.1)
and conservation of energy and charge, ‖∇u(t)‖2L2 6 2λα+2‖u(t)‖α+2Lα+2 6 C‖∇u(t)‖
Nα
2
L2 , for every
t ∈ (−T∗, T ∗). Since α > 4
N
, we deduce that inf
t∈(−T∗,T∗)
‖∇u(t)‖L2 > 0 and with (3.2.1), we obtain
∀t ∈ (−T∗, T ∗), h′′(t) 6 −C.
So, if T∗ =∞ or if T ∗ =∞ then there exists S ∈ R such that h(S) < 0 which is absurd since h > 0.
Hence the result.
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Proof of Theorem 3.2.2. For Ψ ∈W 4,∞(RN ;R), Ψ > 0, we set
∀t ∈ (−T∗, T ∗), V (t) =
∫
RN
Ψ(x)|u(t, x)|2dx.
We know that there exists Ψ ∈W 4,∞(RN ;R), Ψ > 0, such that V ∈ C2((−T∗, T ∗);R) and
∀t ∈ (−T∗, T ∗), V ′′(t) 6 2NαE(ϕ)− 2(Nα− 4)‖∇u(t)‖2L2 ,
(see the proof of Theorem 2.7 of Cazenave [18] and Remark 2.13 of this reference). We conclude in
the same way that for Theorem 3.2.1.
3.3 Sharp estimate
In this section, we recall the sharp estimate in a Gagliardo-Nirenberg’s inequality (Proposition
3.3.1) and a result concerning the ground states.
Let λ > 0, ω > 0 and 0 < α <
4
N − 2 (0 < α < ∞ if N = 1). We consider the following elliptic
equations. {
−∆R+R = |R|αR, in RN ,
R ∈ H1(RN ;R), R 6≡ 0, (3.3.1)
{
−∆Φ+ ωΦ = λ|Φ|αΦ, in RN ,
Φ ∈ H1(RN ;R), Φ 6≡ 0. (3.3.2)
It is well-known that the equation (3.3.2) possesses at less one solution ψ. Furthermore, each
solution ψ of (3.3.2) satisfies ψ ∈ C2,γ(RN )∩W 3,p(RN ), ∀γ ∈ (0, 1), ∀p ∈ [2,∞), |ψ(x)| 6 Ce−δ|x|, for
all x ∈ RN , where C and δ are two positive constants which do not depend on x, lim
|x|→∞
|Dβψ(x)| = 0,
∀|β| 6 2 multi-index. Finally, ψ satisfies the following identities.
‖∇ψ‖2L2 =
ωNα
4− α(N − 2)‖ψ‖
2
L2 , (3.3.3)
‖ψ‖α+2Lα+2 =
2ω(α+ 2)
λ(4− α(N − 2))‖ψ‖
2
L2 , (3.3.4)
‖ψ‖α+2Lα+2 =
2(α+ 2)
λNα
‖∇ψ‖2L2 . (3.3.5)
Such solutions are called bound states solutions. Furthermore, (3.3.2) has a unique solution Φ satisfying
the following additional properties. Φ ∈ Srad(RN ;R); Φ > 0 over RN ; Φ is decreasing with respect to
r = |x|; for every multi-index β ∈ NN , there exists two constants C > 0 and δ > 0 such that for every
x ∈ RN , |Φ(x)|+ |DβΦ(x)| 6 Ce−δ|x|. Finally, for every solution ψ of (3.3.2), we have
‖Φ‖L2 6 ‖ψ‖L2 . (3.3.6)
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Such a solution is called a ground state of the equation (3.3.2).
Equation (3.3.2) is studied in the following references. Berestycki, Galloue¨t and Kavian[8] ;
Berestycki and Lions [9, 10] ; Berestycki, Lions and Peletier [11] ; Gidas, Ni and Nirenberg [31] ; Jones
and Ku¨pper [49] ; Kwong [57] ; Strauss [71]. See also Cazenave [19], Section 8.
Proposition 3.3.1. Let 0 < α <
4
N − 2 (0 < α < ∞ if N = 1) and R be the ground state solution
of (3.3.1). Then the best constant C∗ > 0 in the Gagliardo-Nirenberg’s inequality,
∀f ∈ H1(RN ), ‖f‖α+2Lα+2 6 C∗‖f‖
4−α(N−2)
2
L2 ‖∇f‖
Nα
2
L2 , (3.3.7)
is given by
C∗ =
2(α+ 2)
Nα
(
4− α(N − 2)
Nα
)Nα−4
4
‖R‖−αL2 . (3.3.8)
See Weinstein [77] for the proof in the case N > 2. See also Lemma 3.4 of Cazenave [18] in the
case α =
4
N
. But for convenience, we give the proof. It makes use of a compactness result which is
an adaptation of the compactness lemma due to Strauss (Strauss [71]).
Proof of Proposition 3.3.1. We define for every w ∈ H1(RN ), w 6≡ 0, the functional
J(w) =
‖w‖
4−α(N−2)
2
L2 ‖∇w‖
Nα
2
L2
‖w‖α+2Lα+2
,
and we set σ = inf
w∈H1\{0}
J(w). Then σ ∈ (0,∞) by (3.3.7). We have to show that σ = C−1∗ where C∗
is defined by (3.3.8). Let (wn)n∈N ⊂ H1(RN ) be a minimizing sequence. Let
µn =
‖wn‖
N−2
2
L2
‖∇wn‖
N
2
L2
, λn =
‖wn‖L2
‖∇wn‖L2 and ∀x ∈ R
N , vn(x) = µnwn(λnx).
Then ‖vn‖L2 = ‖∇vn‖L2 = 1 and J(wn) = J(vn) = ‖vn‖−(α+2)Lα+2
n→∞−−−−→ σ. Let v∗n be the symmetriza-
tion of Schwarz of |vn| (see Bandle [2] ; Berestycki and Lions [9], Appendix A.III). Then J(v∗n) n→∞−−−−→ σ
and by compactness, v∗nl ⇀ v in H
1
w(RN ) as l −→∞ and v∗nl
Lα+2−−−→
l→∞
v, for a subsequence (vnl)l ⊂ (v∗n)n
and for some v ∈ H1rad(RN ). Indeed, setting wl = v∗nl−v, it follows that wl ⇀ 0 in H1w(RN ) as l→∞.
Since (wl)l∈N is bounded inH1rad(RN ) and nonincreasing with respect to |x|, then ∀l ∈ N and ∀x ∈ RN ,
|wl(|x|)| 6 C|x|−N2 , where C > 0 does not depend on l and x (Berestycki and Lions [9], Appendix
A.II, Radial Lemma A.IV). From this and Ho¨lder’s inequality, we deduce that ∀l ∈ N and ∀R > 0,
‖wl‖Lα+2(RN\B(0,R)) 6 CR−
Nα
2(α+2) , for a constant C > 0 which does not depend on l. The strong
convergence in Lα+2(RN ) follows easily from the above estimate and from the compact embedding
H1(B(0, R)) ↪→ Lα+2(B(0, R)), which holds for every R > 0. Since ‖vn‖Lα+2 = ‖v∗n‖Lα+2 , it follows
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that ‖v‖α+2Lα+2 = σ−1 and then v 6≡ 0. Thus, J(v) = σ and ‖v‖L2 = ‖∇v‖L2 = 1. It follows that
∀w ∈ H1(RN ), d
dt
J(v + tw)|t=0 = 0. So v satisfies −∆v + 4−α(N−2)Nα v = σ 2(α+2)Nα |v|αv, in RN . Set
a =
(
Nα
4−α(N−2)
) 1
2
, b =
(
2σ(α+2)
4−α(N−2)
) 1
α
and ∀x ∈ RN , u(x) = bv(ax). Then u ∈ H1rad(RN ) is a solution
of (3.3.1) and J(u) = σ. By (3.3.3)–(3.3.4), we obtain J(u) = C−1∗
‖u‖α
L2
‖R‖α
L2
= σ and J(R) = C−1∗ > σ
(since R also satisfies (3.3.1)). Then ‖u‖L2 6 ‖R‖L2 and so with (3.3.6), ‖u‖L2 = ‖R‖L2 . Hence the
result.
3.4 Necessary condition and sufficient condition for global
existence
Theorem 3.4.1. Let λ > 0,
4
N
< α <
4
N − 2 (4 < α < ∞ if N = 1) and R be the ground state
solution of (3.3.1). We define for every a > 0,
r∗(a) =
(
Nα
4− α(N − 2)
) Nα−4
2(4−α(N−2)) (
λ−
1
α ‖R‖L2
) 2α
4−α(N−2)
a−
Nα−4
4−α(N−2) , (3.4.1)
γ∗(a) =
(
Nα− 4
Nα
) Nα−4
2(4−α(N−2))
r∗(a). (3.4.2)
1. If ϕ ∈ H1(RN ) satisfies
‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2), (3.4.3)
then the corresponding solution u ∈ C((−T∗, T ∗);H1(RN )) of (3.1.1) is global in time, that is
T ∗ = T∗ =∞, and the following estimates hold.
∀t ∈ R,
 ‖∇u(t)‖
2
L2 <
2Nα
Nα− 4E(ϕ),
‖∇u(t)‖L2 < r−1∗ (‖ϕ‖L2),
where r−1∗ is the function defined by (3.4.5). In particular, E(ϕ) >
Nα− 4
2Nα
‖∇ϕ‖2L2 .
2. For every a > 0 and for every b > 0 satisfying a > r∗(b), there exists ϕa,b ∈ H1(RN ) with
‖ϕa,b‖L2 = a and ‖∇ϕa,b‖L2 = b such that the associated solution ua,b ∈ C((−T∗, T ∗);H1(RN ))
of (3.1.1) blows up in finite time for both t < 0 et t > 0. In other words, T∗ <∞ and T ∗ <∞.
Furthermore, E(ϕa,b) > 0 ⇐⇒ r∗(b) < a < ρ∗(b) and E(ϕa,b) = 0 ⇐⇒ a = ρ∗(b), where for
every a > 0,
ρ∗(a) =
(
Nα
4
) 2
4−α(N−2)
r∗(a). (3.4.4)
Finally, E(ϕa,b) <
Nα− 4
2Nα
‖∇ϕa,b‖2L2 .
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Remark 3.4.2. Let γ∗ be the function defined by (3.4.2). Set
A = {ϕ ∈ H1(RN ); ‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2)}.
By Theorem 3.4.1, for every ϕ ∈ A, the corresponding solution of (3.1.1) is global in time and
uniformly bounded in H1(RN ). It is interesting to note that A is an unbounded subset of H1(RN ).
So Theorem 3.4.1 gives a general result for global existence for which we can take initial values with
the H1(RN ) norm large as we want.
Remark 3.4.3. Let γ∗, r∗, and ρ∗ be the functions defined respectively by (3.4.2), (3.4.1) and (3.4.4).
It is clear that since α > 4N , γ∗, γ
−1
∗ , r∗, r
−1
∗ , ρ∗ and ρ
−1
∗ are decreasing and bijective functions from
(0,∞) to (0,∞) and for every a > 0,
γ−1∗ (a) =
(
Nα− 4
Nα
) 1
2
r−1∗ (a),
r−1∗ (a) =
(
Nα
4− α(N − 2)
) 1
2 (
λ−
1
α ‖R‖L2
) 2α
Nα−4
a−
4−α(N−2)
Nα−4 , (3.4.5)
ρ−1∗ (a) =
(
Nα
4
) 2
Nα−4
r−1∗ (a).
So the condition condition (3.4.3) is equivalent to the condition ‖∇ϕ‖L2 6 γ−1∗ (‖ϕ‖L2). Furthermore,
γ∗ < r∗ < ρ∗ and γ−1∗ < r
−1
∗ < ρ
−1
∗ .
Remark 3.4.4. Let γ∗, r∗, and ρ∗ be the functions defined respectively by (3.4.2), (3.4.1) and (3.4.4).
Then γ∗
α↘ 4N−−−−→ λ− 1α ‖R‖L2 and r∗
α↘ 4N−−−−→ λ− 1α ‖R‖L2 (and even, ρ∗
α↘ 4N−−−−→ λ− 1α ‖R‖L2). So we obtain
the sharp condition for global existence, ‖ϕ‖L2 < λ− 1α ‖R‖L2 which coincide with the results obtained
by Weinstein [77, 78]. However, we do not know if γ∗ or r∗ are optimum.
3.5 Proof of Theorem 3.4.1
In order to prove the blowing up result (2 of Theorem 3.4.1), we need of several lemmas. We follow
the method of Berestycki and Cazenave [7] (see also Cazenave [17] and Cazenave [19], Section 8.2). A
priori, we would expect to use Theorem 3.2.1, that is to construct initial values in X with nonpositive
energy, which is the case for α =
4
N
. But it will not be enough because we have to make blow-up
some solutions whose the initial values have a positive energy.
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We define the following functionals and sets. Let λ > 0, ω > 0, β > 0, 0 < α <
4
N − 2 (0 < α <∞
if N = 1) and ψ ∈ H1(RN ).
β∗(ψ)
Nα−4
2 =
2(α+ 2)
λNα
‖∇ψ‖2L2
‖ψ‖α+2Lα+2
, if ψ 6≡ 0,
Q(ψ) = ‖∇ψ‖2L2 −
λNα
2(α+ 2)
‖ψ‖α+2Lα+2 ,
S(ψ) =
1
2
‖∇ψ‖2L2 −
λ
α+ 2
‖ψ‖α+2Lα+2 +
ω
2
‖ψ‖2L2 ,
P(β, ψ)(x) = β N2 ψ(βx), for almost every x ∈ RN ,
M =
{
ψ ∈ H1(RN ); ψ 6≡ 0 and Q(ψ) = 0} ,
A =
{
ψ ∈ H1(RN ); ψ 6≡ 0 and −∆ψ + ωψ = λ|ψ|αψ, in RN} ,
G = {ψ ∈ A; ∀φ ∈ A, S(ψ) 6 S(φ)} .
Note that by the discussion at the beginning of Section 3.3 and (3.3.3)–(3.3.6), M 6= ∅, A 6= ∅ and
G 6= ∅.
Lemma 3.5.1. We have the following results.
1. ∀β > 0, β 6= β∗(ψ), S(P(β, ψ)) < S(P(β∗(ψ), ψ)).
2. The following equivalence holds.
ψ ∈ G ⇐⇒
{
ψ ∈M,
S(ψ) = min
φ∈M
S(φ),
3. Let m
def
= min
φ∈M
S(φ). Then ∀φ ∈ H1(RN ) with Q(φ) < 0, Q(φ) 6 S(φ)−m.
See Cazenave [19], Lemma 8.2.5 for the proof of 1 ; Proposition 8.2.4 for the proof of 2 ; Corollary
8.2.6 for the proof of 3. There is a mistake in the formula (8.2.4) of this reference. Replace in this expres-
sion λ∗(u)
nα−4
2 = α+22
(∫
Rn |∇u|2
) (∫
Rn |u|α+2
)−1 with λ∗(u)nα−42 = 2(α+2)nα (∫Rn |∇u|2) (∫Rn |u|α+2)−1 .
The proof of 1 of Theorem 3.4.1 relies on the following lemma.
Lemma 3.5.2. Let I ⊆ R, be an open interval, t0 ∈ I, p > 1, a > 0, b > 0 and Φ ∈ C(I;R+). We
set, ∀x > 0, f(x) = a− x+ bxp, x = (bp)− 1p−1 and b∗ = p− 1
p
x. Assume that Φ(t0) < x, a 6 b∗ and
that f ◦ Φ > 0. Then, ∀t ∈ I, Φ(t) < x.
Proof. Since Φ(t0) < x and Φ is a continuous function, there exists η > 0 with (t0−η, t0+η) ⊆ I such
that, ∀t ∈ (t0 − η, t0 + η), Φ(t) < x. If Φ(t∗) = x for some t∗ ∈ I, then f ◦Φ(t∗) = f(x) = a− b∗ 6 0.
But f ◦ Φ > 0. Then, ∀t ∈ I, Φ(t) < x.
The proof of 2 of Theorem 3.4.1 makes use the following lemma.
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Lemma 3.5.3. Let λ > 0, ω > 0 and
4
N
< α <
4
N − 2 (4 < α < ∞ if N = 1). We set for every
β > 0 and for every ψ ∈ H1(RN ), ϕβ = P(β, ψ). Let uβ ∈ C((−T∗, T ∗);H1(RN )) be the solution of
(3.1.1) with initial value ϕβ . Then we have, ∀ψ ∈ G, ∀β > 1, T∗ <∞ and T ∗ <∞.
Proof. Let ψ ∈ G. By (3.3.5), we have
β∗(ϕβ)
Nα−4
2 =
2(α+ 2)
λNα
β2‖∇ψ‖2L2
β
Nα
2 ‖ψ‖α+2Lα+2
,
Q(ϕβ) = β2
(
‖∇ψ‖2L2 −
λNα
2(α+ 2)
β
Nα−4
2 ‖ψ‖α+2Lα+2
)
,
λNα
2(α+ 2)
‖ψ‖α+2Lα+2 = ‖∇ψ‖2L2 .
So, β∗(ϕβ)
Nα−4
2 = β−
Nα−4
2 , Q(ϕβ) = −β2‖∇ψ‖2L2
(
β
Nα−4
2 − 1
)
and β∗(ψ) = 1. From these three last
equalities, from 1 and 2 of Lemmas 3.5.1 and by conservation of charge and energy, we have
∀β > 1, Q(ϕβ) < 0, (3.5.1)
∀β 6= 1, S(ϕβ) < S(ψ) ≡ m, (3.5.2)
∀β > 0, ∀t ∈ (−T∗, T ∗), S(uβ(t)) = S(ϕβ). (3.5.3)
By continuity of uβ , by (3.5.1)–(3.5.3) and from 3 of Lemma 3.5.1, we have for every β > 1,
∀t ∈ (−T∗, T ∗), Q(uβ(t)) 6 S(ϕβ)−m < 0. (3.5.4)
Set ∀t ∈ (−T∗, T ∗), h(t) = ‖xuβ(t)‖2L2 . Then we have by Glassey [41], h ∈ C2((−T∗, T ∗);R) and
∀t ∈ (−T∗, T ∗), h′′(t) = 8‖∇uβ(t)‖2L2 − 4λNαα+2 ‖uβ(t)‖α+2Lα+2 ≡ 8Q(uβ(t)). So with (3.5.4),
∀t ∈ (−T∗, T ∗), h′′(t) 6 8(S(ϕβ)−m) < 0,
for every β > 1. It follows that T∗ <∞ and T ∗ <∞. Hence the result.
Proof of Theorem 3.4.1. We proceed in two steps.
Step 1. We have 1.
We set : I = (−T∗, T ∗), t0 = 0, p = Nα4 , a = ‖∇ϕ‖2L2 , b = 2λα+2C∗‖ϕ‖
4−α(N−2)
2
L2 , x = (bp)
− 1p−1 ,
b∗ = p−1p x, ∀t ∈ I, Φ(t) = ‖∇u(t)‖2L2 and ∀x > 0, f(x) = a−x+ bxp. Then by conservation of energy,
by Proposition 3.3.1 and by conservation of charge, we have
∀t ∈ I, ‖∇u(t)‖2L2 = 2E(ϕ) +
2λ
α+ 2
‖u(t)‖α+2Lα+2
< ‖∇ϕ‖2L2 +
2λ
α+ 2
C∗‖ϕ‖
4−α(N−2)
2
L2 (‖∇u(t)‖2L2)
Nα
4 .
52 Advances in Mathematical Sciences and Applications, Vol. 12, No. 2 (2002) 817–827
And so, ∀t ∈ I, a−‖∇u(t)‖2L2+b(‖∇u(t)‖2L2)p > 0, that is f ◦Φ > 0. Furthermore, Φ(t0) ≡ a 6 b∗ < x.
Indeed, by Remark 3.4.3, we have
Φ(t0) 6 b∗ ⇐⇒ ‖∇ϕ‖L2 6 γ−1∗ (‖ϕ‖L2) ⇐⇒ ‖ϕ‖L2 6 γ∗(‖∇ϕ‖L2).
So by Lemma 3.5.2, Φ(t) < x ≡ [r−1∗ (‖ϕ‖L2)]2, ∀t ∈ I. Thus, I = R and for every t ∈ R,
‖∇u(t)‖L2 < r−1∗ (‖ϕ‖L2).
It follows from conservation of charge and energy, (3.3.7), (3.3.8), and the above inequality, that
∀t ∈ R, E(ϕ) > 1
2
(
‖∇u(t)‖2L2 −
2λ
α+ 2
C∗‖ϕ‖
4−α(N−2)
2
L2 ‖∇u(t)‖
Nα
2
L2
)
=
1
2
‖∇u(t)‖2L2
(
1− 4
Nα
[
r−1∗ (‖ϕ‖L2)‖∇u(t)‖−1L2
]−Nα−42 )
>
1
2
‖∇u(t)‖2L2
(
1− 4
Nα
)
=
Nα− 4
2Nα
‖∇u(t)‖2L2 .
Hence 1.
Step 2. We have 2.
Let R be the ground state solution of (3.3.1). Let first remark from the assumptions and from Remark
3.4.3, we have b > r−1∗ (a). We set
ν = [r−1∗ (a)]
N
2
(
4−α(N−2)
Nα
)N
4
a−
N−2
2 ‖R‖−1L2 , ω = [r−1∗ (a)]2 4−α(N−2)Nα a−2 =
(
λ−
1
α ‖R‖L2a−1
) 4α
Nα−4
,
and for every x ∈ RN , ψ(x) = νR(√ωx). Then ψ ∈ Srad(RN ) ∩A. Since R satisfies (3.3.1)–(3.3.6), it
follows that ψ ∈ G. Furthermore, ‖ψ‖L2 = a and ‖∇ψ‖L2 = r−1∗ (a). Let β = br−1∗ (a) > 1. Set for every
x ∈ RN , ϕa,b(x) = ϕβ(x) = P(β, ψ)(x). In particular, ϕa,b ∈ Srad(RN ) and ϕa,b satisfies
−∆ϕa,b + ωβ2ϕa,b = λβ−
Nα−4
2 |ϕa,b|αϕa,b, in RN .
Denote ua,b ∈ C((−T∗, T ∗);H2(RN ) ∩ Xrad) the solution of (3.1.1) with initial value ϕa,b. Then by
Lemma 3.5.3, T∗ <∞ and T ∗ <∞. Moreover, ‖ϕa,b‖L2 = a, ‖∇ϕa,b‖L2 = b and by (3.3.5),
E(ϕa,b) =
1
2
‖∇ϕa,b‖2L2 −
λ
α+ 2
‖ϕa,b‖α+2Lα+2
=
1
2
‖∇ϕa,b‖2L2 −
λ
α+ 2
β
Nα
2 ‖ψ‖α+2Lα+2
=
‖∇ϕa,b‖2L2
2Nα
(
Nα− 4β Nα−42
)
=
‖∇ϕa,b‖2L2
2Nα
(
Nα− 4β Nα−42
)
.
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By Remark 3.4.3, it follows that
E(ϕa,b) 6 0 ⇐⇒ β >
(
Nα
4
) 2
Nα−4
⇐⇒ b >
(
Nα
4
) 2
Nα−4
r−1∗ (a) ≡ ρ−1∗ (a) ⇐⇒ a > ρ∗(b).
Hence the result.
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Chapitre 4
Simplification d’une de´monstration
de the´orie de la diffusion en
dimension N 6 2
Ce chapitre est de´die´ a` la simplification de la de´monstration du principal re´sultat obtenu par
Kenji Nakanishi dans [62] (voir le The´ore`me 4.1.1 ci-dessous). L’inconve´nient de la de´monstration
du The´ore`me 4.1.1 est que l’auteur utilise fortement les espaces de Besov Bsp,q(RN ;C) (avec s ∈ R,
1 6 p 6 ∞ et 1 6 q 6 ∞), alors que le seul espace fonctionnel mentionne´ dans ce the´ore`me est
H1(RN ). Il semble donc naturel de tenter de simplifier cette de´monstration. Dans son article, l’auteur
utilise principalement les espaces fonctionnels suivants.
(B, I) = L∞(I,B−σ∞,∞(RN )), (X, I) = La(I, La(RN )),
(K, I) = Lη(I,B1η,2(RN )), (K ′, I) = Lη
′
(I,B1η′,2(RN )),
(Y, I) = La(I,BσYη,2(RN )), (Y˜ , I) = L
a
p (I,BσYη′,2(RN )),
ou` I ⊆ R est un intervalle, σ = 2
Nα
, a =
ηα
η − 2 =
α(N + 2)
2
, η =
2(N + 2)
N
, σY = N
(
1
η
− 1
a
)
et
p− 1
a
+
1
η
=
1
η′
. On rappelle que α est la puissance de la non-line´arite´ de l’e´quation de Schro¨dinger
(4.1.1) et donc 0 < α <
4
N − 2 (0 < α < ∞ si N = 1). La de´monstration que l’on offre ne requie`re
que l’utilisation des 3 espaces de Sobolev suivants.
(B∗, I) = L∞(I,W−(N+1),p0(RN )), (X∗, I) = L
γα
γ−2 (I, L
ρα
ρ−2 (RN )), (K∗, I) = Lγ(I,W 1,ρ(RN )),
pour un certain p0 ∈ (2, α+ 2) et ou` (γ, ρ) est la paire admissible
(
4(α+2)
Nα , α+ 2
)
. On peut dire que
les espaces E∗ que l’on a pris correspondent aux espaces E de Kenji Nakanishi. Les espaces que l’on
a choisis sont ceux qui semblent eˆtre les plus naturels pour l’e´quation de Schro¨dinger (4.1.1), alors
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que ceux qui n’avaient qu’une utilite´ technique ont e´te´ abandonne´s. En effet, l’espace (K∗, I) est un
espace de Strichartz, alors que (K, I) n’en est pas un 1. L’espace (K∗, I) est celui qui apparaˆıt dans
les estimations de Strichartz. En effet, en utilisant ces dernie`res et l’ine´galite´ de Ho¨lder, on obtient
pour toute solution u de (4.1.1) de donne´e initiale ϕ ∈ Hm(RN ) avec m ∈ {0; 1},
‖u‖Lq(I,Wm,r) 6 C‖ϕ‖Hm + C‖u‖α
L
qα
q−2 (I,L
rα
r−2 )
‖u‖Lq(I,Wm,r),
pour toute paire admissible (q, r). Dans l’article [62], Kenji Nakanishi a choisi la paire admissible
(q, r) = (η, η) =
(
2(N+2)
N ,
2(N+2)
N
)
, et donc ηαη−2 =
α(N+2)
2 ≡ a. D’ou` le choix pour l’auteur de (X, I).
Dans cette the`se, notre choix s’est porte´ sur la paire admissible (q, r) = (γ, ρ) =
(
4(α+2)
Nα , α+ 2
)
.
Quant a` l’espace (B∗, I), c’est le seul espace un peu abstrait que l’on utilise. Cependant, il ne sert
qu’une seul fois (pour de´montrer le Lemme 4.2.3) et est le dual topologique de l’espace de Sobolev
L1(I,WN+1,p
′
0(RN )) (Appendice de Brezis et Cazenave [16]). Tandis que les espaces (K ′, I), (Y, I) et
(Y˜ , I) ne sont dans l’article que pour l’aspect technique. Dans ce chapitre, on va donc conside´rablement
simplifier le cadre fonctionnel dans lequel on se place puisque l’on utilisera essentiellement que les
espaces (X∗, I) et (K∗, I).
Pour e´viter toute confusion, les diffe´rents lemmes, propositions et the´ore`mes de´montre´s par Kenji
Nakanishi dans [62], et non par l’auteur de cette the`se, porteront son nom. De plus, afin d’alle´ger les
notations, les parame`tres N, α et λ e´tant donne´s et fixe´s, on ignorera la de´pendance des constantes
vis-a`-vis de ces derniers.
4.1 Introduction et notations
On rappelle que l’e´quation que nous e´tudions est la suivante.i
∂u
∂t
+∆u+ λ|u|αu = 0, (t, x) ∈ (−T∗, T ∗)× RN ,
u(0) = ϕ, dans RN ,
(4.1.1)
ou` λ ∈ R, 0 < α < 4
N − 2 (0 < α <∞ si N = 1) et ϕ une donne´e initiale.
Dans tout ce chapitre, les notations suivantes seront utilise´es. Soient λ ∈ R, α > 0, ϕ ∈ H1(RN )
et u ∈ C. Alors on pose,
ET (ϕ) = 2E(ϕ) + ‖ϕ‖2L2 ,
(γ, ρ) est la paire admissible
(
4(α+ 2)
Nα
,α+ 2
)
,
f(u) = λ|u|αu.
(4.1.2)
1mais presque, puisque B1η,2(RN ) ↪→W 1,η(RN ) et que Lη(I,W 1,η(RN ) est un espace de Strichartz.
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Le re´sultat obtenu par Kenji Nakanishi dans [62] est le suivant (voir le The´ore`me 11.2 de cet
article).
The´ore`me 4.1.1 (Kenji Nakanishi). Soient λ < 0, N ∈ {1; 2}, α > 4
N
, ϕ ∈ H1(RN ) et soit
u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1). Alors il existe u+ ∈ H1(RN ) et u− ∈ H1(RN ) tels
que
lim
t→±∞ ‖T (−t)u(t)− u±‖H1 = 0.
Un tel re´sultat en dimension d’espace N > 3 est e´galement valable
(
avec α < 4N−2
)
et fut e´tabli
par Ginibre et Velo dans [39]. Remarquons qu’une telle de´monstration ne peut en aucun cas eˆtre
analogue a` celle du cas de la dimension N > 3. En effet, comme mentionne´ par l’auteur dans son
article, la diffe´rence essentielle re´side dans la non-inte´grabilite´ en temps des solutions de l’e´quation
line´aire de Schro¨dinger. Une deuxie`me difficulte´ e´tait que l’ine´galite´ de Morawetz n’e´tait pas e´tablie
pour N ∈ {1; 2}. Cette dernie`re fut contourne´e par l’auteur qui obtient une ine´galite´ de type Morawetz
valable en toute dimension d’espace N. A` cet effet, voir le Lemme 5.2 de Nakanishi [62] (ainsi que
l’estimation (4.2.12) de cette the`se).
Afin de de´montrer le The´ore`me 4.1.1, l’auteur a constate´ qu’il suffisait d’e´tablir le re´sultat suivant
(voir la Proposition 10.1 de Nakanishi [62]).
Proposition 4.1.2 (Kenji Nakanishi). Soient λ < 0, N ∈ {1; 2}, α > 4
N
, ϕ ∈ H1(RN ) et soit
u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1). On pose a = α(N+2)2 . Alors u ∈ La(R;La(RN )) et
‖u‖La(R;La) 6 C(‖ϕ‖H1 , N, α, λ).
En effet, a` l’aide de cette proposition, la Proposition 2.4.1 permet de conclure. Cependant, nous
montrerons un re´sultat analogue qui se de´montre de fac¸on identique et me`ne a` la meˆme conclusion,
toujours graˆce a` la Proposition 2.4.1 (voir Proposition 4.1.3). Remarquons auparavant que l’estimation
de la Proposition 4.1.2 a e´te´ de´montre´e dans le cas dissipatif pour N = 3 par Bourgain dans [13].
Dans [63], Nakanishi a donne´ une de´monstration pour cette estimation (toujours dans le cas dissipatif)
valable en toute dimension d’espace N > 1.
Proposition 4.1.3. Soient λ < 0, N ∈ {1; 2}, α > 4
N
, ϕ ∈ H1(RN ) et u ∈ C(R;H1(RN )) la solution
associe´e de (4.1.1). Soit (γ, ρ) la paire admissible telle que ρ = α+ 2. Alors u ∈ L γαγ−2 (R;Lρ(RN )) et
‖u‖
L
γα
γ−2 (R;Lρ)
6 C(‖ϕ‖H1 , N, α, λ).
De plus, pour toute paire admissible (q, r), u ∈ Lq(R;W 1,r(RN )) et
‖u‖Lq(R;W 1,r) 6 C(‖ϕ‖H1 , N, α, r, λ).
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La de´monstration de la Proposition 4.1.3 se fait par re´currence sur la taille de ET (ϕ) (voir les
notations (4.1.2)). Cette me´thode fut employe´e d’abord par Bourgain [14]. Puis Kenji Nakanishi l’a
applique´e aux e´quations de Schro¨dinger et Klein-Gordon non-line´aires dans [62].
Le fait de simplifier certaines de´monstrations des lemmes de Kenji Nakanishi dans [62] a permis
de les e´tendre au cas critique et a conduit a` un nouveau re´sultat sur le comportement asymptotique
des solutions (voir le Corollaire 4.3.1 de cette the`se).
Avant de passer aux diffe´rentes e´tapes qui permettent de de´montrer la Proposition 4.1.3, on va
donner une norme e´quivalente a` la norme usuelle de Wm,p(RN ;C) pour m ∈ Z et 1 < p < ∞. Elle
ressemble fortement aux normes des espaces de Besov Bsp,q(RN ;C) (s ∈ R, 1 6 p 6 ∞, 1 6 q 6 ∞)
et le lecteur inte´resse´ pourra consulter Bergh et Lo¨fstro¨m [12], Triebel [73]. De meˆme voir Adams [1],
Bergh et Lo¨fstro¨m [12], Gilbarg et Trudinger [32], Maz’ja [60] et Triebel [73] pour plus de de´tails sur
les espaces de Sobolev W s,p(RN ) (s ∈ R, 1 6 p 6∞).
Soit h ∈ C∞(R;R), 0 6 h 6 1, telle que h(t) > 0 pour tout t > 0 et h′(t) > 0 pour tout t ∈ (0, 1)
et telle que
h(t) =
{
0, si t 6 0,
1, si t > 1.
(4.1.3)
Il suffit de poser, par exemple, h(t) = e−
1
t e
− 11−t
, pour tout t ∈ (0, 1). On pose pour tout n ∈ N et
pour tout ξ ∈ RN ,
hn(ξ) = h(2− 2−n|ξ|),
ψn = F−1hn,
ϕn = ψn − ψn−1, n > 1,
ϕ0 = ψ0.
On a donc pour tout n ∈ N et pour tout ξ ∈ RN ,
hn, ψn, ϕn ∈ S(RN ),
Fϕn > 0,
∞∑
n=0
Fϕn(ξ) = 1,
hn(ξ) = 1 ⇐⇒ |ξ| 6 2n,
supp hn = supp Fψn = {ξ ∈ RN ; |ξ| 6 2n+1},
supp Fϕn = {ξ ∈ RN ; 2n−1 6 |ξ| 6 2n+1}, n > 1.
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On rappelle un re´sultat concernant les normes de W s,p(RN ;C). Avec les notations ci-dessus, on a
les e´quivalences suivantes. Soient s ∈ R, 1 < p <∞ et f ∈W s,p(RN ;C). Alors
‖f‖W s,p(RN ) ∼

∫
RN
( ∞∑
n=0
(2sn|(ϕn ∗ f)(x)|)2
) p
2
dx

1
p
, si s ∈ Z, (4.1.4)
‖f‖W s,p(RN ) ∼
{ ∞∑
n=0
(2sn‖ϕn ∗ f‖Lp)p
} 1
p
, si s ∈ R \ Z. (4.1.5)
De plus, un simple calcul donne
∀n ∈ N, ‖ϕn‖2L2 6 C(N)2nN . (4.1.6)
Pour la de´monstration de (4.1.4) et de (4.1.5), voir Triebel [73].
Remarque 4.1.4. Il faut bien noter la diffe´rence pour W s,p(RN ) lorsque s est entier et lorsqu’il ne
l’est pas. Si s est entier alors la de´finition pour W s,p(RN ) est la de´finition classique (voir page III
des notations de cette the`se). Cette convention est utilise´e a` l’unanimite´. Mais lorsque s n’est pas
entier alors les espaces W s,p(RN ) ont une de´finition diffe´rente selon les auteurs. Certains choisissent
la de´finition que nous utilisons dans cette the`se (page V des notations), c’est-a`-dire que f ∈W s,p(RN )
avec 1 < p <∞, s = m+ σ, m ∈ N et 0 < σ < 1 si et seulement si ‖f‖W s,p <∞ avec
‖f‖W s,p =
‖f‖pWm,p(RN ) + ∑
|α|=m
∫∫
RN×RN
|Dαf(x)−Dαf(y)|p
|x− y|N+σp dxdy

1
p
. (4.1.7)
Cette de´finition est notamment utilise´e dans Brezis [15] et ces espaces sont appele´s espaces de Sobolev
a` indice fractionnaire. Or cette norme est e´quivalente a` celle des espaces de Besov Bsp,p(RN ) de´finie par
(4.1.5) (toujours pour s non-entier). D’autres choisissent comme de´finition W s,p∗ (RN ) = Hs,p(RN ),
pour tout s ∈ R+, ou` ‖f‖Hsp = ‖F−1{(1+ | . |2)
s
2Ff}‖Lp . Cette de´finition est notamment utilise´e dans
Bergh et Lo¨fstro¨m [12] et est e´quivalente a` celle des espaces de Triebel F sp,2(RN ), pour tout s ∈ R+
(voir (4.1.4) ou Triebel [73] pour plus de de´tails), et co¨ıncide avec celle desW s,p(RN ) classiques, lorsque
s ∈ N.Mais lorsque s 6∈ N, les normes desW s,p∗ (RN )(≡ Hs,p(RN ) ≡ F sp,2(RN )) ne sont pas e´quivalentes
a` celles des W s,p(RN )(≡ Bsp,p(RN )), sauf si p = 2. Comme le montre (4.1.5), on peut prendre dans
cette the`se comme de´finition e´quivalente des espaces W s,p(RN ) lorsque s 6∈ Z et 1 < p < ∞ les
espaces de Besov Bsp,p(RN ). Signalons ne´anmoins que nous n’utiliserons pas l’e´quivalence (4.1.5) mais
que nous avons voulu souligner la diffe´rence entre le cas s entier et la cas s non-entier. L’e´quivalence
(4.1.4) ne sera utilise´e qu’une seule fois, pour de´montrer le Lemme 4.2.3.
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Remarque 4.1.5. Notre choix sur les espaces de Sobolev a` indice fractionnaire s’est porte´ sur la
de´finition (4.1.7) plutoˆt que celle donne´e par Bergh et Lo¨fstro¨m [12] car elle semble plus naturel. En
effet, on peut faire une analogie des extensions des espaces de Fre´chet Ck(RN ) aux espaces de Ho¨lder
Ck,β(RN ) (k ∈ N et 0 < β < 1) avec celles des espaces de Sobolev Wm,p(RN ), pour m ∈ N, aux
espaces de Sobolev a` indice fractionnaire W s,p(RN ), pour s ∈ R+ \ N.
4.2 Autre de´monstration des lemmes de Kenji Nakanishi
Dans cette section, on va donner une autre de´monstration aux lemmes de Kenji Nakanishi qui
permettront de de´montrer la Proposition 4.1.2 de celui-ci. On aura aussi besoin d’un re´sultat de
de´pendance continue dans L2(RN ) pour des solutions H1(RN ). Ce re´sultat (The´ore`me 4.4.7) sera
temporairement admis et de´montrer a` la Section 4.4.
Le premier lemme est une estimation basique, conse´quence directe des ine´galite´s de Strichartz
(voir le Lemme 3.1 de Nakanishi [62]). On a retire´ les estimations sur les normes d’espaces de Besov.
Lemme 4.2.1 (Kenji Nakanishi). Soient λ < 0, 0 < α <
4
N − 2 (0 < α < ∞ si N = 1) et
(γ, ρ) la paire admissible telle que ρ = α + 2. Pour ϕ ∈ H1(RN ), on note u ∈ C(R;H1(RN )) la
solution de (4.1.1) de donne´e initiale ϕ. Alors il existe η0 ∈ (0, 1) tel que pour tout ϕ ∈ H1(RN ),
si l’on a ‖u‖
L
γα
γ−2 (I,Lρ)
6 η0 pour un intervalle I ⊆ R, alors pour toute paire admissible (q, r),
u ∈ Lq(I,W 1,r(RN )) et
‖u‖Lq(I,W 1,r) 6 C(‖ϕ‖H1 , r).
Remarque 4.2.2. Le re´sultat est encore vrai pour λ > 0 et I ⊆ (−T∗, T ∗), ou` (−T∗, T ∗) est l’intervalle
de temps maximal d’existence de u. De plus, η0 = η0(N,α, λ).
De´monstration du Lemme 4.2.1. Rappelons que l’on a de´ja` pour toute paire admissible (q, r),
u ∈ Lqloc(R;W 1,r(RN )). On pose I = (S, T ) et v(t) = T (t−S)u(S). On suppose donc que S > −∞. Si
S = −∞ et T <∞, il suffit d’appliquer la de´monstration en e´changeant les roˆles de S et T. Si I = R,
on de´montre le re´sultat d’abord sur (0,∞) puis on l’applique a` w(t) = u(−t) solution de (4.1.1) avec
w(0) = ϕ. On obtient donc le re´sultat sur (−∞, 0) et donc sur R. On pose f(u) = λ|u|αu. Alors par
l’ine´galite´ de Ho¨lder, on a
‖f(u)‖Lγ′ (I,W 1,ρ′ ) 6 C‖u‖α
L
γα
γ−2 (I,Lρ)
‖u‖Lγ(I,W 1,ρ). (4.2.1)
‖u‖Lγ(I,W 1,ρ) 6 C(‖ϕ‖H1) + C0ηα0 ‖u‖Lγ(I,W 1,ρ), (4.2.2)
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ou` (4.2.2) provient des ine´galite´s de Strichartz, de (4.2.1) et de l’hypothe`se ‖u‖
L
γα
γ−2 (I,Lρ)
6 η0. Soit
η0 ∈ (0, 1) tel que C0ηα0 6 1/2. Alors (4.2.1), via (4.2.2), devient
‖f(u)‖Lγ(I,W 1,ρ) 6 C(‖ϕ‖H1). (4.2.3)
Soit (q, r) une paire admissible quelconque. En utilisant les ine´galite´s de Strichartz, (4.2.1) et (4.2.3),
on obtient, ‖u‖Lq(I,W 1,r) 6 C(‖ϕ‖H1 , r) + C(r)‖f(u)‖Lγ′ (I,W 1,ρ′ ) 6 C(‖ϕ‖H1 , r). D’ou` le re´sultat.
On va maintenant donner un autre de´monstration au lemme suivant. Dans cette preuve, on s’affran-
chit de l’utilisation des espaces de Besov (voir Nakanishi [62], Lemme 4.1). En effet, la de´monstration
originale repose fortement sur ces derniers alors que ni l’hypothe`se et ni la conclusion n’en contiennent.
Dans cette nouvelle preuve, on a garde´ l’ide´e ge´ne´rale, tandis que l’on a change´ le coˆte´ technique.
Lemme 4.2.3 (Kenji Nakanishi). Soient E > 0, λ < 0,
4
N
< α <
4
N − 2 (4 < α <∞ si N = 1),
(γ, ρ) la paire admissible telle que ρ = α+ 2, ϕ ∈ H1(RN ) et u ∈ C(R;H1(RN )) la solution associe´e
de (4.1.1) telle que ‖u‖L∞(R,H1) 6 E. Soient η0 donne´ par le Lemme 4.2.1, η ∈ (0, η0] et s ∈ [1,∞).
Si l’on a
η
2
6 ‖u‖
L
γα
γ−2 (I,Lρ)
6 η pour un intervalle I ⊆ R alors il existe un sous-intervalle J avec
J ⊂ I, il existe R > 0 et il existe c ∈ RN avec |J | > C(E, η) et R 6 C(E, η) tels que
∀t ∈ J,
∫
B(c,R)
min{|u(t, x)|, |u(t, x)|s}dx > C(E, η, s).
Remarque 4.2.4. Le re´sultat est encore vrai pour λ > 0, si ‖u‖L∞(L,H1) 6 E pour un intervalle
L ⊆ (−T∗, T ∗), et si I ⊆ L. Ici, (−T∗, T ∗) de´signe l’intervalle de temps maximal d’existence de u.
De´monstration du Lemme 4.2.3. On proce`de en 5 e´tapes.
E´tape 1. C(E, η, r) 6 ‖u‖Lq(I,Lr) 6 ‖u‖Lq(I,W 1,r) 6 C(r)‖ϕ‖H1 pour toute paire admissible (q, r).
La dernie`re ine´galite´ provient du Lemme 4.2.1. La condition α > 4/N est e´quivalente a` la condition
ρ > γ. Par l’ine´galite´ de Ho¨lder,
η/2 6 ‖u‖
L
γα
γ−2 (I,Lρ)
6 ‖u‖
ρ−γ
α
L∞(R;Lρ)‖u‖
γ−2
α
Lγ(I,Lρ) 6 C(E)‖u‖
γ−2
α
Lγ(I,Lρ),
et donc ‖u‖Lγ(I,Lρ) > C(E, η), d’ou` l’on tire la premie`re ine´galite´ graˆce a` l’ine´galite´ de Ho¨lder et au
Lemme 4.2.1.
E´tape 2. ∃t0 ∈ I, ∃p0 ∈ (2, ρ) avec p0 = p0(N,α), tels que ‖u(t0)‖W−(N+1),p0 > C(E, η).
Puisque γαγ−2 > γ, on peut e´crire
γα
γ−2 = γ + δ ou` δ =
γ
γ−2 (ρ − γ) > 0. Soit n0 = n0(N,α) le plus
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petit entier non nul tel que γ + δ > γN+n0+1N+n0 . Soit alors (q, r) une paire admissible telle que q < γ
soit suffisamment proche de γ pour avoir qN+n0+1N+n0 > γ et r = r(N,α). Soit enfin ε ∈ (0, δ) tel que
γ + ε = qN+n0+1N+n0 . Alors ε = ε(N,α). Puis, en interpolant l’espace L
γ+δ avec les espaces Lγ+ε et L∞,
on obtient ‖u‖Lγ+ε(I,Lρ) > C(E, η). Par interpolation complexe, on a alors
p.p t ∈ I, ‖u(t)‖Lρ 6 C‖u(t)‖
1
N+n0+1
W−(N+n0),p0‖u(t)‖
N+n0
N+n0+1
W 1,r , (4.2.4)
ou` p0 = rρ
(γ + ε)− q
r(γ + ε)− qρ . On pose f(t) = rρ
t− q
rt− qρ . Alors f(γ) = 2 et f(γ + ε) = p0. De plus, f
′ > 0
sur [γ, γ + δ]. On a donc 2 < p0 < ρ < r <∞ (et r < 2NN−2 si N > 3). De (4.2.4) on tire
C(E, η) 6 ‖u‖Lγ+ε(I,Lρ) 6 C‖u‖
1
N+n0+1
L∞(I,W−(N+n0),p0 )‖u‖
N+n0
N+n0+1
Lq(I,W 1,r), (4.2.5)
et par l’E´tape 1, on tire de (4.2.5)
‖u‖L∞(I,W−(N+n0),p0 ) > C(E, η).
Le re´sultat vient alors de l’injection de Sobolev W−(N+1),p0(RN ) ↪→ W−(N+n0),p0(RN ) et de l’esti-
mation ci-dessus.
On introduit maintenant les fonctions h, hn, ϕn, ψn pour n ∈ N de´finies en Section 4.1 pour
l’e´quivalence (4.1.4).
E´tape 3. ∃J un sous-intervalle avec J ⊂ I, ∃n0 ∈ N et ∃c ∈ RN avec |J | > C(E, η) et n0 6 C(E, η)
tels que ∀t ∈ J, |(ϕn0 ∗ u(t))(c)| > C(E, η).
On pose pour tout t ∈ R, v(t) =
[ ∞∑
n=0
(2−(N+1)n|ϕn ∗ u(t)|)2
] 1
2
. Notons que d’apre`s (4.1.4), v est
de´finie presque partout et mesurable sur R × RN . D’apre`s l’E´tape 2, (4.1.4), l’ine´galite´ de Ho¨lder et
la conservation de la masse, on a
C(E, η) 6 ‖u(t0)‖W−(N+1),p0 ≡ ‖v(t0)‖Lp0 6 ‖ϕ‖
2
p0
L2 ‖v(t0)‖
1− 2p0
L∞ 6 C(E)‖v(t0)‖
1− 2p0
L∞ .
Donc il existe c ∈ RN tel que
∞∑
n=0
(2−(N+1)n|(ϕn ∗ u(t0))(c)|)2 > C(E, η). Alors
C(E, η) 6
∞∑
n=0
(2−(N+1)n|(ϕn ∗ u(t0))(c)|)2 6 43 supn∈N
(
2−(N+1)n|(ϕn ∗ u(t0))(c)|2
)
,
d’ou`
∃n0 ∈ N tel que |(ϕn0 ∗ u(t0))(c)|2 > C(E, η)2(N+1)n0 > C(E, η). (4.2.6)
Or d’apre`s l’ine´galite´ de Young, (4.1.6) et la conservation de la masse, on a
∀n ∈ N, ‖ϕn ∗ u(t0)‖2L∞ 6 2nNC(E),
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ce qui donne avec (4.2.6), 2n0 6 2−n0NC(E, η)|(ϕn0 ∗u(t0))(c)|2 6 C(E, η), et donc n0 6 C(E, η). Or
par l’e´quation (4.1.1), ‖ut‖L∞(R;H−1) 6 C(E). En interpolant, il vient alors
∀t, s ∈ R, ‖u(t)− u(s)‖L2 6 C(E)|t− s|1/2. (4.2.7)
De plus, de l’ine´galite´ de Young, on obtient l’estimation
∀t, s ∈ R, ‖ϕn0 ∗ (u(t)− u(s))‖L∞ 6 ‖ϕn0‖L2‖u(t)− u(s)‖L2 ,
de laquelle on tire avec (4.1.6), le fait que n0 6 C(E, η) et (4.2.7),
∀t, s ∈ R, ‖ϕn0 ∗ (u(t)− u(s))‖L∞ 6 C(E, η)|t− s|1/2. (4.2.8)
Or par l’E´tape 1, on a C(E, η) 6 ‖u‖Lγ(I,Lρ) 6 |I|1/γ‖u‖L∞(R;Lρ) 6 C(E)|I|1/γ et donc |I| > C(E, η).
De cette dernie`re ine´galite´, de (4.2.6) et de (4.2.8), on obtient l’E´tape 3.
E´tape 4. ∃R ∈ (0, C(E, η)) tel que ∀t ∈ J, ‖u(t)‖L1(B(c,R)) > C(E, η).
De l’E´tape 3 on a,
∀t ∈ J, C(E, η) 6 |(ϕn0 ∗ u(t))(c)| 6
∫
RN
|ϕn0(x)||u(t, c− x)|dx
6 ‖ϕn0‖L∞(RN )‖u(t)‖L1(B(c,R)) + ‖ϕn0‖L2(|x|>R)‖u(t)‖L2(RN )
6 C(n0)‖u(t)‖L1(B(c,R)) + ‖ϕn0‖L2(|x|>R)‖ϕ‖L2(RN )
6 C(E, η)
(‖u(t)‖L1(B(c,R)) + ‖ϕn0‖L2(|x|>R)) ,
d’ou`
∀t ∈ J, ‖u(t)‖L1(B(c,R)) > C(E, η)− ‖ϕn0‖L2(|x|>R). (4.2.9)
Or ϕn0 ∈ S(RN ) et n0 6 C(E, η) donc
∃R > 0 avec R 6 C(E, η) tel que ‖ϕn0‖L2(|x|>R) 6
C(E, η)
2
, (4.2.10)
ou` C(E, η) est la constante de (4.2.9). Ainsi on conclut a` l’aide de (4.2.9) et de (4.2.10).
E´tape 5. Conclusion. Soit s ∈ (1,∞).
On pose Ω1 = {x ∈ B(c,R); |u(x)| 6 1}, Ω2 = {x ∈ B(c,R); |u(x)| > 1} et pour tout t ∈ R,
A(t) =
∫
Ω1
|u(t, x)|sdx et B(t) =
∫
Ω2
|u(t, x)|dx. Alors,
∀t ∈ R, A(t) +B(t) =
∫
B(c,R)
min{|u(t, x)|, |u(t, x)|s}ds. (4.2.11)
64
D’apre`s l’E´tape 4, (4.2.11) et l’ine´galite´ de Ho¨lder, on a
∀t ∈ J, C(E, η) 6 B(t) +
∫
Ω1
|u(t, x)|dx 6 B(t) + (CRN )1/s′A(t)1/s
6 C(E, η, s)
[
(A(t) +B(t)) + (A(t) +B(t))1/s
]
.
Ainsi A(t) +B(t) > C(E, η, s), ∀t ∈ J, ce qui avec (4.2.11) permet de conclure.
Le lemme suivant est une estimation de type Morawetz qui est valable en toute dimension d’espace
N > 1 (voir Nakanishi [62], Lemme 5.2). On redonne aussi l’ine´galite´ originale (4.2.14) qui fut e´tablie
en premier par Morawetz et Strauss [61] (voir aussi Ginibre et Velo [39, 40], Lin et Strauss [58]).
Lemme 4.2.5 (Estimations de type Morawetz – Kenji Nakanishi). On se donne les notations
(4.1.2). Soient λ < 0, 0 < α <
4
N − 2 (0 < α < ∞ si N = 1), ϕ ∈ H
1(RN ) et u ∈ C(R;H1(RN )) la
solution associe´e de (4.1.1). On a les estimations suivantes.
+∞∫
−∞
∫
RN
|2it∇u(t, x) + xu(t, x)|2
1 + |t|3 + |x|3 dxdt+
+∞∫
−∞
∫
RN
(1 + t2)|u(t, x)|α+2
1 + |t|3 + |x|3 dxdt 6 C, (4.2.12)
ou` C(‖ϕ‖H1 , N, α, λ), et
+∞∫
−∞
∫
RN
t2|u(t, x)|r
|t|3 + |x|3 dxdt 6 CET (ϕ)
r
2 , (4.2.13)
pour tout r ∈
[
2 +
4
N
,
2N
N − 2
] (
r ∈
[
2 +
4
N
,∞
)
si N 6 2
)
, ou` C = C(N, r, λ). Si de plus N > 3
alors on a,
+∞∫
−∞
∫
RN
|u(t, x)|α+2
|x| dxdt 6 C(N,α, λ)‖ϕ‖L2E(ϕ)
1
2 . (4.2.14)
De´monstration. On ne de´montre pas l’estimation (4.2.13) car ce sera l’ine´galite´ (4.2.12) que l’on
utilisera. Voir le Lemme 2.6 de Nakanishi [63] pour (4.2.13). Pour (4.2.14), voir Morawetz et Strauss
[61]. Voir aussi Ginibre et Velo [39, 40], Lin et Strauss [58]. Pour (4.2.12), on ne donne que les grandes
lignes puisque la de´monstration est standard. En effet, elle repose sur la me´thode des multiplicateurs,
comme pour l’ine´galite´ de Morawetz originale. On remarque d’abord que, par de´pendance continue,
il suffit de montrer le re´sultat pour des donne´es initiales dans H2(RN ) et sur l’intervalle de temps
(1,∞). On multiplie l’e´quation (4.1.1) par
2r√
t2 + r2
ur +
(
N − 1− it√
t2 + r2
+
t2
(t2 + r2)3/2
)
u
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(contre ur + N−12r u pour l’estimation originale (4.2.14)), puis l’on inte`gre par parties en (t, x) sur
(1,∞)× RN . D’ou` le re´sultat.
Le re´sultat suivant est une conse´quence directe de l’ine´galite´ de Ho¨lder et de l’estimation de type
Morawetz (4.2.12) (voir le Lemme 5.3 de Nakanishi [62]).
Lemme 4.2.6 (Kenji Nakanishi). Soient λ < 0, 0 < α <
4
N − 2 (0 < α < ∞ si N = 1), soit
ϕ ∈ H1(RN ) et soit u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1). On a l’estimation suivante.
+∞∫
−∞
1√
1 + t2
 ∫
RN
|u(t, x)|2
1 + |x|2 dx

α+2
2
dt 6 C(‖ϕ‖H1 , N, α, λ).
De´monstration. D’apre`s l’ine´galite´ de Ho¨lder, on a pour tout ensemble mesurable A ⊂ RN ,
∫
A
|u(t, x)|2
1 + |x|2 dx 6
 ∫
A
|u(t, x)|α+2dx
 2α+2  ∫
A
(1 + |x|2)−α+2α dx
 αα+2 6 C
 ∫
A
|u(t, x)|α+2dx
 2α+2 ,
car
2(α+ 2)
α
> N ⇐⇒ α(N − 2) < 4. Ceci implique avec (4.2.12),
+∞∫
−∞
1√
1 + t2
 ∫
{|x|6t}
|u(t, x)|2
1 + |x|2 dx

α+2
2
dt 6 C(‖ϕ‖H1). (4.2.15)
De plus,
+∞∫
−∞
1√
1 + t2
 ∫
{|x|>t}
|u(t, x)|2
1 + |x|2 dx

α+2
2
dt 6 C(E)
+∞∫
−∞
(1 + t2)−
α+3
2 dt 6 C(‖ϕ‖H1). (4.2.16)
En mettant ensemble (4.2.15) et (4.2.16), on obtient le re´sultat voulu.
Une autre conse´quence de (4.2.12) est le lemme suivant. Il correspond au Lemme 6.1 de Nakanishi
[62] dont l’e´nonce´ et la de´monstration ne contiennent qu’un seul espace de Sobolev. Par conse´quent,
on ne donne que les grandes lignes de la preuve.
Lemme 4.2.7 (Kenji Nakanishi). Soient E > 0, λ < 0,
4
N
< α <
4
N − 2 (4 < α <∞ si N = 1),
ϕ ∈ H1(RN ), u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1) telle que ‖u‖L∞(R,H1) 6 E et η0 donne´
par le Lemme 4.2.1. Soient 0 = T0 < T1 < · · · < Tn < Tn+1 < · · · , In = (Tn−1, Tn) et 0 < η < η0 tels
que pour tout n,
η
2
6 ‖u‖
L
γα
γ−2 (In+1,Lρ)
6 η, ou` (γ, ρ) est la paire admissible telle que ρ = α+ 2. Soit
S l’ensemble (fini ou infini) des indices n. Alors pour tout n ∈ S, il existe tn ∈ In tel que∑
n∈S
1
(tn + 1) ln(tn + 2)
6 C(E, η).
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La de´monstration de ce lemme requiert l’utilisation du suivant (Lemme 6.2 de Nakanishi [62]).
Lemme 4.2.8 (Kenji Nakanishi). Soient E > 0, λ < 0, 0 < α <
4
N − 2 (0 < α < ∞ si N = 1),
ϕ ∈ H1(RN ), u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1) telle que ‖u‖L∞(R,H1) 6 E et K un
sous-ensemble compact de RN . On pose pour R > 0, K(R) =
{
x ∈ RN ; ∃y ∈ K tel que |x− y| 6 R} .
Alors pour tout R > 0, pour tout t ∈ R et pour tout s 6 t,∫
K(R)
|u(t, x)|2dx >
∫
K
|u(s, x)|2dx− C(E) t− s
R
. (4.2.17)
De´monstration. On pose pour tout x ∈ RN , d(x) = inf
y∈K
|x − y| et χ(x) = h
(
1− d(x)R
)
, ou`
h ∈ C∞(RN ; [0, 1]) ve´rifie (4.1.3). Alors d ∈ W˙ 1,∞(RN ), χ ∈ H1(RN ) ∩W 1,∞(RN ), ‖∇d‖L∞ 6 1,
‖∇χ‖L∞ 6 CR et
χ(x) =
{
0, si x ∈ RN \K(R),
1, si x ∈ K.
Par l’e´quation (4.1.1), l’ine´galite´ de Cauchy-Schwarz et les estimations sur χ, on a
d
dt
‖χu(t)‖2L2 = 2〈χut, χu〉H−1,H1 = 2〈χu, χ(i∆u+ if(u))〉H1,H−1
> −4‖χ‖L∞‖∇χ‖L∞‖ϕ‖L2‖∇u(t)‖L2 > −C(E)
R
.
En inte´grant ainsi entre s et t et en utilisant les estimations sur χ, on obtient
‖u(t)‖2L2(K(R)) > ‖u(s)‖2L2(K) − C(E)
t− s
R
,
ce qui est le re´sultat voulu.
De´monstration du Lemme 4.2.7. La de´monstration originale de ce lemme, bien que technique,
ne contient pas d’espace de Besov. Cependant, par soucis de clarte´, on redonne preuve. On note
C1 = C1(E) la constante dans (4.2.17). D’apre`s le Lemme 4.2.3, pour tout n ∈ S, il existe un sous-
intervalle Jn, cn ∈ RN et R0 > 1 avec Jn ⊂ In, |Jn| > C(E, η) et R0 6 C(E, η) tels que
∀n ∈ S, ∀t ∈ Jn,
∫
B(cn,R0)
min{|u(t, x)|2; |u(t, x)|α+2}dx > C2(E, η). (4.2.18)
Soit M =M(E, η) > 1 tel que
C2
2
> C1
M
. On pose pour tout n ∈ S, tn = min{t; t ∈ Jn}. Pour n ∈ S
et k ∈ S, on conside`re les assertions suivantes.
|cn − ck| 6M |tn − tk|+ 2R0, (4.2.19)
|cn − ck| > M |tn − tk|+ 2R0. (4.2.20)
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On pose p1 = 1 et on de´finit par re´currence pa+1 de la fac¸on suivante. Pour tout n ∈ {p1, . . . , pa},
pa+1 est le plus petit entier k ∈ S satisfaisant (4.2.20). On pose ensuite P = {p1, p2, . . . , pa, pa+1, . . .} .
Puis pour n ∈ P, on pose An = {k ∈ S; k > n et k satisfait (4.2.19)} . Alors par de´finition de P, on a
S =
⋃
n∈P
An. Enfin, pour k ∈ P, on pose Pk = {n ∈ P ; n 6 k} . D’une part, a` l’aide de (4.2.12) et de
(4.2.18), on obtient
Card(P )C(E, η) >
∑
n∈P
∫ +∞
0
∫
{|x−cn|6M |t−tn|+3R0}
|u(t, x)|α+2
C(M,R0)(|t− tn|+ 1) ln(|t− tn|+ 2)dxdt
>
∑
n∈P
∑
k∈An
∫
Jk
C(E, η)
(t+ 1) ln(t+ 2)
dt
>
∑
k∈S
C(E, η)
(tk + 1) ln(tk + 2)
.
Ensuite, pour k ∈ P on applique le Lemme 4.2.8 avec
K = B(cn, R0), K(R) = B(cn, R0 +M |tk − tn|), t = tk et s = tn,
pour tout n ∈ Pk. Alors en utilisant la conservation de la masse, (4.2.18) et l’ine´galite´ sur C1 et C2,
on obtient pour tout k ∈ P,
‖ϕ‖2L2 >
∫
S
n∈P
B(cn,R0+M |tk−tn|)
|u(tk, x)|2dx
>
∑
n∈Pk
∫
B(cn,R0)
|u(tn, x)|2dx− C1(E)
M(E, η)
Card(Pk)
> 1
2
C2(E, η)Card(Pk).
Ainsi, ∀k ∈ P, Card(Pk) 6 C(E, η) et donc Card(P ) 6 C(E, η), ce qui termine la de´monstration.
Le lemme suivant correspond au Lemme 7.1 de Nakanishi [62]. Si la solution de (4.1.1) est suffi-
samment grande pour une norme en espace-temps, alors il existe un intervalle de temps aussi grand
que l’on veut sur lequel la solution posse`de une norme espace-temps aussi petite que l’on veut, d’une
part, et infe´rieure a` l’e´nergie localise´e, d’autre part.
Lemme 4.2.9 (Kenji Nakanishi). Soient E > 0, λ < 0,
4
N
< α <
4
N − 2 (4 < α <∞ si N = 1),
ϕ ∈ H1(RN ), u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1) telle que ‖u‖L∞(R,H1) 6 E et (γ, ρ) la
paire admissible telle que ρ = α+2. Pour tout ν > 0, ε > 0 et tout M > 0, il existe ν1 = ν1(E) > 0 et
N1 = N1(E, ν,M, ε) > 0 ayant les proprie´te´s suivantes. Si ν 6 ν1 et si ‖u‖
L
γα
γ−2 (I,Lρ)
> N1 pour un
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intervalle I ⊆ R, alors il existe un intervalle (S, T ) ⊂ I, c ∈ RN et R > 1 tels que |T − S| > MR et
‖u‖
L
γα
γ−2 ((S,T );Lρ)
+ ‖u‖Lγ((S,T );W 1,ρ) < ν2 < ‖u(t∗)‖2H1(B(c,R)) −
2λ
α+ 2
‖u(t∗)‖α+2Lα+2(B(c,R)), (4.2.21)∥∥∥∥∥ u(t∗)√1 + |x− c|2
∥∥∥∥∥
L2
< ε, (4.2.22)
ou` t∗ ∈ {S;T}.
L’e´nonce´ orignal de ce lemme ainsi que sa de´monstration ne contiennent qu’un seul espace de
Besov, l’espace (K, I) et l’espace de Lebesgue (X, I), donne´s au de´but de ce chapitre. Cependant, en
remplac¸ant ces derniers par les noˆtres (les espaces (K∗, I) et (X∗, I)) et en proce´dant de la meˆme
fac¸on que l’auteur de ce lemme, on aboutit au meˆme re´sultat. C’est plus un exercice de forme qu’un
travail de fond. Par conse´quent, on ne donne que les e´le´ments ne´cessaires a` la preuve.
De´monstration du Lemme 4.2.9. On divise l’intervalle I en N0 sous-intervalles In = (Tn−1, Tn)
(1 6 N0 6∞), tels que pour tout n, η02 6 ‖u‖L γαγ−2 (In,Lρ) 6 η0, ou` η0 est donne´ dans le Lemme 4.2.1.
Alors, d’apre`s le Lemme 4.2.3, pour tout n ∈ {1; . . . ;N0}, il existe tn ∈ In, cn ∈ RN et R0 ∈ (1, C(E)],
tels que
∀n ∈ {1; . . . ;N0}, ‖u(tn)‖2L2(B(cn,R0)) > C1(E). (4.2.23)
On pose alors ν1 =
√
C1(E)
2 . Par le Lemme 4.2.8, on a pour tout n ∈ {1; . . . ;N0} et pour tout t > tn,
‖u(t)‖2L2(B(cn,R0+µ0|t−tn|)) > ‖u(tn)‖2L2(B(cn,R0)) −
C2(E)
µ0
, (4.2.24)
ou` µ0 = µ0(E) > 1 est une constante telle que
C2(E)
µ0
<
C1(E)
2
. De (4.2.23), (4.2.24) et de l’ine´galite´
sur C1(E) et C2(E), on en de´duit que pour tout n ∈ {1; . . . ;N0},
∀t ∈ I, ‖u(t)‖2H1(B(cn,R0+µ0|t−tn|)) −
2λ
α+ 2
‖u(t)‖α+2Lα+2(B(cn,R0+µ0|t−tn|)) > ν21 . (4.2.25)
On divise maintenant chaque intervalle In en sous-intervalles Jnk = (S
n
k−1, S
n
k ) avec k ∈ Pn ⊂ Z, tels
que ‖u‖
L
γα
γ−2 (Jnk ,L
ρ)
+ ‖u‖Lγ(Jnk ,W 1,ρ) < ν2 et Card(Pn) 6 C(E, ν). Ensuite, a` partir du Lemme 4.2.6,
on obtient qu’il existe L ∈ (0, C(E, ε)) et un Tnk ve´rifiantT
n
k ∈
(
Snk−1, S
n
k−1 + L
√
1 + |Snk−1 − tn|2
)
, si k > 0,
Tnk ∈
(
Snk − L
√
1 + |Snk − tn|2, Snk
)
, si k 6 0,
tels que pour tout n ∈ {1; . . . ;N0}, ∥∥∥∥∥ u(Tnk )√1 + |x− cn|2
∥∥∥∥∥
L2
< ε. (4.2.26)
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SoitM0 =M0(E,M, ε) > 1 tel queM0µ0−L > Mµ0(L+1) etM0R0−L > M(R0+µ0(L+1)). Alors en
raisonnant par l’absurde et en utilisant le Lemme 4.2.7, on montre qu’il existe N1 = N1(E, ν,M, ε) > 0
tel que si ‖u‖
L
γα
γ−2 (I,Lρ)
> N1, alors la proprie´te´ suivante NE tient PAS. Pour tout n ∈ {1; . . . ;N0} et
tout k ∈ Pn, |S
n
k−1 − Snk | < M0(R0 + µ0|Snk−1 − tn|), si k > 0,
|Snk−1 − Snk | < M0(R0 + µ0|Snk − tn|), si k 6 0.
(4.2.27)
Il existe alors n0 ∈ {1; . . . ;N0}, n0 <∞, et k0 ∈ Pn0 tels que (4.2.27) NE tient PAS. On pose alors{
t∗ = S = Tn0k0 , T = S
n0
k0
, si k0 > 0,
S = Sn0k0−1, t∗ = T = T
n0
k0
, si k0 6 0,
c = cn0 et R = R0+µ0|Tn0k0 − tn0 |. On ve´rifie ensuite que ces valeurs satisfont bien (4.2.21) et (4.2.22),
notamment graˆce a` (4.2.25)–(4.2.27).
Le lemme suivant (Lemme 8.1 de Nakanishi [62]) peu s’adapter au cas critique. Malheureusement,
aucune application n’a e´te´ trouve´e dans ce cas.
Lemme 4.2.10 (Kenji Nakanishi). Soient les notations (4.1.2), E > 0, λ < 0, N ∈ {1; 2}, α > 4
N
,
ϕ ∈ H1(RN ) et u ∈ C(R;H1(RN )) la solution associe´e de (4.1.1) telle que ET (ϕ) 6 E. On suppose
qu’il existe ν > 0, ε > 0, c ∈ RN , R > 1 et T > S > 0 tels que u satisfait (4.2.21) et (4.2.22) en
t∗ = S. Alors il existe ν2 = ν2(E) > 0 et ε2(E, ν) > 0 tels que si ν 6 ν2 et si ε 6 ε2, alors il existe
v0 ∈ H1(RN ) satisfaisant les proprie´te´s suivantes.
‖u(T )− v(T )‖2H1 −
2λ
α+ 2
‖u(T )− v(T )‖α+2Lα+2 < E −
ν2
4
, (4.2.28)
‖v0‖2H1 < 2ν2, (4.2.29)
‖v‖Lγ((T,∞);Lρ) < C(E, ν)
(
R4
|T − S|
) 1
γ
, (4.2.30)
ou` pour tout t ∈ R, v(t) de´f= T (t)v0. Si u satisfait (4.2.21) et (4.2.22) en t∗ = T, alors on a le meˆme
re´sultat en remplac¸ant T par S dans (4.2.28) et l’intervalle (T,∞) par l’intervalle (−∞, S) dans
(4.2.30).
Si l’e´nonce´ originale ne contient qu’un seul espace de Besov (l’espace (K, I) donne´ au de´but de
ce chapitre), la de´monstration en utilise abondamment (Bs0a,2, B
s1
a,2, B
0
∞,2, B
−3
∞,2 et bien-suˆr (K, I)).
En travaillant sur les estimations originales, on peut se passer de tous ces espaces pour n’utiliser que
ceux citer au de´but de ce chapitre.
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De´monstration du Lemme 4.2.10. La preuve de ce lemme est tre`s technique.
E´tablissons (4.2.29). Puisque l’e´nergie est finie, il existe c′ ∈ RN avec d de´f= |c− c′| 6 C(E, ν) tel que
‖u(S)‖2H1(B(c′,2)) −
2λ
α+ 2
‖u(S)‖α+2Lα+2(B(c′,2)) <
ν2
2
. (4.2.31)
Soit h ∈ C∞(R;R) satisfaisant (4.1.3). On pose alors pour tout x ∈ RN , χΓ(x) = h
(
2− |x−c′|Γ
)
et
v0 = T (−S)(χΓu(S)), ou` Γ ∈ (1, R+ d) est tel que∫
RN
χ2Γ
(
|u(S)|2 + |∇u(S)|2 − 2λ
α+ 2
|u(S)|α+2
)
dx = ν2. (4.2.32)
On ve´rifie qu’un tel choix est possible graˆce a` (4.2.31) et (4.2.21), en regardant ce qu’il se passe pour
Γ = 1 et Γ = R + d. On pose pour tout t ∈ R, v(t) = T (t)v0. A` l’aide de (4.2.22) et (4.2.32), on
montre que
‖v(S)‖2H1 < ν2 + C(E, ν)ε.
Par conse´quent, il existe ε2 = ε2(E, ν) > 0 tel que l’on ait (4.2.29).
On pose ensuite w = u− v. Alors de la meˆme fac¸on que ci-dessus, on montre que
‖w(S)‖2H1 −
2λ
α+ 2
‖w(S)‖α+2Lα+2 < E − ν2 + C(E, ν)ε2.
Quitte a` choisir ε2 = ε2(E, ν) plus petit, on obtient alors.
‖w(S)‖2H1 −
2λ
α+ 2
‖w(S)‖α+2Lα+2 < E −
ν2
2
. (4.2.33)
E´tablissons (4.2.30). En utilisant la proprie´te´ de dispersion du groupe de Schro¨dinger, on obtient
‖v‖γLγ((T,∞);Lρ) 6
∞∫
T
(t− S)−2‖v(S)‖γ
Lρ′
dt. (4.2.34)
Puis, en utilisant le fait que ‖χΓ‖L∞ 6 1 et supp v(S) ⊆ B(c′, 2Γ), on obtient avec l’ine´galite´ de
Ho¨lder,
‖v(S)‖γ
Lρ′
6 C(E, ν)R4. (4.2.35)
Ainsi (4.2.34) et (4.2.35) donnent (4.2.30).
E´tablissons (4.2.28). On pose I = (S, T ) et pour tout t ∈ (S, T ), E(u, t) = ET (ϕ). On alors
E(w, T ) = E(w,S) + 2
T∫
S
〈f(w)− f(u),−i∆w − if(w) + iw〉dt. (4.2.36)
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En utilisant les ine´galite´s de Ho¨lder, Strichartz et l’estimation (4.2.21), on obtient
T∫
S
|〈f(w),−i∆w − if(w) + iw〉|dt 6 C(E)‖w‖γLγ(I,W 1,ρ), (4.2.37)
T∫
S
|〈−f(u),−i∆w〉|dt 6 C(E)‖u‖γ−1Lγ(I,W 1,ρ). (4.2.38)
Soient (a, b) une paire admissible telle que ρ < b < ρ(ρ − 1), θ = aγ et p ∈ (ρ(ρ − 1),∞) tel que
1
ρ(ρ−1) =
1−θ
p +
θ
b . On choisit b = b(N,α) suffisamment proche de ρ(ρ − 1) pour qu’un tel choix de
p = p(N,α) soit possible. Par les ine´galite´s de Ho¨lder et de Strichartz, il existe C0 = C0(N,α) > 1
telle que l’on ait
‖w‖
L
γα
γ−2 (I,Lρ)
6 ‖u‖
L
γα
γ−2 (I,Lρ)
+ ‖v‖
γ−2
α
Lγ(I,Lρ)‖v‖
ρ−γ
α
L∞(I,Lρ) 6 ‖u‖L γαγ−2 (I,Lρ) + C0‖v0‖H1 .
On peut supposer que 3C0ν2 6 η0, ou` η0 est donne´ par le Lemme 4.2.1. Alors par (4.2.21), (4.2.29)
et le Lemme 4.2.1, ‖w‖
L
γα
γ−2 (I,Lρ)
6 η0 et donc ‖w‖Lq(I,W 1,r) 6 C(E, r), pour toute paire admissible
(q, r). Ainsi avec l’ine´galite´ de Ho¨lder, on obtient donc
T∫
S
〈−f(u),−if(w)〉dt 6 C
T∫
S
‖u(t)‖ρ−1Lρ ‖w(t)‖ρ−1Lρ(ρ−1)dt
6 C
T∫
S
‖u(t)‖ρ−1Lρ ‖w(t)‖
(γ−a)(ρ−1)
γ
Lp ‖w(t)‖
a
γ (ρ−1)
Lb
dt 6 C(E)
T∫
S
‖u(t)‖ρ−1Lρ ‖w(t)‖
a
γ
Lb
dt
6 C(E)‖w‖
a
γ
La(I,Lb)
 T∫
S
‖u(t)‖
γ(ρ−1)
γ−1
Lρ dt

γ−1
γ
.
Or,
γ(ρ− 1)
γ − 1 > γ ⇐⇒ α >
4
N
. Par conse´quent, on obtient avec l’ine´galite´ de Ho¨lder,
T∫
S
|〈−f(u),−if(w)〉|dt 6 C(E)‖u‖γ−1Lγ(I,Lρ), (4.2.39)
T∫
S
|〈−f(u), iw〉|dt 6 C(E)‖u‖γ−1Lγ(I,Lρ)‖w‖Lγ(I,Lρ). (4.2.40)
En mettant ensemble les estimations (4.2.36)–(4.2.40) et en utilisant l’ine´galite´ de Strichartz, (4.2.21),
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(4.2.29) et (4.2.33), il vient
E(w, T ) 6 E(w,S) + C(E)‖u‖γ−1Lγ(I,W 1,ρ) + C(E)‖v0‖γH1
6 E − ν
2
2
+ C(E)ν2(γ−1) + C(E)νγ
6 E − ν
2
2
+ C(E)νγ
6 E − ν
2
2
+ C0(E)ν2ν
γ−2
2 .
Soit alors ν2 = ν2(E) > 0 tel que C0(E)ν
γ−2
2 <
1
4
. Il vient donc,
E(w, T ) < E − ν
2
4
,
qui est (4.2.28). Ceci termine la de´monstration.
Voici maintenant une autre de´monstration du Lemme 9.1 de Nakanishi [62]. Ce lemme est inte´ressant
car il s’e´tend au cas critique et l’on en donnera une application a` la Section 4.3 (Corollaire 4.3.1).
Lemme 4.2.11 (Kenji Nakanishi). Soient les notations (4.1.2), E > 0, λ < 0,
4
N
6 α < 4
N − 2
(4 6 α <∞ si N = 1), w solution de (4.1.1) de donne´e initiale w0 avec w0 ∈ H1(RN ) et ET (w0) 6 E,
v(t) = T (t)v0 avec v0 ∈ H1(RN ) et u solution de (4.1.1) de donne´e initiale u0 = w0 + v0. On a alors
le re´sultat suivant.
Pour toute solution w de (4.1.1) ve´rifiant les hypothe`ses ci-dessus et pour tout L > 0, il existe
κ > 0 tel que si ‖v0‖L2 6 κ et si ‖w‖
L
γα
γ−2 (R;Lρ)
6 L alors
u ∈ L γαγ−2 (R;Lρ(RN )) et ‖u‖
L
γα
γ−2 (R;Lρ)
6 C(E,L).
De plus, pour toute paire admissible (q, r),
u ∈ Lq(R;W 1,r(RN )) et ‖u‖Lq(R;W 1,r) 6 C(E,L, r).
En particulier, w ∈ Lq(R;W 1,r(RN )).
On le meˆme re´sultat si l’on remplace R par l’intervalle (0,∞) ou par l’intervalle (−∞, 0).
De´monstration. Il suffit de de´montrer le re´sultat sur (0,∞) et de l’appliquer a` u˜ solution de (4.1.1)
telle que u˜(0) = u0 = w0 + v0. Par unicite´, u˜(t) = u(−t) et alors on obtient le re´sultat sur (−∞, 0).
De plus, on admettra temporairement un re´sultat de convergence uniforme dans L2(RN ) pour des
solutions d’e´nergie finie (The´ore`me 4.4.7). Soient 0 = T0 < T1 < . . . < TN0 = ∞ tels que pour tout
n ∈ {1; . . . ;N0},
η0
2
6 ‖w‖
L
γα
γ−2 ((Tn−1,Tn);Lρ)
6 η0, (4.2.41)
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ou` η0 est donne´ par le Lemme 4.2.1. En particulier, N
γ−2
γα
0
η0
2
6 L et donc N0 6 C(L, η0). Alors d’apre`s
le Lemme 4.2.1, w ∈ Lγ((0,∞);W 1,ρ(RN )) et ‖w‖Lγ((0,∞);W 1,ρ) 6 C(E,L). On de´montre d’abord la
seconde partie du lemme. On peut supposer que E > η0. On a l’e´quation inte´grale suivante.
∀S > 0,∀t > S, u(t+ S) = T (t)(v(S)− w(S)) + w(t+ S)
+ i
t∫
0
T (t− s)(f(u(s+ S))− f(w(s+ S)))ds.
En appliquant les ine´galite´s de Strichartz et de Ho¨lder a` l’e´quation ci-dessus, il vient
‖u‖Lγ(I,Lρ)
6 ‖w‖Lγ(I,Lρ) + ‖T ( . )(u(S)− w(S))‖Lγ((0,T−S);Lρ) + C‖f(u)− f(w)‖Lγ′ (I,Lρ′ )
6 ‖w‖Lγ(I,Lρ) + C‖u− w‖L∞((0,S);L2) + C‖u‖ρ−γL∞(R;Lρ)‖u‖γ−1Lγ(I,Lρ) + C‖w‖ρ−γL∞(R;Lρ)‖w‖γ−1Lγ(I,Lρ),
ou` l’on a pose´ I = (S, t). On en de´duit alors que pour tout S > 0, et pour tout t > S,
‖u‖Lγ((S,t);Lρ) 6 ‖w‖Lγ((S,t);Lρ)+C0‖u− w‖L∞((0,S);L2)
+C1(E)
(
‖u‖γ−1Lγ((S,t);Lρ) + ‖w‖γ−1Lγ((S,t);Lρ)
)
.
(4.2.42)
De meˆme,
‖u‖Lγ((0,S);Lρ)
6 C‖v0‖L2 + C‖w0‖L2 + ‖w‖Lγ(R;Lρ) + C‖f(u)− f(w)‖Lγ′ ((0,S);Lρ′ )
6 C(E,L) + C
(
‖u‖ρ−γL∞(R;Lρ)‖u‖γ−2Lγ((0,S);Lρ) + ‖w‖αL γαγ−2 (R;Lρ)
)
‖u− w‖Lγ((0,∞);Lρ),
et donc
∀S > 0, ‖u‖Lγ((0,S);Lρ) 6 C(E,L)+C2(E,L)‖u− w‖Lγ((0,S);Lρ)
+C3(E)‖u‖γ−2Lγ((0,S);Lρ)‖u− w‖Lγ((0,S);Lρ).
(4.2.43)
Puisque γ > 2, il existe ε = ε(E,L) > 0 tel que
2γ−1C1(E)εγ−2 < 1, (4.2.44)
ε(2(C2(E,L) + 1))γ−2 < C2(E,L) + 1, (4.2.45)
ou` C1(E) est la constante de (4.2.42) et C2(E,L) celle de (4.2.43).
Puisque w ∈ Lγ(R;Lρ(RN )), on peut trouver S0 > 0 suffisamment grand pour avoir
‖w‖Lγ((S0,∞);Lρ) 6
ε
3
, (4.2.46)
‖w‖γ−1Lγ((S0,∞);Lρ) 6
ε
3C1(E)
, (4.2.47)
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ou` C1(E) est la constante de (4.2.42). Enfin, d’apre`s le The´ore`me 4.4.7, il existe κ > 0 suffisamment
petit tel que si ‖v0‖L2 6 κ alors
‖u− w‖L∞((0,S0);L2) 6
ε
3C0
, (4.2.48)
‖u− w‖Lγ((0,S0);Lρ) 6
ε
C3(E)
, (4.2.49)
‖u− w‖Lγ((0,S0);Lρ) 6
1
C2(E,L)
, (4.2.50)
ou` C0 est la constante de (4.2.42) et C3(E) et C2(E,L, ) celles de (4.2.43).
On applique (4.2.46)–(4.2.48) a` (4.2.42) avec S = S0, ce qui donne
∀t > S0, ‖u‖Lγ((S0,t);Lρ) 6 ε+ C1(E)‖u‖γ−1Lγ((S0,t);Lρ). (4.2.51)
De (4.2.51) on de´duit aise´ment que
u ∈ Lγ((0,∞);Lρ(RN )) et ‖u‖Lγ((S0,∞);Lρ) 6 2ε 6 C(E,L). (4.2.52)
Sinon, par continuite´ de l’application t 7−→ ‖u‖Lγ((S0,t);Lρ) sur (S0,∞), on peut trouver T0 > S0 tel
que ‖u‖Lγ((S0,T0);Lρ) = 2ε. Ce qui donne dans (4.2.51) avec t = T0 et (4.2.44),
2ε 6 ε+ 2γ−1C1(E)εγ−2ε < 2ε,
ce qui est absurde. D’ou` (4.2.52). Dans (4.2.43) on applique (4.2.49) et (4.2.50). Alors pour tout
S ∈ (0, S0),
‖u‖Lγ((0,S);Lρ) 6 C(E,L) + 1 + ε‖u‖γ−2Lγ((0,S);Lρ),
et donc en proce´dant comme ci-dessus et en utilisant (4.2.45),
‖u‖Lγ((0,S0);Lρ) 6 2(C(E,L) + 1). (4.2.53)
Ainsi, de (4.2.52) et (4.2.53) on en de´duit que u ∈ Lγ((0,∞);Lρ(RN )) et
‖u‖Lγ((0,∞);Lρ) 6 C(E,L).
En utilisant cette dernie`re ine´galite´ et l’ine´galite´ de Ho¨lder, on obtient
u ∈ L γαγ−2 ((0,∞);Lρ(RN )) et ‖u‖
L
γα
γ−2 ((0,∞);Lρ) 6 C(E,L).
Soit alors 0 = T ′0 < T
′
1 < . . . < T
′
N0
=∞ tels que u satisfasse (4.2.41) pour tout n ∈ {1; . . . ;N ′0}. Alors
N ′0 6 C(E,L) et d’apre`s le Lemme 4.2.1, pour toute paire admissible (q, r), u ∈ Lq((0,∞);W 1,r(RN ))
et ‖u‖Lq((0,∞);W 1,r) 6 C(E,L, r).
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Remarque 4.2.12. La formulation du lemme que l’on a donne´e est plus faible que la version originale.
En fait, on peut montrer que κ = κ(E,L). Les ide´es sont les meˆmes (argument de continuite´ et
ine´galite´s de Strichartz) sauf que l’on utilise le de´coupage (4.2.41) et l’on travaille sur les N0 intervalles
(Tn−1, Tn), au lieu de n’utiliser que (0, S0) et (S0,∞). La preuve que l’on donne s’en trouve simplifie´e.
De plus, on peut supposer v petite seulement dans L
γα
γ−2 (R;Lρ(RN )) au lieu de L2(RN ), ce qui, par
les ine´galite´s Ho¨lder et de Strichartz, est plus faible. En revanche, cette version du lemme est valable
pour α = 4/N ce qui ne l’e´tait pas a` l’origine. Cependant, par soucis de rigueur, on donne le lemme
sous sa version originale (sauf que l’on travaille avec Lγ(R;Lρ(RN )) au lieu de L
γα
γ−2 (R;Lρ(RN ))).
Dans cette de´monstration, on n’utilise pas bien-suˆr les espaces de Besov (Y, I) et (Y˜ , I) (donne´s au
de´but de ce chapitre) qui sont tre`s pre´sents dans la preuve originale.
Lemme 4.2.13 (Kenji Nakanishi). Soient les notations (4.1.2), E > 0, λ < 0,
4
N
6 α < 4
N − 2
(4 6 α <∞ si N = 1), w solution de (4.1.1) de donne´e initiale w0 avec w0 ∈ H1(RN ) et ET (w0) 6 E,
v(t) = T (t)v0 avec v0 ∈ H1(RN ) et ‖v0‖H1 6 E et soit u la solution de (4.1.1) de donne´e initiale
u0 = w0 + v0. On pose pour tout t ∈ R, v(t) = T (t)v0. On a alors le re´sultat suivant.
Pour toute solution w de (4.1.1) ve´rifiant les hypothe`ses ci-dessus et pour tout L > 0, il existe
κ = κ(E,L) > 0 tel que si ‖v‖Lγ((0,∞);Lρ) 6 κ et si ‖w‖
L
γα
γ−2 ((0,∞);Lρ) 6 L alors
u ∈ L γαγ−2 ((0,∞);Lρ(RN )) et ‖u‖
L
γα
γ−2 ((0,∞);Lρ) 6 C(E,L).
On le meˆme re´sultat si l’on remplace l’intervalle (0,∞) par un l’intervalle (−∞, 0) ou par R.
De´monstration. Comme pour la de´monstration du Lemme 4.2.11, il suffit de conside´rer le cas t > 0.
Soit η0 donne´ par le Lemme 4.2.1. Soit η ∈ (0, η0) a` choisir plus tard. Puisque ‖w‖
L
γα
γ−2 ((0,∞);Lρ) 6 L,
il existe 0 = T0 < T1 < . . . < TN0+1 =∞ tels que pour tout n ∈ {1; . . . ;N0 + 1},
η
2
6 ‖w‖
L
γα
γ−2 ((Tn−1,Tn);Lρ)
6 η et (N0 + 1)
γ−2
γα
η
2
6 L. (4.2.54)
Ainsi, N0 = N0(L, η).
On pose g = u− (w + v) et ∀n ∈ {0; . . . ;N0}, ∀t > Tn, gn(t) = T (t− Tn)g(Tn). Alors on a,
∀t > Tn, g(t) = gn(t) +
t∫
Tn
T (t− s)(f(u(s))− f(w(s)))ds,
∀t > Tn, gn+1(t) = gn(t) +
Tn+1∫
Tn
T (t− s)(f(u(s))− f(w(s)))ds.
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En appliquant les ine´galite´s de Strichartz et de Ho¨lder aux deux e´quations inte´grales ci-dessus, on
montre que les estimations suivantes sont satisfaites.
‖g‖Lγ((Tn,t);Lρ) 6 ‖gn‖Lγ((Tn,t);Lρ)
+C
(
‖g + w + v‖α
L
γα
γ−2 ((Tn,t);Lρ)
+ ‖w‖α
L
γα
γ−2 ((Tn,t);Lρ)
)
‖g + v‖Lγ((Tn,t);Lρ),
(4.2.55)
‖gn+1‖Lγ((Tn+1,∞);Lρ) 6 ‖gn‖Lγ((Tn,∞);Lρ)
+C
(
‖g + w + v‖α
L
γα
γ−2 ((Tn,Tn+1);Lρ)
+ ‖w‖α
L
γα
γ−2 ((Tn,Tn+1);Lρ)
)
‖g + v‖Lγ((Tn,Tn+1);Lρ)
(4.2.56)
On pose alors pn = ‖gn‖Lγ((Tn,∞);Lρ) et ∀t ∈ [Tn, Tn+1], qn(t) = ‖g‖Lγ((Tn,t);Lρ). Alors qn est continue
sur [Tn, Tn+1], p0 = 0 et pour tout n ∈ {0; . . . ;N0}, qn(Tn) = 0. En utilisant respectivement (4.2.55)
et (4.2.56) puis l’ine´galite´ de Ho¨lder, on a pour tout n ∈ {0; . . . ;N0},
∀t ∈ [Tn, Tn+1], qn(t) 6 pn + C0(E)((qn(t)γ−2 + ηα + κγ−2)(qn(t) + κ), (4.2.57)
pn+1 6 pn + C0(E)((qn(Tn+1))γ−2 + ηα + κγ−2)(qn(Tn+1) + κ). (4.2.58)
Soit η ∈ (0, 1) suffisamment petit pour avoir C0(E)(2ηγ−2 + ηα) < 14 . Soit alors κ ∈ (0, η) tel que
2N0κ < η. Il est clair que η = η(E), N0 = N0(E,L) et κ = κ(E,L).
Soit n ∈ {0; . . . ;N0}. On va montrer que si pn < η2 alors
∀t ∈ [Tn, Tn+1], qn(t) 6 max{κ; 2pn}. (4.2.59)
On a qn(Tn) = 0. Par continuite´ de qn, il existe t0 ∈ (Tn, Tn+1) tel que pour tout t ∈ [Tn, t0),
0 6 qn(t) < κ. Supposons qu’il existe T∗ ∈ [t0, Tn+1] tel que qn(T∗) > κ. Alors par continuite´ de qn,
on peut supposer que qn(T∗) < η. En appliquant alors (4.2.57) avec t = T∗, on obtient qn(T∗) < 2pn.
De plus, s’il existait T0 ∈ (T∗, Tn+1] tel que qn(T0) = η, alors par (4.2.57) avec t = T0 on aurait
pn >
η
2
, ce qui est absurde. D’ou` (4.2.59).
Soit n ∈ {0; . . . ;N0 − 1}. Supposons que pn < η2 . Alors qn(Tn+1) 6 max{κ; 2pn} par (4.2.59), ce qui
donne avec (4.2.58), pn+1 6 max{κ; 2pn}. Or p0 = 0. On obtient donc par re´currence que pour tout
n ∈ {0; . . . ;N0}, pn 6 2N0−1κ < η2 . Ainsi on a par (4.2.59),
‖g‖γLγ((0,∞);Lρ) =
N0∑
n=0
‖g‖γLγ((Tn,Tn+1);Lρ) =
N0∑
n=0
(qn(Tn+1))γ 6 (N0 + 1)ηγ 6 C(E,L).
Par (4.2.54), le Lemme 4.2.1 et l’estimation ci-dessus, il vient ‖u‖Lγ((0,∞);Lρ) 6 C(E,L). Puis, par
l’ine´galite´ de Ho¨lder, on obtient
‖u‖
L
γα
γ−2 ((0,∞);Lρ) 6 ‖u‖
γ−2
α
Lγ((0,∞);Lρ)‖u‖
ρ−γ
α
L∞((0,∞);Lρ) 6 C(E,L).
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D’ou` le re´sultat.
Maintenant, tous les e´le´ments ne´cessaires a` la de´monstration de la Proposition 4.1.2 sont re´unis.
Elle se fait par re´currence sur la taille de l’e´nergie totale de la donne´e initiale.
De´monstration de la Proposition 4.1.3. Soient les notations (4.1.2). On proce`de par re´currence
sur ET (u0), ou` u0 est la donne´e initiale de la solution u de (4.1.1). Pour les petites donne´es initiales,
le re´sultat vient des ine´galite´s de Strichartz. Soit E > 0. Soit alors ν = min
{
ν1(E); ν2(E); E2
}
, ou`
ν1(E) et ν2(E) sont donne´s respectivement par les Lemmes 4.2.9 et 4.2.10. On pose ensuite δ = ν
2
4 .
On fait alors l’hypothe`se de re´currence suivante. Pour toute solution u˜ de (4.1.1) de donne´e initiale
u˜0 ve´rifiant ET (u˜0) 6 E − δ, on a
u˜ ∈ L γαγ−2 (R;Lρ(RN )) et ‖u˜‖
L
γα
γ−2 (R;Lρ)
6 C1(E). (4.2.60)
Soit u une solution de (4.1.1) de donne´e initiale u0 ve´rifiant ET (u0) 6 E. Soit alors κ = κ(E,C1(E))
donne´ par le Lemme 4.2.13. Supposons alors que ‖u‖
L
γα
γ−2 (R;Lρ)
> 3B. Alors il existe T0 < T1 tels
que ‖u‖
L
γα
γ−2 ((−∞,T0);Lρ)
> B, ‖u‖
L
γα
γ−2 ((T0,T1);Lρ)
> B et ‖u‖
L
γα
γ−2 ((T1;∞);Lρ)
> B. Dans le Lemme
4.2.9, on choisit I = (T0, T1). Ainsi, il existe M =M(E) tel que le membre de droite de (4.2.30) soit
plus petit que κ, si |T − S| > MR. Soit ε = ε2(E, ν(E)) donne´ par le Lemme 4.2.10. On peut utiliser
alors le Lemme 4.2.9 si l’on suppose que B > N1(E, ν(E),M(E), ε(E)). Supposons alors que dans
(4.2.21)–(4.2.22), t∗ = S. D’apre`s le Lemme 4.2.10, il existe v1 ∈ H1(RN ) tel que
ET (u(T )− v`(T )) < E − δ,
‖v1‖2H1 < 2ν2 < E2,
‖v`‖Lγ((T,∞);Lρ) < κ,
ou` pour tout t ∈ R, v`(t) = T (t)v1. On peut alors appliquer l’hypothe`se de re´currence (4.2.60) avec
u˜ = w telle que u˜0 = u(T ) − v`(T ). On utilise ensuite le Lemme 4.2.13 avec w0 = u(T ) − v`(T ) et
v0 = v`(T ). On obtient alors,
‖u‖
L
γα
γ−2 ((T,∞);Lρ) 6 C2(E).
Et puisque T 6 T1, on obtient
‖u‖
L
γα
γ−2 (R;Lρ)
6 B0(E) = 3max{N1;C2}.
Et si l’on a t∗ = T dans (4.2.21)–(4.2.22), alors on obtient de fac¸on similaire,
‖u‖
L
γα
γ−2 ((−∞,S);Lρ) 6 C2(E),
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avec S > T0. D’ou` le re´sultat.
Soient η0 donne´ par le Lemme 4.2.1 et −∞ = T−M0 < . . . < T−1 < T0 < T1 < . . . < TN0 =∞ tels
que pour tout n ∈ {−M0; . . . ;N0},
η0
2
6 ‖u‖
L
γα
γ−2 ((Tn−1,Tn);Lρ)
6 η0.
En particulier, (M0 + N0)
γ−2
γα
η0
2
6 C(E) et donc M0 + N0 6 C(E). Alors d’apre`s le Lemme 4.2.1,
pour toute paire admissible (q, r), u ∈ Lq(R;W 1,r(RN )) et ‖u‖Lq(R;W 1,r) 6 C(E, r). Ceci termine la
de´monstration.
De´monstration du The´ore`me 4.1.1. Les Propositions 4.1.3 et 2.4.1 permettent de conclure.
En suivant pas a` pas la de´monstration de la Proposition 4.1.3, on constate que la seule obstruction a`
l’extension au cas α =
4
N
est le Lemme 4.2.3 (Lemme 4.1 de Kenji Nakanishi [62]). Malheureusement,
nous n’avons pas re´ussi a` ame´liorer la de´monstration originale. Par conse´quent, si une the´orie de la
diffusion dans l’espace d’e´nergie n’est pas possible dans ce cas, cela veut dire que l’on peut trouver un
contre exemple au Lemme 4.2.3. Remarquons ne´anmoins que les ope´rateurs d’onde sont bien de´finis et
continus de H1(RN ) vers H1(RN ), lorsque α =
4
N
(et ce en toute dimension d’espace N). A` cet effet,
voir par exemple le The´ore`me 7.6.5 de cazenave [19]. Bien que les hypothe`ses de ce the´ore`me soient
avec N > 3 et 4
N
< α <
4
N − 2 , la de´monstration est valable pour N ∈ N \ {0} et
4
N
6 α < 4
N − 2
(4 6 α <∞ si N = 1).
4.3 Applications des re´sultats de Kenji Nakanishi
Dans cette section, on donne une application du Lemme 4.2.11 de Kenji Nakanishi. Graˆce a` l’ex-
tension de ce dernier au cas critique, on peut donner un de´but d’e´tude asymptotique des solutions de
l’e´quation de Schro¨dinger (4.1.1). Malheureusement, on ne peut obtenir ce re´sultat que pour “beau-
coup” de solutions, et non pour toutes. Ceci est duˆ au fait que le Lemme 4.1 de Kenji Nakanishi [62]
n’a pu eˆtre de´montre´ dans le cas critique. Par conse´quent, on ne sait pas si, dans ce cas, un re´sultat
tel que celui du The´ore`me 4.1.1 est encore vrai.
Corollaire 4.3.1. Soit λ < 0. On suppose que α =
4
N
. Soit E un sous-espace fonctionnel strict
de H1(RN ). Pour tout ϕ ∈ H1(RN ) et pour tout ε > 0, il existe ψ ∈ H1(RN ) \ E satisfaisant les
proprie´te´s suivantes.
1. ‖ϕ− ψ‖H1 < ε,
2. ‖ψ‖H1 > ‖ϕ‖H1 ,
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3. Pour toute paire admissible (q, r), v ∈ Lq(R;W 1,r(RN )), ou` v de´signe la solution de (4.1.1) de
donne´e initiale ψ,
4. Il existe v+ ∈ H1(RN ) et v− ∈ H1(RN ) telles que lim
t→±∞ ‖T (−t)v(t)− v±‖H1 = 0.
Remarque 4.3.2. Ce corollaire veut dire que l’on peut approcher des solutions aussi grandes que l’on
veut en norme H1(RN ) par des solutions posse´dant un e´tat de diffusion dans H1(RN ) en +∞ et −∞.
La nouveaute´ est que ces solutions peuvent eˆtre aussi irre´gulie`res que l’on veut, du moment qu’elles
sont dans H1(RN ). Le re´sultat est e´vident si ψ ∈ X. On peut donc choisir par exemple E = Xrad, ce
qui donne un re´sultat non trivial.
De´monstration du Corollaire 4.3.1. Soient ϕ ∈ H1(RN ), ε > 0 et (q, r) une paire admissible. On
pose ρ = α+2 de sorte que (ρ, ρ) est une paire admissible Par densite´, il existe (φn)n∈N ⊂ X telle que
φn
H1(RN )−−−−−→
n→∞ ϕ. Pour tout n > 1, on pose λn =
n+ 1
n
‖ϕ‖H1
‖φn‖H1 et ψn =
{
φn, si ‖φn‖H1 > ‖ϕ‖H1 ,
λnφn, si ‖φn‖H1 6 ‖ϕ‖H1 .
Alors (ψn)n∈N ⊂ X, ψn H
1(RN )−−−−−→
n→∞ ϕ, ‖ψn‖H1 > ‖ϕ‖H1 et uψn ∈ L
ρ(R;Lρ(RN )) ≡ L ραρ−2 (R;Lρ(RN )),
pour tout n > 1, ou` uψn de´signe la solution de (4.1.1) de donne´e initiale ψn (Ginibre et Velo [35],
Tsutsumi [74] ; voir aussi le Corollaire 7.2.4 de Cazenave [19]).
Soit n0 tel que ‖ψn0 − ϕ‖H1 <
ε
2
. D’apre`s le Lemme 4.2.11, il existe κ ∈
(
0,
ε
2
)
tel que pour tout
v0 ∈ H1(RN ), si ‖v0‖H1 6 κ alors uψn0+v0 ∈ Lq(R;W 1,r(RN )), ou` uψn0+v0 de´signe la solution de
(4.1.1) de donne´e initiale ψn0 + v0.
Soit v0 ∈ H1(RN ) \ E telle que ‖v0‖H1 6 κ et (ψn0 |v0)H1,H1 > 0, ou` ( . | . )H1,H1 de´signe le
produit scalaire dans H1. On pose alors ψ = ψn0 + v0 ∈ H1(RN ) \ E et on appelle v la solution
de (4.1.1) telle que v(0) = ψ. D’apre`s ce qui pre´ce`de, uψ ∈ Lq(R;W 1,r(RN )), ‖ϕ − ψ‖H1 < ε et
‖ψ‖2H1 = ‖ψn0‖2H1 + 2 (ψn0 |v0)H1,H1 + ‖v0‖2H1 > ‖ψn0‖2H1 > ‖ϕ‖2H1 . On a donc montre´ 1, 2 et 3.
Et puisque u ∈ Lρ(R;Lρ(RN )) ≡ L ραρ−2 (R;L ραρ−2 (RN )), 4 vient alors de la Proposition 2.4.1. Ceci
termine la de´monstration.
Remarque 4.3.3. Comme on l’a vu a` la section pre´ce´dente, l’ine´galite´ de Morawetz est ne´cessaire
pour e´tablir la the´orie de la diffusion le cas dissipatif. Lorsque N > 3, cette estimation est suffisante
puisqu’elle permet de montrer que u(t)
Lα+2(RN )−−−−−−→
t→±∞ 0, ce qui implique l’existence d’un e´tat de diffusion
dans H1(RN ) en +∞ et −∞ (Cazenave [19], The´ore`mes 7.5.1, 7.5.3, 7.6.1, 7.6.5 et 7.6.7). Alors que
dans le cas N 6 2, a` cause de la non-inte´grabilite´ en temps des solutions de l’e´quation line´aire de
Schro¨dinger, l’ine´galite´ de Morawetz ne suffit plus. On peut cependant constater une conse´quence
imme´diate de cette dernie`re. Soient λ < 0, 0 < α < 4N−2 (0 < α <∞ si N = 1), ϕ ∈ H1(RN ) et u la
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solution associe´e de (4.1.1). Soit r ∈
(
2, 2NN−2
)
(r ∈ (2,∞] si N = 1). Pour tout ε > 0 et pour tout
A > 0, il existe (tn)n∈Z ⊂ R avec lim
n→∞ tn =∞ et limn→−∞ tn = −∞ telle que
∀n ∈ Z, max
[tn−A,tn+A]
‖u(t)‖Lr < ε. (4.3.1)
En particulier, cela implique
lim inf
t→±∞ ‖u(t)‖Lr = 0,
pour tout r ∈
(
2, 2NN−2
)
(r ∈ (2,∞] si N = 1).
Remarquons d’abord que sous les hypothe`ses ci-dessus, on a le re´sultat suivant.
∀ε > 0, ∀θ > 1, ∀Λ > θ, ∃T > Λ tel que
T+θ∫
T−θ
‖u(t)‖α+2Lα+2dt < ε. (4.3.2)
La de´monstration est a` peu de choses pre`s identique a` celle du The´ore`me 7.5.1 de Cazenave [19]. On
proce`de en 4 e´tapes.
E´tape 1. Pour tout r ∈ [2, 2NN−2 ) (r ∈ [2,∞) si N = 1), limt→∞ ‖u(t)‖Lr(|x|3>t3 ln t) = 0.
Cette e´tape est identique a` l’E´tape 1 de la de´monstration du The´ore`me 7.5.1 de Cazenave [19]. Soit
M > 0. On pose θM (x) =

|x|
M
, si |x| 6M,
1, si |x| >M.
Alors θM ∈ W 1,∞(RN ) et ‖∇θM‖L∞ 6 1
M
. Donc
θMu ∈ C(R;H1(RN )). On prend alors le produit de dualite´ de (4.1.1) avec iθMu. Alors
〈iut +∆u+ λ|u|αu, iθMu〉H−1,H1 = 0,
〈iut, iθMu〉H−1,H1 = 12
d
dt
∫
RN
θM |u|2dx,
〈λ|u|αu, iθMu〉H−1,H1 = 0 et
|〈∆u, iθMu〉H−1,H1 | =
∣∣∣∣Im ∫
RN
u∇u.∇θMdx
∣∣∣∣ 6 1M ‖u(t)‖H1 6 CM .
De ces 4 dernie`res relations, on obtient∫
RN
θM (x)|u(t, x)|2dx 6 C
M
t+
∫
RN
θM (x)|ϕ(x)|2dx.
On choisit dans cette dernie`re ine´galite´M = t(ln t)1/3 et on fait tendre t vers∞ (dans la de´monstration
originale, M = t ln t). En utilisant le fait que lim
t→∞
∫
RN
θt(ln t)1/3(x)|ϕ(x)|2dx = 0 (The´ore`me de conver-
gence domine´e de Lebesgue), on obtient donc
lim
t→∞ ‖u(t)‖L2(|x|3>t3 ln t) = 0.
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Le cas ge´ne´ral s’obtient en utilisant les ine´galite´s de Ho¨lder et Gagliardo-Nirenberg et le fait que
‖u‖L∞(R;H1) <∞.
E´tape 2. ∀ε1 > 0, ∀θ > 1, ∃T1 > θ tel que ∀S > T1,
S+θ∫
S−θ
‖u(t)‖α+2Lα+2(|x|3>t3 ln t)dt < ε1.
Ceci se de´duit imme´diatement de la 1e`re e´tape.
E´tape 3. ∀ε2 > 0, ∀θ > 1, ∀a > θ + 1, ∃T > a tel que
T+θ∫
T−θ
‖u(t)‖α+2Lα+2(|x|36t3 ln t)dt < ε2.
Ici encore, on suit l’E´tape 2 de la de´monstration du The´ore`me 7.5.1 de Cazenave [19].
Soient ε2 > 0, θ > 1 et a > θ+1. On peut supposer sans perte de ge´ne´ralite´ que a est entier. On pose
pour tout k ∈ N, ck = 1 + 2kθ. Par l’ine´galite´ de type Morawetz (4.2.12), on a
+∞ >
+∞∫
1
1 + t2
1 + t3 + t3 ln t
∫
{|x|36t3 ln t}
|u(t, x)|α+2dxdt
>
∞∑
k=a
1 + c2k+1
1 + c3k+1 + c
3
k+1 ln ck+1
ck+1∫
ck
∫
{|x|36t3 ln t}
|u(t, x)|α+2dxdt,
et donc
∞∑
k=a
1
ck ln ck
ck+1∫
ck
∫
{|x|36t3 ln t}
|u(t, x)|α+2dxdt <∞. (4.3.3)
Or,
∀a ∈ N,
∞∑
k=a
1
ck ln ck
=∞. (4.3.4)
Donc de (4.3.3) et (4.3.4), on en de´duit,
∀a ∈ N avec a > θ + 1, ∃ka ∈ N, ka > a tel que
cka+1∫
cka
∫
{|x|36t3 ln t}
|u(t, x)|α+2dxdt < ε2. (4.3.5)
D’ou` le re´sultat en utilisant (4.3.5) avec T ≡ 1 + θ(2ka + 1) car alors T − θ = cka et T + θ = cka+1.
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E´tape 4. Conclusion.
Soient ε > 0, θ > 1 et Λ > θ. On applique la 2e`me e´tape avec ε1 =
ε
2
. Alors,
∃T1 > θ tel que ∀S > T1,
S+θ∫
S−θ
‖u(t)‖α+2Lα+2(|x|3>t3 ln t)dt <
ε
2
. (4.3.6)
Puis on applique la 3e`me e´tape avec ε2 =
ε
2
et a = max{T1,Λ + 1}. Alors,
∃T > max{T1,Λ + 1} tel que
T+θ∫
T−θ
‖u(t)‖α+2Lα+2(|x|36t3 ln t)dt <
ε
2
. (4.3.7)
On obtient alors (4.3.2) en choisissant S = T dans (4.3.6) et en sommant cette expression avec (4.3.7).
Puis, on constate que (4.3.1) est une conse´quence directe de (4.3.2). En effet, en utilisant l’ine´galite´
de Gagliardo-Nirenberg, il suffit de de´montrer (4.3.1) pour r = α + 2. On ne montre e´galement le
re´sultat que pour t > 0. Il suffira de l’appliquer a` u(−t) solution de (4.1.1) de donne´e initiale ϕ
pour obtenir le cas t < 0. On obtient par l’e´quation (4.1.1) que ‖ut‖L∞(R;H−1) < ∞ et donc par
interpolation, ‖u(t)−u(s)‖L2 6 ‖u(t)−u(s)‖1/2H1 ‖u(t)−u(s)‖1/2H−1 6 C|t−s|−1/2. Ainsi avec l’ine´galite´
de Gagliardo-Nirenberg, on a
∀t, s ∈ R, ‖u(t)− u(s)‖Lα+2 6 C|t− s|
4−α(N−2)
4(α+2) .
D’ou` (4.3.1) graˆce a` (4.3.2).
Remarque 4.3.4. On rappelle que lorsque α > 4N alors on a limt→±∞ ‖u(t)‖Lr = 0. Mais on ne sait
pas si oui ou non lim
t→±∞ ‖u(t)‖Lr = 0 lorsque α 6
4
N . Cependant, si ϕ est a` syme´trie sphe´rique et si
N > 3 alors on peut montrer que lim
t→±∞ ‖u(t)‖Lr = 0 lorsque α 6
4
N (voir la Section 4.5).
4.4 Deux re´sultats de de´pendance continue
Dans cette section, on montre que lorsqu’une the´orie de diffusion peut eˆtre e´tablie, alors on peut
ame´liorer les re´sultats classiques de de´pendance continue, dans le sens ou` cette dernie`re a lieu sur un
intervalle de temps non borne´.
De´finition 4.4.1. Pour toute donne´e initiale ϕ ∈ H1(RN ), on note u ∈ C((−T∗, T ∗);H1(RN )) la
solution associe´e de (4.1.1).
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1. On dira que l’ope´rateur U+ : ϕ 7−→ u+ est bien de´fini sur un voisinage non vide O de H1(RN )
si pour tout ϕ ∈ O, T ∗ =∞ et s’il existe un unique u+ ∈ H1(RN ) tel que
lim
t→∞ ‖T (−t)u(t)− u+‖H1 = 0.
2. On dira que l’ope´rateur U− : ϕ 7−→ u− est bien de´fini sur un voisinage non vide O de H1(RN )
si pour tout ϕ ∈ O, T∗ =∞ et s’il existe un unique u− ∈ H1(RN ) tel que
lim
t→−∞ ‖T (−t)u(t)− u−‖H1 = 0.
The´ore`me 4.4.2. Soient λ ∈ R \ {0}, 0 < α < 4
N − 2 (0 < α < ∞ si N = 1), O un ouvert non
vide de H1(RN ), ϕ ∈ O et u ∈ C((−T∗, T ∗);H1(RN )) la solution de (4.1.1) telle que u(0) = ϕ. Pour
ψ ∈ H1(RN ), on note v la solution de (4.1.1) telle que v(0) = ψ.
1. On suppose que l’ope´rateur U+ : ϕ 7−→ u+ est bien de´fini et continu de O dans H1(RN ). On a
le re´sultat suivant.
∀T < T∗, ∀ε > 0, ∃η > 0 tel que ∀ψ ∈ H1(RN ), ‖ϕ− ψ‖H1 < η =⇒ ‖u− v‖C([−T,∞);H1) < ε.
2. On suppose que l’ope´rateur U− : ϕ 7−→ u− est bien de´fini et continu de O dans H1(RN ). On a
le re´sultat suivant.
∀T < T ∗, ∀ε > 0, ∃η > 0 tel que ∀ψ ∈ H1(RN ), ‖ϕ− ψ‖H1 < η =⇒ ‖u− v‖C([−T,∞);H1) < ε.
Corollaire 4.4.3. Soient λ ∈ R \ {0}, 4
N
< α <
4
N − 2 (4 < α < ∞ si N = 1), ϕ ∈ H
1(RN ) et
u la solution de (4.1.1) de donne´e initiale ϕ. Pour ψ ∈ H1(RN ), on note v la solution de (4.1.1) de
donne´e initiale ψ. Soit (q, r) une paire admissible (r <∞ et q > 2). On a le re´sultat suivant.
1. Si λ < 0 alors ∀ε > 0, ∃η > 0 tel que ∀ψ ∈ H1(RN ),
‖ϕ− ψ‖H1 < η =⇒ ‖u− v‖C(R;H1) + ‖u− v‖Lq(R;W 1,r) < ε.
2. Si λ > 0 et si ‖ϕ‖H1 < δ avec δ > 0 assez petit alors
∀ε > 0, ∃η > 0 tel que ∀ψ ∈ H1(RN ),
‖ϕ− ψ‖H1 < η =⇒ ‖u− v‖C(R;H1) + ‖u− v‖Lq(R;W 1,r) < ε.
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Remarque 4.4.4. Il est clair que dans le cas line´aire (i.e. λ = 0), la situation est plus simple car
alors ‖u− v‖Lq(R;W 1,r) 6 C(N, r)‖ϕ− ψ‖H1 , pour toute paire admissible (q, r).
De´monstration du The´ore`me 4.4.2. On ne montre que 1, 2 s’obtenant en appliquant 1 avec
U+ = U− a` u˜ et v˜ de donne´e initiale respective ϕ et ψ. D’ou` 1, puis que u˜(t) = u(−t) et v˜(t) = v(−t).
D’apre`s les re´sultats classiques de de´pendance continue, on peut de´montrer 1 avec T = 0. Il est
e´vident que 1 signifie que l’ope´rateur A : ϕ 7−→ u est continu de O vers C([0,∞);H1(RN )) pour la
topologie forte. Puisque C([0,∞);H1(RN )) est un espace me´trique, il suffit de de´montrer la continuite´
se´quentielle de l’ope´rateur A. Soient ϕ ∈ O, (ϕn)n∈N ⊂ H1(RN ), u ∈ C(R;H1(RN )) la solution de
(4.1.1) telle que u(0) = ϕ et un la solution de (4.1.1) telle que un(0) = ϕn. Il s’agit de montrer que
si ϕn
n→∞−−−−→ ϕ dans H1(RN ) alors un n→∞−−−−→ u dans C([0,∞);H1(RN )). On proce`de en 2 e´tapes. On
fixe ε > 0. On note u+n = U+(ϕn) et u+ = U+(ϕ). Par hypothe`se,
∃T0 > 0 tel que ∀t > T0, ‖T (−t)u(t)− u+‖H1 < ε2 , (4.4.1)
∀ε′ > 0, ∀n ∈ N, ∃Tn > 0 tel que ∀t > Tn, ‖T (−t)un(t)− u+n ‖H1 <
ε′
2
. (4.4.2)
De plus, par continuite´ de U+,
∀ε′ > 0, ∃N0 ∈ N tel que ∀n > N0, ‖u+n − u+‖H1 <
ε′
2
. (4.4.3)
E´tape 1. lim
n→∞ supt>T0
‖T (−t)un(t)− u+‖H1 < ε2 .
Soient ε′ ∈ (0, ε) et (tjn)j∈N ⊂ [T0,∞) tels que
∀n > N0, lim
j→∞
‖T (−tjn)un(tjn)− u+‖H1 = sup
t>T0
‖T (−t)un(t)− u+‖H1 . (4.4.4)
On peut supposer que
∃M0 > N0 tel que ∀n > M0, sup
j∈N
tjn <∞, (4.4.5)
ou` N0 ∈ N est donne´ par (4.4.3). Sinon, c’est qu’il existe deux sous-suites (nk)k∈N et (jlk)l∈N avec
inf
k∈N
nk > N0, nk
k→∞−−−−→ ∞ et jlk l→∞−−−→ ∞, pour tout k ∈ N, telles que tj
l
k
nk
l→∞−−−→ ∞, pour tout k ∈ N.
Ainsi,
∀k ∈ N, lim
l→∞
‖T (−tjlknk)unk(tj
l
k
nk)− u+‖H1 = ‖u+nk − u+‖H1 <
ε′
2
,
par (4.4.3). Puis, on passe a` la limite supe´rieure sur k. On a donc par l’ine´galite´ ci-dessus et par
(4.4.4),
lim
k→∞
sup
t>T0
‖T (−t)unk(t)− u+‖H1 6
ε′
2
<
ε
2
,
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qui est le re´sultat voulu. D’ou` (4.4.5). Par (4.4.5), il existe une sous-suite (tjln )l∈N ⊂ (tjn)j∈N telle que
tjln
l→∞−−−→ tn, pour tout n > M0. Par conse´quent, cela donne avec (4.4.4),
∀n > M0, ‖T (−tn)un(tn)− u+‖H1 = sup
t>T0
‖T (−t)un(t)− u+‖H1 . (4.4.6)
On peut aussi supposer qu’il existe une sous-suite (tnl)l∈N ⊂ (tn)n∈N telle que tnl ↗ ∞ lorsque
l −→∞. Sinon c’est que T0 6 sup
n∈N
tn 6 A <∞, et donc par (4.4.6)
lim
n→∞ supt>T0
‖T (−t)un(t)− u+‖H1
= lim
n→∞‖T (−tn)un(tn)− u+‖H1 6 limn→∞ supt∈[T0,A]
‖T (−t)un(t)− u+‖H1
6 lim
n→∞ supt∈[T0,A]
‖T (−t)un(t)− T (−t)u(t)‖H1 + max
t∈[T0,M ]
‖T (−t)u(t)− u+‖H1
< lim
n→∞ supt∈[T0,A]
‖un(t)− u(t)‖H1 + ε2 6
ε
2
,
par de´pendance continue et par (4.4.1), ce qui est le re´sultat voulu.
Ainsi, il existe une sous-suite (tnl)l∈N ⊂ (tn)n∈N telle que inf
l∈N
tnl > M0 et tnl ↗∞, lorsque l −→ ∞.
Ceci donne avec (4.4.6),
∀l ∈ N, ‖T (−tnl)unl(tnl)− u+‖H1 = sup
t>T0
‖T (−t)unl(t)− u+‖H1 .
On choisit successivement ε′ = 1, ε′ =
1
2
, . . . , ε′ =
1
2l
, ε′ =
1
2l+1
, . . . dans (4.4.3) et (4.4.2). Alors,
puisque tnl ↗ ∞ lorsque l −→ ∞, on construit une injection strictement croissante ψ : N −→ N
telle que lim
l→∞
‖T (−tψ(nl))uψ(nl)(tψ(nl))− u+‖H1 = 0. Puis, par un argument classique d’unicite´ de la
limite, on montre que lim
n→∞ ‖T (−tn)un(tn)− u+‖H1 = 0. D’ou` le re´sultat par (4.4.6).
E´tape 2. Conclusion.
lim
n→∞ supt>T0
‖un(t)− u(t)‖H1 = lim
n→∞ supt>T0
‖T (−t)un(t)− T (−t)u(t)‖H1
6 lim
n→∞ supt>T0
‖T (−t)un(t)− u+‖H1 + sup
t>T0
‖u+ − T (−t)u(t)‖H1 6 ε,
d’apre`s l’E´tape 1 et d’apre`s (4.4.1). D’ou`, lim
n→∞ supt>T0
‖un(t) − u(t)‖H1 6 ε. Par de´pendance continue
sur le compact [0, T0], on en de´duit que
lim
n→∞ supt>0
‖un(t)− u(t)‖H1 6 ε.
Or ε > 0 est arbitraire. On obtient donc le re´sultat en faisant ε↘ 0.
De´monstration du Corollaire 4.4.3. 1. E´tant donne´es les hypothe`ses sur α, on sait que si λ < 0
alors les ope´rateurs U− et U+ sont bien de´finis et continus de H1(RN ) vers H1(RN ). D’ou` le re´sultat
86 Deux re´sultats de de´pendance continue
en appliquant le The´ore`me 4.4.2.
2. E´tant donne´es les hypothe`ses sur α, on sait que si λ > 0 alors les ope´rateurs U− et U+ sont bien
de´finis et continus de O vers H1(RN ), ou` O est un voisinage ouvert non vide de 0 dans H1(RN ). D’ou`
le re´sultat en appliquant le The´ore`me 4.4.2.
En appliquant la de´monstration du The´ore`me 4.4.2, en utilisant les re´sultats de Cazenave et
Weissler [25], Tsutsumi [74] et en utilisant le fait que les espaces de Strichartz s’interpolent, on
obtient le re´sultat suivant.
Corollaire 4.4.5. Soient λ ∈ R \ {0}, 0 < α < 4
N − 2 (0 < α <∞ si N = 1), ϕ ∈ X et u la solution
de (4.1.1) de donne´e initiale ϕ. Pour ψ ∈ X, on note v la solution de (4.1.1) de donne´e initiale ψ.
Soit α0 =
−(N−2)+√N2+12N+4
2N et soit (q, r) une paire admissible
(
avec r < 2NN−2 si N > 3
)
.
1. Si λ < 0 et si α0 6 α <
4
N − 2 (α0 < α <∞ si N = 2, α0 6 α <∞ si N = 1) alors
∀ε > 0, ∃η > 0 tel que ∀ψ ∈ X,
‖ϕ− ψ‖X < η =⇒ ‖u− v‖C(R;H1) + ‖u− v‖Lq(R;W 1,r) < ε.
2. Si
4
N + 2
< α <
4
N − 2 (2 < α <∞ si N = 1) et si ‖ϕ‖X < δ avec δ > 0 assez petit alors
∀ε > 0, ∃η > 0 tel que ∀ψ ∈ X,
‖ϕ− ψ‖X < η =⇒ ‖u− v‖C(R;H1) + ‖u− v‖Lq(R;W 1,r) < ε.
Le the´ore`me de convergence uniforme est, en ge´ne´ral, faux si λ > 0, meˆme dans L2(RN ) et meˆme
si les donne´es initiales sont re´gulie`res avec une de´croissance raisonnable a` l’infini.
Proposition 4.4.6. Pour tout λ > 0 et pour tout 0 < α <
4
N − 2 (0 < α < ∞ si N = 1), il existe
ϕ ∈ Srad(RN ;R) et (ϕn)n∈N ⊂ Srad(RN ;R) avec ϕn n→∞−−−−→ ϕ dans X ∩Hm(RN )∩Ckb (RN ), pour tout
m ∈ N et pour tout k ∈ N, telles que
lim inf
n→∞ supt∈R
‖u(t)− un(t)‖L2 > 0,
ou` u, un ∈ Ckb (R;X∩Hmrad(RN ;C))∩Ckb (RN+1;C), pour tout m ∈ N et pour tout k ∈ N, sont solutions
de (4.1.1) telles que u(0) = ϕ et un(0) = ϕn.
Si de plus α < 4N
(
respectivement α < 4N+2
)
alors on peut choisir ‖ϕ‖H1 (respectivement ‖ϕ‖X)
aussi petite que l’on veut.
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De´monstration. Soit ψ ∈ Srad(RN ;R), ψ > 0, solution de
−∆ψ + ψ = λ|ψ|αψ, dans RN ,
avec ψ strictement de´croissante par rapport a` |x| et ve´rifiant,
∀β ∈ NN multi-index, ∃C > 0, ∃δ > 0 telles que ∀x ∈ RN , |Dβψ(x)| 6 Ce−δ|x| (4.4.7)
(voir le de´but de la Section 3.3). On pose
∀ω > 0, ∀x ∈ RN , ψω(x) = ω1/αψ(
√
ωx).
Alors, on a pour tout ω > 0, ψω > 0, ψω ∈ Srad(RN ;R) et ψω ve´rifie
−∆ψω + ωψω = λ|ψω|αψω, dans RN .
En utilisant (4.4.7) et le the´ore`me de convergence domine´e de Lebesgue, on montre facilement que,
∀ω > 0, ∀m ∈ N, ∀k ∈ N, lim
µ→ω ‖ψµ − ψω‖X∩Hm∩Ckb = 0. Soient ω > 0 et (ωn)n∈N ⊂ (0,∞) telle
que ωn
n→∞−−−−→ ω et ∀n ∈ N, ωn 6= ω. On pose, ∀t ∈ R, ∀n ∈ N, ϕ = ψω, ϕn = ψωn , u(t) = ϕeiωt et
un(t) = ϕneiωnt. On a alors pour tout n ∈ N, pour tout m ∈ N et pour tout k ∈ N,
u, un ∈ C∞(R;X ∩Hmrad(RN ;C)) ∩ Ckb (RN+1;C)
et u et un sont solutions de (4.1.1) de donne´e initiale respective ϕ et ϕn. Soit tn =
pi
ωn − ω . Alors,
∀m ∈ N, ∀k ∈ N, lim
n→∞ ‖ϕn − ϕ‖X∩Hm∩Ckb = 0, par ce qui pre´ce`de. Cependant,
∀n ∈ N, sup
t∈R
‖u(t)− un(t)‖L2 > ‖u(tn)− un(tn)‖L2 = ‖ϕn + ϕ‖L2 ,
et donc
lim inf
n→∞ supt∈R
‖u(t)− un(t)‖L2 > 2‖ϕ‖L2 > 0.
D’ou` le re´sultat. De plus, lim
ω→0
‖ψω‖H1 = 0 ⇐⇒ α < 4N et limω→0 ‖ψω‖X = 0 ⇐⇒ α <
4
N+2 . Il
suffit donc de choisir ω > 0 suffisamment petit pour avoir ‖ϕ‖ aussi petite que l’on veut dans l’espace
de´sire´.
Le re´sultat suivant concerne la de´pendance continue dans L2(RN ), utile pour donner une autre
de´monstration au Lemme 4.2.11 de Kenji Nakanishi.
The´ore`me 4.4.7. Soient E > 0, λ < 0, 0 6 α < 4
N − 2 (0 6 α < ∞ si N = 1). Pour ϕ ∈ H
1(RN )
et pour ψ ∈ H1(RN ), on note u ∈ C(R;H1(RN )) la solution de (4.1.1) telle que u(0) = ϕ et v la
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solution de (4.1.1) telle que v(0) = ψ. Alors pour tout ϕ ∈ H1(RN ) et ψ ∈ H1(RN ) satisfaisant
max{‖ϕ‖H1 , ‖ψ‖H1} 6 E, pour tout intervalle borne´ I ⊂ R et pour toute paire admissible (q, r), on a
‖u− v‖C(I,L2) + ‖u− v‖Lq(I,Lr) 6 C‖ϕ− ψ‖L2 ,
ou` C = C(E,N, |I|, r, α, λ) > 0.
De´monstration.D’apre`s les The´ore`mes 6.3.1 de Cazenave [19] et 3.5 de Cazenave [18], on peut suppo-
ser α > 4N ou α = 0. Soient E > 0, ϕ ∈ H1(RN ) et ψ ∈ H1(RN ) satisfaisant max{‖ϕ‖H1 , ‖ψ‖H1} 6 E.
Alors max{‖u‖L∞(R;H1); ‖v‖L∞(R;H1)} 6 C(E,N, α, λ). Soient (q, r) une paire admissible, S ∈ (0,∞),
T ∈ (0,∞) et soit t0 > 0 a` choisir plus tard. On pose I = (−S, T ) et f(u) = λ|u|αu. Traitons d’abord
le cas α 6= 0. Soit (a, b) la paire admissible ( 4bNα , α+ 2) . D’apre`s l’e´quation (4.1.1) et l’ine´galite´ de
Ho¨lder, on a pour tout `,
u, v ∈ L∞(I,H1(RN )) ∩W 1,∞(I,H−1(RN )), (4.4.8)
‖f(u)− f(v)‖La′ ((`,`+t0);Lb′ )
6 C
(
‖u‖α
L
aα
a−2 ((`,`+t0);Lb)
+ ‖v‖α
L
aα
a−2 ((`,`+t0);Lb)
)
‖u− v‖La((`,`+t0);Lb),
(4.4.9)
ou` C = C(N,α, λ).
De (4.4.8) et (4.4.9) apre`s avoir applique´ l’ine´galite´ de Ho¨lder a` (4.4.9), on de´duit que
‖f(u)− f(v)‖La′ ((`,`+t0);Lb′ )
6 Ct
a−2
a
0
(
‖u‖αL∞((`,`+t0);Lb) + ‖v‖αL∞((`,`+t0);Lb)
)
‖u− v‖La((`,`+t0);Lb)
6 Ct
a−2
a
0
(
‖u‖αL∞(I,H1) + ‖v‖αL∞(I,H1)
)
‖u− v‖La((`,`+t0);Lb),
et ainsi pour tout `,
‖f(u)− f(v)‖La′ ((`,`+t0);Lb′ ) 6 Ct
a−2
a
0 ‖u− v‖La((`,`+t0);Lb), (4.4.10)
ou` C = C(E,N, α, λ).
On applique ensuite l’ine´galite´ de Strichartz et (4.4.10) avec ` = 0. On obtient
‖u− v‖La((0,t0);Lb) 6 C‖ϕ− ψ‖L2 + C‖f(u)− f(v)‖La′ ((0,t0);Lb′ )
6 C‖ϕ− ψ‖L2 + C0t
a−2
a
0 ‖u− v‖La((0,t0);Lb).
Donc il existe t0 = t0(E,N, α, λ) > 0 assez petit pour avoir C0t
a−2
a
0 6
1
2
et donc
‖u− v‖La((0,t0);Lb) 6 2C‖ϕ− ψ‖L2 .
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En utilisant cette dernie`re ine´galite´, (4.4.10) et en appliquant de nouveau l’ine´galite´ de Strichartz, on
obtient
‖u− v‖Lq((0,t0);Lr) 6 C‖ϕ− ψ‖L2 + C‖f(u)− f(v)‖La′ ((0,t0);Lb′ ) 6 C‖ϕ− ψ‖L2 ,
ou` C = C(E,N, r, α, λ). Et donc par re´currence finie on en de´duit que
∃C > 0 telle que ‖u− v‖Lq((0,T );Lr) 6 C‖ϕ− ψ‖L2 ,
ou` C = C(E,N, T, r, α, λ). Le re´sultat sur (−S, 0) s’obtient de fac¸on identique. Ainsi,
∃C > 0 telle que ‖u− v‖Lq(I,Lr) 6 C‖ϕ− ψ‖L2 ,
ou` C = C(E,N, |I|, r, α, λ). D’ou` le re´sultat.
Si α = 0 alors la de´monstration est plus facile. On a
‖f(u)− f(v)‖L1((0,t0);L2) 6 Ct0‖u− v‖L∞((0,t0);L2),
et donc (apre`s avoir utilise´ l’ine´galite´ de Strichartz),
‖u− v‖L∞((0,t0);L2) 6 C‖ϕ− ψ‖L2 + C0t0‖u− v‖L∞((0,t0);L2).
Par re´currence finie en utilisant de nouveau l’ine´galite´ de Strichartz
(
apre`s avoir choisi t0 = 12C0
)
, on
obtient
‖u− v‖Lq(I,Lr) 6 C‖ϕ− ψ‖L2 ,
ou` C = C(N, |I|, r, λ). Ceci termine la de´monstration.
4.5 Solutions radiales dans le cas dissipatif
Le but de cette section est d’e´tudier le comportement asymptotique des solutions radiales dans
le cas dissipatif (i.e. λ < 0). Dans le cas attractif et lorsque α > 4/N, les donne´es initiales radiales
permettent de construire des solutions explosant en temps fini, autant pour les t < 0 que pour les
t > 0 (Ogawa et Tsutsumi [68]). Il en est de meˆme pour l’espace X (Glassey [41]). On peut donc
faire une analogie entre H1rad(RN ) et X. On connaˆıt e´galement des re´sultats d’inte´grabilite´ en temps
dans le cas dissipatif, lorsque les solutions sont a` valeurs dans X (voir par exemple le The´ore`me 7.2.1
de Cazenave [19]). De fac¸on similaire, on va obtenir un re´sultat du meˆme genre pour les solutions
radiales.
La de´monstration du principal the´ore`me de cette section n’utilise essentiellement que deux es-
timations : une estimation concernant le comportement asymptotique des fonctions de H1(RN ) a`
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syme´trie radiale et l’ine´galite´ de Morawetz (4.2.14). En dimension N = 1, les fonctions de H1(R)
a` syme´trie radiale n’ont pas de comportement asymptotique particulier. C’est pourquoi on suppose
dans un premier temps que N > 2. De plus, l’ine´galite´ de Morawetz n’est vraie que pour N > 3.
Il existe cependant une ine´galite´ plus faible de type Morawetz pour N > 1 (voir (4.2.12)). Mais elle
n’est pas utilisable a` cause d’un terme en 1/t alors que dans l’ine´galite´ originale ce terme est constant.
C’est pourquoi on suppose dans un deuxie`me temps que N > 3. Enfin, on pourra remarquer que l’hy-
pothe`se supple´mentaire de syme´trie sphe´rique permet conside´rablement de simplifier la de´monstration
qui permet d’obtenir que u(t)
Lα+2(RN )−−−−−−→
t→±∞ 0. On pourra comparer les de´monstrations de la Proposition
4.1.3 (Section 4.2 de cette the`se) et du The´ore`me 7.5.1 de Cazenave [19] avec celle du The´ore`me 4.5.1
ci-dessous.
The´ore`me 4.5.1. Soient λ < 0, N > 3, 0 < α < 4
N − 2 , ϕ ∈ H
1(RN ) et u ∈ C(R;H1(RN )) l’unique
solution de (4.1.1) telle que u(0) = ϕ. Si ϕ ∈ H1rad(RN ) alors on a les re´sultats suivants.
1. On pose p0 =
α(N−1)+2
α(N−1) (α+ 2). Alors u ∈ Lp0(R;Lα+2(RN )) et on a l’estimation suivante.
‖u‖Lp0 (R;Lα+2) 6 C(‖ϕ‖H1 , N, α, λ).
2. Si de plus 0 < α 6 2N
N−2
N−1 alors u ∈ Lq(R;Lr(RN )), pour toute paire admissible (q, r) telle que
2 6 r 6 α+ 2 et on a l’estimation suivante.
‖u‖Lq(R;Lr) 6 C(‖ϕ‖H1 , N, α, λ).
3. ∀r ∈
(
2, 2NN−2
)
, lim
t→±∞ ‖u(t)‖Lr = 0.
Remarque 4.5.2. On a toujours pour tout N > 2, 2N
N−2
N−1 <
2
N . Par conse´quent, l’hypothe`se faite
dans 2 sur α est tre`s restrictive car on suppose que ce dernier est “tre`s petit”. Ceci est d’ailleurs
surprenant car, moralement, il faut supposer α “grand” pour obtenir ce type de re´sultat. Ainsi, on
ne sait pas si pour 2N
N−2
N−1 < α 6
4
N , u ∈ Lq(R;Lr(RN )), pour au moins une paire admissible (q, r)
telle que r > 2. Remarquons ne´anmoins que les re´sultats donne´s par 1 et 2 sont tre`s inte´ressants dans
le sens ou` l’on a un re´sultat d’inte´grabilite´ pour tout α (suffisamment petit si l’on se place dans les
espaces de Strichartz). Encore un fois, on peut faire une analogie entre les espaces H1rad(RN ) et X ou`,
pour des donne´es initiales a` valeurs dans ce dernier, de tels re´sultats existent.
On rappelle que pour tout ε > 0, H1rad(RN ) ↪→ C0,1/2(RN \ B(0, ε)). De plus, on a pour tout
f ∈ H1rad(RN ),
∀r > 0, |f(r)| 6 C(N)r−N−12 ‖f‖H1(RN\B(0,r)) et lim
r→∞ r
N−1
2 |f(r)| = 0,
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ou` l’on a note´ r = |x|. Enfin,
∀x, y ∈ RN \ {0}, |f˙(x)− f˙(y)| 6 Cmax
(
|x|−(N−1)2 , |y|−(N−1)2
)
‖∇f‖L2 | |x| − |y| | 12 ,
ou` C = C(N) et ou` f = f˙ p.p.
Voir par exemple Kavian [53], Strauss [71]. Et puisque ‖u‖L∞(R;H1) 6 C(‖ϕ‖H1 , N, α, λ), on de´duit
imme´diatement un corollaire de ces proprie´te´s.
Corollaire 4.5.3. Soient λ < 0, 0 6 α < 4
N − 2 (0 6 α < ∞, si N = 1), soit ϕ ∈ H
1(RN ) et soit
u ∈ C(R;H1(RN )) la solution de (4.1.1) telle que u(0) = ϕ. Si ϕ ∈ H1rad(RN ) alors pour tout r > 0,
sup
t∈R
|u(t, r)| 6 Cr−N−12 ,
ou` C = C(‖ϕ‖H1 , N, α, λ).
On va voir maintenant que les solutions radiales sont “presque” dans X.
Proposition 4.5.4. On suppose que N > 2. Soient λ < 0, 0 6 α < 4
N − 2 , soit ϕ ∈ H
1(RN ) et
soit u ∈ C(R;H1(RN )) l’unique solution de (4.1.1) telle que u(0) = ϕ. Si ϕ ∈ H1rad(RN ) alors on a le
re´sultat suivant.
∀δ ∈
[
0,
2(N − 1)
N − 2
]
, ∀k ∈
[
2 +
2δ
N − 1 ,
2N
N − 2
]
(∀δ ∈ [0,∞), ∀k ∈ [2 + 2δ,∞) si N = 2),
sup
t∈R
∫
RN
|x|δ|u(t, x)|kdx 6 C(‖ϕ‖H1 , N, α, k, λ).
De´monstration. En utilisant l’injection de Sobolev H1(RN ) ↪→ Lk(RN ), on obtient,
sup
t∈RN
∫
B(0,1)
|x|δ|u(t, x)|kdx 6 C(N, k) sup
t∈RN
‖u(t)‖kH1 6 C(‖ϕ‖H1 , N, α, k, λ). (4.5.1)
De plus, d’apre`s le Corollaire 4.5.3,∫
RN\B(0,1)
|x|δ|u(t, x)|kdx =
∫
RN\B(0,1)
|x|δ|u(t, x)|k−2|u(t, x)|2dx
6 C(‖ϕ‖H1 , N, α, λ)
∫
RN\B(0,1)
|x|δ
|x| (k−2)(N−1)2
|u(t, x)|2dx
= C(‖ϕ‖H1 , N, α, λ)
∫
RN\B(0,1)
1
|x| (k−2)(N−1)2 −δ
|u(t, x)|2dx.
Or
(k − 2)(N − 1)
2
− δ > 0 ⇐⇒ k > 2 + 2δ
N − 1 . Donc on obtient avec la conservation de la masse
sup
t∈RN
∫
RN\B(0,1)
|x|δ|u(t, x)|kdx 6 C(‖ϕ‖H1 , N, α, λ). (4.5.2)
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Ainsi (4.5.1) et (4.5.2) permettent de conclure.
Notons que si N > 3 alors 2 + 2δ
N − 1 6
2N
N − 2 ⇐⇒ δ 6
2(N − 1)
N − 2 et donc si N > 3 alors
∀δ ∈
(
0,
2(N − 1)
N − 2
]
,
[
2 +
2δ
N − 1 ,
2N
N − 2
]
6= ∅.
On va maintenant de´montrer le The´ore`me 4.5.1. La de´monstration repose essentiellement sur deux
re´sultats : la Proposition 4.5.4 et le Lemme 4.2.5 (ine´galite´ de Morawetz). On donnera aussi une autre
de´monstration plus courte du 3 du The´ore`me 4.5.1 qui ne ne´cessite pas de de´montrer d’abord le 1 de ce
the´ore`me comme on va le voir. Cependant, la de´monstration requiert encore l’ine´galite´ de Morawetz.
De´monstration du The´ore`me 4.5.1. On proce`de en 3 e´tapes.
E´tape 1. On a 1.
Par hypothe`se, (α+ 2) ∈
(
2, 2NN−2
)
. On pose δ = α(N−1)2 . Alors δ ∈
(
0, 2(N−1)N−2
)
et α+ 2 = 2+ 2δN−1 .
D’apre`s la Proposition 4.5.4, on a donc
sup
t∈RN
∫
RN
|x|δ|u(t, x)|α+2dx 6 C(‖ϕ‖H1 , N, α, λ). (4.5.3)
On pose p = δ+1. Donc p′ =
δ + 1
δ
et d’apre`s l’ine´galite´ de Ho¨lder, (4.5.3) et l’ine´galite´ de Morawetz
(4.2.14), on a ∫
RN
|u(t, x)|α+2dx =
∫
RN
(
|x| δδ+1 |u(t, x)|α+2δ+1
)( |u(t, x)| δδ+1 (α+2)
|x| δδ+1
)
dx
6
[∫
RN
|x|δ|u(t, x)|α+2dx
] 1
δ+1
[∫
RN
|u(t, x)|α+2
|x| dx
] δ
δ+1
6 C(‖ϕ‖H1 , N, α, λ)
[∫
RN
|u(t, x)|α+2
|x| dx
] δ
δ+1
,
pour presque tout t ∈ R, ce qui donne donc
∞∫
−∞
‖u(t)‖
δ+1
δ (α+2)
Lα+2 dt 6 C(‖ϕ‖H1 , N, α, λ)
∞∫
−∞
∫
RN
|u(t, x)|α+2
|x| dxdt
6 C(‖ϕ‖H1 , N, α, λ).
D’ou` 1 en posant p0 = δ+1δ (α+ 2) =
α(N−1)+2
α(N−1) (α+ 2).
E´tape 2. On a 2.
Soit q0 tel que (q0, α+2) soit une paire admissible. Notons d’abord que puisqueH1(RN ) ↪→ Lα+2(RN ),
alors ‖u‖L∞(R;Lα+2) 6 C(‖ϕ‖H1 , N, α, λ). Ensuite, comme q0 > p0 ⇐⇒ α 6 2N
N − 2
N − 1 , on a par
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l’ine´galite´ de Ho¨lder et par la 1e`re e´tape,
‖u‖Lq0 (R;Lα+2) 6 ‖u‖
1− p0q0
L∞(R;Lα+2)‖u‖
p0
q0
Lp0 (R;Lα+2) 6 C(‖ϕ‖H1 , N, α, λ).
Le cas ge´ne´ral s’obtient en utilisant l’ine´galite´ de Ho¨lder et la conservation de la masse L2.
E´tape 3. On a 3.
Puisque ‖u‖L∞(R;H1) < ∞, on obtient par l’e´quation (4.1.1) que ‖ut‖L∞(R;H−1) < ∞ et donc par
interpolation, ‖u(t)− u(s)‖L2 6 ‖u(t)− u(s)‖1/2H1 ‖u(t)− u(s)‖1/2H−1 6 C|t− s|1/2. Ainsi avec l’ine´galite´
de Gagliardo-Nirenberg, on a
∀t, s ∈ R, ‖u(t)− u(s)‖Lα+2 6 C|t− s|
4−α(N−2)
4(α+2) .
Donc lim
t→±∞ ‖u(t)‖Lα+2 = 0 graˆce a` 1. Puis, en utilisant ce re´sultat, le fait que ‖u‖L∞(R;H1) < ∞ et
l’ine´galite´ d’interpolation,
∀f ∈ H1(RN ), ‖f‖Lr 6 ‖f‖νLα+2‖f‖1−νLp ,
pour un certain ν ∈ (0, 1] et un certain p > 2 tel que H1(RN ) ↪→ Lp(RN ), on obtient alors
‖u(t)‖Lr 6 C‖u(t)‖νLα+2 t→±∞−−−−→ 0.
Autre de´monstration de 3. D’apre`s l’ine´galite´ de Morawetz (4.2.14), on a u(t)⇀ 0 dans H1w(RN )
lorsque t −→ ±∞ (Corollaire 7.4.6 de Cazenave [19]). Or, l’injection H1rad(RN ) ↪→ Lr(RN ) est com-
pacte (Strauss [71]) et donc lim
t→±∞ ‖u(t)‖Lr = 0. D’ou` le re´sultat.
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Chapitre 5
Re´gularite´ de certaines solutions
auto-similaires
Le but de ce chapitre est d’e´tablir la re´gularite´ du profil des solutions auto-similaires a` valeurs
dans Lα+2(RN ), α > 0 (voir les De´finitions 5.1.2 et 5.1.4). Avant d’aller plus loin, faisons quelques
rappels sur les solutions auto-similaires.
5.1 Rappels
On rappelle que l’e´quation que nous e´tudions est la suivante.i
∂u
∂t
+∆u+ λ|u|αu = 0, (t, x) ∈ (−T∗, T ∗)× RN ,
u(0) = ϕ, dans RN ,
(5.1.1)
ou` λ ∈ R, 0 < α < 4
N − 2 (0 < α <∞ si N = 1) et ϕ une donne´e initiale. On rappelle aussi la valeur
de α0.
α0 =
−(N − 2) +√N2 + 12N + 4
2N
. (5.1.2)
Parfois, on aura a` conside´rer des solutions de l’e´quation inte´grale associe´e.
u(t) = T (t− ε)u(ε) + iλ
t∫
ε
T (t− s){|u(s)|αu(s)}ds, (5.1.3)
pour tout t ∈ (0, T ∗] et tout ε ∈ (0, T ∗], ou bien pour tout t ∈ [−T∗, 0) et tout ε ∈ [−T∗, 0).
Conside´rons la transformation suivante. Soient ν > 0, p ∈ C et I ⊆ R un intervalle ouvert. Pour
tout u ∈ S(I × RN ), on pose pour tout (t, x) ∈ I × RN ,{
uν(t, x) = νpu(ν2t, νx), si t > 0,
uν(t, x) = νpu(−ν2t, νx), si t < 0.
(5.1.4)
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Par dualite´, on peut encore de´finir la transformation (5.1.4) pour u ∈ S ′(I × RN ), pour tout ν > 0.
Si Re(p) =
2
α
alors l’e´quation de Schro¨dinger (5.1.1) est invariante par le groupe de transformation
u 7−→ uν . Autrement dit, si u est une solution de (5.1.1), alors pour tout ν > 0, uν est aussi une
solution de (5.1.1). Ceci motive la De´finition 5.1.2.
De´finition 5.1.1. Soit p ∈ C. Une fonction f ∈ S(RN ) est dite homoge`ne de degre´ −p ou p-homoge`ne
si pour tout ν > 0, fν = f, ou` fν est de´finie par
fν(x) = νpf(νx), (5.1.5)
pour tout x ∈ RN . Si f ∈ S ′(RN ) alors fν se de´finit par dualite´.
De´finition 5.1.2. Soit λ ∈ R, soit α > 0 et soit p ∈ C tel que Re(p) = 2
α
si λ 6= 0. Une solution
u ∈ S ′(I × RN ) de (5.1.1) ou de (5.1.3), sur un intervalle ouvert I ⊂ R avec 0 6∈ I, est dite auto-
similaire si pour tout ν > 0, uν = u, ou` uν est de´finie par (5.1.4). Si de plus ϕ est la donne´e initiale
de u alors ϕ est homoge`ne de degre´ −p.
Pour un e´tude pre´cise des solutions auto-similaires de (5.1.3), voir Cazenave et Weissler [26, 27, 28].
Dans tout ce qui suit, on ne conside´rera que des solutions de´finies sur un intervalle de temps ouvert
I ⊆ (0,∞). Toutes les de´finitions et tous les re´sultats sont transposables sur un intervalle de temps
ouvert I ⊆ (−∞, 0) en remplac¸ant chaque fonction t 7−→ g(t) par t 7−→ g(−t).
Si u est une solution auto-similaire, alors un rapide calcul permet d’e´tablir la proposition suivante.
Proposition 5.1.3. Soient λ ∈ R, α > 0, p ∈ C tel que Re(p) = 2
α
si λ 6= 0 et u ∈ S ′(I × RN ) une
solution de (5.1.1) ou de (5.1.3), sur un intervalle ouvert I ⊆ (0,∞). Alors u est auto-similaire si et
seulement si u satisfait
u(t, x) = t−
p
2 f
(
x√
t
)
, (5.1.6)
ou` f( . ) = u(1, . ).
Si de plus il existe 1 6 r 6 ∞ tel que f ∈ Lr(RN ) alors pour tout t ∈ I, u(t) ∈ Lr(RN ) et l’on a
pour tout t ∈ I, ‖u(t)‖Lr = t
N
2r− 1α ‖f‖Lr , si λ 6= 0,
‖u(t)‖Lr = t N2r−Re(p)2 ‖f‖Lr , si λ = 0.
(5.1.7)
Enfin, si 1 < r <∞ alors u ∈ C(I, Lr(RN )).
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De´monstration. Il reste a` voir la continuite´. Soit 1 < r <∞. Soit t ∈ I et soit (tn)n∈N ⊂ I telle que
tn
n→∞−−−−→ t. Par (5.1.6), on montre facilement que u(tn) n→∞−−−−→ u(t) dans D′(RN ). Puisque (u(tn))n∈N
est borne´e dans Lr(RN ) (par (5.1.7)), on en de´duit que u(tn)⇀ u(t) dans Lrw(RN ) lorsque n −→∞.
Par (5.1.7), ‖u(tn)‖Lr n→∞−−−−→ ‖u(t)‖Lr .Or Lr(RN ) est uniforme´ment convexe, donc u(tn) L
r(RN )−−−−−→
n→∞ u(t).
D’ou` la continuite´ de u en t. Ainsi, u ∈ C(I, Lr(RN )).
De´finition 5.1.4. Soient λ ∈ R, α > 0, p ∈ C tel que Re(p) = 2
α
si λ 6= 0, u ∈ S ′(I × RN ) une
solution auto-similaire de (5.1.1) ou de (5.1.3), sur un intervalle ouvert I ⊆ (0,∞), et f( . ) = u(1, . ).
On dit que f est le profil de u. En particulier, si λ = 0 et si ϕ est la donne´e initiale alors f = T (1)ϕ.
Remarque 5.1.5. Remarquons que si λ ∈ R \ {0} et si u est une solution auto-similaire de profil
f ∈ L2(RN ) alors par (5.1.7), ‖u(t)‖L2 = tNα−44α ‖f‖L2 . Par conse´quent, a` cause de la conservation de
la masse des solutions L2(RN ), si α 6= 4
N
alors toute solution auto-similaire de (5.1.1) non triviale ne
peut pas eˆtre une solution classique L2(RN ).
Rappelons que le but de ce chapitre est de gagner de la re´gularite´ en espace de certaines solutions
auto-similaires de (5.1.1), dont les profils sont dans Lα+2(RN ), α > 0. Ces solutions ve´rifiant l’e´quation
aux de´rive´es partielles (5.1.1), dans un sens a` pre´ciser, nous aurons e´galement besoin de conside´rer
l’e´quation inte´grale associe´e (5.1.3). Re´ciproquement, il nous faudra utiliser le fait que les solutions
auto-similaires de l’e´quation inte´grale (5.1.3) construites dans les articles de Cazenave et Weissler
[26, 28], sont e´galement solutions de l’e´quation aux de´rive´es partielles (5.1.1), toujours dans un sens
a` pre´ciser. Par conse´quent, nous avons besoin d’e´tablir les deux lemmes suivants.
Lemme 5.1.6. Soit λ ∈ R \ {0}, soit 0 < α 6 4
N − 2 (0 < α < ∞ si N ∈ {1; 2}), soit T
∗ ∈ (0,∞),
soit ϕ ∈ S ′(RN ) et soit u ∈ C((0, T ∗];Lα+2(RN ) satisfaisant
∀t ∈ (0, T ∗], u(t) = T (t)ϕ+ iλ
t∫
0
T (t− s){|u(s)|αu(s)}ds, dans S ′(RN ). (5.1.8)
Alors u est e´galement solution de
u ∈ C((0, T ∗];Lα+2(RN )) ∩ C1((0, T ∗];S ′(RN )),
i
∂u
∂t
+∆u+ λ|u|αu = 0, ∀t ∈ (0, T ∗].
Remarque 5.1.7. L’hypothe`se (5.1.8) peut eˆtre remplace´e par
∀t ∈ (0, T ∗], ∀ε ∈ (0, ε0], u(t) = T (t− ε)u(ε) + iλ
t∫
ε
T (t− s){|u(s)|αu(s)}ds, (5.1.9)
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pour un ε0 ∈ (0, T ∗]. En effet, l’hypothe`se (5.1.8) implique (5.1.9) (avec ε0 = T ∗). Puis l’on utilise
cette identite´ pour de´montrer le lemme. En particulier, il n’est pas ne´cessaire de supposer l’existence
d’une donne´e initiale ϕ.
Lemme 5.1.8. Soient λ ∈ R \ {0}, 0 < α 6 4
N − 2 (0 < α <∞ si N ∈ {1; 2}), T
∗ ∈ (0,∞) et u une
solution de 
u ∈ C((0, T ∗];Lα+2(RN )) ∩ C1((0, T ∗];S ′(RN )),
i
∂u
∂t
+∆u+ λ|u|αu = 0, dans S ′((0, T ∗]× RN ).
Alors on a
∀t ∈ (0, T ∗], ∀ε ∈ (0, T ∗], u(t) = T (t− ε)u(ε) + iλ
t∫
ε
T (t− s){|u(s)|αu(s)}ds.
Si de plus u ∈ Xα de donne´e initiale ϕ ∈ S ′(RN ) et si α > α0 alors ϕ ∈ Wα, u ∈ C([0, T ∗];S ′(RN ))
et u est solution de
∀t ∈ [0, T ∗], u(t) = T (t)ϕ+ iλ
t∫
0
T (t− s){|u(s)|αu(s)}ds,
ou` Xα est de´fini par (5.1.18), Wα par (5.1.17) et α0 par (5.1.2).
Pour de´montrer ces deux lemmes, nous avons besoin de la the´orie sur les ope´rateurs non-borne´s.
Pour α > 0, on pose X = H−
Nα
2(α+2)−2(RN ) et l’on de´finit l’ope´rateur non-borne´ suivant.D(A) = H
− Nα2(α+2) (RN ),
Au = i∆u, ∀u ∈ D(A).
(5.1.10)
Alors (A,D(A)) est un ope´rateur non-borne´ de domaine dense dans X et est anti-adjoint. En parti-
culier, (A,D(A)) est m-accre´tif et m-dissipatif. On notera toujours T (t) l’isome´trie eit∆ engendre´ sur
X, puisqu’il co¨ıncide sur L2(RN ) avec l’ope´rateur de Schro¨dinger usuel, que l’on e´tend par dualite´ sur
S ′(RN ). On rappelle aussi que pour α > 0, on a l’injection dense H Nα2(α+2) (RN ) ↪→ Lα+2(RN ) et par
conse´quent, L
α+2
α+1 (RN ) ↪→ H− Nα2(α+2) (RN ) ≡ D(A).
De´monstration du Lemme 5.1.6. Soient les notations (5.1.10). Soit ε ∈ (0, T ∗) arbitrairement
petit. On pose g(u) = iλ|u|αu. Par (5.1.8) (ou (5.1.9)), on a
∀t ∈ [ε, T ∗], u(t) = T (t− ε)u(ε) +
t−ε∫
0
T (t− ε− s)g(u(s+ ε))ds.
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On fait le changement de variable τ = t − ε. Alors t ∈ [ε, T ∗] ⇐⇒ τ ∈ [0, T ∗ − ε]. On pose
∀t ∈ [ε, T ∗], ∀τ ∈ [0, T ∗ − ε], vε(t) = T (t − ε)u(ε), uε(τ) = u(τ + ε), w˜ε(τ) =
τ∫
0
T (τ − s)g(uε(s))ds,
wε(t) = w˜ε(t− ε) = w˜ε(τ). Alors
∀t ∈ [ε, T ∗], u(t) = vε(t) + wε(t). (5.1.11)
Notons d’abord que vε est solution de
vε ∈ C1([ε,∞);S ′(RN )),
i
∂vε
∂t
+∆vε = 0, ∀t > ε,
vε(ε) = u(ε).
(5.1.12)
Puisque u ∈ C((0, T ∗];Lα+2(RN ), il est clair que g(uε) ∈ C([0, T ∗ − ε];D(A)) et par conse´quent
g(uε) ∈ L1((0, T ∗ − ε);D(A)). Ainsi d’apre`s la Proposition 4.1.6 de Cazenave et Haraux [20], w˜ε est
solution de 
w˜ε ∈ C([0, T ∗ − ε];D(A)) ∩ C1([0, T ∗ − ε];X),
i
∂w˜ε
∂t
+∆w˜ε + λ|uε|αuε = 0, ∀t ∈ [0, T ∗ − ε],
w˜ε(0) = 0,
ce qui se donne pour wε, 
wε ∈ C([ε, T ∗];D(A)) ∩ C1([ε, T ∗];X),
i
∂wε
∂t
+∆wε + λ|u|αu = 0, ∀t ∈ [ε, T ∗],
wε(ε) = 0.
(5.1.13)
En sommant les e´quations (5.1.12)–(5.1.13) et en utilisant (5.1.11), on obtient que u est solution de
u ∈ C((0, T ∗];Lα+2(RN )) ∩ C1([ε, T ∗];S ′(RN )),
i
∂u
∂t
+∆u+ λ|u|αu = 0, ∀t ∈ [ε, T ∗].
D’ou` le re´sultat lorsque ε↘ 0.
De´monstration du Lemme 5.1.8. Soient les notations (5.1.10). Soit ε ∈ (0, T ∗]. On pose pour tout
t ∈ (−ε, T ∗ − ε], vε(t) = T (t)u(ε), uε(t) = u(t+ ε) et
∀t ∈ (−ε, T ∗ − ε], wε(t) = uε(t)− vε(t). (5.1.14)
On pose e´galement g(u) = iλ|u|αu. D’apre`s les e´quations satisfaites par vε et uε, wε est solution de
wε ∈ C1((−ε, T ∗ − ε];S ′(RN )),
i
∂wε
∂t
+∆wε + λ|uε|αuε = 0, ∀(t, x) ∈ (−ε, T ∗ − ε]× RN ,
wε(0) = 0.
(5.1.15)
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Or g(uε) ∈ C((−ε, T ∗ − ε];D(A)). Donc d’apre`s la de´monstration du Lemme 4.1.1 de Cazenave et
Haraux [20], wε ∈ C((−ε, T ∗ − ε];D(A)) et l’on a
∀t ∈ (−ε, T ∗ − ε], wε(t) =
t∫
0
T (t− s)g(uε(s))ds,
ce qui donne avec (5.1.14),
∀t ∈ (−ε, T ∗ − ε], uε(t) = vε(t) +
t∫
0
T (t− s)g(uε(s))ds.
On obtient alors
∀t ∈ (0, T ∗], u(t) = T (t− ε)u(ε) +
t∫
ε
T (t− s)g(u(s))ds.
D’ou` le re´sultat. Pour la dernie`re partie du lemme, voir la de´monstration de la Proposition 3.3, (iii),
de Cazenave et Weissler [28]. Ceci termine la demonstration.
On rappelle maintenant un re´sultat d’existence et d’unicite´. Soit α > 0. Pour obtenir des solutions
auto-similaires, l’espace dans lequel sont prises les donne´es initiales est Wα, et l’espace des solutions
est Xα. En voici leur de´finition. On de´finit le re´el β par
β =
4− α(N − 2)
2α(α+ 2)
. (5.1.16)
On de´finit les espaces fonctionnels suivants.
Wα =
{
ϕ ∈ S ′(RN ); sup
t>0
tβ‖T (t)ϕ‖Lα+2 <∞
}
, (5.1.17)
muni de la norme,
‖ϕ‖Wα = sup
t>0
tβ‖T (t)ϕ‖Lα+2 ,
et
Xα =
{
u ∈ L∞loc((0,∞);Lα+2(RN )); sup
t>0
tβ‖u(t)‖Lα+2 <∞
}
, (5.1.18)
muni de la norme,
‖u‖Xα = sup
t>0
tβ‖u(t)‖Lα+2 .
Les espaces Wα et Xα munis de leur norme respective sont des espaces de Banach. De plus, une
condition ne´cessaire pour que Wα 6= {0} est α0 6 α 6 4
N − 2 (α0 6 α <∞ si N ∈ {1; 2}), ou` α0 est
de´fini par (5.1.2). Voir la Remarque 2.2 de Cazenave et Weissler [28] pour la justification.
Dans le cas line´aire (λ = 0), on a le re´sultat suivant.
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Proposition 5.1.9. Soit ϕ ∈ S ′(RN ). On pose pour tout t ∈ R, u(t) = T (t)ϕ. Si ϕ est homoge`ne
de degre´ −p, p ∈ C, alors u est l’unique solution auto-similaire de l’e´quation de Schro¨dinger line´aire
(i.e. de (5.1.1) avec λ = 0) de profil f = T (1)ϕ. Et s’il existe 1 6 r 6 ∞ tel que f ∈ Lr(RN ) alors
pour tout t > 0, u(t) ∈ Lr(RN ) et l’on a
∀t > 0, ‖u(t)‖Lr = t N2r−
Re(p)
2 ‖f‖Lr . (5.1.19)
Si de plus 1 < r <∞ alors u ∈ C((0,∞);Lr(RN )).
De´monstration. L’unicite´ de la solution vient de la Proposition 5.1.3, (5.1.6), et de la de´finition du
profil. Un simple calcul sur T (t)ϕ montre que si ϕ est homoge`ne de degre´ −p, alors u(t) ≡ T (t)ϕ
est une solution auto-similaire de l’e´quation de Schro¨dinger line´aire. La re´gularite´ et la continuite´
viennent de la Proposition 5.1.3.
Remarque 5.1.10. Remarquons que si ϕ 6≡ 0 et ϕ ∈ Lr′(RN ), pour un 2 6 r 6 ∞, alors d’apre`s
(2.1.2) et (2.1.3), il existe une constante C > 0 telle que pour tout t > 0,
Ct−N(
1
2− 1r ) 6 ‖T (t)ϕ‖Lr 6 t−N( 12− 1r )‖ϕ‖Lr′ .
En particulier, ‖f‖Lr = ‖T (1)ϕ‖Lr 6 ‖ϕ‖Lr′ <∞, et donc f ∈ Lr(RN ). Par conse´quent, par (5.1.19)
on doit avoir 0 6 Re(p)2 − N2r 6 N
(
1
2 − 1r
)
, ce qui est e´quivalent a` Nr 6 Re(p) 6 N
r−1
r . Cela implique
que p doit ve´rifier 0 < Re(p) < N.
Pour plus de de´tails sur les solutions line´aires auto-similaires, voir Cazenave et Weissler [26],
Section 3.
The´ore`me 5.1.11 (Cazenave et Weissler). Soient λ ∈ R \ {0} et α0 < α < 4
N − 2 (α0 < α <∞
si N = 1), ou` α0 est de´fini par (5.1.2). Alors il existe ρ > 0 et M =M(ρ,N, α, λ) > 0 satisfaisant les
proprie´te´s suivantes.
Pour tout ϕ ∈ Wα tel que ‖ϕ‖Wα 6 ρ, il existe une unique solution positivement globale u ∈ Xα
de l’e´quation inte´grale (5.1.8), de´finie pour tout t > 0, de donne´e initiale ϕ. De plus, u satisfait les
proprie´te´s suivantes.
1. ‖u‖Xα 6M,
2. u( . )− T ( . )ϕ ∈ C([0,∞);H− Nα2(α+2) (RN )),
3. u(t)
S′(RN )−−−−−→
t↘0
ϕ.
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Si p ∈ C est tel que Re(p) = 2
α
et si de plus ϕ est homoge`ne de degre´ −p, alors u est l’unique solution
auto-similaire de (5.1.1) et
u ∈ C((0,∞);Lα+2(RN )).
On peut choisir ϕ(x) =
n∑
k=0
µkPk(x)|x|−(p+k), avec n ∈ N, ou` µk ∈ C, ou` Pk est un polynoˆme
harmonique homoge`ne de degre´ k et ou` ‖T (1)ϕ‖Lα+2 6 ρ.
De´monstration. Sous les hypothe`ses du The´ore`me 5.1.11 et d’apre`s le The´ore`me 2.1 de Cazenave
et Weissler [26], il existe une unique solution u ∈ Xα de (5.1.8), de´finie pour tout t > 0, satisfaisant
les proprie´te´s 1, 2 et 3.
Si de plus ϕ est homoge`ne de degre´ −p avec Re(p) = 2α , alors par unicite´ u est auto-similaire. Et
puisque u ∈ Xα, on en de´duit de (5.1.6) que u ∈ C((0,∞);Lα+2(RN )) (voir la de´monstration de
la Proposition 5.1.3). D’apre`s le Lemme 5.1.6, u est donc une solution de l’e´quation aux de´rive´es
partielles (5.1.1).
Voyons maintenant l’unicite´ pour (5.1.1). Soit u et v deux e´le´ments de Xα solutions auto-similaires de
(5.1.1) de meˆme donne´e initiale ϕ ∈Wα satisfaisant les hypothe`ses du The´ore`me 5.1.11. Alors d’apre`s
le Lemme 5.1.8, u et v sont solutions de (5.1.8). Par unicite´ pour cette e´quation inte´grale, on a alors
u(t) ≡ v(t), pour tout t > 0.
La dernie`re assertion du the´ore`me vient de la Proposition 4.3 de Cazenave et Weissler [26]. Ceci
termine la de´monstration.
Si u est une solution auto-similaire de (5.1.1) de profil f, alors on de´duit de (5.1.6) et de (5.1.1)
que f satisfait une e´quation aux de´rive´es partielles.
Proposition 5.1.12. Soient λ ∈ R, α > 0, p ∈ C tel que Re(p) = 2
α
si λ 6= 0 et u une solution
auto-similaire de (5.1.1) de profil f ∈ S ′(RN ). Alors f est solution du proble`me suivant.
−∆f + ip
2
f +
i
2
x.∇f = λ|f |αf, (5.1.20)
dans D′(RN ).
5.2 Re´gularite´ de certaines solutions auto-similaires
L’e´quation (5.1.20) a e´te´ e´tudie´e dans les cas suivants (avec λ ∈ R \ {0}, 0 < α < 4
N − 2 si N > 3,
0 < α <∞ si N ∈ {1; 2} et p ∈ C tel que Re(p) = 2α ).
1. f ∈ C2rad(RN ) est solution de (5.1.20) avec λ > 0 et α =
4
N
.
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2. f ∈ C2rad(RN ) est solution de (5.1.20) avec λ > 0, N > 3 et α >
4
N
.
Dans les deux cas, il a e´te´ de´montre´ que l’on avait|f(r)| 6 Cr
− 2α ,
|f ′(r)| 6 Cr− 2α+1,
pour tout r > 0, ou` l’on a utilise´ la convention f(r) = f(|x|) avec r = |x|. A` cet effet, voir Johnson
et Pan [48] ; Kavian et Weissler [54] ; Kopell et Landman [56]. Remarquons qu’aucune hypothe`se de
comportement asymptotique n’est faite alors que l’on obtient lim
|x|→∞
|f(x)| = 0 et f ∈ Lp(RN ), pour
toute une famille de p > 2. Pour l’e´quation de la chaleur, il a e´te´ montre´ (sous des conditions ade´quates)
que les profils ainsi que leurs de´rive´es premie`res ont une de´croissance exponentielle (Escobedo et
Kavian [30]). De plus, il n’est pas ne´cessaire de supposer ces profils a` syme´trie sphe´rique.
En utilisant la de´monstration de (i) et (iii) du The´ore`me 8.1.1 de Cazenave [19] qui montre que
toute solution de (3.3.2) estW 3,p(RN ), pour tout 2 6 p <∞, on peut e´tablir un re´sultat de re´gularite´
locale pour les profils. Cependant, par soucis de clarte´, on redonne la de´monstration.
Proposition 5.2.1. Soient λ ∈ R, 0 < α < 4
N − 2 (0 < α <∞ si N = 1), p ∈ C tel que Re(p) =
2
α
si λ 6= 0 et u une solution auto-similaire de (5.1.1) de profil f ∈ S ′(RN ).
1. Si λ 6= 0 et si f ∈ Lα+2loc (RN ) alors pour tout r ∈ [1,∞), f ∈ W 3,rloc (RN ). En particulier, pour
tout γ ∈ (0, 1), f ∈ C2,γloc (RN ) et f est une solution classique de (5.1.20).
2. Si λ = 0 et s’il existe 1 < r0 6 ∞ tel que f ∈ Lr0loc(RN ) alors f ∈ C∞(RN ). En particulier, f
est une solution classique de (5.1.20).
De´monstration. On pose f1 = Re(f), f2 = Im(f), p1 = Re(p) et p2 = Im(p). De (5.1.20), on en
de´duit que f1 et f2 satisfont
−∆f1 − 12p2f1 −
1
2
p1f2 − 12x.∇f2 = λ|f |
αf1, dans D′(RN ),
−∆f2 − 12p2f2 +
1
2
p1f1 +
1
2
x.∇f1 = λ|f |αf2, dans D′(RN ).
(5.2.1)
Puis, en posant pour presque tout x ∈ RN , g(x) = f(x)e−i |x|
2
8 , g1 = Re(g) et g2 = Im(g), on de´duit
de (5.1.20) que g, g1 et g2 satisfont
−∆g − 1
16
|x|2g − i
4
(N − 2p)g = λ|g|αg, dans D′(RN ), (5.2.2)
et 
−∆g1 − 12p2g1 −
1
16
|x|2g1 + N − 2p14 g2 = λ|g|
αg1, dans D′(RN ),
−∆g2 − 12p2g2 −
1
16
|x|2g2 − N − 2p14 g1 = λ|g|
αg2, dans D′(RN ).
(5.2.3)
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Traitons le cas λ 6= 0. On sait que si g ∈ Laloc(RN ) pour un α + 1 < a < ∞ alors par (5.2.3),
∆gj ∈ L
a
α+1
loc (RN ), pour tout j ∈ {1; 2}, et donc g ∈W
2, aα+1
loc (RN ) (voir par exemple Chen et Wu [29],
Gilbarg et Trudinger [32]). En utilisant les injections de Sobolev, on obtient donc
g ∈ Lqloc(RN ), pour tout q ∈ [1,∞) tel que
1
q
> α+ 1
a
− 2
N
, si
α+ 1
a
− 2
N
> 0,
g ∈ Lqloc(RN ), pour tout q ∈ [1,∞], si
α+ 1
a
− 2
N
< 0.
(5.2.4)
Soit (qn)n∈N la suite de´finie par q0 = α+ 2 et
∀n ∈ N, 1
qn
= (α+ 1)n
(
1
α+ 2
− 2
Nα
+
2
Nα(α+ 1)n
)
.
On pose δ = −
(
1
α+2 − 2Nα
)
. Puisque α(N − 2) < 4 alors δ > 0. On a pour tout n ∈ N,
α+ 1
qn
− 2
N
=
1
qn+1
, (5.2.5)
1
qn+1
− 1
qn
= −α(α+ 1)nδ < −αδ.
En particulier, la suite
(
1
qn
)
n∈N
est strictement de´croissante et lim
n→∞
1
qn
= −∞. Et puisque q0 > 0, il
existe n0 ∈ N \ {0} tel que
∀n ∈ {0; . . . ;n0}, 1
qn
> 0 et
1
qn0+1
6 0.
Montrons par re´currence finie que pour tout n ∈ {0; . . . ;n0}, g ∈ Lqnloc(RN ).
En effet, par hypothe`se g ∈ Lq0loc(RN ) (on rappelle que f ∈ Lq0loc(RN ) et que |g| = |f |). Supposons
alors que pour un j ∈ {0; . . . ;n0 − 1}, g ∈ Lqjloc(RN ). Alors par (5.2.3)–(5.2.5), g ∈ Lqloc(RN ), pour
tout q ∈ [1,∞) tel que
1
q
> α+ 1
qj
− 2
N
≡ 1
qj+1
.
Par conse´quent g ∈ Lqj+1loc (RN ), ce qui est le re´sultat voulu.
En particulier, g ∈ Lqn0loc (RN ). Par (5.2.3)–(5.2.5), on a donc g ∈ Lqloc(RN ), pour tout q ∈ [1,∞) tel que
1
q >
1
qn0+1
. Or
1
qn0+1
6 0 et donc g ∈ Lqloc(RN ), pour tout q ∈ [1,∞). Par (5.2.3), cela implique que
g ∈ W 2,qloc (RN ), pour tout q ∈ [1,∞). En utilisant cette dernie`re estimation, les injections de Sobolev
et le fait que |∇|g|αgj | 6 C|g|α|∇g|, pour tout j ∈ {1; 2}, on obtient que |g|αgj ∈ W 1,∞loc (RN ), pour
tout j ∈ {1; 2}. Donc par (5.2.3), g ∈ W 3,qloc (RN ), pour tout q ∈ [1,∞). En particulier, g ∈ C2(RN )
et donc f ∈ C2(RN ). Ainsi |f |αfj ∈ W 1,∞loc (RN ), pour tout j ∈ {1; 2}, ce qui donne avec (5.2.1),
∆fj ∈ W 1,∞loc (RN ), pour tout j ∈ {1; 2}. Donc pour tout r ∈ [1,∞), f ∈ W 3,rloc (RN ). Ceci implique
avec les injections de Sobolev que pour tout γ ∈ (0, 1), f ∈ C2,γloc (RN ).
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Traitons le cas λ = 0. Par l’ine´galite´ de Ho¨lder, on peut supposer sans perte de ge´ne´ralite´ que r0 <∞.
Par hypothe`se et par (5.2.3), ∆gj ∈ Lr0loc(RN ), pour tout j ∈ {1; 2}, et donc g ∈ W 2,r0loc (RN ). Puis
par bootstrap, on montre que g ∈ W 2m,r0loc (RN ), pour tout m ∈ N. Par les injections de Sobolev, cela
implique que g ∈ C∞(RN ) et donc f ∈ C∞(RN ). Ceci termine la de´monstration de la proposition.
Remarque 5.2.2. Faisons quelques commentaires sur la Proposition 5.2.1.
1. Soient (a, b, λ) ∈ C3, 0 < α < 4
N − 2 (0 < α <∞ si N = 1) et f ∈ D
′(RN ) une solution de
−∆f + af + bx.∇f = λ|f |αf, dans D′(RN ). (5.2.6)
Alors il est clair que les conclusions de la Proposition 5.2.1 sont encore valables pour f.
2. La de´monstration de la Proposition 5.2.1 montre que si λ ∈ C \ {0}, N > 3, α = 4
N − 2 et si
f ∈ Lα+2loc (RN ) est solution de (5.1.20), (ou de (5.2.6)) alors f ∈ W
2,α+2α+1
loc (RN ). Mais le gain de
re´gularite´ est faible puisque les injections de Sobolev ne donnent queW
2,α+2α+1
loc (RN ) ⊂ Lα+2loc (RN ).
On va maintenant e´tudier l’inte´grabilite´ des solutions auto-similaires. Remarquons tout d’abord
que d’apre`s la formule (5.1.6), e´tudier l’inte´grabilite´ (en x) d’une solution auto-similaire u ou celle de
son profil f sont deux choses e´quivalentes. Comme on va le voir, on ne va pas utiliser des techniques de
re´gularite´s elliptiques mais on va se servir directement de l’e´quation inte´grale. En effet, les techniques
de re´gularite´ ont bien fonctionne´ pour obtenir de la de´rivabilite´, comme on l’a vu dans la Proposition
5.2.1. Mais pour l’inte´grabilite´, cela ne fonctionne pas, et ce pour deux raisons. La premie`re est que
le profil f d’une solution auto-similaire est a` valeurs complexes, et par conse´quent on obtient un
syste`me de deux e´quations qu’on ne peut totalement dissocier. La seconde est que f est de´finie sur
RN tout entier, et meˆme si l’on appliquait les re´sultats d’estimations inte´rieures, on aurait des normes
sur x.∇f, dont on ne sait absolument rien au voisinage de l’infini. Le proble`me est le meˆme si l’on
conside`re l’e´quation (5.2.2) plutoˆt que (5.1.20). Notons aussi que, formellement, en multipliant (5.1.20)
par f et en inte´grant par parties, il vient les quatre normes ‖f‖L2(RN ), ‖∇f‖L2(RN ), ‖xf‖L2(RN ) et
‖f‖Lα+2(RN ), dont on sait que la premie`re et, au moins dans certains cas, la seconde sont infinies. La
situation est pire si l’on applique (toujours formellement) l’identite´ de Pohozaev (on multiplie (5.1.20)
par x.∇f et l’on inte`gre par parties). En effet, a` cause du caracte`re complexe de l’e´quation, il apparaˆıt
des parties imaginaires d’inte´grale sur RN dont on ne sait rien dire. Le seul moyen que l’on ait trouve´
est de travailler directement sur l’e´quation inte´grale ve´rifie´e par la solution auto-similaire.
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Le re´sultat suivant fait le lien entre l’e´quation line´aire (i.e. (5.1.1) avec λ = 0) et non-line´aire.
Auparavant, de´finissons le re´el suivant. Soit α > 0. Soit alors r ∈ [α+ 2,∞). On pose,
2∗ =
2N
N − 2 , si N > 3,
2∗ = r, si N = 2,
2∗ =∞, si N = 1.
(5.2.7)
The´ore`me 5.2.3. Soient λ ∈ R \ {0}, 4
N
< α <
4
N − 2 (4 < α <∞ si N = 1), 2
∗ de´fini par (5.2.7),
p ∈ C tel que Re(p) = 2α et u est une solution auto-similaire positivement globale de (5.1.1) de donne´e
initiale ϕ ∈ S ′(RN ) et de profil f ∈ Lα+2(RN ). Si T (1)ϕ ∈ L2∗(RN ) alors on a le re´sultat suivant.
1. u ∈ C2((0,∞)× RN ). En particulier, f ∈ C2(RN ) et u est une solution classique de l’e´quation
de Schro¨dinger (5.1.1).
2. Pour tout r ∈ [α + 2, 2∗] et pour tout t > 0, u(t) ∈ Lr(RN ). En particulier, f ∈ Lr(RN ). Si de
plus r <∞, alors u ∈ C((0,∞);Lr(RN )).
De´monstration. Remarquons tout d’abord que ϕ est homoge`ne de degre´ −p et que, puisque l’on
a f ∈ Lα+2(RN ), alors f ∈ C2(RN ) (Proposition 5.2.1). Ainsi, 1 est une conse´quence de l’identite´
(5.1.6). Il reste donc a` e´tablir 2. On sait que u ve´rifie l’e´quation inte´grale suivante (Lemme 5.1.8).
∀t > 0, u(t) = T (t)ϕ+ iλ
t∫
0
T (t− s){|u(s)|αu(s)}ds.
En lui appliquant les ine´galite´s de Strichartz, on obtient
‖u‖Lq∗ ((0,t);L2∗ ) 6 ‖T ( . )ϕ‖Lq∗ ((0,t);L2∗ ) + C‖ |u|αu‖
Lq′ ((0,t);L
α+2
α+1 )
,
pour tout t > 0, ou` q est tel que (q, α+ 2) est une paire admissible et ou`
q∗ = 2, si N > 3,
q∗ =
4r
N(r − 2) , si N = 2,
q∗ = 4, si N = 1.
Cela donne avec (5.1.7),
‖u‖Lq∗ ((0,t);L2∗ ) 6 ‖T (1)ϕ‖L2∗
 t∫
0
s−q
∗( 1α− N2∗2 )ds

1
q∗
+ C‖f‖α+1Lα+2
 t∫
0
s−q
′β(α+1)ds

1
q′
,
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pour tout t > 0, ou` β est de´fini par (5.1.16). Or q∗
(
1
α − N2∗2
)
< 1 ⇐⇒ α > 4N et de meˆme,
q′β(α + 1) < 1 ⇐⇒ α > 4N . Par conse´quent, u ∈ Lq
∗
loc([0,∞);L2
∗
(RN )) et donc pour tout t > 0,
u(t) ∈ L2∗(RN ) (on rappelle que u ∈ C((0,∞)× RN ) par 1). Par l’ine´galite´ de Ho¨lder, f ∈ Lr(RN ),
pour tout r ∈ [α+ 2, 2∗]. La Proposition 5.1.3 permet de conclure.
Le re´sultat suivant montre que de telles situations existent.
Corollaire 5.2.4. Soient λ ∈ R \ {0}, 4
N
< α <
4
N − 2 (4 < α <∞ si N = 1), 2
∗ de´fini par (5.2.7),
p ∈ C tel que Re(p) = 2α et ϕ(x) =
n∑
k=0
µkPk(x)|x|−(p+k), avec n ∈ N, ou` µk ∈ C et ou` Pk est un
polynoˆme harmonique homoge`ne de degre´ k. On suppose que ‖T (1)ϕ‖Lα+2 6 ρ, ou` ρ est donne´ par le
The´ore`me 5.1.11, de sorte qu’il existe une unique solution auto-similaire u ∈ C((0,∞);Lα+2(RN )) de
(5.1.1) de donne´e initiale ϕ et de profil f. On a alors le re´sultat suivant.
1. u ∈ C2((0,∞)× RN ). En particulier, f ∈ C2(RN ) et u est une solution classique de l’e´quation
de Schro¨dinger (5.1.1).
2. Pour tout r ∈ [α + 2, 2∗] et pour tout t > 0, u(t) ∈ Lr(RN ). En particulier, f ∈ Lr(RN ). Si de
plus r <∞, alors u ∈ C((0,∞);Lr(RN )).
De´monstration. Notons d’abord que d’apre`s le The´ore`me 5.1.11 et la Proposition 4.3 de Cazenave
et Weissler [26], on a T (1)ϕ ∈ Lα+2(RN ) et si ‖T (1)ϕ‖Lα+2 6 ρ alors il existe une unique solution
auto-similaire u ∈ C((0,∞);Lα+2(RN )) de (5.1.1) de donne´e initiale ϕ. Or, par la Proposition 3.9 de
Cazenave et Weissler [26], T (1)ϕ ∈ L2∗(RN ). Le The´ore`me 5.2.3 permet de conclure.
On peut remarquer que le The´ore`me 5.2.3 signifie que toute information d’inte´gration sur l’e´quation
de Schro¨dinger line´aire (respectivement, sur l’e´quation (5.1.20) avec λ = 0) se transmet, en partie, sur
l’e´quation non-line´aire (5.1.1) (respectivement, sur l’e´quation (5.1.20) avec λ 6= 0). La de´monstration
de ce re´sultat est une conse´quence directe des ine´galite´s de Strichartz. Cependant, on ne sait pas ce
qu’il se passe pour 0 < α 6 4N . En revanche, l’hypothe`se α >
4
N ne provient pas du choix de la
paire admissible (voir le de´monstration du The´ore`me 5.2.3). En effet, comme le montre le calcul pour
N = 2, le proble`me vient de l’inte´grabilite´ en temps des termes line´aires et non-line´aires au voisinage
de 0. Or ∫
0
t−q(
1
α− N2r )dt <∞ ⇐⇒ α > 4
N
,
pour toute admissible (q, r) avec (q, r) 6= (∞, 2), et ce inde´pendamment de la dimension d’espace
N. Remarquons enfin que le cas α < α0 n’est pas e´lucide´ contrairement a` ce qui est dit dans la
Proposition 3.3 et la Remarque 3.5 de Cazenave et Weissler [28]. Il n’est pas e´vident que dans ce cas,
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toute solution auto-similaire de (5.1.1) a` valeurs dans Lα+2(RN ) soit identiquement nulle. En effet,
le fait que α < α0 pose un re´el proble`me pour e´tablir la convergence du terme inte´gral.
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