Abstract-Visual defect assessment is a form of anomaly detection. This is very relevant in finding faults such as cracks and markings in various surface inspection tasks like pavement and automotive parts. The task involves detection of deviation/divergence of anomalous samples from the normal ones. Two of the major challenges in supervised anomaly detection are the lack of labelled training data and the low availability of anomaly instances. Semi-supervised methods which learn the underlying distribution of the normal samples and then measure the deviation/divergence from the estimated model as the anomaly score have limitations in their overall ability to detect anomalies. This paper proposes the application of network-based deep transfer learning using convolutional neural networks (CNNs) for the task of anomaly detection. Single class SVMs have been used in the past with some success, however we hypothesize that deeper networks for single class classification should perform better. Results obtained on established anomaly detection benchmarks as well as on a real-world dataset, show that the proposed method clearly outperforms the existing state-of-the-art methods, by achieving a staggering average area under the receiver operating characteristic curve value of 0.99 for the tested datasets which is an average improvement of 41% on the CIFAR10, 20% on MNIST and 16% on Cement Crack datasets.
I. INTRODUCTION
Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior. These non-conforming patterns are often referred to as anomalies, outliers, discordant observations, exceptions, aberrations, surprises, peculiarities or contaminants in dierent application domains [1] . With the current proliferation of data, humongous volumes of both structured and unstructured data is available at our disposal. The reason why anomaly detection is important is because anomalies are salient and contain interesting information that is typically of interest in a majority of application domains.
Anomaly detection techniques have a broad spectrum of application areas such as video surveillance, credit card fraud detection, surface defect detection, medical diagnostics etc. The detection methods can be broadly classified into three categories namely: (1) supervised; (2) semi-supervised; and (3) unsupervised. Truly unsupervised anomaly detection techniques are virtually unavailable for images. Although clustering, flow based or predictive modelling techniques fall under this category, they are difficult to use for anomaly identification. Semi-supervised techniques involve the use of generative models such as Autoencoders (AEs) [2] , Generative Adversarial Networks (GANs) [3] , [4] or statistical approaches [5] [6] to learn/estimate the density function of the underlying distribution of the normal data implicitly or explicitly. Then a measure of divergence/deviation from this distribution is used to calculate an anomaly score which outputs the anomalous instances based on an appropriate threshold.
Supervised approaches involve labelled training [7] . Suitable pattern recognition or classification techniques can be applied to the task of supervised anomaly detection since it essentially translates to a binary classification problem (also referred to a single class classifier where the one class is the normal class with no anomalies and the other class contains what we call anomalies). Two of the major challenges in anomaly detection are lack of labelled data and low anomaly instances. Deep learning and particularly Convolutional Neural Networks (CNNs) which are a class of artificial neural networks, have emerged as very powerful tools for computer vision applications especially for classification tasks. Training these networks requires huge volumes of data and often training from scratch turns out to be unfeasible. Transfer learning is a tool that overcomes these challenges. To the best of our knowledge no previous study has been conducted on the application of networkbased deep transfer learning using CNNs to the task of anomaly detection in images.
Our main contribution is the application of transfer learning using different CNN architectures to the task of anomaly detection in images. Results obtained on CIFAR10 [8] , MNIST [9] and Concrete Crack [10] datasets show that this approach outperforms the state-of-the-art techniques for anomaly detection.
II. TRANSFER LEARNING
Deep learning networks have shown to perform well in a variety of tasks with applications ranging from Computer Vision and Natural Language Processing to Speech recognition. However, to train these deep networks, very huge volumes of training data is required. And for most applications training a network from scratch is impracticable. This is because the collection of data is complex and expensive. Getting good quality annotations can be difficult to obtain due to the monotonous nature of the task. This makes it extremely difficult to build a large-scale, high-quality annotated dataset [11] . Transfer Learning is a machine learning tool used to tackle this challenge. The goal of transfer learning is to improve learning in a target task by leveraging knowledge from a source task. [12] In [11] , Chuanqi Tan et al. classify deep transfer learning into four categories: instances-based deep transfer learning, mapping-based deep transfer learning, network-based deep transfer learning, and adversarial based deep transfer learning. We use network-based deep transfer learning method. Network-based deep transfer learning refers to the reuse a partial network pre-trained in the source domain, including its network structure and connection parameters and transferring it to be a part of deep neural network which used in target domain [11] . In this type of transfer learning, the source network is thought of as consisting of two subnetworks:
1) Feature extractor sub-network, 2) Classification sub-network. The target network is constructed using the source network with some modifications and trained on the target dataset for the intended task.
III. METHODOLOGY
The steps involved in the approach proposed for anomaly detection using network-based deep transfer learning are as follows:
1) Source Model Selection: The first step is selection of a model architecture which is pre-trained for some source task on a huge dataset belonging to the source domain. The choice of the architecture depends on the anomaly detection task. The selected architecture and its pre-trained weights are used as a starting point for the target model for the anomaly detection task. 2) Target model training: The target model is now ready for training. There are two strategies that can be used here: [13] a) We can use a CNN as a fixed feature extractor:
The pre-trained network is taken and its last fully-connected layer is removed. The network then behaves as a fixed feature extractor. Subsequently, we train a softmax classifier for the target dataset with the fixed features as input.
Note that the earlier layers are frozen, i.e., the weights are not changed during training of the classifier. b) The resulting network is Fine Tuned: If the fixed feature extractor approach gives one inadequate results then proceed to fine tuning. In addition to the softmax classifier, few layers of the pretrained network are unfrozen during backpropagation. In deep neural networks (DNNs), the hidden layers can be considered as increasingly complex feature transformations and the final softmax layer as a log-linear classifier making use of the most abstract features computed in the hidden layers [14] . Therefore, the earlier layers are kept frozen during fine tuning. This is because they are good at extracting generic features useful in other tasks as well. Also, the learning rate is set lower than normal training. This is because the weights learned are good and we don't want to change the weights too fast and too much. Fig. 1 summarizes the approach used for building a CNN for the task of anomaly detection using network-based deep transfer learning.
IV. EXPERIMENTAL SETUP
This section introduces the experimental setup in terms of the datasets, source CNN architectures, implementation and training details as well as the evaluation criteria. Also, the anomaly detection tasks are explained for every dataset.
A. Datasets
In order to evaluate the proposed method and demonstrate its performance on the task of anomaly detection, experiments were conducted on three different datasets namely CIFAR10, MNIST and Concrete Crack. For the experiments conducted on CIFAR10 and MNIST the anomaly detection task was one versus the rest approach. The anomaly class consisted of one class from these datsets and the normal class was constructed using random sampling from the remaining nine classes with size equal to the normal class. The fact that the samples were drawn randomly from the rest of the classes as a whole introduces slight class imbalance and makes the anomaly detection more challenging. Concrete cracks have well defined normal and anomaly classes which are negative and positive crack classes respectively. Exemplary images for normal and anomalous classes for all the three datasets are shown in Fig. 2 . 1) CIFAR10: This dataset consists of 60,000 32x32 colour images in 10 classes, with 6,000 images per class. There are 50,000 training images and 10000 test images. Using the leave-one-out approach ten different combinations of anomaly and normal classes were constructed. For each combination there were 5k training samples per class and 1k test samples per class.
2) MNIST: This dataset consists of 60,000 28x28 grayscale images of the 10 digits, along with a test set of 10,000 images. For this dataset too ten different combinations of anomaly and normal classes were constructed using the leave-one-out approach. For each combination there were 6k training samples per class and 1k test samples per class.
3) Concrete Crack: The dataset contains concrete images with two classes namely positive and negative crack. There are 20,000 277x277 color images for each class. Experiments were conducted with 2000 training images per class and 4,000 test images per class.
B. CNN architectures
Three state-of-the-art CNN architectures were selected for conducting experiments and are briefly described below. 1) DenseNet: Densely Connected Convolutional Networks [15] (DenseNets) are the latest addition to deep CNN architectures. Every layer is connected to every other layer in a feed forward fashion so that the network with L layers has
direct connections. DenseNet-169 architecture is used as the source network for our experiments.
2) ResNet: Deep Residual Networks [16] introduced the concept of identity shortcut connections that skip one or more layers. These were introduced in 2015 by Kaiming He. et.al. and bagged 1 st place in the ILSVRC 2015 classification competition . ResNet-152 architecture is used for the experiments.
3) Inception: Inception architectures were introduced by Google as GoogLeNet / Inception-v1. The basic building block inception module passes the input from previous layers through multiple convolution layers and max pooling simultaneously and are concatenated together at output. This eliminates the need to think of which filter size to use at each layer. Inception-V4 [17] architecture is used for the experiments.
C. Implementation
Publicly available implementations in Keras [18] of basic architecture and weights of these networks pre-trained on ImageNet were used as a starting point for all the three chosen architectures [19] [20] . As discussed in section III, after the model weights are loaded, the softmax layer is replaced with a new layer having two neurons for the anomaly detection task. Subsequently, the modified network is fine tuned by backpropagation.
For all the three networks following training parameters are the same. Stochastic gradient descent optimizer is used with parameters values as learning rate = 10 −3 , decay = 10 −6 , momentum = 0.9 and nesterov = true. Batch size is 16 and shuffling is enabled. The model is trained for 50 epochs and the best model is used for the results.
• DenseNet-169: The input images are resized to (224,224) before feeding the model. • ResNet-152: The input images are resized to (224, 224) before feeding the model.
• Inception-V4: The input images are resized to (299,299) before feeding the model. The prediction probabilities from the normal class neuron are used as anomaly scores and for performing the anomaly detection evaluation.
For MNIST dataset RGB image is made by copying the greyscale values three times before re-sizing is performed.
D. Evaluation
Evaluation is done using the area under curve (AUC) measurement of the receiver operating characteristics (ROC) [21] . The ROC curve is plotted with true positive rates (TPR) against the false positive rates (FPR). ROC is a probability curve and AUC represents degree or measure of separability. An excellent model has AUC near to the 1 which means it has good measure of separability. When AUC is 0.5, it means the model has no class separation capacity whatsoever.
V. RESULTS AND DISCUSSION
AUC values of the experiments conducted for CIFAR10 and MNIST datasets are summarized in Table I and II respectively. The proposed method for all three chosen architectures clearly outperforms the previous work for the anomaly detection task across all the classes for both datasets. For the CIFAR10 dataset, the minimum, maximum and average improvement is 31%, 58% and 41%. Even for the deer class for which all the other methods perform poorly, an AUC value of 0.99 is obtained. For the MNIST dataset, an average increase of 20% is achieved over the other methods. Table III summarizes the results on the cement crack which is a real world dataset. The GANomaly [4] model had to be trained on 16,000 samples to be able to achieve an AUC value of 0.858. Although for our transfer learning based approach all the three architectures were trained on only 2,000 images per class, the proposed method clearly outperforms by achieving an AUC value of 0.99.
The confusion matrices for the cement crack experiments are shown in Tables IV, V and VI. The architectures on an average have precision, recall and f1-score of 0.99, which indicates that the classifier is performing extremely well for the task of anomaly detection. Fig. 3 shows the examples that were miss-classified in the experiments. It is important to note here that in order to show the capability of the proposed approach despite fewer training examples, the architectures were trained only on 2,000 images per class. The results are better if more training data is available.
We see that even though all the three architectures achieve state-of-the-art results, there is variation among them. DenseNet-169 performs the best followed by ResNet-152 and finally Inception-V4. Even though on an average Inception-V4 performs lowest among the three architectures on the CIFAR10 dataset, it outperforms the other two on MNIST dataset. In the preliminary experiments conducted on the challenging German Asphalt Pavement Distress Dataset [22] , DenseNet-169 achieved an average F1 score of 95% and AUC value of 0.91.
The stellar results achieved despite the low number of training examples using the challenging AUC evaluation metric on benchmark as well as real world datasets indicate that the proposed method is highly suitable for anomaly detection. The results also shown that it clearly outperforms the previous state-of-the-art methods.
VI. CONCLUSION This paper introduces an approach that applies networkbased deep transfer learning to the task of anomaly detection by treating it as a supervised binary classification problem. The quantitative results obtained on different datasets including a real world dataset show that the proposed technique achieves state-of-the-art results in comparison to existing techniques. The proposed method also addresses one of the most important challenges of anomaly detection which is the low availability of anomalous samples. This is demonstrated by the fact that the architectures were trained on low training samples per class and still the proposed method is able to separate the normal and abnormal classes competently. Future research can be conducted on the effect of source architecture choice, source dataset choice, effect of freezing first n layers of the chosen architecture while training and the application of the method to other types of anomaly detection tasks. 
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