Abstract. We consider the problem of transformations of logic programs without function symbols (database logic programs) into a special subclass, namely linear logic programs. Linear logic programs are dened to be the programs whose rules have at most one intentional atom in their bodies. a) We investigate linearizability of several syntactically de ned subclasses of programs and present both positive and negative results (i.e. demonstrate programs that cannot be transformed into a linear program by any transformation technique), and b) We develop an algorithm which transforms any program in a speci c subclass namely the piecewise logic programs into a linear logic program.
Introduction
Logic program transformation has been the object of a large amount of research activity recently. The program transformation methodology is often followed in order to improve the e ciency of the program.
In this paper, we consider logic programs without function symbols and investigate the problem of transforming them into a syntactically simple subclass, namely the linear programs. In general, it is desirable, whenever possible, to replace non-linear programs by equivalent linear programs, because there are e cient algorithms for the computation of the latter which do not extend to the former. Linear programs have been widely studied 1, 13, 4] both as concerns their e ciency and the possibility of transformation of non-linear programs into linear. A program is linear if all the rules are linear, i.e., there is at most one intentional atom in the rule's body.
As an example, consider the following program which checks if there is a path joining two nodes of a graph:
Preliminaries
In the following, we assume familiarity with the basic terminology of rst order logic and logic programming 12].
Datalog programs
Deductive database systems divide their information into two categories: The data which are represented by a predicate with constant arguments (all true tuples are stored in the database) and the rules which de ne new predicates in terms of existing ones. Rules are Horn clauses without function symbols. The data are often referred to as the EDB (extensional database) and the rules as the IDB (intensional database). A collection of rules is also called a Datalog program.
A predicate p depends on a predicate q i there is a rule with p in its head and either q or a predicate r which depends on q, in its body. An atom B is called in the body of a clause C i B is uni able with an atom in the body of C.
duction is a set of clauses S P where: C is in S P if its head predicate is p, or there is a clause C 0 in S P and the head of C is called in the body of C 0 . De nition 3. A Datalog program P is said to be peicewise linear i for every rule in P, at most one atom with a predicate which is mutually recursive with the predicate in its head, is included in its body. P is said to be linear i every rule in P has at most one intensional atom in its body.
Unfold/fold transformations
Unfold/fold transformations 15, 17, 8, 9] for de nite clause programs were rst formulated in 18] so as to preserve the meaning of programs. The meaning M(P) of a logic program P is de ned as: M(P) = fAjA is a ground atom which is a logical consequence of Pg. M(P) is identical to 12] the least Herbrand model of P. In the system in 18], which is used in this paper, we start from an initial program P 0 , and produce a sequence of programs by applying transformation rules:
De nition 4. An initial program P 0 , is a logic program satisfying the following conditions: a) P 0 is divided into two disjoint sets of clauses, P new and P old . The predicates de ned in P new are called new predicates while those de ned in P old are called old predicates.
b) The new predicates appear neither in P old nor in the bodies of the clauses in P new .
De nition 5. Let C be a clause in P l (l 0) : A B; K, where B is an atom and K a conjunction of atoms, and C 1 ; :::; C m all clauses in P l , whose heads are uni able with B by most general uni ers 1 c) Either the head predicate of C is an old predicate, or C has been unfolded at least once in the sequence P 0 ; P 1 ; ::::; P l? 1 
Chain Queries and Linear Recursion
Let D = (D; r 1 ; : : : ; r n ) be a database where each r i is binary, and let = fR 1 ; : : : ; R n g be an alphabet containing one letter R i for each relation r i (we use the same symbol, R i , for the letter of corresponding to r i and for the EDB predicate denoting r i ). A path spelling a word R i1 R i l 2 is a sequence u 1 ; : : : ; u l+1 of elements of D such that (u j ; u j+1 ) 2 r ij , for j = 1; : : : ; l; if l = 0, the path spells the empty word, .
For any language L , the chain query Q L obtained from L is de ned as: fC 12 ; C 14 ; C 16 g is a linear program for`new1'. The new program is P 1 = fC 1 ; C 2 ; C 3 ; C 5 ; C 6 ,C 7 ; C 8 ; C 9 ; C 11 , C 12 ; C 14 ; C 16 g. P 1 is equivalent to P fD 1 g.
Similarly, starting from P 1 , we can replace C 2 by an equivalent set of linear clauses. In this way we obtain a linear program.
In the following, we present an algorithm based on unfold/fold transformation rules, which transforms a piecewise linear Datalog program into a linear program, building on top on techniques used in 17].
De nition 11. An unfolding selection rule (or U-rule) is a (partial) function from clauses to atoms. The value of the function for a clause is a body atom called the selected atom.
De nition 12. Let P be a program, C a clause and S a U-rule. An unfolding tree (or U-tree for short) T for < P; C > via S is a tree labelled with clauses, De nition 15. Let P be a Datalog program, C a clause, and S a U-rule. The U-tree T for < P; C > via S is said to be linearizable i there is a nite upper portion U of T such that each leaf clause of U is either a linear clause or a foldable clause or a failing clause 3 . U is said to be a linearizable upper portion of T.
De nition 16. A non-linear clause C in a piecewise linear program P is minimally non-linear i the transitive closure w.r.t. deduction, of any body atom B of C, which is not mutually recursive with the head of C, is a linear program.
We can easily show that, for any piecewise linear Datalog program P, either P is linear or there is (at least one) minimally non-linear clause C in P.
De nition 17. A linear unfolding selection rule is an unfolding selection rule S such that S always selects an IDB body atom (if any) of C with a predicate p whose transitive closure is a linear program, otherwise S(C) is unde ned.
It is easy to see that if a clause C in a program P is minimally non-linear then, there is always a body atom of C whose transitive closure in P w.r.t. deduction is a linear program. Therefore, a linear U-rule is always de ned for any minimally non-linear clause.
Lemma18. Let C be a minimally non-linear clause in P fCg, S a linear U-rule and U a U-tree for < P; C > via S. Then all non-linear clauses in the set of leaves L of an upper portion of U are also minimally non-linear clauses in P L.
An immediate consequence of lemma 18 is that when we unfold a minimally non-linear clause C in a program P via an unfolding selection rule S, then S is also de ned for all non-linear clauses (if any) produced by this unfolding (as these clauses are minimally non-linear).
Procedure 4.1 (Clause Linearization procedure (CLP)).
Input : a piecewise linear program P, a minimally non-linear clause C in P and a linear U-rule S. Output : a set of linear clauses L and a set of new predicate de nitions ED.
1. Construct a linearizable U-tree T for < P; C > via S and select a minimal linearizable upper portion U of T. I. The head arguments of E is the minimal subset of the variables in the body of E such that both D and F can be folded using E. Put E in ED unless E di ers from a clause in ED only in the names of their head predicates or/and in the order of the arguments of their heads.
3. Select the (possibly trivial) minimal upper portion MU of U so as each leaf clause of MU is either a failing clause or a linear clause or it can be folded using a clause in ED. Collect the set of leaves of MU and perform all possible foldings using the clauses in ED obtaining a set LC of clauses. 4. For each clause E i in ED compute a corresponding linear de nition L Ei as follows: Construct a (non-trivial) minimal U-tree U Ei for < P; E i > via S such that each leaf clause of U Ei is either a failing clause or a linear clause or it can be folded using a clause in ED. Collect the set of leaves of U Ei and perform all possible foldings using the clauses in ED obtaining L Ei . 5. Let L = LC L E1 :::: L En .
All clauses in ED are by construction, non-linear clauses (see step 3). Moreover, it is easy to see that the linear selection rule S (used in step 1) is always de ned for the clauses in ED in the program P ED. This is due to the fact that all clauses in ED are minimally non-linear in P ED. and, ii) for every de nition E i in ED, there exists a nite minimal (non-trivial) tree U Ei whose leaf nodes are failing clauses, linear clauses or they can be folded using clauses in ED ( see step 4(a)). i) Since a linear unfolding selection rule always selects an atom whose transitive closure is a linear program, the number of the IDB atoms of each clause resulting from an unfolding step is less than or equal to the number of IDB atoms of the unfolded clause. Moreover, since the number of IBD predicates is nite then so is the tuples of predicates of the IDB atoms in the bodies of these clauses. Therefore, there is a nite minimal linearizable upper portion of U. ii) Since in the construction of U Ei we use the same U-selection rule S, and S is uniquely determined by the set of IDB atoms in the body of that clause, we have that the tree U Ei will also be constructed in a nite number of unfolding Input : a piecewise linear program P and, a linear U-rule S.
Output : a set of Eureka de nitions ED and a set L of linear clauses.
Let i = 0 and P i = P. Let NL be the subset of all non-linear clauses in P.
while NL is non-empty do -Select a minimally non-linear clause C from NL.
-Apply CLP with input P i , C and S and output L i and ED i .
- A minimal upper portion of the U-tree in g. 1, which can be folded using D1 .
