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                                    田 辺 國 士
 外点法による線形計画問題の一解法として中心化ニュートン法を先に提案したが，ここではこれを非
線形計画問題の解法に拡張する．この反復解法は，ほとんど任意の初期値から反復を開始することがで
き，内点法における初期値設定の困難を解消することができる．
 次の非線形計画問題を考える．
 問題．条件g、（x）≦0，g。（κ）≦O，．．．，gm（エ）≦Oのもとで∫（x）を最小化せよ．
 ただし，κはm一項列（位置）ベクトルとし，！（κ），g｛（κ）は十分滑らかだ関数とする．また，条件を
満足する可能集合は空てたいと仮定する．この問題を解くためには連立非線形方程式・不等式系
（1） ～イ（ニボ）弍幽
を解くことが必要である．ただし，8’（κ）・・（g、（兀），g。（X），．．．，gm（エ））’は〃から児mへの写像とし，J（X）
は写像g（兀）のヤコビ行列とし，〔ツ〕はツの要素と（順序をふくめて）同じ要素をもつ対角行列とし，ツ，
Zはm一項列ベクトルとする．児n×〃×碓から”X児mX脳への写像⑭をこの問題の中心平坦化
写像とよぶ．中心多様体（曲線）0を線形集合〃＝｛（0，O，m）：m、＝…＝mm≧O｝の写像⑭による原像
0≡Φ一1（D）と定義し，中心化ニュートン法をこの系に適用すると，中心化ニュートンベクトル」ρ…
∠ρ（x，y，z）≡（∠κ，∠v，ル）が連立一次方程式
          「㌣∵〔1〕1帥州（三）
の解として決定される．ただし∬（X，ツ）＝▽2∫（X）十Σ1〃▽2gオ（κ）はラグランジュ関数のヘッセ行列と
                       ｛＝1
し，吻はベクトル〃の第5要素とし，σ＝（y，2、十…十y．zm）／m，1は全ての要素が1であるm一項列ベク
トルとし，（〆，ノ，メ）｛を（κ，ツ，Z）などと略記する．このとき∠。はニュートンベクトル，∠、は中心
化ベクトルであり，∠ρ＝（1一ρ）∠。十ρ∠、となる．「中心化ニュー一トソベクトルが定めるベクトル場はどの
ようなものであろうか」という問題を考察しよう．（κO，ヅO，ZO）を初期値とする自励系a（エ，ツ，Z）／励＝
∠ρ（x，？，z）の解を（エ（オ），ツ（オ），z（オ））（O≦C＜〃）と記すとき，次の定理が成り立つ．
 定理．任意のxo，非負条件を満たす任意のゾ＞O，zo＞Oに対して自励系の解がO≦広＜Mで存在し
て，次の第一積分が成り立ち，これにより解曲線が定まる．
          ア（X（広））ツ（広）十▽！（X（広））＝e－f／ア（州ツO＋▽！（κO）｝，
               9（x（左））十z（玄）＝e’f｛8（κo）十zo｝，
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          ツ｛（広）z童（オ）一ツゴ（サ）2ゴ（広）＝e■｛（〃z2－y蝪）（ク，ブ＝1，．．．，m），
          y、（広）Z、（広）十…十y。（C）急。（オ）＝e一（トρ）f（ハメ十…十地㌶）
解曲線が自励系の特異集合に近づかたければ1imκ（広）は非線形計画問題のKuhn－Tucker点である．
                    f→oo
 外点法的中心化ニュートン法のアルゴリズム：定理の条件を満たす任意の初期値から出発して，反復
公式：
       （κ尾十1，ヅ危十1，Z尾十1）＝（κ尾，ツ島，Z尾）十α∠。（工尾，ツ危，Zた）十β∠、（κ庖，ツゐ，Z危）
によって系列｛（が，〆，メ）｝を生成する．ステップ市α，βは，条件
             ツ肘1＞0，  z尾十1＞O，  O＜α≦1，  0≦β，
             μ（κ尾十I，ツ尾十1，z尾十1）＜（1一δ）μ（x々，V尾，z昆）
を満たす組み合せの中でαの値が（実際計算においては近似的に）最大1となるように選ぶ．ただし，δは
小さな正数とし，
1・・μ（舳・）・（ω／・）1・・／（払）腕／（兵蝸）1
               十109（llア（み）ツ十▽！（工）ll、十118（x）十zll、十和、十…十y，z、）
とし，l1・ll、は1一ノルムとし，ωは適当た正数とする．
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連立非線形方程式を
とする（但し，z∈”とする）．
 月（z）＝O｛
 九（z）＝O
   ●   ●   ●
 ム（z）＝O
これを次のようにして解く．
計算手順
1．関数力（2）が与えられたとき，それを正規化したフゴ（z）＝力（z）／I■九（る）l11∫2を計算する．
