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1. Introduction
As many of you know, my collaborators and I have worked for many years on developing a
Hamiltonian approach to the Yang-Mills theory in three (or 2+ 1) dimensions, which has, among
other things, led to a vacuum wave function [1]-[3]. This has, in turn, led to an analytic formula
for the string tension, which is in good agreement with the lattice estimates [3]. A Hamiltonian
analysis, by its very nature, is not manifestly covariant. While it is not necessary to have manifest
covariance, there is still a definite advantage and simplification in a manifestly covariant formalism,
such as what we would have using quantum effective actions. So, in this talk, I would like to discuss
the question of whether we can find a quantum effective action for Yang-Mills (2+ 1) which is
manifestly covariant. Starting from the Yang-Mills action, we can quantize in the Hamiltonian
formalism and find the vacuum wave function by solving the Schrödinger equation. In principle, a
direct evaluation of the functional integral of the theory (which cannot be done in practice) would
lead to the quantum effective action or the generating functional for the one-article irreducible
vertices. The question we want to ask is: Given the vacuum wave function, can we get the quantum
effective action without having to go through the functional integration, in other words, can we
directly relate the wave function and the quantum effective action? We will give an explicit formula
for relating the vacuum wave function of any field theory to the quantum effective action, and then
applying it to the Yang-Mills case, we will obtain an effective action which is manifestly covariant.
In order to frame the problem in a quantitive way, we will need some features of our previous
work [1]-[3]. Our Hamiltonian analysis was done in the A0 = 0 gauge, with the spatial components
of the gauge potentials represented as
Az = 12(A1 + iA2) =−∂M M−1, Az¯ = 12(A1− iA2) = M†−1 ¯∂M† (1.1)
where z = x1 − ix2, z¯ = x1 + ix2 are complex combinations of the coordinates. M is an element
of the complexified group; i.e., it is an SL(N,C)-matrix if the gauge transformations take values
in SU(N). Imposing the Gauss law is equivalent to requiring that the wave functions be gauge-
invariant. They are functions of H = M†M, with the inner product
〈1|2〉=
∫
dµ(H)exp[2 cA Swzw(H)] Ψ∗1 Ψ2 (1.2)
The hermitian gauge-invariant matrix H parametrizes SL(N,C)/SU(N) and dµ(H) is the Haar
measure for H . Also, in (1.2), Swzw is the Wess-Zumino-Witten action given by
Swzw(H) =
1
2pi
∫
Tr(∂H ¯∂ H−1)+ i
12pi
∫
ε µναTr(H−1∂µH H−1∂ν H H−1∂α H) (1.3)
Further, cA is the adjoint Casimir value, equal to N for SU(N).
All observables, including the Hamiltonian, are functions of the current J of the WZW action,
which, up to a proportionality factor, is given by
J =
2
e
∂H H−1 (1.4)
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In terms of J, we have H = H0 +H1, where
H0 = m
∫
z
Ja(~z)
δ
δJa(~z)
+
2
pi
∫
z,w
1
(z−w)2
δ
δJa(~w)
δ
δJa(~z)
+
1
2
∫
x
: ¯∂Ja(x) ¯∂Ja(x) : (1.5)
H1 = i e fabc
∫
z,w
Jc(~w)
pi(z−w)
δ
δJa(~w)
δ
δJb(~z)
where m = e2cA/2pi . We have displayed the Hamiltonian in a way that anticipates our method of
solving the Schrödinger equation. We keep all terms in H0 at the lowest order and treat H1 as
a perturbation. Since m = e2cA/2pi , this is not standard perturbation theory. In fact, in the latter,
one would expand in powers of m as well. Our expansion corresponds to a partially resummed
version, with certain particular infinite sequences of perturbative terms being summed up [4]. To
keep track of various orders without confusion, starting from (1.5), we consider m and e as inde-
pendent parameters, only setting m = e2cA/2pi at the end. The lowest order computation of the
wave function in this scheme is the one presented in [3]; it led to the formula for the string tension
as σR = e4cAcR/4pi . More recently, we have calculated corrections to this formula, carrying out the
expansion to the next higher order (which still involves an infinity of terms); the final value of the
correction to the string tension was to be small, of the order of −0.03 to −2.8 percent [4].
The measure of integration in (1.2) will play an important role in what follows. To illus-
trate this, we will need a short argument from [5] on the nature of the wave function. For this,
we first absorb the factor e2cASwzw from the measure of integration in (1.2) into the wave func-
tion by writing Ψ = e−cASwzw Φ. For the action on Φ, the Hamiltonian operator is given by H →
e−cASwzw H e−cASwzw . The matrix H is then expanded as H = exp(taϕa) ≈ 1+ taϕa+ · · · ; this “small
ϕ" expansion is appropriate for a (resummed) perturbation theory. It is easily verified that the
Hamiltonian then takes the form
H =
1
2
∫ [
− δ
2
δφ2 +φ(−∇
2 +m2)φ + · · ·
]
(1.6)
where φa(~k) =
√
cAk¯k/(2pim) ϕa(~k). This is the Hamiltonian for a field of mass m. The ground
state (or vacuum) wave function for this is easily obtained by solving H Φ0 = 0, and it is given by
Φ0 ≈ exp
[
−1
2
∫
φa
√
m2−∇2 φa
]
(1.7)
Transforming back to the Ψ’s, we find
Ψ0 ≈ exp
[
− cA
pim
∫
( ¯∂∂ϕa)
[
1√−∇2 +m2 +m
]
( ¯∂ ∂ϕa)+ · · ·
]
(1.8)
The next key step is as follows. On general grounds, we know that the full wave function must
be a functional of the current J [2, 5]. So we can ask: Is there a functional of the current J which
reduces to (1.8) in the small ϕ approximation, when Ja ≈ (2/e)∂ϕa +O(ϕ2)? The only answer
for this is
Ψ0 = exp
[
− 2pi
2
e2c2A
∫
¯∂Ja(x)
[
1√
−∇2 +m2 +m
]
x,y
¯∂Ja(y) + · · ·
]
(1.9)
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We arrived at this without directly solving the Schrödinger equation for (1.5), even though we did
solve for the ground state of (1.6) in the Φ-description. But the result of solving directly using
(1.5), which is given in [3], is identical.
The denominator of the integral kernel appearing in the exponent in (1.9) can be rationalized
to rewrite this wave function as
Ψ0 = exp

− 2pi2
e2c2A
∫
¯∂Ja(x)
[√
k2 +m2 −m
k2
]
x,y
¯∂Ja(y) + · · ·

 (1.10)
In the integral kernel, the term
√
k2 +m2 /k2 is due to the fact that we have a mass for the fields
φ , while the second part −m/k2 is from transforming using ecASwzw from the measure. We have
presented this argument for the wave function to emphasize that the measure of integration is
crucial in both generating the mass term and also in providing the −m/k2 term. The kernel should
have the −m/k2 term to give the low momentum limit
√
k2 +m2 −m
k2 ≈
1
2m
, (1.11)
which means that the exponent in Ψ∗0Ψ0 can be approximated, for long wave length modes, by the
two-dimensional Yang-Mills action,
∫
¯∂J ¯∂J ∼ ∫ F2/4g2, g2 = me2. This was, in turn, the key to
obtaining the formula for the string tension.
If we write the wave function (1.10) in terms of the usual gauge potentials A, then
Ψ0 ≈ exp
[
−1
2
∫
AaTi (x)
[√
k2 +m2 −m
]
x,y
AaTi (y) + · · ·
]
(1.12)
where we have used the transverse component of Aai as the gauge-invariant variable. To the
quadratic order that we are interested in, this formula (1.12) is adequate.
The structure of this wave function also answers another interesting question. If we have a
mass for the gluon fields, we would expect the interactions mediated by gluons to be of short
range. Yet, an area law for the Wilson loop shows there are long range interactions, approximately
described as a linear potential for long distances. How can we have compatibility between these
two? The wave function has part which essentially represents the massive gluon, but the −m-term
in the kernel shows that long range potentials are possible.
The basic question we posed earlier can be rephrased as follows: Can we find a covariant
three-dimensional quantum effective action which will give this wave function (1.12) including the
crucial −m/k2 term in the kernel?
2. Relating wave functions and the effective action
The wave function (1.12) shows that part of what we need is mass for the gluon, which, of
course, must be gauge-invariant. But such a mass term must be nonlocal, including nonlocality in
time; so is an effective action, in general. A Hamiltonian analysis for a nonlocal action is difficult.
In any case, we are not supposed to set up a Hamiltonian for the effective action, it is to be set up
for the original Yang-Mills action. So what we need is a more direct way to relate the quantum
4
Yang-Mills (2+1) V.P. NAIR
effective action and wave functions. This can be done in series of five steps as follows. We will use
a scalar field to illustrate this basic connection.
Step 1:
Let {|α〉} denote a complete set of energy eigenstates. Then
〈ϕ |e−β H |ϕ ′〉 = ∑
α
〈ϕ |α〉〈α |ϕ ′〉e−βEα = ∑
α
Ψα(ϕ)Ψ∗α(ϕ ′)e−βEα
→ Ψ0(ϕ)Ψ∗0(ϕ ′)e−βE0 , as β → ∞ (2.1)
This shows that we can obtain the ground state wave function Ψ0(ϕ) by calculating this matrix
element with fixed boundary values of the field at the Euclidean time-boundaries, τ = 0, β .
Step 2:
Our next step is to express this matrix element as a functional integral,
〈ϕ |e−β H |ϕ ′〉=
∫
[dφ ]e−S(φ) =
∫
[dη ]e−S(χ+η) (2.2)
We have written φ as φ = χ +η , where the boundary conditions are
χ(0,~x) = ϕ ′(~x), χ(β ,~x) = ϕ(~x)
η(0,~x) = η(β ,~x) = 0 (2.3)
χ(τ ,~x) is taken to be a fixed field configuration with the boundary values specified; it contains no
additional degree of freedom to be integrated in (2.2). Since χ has the correct boundary values, η
must vanish at both τ = 0 and τ = β . Thus, in carrying out the η-integration in (2.2), Dirichlet
conditions in τ must be used for the η-propagator.
Step 3:
Rather than explicitly carrying out the η-integration, the result can be expressed in terms of the
quantum effective action Γ[χ ]. We recall that Γ[χ ]is defined, for arbitray χ , by
e−Γ(χ) =
∫
[dη ] exp
[
−S(χ +η)+
∫ δΓ
δ χ η
]
(2.4)
This equation shows that, if we choose χ as a solution of δΓ/δ χ = 0, with the boundary behavior
χ → ϕ ′ at τ = 0 and χ → ϕ at τ = β , and with η going to zero at both ends, then
e−Γ =
∫
[dη ]e−S(χ+η) = 〈ϕ |e−βH |ϕ ′〉
→ Ψ0(ϕ)Ψ∗0(ϕ ′)e−βE0 , as β → ∞ (2.5)
where we have used (2.2) for the second equality. The procedure to get the wave function from the
effective action is thus the following.
Solve the equation
δΓ
δ χ = 0 (2.6)
for χ , subject to the boundary conditions (2.3), and substitute the solution back in
Γ(χ). Then e−Γ(χ), which is now a functional of ϕ ′, ϕ , will give Ψ0(ϕ) as β becomes
large.
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In practice, the evaluation of Γ at its critical point can be simplified a bit further, at least for the
case of interest to us, as follows.
Step 4:
We will denote Γ evaluated on the solution χ∗ of (2.6), subject to the boundary values (2.3), by W .
Now, if we vary the boundary value ϕ of χ , and also change β slightly, the resulting variation of Γ
or W can be brought to the form
δW = δΓ[χ∗] =
∫
d2x Πδϕ + HE δβ (2.7)
(This is clear since δW must be linear in the variations δϕ and δβ .) Equation (2.7) defines Π
(which may depend on the time-derivatives of ϕ) and also the Euclidean Hamiltonian HE . Gen-
erally, HE is not positive semi-definite. In principle, we can have terms involving δ χ which are
three-volume integrals, but since we are evaluating Γ on the solution of (2.6), such terms are zero.
Step 5:
Generally, HE can have a contribution corresponding to the zero-point energy, but for a relativis-
tically invariant vacuum, we know that the zero-point energy must be zero. 1 Therefore, for the
ground state or vacuum wave function, we can impose HE = 0. Further, from (2.7), Π may be
taken as δW/δϕ . Thus we can find W by solving the equations
HE = 0, Π =
δW
δϕ (2.8)
The ground state wave function is then given by Ψ0 = e−W . This last step of solving (2.8) is
obviously a Euclidean version of the usual Hamilton-Jacobi approach.
3. The effective action for Yang-Mills (2+1)
We are now in a position to state our main result. The leading terms of the quantum effective
action for 3-dimensional Yang-Mills theory are given by
Γ =
∫ 1
4
FaµνF
a
µν +Sm(A)+ (σ µDµΦA)a†(σ νDνΦA)a + · · · (3.1)
where Sm(A) is a gauge-invariant nonlocal mass term for the gauge field. The particular choice of
this mass term is not important at this stage, we will comment on this later. ΦaA, a = 1,2, · · · ,(N2−
1), A = 1,2, is a complex field transforming according to the adjoint representation of SU(N),
and transforming as a 2-component spinor under the Lorentz group. σ µ , µ = 1,2,3, are the Pauli
matrices and Dµ denotes the gauge-covariant derivative. A complex spinor field with a quadratic
derivative term in the action may raise worries about the spin-statistics connection, but , for the
action (3.1), ΦaA is not to be considered as an observable field. It is to be viewed simply as an
1This is well known and can be easily seen from taking the vacuum expectation value of the commutation rule
[Pi,K j] = iδi j H where Pi is the momentum operator and K j is the Lorentz boost generator. For a Lorentz-invariant
vacuum, i.e., with no spontaneous breaking of Lorentz symmetry, we get 〈0|H |0〉 = 0. Thus any regularization used
for the Hamiltonian or the effective action must satisfy the condition of vanishing zero-point energy.
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auxiliary field used to represent a nonlocal term in Γ and used to capture the physics of the wave
function (1.10) or (1.12). The action (3.1) has an additional U(1) symmetry Φ → eiθ Φ, which the
original Yang-Mills theory does not have. We will eliminate this unwanted symmetry by requiring
that all physical operators must have equal numbers of Φ’s and Φ∗’s.
We will now show how this action leads to the wave function (1.12), before discussing further
properties. The equations of motion corresponding to (3.1) are
−(DµFµν)a + δSmδAaν
= e
(
(DνΦ)†T aΦ−Φ†T aDνΦ
) (3.2)
Dµ (σ µ σ ν DνΦ) = 0 (3.3)
We will use an expansion scheme to solve these equations in the following way. In the first equation,
the term linear in A in the mass term will be kept at the lowest order, but we will treat the effect
of the current due to Φ (the right hand side of (3.2)), as well as nonlinear terms on the left hand
side, in a perturbative expansion. We will solve the second equation as it is. This expansion
scheme is thus similar to what we did in the Hamiltonian approach in [3, 4]. This means that
we can treat the Yang-Mills part and the Φ-dependent terms of Γ in (3.1) separately to the lowest
order. The quadratic term in Sm(A), for any choice of the mass term, has the same form, namely,
∼ AT2. Writing ATµ = Aµ −
∫
y ∂µG(x,y)∂ · A(y), we see that it is invariant under the (Abelian)
gauge transformation Aµ → Aµ +∂µθ , provided G(x,y) obeys Dirichlet conditions and θ vanishes
at τ = 0,β . (The use of Dirichlet conditions for the Green’s functions is also emerges from an
analysis of BRST invariant boundary conditions [6].) In this case, we can write
Sm(A) =
m2
2
∫
AT2 + · · ·= m
2
2
∫ [
A2−∂ ·A(x)G(x,y)∂ ·A(y)+ · · ·] (3.4)
For the Yang-Mills part of the action, we then find
δWY M =
∫
d2x FT0i δATi +
∫
d2x 1
2
[−F20i +ATi (k2 +m2)ATi ] δβ (3.5)
This leads to
WYM =
1
2
∫
d2x ATi
√
k2 +m2 ATi + · · · (3.6)
upon setting HE to zero. This is entirely as expected when the gluon has a mass. In the A0 = 0
gauge, for the Φ-dependent terms, we find
δW =
∫ [
δφ†1 ( ˙φ1 +2 ¯Dφ2)+δφ†2 ( ˙φ2 −2Dφ1) + c.c.
]
+ HE δβ
HE =
∫ [
4( ¯Dφ2)†( ¯Dφ2)+4( ¯Dφ1)†( ¯Dφ1)− ˙φ1 ˙φ1 − ˙φ2 ˙φ2
] (3.7)
Solving HE = 0, we find WΦ = Φ† K Φ, with
K = 4
[
0 ¯D
−D 0
]
, Φa =
(
φa1
φa2
)
(3.8)
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As I mentioned before, the field ΦaA is to be considered as an auxiliary field and observables are
only made of the Yang-Mills fields. For such an observable O ,
〈O〉 =
∫
dµ(A) [dΦ] Ψ∗YMΨY M Ψ∗Φ ΨΦ O =
∫
dµ(A) [dΦ] Ψ∗YMΨY M e−2WΦ O
=
∫
dµ(A) Ψ∗YMΨY M
1
detK
O ∼
∫
dµ(A) Ψ∗YMΨYM
1
det(−D ¯D) O
≈
∫
dµ(A)Ψ∗Y MΨYM exp
(
m
∫
AaT AaT + · · ·
)
O (3.9)
where we have designated e−WYM by ΨYM . This is equivalent to using
Ψ0 ∼ exp
[
−1
2
∫
AaTi (x)
[√
k2 +m2 −m
]
x,y
AaTi (y) + · · ·
]
(3.10)
where we used the result det(−D ¯D) = exp(2cA Swzw(H)). This completes our demonstration that
the effective action (3.1) does indeed have the terms needed to obtain the wave function (1.10) or
(1.12).
4. Comments, Observations
We can systematically improve upon the effective action by considering terms with higher
powers of J in the wave function. We have to work out terms to, say, cubic order in the A’s, starting
from the action (3.1), and compare them with the corresponding terms in the wave function. If
there is agreement, well and good. If not, we add a term to Γ which has at least three powers of A
and match with the wave function to that order. In this way, we can systematically improve on the
effective action. However, we will not pursue this further here. The rest of this talk will be made
of some comments on the nature of Γ.
1. Is there a preferred choice of the gauge-invariant mass term?
There have been any different gauge-invariant mass terms which have been used in resum-
mation schemes to estimate the gluon mass [7, 8]. Our calculations so far do not show any
preference for any particular one since we have only looked at the quadratic term. It has been
noted that many of the mass terms have threshold singularities at k2 = 0, suggesting that there
are still massless excitations left in the theory [9]. The one suggested in [8] does not have
this feature. But this may not mean very much in the present context. It could be that with
the AN mass term, we have a minimal form for the Φ-dependent part of Γ. Some of the other
mass terms presumably work just as well, but with a modification of the Φ-dependent terms
in (3.1).
2. What can we say about excited states?
It is possible to discuss excited states as well, by a deformation of the wave function. For
example, for a simple scalar field theory, a deformation W → W + ∫ j φ corresponds to a
modified Schrödinger equation of the form
(H + j−dependent terms)e−W−
∫ j φ = 0 (4.1)
8
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Expanding this in powers of j will lead to wave functions for all excited states. One could do
this for two-body states as well. For example, by considering W →W +∫x,y j(~x,~y)φ(~x)φ(~y),
we can get a two-body Schrödinger equation for the bound state of two particles. In the re-
duction of the higher powers of φ which can appear in such an equation, we will need to use
partial Wick contractions. These will be determined by the vacuum wave function, so that ul-
timately, the interparticle potentials will be determined by the vacuum wave function. For the
gauge theory, we can consider a glueball state with W →W + ∫ f (~x,~y)Fai j(~x)Uab(~x,~y)Fbi j(~y).
(This is for a 0++ glueball.) Since the interparticle potential arises from the vacuum wave
function, and we already know that it leads to a nonzero string tension, we expect two-body
equations of the form[√
m2−∇21 +
√
m2−∇22 +σA |~x−~y|
]
f (~x,~y)≈ 0 (4.2)
We expect that this can lead to a method to tackle the question of glueballs in our approach.
3. What are the implications of the auxiliary field ΦaA?
In the gauge theory, we do expect some sort of gluon mass. But there is the compatibility
between gluon masses (which would naively cut off any long range forces) and the existence
of linear potentials, an issue which has been pointed out by Cornwall [10] (and others). Our
formula for the action (3.1) shows that there is an additional crucial term in Γ, namely, the
|σ ·DΦ|2 term. This is presumably what allows us to have it both ways: gluon masses and
long range forces.
Another important feature of ΦaA has to do with center vortices. As emphasized by many
people, center vortices are important in understanding confinement for ZN-noninvariant rep-
resentations and screening for ZN-invariant representations [11]. One can also argue for the
existence of such vortices using auxiliary fields for gluon masses [10]. In our case, the Φ-
fields do have center vortices with well-behaved short distance properties. The absence of a
potential term suggests that they are like BPS solutions. A quick analysis suggests also that
the total vortex charge must be zero for reasons of Lorentz invariance. Thus multiple vor-
tices of zero net charge are possible. These could be the seed for understanding the screening
versus confinement issue in our approach.
I thank the organizers for inviting me to this very interesting workshop and for accommodating my
difficult schedule. After this talk was presented at the workshop, some of the work has been written
up as a research article [12]; it contains some more details and derivations.
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