Abstract
Introduction
Markov Random Fields (MRFs) have been used to solve various types of problem in computer vision and image processing, such as image restoration [5, 1] , super-resolution [10] , stereo matching [7, 9] , and optical flow estimation [12] . These problems share the same formalization, in which one optimizes the energy function consisting of the data term of each site and the smoothness term of neighboring sites:
where x = [x 1 , . . .] , and x i is the variable of site i.
There are basically two methods for inference using MRF models, MAP (Maximum A Posteriori) inference and MPM (Maximum Posterior Marginal) inference. Both are built upon the Boltzmann distribution Q(x) ∝ exp (−E(x)). MAP directly obtains the maximizer to Q(x) and uses it as an estimate of x. MPM first computes the marginal density of each variable x i ; it then obtains its maximizer and uses it as the estimate of x i [11, 2, 4] .
In this paper, we consider the estimation of marginal densities. Although MAP is in general computationally easier to perform and thus MPM is unlikely to be the first choice when both can be used, there is no other choice when the marginal densities themselves are necessary, e.g., learning the parameters in CRF (Conditional Random Field) models [3, 6] The computation of the marginal densities is differently formulated depending on whether the variable x i is continuous or discrete. There are two practical algorithms, the belief propagation (BP) and the mean field (MF) algorithms. Both iteratively estimate the marginal densities by repeatedly exchanging information, or messages, among the neighboring sites. In the case of continuous variables, the marginal densities are represented by some parametric density function and its parameters are iteratively updated at each site. In the case of discrete variables, the marginal densities are represented as discrete densities, and they are iteratively updated at each site.
The former formulation for continuous variables can be used only for a small class of problems, as there are only a few choices for the parametric function representing the marginal densities. In fact, for the BP algorithm, the Gaussian function is practically an only choice. (This limitation comes from the constraint that in the message updating step, the densities before and after the update should be represented by the same parametric function.) For the MF algorithm, this limitation is somewhat relaxed but it is in general difficult to derive an iterative algorithm having good convergence property.
On the other hand, the formulation for discrete variables is free from such a limitation, and it can be used for a wide range of problem. Thus, it is used not only for the problems originally defined in discrete domain (e.g., multi-label image segmentation) but also for those originally defined in continuous domain. In the latter case, the continuous variables are discretized into discrete ones. For example, in stereo matching and optical flow estimation, the site variable is disparity and a flow vector, respectively, which are both continuous; they are discretized and the energy function is then defined based on the resulsting discrete variables.
In this paper, we present a novel formulation for this continuous-discrete conversion (i.e., that the problems that should ideally be dealt with in continuous domain are solved by discretization of the variables). In the conventional formulation, the variables are first discretized and the energy of Eq. (1) is then defined based on those discrete variables. Then, the marginal densities defined in the discrete domain are estimated using the discrete MF or BP algorithm. On the other hand, our formulation starts with the energy defined in the continuous domain. To make its minimization feasible, we "discretize" the marginal density of each site, or more rigorously, approximate the marginal density with a discrete density. We then search for the marginal densities that minimize the energy in the space of the approximating discrete densities.
For the approximating density, we choose a mixture of rectangular densities in this study. The center of each rectangular distribution corresponds to a discrete value in the conventional formulation, and its height is the parameter to be determined in the minimization. Based on this formulation, we derive the MF and BP algorithms.
In our formulation, the rectangular functions in the mixture are allowed to have arbitrary locations and sizes (as long as any two of them are not overlapped in the variable space), which provides a core practical value of our formulation. In fact, when they are placed on a regular grid and have the same size, the new MF and BP algorithms coincide with the conventional ones, whereas otherwise the two are different. To be specific, the updating terms in the new MF and BP algorithms have additional terms as compared with conventional ones; these additional terms are regarded as compensating the non-uniform distribution of rectangular functions. Note that the conventional MF and BP algorithms are independent of how the continuous variables are discretized; as the energy is defined after the discretization, differences in the discretization simply change the meaning of the energy.
This flexibility with our formulation enables the followings:
• One can discretize the variable space in a non-uniform manner (e.g., sampled densely in some region and sparsely in others) to improve the estimation accuracy of the marginal densities without increasing the computational cost.
• One can deal with the case where the variable space is non-Euclidean and is difficult to uniformly discretize, e.g., spherical surface.
The former could be particularly effective for the variable space of two or higher dimensions. For effective nonuniform discretization, some prior knowledge could be used if it is available. In this paper, taking one step further, we present a method that performs this non-uniform discretization dynamically in the course of the optimization. Our method employs a coarse-to-fine strategy; starting with coarsely divided blocks of the variable space, it recursively divides the block of the largest mixture weight into subblocks. (Each block is the support of a rectangular function in the mixture density.) This block subdivision also requires dividing the current marginal density estimates as well as the messages. We also describe how to do this. This paper is organized as follows. In Section 2, we derive the new MF and BP algorithms that can deal with nonuniformly discretized variable space. Section 3 presents a method that dynamically discretizes the variable space in a coarse-to-fine manner, which are to be used with the new MF or BP algorithm. Section 4 shows the results of the experiments conducted to examine the effectiveness of our approach. Section 5 concludes this paper.
Algorithms for a non-uniformly discretized variable space
In this section we derive the new MF and BP algorithms that can deal with non-uniformly discretized variable space.
Minimization of the free energy
The conventional MF and BP algorithms for discrete and continuous variables are all derived in the same variational framework for the minimization of the free energy [13] . We briefly summarize it here, as it will be used later to derive the new algorithms
The joint density Q(x) of the variables x of all the sites of the MRF is given by
where Z is a normalizing factor called the partition function. The direct computation of the marginal densities based on Eq.(2) is in general infeasible. Thus, in the variational approach, a density P(x) that approximates Q(x) is introduced. Then, restricting P to a particular class of densities for which the marginal densities can be computed easily, P that the best approximates Q is searched for.
To evaluate the accuracy of the approximation, the following KL divergence between P and Q is used:
The substitution of Eq. (2) into Eq.(3) yields
where E P = p(x)E(x)dx, the expectation of the energy with respect to P, and
dx is the entropy of P. As the third term in Eq. (4) is independent of P, it is sufficient to consider minimization of the rest of the terms called the free energy:
In short, P that is the closest to Q in the sense of KL divergence can be found by minimizing
Derivation of a new MF algorithm
The central issue of the variational approach is the choice of the class of the approximating densities (P's). The MF algorithm is derived by choosing the following class of P's:
This means that the variable of each site is independent of that of any other site. This is in general too restrictive an assumption to accurately approximate the true density, whereas it can significantly simplify computation. Substituting Eq.(6) into Eq.(5), Eq.(5) reduces to
where E indicates the set of edges in the graph. Note that the first and second terms correspond to E P and the third term to S [P] of Eq. (5), respectively. We wish to find P that minimizes Eq. (7) under the constraint of p i (x i )dx i = 1 (i = 1, ..., N). By introducing a Lagrange multiplier for this constraint and solving the EulerLagrange equation, we have the following fixed point equation for the unknown p i (x i ) (i = 1, . . . , N):
where N i is the neighboring site of i-th site. The MF algorithm iteratively updates the estimate of p i s by using this equation; the substitution of the current estimates to the right hand side gives an updated estimate on the left hand side. The densities p i s after convergence directly give the estimates of the marginal densities of Q. The above derivation is valid for both cases of continuous and discrete variables, and from here, different formulations are necessary for the two cases.
When 
The fixed point equation (8) is such that Eq. (7) 
which gives the updating rule for the probabilities
. When x i is a continuous variable, we are to represent p i (x i ) by some parametric function such as a Gaussian distribution; Eq.(8) will then give an updating equation for the parameters. Note however that this is possible only for parametric functions such that the right hand side of Eq. (8) yields the same parametric function. Now we present our formulation for discretizing a continuous problem. We wish to make feasible the computation for a problem originally defined in the continuous domain by discretizing the variable space. To do this, sticking to the above continuous formulation, we represent p i (x i ) by a mixture of S i rectangular densities as
where α s i is the mixing coefficient to be determined in the minimization; h s i is a rectangular function fixed during the minimization, which is defined as follows. Let X be the variable space and d be its dimensionality. Also let X s i be a d-dimensional hyperrectangle (i.e., the Cartesian product of intervals) such that X s i i (x i ) in the variable space X densely (or sparsely) for particular portions of X depending on their importance. Note also that their distribution in X is allowed to be different for each site, so is even S i . Thus, one may, for example, increase or decrease S i for particular sites (e.g., an image region) depending on their importance.
Next we derive the updating equation for α s i 's similar to Eq. (8) . Unlike the earlier cases, it cannot be obtained by directly substituting Eq. (11) Thus, we trace back to the free energy of Eq. (7). By substituting Eq. (11) into Eq. (7) and introducing new notations, it reduces to
where f s i and f st i j are respectively defined by 
An updating equation for α s i 's can be directly derived from the similarity between Eq.(13) and Eq.(9). If we equate the pairs α
, the two free energies coincide with each other. Moreover, we have the same constraint for α 
For this derivation, we need also to assume that S i = S for any i. However, the same equation can be derived for the case where S i differs for each i; the details are omitted for the lack of space. 
Derivation of a new BP algorithm
For Belief Propagation, the following class of approximating densities P's is considered.
where z i is the number of neighboring sites of the i-th site;
This density class has more generality than that for MF (Eq. (6)), and thus the marginal densities estimated by BP tend to be more accurate than MF. Similarly to the MF algorithm, substituting Eq.(18) into Eq.(5), we have
In the conventional discrete formulation, the BP algorithm is derived as follows. We denote the discrete values that x i takes by [ 
where
In our formulation, we use the same mixture of rectangular densities for representing p i (x i ) and p i j (x i , x j ). To be specific, we represent p i (x i ) and p i j (x i , x j ) as
By substituting these into Eqs. 3. Dynamic discretization of the variable space
Usefulness of non-uniform discretization
The new MF and BP algorithms can deal with nonuniformly discretized variable space. By densely discretizing important portion of the space and sparsely discretizing the rest and then using these algorithms, we will be able to achieve higher balance between computational efficiency and accuracy of marginal density estimates. When the variable space is of two or higher dimensions, this effect will be significant; it is particularly so for the BP algorithms, in which computational cost is mainly determined by the number of labels. (When the dimensionality of the variable space is D and the number of labels is L, the computational cost of BP is proportional to L 2D .) The next question is how to obtain such an effective discretization of the variable space. If we have a prior knowledge about where is more important in the variable space, it will be possible to use it to obtain a good discretization. For the case where no such knowledge is available, we present a method for dynamically discretizing the variable space to have an effective discretization.
Coarse-to-fine block subdivision
We assume here that behind the estimation of the marginal density, there is a motivation to accurately know its shape around its maximum, e.g., to determine the position of its maximum as accurately as possible. Then, this will be made possible by more densely discretizing the space around the maximum of the marginal density.
As it is in general impossible to know the maximum of the marginal density beforehand, we consider dynamically dividing the variable space, as shown in Fig.1 . We start with initial coarse discretization of the variable space, that is, the variable space is divided into a small number of blocks. The rectangular function whose support is each block composes the mixture density approximating the true marginal density. For this discretization, the MF or BP algorithm is run for a certain iterations. Then, for each site (i), identifying the block (s) whose mixture weight α s i is the largest, we divide this block into a number of subblocks. (Multiple blocks with the largest weights may be divided simultaneously.) Then, integrating these new blocks with the blocks that are not divided, we consider a new mixture of rectangular functions whose supports are given by them. We repeatedly perform these three procedures for a desired number of iterations: updating the mixture weights for the current discretization by our MF or BP algorithm, identifying the block(s) with the largest weight(s), and dividing them into subblocks to obtain a new discretization.
Dividing a rectangular density
The subdivision of a block means dividing the corresponding rectangular density into multiple rectangular densities, as shown in Fig.1 . Thus, the mixture of rectangular densities after the subdivision has a different representation from the one before it. Corresponding to this representation change, we need to update α s i 's in MF and m t i j 's in BP. The principle of updating these parameters is that the mixtures before and after the subdivision should be the same density regardless of their difference in representation. Based on this principle, these parameters before the subdivision are processed and transferred to those after the subdivision. Different procedures are necessary for MF and BP.
The procedure for MF is as follows. Suppose that a rectangular density is divided into K rectangular densities of an identical size. Following the above principle, the mixture weights of the new densities are given by the weight of the original density divided by K. This ensures that the mixtures before and after the subdivision have the same shape. Suppose, for example, that the s-th block of the i-th site is divided into two blocks. Denoting 
Experimental results
To examine the effectiveness of the proposed methods, we conducted experiments.
Effect of non-uniform discretization on marginal density estimates
To compare the behaviours of the conventional and proposed algorithms when the variable space is non-uniformly discretized, we consider a simple Gaussian MRF for which the exact marginal densities can be analytically obtained.
To be specific, we consider a MRF model defined on a 5 × 5 grid graph that has the following energy:
Clearly, its marginal densities are Gaussian distributions having zero mean. For this MRF model, we divide the variable space in an asymmetric way with respect to the origin x = 0 of the space. To be specific, considering only the range of [−2, 2], we discretize its negative part [−2, 0] into 64 blocks and the positive one [0, 2] into 16 blocks. Thus, the continuous MRF is converted into a discrete MRF with 80 labels in total.
Then we apply the conventional MF and BP algorithms and the proposed MF and BP algorithms to this discrete MRF. Figs. 2 and 3 show the results of the MF and BP algorithms, respectively. They show the estimates of the marginal density at the site in the upper-left corner of the 5 × 5 grid graph. The estimates by the conventional algorithms are shown by red dots; those by the proposed algorithms are shown by blue histograms; the exact marginal densities are shown by a continuous red curve. In the conventional algorithms, a marginal density is represented as a discrete density, i.e., [p 1 i , . . . , p S i ]. In the plots, to enable direct comparison with densities in the continuous domain, its scale (i.e., the heights of the red dots) is appropriately adjusted. In the proposed algorithms, the marginal densities are represented as the mixtures of rectangular densities, which are shown in the plots.
It is seen from Figs.2 and 3 that the estimated marginal densities by the conventional MF and BP algorithms both have bias; their means deviate from the true mean (i.e., x = 0) toward the side of x < 0. This is because of the asymmetric discretization; the energy tends to have a lower value when the marginal density estimates are in the side of denser discretization. On the other hand, the proposed MF and BP algorithms both yield more accurate estimates. The result of MF still has a bias but it is much smaller than the conventional one. The result of BP is even more accurate.
Although there appears to exist small bias in the variances of the marginal density estimates, this is a fundamental limitation of these algorithms; even in the case of symmetric discretization, the MF and BP algorithms cannot estimate the exact value of the variance.
Stereo matching
We applied the proposed dynamic discretization method to stereo matching and examined its effectiveness. To generate an energy function, we used the Middlebury MRF library [8] . We set |L| = 128, λ = 2, smoothmax=20, and truncated = 2. We multiply the values of the data and smoothness terms given by the library by 1/10, as otherwise, the marginal densities will have very sharp peaks, which is not fit for the purpose of this experiment.
The dynamic discretization method is applied to the data as follows. Initially dividing the variable space into eight blocks of an identical width, we iterate the following three steps for eight times: performing the MF or BP algorithm, identifying the block of the largest weight, and dividing the block into two blocks. At each of the eight iterations, the MF or BP update is iterated for 100 times. In the experiment, we set the lower bound of the block size to be 1 for ease of implementation. Thus, if the block with the largest weight has reached this lower bound, we divide the one with the second largest weight. If it has reached the bound, then we divide the next largest one, and so on. For both results, it is seen that the mixture density depicts the marginal density in a finer way with the increasing number of blocks. Note that the horizontal axes correspond to a portion of the full range [0, 128] . (The block sizes in the case of eight and sixteen block divisions are 128/8 = 16 and 128/16 = 8, respectively.) As compared with the mixture densities of the fixed discretization, those of the dynamic discretization draw much finer details not only at the same number of blocks (i.e., 16) but even at the smaller number of blocks. As a result, the maxima of the marginal densities can be determined much more accurately, and thus the dynamic discretization yields smoother disparity maps. Clearly, suffering from the insufficient number of divisions, the disparity maps for the fixed discretization are not smooth.
Summary
We have described a novel formulation of continuousdiscrete conversion for the inference of marginal densities based on MRF models. In the formulation, the marginal densities are estimated in the continuous domain by approximating them with mixtures of rectangular densities. Based on this formulation, we have derived the MF and BP algorithms, which can correctly deal with the non-uniform discretizaion of variable space. We have also shown the method for dynamically discretizing the variable space in a coarse-to-fine manner in the course of the computation. This enables to improve the accuracy of marginal density estimates without sacrificing computational efficiency. We have shown several experimental results proving the effectiveness of our approach. 
