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Abstract
Neutral-beam-driven, sub-cyclotron compressional (CAE) and global (GAE) Alfve´n
eigenmodes are routinely excited in spherical tokamaks such as NSTX(-U) and MAST,
have been observed on the conventional aspect ratio tokamak DIII-D, and may be un-
stable in ITER burning plasmas. Their presence has been experimentally linked to the
anomalous flattening of electron temperature profiles at high beam power in NSTX,
potentially limiting fusion performance. A detailed understanding of CAE/GAE ex-
citation, therefore, is vital to predicting (and ultimately controlling) their effects on
plasma confinement. To this end, hybrid kinetic-MHD simulations, performed with
the HYM code, are complemented with an analytic study of the linear stability prop-
erties of CAEs and GAEs. Perturbative, local analytic theory has been used to derive
new instability conditions for CAEs/GAEs driven by realistic neutral beam distribu-
tions. A comprehensive set of simulations of NSTX-like plasmas has been performed
for a wide range of beam parameters, providing a wealth of information on CAE and
GAE stability in spherical tokamaks. This study is unique in that it uses a full orbit
kinetic description of the beam ions in order to capture the Doppler-shifted cyclotron
resonances which drive the modes. Linear simulations show that the excitation of
CAEs vs GAEs has a complex dependence on the fast ion injection velocity and ge-
ometry, qualitatively described by the analytic theory developed in this thesis. Strong
energetic particle modifications of GAEs are found in simulations, indicating the ex-
istence of a new type of high frequency energetic particle mode. A cross validation
between the theoretical stability bounds, simulation results, and experimental mea-
surements shows favorable agreement for both the unstable CAE and GAE spectra’s
dependence on fast ion parameters. The analytic results accurately explain the recent
experimental discovery of GAE stabilization with small amounts of off-axis beam in-
jection on NSTX-U and suggest new techniques for control of these instabilities in
future experiments.
iii
Acknowledgements
There are a huge number of people to credit for the existence of this thesis. First
are my thesis advisors, Elena Belova and Nikolai Gorelenkov. I felt very fortunate to
have advisors who were always available for discussions both on high level topics and
also technical details in the research weeds. Together, you afforded me substantial
freedom in determining my research priorities and approaching problems with my own
style. Thank you for granting me the latitude to to tinker with subjects that I found
alluring or even just personally amusing. I especially appreciated your counterweight
to my perpetual impatience with my own research progress. It was a privilege to be
mentored by such skilled physicists. I look forward to continued future collaboration.
I am grateful to the NSTX-U collaboration for funding my thesis research and
generously supporting my travel to many academic conferences and workshops. In
particular, I thank Stan Kaye for approving the scope of this thesis, as well as signing
a lot of paperwork for me. Officially this research was supported by the U.S. Depart-
ment of Energy (NSTX contract DE-AC02-09CH11466) and computing resources at
the National Energy Research Scientific Computing Center (NERSC). Thanks to ev-
eryone who pays their taxes so that I can do physics for a living.
Beyond financial support, I received substantial assistance from many NSTX(-U)
experimentalists over the years, both in collaboration on specific research projects
and also in teaching me a vast amount of experimental miscellanea. Among these
were Mario Podesta`, who also co-advised my first year “experimental” project, Eric
Fredrickson, Neal Crocker, and Shawn Tang. Thank you for patiently entertaining my
many inquiries and always being willing to help. Our interactions were consistently
fruitful and enjoyable. I hope that we have the opportunity to continue in the future.
Next, I must thank all of those involved in the approval of this thesis. In addition
to my advisors, I deeply thank Amitava Bhattacharjee for consenting to read this
thesis, and also for co-authoring my most referenced plasma physics textbook. I
iv
apologize for my verbosity. In addition, I thank Allan Reiman (who also acted as
my faculty advisor), Roscoe White, and Eric Fredrickson for agreeing to serve on my
thesis committee. Thank you all for your engagement and valuable contributions in
the final stage of my PhD life cycle. A belated thanks to Ilya Dodin for agreeing to
serve on the committee for my thesis proposal at the last minute a few years ago.
To the rest of the faculty, thank you for providing us with comprehensive courses
and acting as role models for us as scientists in training. I learned a lot from observing
the types of questions and criticisms you raised and results that you regarded as
significant in seminars and discussions.
I was very fortunate to be assisted by three outstanding graduate program ad-
ministrators during my tenure: Barbara Sarfaty, Beth Leman, and Dara Lewis. I
appreciate that each of you took on so many projects beyond your official duties in
order to improve the program for us. Collectively, you made navigating the hazards
of graduate school boring and uneventful. I couldn’t ask for anything more.
My plasma physics research experience began prior to graduate school, advised
by Roger Smith at the University of Washington and then here at PPPL by Ste´phane
Ethier and Weixing Wang over a summer through the SULI program. I am grateful
to Roger for taking a chance on me as a sophomore and teaching me to crawl in
the research world. I thank Ste´phane and Weixing for making my summer research
project enjoyable enough to make me want to come back for more.
To all of my peers from the past six years, your presence consistently dulled
the setbacks of graduate school, enhanced the occasional triumphs, and rendered
the interim periods entertaining and enjoyable. I am grateful to Jonathan Shi, for
providing truly inexhaustible technical, mathematical, and emotional support. What
a privilege it has been to have you as a friend for the last decade. Thanks to my
academic big brother, Vin´ıcius Duarte. It was immensely helpful to have a companion
to wander through the energetic particle wilderness with. I enjoyed my time in S219
v
with my long time office mate Jonathan Ng and his worthy successor Eric Palmerduca.
Jonathan, thanks for your mentorship and for training me into a respectable ping pong
player. Eric, thank you for allowing me to claim more than my share of the office
spoils.
I would be remiss not to recognize the fellow students in my program cohort:
Ge Dong, Eugene Evans, Scott Keller, Denis St. Onge, and Qian Teng. It was
a pleasure to march through courses, prelims, more courses, and finally generals
together with such friendly and talented classmates. Each of you is more than capable
of accomplishing the things that are important to you in life.
I acknowledge all participants, enthusiastic and begrudging, for playing on the
Tokabats softball team, which was one of the highlights of Princeton for me. A full
list of players can be found in the official Tokastats spreadsheet, which I hope will
be continued. For two years, our meager roster was absorbed by the Coprolites,
who welcomed us onto their team, leading to a lot of great times and back to back
championships. In addition to softball, a thriving ping pong scene emerged at PPPL
during my tenure. I enjoyed facing off against all of the frequent players: Peter,
Daniel, Lee, Jonathan, Lonathan, Noah, Vasily, Deepen, Mike, Charles, Vin´ıcius,
David, and many others. I still cherish my 2018 Bolgert Classic title.
To the original Procter Hall/Butler/Roundabout crew – Charles, Isabela, Ingrid,
Kelsey, Eugene, Maria, Jacob, and Elijah – thanks for the enjoyable meals, casual
lounging, and lasting friendships thereafter. To the next generation cast of Eric,
Suying, Oak, Laura, and Nick, thanks for tolerating my intermittent loitering in the
party office and overall bolstering my time spent as a senior graduate student. A
second acknowledgment to the latter group plus Elijah, Mike, Ian, and Hongxuan for
co-founding and sustaining Klub Tokamak.
There are so many more students in our program whom I benefited tremendously
from knowing, working with, and generally just being around. A non-exhaustive list
vi
of those not previously mentioned in roughly chronological order is: Brendan L., Tyler
A., Josh B., Matt L., Dennis B., Seth D., Yuan S., Lee G., Peter J., Brian K., Jack
M., Andy A., Alex G., Valentin S., Alec G., Ben I., Sierra J., Nick M., Eduardo R.,
Taz P., Alex L., Joe A., Kendra B., Nirbhav C., Steve M., and Tony Q. Each of you
made the lab a more special place.
Lastly, I acknowledge and am grateful for my family’s immeasurable influence
on this thesis. My parents instilled important values in me and entrusted me with
the liberty to forge my own path in life. Thank you to mom and dad for all of the
sacrifices you made in order to provide favorable initial conditions for this thesis.
To my sister Loryn, thank you for taking the heat as the older child when we were
younger, and for being a good influence as we matured into adults. I am grateful also
for my grandfather Julian, who continues to serve as a role model to aspire towards.
Without the unwavering love and support from my family, surely this thesis would
not have been possible.
vii
To Mom and Dad
viii
Contents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
1 Introduction 1
1.1 A Brief Introduction to Fusion Energy . . . . . . . . . . . . . . . . . 1
1.2 Plasma Heating, Energetic Particles, and Related Instabilities . . . . 6
1.3 Waves in a Uniform Magnetized Plasma . . . . . . . . . . . . . . . . 12
1.3.1 Low Frequency MHD Waves . . . . . . . . . . . . . . . . . . . 12
1.3.2 Two-Fluid Corrections . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Alfve´n Eigenmodes in a Tokamak . . . . . . . . . . . . . . . . . . . . 19
1.4.1 Compressional Alfve´n Eigenmodes (CAEs) . . . . . . . . . . . 20
1.4.2 Global Alfve´n Eigenmodes (GAEs) . . . . . . . . . . . . . . . 23
1.5 The National Spherical Torus Experiment (and Upgrade) . . . . . . . 27
1.6 Electron Temperature Profile Flattening . . . . . . . . . . . . . . . . 30
1.7 GAE Stabilization with Off-Axis Beams . . . . . . . . . . . . . . . . 34
1.8 Thesis Outline and Main Outcomes . . . . . . . . . . . . . . . . . . . 35
2 Analytic Stability Boundaries for Interaction via Ordinary and
Anomalous Cyclotron Resonances 38
ix
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2 Dispersion, Resonance Condition, and Fast Ion Distribution . . . . . 40
2.3 Fast Ion Drive for Anisotropic Beam Distribution in the Local Approx-
imation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.2 Properties of Fast Ion Drive . . . . . . . . . . . . . . . . . . . 51
2.4 Approximate Stability Criteria . . . . . . . . . . . . . . . . . . . . . . 53
2.4.1 Approximation of Very Narrow Beam . . . . . . . . . . . . . . 53
2.4.2 Approximation of Realistically Wide Beam . . . . . . . . . . . 57
2.4.2.1 Small FLR Regime (ζ  1) . . . . . . . . . . . . . . 57
2.4.2.2 Large FLR Regime (ζ  1) . . . . . . . . . . . . . . 60
2.4.3 Summary of Necessary Conditions for Net Fast Ion Drive . . . 64
2.5 Preferential excitation as a function of mode parameters . . . . . . . 65
2.5.1 GAE Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.5.2 CAE Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.6 Experimental Comparison . . . . . . . . . . . . . . . . . . . . . . . . 70
2.7 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 72
Appendices 76
2.A Remarks on Serendipitous Approximations . . . . . . . . . . . . . . . 76
2.B Correction for Finite Frequency in Small FLR Regime (ζ  1) . . . . 82
2.C Large FLR Regime for CAEs (ζ  1) . . . . . . . . . . . . . . . . . . 83
3 Analytic Stability Boundaries for Interaction via Landau Resonance 85
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2 Fast Ion Drive for Anisotropic Beam Distribution in the Local Approx-
imation for the Landau Resonance . . . . . . . . . . . . . . . . . . . . 87
3.2.1 Starting Equations . . . . . . . . . . . . . . . . . . . . . . . . 87
x
3.2.2 Properties of Fast Ion Drive . . . . . . . . . . . . . . . . . . . 91
3.3 Approximate Stability Criteria . . . . . . . . . . . . . . . . . . . . . . 92
3.3.1 Approximation of Very Narrow Beam . . . . . . . . . . . . . . 94
3.3.2 Approximation of Realistically Wide Beam . . . . . . . . . . . 95
3.3.2.1 Small FLR Regime (ζ  1) . . . . . . . . . . . . . . 96
3.3.2.2 Large FLR Regime (ζ  1) . . . . . . . . . . . . . . 102
3.3.3 Summary of Necessary Conditions for Net Fast Ion Drive . . . 107
3.4 Preferential Excitation as a Function of Mode Parameters . . . . . . . 108
3.5 Experimental Comparison . . . . . . . . . . . . . . . . . . . . . . . . 112
3.6 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 115
Appendices 118
3.A Details of Approximations for Small FLR Regime (ζ  1) . . . . . . 118
3.B Details of Approximations for Large FLR Regime (ζ  1) . . . . . . 122
4 Hybrid Simulations of Sub-Cyclotron Alfve´n Eigenmode Stability 126
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.2 Simulation Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.3 Identification of Modes and Structures . . . . . . . . . . . . . . . . . 133
4.3.1 Co-Propagating CAEs . . . . . . . . . . . . . . . . . . . . . . 135
4.3.2 Counter-Propagating GAEs . . . . . . . . . . . . . . . . . . . 139
4.3.3 Co-Propagating GAEs . . . . . . . . . . . . . . . . . . . . . . 141
4.4 Stability Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.4.1 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . 143
4.4.2 Comparison with Local Analytic Theory . . . . . . . . . . . . 150
4.4.2.1 Review of Theory . . . . . . . . . . . . . . . . . . . . 150
4.4.2.2 Maximum Growth Rate Dependence on Beam Injec-
tion Geometry and Velocity . . . . . . . . . . . . . . 152
xi
4.4.2.3 Approximate Stability Boundaries . . . . . . . . . . 154
4.4.2.4 Properties of Unstable Modes . . . . . . . . . . . . . 158
4.4.3 Dependence on Critical Velocity and Beam Anisotropy . . . . 162
4.4.4 Effect of pφ Gradients . . . . . . . . . . . . . . . . . . . . . . 165
4.4.5 Background Damping . . . . . . . . . . . . . . . . . . . . . . . 168
4.5 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 173
Appendices 178
4.A Growth Rate Scaling with Anisotropy . . . . . . . . . . . . . . . . . . 178
4.B Growth Rate Correction due to Gradients in pφ . . . . . . . . . . . . 180
4.C Electron Damping Beyond k‖  k⊥ . . . . . . . . . . . . . . . . . . . 181
5 Energetic-Particle-Modified Global Alfve´n Eigenmodes 187
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
5.2 Frequency Dependence on Fast Ion Parameters . . . . . . . . . . . . . 188
5.3 Equilibrium vs Fast Ion Effects . . . . . . . . . . . . . . . . . . . . . 193
5.3.1 Equilibrium Effects . . . . . . . . . . . . . . . . . . . . . . . . 194
5.3.2 Fast Ion Effects . . . . . . . . . . . . . . . . . . . . . . . . . . 196
5.4 Mode Structure and Dispersion . . . . . . . . . . . . . . . . . . . . . 198
5.5 Resonant Particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
5.5.1 Influence of Resonance Condition . . . . . . . . . . . . . . . . 203
5.5.2 Relationship Between Injection and Resonant Velocities . . . . 207
5.6 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 211
6 Summary and Future Work 216
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
Bibliography 226
xii
List of Tables
2.1 Approximate net fast ion drive conditions for GAEs and CAEs driven
by ` = ±1 resonances in the wide beam approximation. . . . . . . . . 64
3.1 Approximate net fast ion drive conditions for GAEs and CAEs driven
by the Landau resonance in the wide beam approximation. . . . . . . 107
xiii
List of Figures
1.1 Nuclear binding energy curve. . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Fusion reactivity as a function of temperature. . . . . . . . . . . . . . 4
1.3 Schematic diagram of magnetic field generation for a tokamak. . . . . 5
1.4 Two fluid modification of MHD wave dispersion and polarization. . . 18
1.5 The zoo of Alfve´n eigenmodes in a tokamak. . . . . . . . . . . . . . . 20
1.6 CAE confined within effective potential well in simulations . . . . . . 23
1.7 GAE solution in NSTX calculated by NOVA. . . . . . . . . . . . . . . 26
1.8 Cutaway of the National Spherical Torus Experiment (Upgrade). . . . 28
1.9 Overhead view of NSTX-U neutral beam geometry. . . . . . . . . . . 29
1.10 NSTX experiment demonstrating correlation between CAE/GAE ac-
tivity and Te flattening . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.11 GAE suppression on NSTX-U due to new, off-axis beam sources. . . . 34
2.1 Comparison of numerically integrated growth rate to narrow beam ap-
proximation for cntr-GAEs as a function of injection geometry. . . . . 56
2.2 cntr-GAE growth rate dependence on beam injection geometry λ0 and
velocity v0/vA in the wide beam, small FLR regime (ζ  1). . . . . . 59
2.3 cntr-GAE growth rate dependence on beam injection geometry λ0 and
velocity v0/vA in the wide beam, large FLR regime (ζ  1). . . . . . 62
2.4 GAE growth rate dependence on mode parameters: normalized fre-
quency ω¯ = ω/ωci and wave vector direction α =
∣∣k‖/k⊥∣∣. . . . . . . . 67
xiv
2.5 cntr-CAE growth rate dependence on mode parameters: normalized
frequency ω¯ = ω/ωci and wave vector direction α =
∣∣k‖/k⊥∣∣, with and
without coupling to the shear branch. . . . . . . . . . . . . . . . . . . 69
2.6 Comparison of approximate GAE instability conditions to simulation
results and experimental observations. . . . . . . . . . . . . . . . . . 71
2.7 Comparison of approximation in Eq. 2.29 to the exact function. . . . 76
2.8 Comparison of approximation in Eq. 2.34 to the exact function. . . . 79
2.9 Comparison of approximation in Eq. 2.38 to the exact function. . . . 80
2.10 Comparison of approximation in Eq. 2.46 to the exact function. . . . 81
2.11 Comparison of approximation in Eq. 2.47 to the exact function. . . . 81
2.12 Comparison of approximation in Eq. 2.53 to the exact function. . . . 83
2.13 Comparison of approximation in Eq. 2.57 to the exact function. . . . 84
3.1 Comparison of numerically integrated growth rate to narrow beam ap-
proximation for co-CAEs as a function of injection geometry. . . . . . 93
3.2 co-CAE and co-GAE growth rate dependence on beam injection ge-
ometry λ0 and velocity v0/vA in the wide beam, small FLR regime
(ζ  1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.3 co-CAE and co-GAE growth rate dependence on beam injection ge-
ometry λ0 and velocity v0/vA in the wide beam, large FLR regime
(ζ  1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.4 co-CAE growth rate dependence on mode parameters: normalized fre-
quency ω¯ = ω/ωci and wave vector direction α =
∣∣k‖/k⊥∣∣. . . . . . . . 110
3.5 co-GAE growth rate dependence on mode parameters: normalized fre-
quency ω¯ = ω/ωci and wave vector direction α =
∣∣k‖/k⊥∣∣. . . . . . . . 111
3.6 Comparison of approximate CAE instability conditions to simulation
results and experimental observations. . . . . . . . . . . . . . . . . . 114
xv
3.7 Comparison of approximation for g0(η)/g2(η) in Eq. 3.15 to the exact
function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.8 Comparison of approximation for g1(η)/g2(η) in Eq. 3.15 to the exact
function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.9 Comparison of approximation in Eq. 3.18 to the exact function. . . . 121
3.10 Comparison of approximation for h0(η)/h2(η) in Eq. 3.21 to the exact
function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.11 Comparison of approximation for h1(η)/h2(η) in Eq. 3.21 to the exact
function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.12 Comparison of approximation in Eq. 3.25 to the exact function. . . . 125
4.1 Frequency of each type of mode as a function of toroidal mode number
in simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.2 Frequency and wave vector directions calculated from unstable modes
in simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.3 Mode structure of an n = 4 co-CAE. . . . . . . . . . . . . . . . . . . 136
4.4 Comparison of CAE mode structures between the initial value code
HYM and the spectral code CAE3B. . . . . . . . . . . . . . . . . . . . 137
4.5 Mode structure of an n = −6 cntr-GAE. . . . . . . . . . . . . . . . . 139
4.6 Mode structures of cntr-GAEs with different dominant poloidal har-
monics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.7 Mode structure of an n = 8 co-GAE. . . . . . . . . . . . . . . . . . . 142
4.8 Resonant particles for an n = 9 co-GAE. . . . . . . . . . . . . . . . . 143
4.9 Linear growth rates of CAE/GAE modes as a function of beam injec-
tion geometry λ0 and injection velocity v0/vA for all simulated toroidal
harmonics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.10 Growth rate of each type of mode as a function of toroidal mode num-
ber in simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
xvi
4.11 Existence of unstable mode type as a function of the beam injection
geometry λ0 and velocity v0/vA. . . . . . . . . . . . . . . . . . . . . . 149
4.12 Comparison of growth rate of most unstable mode calculated from
analytic theory and HYM simulations as a function of injection geometry
λ0 and velocity v0/vA. . . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.13 Comparison of unstable modes in simulations against approximate an-
alytic stability boundaries. . . . . . . . . . . . . . . . . . . . . . . . . 157
4.14 Analytically calculated growth rate as a function of frequency (ω/ωci)
and wave vector direction (α =
∣∣k‖/k⊥∣∣) compared to the properties of
unstable modes excited in simulations. . . . . . . . . . . . . . . . . . 160
4.15 Growth rate as a function of the normalized critical velocity vc/v0 from
simulations and calculated by analytic theory. . . . . . . . . . . . . . 163
4.16 Growth rate as a function of the beam width in velocity space ∆λ from
simulations and calculated by analytic theory. . . . . . . . . . . . . . 164
4.17 Growth rate as a function of the beam width in velocity space ∆λ from
self-consistent simulations and those excluding the effect of ∂f0/∂pφ. . 167
4.18 Linear growth rates of representative cases of CAE/GAE modes as a
function of beam density. . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.19 Comparison of co-CAE growth rates from HYM simulations and ana-
lytically calculated electron Landau damping rates. . . . . . . . . . . 172
5.1 Frequency of the most unstable modes for |n| = 8 − 10 as a function
of normalized injection velocity v0/vA. . . . . . . . . . . . . . . . . . 190
5.2 Alfve´n continuum for |n| = 6, including poloidal harmonics with |m| ≤
3, for the self consistent equilibrium with different beam parameters. 192
5.3 Frequency changes of modes as J = nbv0/nevA ∝ Jbeam/Jplasma is
varied under different conditions. . . . . . . . . . . . . . . . . . . . . 195
xvii
5.4 Mode structure of cntr-GAEs and co-GAEs in self-consistent simula-
tions as v0/vA is varied. . . . . . . . . . . . . . . . . . . . . . . . . . . 199
5.5 Comparison of mode frequencies to shear Alfve´n dispersion. . . . . . 201
5.6 Frequency and approximate v‖ of resonant particles in simulations. . . 204
5.7 Resonant particles in (λ, v/vA) and (〈ωφ〉 , 〈ω¯ci〉) space for n = −6
cntr-GAEs for varying v0/vA. . . . . . . . . . . . . . . . . . . . . . . 206
5.8 Integrand of growth rate integral (dγ/dx) as a function of v2⊥/v
2 and
v2‖,res/v
2
0. Growth rate as a function of v
2
‖,res/v
2
0. . . . . . . . . . . . . . 208
5.9 Growth rate as a function of (v0/vA, v
2
‖,res/v
2
0) and (
∣∣k‖/k⊥∣∣ , v2‖,res/v20). 209
xviii
Chapter 1
Introduction
1.1 A Brief Introduction to Fusion Energy
Controlled thermonuclear fusion is currently being researched as a future source of
sustainable commercial energy. Fusion is the most energy dense method of power
generation aside from matter-antimatter annihilation. For example, roughly seven
million kilograms of oil must be combusted to produce the same amount of energy as
one kilogram of fuel for fusion. By comparison, roughly six kilograms of fuel would
be required for the same energy output in a modern nuclear fission power plant. The
benefits of fusion energy over existing methods of power production, as well as the
outstanding scientific, technological, and engineering challenges have been written
about extensively and will not be repeated here (see Ref. 1 and references therein).
Instead, a very brief, high level background will be given in order to place the work of
this thesis into context for a less specialized audience and motivate its contribution
towards this goal.
Nuclear fusion occurs when two atomic nuclei are merged into a heavier nucleus.
The difference in total mass of the initial vs final particles is released as energy in
accordance with Einstein’s relation ∆E = ∆mc2. The nuclear binding energy curve
1
Figure 1.1: Average nuclear binding energy per nucleon as a function of number of
nucleons in the nucleus. Reproduced from the Wikimedia Commons (public domain).
in Fig. 1.1 describes how tightly bound each nucleus is. A nuclear reaction which
starts at a state of lower binding energy and finishes with higher binding energy will
release energy (∆E > 0), while the opposite requires energy to occur (∆E < 0).
Since the nuclear binding energy curve peaks at an isotope of iron, light nuclei, such
as isotopes of hydrogen, helium, etc. release energy when fusion occurs, whereas all
isotopes heavier than iron release energy during the opposite process: nuclear fission.
Nuclear fusion occurs due to the strong nuclear force, which attracts nuclei to one
another. However, this force only acts at extremely short ranges at the scale length
of an atomic nucleus: 10−15 m. In order to induce fusion, two nuclei must be brought
extremely close together. At larger distances, the force between charge neutral atomic
nuclei is repulsive due to valence electron-electron forces (either electrostatic repulsion
or chemical forces which lead to the formation of molecules but prevent overlap of
the atomic nuclei). If the nuclei have instead been ionized, electrostatic repulsion
exists due to the positively charged protons instead of the valence electrons. The
general strategy to induce fusion is to heat ions to very high temperatures (greater
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than 10 million degrees Celsius) such that the the positively charged nuclei have a
non-negligible chance of overcoming the Coulomb barrier and fusing.
The likelihood that a fusion reaction will occur is characterized by the reactivity,
which depends both on the ion temperature and specific pair of nuclear isotopes as
shown in Fig. 1.2 for a few common fusion reactions. Those most relevant to this
thesis are
D2 + D2 −→ He3 + n + 3.27 MeV (50%) (1.1a)
D2 + D2 −→ T3 + p + 4.03 MeV (50%) (1.1b)
D2 + T3 −→ He4 + n + 17.6 MeV (1.1c)
Here, D stands for deuterium, an isotope of hydrogen with one proton (p) and
one neutron (n), and T represents tritium, an isotope of hydrogen with two neutrons.
He3 and He4 are isotopes of helium with three and four total nucleons, respectively.
He4 is referred to as an α particle for historical reasons. Since DT fusion has the
largest reactivity, it is the fuel of choice for future fusion reactors. However, tritium
is radioactive and poses health risks if inhaled or ingested (for instance, through
environmental contamination), so its use in modern fusion experiments is uncommon
due to additional costs associated with safety procedures. Instead, pure deuterium
fuel is prevalent in experiments, which is not radioactive and therefore poses no health
risks.∗
In addition to the temperature requirements, the plasma (ions and their stripped
electrons) must also be confined to a certain volume so that the ions have a chance
of colliding and initiating a fusion reaction. Stars such as the sun which are powered
∗Although DD reactions generate tritium as a fusion product, the rate of fusion in modern
experiments is so low that the amount of tritium produced is negligible compared to the quantities
needed for a DT reactor and consequently does not constitute a hazard.
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Figure 1.2: Fusion reactivity as a function of temperature. Reproduced from the
Wikimedia Commons under the Creative Commons Attribution License.
by fusion confine their plasma gravitationally – this is not an option for terrestrial
fusion reactors since it requires astronomical amounts of mass and space. While there
are many methods of confinement, the one that has historically received the most
research attention is toroidal magnetic confinement. In this approach, a strong helical
magnetic field is established in toroidal geometry such that the charged particles will
(ideally) spiral around the field lines indefinitely due to the Lorentz force. In a
tokamak,† the magnetic field is set up by a combination of external coils and the
poloidal field generated by an inductively-driven toroidal current in the plasma. This
configuration is shown in Fig. 1.3. Unfortunately, the plasma is not confined as well as
this idealized scheme would imply. Several spontaneous mechanisms exist in reality
which degrade the plasma’s confinement, ranging from macroscopic instabilities to
microscopic turbulent processes. The plasma also emits electromagnetic radiation
due to the acceleration of charged particles. Consequently, the plasma will “leak”
energy at a certain rate, cooling the plasma and reducing the rate of fusion reactions
unless constant heating power is provided to maintain its temperature.
†Tokamak is an English transliteration of a Russian acronym for “toroidal chamber with axial
magnetic field.”
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Figure 1.3: Schematic diagram of magnetic field generation for a tokamak. Repro-
duced from Ref. 2 under the Creative Commons Attribution License.
Consider again the DT fusion reaction in Eq. 1.1c. Due to momentum conserva-
tion, 14.1 MeV of the energy released is carried by the neutron as kinetic energy and
3.5 MeV is carried by the α particle. Charge neutral, the neutron is unaffected by the
magnetic field and rapidly leaves the confinement region. In a power plant, the neu-
trons will be caught in an exterior blanket, converting their kinetic energy into heat
which can be used to generate electricity through conventional methods (e.g. boil
water to spin a turbine that drives an electric generator via induction). In contrast,
the α particle is charged and can be confined by the magnetic field with the rest of
the plasma. Ideally, the α particles will transfer their energy to the background fuel
before leaving the system as cold ash, replenishing the plasma’s stored energy as it is
lost due to the mechanisms mentioned previously. Ignition occurs when the plasma
heating by the fusion products balances the heat loss processes, without the need for
auxiliary heating from external sources (to be discussed in Sec. 1.2). The goal for a
future commercial fusion reactor is to reach ignition.
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A remaining milestone before ignition is “scientific breakeven,” where the fusion
power generated is greater than the total heating power required to sustain the re-
action. It is characterized by the gain factor Q = Pfusion/Pheat,ext. Hence, Q > 1 is
the condition for the power generated by fusion to exceed the power required to heat
the plasma to fusion temperatures (breakeven). Ignition corresponds to Q =∞ since
it requires no external heating – the reaction is self-sustaining. To date, the highest
achieved fusion gain was Q = 0.62 by the Joint European Torus (JET) in 1997 with
DT fuel.3 Shortly thereafter, the Japanese tokamak JT-60 reached plasma conditions
with DD fuel that would correspond to Q = 1.25 if achieved with DT fuel.4 A massive
international collaboration is currently underway to construct the ITER tokamak in
southern France, which is being designed to achieve a transient peak value of Q = 10
and sustain Q = 5 for several minutes. Its plasma volume will be ten times larger than
the largest existing tokamak, JET. Construction is scheduled to finish in 2025, with
initial experiments beginning soon thereafter, and high performance DT experiments
commencing around 2035.
1.2 Plasma Heating, Energetic Particles, and Re-
lated Instabilities
In current experiments, the plasma is heated primarily by external sources due to
the low amount of fusion power generated. Some heating is provided by the resistive
dissipation of the inductively-driven plasma current. Additional heating is required to
reach the high temperatures desired for fusion experiments. There are many methods
to inject electromagnetic waves with external antennas in order to heat a resonant
sub-population of the plasma. This resonant population subsequently heats the rest
of the plasma via collisions.
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Another very common method which is intimately connected to the subject of this
thesis is neutral beam injection (NBI). In this scheme, large linear devices external
to the tokamak chamber electrostatically accelerate ions to high energies much larger
than the desired temperature of the plasma. Just before being launched into the
tokamak, the ions are sent through a volume of neutral gas in order to neutralize the
energetic ions through charge exchange collisions, allowing the energetic particles to
penetrate into the plasma.
Once within the plasma, charge exchange will ionize most of the energetic particles
near the plasma core (if they entered as ions instead of neutrals, they would be
immediately confined to the edge by the magnetic field and therefore ineffectively
heat the plasma). The energetic beam ions subsequently transfer their energy to the
background plasma through collisions.5 Fusion born α particles heat the background
plasma in a similar fashion. Fusion plasmas often have temperatures of the order
T ∼ 1− 10 keV,‡ whereas NBI involves energies of Ebeam ∼ 40− 100 keV in modern
experiments. In ITER, 1 MeV beam ions and 3.5 MeV α particles will also be
present. These ions satisfy the ordering vth,i  vEP  vth,e where vth,i and vth,e are
the background (thermal) ion and electron temperatures, respectively. Hence, they
are referred to as “energetic particles” (EP) or “fast ions” in order to distinguish
them from the Maxwellian background.§
The steady state velocity distribution for a constant source of ions injected with
velocity v0 has previously been calculated analytically and is known as the slowing
down distribution6
‡Here and elsewhere, “temperatures” quoted as energies include implicit multiplication by the
Boltzmann constant kB = 1.38 · 10−23 m2 kg s−2 K−1, as is standard in the plasma physics commu-
nity.
§Runaway electrons can also become energetic particles in tokamaks, satisfying vth,e  vEP,
though their dynamics are somewhat different from those of fast ions and are not studied in this
thesis.
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f(v) =
θ(v0 − v)
v3 + v3c
(1.2)
Here, θ(x) is the heaviside step function, defined piecewise as 1 for x > 0 and 0
otherwise. Hence it cuts off the distribution at velocities above the injection velocity.
In the denominator, vc is the critical velocity, defined as mbv
2
c/2 = 14.8AbTe/A
2/3
i .
Here, Ai and Ab are the atomic numbers of the thermal ions and neutral beam ions,
respectively, and mb is the mass of the beam ions. When v0 > vc, the injected ions will
transfer most of their heat to the thermal electrons and the rest to the thermal ions,
which then equilibrate through their own collisions. This is the usual case for neutral
beam injection in modern experiments, and will also be true for energetic particles in
ITER. The slowing down distribution is a valid description of fusion products (which
are always born at a specific energy) and also NBI ions, with one caveat. Consider
the case of deuterium NBI. Due to the neutralization process described in the beam
generation, neutral molecular deuterium D2 and D3 also form in addition to neutral
D atoms. Since these species all have the same energy (proportional to the beam
voltage) but different masses, they enter the plasma at different energies. Hence, NBI
distributions are more accurately described as a weighted sum over slowing down
distributions with injection velocities v0, v0/
√
2, and v0/
√
3.
Because the beams are injected into the plasma at a specific location and with a
specific orientation relative to the background magnetic field, the distribution function
of their fast ions will be anisotropic in velocity space. The peak value of the pitch of
the NBI distribution in the core can be estimated as v‖/v ≈ Rtan/R0, where Rtan is
the value of the major radius where the beam line is tangent to the magnetic field
(known as the tangency radius), and R0 is the radius of the magnetic axis (unique
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distance where the poloidal magnetic field vanishes). Further discussion of suitable
models of the distribution function will be discussed in Sec. 2.2 and Sec. 4.2.
Although they comprise a minority of the plasma by density (nEP  ne), the ener-
getic particle pressure can be comparable to the thermal plasma pressure due to their
large energy even in current devices. Therefore, they require special consideration in
fusion plasmas because they introduce qualitatively different physical behavior from
what is expected due to the background ions and electrons. Fundamentally, energetic
particles must be treated as a kinetic species. Fast ion orbit widths and Larmor
radii are much larger than those of the thermal species. Importantly, the typically
non-Maxwellian fast ion distributions can be a source of free energy to destabilize
plasma waves that would otherwise be stable. As will be discussed in detail in Sec.
2.3, waves can be driven unstable or further stabilized by fast ions depending on the
sign of gradients in the fast ion distribution. This fact was well known at the time
of Mikhailovskii’s 1975 review of instabilities in a non-Maxwellian plasma.7 Instabil-
ities driven by fusion products were first identified by Kolesnichenko in 19678 and
treated specifically for shear Alfve´n waves driven by neutral beam ions in a tokamak
by Rosenbluth in 1975.9
In some cases, fast-ion-driven instabilities can have benign effects on plasma per-
formance. In those circumstances, they need not be avoided and can even serve as
effective diagnostics for background plasma properties,10 pellet injection,11,12 or the
fast ion distribution.13 The interaction between energetic particles and plasma waves
is most frequently studied within the context of fast ion transport. Fast ions can
drive waves which consequently lead to fast ion redistribution or loss from the sys-
tem, impacting their ability to heat the background plasma and potentially damaging
the device.14 Theoretically, judicious excitation of waves can also be used to more ef-
fectively transfer the energy of fusion products to the background plasma using the
α channeling scheme.15–17 The motivation for the work of this thesis, to be described
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in more detail in Sec. 1.6, is a situation where instabilities excited by fast ions can
modify the electron temperature profile without any fast ion transport.18 In general,
the study of fast-ion-driven instabilities is concerned with predictability and control.
In order to avoid their deleterious effects or harness advantageous ones, we must be
able to reliably predict their excitation and self-consistent interaction with the fast
ions and background plasma.
Effective energy exchange (driving or damping the wave) between a wave and fast
ions requires a resonant wave-particle interaction. Conceptually, resonance occurs
when periodic motion of a particle is synchronized with the periodic fluctuation of
a wave such that the particle experiences a net force due to the wave during each
orbit. More precisely, this condition can be stated as
∮
v · δE dt 6= 0, where the time
integration is over a periodic orbit. Integration of an analogous expression over the
full fast ion distribution yields the total energy exchange. In a tokamak, resonance
occurs when the following general condition is satisfied:
ω − n 〈ωφ〉 − p 〈ωθ〉 = ` 〈ωcs〉 (1.3)
Here, 〈. . .〉 denotes orbit averaging over time, ω is the wave frequency, 〈ωφ〉 is the
average toroidal orbital frequency, 〈ωθ〉 is the average poloidal orbital frequency, and
〈ωcs〉 is the average cyclotron frequency of the species of interest: ωcs = |qs|B/ms.
The frequencies must be related by integers n, p, and `. The toroidal mode number
of the wave defines n = kφR0, while p can be different from the wave’s poloidal mode
number m due to particle drift motion. The integer ` is the cyclotron coefficient,
typically equal to zero for low frequency waves and non-zero for waves in the ion
cyclotron frequency range. Eq. 1.3 implies a “slow instability,” e.g. with γ  ωbounce,
since it describes a net wave-particle interaction over a full orbit (global resonance) as
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opposed to an instantaneous/transient resonant interaction which would describe a
“fast instability” (local resonance). Further discussion of the local vs global resonance
conditions can be found in Ref. 19, Ref. 20, and Ref. 21. The resonance condition in
Eq. 1.3 can be equivalently written in terms of wave vectors and velocities instead of
frequencies:
ω − 〈k‖v‖〉− 〈k⊥vDr〉 = ` 〈ωci〉 (1.4)
Here, k‖ and k⊥ are projections of the wave vector k parallel and perpendicular
to the background magnetic field, while v‖,res and vDr are the same projections for
the fast ion guiding center velocity. These equivalent conditions are known as the
general Doppler shifted cyclotron resonance condition. Note that here and for the
rest of the paper, the “Doppler shift” refers to the shift in the resonance due to a
particle’s parallel and drift motion, not the bulk rotation of the plasma. The Landau
resonance corresponds to ` = 0, the “ordinary” cyclotron resonance has ` = 1, and
the “anomalous” cyclotron resonance has ` = −1. For sub-cyclotron frequencies, and
in the usual case where
∣∣〈k‖v‖〉∣∣ & |〈k⊥vDr〉|, counter-propagating modes (k‖ < 0)
can only satisfy the ordinary cyclotron resonance, while co-propagating modes can
interact through the Landau or anomalous cyclotron resonances, depending on their
frequency. In this work, co- and cntr-propagation are defined relative to the direction
of plasma current and beam injection.
With the understanding that fast ions can resonantly destabilize plasma waves,
we will now introduce the specific types of waves that are the subject of this thesis.
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1.3 Waves in a Uniform Magnetized Plasma
Only a small subset of the rich ecosystem of plasmas waves is relevant to this thesis.
The rest are discussed in textbooks such as Ref. 22. Of interest to this work are
the waves which exist in magnetohydrodynamics (MHD). MHD is a model which
describes the thermal plasma as a charged fluid. It is applicable when (1) the system
is sufficiently collisional (λmfp  L) such that the electrons and ions have Maxwellian
distributions, (2) the plasma is macroscopically quasineutral (λD  L), and (3) the
plasma is non-relativistic such that wave phase velocities are small compared to the
speed of light (vp = ω/k  c).
1.3.1 Low Frequency MHD Waves
First, consider the simple scenario of low frequency waves, where ω  ωci. Under
the MHD assumptions listed above, the ideal (zero resistivity) MHD system can be
described by the following set of equations
∇×E = −∂B
∂t
Faraday’s Law (1.5)
∇×B = µ0J Ampere’s Law (1.6)
∇ ·B = 0 Magnetic Laplace Equation (1.7)
∂ρ
∂t
+∇ · (ρv) = 0 Continuity Equation (1.8)
d
dt
(
P
ργa
)
= 0 Adiabatic Equation of State (1.9)
ρ
dv
dt
= J ×B −∇P Momentum Equation (1.10)
E + v ×B = 0 Ideal Ohm’s Law (1.11)
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Moreover, consider singly charged ions, such that qi = −qe ≡ e, and also strong
quasineutrality, so that ni = ne ≡ n. The single fluids in the above equations are
defined by:
ρ =
∑
s
msns ≈ min (1.12)
v =
1
ρ
∑
s
ρsvs ≈ vi (1.13)
J =
∑
s
qsnsvs = en(vi − ve) ≈ Je (1.14)
P =
∑
s
ms
∫
(vs − v) (vs − v) fsd3v (1.15)
Eq. 1.5, Eq. 1.6, and Eq. 1.7 are Maxwell’s equations, with the assumption that
the displacement current is small (J  ε0∂E/∂t). Due to quasineutrality, Gauss’s
law is formally not included in the MHD system (see the rigorous discussion in Ref.
23 and Ref. 24). Eq. 1.8 describes particle conservation, Eq. 1.9 imposes an
adiabatic equation of state with adiabatic index γa, Eq. 1.10 is the momentum
equation, and Eq. 1.11 is the low frequency ideal Ohm’s law – it is only valid for
waves where ω  ωci. The system is arrived at by taking velocity moments of the
Vlasov equation dfs/dt = 0 for each species, summing over species, and imposing the
MHD assumptions and electron-ion mass ordering me  mi.
For most of this thesis, we will consider the perturbative effect of fast ions on
MHD waves. A linearly growing or decaying wave oscillates with complex frequency
ω+ iγ like e−i(ω+iγ)t, where γ > 0 corresponds to wave growth and γ < 0 corresponds
to decay. We assume that the kinetic effect of fast ions can be treated as a small
perturbation on the MHD system, such that |γ|  ω and the real part of the frequency
ω is unchanged from its MHD description. When the wave amplitude grows large
enough, nonlinear effects become relevant which end the exponential growth and
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eventually saturate the wave amplitude. This model has been successful in explaining
experimental observations of fluctuations in the MHD frequency range.
The nonperturbative regime can also exist in experiments, where the observed
mode is not a solution of the MHD system, but rather its dispersion relation funda-
mentally depends on properties of the energetic particles. Such modes are referred
to as energetic particle modes (EPMs) since they do not exist (stable or unstable)
without the presence of energetic particles.25 A useful distinction between EPMs and
other types of plasma waves is that ordinary plasma waves can be excited with an
external antenna tuned to the mode frequency, whereas EPMs can not (unless ener-
getic particles are also present). The fishbone instability was the first experimentally
observed EPM,26 which was explained theoretically soon thereafter.27 A more recent
example is the energetic-particle-induced geodesic acoustic mode (EGAM).28,29
A linearization procedure is used to solve for the MHD waves. Each quantity
is decomposed into a steady state and fluctuating part, for example B = B0(x) +
δB(x, t). The fluctuating component is assumed to be much smaller in magnitude
than the background component, |δB|  |B0|, such that only terms to leading order
in fluctuating quantities are kept. The ansatz δB ∼ e−iωt allows the replacement
∂/∂t → −iω. In a general inhomogeneous system with spatial dependence of the
equilibrium quantities, a complicated, coupled second order vector system of partial
differential equations will need to be solved in order to determine the eigenfrequency,
eigenfunction solutions.
It is instructive to start instead with a uniform slab model with constant back-
ground magnetic field, which can be easily solved analytically. The discussion of this
scenario is based on the remarks presented in Ch. 6.5 of Ref. 30. Due to the uni-
form background, spatial Fourier transforms can be taken to replace ∇ → ik. Then
defining the zˆ direction to be the direction of the background magnetic field, the fluc-
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tuations must obey the following relation which can be derived from the linearized
MHD equations:
ω2δv = v2A {k × (k × [δv × zˆ])} × zˆ + v2Sk (k · δv) (1.16)
Above, v2A = B
2
0/
√
µ0ρ0 is the Alfve´n speed and v
2
S = γaP0/ρ0 is the sound speed
(γa is the adiabatic index from Eq. 1.9). Note that the ratio v
2
S/v
2
A ∝ β  1 in
tokamaks, where β = 2µ0P0/B
2
0 is the ratio of plasma pressure to magnetic pressure.
Eq. 1.16 yields the following dispersion relation
(
ω2 − k2‖v2A
) (
ω4 − ω2k2(v2A + v2S) + k2k2‖v2Av2S
)
= 0 (1.17)
Here, k‖ = k ·B0 denotes the component of the wave vector that is parallel to the
background magnetic field. The roots of this equation give the three MHD waves:
ω =
∣∣k‖∣∣ vA Shear Alfve´n Wave (1.18)
ω =
k
2
[
v2A + v
2
S +
√
(v2A − v2S)2 +
4k2⊥v
2
Av
2
S
k2
]
Fast Magnetosonic Wave (1.19)
ω =
k
2
[
v2A + v
2
S −
√
(v2A − v2S)2 +
4k2⊥v
2
Av
2
S
k2
]
Slow Magnetosonic Wave (1.20)
The shear Alfve´n wave (SAW) is polarized with δE aligned with k⊥, while δB ·k =
δv · k = δn = 0. i.e. the fluctuation is incompressible. Its group velocity points
directly along the magnetic field lines. In fact, this wave is directly analogous to
transverse waves on a string, where the parallel magnetic field pressure plays the role
of the string tension, and the string mass density is replaced by the ion mass density.
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In general, the slow and fast magnetosonic waves behave as a combination of
transverse electromagnetic waves and longitudinal sound waves. However, we are
interested in the fusion-relevant case when β  1, where the slow wave nearly van-
ishes and the fast wave dispersion relation simplifies significantly to ω ≈ kvA. This
zero pressure limit of the magnetosonic waves will be referred to as the compres-
sional Alfve´n wave (CAW). It can propagate at any angle relative to the background
magnetic field. In contrast to the shear wave, the fast wave is polarized such that
δE · k = 0 and has finite δn, δB · k⊥, and δv · k.
1.3.2 Two-Fluid Corrections
For higher frequency waves approaching the ion cyclotron frequency, a different ap-
proach is needed. One way forward would be to generalize the Ohm’s Law in Eq.
1.11 to include the Hall term and electron pressure gradient (J ×B − ∇Pe)/ne on
the right hand side. However, since we are most interested in the low β limit, we will
instead start from the cold plasma dielectric tensor in order to capture the two-fluid
corrections necessary at frequencies approaching the ion cyclotron scale.
Maxwell’s equations can be combined to give the homogeneous wave equation
∣∣∣∣ij − n2(δij − kikjk2
)∣∣∣∣ = 0 (1.21)
Here, n = kc/ω is the index of refraction (c is the speed of light), and ij(ω,k) =
δij +
∑
s 
s
ij is the dielectric tensor summed over the thermal electrons and ions.
Defining k = k⊥xˆ+ k‖zˆ, its form is
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ij =

S −iD 0
iD S 0
0 0 P
 where (1.22)
S ≡ 1−
∑
s
ω2ps
ω2 − ω2cs
≈ c
2
v2A
1
1− ω¯2 =
c2
v2A
A (1.23)
D ≡
∑
s
ωcs
ω
ω2ps
ω2 − ω2cs
≈ − c
2
v2A
ω¯
1− ω¯2 = −
c2
v2A
ω¯A (1.24)
P ≡ 1−
∑
s
ω2ps
ω2
≈ − c
2
v2A
mi
me
1
ω¯2
(1.25)
A ≡ 1
1− ω¯2 (1.26)
The approximations for the S, D, and P functions are valid when ω  ωpe, |ωce|.
For high conductivity conditions, E‖  E⊥, so only the perpendicular components
of the dielectric tensor must be considered. Then the dispersion and polarization of
the modes can be determined from
A−N2‖ iω¯A
−iω¯A A−N2

Ex
Ey
 = 0 (1.27)
Here, we have defined the Alfve´n refractive indexN = kvA/ω. Eq. 1.27 determines
the dispersion relation, which is
N2 =
AG
2F 2
[
1±
√
1− 4F
2
AG2
]
(1.28)
The following shorthand has been introduced: F 2 = k2‖/k
2 and G = 1 + F 2. For
ω < ωci, the “+” solution of Eq. 1.28 is the shear wave and the “−” solution is the
17
(a) (b)
Figure 1.4: Two fluid modifications of the compressional and shear Alfve´n waves for∣∣k‖/k⊥∣∣ = 1. (a) Normalized frequency ω/ωci as a function of normalized wave vector
kvA/ωci. Solid lines are the two-fluid dispersions – blue for CAW and orange for
SAW. Dashed lines are the MHD (single fluid) approximations. (b) Polarization as a
function of ω/ωci. Blue solid line shows |Ex/Ey| for CAW. Orange solid line shows
|Ey/Ex| for SAW. Dashed line shows the ω/ωci  1 approximations.
compressional wave. For ω > ωci, the shear wave no longer propagates (though it
can in a warm plasma model), and the “+” solution becomes the compressional wave
instead.
The two-fluid corrections to the dispersion are shown in Fig. 1.4a for the case of∣∣k‖/k⊥∣∣ = 1. The modifications limit the SAW frequency at ω < ωci, whereas the
MHD dispersion is unbounded. The CAW frequency is increased relative to its single
fluid form. The size of these corrections becomes larger for larger values of
∣∣k‖/k⊥∣∣
and can be important when interpreting experimental observations when ω/ωci  1
is not satisfied.
Importantly, the polarization of the two waves becomes mixed due to finite fre-
quency effects. In the pure ideal MHD waves derived in Sec. 1.3.1, the CAW is
polarized such that E is in the yˆ direction (perpendicular to k), and the SAW
has E in the xˆ direction (aligned with k⊥). This mixing is shown in Fig. 1.4b.
From Eq. 1.27, the polarization is given by |Ex/Ey| = (N2/A − 1)ωci/ω. To
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compare with the low frequency limit, the CAW polarization to leading order in
ω/ωci  1 is |Ex/Ey| ≈ (ω/ωci)(1 + k2‖/k2⊥) and the SAW in this same limit has
|Ey/Ex| ≈ (ω/ωci)(k2‖/k2⊥). Hence, in the limit of k‖  k⊥, both waves have
|Ex| ≈ |Ey| even for ω/ωci  1 – a significant departure from the single fluid theory.
The polarization affects how the wave interacts with fast ions on the Larmor radius
scale, which will be discussed in more detail in Sec. 2.5 and Sec. 3.4.
While the uniform slab model is a very crude approximation to a tokamak, it
nonetheless provides intuition for the character of the waves that are present in more
realistic conditions.
1.4 Alfve´n Eigenmodes in a Tokamak
In toroidal geometry, the MHD waves discussed above become more complicated.
There are still two main branches of the dispersion: the compressional and shear
waves, but the eigenfrequencies and eigenfunctions (mode structures) will depend on
details of the toroidal geometry and equilibrium plasma profiles. Tokamaks host a
vibrant zoo of Alfve´n eigenmodes, depicted in Fig. 1.5, which may be driven unstable
by phase space gradients in fast ions generated by heating in the ion cyclotron range
of frequencies (ICRF), neutral beam injection, or fusion products. These waves may
be excited at frequencies spanning many orders of magnitude: from EPMs and beta-
induced Alfve´n acoustic modes (BAAE)32,33 at very low frequencies – tens of kHz,
and gap modes including toroidicity-induced Alfve´n eigenmodes (TAEs)34,35 with
f ∼ vA/4piqR ≈ 100 kHz, to moderate frequency sub-cyclotron modes (CAEs, GAEs)
f ∼ fci/2 ≈ 1 MHz, and even above the cyclotron frequency (ion cyclotron emission,
or ICE).36,37 A number of helpful reviews exist on the topics of energetic particles
and fast-ion-driven instabilities in tokamaks and related devices which can provide
much more detail than there is room for in this brief thesis introduction.35,38–49 There
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Figure 1.5: The zoo of Alfve´n eigenmodes in a tokamak. The frequencies ω∗i, ωA, and
Ωi are the ion diamagnetic freuqency, Alfve´n frequency, and ion cyclotron frequency,
respectively. Dashed curves indicate the Alfve´n continuum. Adapted from Ref. 31
by J.W. Van Dam. Reproduced with the permission of AIP Publishing.
are also two textbooks50,51 devoted exclusively to the derivation of Alfve´n waves in
various theoretical frameworks. The two instabilities addressed in depth in this thesis
will now be introduced in more detail.
1.4.1 Compressional Alfve´n Eigenmodes (CAEs)
Boundary conditions imposed by toroidal geometry discretize the spectrum of fast
wave solutions, which are referred to as compressional Alfve´n eigenmodes (CAEs)
in a tokamak. In the zero pressure limit, the poloidal location of the mode can be
approximated by a simplified 2D wave equation with an effective potential well52
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[∇2⊥ − Veff(r, θ)] δB‖ = 0 (1.29)
where Veff(r, θ) = k
2
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ω
vA
)2
(1.30)
The wave can propagate in regions where Veff < 0 and is evanescent for Veff > 0,
resulting in its radial and poloidal localization, as illustrated in Fig. 1.6. More de-
tailed expressions for the dispersion and effective potential including realistic toroidal
effects have been derived by many authors,53–59 though the approximate dispersion
and simplified wave equation are often sufficient for understanding qualitative fea-
tures of CAEs in experiments and simulations. The spectral code CAE3B written by
Smith60,61 has demonstrated the same behavior for the eigenmodes in both conven-
tional and low aspect ratio conditions.
The spectrum of CAEs can be qualitatively explained by a heuristic dispersion
which assumes discrete mode numbers59 m, s, and n, as well as a characteristic radial
width Lr of Veff
ω2CAE ≈
[(m
r
)2
+
(
pis
Lr
)2
+
( n
R
)2]
v2A (1.31)
Another important feature of CAEs in tokamaks is their mode conversion to the
kinetic Alfve´n wave (KAW). The condition Veff = 0 coincides with the Alfve´n res-
onance location where the CAE frequency matches the local frequency of the shear
Alfve´n wave: ωCAE = k‖vA(R,Z). In ideal MHD, a logarithmic singularity would ap-
pear at this location.62 However, when kinetic effects are considered, the singularity
is replaced by a short scale fluctuation, the KAW, which has wavelength on the order
k⊥ ∼ 1/(ρ2LA)1/3 where LA is a a characteristic length scale of the vA profile, and ρ
depends on the thermal and fast ion Larmor radii.63
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Mode conversion and absorption of the compressional wave at the Alfve´n reso-
nance has been studied previously at the magnetopause64 and also in tokamak heat-
ing schemes such as ICRH65 and Alfve´n wave heating.62 Heuristically, the coupling
between the CAE and KAW is mediated by finite Larmor radius (FLR) effects. By
including these effects to lowest order and also allowing for local shear Alfve´n reso-
nances, the simplified CAE dispersion is transformed into the following, from Ref.
64
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Above, ρ is a scale length proportional to the thermal ion Larmor radius. In
the existing literature, this equation is solved in two limits, far from the resonance
(ω  k‖vA, the MHD scale) and close to the resonance (ω ≈ k‖vA, the kinetic scale)
and then asymptotically matched in order to determine the combined CAE-KAW
solution. The former case reduces to the CAE dispersion, whereas the latter recovers
a shear Alfve´n wave. Hence it’s clear that kinetic effects serve to couple the two
fundamental MHD wave branches, with mode conversion occuring at the resonant
location.
A representative example of CAE to KAW mode conversion present in a simula-
tion is shown in Fig. 1.6. Mode conversion can be an important energy channeling
mechanism from the location of largest concentration of fast ions (which can drive
CAEs unstable) to the Alfve´n resonance (usually in the edge). It will be discussed in
more detail in Sec. 1.6.
High frequency co-propagating and cntr-propagating CAEs have been observed
in the spherical tokamaks NSTX(-U)52,66–69 and MAST.45,70,71 These instabilities are
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Figure 1.6: CAE mode structure calculated by a HYM simulation. The effective
potential is in black, with the shaded region marking Veff < 0, where the wave can
propagate. The dashed line marks the magnetic axis. The dominant δB‖ fluctuation
is localized in the well as expected. The coherent δB⊥ and δE‖ structures near
R = 0.60 m are associated with the KAW that results from mode conversion at the
Alfve´n resonance location (Veff = 0).
often excited in spherical tokamaks due to their low magnetic fields and large neutral
beam power, which together generate a substantial population of super-Alfve´nic fast
ions.45 CAEs have also been implicated in observations of enhanced fast ion diffusion
in TFTR which may be associated with alpha channeling.15,17 In addition, CAEs are
the leading candidate to explain ICE observations in a variety of devices,36,37,72–75
which could serve as a passive diagnostic for the fast ion distribution function in
future burning plasmas such as ITER.13
1.4.2 Global Alfve´n Eigenmodes (GAEs)
The toroidal generalization of shear waves is somewhat more intricate than that
of compressional waves. Consider the most simplified approximate dispersion ω ≈
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k‖(r)vA(r). Taking the largest aspect ratio approximation of a cylinder, the parallel
wave number can be expressed as k‖(r) ≈ (n −m/q(r))/R, where n is the toroidal
mode number (nλφ = 2piR) and m is the poloidal mode number (mλθ = 2pir).
Consequently, k‖ has radial dependence due to the dependence of the safety factor
q(r) = rBφ/RBθ. Likewise, the Alfve´n speed inherits radial dependence from the
equilibrium magnetic field and density profiles. As a result, a continuum of solutions
exists for shear Alfve´n waves in a tokamak76 – for a given frequency, the dispersion can
be satisfied at each radius by a different value of k‖(r). These continuum modes suffer
strong damping due to phase mixing since a wave packet would be rapidly sheared
apart due to having different phase velocities at different radii.35 Hence, continuum
modes are rarely observed in experiments.
In addition to the strongly damped continuum solutions, discrete eigenmodes ex-
ist with frequencies outside of the continuum. These fall into two categories: “gap”
modes and “extremum” modes. In a torus, the two periodicity constraints couple
different poloidal harmonics together, which can open up frequency gaps in the con-
tinuous spectrum of solutions, referred to as the Alfve´n continuum. Within these
gaps, discrete shear Alfve´n eigenmodes exist34,35 which are not subject to the con-
tinuum damping, and therefore can be destabilized by fast ions. These gap modes,
which include the toroidicity-induced Alfve´n eigenmode (TAE), are the most com-
monly studied Alfve´n wave in tokamaks since they can induce significant fast ion
transport, jeopardizing our ability to efficiently heat the plasma.
The final type of shear Alfve´n wave existing in a tokamak is the “extremum” type
mode. Like the gap modes, these are discrete eigenmode solutions which exist outside
of the Alfve´n continuum. Extremum type modes exist with frequency just below or
above an extremum in the Alfve´n continuum, radially localized near points where
d(k‖(r)vA(r))/dr = 0. These include the reverse-shear Alfve´n eigenmode (RSAE),
which achieves this condition when q′(r) = 0, as well as the global Alfve´n eigenmode
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(GAE), which can occur due to any generic equilibrium profile variation leading to
an extrema in the continuum. Unlike the gap modes, extremum type modes do not
require poloidal coupling, and can exist in both cylindrical and toroidal plasmas.
GAEs may be excited at a frequency slightly below a minimum of the Alfve´n
continuum, as illustrated in the NOVA calculation in Fig. 1.7. Their separation
from the continuum arises from coupling to the magnetosonic mode, an equilibrium
current density gradient, and inclusion of finite ω/ωci effects.
77–81 “Nonconventional”
GAEs may also be excited above a local maxima in the continuum through similar
mechanisms.82 While their full dispersion can be quite complicated depending on
how many realistic effects are maintained, the frequency is often close enough to the
continuum that in practice it may be approximated by the slab MHD shear Alfve´n
dispersion
ωGAE ≤
[
k‖(r)vA(r)
]
min
(1.33)
GAEs were initially modeled numerically in cylindrical plasmas77,83 in order to
explain resonant peaks in antenna loading observed in the TCA tokamak.84 Further
theoretical work found them to be stabilized by finite toroidicity effects85,86 in the
limit of ω/ωci  1. More recently, counter-propagating GAEs excited by the ordinary
Doppler-shifted cyclotron resonance have been the subject of experimental68,87–89 and
theoretical studies90–92 due to their frequent excitation in spherical tokamaks. It may
also be possible to excite co-propagating GAEs at high frequencies with very parallel
neutral beam injection via the anomalous cyclotron resonance,93,94 though this awaits
experimental confirmation.
Cntr-propagating GAEs were commonly observed on the spherical tokamaks
NSTX(-U)52,68,88,90,91,95,96 and MAST.45,70,71 Dedicated experiments on the large
aspect ratio tokamak DIII-D have also observed AE activity in this frequency
range,97–99 allowing comparison between their excitation properties across these
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Figure 1.7: GAE solution in NSTX calculated by NOVA. In black is the n = −3
Alfve´n continuum, including m = −6 to 3. Dashed line indicates the frequency of
the GAE. In purple is the associated plasma displacement ξ for the dominant poloidal
harmonics m = 3 and m = 2, which peak near the radial location of the minimum
of the continuum. Adapted from Ref. 91. Reproduced with the permission of AIP
Publishing.
different configurations. Both CAEs and GAEs are prone to frequency chirping in
NSTX, which can modify the characteristics of the fast ion transport (diffusive vs
convective) and presents opportunities for validating nonlinear theories.100 GAE
chirping can trigger deleterious GAE “avalanches” – sudden, broad spectrum, large
amplitude bursts that can result in fast ion losses of up to 40%.88
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1.5 The National Spherical Torus Experiment
(and Upgrade)
With the preceding physics background in mind, we will now review the specific
experimental observations that motivate this work, and identify the problems that
the thesis aims to address with a theoretical approach.
The National Spherical Torus Experiment (NSTX) and its recent upgrade (NSTX-
U),101 shown in Fig. 1.8, are low aspect ratio (R/a = 1.3) tokamaks, also known as a
“spherical tokamaks” (STs). Spherical tokamaks are currently being researched as a
potentially more cost-effective route to a fusion energy pilot plant102–105 than conven-
tional large tokamaks (R/a = 2.5−4), since construction cost scales with device size.
NSTX and the similar spherical tokamak MAST in the UK both found strong inverse
confinement scaling with normalized electron collisionality ν∗e (∝ ne/T 2e ) – indicating
that plasma confinement may be more favorable at high temperatures in spherical
tokamaks than in conventional ones.106–108 This may be explained by magnetic field
lines spending relatively more time in the “good curvature” region109,110 and strong
E ×B rotation shear.111–113 Spherical tokamaks are also capable of achieving high
β ≈ 10− 40%, compared to β ≈ 3− 10% for conventional aspect ratio tokamaks,102
allowing more efficient plasma confinement.
NSTX has a major radius of 0.85 m, and a minor radius of 0.68 m. It achieves
densities on the order of 1019 m−3 and temperatures of approximately 1 keV. The
upgrade from NSTX to NSTX-U included the installation of a new central magnetic
and an additional neutral beam source. Consequently, the maximum toroidal field
and plasma current were doubled from 0.5 T to 1 T and 1 MA to 2 MA, respectively,
and discharge duration was increased from 1 s to 5 s.
The NSTX-U deuterium neutral beams can operate at a maximum voltage of 90
kV, with total power doubled from 6 MW to 12 MW during the upgrade. Importantly,
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Figure 1.8: Cutaway of the National Spherical Torus Experiment (Upgrade). Figure
courtesy of the NSTX-U collaboration.
the new neutral beam source was installed in a different geometry from the original
beam sources, as shown in Fig. 1.9. Each beam has three beam lines with slightly
different injection angles. The original beam lines inject more radially, with tangency
radii of Rtan = 0.5 m, 0.6 m, and 0.7 m, whereas the new beam sources lead to a
more field-aligned (tangential) energetic particle population, due to tangency radii
of Rtan = 1.1 m, 1.2 m, and 1.3 m (the magnetic axis is located near R0 ≈ 1.05 m
due to the Shafranov shift). Combination of these beam sources provides substantial
flexibility in tailoring the fast ion distribution in phase space in order to study fast-
ion-driven instabilities.
The primary diagnostics used to measure CAEs and GAEs on NSTX(-U) are
magnetic Mirnov coils52 and a reflectometer array.68,95,114 The 10 Mirnov coils are
toroidally spaced non-uniformly, with sufficient separation to detect |n| ≤ 18, and
detect frequencies up to 5 MHz (≈ 1 − 2fci in NSTX). They provide very precise
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Figure 1.9: Overhead view of NSTX-U neutral beam geometry. Reproduced from
Ref. 101 with permission from IAEA Publications.
measurements of the unstable mode frequencies and their time evolution throughout
the discharge, as well as a measurement of the edge polarization of the fluctuations.
The reflectometer array measures plasma displacements at 16 locations, bunched
mostly in the edge/pedestal region, with a few points extending to near the magnetic
axis. These internal measurements can be used to calculate radial mode structure of
the modes across most of the plasma minor radius.95 Both diagnostics can be used
to measure the mode amplitudes.
Previous comparison of the frequencies of the observed modes in the NSTX H-
mode discharge # 141398 and the most unstable modes in HYM modeling show a close
match in frequency for each toroidal harmonic.63 Comparison of the mode structures
inferred from reflectometry measurements and present in HYM simulations show qual-
itative similarities. Preliminary analysis of high-k scattering measurements115,116 has
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shown possible signatures of CAE to KAW mode conversion in NSTX,117 though
further analysis is needed for conclusive identification.
NSTX-U provides an excellent laboratory for studying energetic-particle-driven
instabilities. Due to its low magnetic field and high beam power, it is capable of
operating across a wide range of vEP/vA and βEP/βtot, which are key parameters con-
trolling the activity of these instabilities.118 Moreover, dimensionless parameters for
the fast ions in NSTX-U generated from neutral beam injection can be comparable to
those of fusion alphas in large burning plasmas such as ITER, connecting these studies
to future burning reactors. The focus of this thesis will be advancing the theoretical
understanding of the global and compressional Alfve´n eigenmode stability, motivated
by two significant experimental observations anomalous electron temperature profile
flattening in NSTX and robust GAE suppression with the off-axis beam sources in
NTSX-U.
1.6 Electron Temperature Profile Flattening
The primary motivation of this thesis is the anomalously flat electron temperature
profile observed in NSTX during H-mode neutral-beam-heated discharges, which has
been linked to the presence of high frequency Alfve´n activity, identified as a mixture
of CAEs and GAEs.52,66–69,90,91,95,96 While the ion temperature matches predictions
from the global transport codes TRANSP,119 indicating neoclassical ion confinement,
the electron temperature deviates from these descriptions at high beam power. As the
beam power is increased, the electron temperature radially broadens while the cen-
tral electron temperature stagnates or even decreases. The flattening occurs in both
L-mode and H-mode discharges, most dramatically at higher beam power, presenting
opportunity for its further investigation on NSTX-U with its doubled capacity of neu-
tral beam heating to a maximum of 12 MW. The observed broadening of the electron
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Figure 1.10: NSTX experiment demonstrating correlation between CAE/GAE activ-
ity and Te flattening, along with the inferred χe. Reprinted figure with permission
from Ref. 18. Copyright 2009 by the American Physical Society.
temperature profiles contrasts with the expectation that increasing beam power will
result in an increased on-axis temperature with negligible impact on its radial profile.
Anomalously low electron temperature limits fusion performance (when not operating
in a hot ion mode), and could imperil future spherical tokamak development.
The inferred electron diffusion profile required to explain this observation is un-
usual and quite large in magnitude. Moreover, since the temperature profile is so flat,
it is unlikely that microturbulence could be the source of this anomalous diffusion.
Local gyrokinetic simulations of turbulence in the “core flat region” (r/a ≤ 0.15 –
where gradients are absent) do not reproduce this level of anomalous transport.112,120
Conversely, high frequency Alfve´n activity is often observed in discharges with the
anomalous electron temperature flattening. This was demonstrated by Stutman et
31
al. in an experiment where an H-mode plasma was reproduced with 2 MW, 4 MW,
and 6 MW of injected beam power in successive discharges.18 As the beam power
increased, the amplitude and number of distinct high frequency modes increased in
conjunction with flattening of the temperature profile and an increase in the peak
electron diffusivity by an order of magnitude, as depicted in Fig. 1.10. In addition to
dedicated experiments designed to investigate this phenomenon, a detailed database
of shots with substantial Alfve´nic mode activity has been compiled by Fredrickson118
and extended by Tang121 to catalog details about CAEs and GAEs. Statistical anal-
ysis of this database further strengthens the link between between strong CAE/GAE
activity and Te flattening. For these reasons, the CAEs and GAEs are suspected to
be the primary cause of the unexplained electron energy transport.
In response to observations of anomalously large ratios of Ti/Te in early NSTX
operations, it was also suggested that the simultaneous excitation of many CAEs
could generate broadband turbulence, leading to efficient heating of the thermal ions
through stochastic diffusion.122,123 In that case, further experimental analysis ruled
this out as a viable mechanism for NSTX conditions based on the observed mode
amplitudes.124 Moreover, recent analytic studies by Kolesnichenko suggest that the
CAE/GAE-induced energy transport could explain anomalously high confinement
observed in certain JET discharges125 - introducing the possibility of harnessing these
mechanisms for improved performance. Predictive capabilities and control of the Te
profile with neutral beam heating is vital to achieving and exploring high performance
plasmas in STs such as NSTX-U and future ST-FNSF designs. In order to probe the
aforementioned favorable confinement scaling in regimes that can not be accessed by
other devices, STs must be able to achieve their target Te profiles, which is jeopardized
by their spontaneously flattening in the presence of CAEs and GAEs. The importance
of this topic is emphasized in the NSTX-U 5 year plan:126 “The successful development
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and implementation of an energetic particle model for electron thermal transport is
essential to achieve the high priority goal of Te and Ti profile predictions.”
Two theoretical mechanisms have been previously proposed to explain how the
CAEs and GAEs could modify the electron temperature profile. The first involves
the stochastization of electron orbits induced by the presence of many modes of
sufficient amplitude. Test particle simulations using the guiding center particle code
ORBIT127 have shown that there is a sharp increase of two orders of magnitude in
the electron diffusion coefficient if a threshold in the number of unstable GAEs is
surpassed, provided that the mode amplitudes are sufficiently large.128 It is likely
that a qualitatively similar effect occurs for sufficiently many CAEs, though this has
not been confirmed. A strong dependence on the mode amplitude was also reported,
as well as sensitivity to δE‖ fluctuations. The second process is an energy-channeling
mechanism where a core-localized CAE or GAE mode converts to a KAW at the
Alfve´n resonance location. Since the KAW efficiently damps on thermal electrons,
this process modifies the effective beam energy deposition profile, redirecting neutral
beam power from the core to the edge through the Poynting flux. This possibility
has been studied analytically by Kolesnichenko et al. in the case of GAEs129–132 and
has been confirmed numerically for CAEs by Belova et al.63,133
Both of these mechanisms – energy channeling and orbit stochastization – have
been shown to have an effect in numerical calculations. However, there is a quantita-
tive gap between the levels of effective transport they predict when mode amplitudes
are scaled to experimental magnitudes and the amount necessary to explain the ex-
perimental Te profile flattening. While this phenomena is currently unique to NSTX,
it could potentially be relevant to ITER where both the neutral beam ions and fusion
alphas will be super-Alfve´nic and hence have the potential to excite CAEs/GAEs.97
Solving this problem can be decomposed into two parts: 1) for a given plasma and
beam scenario, which modes will be unstable? 2) for a given spectrum of modes, how
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Figure 1.11: GAE suppression on NSTX-U due to new, off-axis beam sources. Blue
beams with labels 1b and 1c are the original NSTX sources, while red beams with
labels 2a-c are the additional NSTX-U sources (see Fig. 1.9). Reproduced from Ref.
96 with permission from IAEA Publications.
will they affect the electron energy transport? My thesis focuses primarily on this
first part, aiming to improve understanding of the CAE/GAE stability properties.
1.7 GAE Stabilization with Off-Axis Beams
The second experimental observation motivating the further theoretical development
of CAE/GAE stability properties is the efficient suppression of GAEs with off-axis
beam injection, recently discovered in NSTX-U. Early NSTX-U operations found that
the original NSTX neutral beam sources excited a broad spectrum of high frequency
Alfve´n eigenmode activity (mostly GAEs), just as they did in NSTX. When additional
beam power was supplied by the new, off-axis beam sources, all instabilities in this
frequency range rapidly vanished.89 Three examples are shown in Fig. 1.11, though
this was an ubiquitous phenomenon present in at least 100 unique discharge time
windows.96 At first glance, this is a surprising finding. Typically, higher beam power
will further destabilize Alfve´n eigenmodes since it supplies the system with more
energetic particles. Conversely, suppressing instabilities while increasing the plasma
heating is the best case scenario.
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Subsequent HYM modeling of an NSTX-U discharge reproduced both the excita-
tion of GAEs with the original beam sources and also their complete stabilization
with the addition of the new beam source.134 Further simulations found that the
GAE suppression can be achieved with only 7% of the total beam ions being supplied
by the new beams, much lower than the 25% of total beam ions supplied in the mod-
eled experimental discharge. A more complete theoretical understanding of this very
efficient stabilization mechanism could contribute to the development of additional
phase space engineering techniques for control of fast ion instabilities.16,135,136 In par-
ticular, theoretical advancements enabling the control of CAEs/GAEs will facilitate
the investigation of their role in the anomalous electron energy transport.
1.8 Thesis Outline and Main Outcomes
The main goals of this thesis are to advance the theoretical understanding of CAE
and GAE stability properties in application to the anomalous electron temperature
profile flattening that they are associated with. Both analytic theory and numerical
simulations are employed towards this goal. Each chapter in this thesis is written
to be mostly self-contained, so there is an intentional degree of redundancy in some
areas in order to remind readers of previous results and relevant background for each
section. Appendices appear immediately after each chapter. The thesis is outlined as
follows.
In Chapter 2, analytic conditions for net fast ion drive are derived for beam-
driven, sub-cyclotron CAEs and GAEs. Both co- and counter-propagating modes
are investigated, driven by the ordinary and anomalous Doppler-shifted cyclotron
resonance with fast ions. Whereas prior results were restricted to vanishingly narrow
distributions in velocity space, broad parameter regimes are identified in this work
which enable an analytic treatment for realistic fast ion distributions generated by
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neutral beam injection. The simple, approximate conditions derived in these regimes
for beam distributions of realistic width compare well to the numerical evaluation
of the full analytic expressions for fast ion drive. Moreover, previous results in the
very narrow beam case are corrected and generalized to retain all terms in ω/ωci
and
∣∣k‖/k⊥∣∣, which are often assumed to be small parameters but can significantly
modify the conditions of drive and damping when they are non-negligible. Favorable
agreement is demonstrated between the approximate stability criterion, simulation
results, and a large database of NSTX observations of cntr-GAEs.
In Chapter 3, a similar analytic approach is taken for co-propagating CAEs and
GAEs driven by the Landau resonance. Approximations applicable to realistic neutral
beam distributions and mode characteristics observed in spherical tokamaks enable
the derivation of marginal stability conditions for these modes. Such conditions suc-
cessfully reproduce the stability boundaries found from numerical integration of the
exact expression for local fast ion drive/damping. Coupling between the CAE and
GAE branches of the dispersion due to finite ω/ωci and
∣∣k‖/k⊥∣∣ is retained and found
to be responsible for the existence of the GAE instability via this resonance. En-
couraging agreement is demonstrated between the approximate stability criterion,
simulation results, and a database of NSTX observations of co-CAEs.
In Chapter 4, a comprehensive numerical study is presented in order to investi-
gate CAE/GAE stability properties for a wide range of beam parameters in realistic
NSTX conditions. Linear simulations are performed with the hybrid MHD-kinetic
initial value code HYM in order to capture the general Doppler-shifted cyclotron res-
onance that drives the modes. The simulations reveal that unstable GAEs are more
ubiquitous than unstable CAEs, consistent with experimental observations, as they
are excited at lower beam energies and generally have larger growth rates. The local
analytic theory derived in Chapter 2 and Chapter 3 is used to explain key features of
the simulation results, including the preferential excitation of different modes based
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on beam injection geometry and the growth rate dependence on the beam injection
velocity, critical velocity, and degree of velocity space anisotropy. Drive due to veloc-
ity space anisotropy is capable of explaining most trends theoretically, though it is
found that gradients with respect to pφ can be responsible for a substantial fraction
of the fast ion drive for co-propagating modes. The background damping rate is in-
ferred from simulations and estimated analytically for relevant sources not present in
the simulation model, indicating that co-CAEs are closer to marginal stability than
modes driven by the cyclotron resonances.
In Chapter 5, the numerical discovery of strong energetic particle modifications
to GAEs in HYM simulations of NSTX-like plasmas is presented and investigated.
Key parameters defining the fast ion distribution function – the injection velocity
and injection geometry – are varied in order to study their influence on the charac-
teristics of the excited modes. It is found that the frequency of the most unstable
mode changes significantly and continuously with beam parameters, in accordance
with the Doppler-shifted cyclotron resonances which drive the modes, and depend-
ing most substantially on the injection velocity. This unexpected result is present
for both counter-propagating GAEs, which are routinely excited in NSTX, and high
frequency co-GAEs, which have not been previously studied. Large changes in fre-
quency without clear corresponding changes in mode structure are signatures of an
energetic particle mode, referred to here as an energetic-particle-modified GAE (EP-
GAE). Additional simulations conducted for a fixed MHD equilibrium demonstrate
that the GAE frequency shift cannot be explained by the equilibrium changes due to
energetic particle effects.
Lastly, a summary of the main results and discussion of future research directions
is given in Chapter 6.
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Chapter 2
Analytic Stability Boundaries for
Interaction via Ordinary and
Anomalous Cyclotron Resonances
2.1 Introduction
The analysis of this chapter focuses on fast ions interacting with CAEs/GAEs through
the ordinary or anomalous cyclotron resonances. Drive/damping due to the Landau
resonance is treated in Chapter 3. General expressions for the growth rate of these in-
stabilities were originally derived for mono-energetic beam137,138 and bi-Maxwellian139
distributions, as well as for an arbitrary distribution7 in a uniform plasma. These
derivations were later extended and applied to NBI-driven CAEs/GAEs in various
experimental conditions dating back to the TFTR era19,140 and continuing in more
recent years with applications to JET141 and NSTX.90,92 The recent studies on NBI-
driven modes had two key limitations. First, they did not correctly treat the cut-
off at the injection energy, an approach suitable for shifted Maxwellians generated
by heating in the ion cyclotron range of frequencies (ICRF), but not for slowing
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down distributions from NBI. Second, they assumed a delta function in pitch for
tractability, which is unrealistic considering the more broad distributions present in
experiments, as inferred from Monte Carlo codes such as the NUBEAM142 module in
TRANSP.119 Prior studies also assume k‖  k⊥ and ω  ωci as simplifying approxi-
mations, whereas the modes excited in spherical tokamaks such as NSTX may have
frequencies approaching ω . ωci and k‖ ∼ k⊥.
Choice of parameter regimes to study has been informed by prior and ongoing
numerical modeling of CAEs/GAEs with the 3D hybrid MHD-kinetic initial value
code HYM.63,93,134 The simulation model couples a single fluid thermal plasma to a
minority species of full orbit kinetic beam ions and also includes the contributions of
the large beam current to the equilibrium self-consistently.143
The derivation presented in this chapter corrects and builds on prior work by
providing a local expression for the fast ion drive due to an anisotropic beam-like
distribution interacting via the ordinary and anomalous cyclotron resonances. The
effect of finite injection energy of NBI distributions is included consistently, yielding a
previously overlooked instability regime. Terms to all order in ω/ωci and
∣∣k‖/k⊥∣∣ are
kept for applicability to the entire possible spectrum of modes. As in previous works,
full finite Larmor radius (FLR) terms are also retained. The analytic expression
can be integrated numerically for any chosen parameters in order to determine if
the full fast ion distribution is net driving or damping. More interestingly, it is
found that when the beam is sufficiently wide in velocity space, such as realistic
distributions resulting from NBI, the integral can be evaluated approximately in terms
of elementary functions, yielding compact conditions for net fast ion drive/damping
that depend only on a small set of parameters describing the fast ion and mode
parameters. Such expressions grant new insights into the spectrum of CAEs and
GAEs that may be excited by a given fast ion distribution, as well as providing
intuition for interpreting experimental observations and simulation results. Since
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damping sources such as electron Landau and continuum damping are not addressed
in this chapter, the net fast ion drive conditions derived here should be considered as
necessary but not sufficient conditions for instability.
The chapter is structured as follows. The dispersion relations, resonance condi-
tion, and model fast ion distribution function used in this chapter are described in
Sec. 2.2. In Sec. 2.3, the local analytic expression for the CAE and GAE growth
rates is adapted from Ref. 7 and applied to the fast ion distribution of interest.
Approximations are applied to this expression in Sec. 2.4 in order to derive useful
instability criteria for the cases of a very narrow beam width in velocity space (Sec.
2.4.1) and a beam with realistic width (Sec. 2.4.2) when FLR effects are small (Sec.
2.4.2.1) and large (Sec. 2.4.2.2). The derived conditions are also compared against the
numerically calculated growth rates for realistic parameter values in Sec. 2.4. In Sec.
2.5, the dependence of the fast ion drive/damping on the mode properties (ω/ωci and∣∣k‖/k⊥∣∣) is presented and compared against conclusions drawn from the approximate
stability boundaries. A comparison of the approximate stability conditions against a
database of cntr-GAE activity in NSTX and simulation results is shown in Sec. 2.6.
Lastly, a summary of the main results and discussion of their significance is given in
Sec. 2.7. The majority of the content of this chapter has been peer-reviewed and
published in Ref. 144.
2.2 Dispersion, Resonance Condition, and Fast
Ion Distribution
One goal of this work is to extend previous derivations to include finite ω/ωci and∣∣k‖/k⊥∣∣ effects in the stability calculation, since experimental observations and mod-
eling of NSTX suggests that these quantities may not always be small. Experimen-
tal observations often show CAEs with frequencies from ω/ωci = 0.3 to exceeding
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the cyclotron frequency. GAEs are observed with somewhat lower frequencies of
ω/ωci ≈ 0.1 − 0.5. While k⊥ can not be measured accurately on NSTX due to
limited poloidal coil resolution, it can be calculated for the most unstable modes
excited in simulations,63 which show that
∣∣k‖/k⊥∣∣ ≈ 1 is not uncommon, and can
even reach
∣∣k‖/k⊥∣∣ > 3 in some cases. This motivates using the full, unsimplified
dispersion relations in uniform geometry when numerically calculating the growth
rate, instead of using the common ω/ωci  1 and
∣∣k‖/k⊥∣∣ 1 assumptions found in
previous works. The more complicated eigenmode equations in nonuniform toroidal
systems19,53,77,78,140 have been derived in the past but are too complicated for our
purposes.
Define ω¯ = ω/ωci0, N = kvA/ω, A = (1− ω¯2)−1, and also F 2 = k2‖/k2, G = 1+F 2.
Here, ωci0 is the on-axis ion cyclotron frequency. Then in uniform geometry, the local
dispersion in the MHD limits of E‖  E⊥ and ω  |ωce| , ωpe is readily given by145
N2 =
AG
2F 2
[
1±
√
1− 4F
2
AG2
]
(2.1)
The “−” solution corresponds to the compressional Alfve´n wave (CAW), while the
“+” solution corresponds to the shear Alfve´n wave (SAW). The coupled dispersion in
Eq. 2.1 will be used in the full analytic expression for fast ion drive. Notably, it can
modify the polarization of the two modes, which in turn changes how the finite Larmor
radius (FLR) effects from the fast ions contribute to the growth rate (see Eq. 2.15).
Its low frequency approximations are ω ≈ kvA for CAWs and ω ≈
∣∣k‖∣∣ vA for SAWs.
Throughout this chapter, CAW/CAE and SAW/GAE will be used interchangeably,
where CAW and SAW formally refer to the solutions in a uniform slab, while CAE
and GAE refer to their analogues in nonuniform and bounded geometries. Net energy
transfer between a mode and the fast ions requires a sub-population of particles
obeying the Doppler-shifted cyclotron resonance.
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ω − 〈k‖v‖〉− 〈k⊥vDr〉 = ` 〈ωci〉 (2.2)
Here, 〈. . .〉 denotes poloidal orbit averaging and ` is an integer cyclotron resonance
coefficient. Two resonances are studied in detail in this chapter for the sub-cyclotron
modes: the ` = 1 ordinary cyclotron resonance and ` = −1 anomalous cyclotron
resonance. Orbit averaging in Eq. 2.2 is required to satisfy the global resonance
condition, as opposed to the local resonance, which describes a net synchronization
condition between the wave and particle on average over its orbit, even while not being
in constant resonance at all points in time. This resonance condition is applicable so
long as the growth rate of the mode is sufficiently smaller than the inverse particle
transit time, which is satisfied by these modes according to HYM simulations.
In this chapter, we will make the approximation of |k⊥vDr| 
∣∣k‖v‖∣∣. Conse-
quently, when ω < ωci and
〈
v‖
〉
> 0 (co-injection), Eq. 2.2 can only be satisfied for
` = 1 if k‖ < 0 (mode propagates counter to the fast ions). Likewise, ` = −1 requires
k‖ > 0, corresponding to co-propagation. Due to periodicity, the drift term can be
approximated for passing particles20 as 〈k⊥vDr〉 ≈ s
〈
v‖
〉
/qR for integer s, though
this term yields relatively small corrections due to the large values of
∣∣k‖∣∣ relevant
to these modes. In this approximation, the resonance condition can be rewritten as
ω − k‖,sv‖,res = ` 〈ωci〉 with k‖,s = k‖ + s/qR. Conversely, for trapped particles the
drift term can be approximated as146 〈k⊥vDr〉 ≈ sωb. HYM simulations indicate that
the s = ±1 sidebands are usually more relevant than larger |s|.63 For quantitatively
accurate growth rates, all sidebands should be summed over, as done in Ref. 19 in
the limit of ω & ωci  ωb, and also in Ref. 92. Practically, these procedures require
complicated non-local calculations which would preclude analytic progress except in
extraordinarily special cases, contrary to the purpose of this chapter, which is to de-
42
rive broadly applicable instability conditions. To this end, only the primary resonance
(s = 0) will be kept when deriving approximate stability boundaries in Sec. 2.4.
Combination of the resonance condition with approximate dispersion relations can
yield relations that will be useful later on. Introduce 〈ω¯ci〉 ≡ 〈ωci〉 /ωci0 as the average
cyclotron frequency of the resonant particles, normalized to the on-axis cyclotron
frequency ωci0. This value is approximately 0.9, as inferred from inspection of the
resonant particles in relevant HYM simulations. Then defining v‖,res ≡
〈
v‖
〉
> 0
(treating co-injected particles only) and rearranging Eq. 2.2 gives
v‖,res
vA
=
∣∣∣∣ ωk‖vA
∣∣∣∣ ∣∣∣∣1− ` 〈ω¯ci〉ω¯
∣∣∣∣ ≈

∣∣∣1− `〈ω¯ci〉ω¯ ∣∣∣ GAE√
1 +
k2⊥
k2‖
∣∣∣1− `〈ω¯ci〉ω¯ ∣∣∣ CAE (2.3)
The stability calculation will be applied to a slowing down, beam-like background
distribution of fast ions, motivated by theory and NUBEAM modeling of NSTX dis-
charges.63 In order to satisfy the steady state Vlasov equation, the distribution is
written as a function of constants of motion v =
√
2E/mi and λ = µB0/E in separa-
ble form: f0(v, λ) = Cfnbf1(v)f2(λ), defined below
f1(v) =
ftail(v; v0)
v3 + v3c
(2.4a)
f2(λ) = exp
(− (λ− λ0)2 /∆λ2) (2.4b)
The constant Cf is for normalization. The first component f1(v) is a slowing down
function in energy with a cutoff at the injection energy v0 and a critical velocity vc.
The cutoff at v = v0 is contained within ftail(v; v0), which is in general a function
which rapidly goes to zero for v > v0. For ease of calculation, this is assumed to be
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a step function. The second component f2(λ) is a Gaussian distribution centered on
some central value λ0 with width ∆λ. The variable λ is a trapping parameter. To
lowest order in µ ≈ µ0, it can be re-written as λ = (v2⊥/v2)(ωci0/ωci). Then, assuming
a tokamak-like field B ≈ B0/(1 +  cos θ) for  = r/R, passing particles will have 0 <
λ < 1−  and trapped particles will have 1−  < λ < 1 + . Loosely, smaller λ means
the particle’s velocity is more field aligned, such that λ is a complementary variable to
a particle’s pitch v‖/v. For analytic tractability, λ0 and ∆λ are treated as constants
in this model, ignoring any velocity dependence of these parameters which may be
present, especially broadening in λ at lower energies due to pitch angle scattering.
The dependence on pφ, is neglected in this study for simplicity, as it is expected
to be less relevant for the high frequencies of interest for these modes. The model
distribution does not include the two additional energy components that are present
due to molecular deuterium production in the neutral beam source, as these have a
quantitative but not qualitative impact on the analysis. Such effects can be recovered
by summing over three beam distributions (with injection velocities v0, v0/
√
2, and
v0/
√
3) with appropriate weights. Comparison between the model distribution used
in this study and those calculated with the Monte Carlo code NUBEAM for NSTX and
NSTX-U can be found in Fig. 5 of Ref. 143 and Fig. 4 of Ref. 134, respectively.
The NSTX operating space spanned a range of normalized injection velocity
v0/vA = 2 − 6, depending on the beam voltage (typically 60 − 90 keV at 2 − 6
MW) and field strength (0.25−0.50 T) for each discharge. The beam injection geom-
etry λ0 and width in velocity space ∆λ are mostly determined by the neutral beam’s
geometry and collimation, yielding typical λ0 = 0.5 − 0.7 and ∆λ = 0.3. For this
study, vc = v0/2 is used as a characteristic value. The new beam line on NSTX-U
has much more tangential injection, with λ0 ≈ 0, and also lower v0/vA = 1− 3 due to
higher nominal field strength. A comparison between the model fast ion distribution
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used in this chapter (Eq. 2.4) and a NUBEAM calculation for the well-studied H-mode
discharge #141398, can be found in Fig. 5 of Ref. 143.
2.3 Fast Ion Drive for Anisotropic Beam Distribu-
tion in the Local Approximation
In this section, the fast ion drive/damping is derived perturbatively in the local
approximation for a two component plasma comprised of a cold bulk plasma and a
minority hot ion kinetic population, and applied to the anisotropic beam distribution
of interest. The formula presented here extends the results obtained in Ref. 90,92,
which focused on ω  ωci, k‖  k⊥, and also did not study high frequency co-
propagating modes (` = −1 cyclotron resonance coefficient). In contrast, the following
derivation is appropriate for all values of ω/ωci and
∣∣k‖/k⊥∣∣, which is important since
mode frequencies can be on the order ω/ωci ∼ 0.5 or larger, and in contrast to the
common large tokamak assumption,
∣∣k‖/k⊥∣∣ can be of order unity, as inferred from
simulations.93
2.3.1 Derivation
The general dispersion is given by
∣∣∣∣ij − n2(δij − kikjk2
)∣∣∣∣ = 0 (2.5)
Here, n = kc/ω is the index of refraction, ij = δij +
∑
s 
s
ij is the dielectric tensor.
Without loss of generality, assume B0 = B0zˆ and k = k‖zˆ+k⊥xˆ. Then the dispersion
is determined by
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 11 − n2‖ 12
21 22 − n2

 Ex
Ey
 = 0 (2.6)
The rest of the components are irrelevant in the MHD regime where Ez  Ex, Ey.
For the cold bulk components,
δij + 
th,e
ij + 
th,i
ij =
 S −iD
iD S
 (2.7)
Above, S = 1−∑s ω2ps/(ω2−ω2cs) and D = ∑s ωcsω2ps/(ω(ω2−ω2cs)), where ωps =√
nsq2s/(ms0) and ωcs = qsB0/ms are the plasma frequency and signed cyclotron
frequency for each species s. When ω  ωpe, |ωce|, we can approximate S ≈ Ac2/v2A
and D ≈ −ω¯Ac2/v2A, where as earlier A = 1/(1 − ω¯2) and ω¯ = ω/ωci0. Setting
Kij = v
2
A
b
ij/c
2 and also defining y = ω2/(k2v2A) = N
−2, the full dispersion is given by
(
y − F 2A−1 − yA−1K11
) (
y − A−1 − yA−1K22
) − y2 (ω¯ + A−1K12)2 = 0 (2.8)
Neglecting the fast ion component (setting Kij = 0) recovers the MHD dispersion
in Eq. 2.1. Letting ω = ω0 + ω1 with ω1  ω0 and solving perturbatively to first
order in Kij ∼ nb/ne  1 yields the growth rate as
ω1
ω0
= −y0
[
K11(y0 − A−10 )− 2ω¯0y0 |K12|+ (y0 − F 2A−10 )K22
]
2 (y20 − F 2)
(2.9)
As defined in Sec. 2.2, F 2 = k2‖/k
2. All quantities with subscript 0 are understood
to be evaluated using ω = ω0, i.e. the unperturbed frequency given by Eq. 2.1. The
tensor elements Kij can be calculated from Eq. A24 in Ref. 7:
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Kij =
nb
ne
ω2ci
ω
∫
v⊥dv⊥dv‖
∞∑
`=−∞
v2⊥g
`
ij(ξ)
ω − k‖v‖ − `ωci pˆif0 (2.10)
where pˆi =
1
v⊥
∂
∂v⊥
+
k‖
ω
(
∂
∂v‖
− v‖
v⊥
∂
∂v⊥
)
(2.11)
g`ij(ξ) =
 `2J2` /ξ2 i`J ′`J`/ξ
−i`J ′`J`/ξ (J ′`)2
 , ξ = k⊥ρ⊥b (2.12)
Above, ρ⊥b = v⊥/ωci is the Larmor radius of the fast ions, and the distribution is
normalized such that
∫
f0v⊥dv⊥dv‖ = 1. The finite Larmor radius (FLR) effects from
the fast ions are contained in g`ij(ξ), with J`(ξ) denoting the `
th order Bessel function
of the first kind. In order to keep only the resonant contribution to the growth rate,
we make the formal transformation (ω−k‖v‖−`ωci)−1 → −ipiδ(v‖−v‖,res,`)/
∣∣k‖∣∣ with
v‖,res,` = (ω−`ωci)/k‖ the parallel velocity of the resonant fast ions. Then substituting
Eq. 2.10 into Eq. 2.9 and identifying the growth rate γ = Im(ω1),
γ
ωci
=
pi
2
nb
ne
∑
`
∣∣∣∣v‖,res,`ω¯ − `
∣∣∣∣ ∫ dv⊥dv‖v3⊥δ(v‖ − v‖,res,`)pˆi`f0J m` (ξ) (2.13)
where pˆi` =
2
v2
[(
`
ω¯
− x
)
∂
∂x
+
v
2
∂
∂v
]
(2.14)
The variable x = v2⊥/v
2 = λ 〈ω¯ci〉 was introduced so that the gradients pˆif0 can
be re-written in the natural coordinates of the distribution. Note that J m` (ξ) is the
“FLR function” for cyclotron resonance ` and mode m (= ‘C’ for CAE and ‘G’ for
GAE), defined as
J m` (ξ) ≡
y0
y20 − F 2
[√
y0 − A−10
`J`
ξ
∓
√
y0 − F 2A−10
dJ`
dξ
]2
(2.15)
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Above, the “−” corresponds to CAEs and the “+” for GAEs. Defining α =∣∣k‖/k⊥∣∣, the FLR parameter ξ may also be re-written in the following form:
ξ = k⊥ρ⊥b ≡ ζ
√
x
1− x (2.16)
ζ =
k⊥v‖,res
ωci
=
|ω¯ − ` 〈ω¯ci〉|
α
(2.17)
The modulation parameter ζ contains information about the mode characteristics
and is a measure of how rapidly the integrand in Eq. 2.13 is oscillating. The expression
in Eq. 2.17 follows from the resonance condition in Eq. 2.3. The complicated form
of J m` (ξ) is due to coupling between the pure compressional and shear branches
of the dispersion resulting from finite ω/ωci and also modified by finite
∣∣k‖/k⊥∣∣, so
it is worthwhile to highlight some of its properties. The FLR function J m` (ξ) is
non-negative for both modes when ω/ωci < 1. For CAEs, y0 ≥ 1 ≥ A−10 , F, F 2A−10
according to Eq. 2.1, so the square root arguments and leading factors are all positive.
In contrast, for GAEs, y0 ≤ A−10 , F, F 2A−10 , so the arguments of the square roots as
well as the leading factors are all negative, with signs canceling out.
As a useful example, consider the limit of ω/ωci  1. In that case, y0 = 1 +
ω¯2α2 + O (ω¯4) for CAEs and y0 = F 2 − ω¯2α2 + O (ω¯4) for GAEs. Then J m` (ξ)
simplifies substantially to
lim
ω¯→0
J C` (ξ) =
(
dJ`
dξ
)2
CAE (2.18a)
lim
ω¯→0
J G` (ξ) =
 (`J`/ξ)
2 ` 6= 0
(ω¯α2J1)
2
` = 0
GAE (2.18b)
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In another limit, where 0 < ω¯ < 1 and α 1, the dispersion from Eq. 2.1 reduces
to y0 = 1 + ω¯ for CAEs and y0 = 1− ω¯ for GAEs, simplifying the FLR function to
lim
α→∞
J m` (ξ) =
(1± ω¯)2
2± ω¯
(
dJ`
dξ
∓ `J`
ξ
)2
(2.19a)
lim
α→∞
J C` (ξ) =
(1 + ω¯)2
2 + ω¯
J2`+1 CAE (2.19b)
lim
α→∞
J G` (ξ) =
(1− ω¯)2
2− ω¯ J
2
`−1 GAE (2.19c)
In Eq. 2.19a, the top signs are for CAEs, and the bottom signs for GAEs. The
forms in Eq. 2.18 match those used in Ref. 90,92 in the same limit, and the limit of
α→ 0 of Eq. 2.15 reproduces the FLR function used in Ref. 20,146.
Since the distribution is written in terms of the variable x instead of v⊥, it is
useful to change variables after performing the trivial integration over v‖ in Eq. 2.13.
Using the definition x = v2⊥/v
2 with differential relation dx = 2v⊥(1−x)dv⊥/v2 gives
γ
ωci
=
pi
2
nb
ne
∑
`
∣∣∣∣∣v
3
‖,res,`
ω¯ − `
∣∣∣∣∣
∫
xJ m` (ξ)
(1− x)2
[(
`
ω¯
− x
)
∂f0
∂x
+
v
2
∂f0
∂v
]
dx (2.20)
Lastly, Eq. 2.20 can be applied to the anisotropic beam distribution in Eq. 2.4.
Defining η` = v
2
‖,res,`/v
2
0 yields
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γωci
= −nb
ne
piCfv
3
0
v3c
∑
`
η
3/2
`
|ω¯ − `|×
∫ 1−η`
0
xJ m` (ξ(x, ζ))
(1− x)2
e−(x−x0)
2/∆x2
1 +
v30
v3c
(
η`
1−x
)3/2
 1
∆x2
(
`
ω¯
− x
)
(x− x0) + 3/4
1 + v
3
c
v30
(
1−x
η`
)3/2
 dx
+
η−1` − 1
2
(
1 +
v30
v3c
)e−(1−η`−x0)2/∆x2J m` (ζ√η−1` − 1)
 (2.21)
The upper integration bound is a consequence of the finite injection energy since∣∣v‖,res∣∣ = v√1− x < v0√1− x → x < 1 − v2‖,res/v20. All quantitative calculations in
this chapter assume vc = v0/2 and nb/ne = 5.3%, based on the conditions in the
well-studied NSTX H-mode discharge #141398. The normalization constant is given
by
C−1f =
1
3
ln
(
1 +
v30
v3c
)∫ 1
0
e−(x−x0)
2/∆x2
√
1− x dx (2.22)
This approach required two large assumptions in order to make the problem
tractable. First, a local assumption was made in order to eliminate the spatial inte-
grals, which require knowledge or detailed assumptions about the equilibrium profiles
and mode structures, whereas we seek a simple criteria depending only on a few
parameters (v0/vA, λ0, ω/ωci,
∣∣k‖/k⊥∣∣ , `) for broad comparison with experimental or
simulation results. Hence, all equilibrium quantities in Eq. 2.21 are understood to
be taken at the peak of the mode structure, generally between the magnetic axis and
mid-radius on the low-field side, where CAEs are localized due to a magnetic well
and GAEs are localized due to a minimum in the Alfve´n continuum. As a conse-
quence, the accuracy of the drive/damping magnitude may be limited, however this
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approximation should not affect the sign of the expression, so it can still be used to
distinguish net fast ion drive vs damping, which is the primary goal of this chapter.
Second, the derivative with respect to pφ has been neglected in this derivation, which
would be important for modes at lower frequencies (e.g. for TAEs where it is the main
source of drive) or fast ion distributions with very sharp spatial gradients, which is
atypical for NBI.
2.3.2 Properties of Fast Ion Drive
The expression in Eq. 2.21 represents the local perturbative growth rate for
CAE/GAEs in application to an anisotropic beam-like distribution of fast ions,
keeping all terms from ω/ωci,
∣∣k‖/k⊥∣∣, and k⊥ρ⊥b. The derivation presented in this
section has some additional consequences worth highlighting. Observe that only the
term in square brackets can change sign since the coefficient in front of the integral
will always be negative, and the portions of the integrand not enclosed in square
brackets are strictly nonnegative. Hence regions of the integrand where the term
in brackets is negative are driving, and regions where these terms are positive are
damping.
Examining further, the second term in brackets and the term on the second line
are due to ∂f0/∂v, which is always damping for the slowing down function. Both
of these terms are negligible for ` 6= 0, ω/ωci < 1 and ∆λ < 1, which is the case
considered here. The first term in brackets is the fast ion drive/damping due to
anisotropy (∂f0/∂λ), which usually dominates the ∂f0/∂v terms except in a very
narrow region where λ ≈ λ0. Considering only fast ions with v‖,res > 0, modes driven
by the ` = −1 resonance are destabilized by resonant particles with ∂f0/∂λ < 0
(equivalent to λ > λ0 for our model distribution), whereas those interacting via the
` = 1 resonance are driven by ∂f0/∂λ > 0 (λ < λ0). This leads to a useful corollary
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to this expression without any further simplification: when 1 − v2‖,res/v20 ≤ λ0 〈ω¯ci〉,
the integrand does not change sign over the region of integration. Therefore,
1− v2‖,res/v20 ≤ λ0 〈ω¯ci〉 →
 γ < 0 ` = −1γ > 0 ` = 1 (2.23)
For the single beam distribution in Eq. 2.4, if 1− v2‖,res/v20 ≤ λ0 〈ω¯ci〉, then modes
driven by the ` = −1 resonance (co-propagating) will be strictly damped by fast ions,
while those driven by ` = 1 (cntr-propagating) will exclusively be driven by fast ions.
This represents a simple sufficient condition for net fast ion drive or damping when
this relation between the mode properties (
∣∣k‖/k⊥∣∣ and ω/ωci, which determine v‖,res
through the resonance condition) and fast ion distribution parameters (v0 and λ0) is
satisfied.
Moreover, this condition reveals an instability regime unique to slowing down
distributions generated by NBI with finite injection energy. This regime was not
addressed in the initial studies, which considered either mono-energetic137 or bi-
Maxwellian139 distributions for beam ions. Previous studies related to NBI-driven
CAEs/GAEs90,92 also overlooked this regime by implicitly assuming v‖,res  v0. Con-
sequently, their results were used to interpret experimental observations in NSTX(-
U)67,89,96 and DIII-D97 in cases where they may not have been valid. In contrast, this
new instability regime can more consistently explain the excitation and suppression
of cntr-GAEs observed in NSTX-U,89,134 and also suggests that the properties of high
frequency modes previously identified as CAEs in DIII-D97 would in fact be more
consistent with those of GAEs.
Lastly, it is clear from the derivation and discussion in this section that ` = ±1
instabilities can occur for any value of k⊥ρ⊥b, depending on the parameters of the
distribution (λ0, v0/vA) and the given mode properties (ω/ωci,
∣∣k‖/k⊥∣∣). In contrast,
in the previously studied regime where v‖,res  v0 and ∆λ  1, net fast ion drive
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only occurs for specific ranges of k⊥ρ⊥b (provided that the resonance condition is
satisfied).90 For further understanding of the relationships between the relevant pa-
rameters required for instability, analytic approximations or numerical methods must
be employed.
2.4 Approximate Stability Criteria
The expression derived in Eq. 2.21 can not be integrated analytically, and has com-
plicated parametric dependencies on properties of the specific mode of interest: GAE
vs CAE,
∣∣k‖/k⊥∣∣, ω/ωci, and the cyclotron coefficient ` as well as on properties of
the fast ion distribution: v0/vA, λ0, and ∆λ. For chosen values of these parameters,
the net fast ion drive can be rapidly calculated via numerical integration. Whenever
1− v2‖,res/v20 ≤ λ0 〈ω¯ci〉, Eq. 2.23 provides the sign of the drive/damping. When this
inequality is not satisfied, there are also regimes where approximations can be made
in order to gain insight into the stability properties analytically: one where the fast
ion distribution is very narrow (∆λ . 0.10) and one where it is moderately large
(∆λ & 0.20). The former allows comparison with previous calculations,90,92 while
the latter includes the experimental regime where the distribution width in NSTX
is typically ∆λ ≈ 0.30. In this section, marginal stability criteria will be derived in
these regimes.
2.4.1 Approximation of Very Narrow Beam
For the first regime, consider the approximation of a very narrow beam in velocity
space. The purpose of this section is to determine when such an approximation can
correctly capture the sign of the growth rate. For simplicity, also consider ω/ωci  1
so that the anisotropy term dominates and also `/ω¯  x. Then Eq. 2.21 can be
re-written as
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γωci
∝
∫ 1−η
0
h(x)(x− x0)e−(x−x0)2/∆x2dx (2.24)
where h(x) = − `Cf
∆x2
x
(1− x)2
J m` (ξ(x, ζ))
1 +
v30
v3c
(
η
1−x
)3/2 (2.25)
If ∆x is very small, then the integral is dominated by a contribution in a narrow
region x0− δ < x < x0 + δ where δ ≈ 2∆x. In this region, h(x) can be approximated
as a linear function, h(x) ≈ h(x0) + (x− x0)h′(x0) + O (∆x2). So long as 0 < x0 − δ
and x0 + δ < 1− η, this approximation can be applied:
γ
ωci
∝∼ h′(x0)
∫ x0+δ
x0−δ
(x− x0)2e−(x−x0)2/∆x2dx (2.26)
The integral is positive, so the sign of the growth rate is equal to the sign of
h′(x0). Note that this is the same instability regime as studied in previous papers
on sub-cyclotron mode stability.90,92 A comparison of the approximate narrow beam
stability criteria to the unapproximated expression for cntr-GAEs with η = 0.2 is
shown in Fig. 2.1. There, the dashed line shows the approximate analytic result Eq.
2.26 plotted as a function of x0 for ∆x = 0.04 and different values of ζ. Values of
x0 where h
′(x0) > 0 indicate regions where the fast ions are net driving according
to this assumption (shaded regions). For comparison, the full expression Eq. 2.24
is integrated numerically for each value of x0 for varying ∆x = 0.04, 0.08, 0.16, 0.32.
This figure demonstrates where the narrow beam approximation correctly determines
the sign of the fast ion drive, and how it depends on ζ. The curves for ∆x = 0.04 and
∆x = 0.08 have essentially the same roots as the analytic expression, whereas the
zeros of ∆x = 0.16 and ∆x = 0.32 begin to drift away from the approximation or miss
regions of instability entirely. The differences are most pronounced for larger values of
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ζ, since this causes the integrand to oscillate more rapidly. Hence, the approximate
criteria in Eq. 2.26 is only reliable for ∆x . 0.10, especially when ζ  1, which
is much more narrow than experimental fast ion distributions due to neutral beam
injection which have ∆x ≈ 0.30 in NSTX.
It is unsurprising that this type of approximation fails for realistically large values
of ∆x since the width of the Gaussian spans nearly the entire integration region.
Even for smaller ∆x, the conclusion from Eq. 2.26 is restricted to situations when
both 0 < x0 − δ and x0 + δ < 1 − η are satisfied. For instance, when η = 0.2 and
∆x = 0.1, this expression is only strictly valid for 0.2 < x0 < 0.6.
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(a) (b)
(c)
Figure 2.1: Comparison of numerically integrated growth rate to narrow beam approx-
imation for cntr-GAE with η = 0.2 as a function of the injection geometry x0 = v
2
⊥/v
2
of the beam distribution. Black dashed line shows the analytic approximation made
in Eq. 2.26 for ∆x = 0.04 and (a) ζ = 0.7, (b) ζ = 3.5, and (c) ζ = 7.0. Col-
ored curves show numerical integration of Eq. 2.24 for different values of ∆x: blue
∆x = 0.04, orange ∆x = 0.08, gold ∆x = 0.16, and purple ∆x = 0.32. Shaded
regions correspond to regions of drive according to the narrow beam approximation.
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2.4.2 Approximation of Realistically Wide Beam
When the beam distribution instead has a non-negligible width in the trapping pa-
rameter λ, a complementary approach can be taken. For ∆x sufficiently large, one
may approximate d exp(−(x− x0)2/∆x2)/dx ≈ −2(x− x0)/∆x2. This is reasonable
for x0−∆x/
√
2 < x < x0 + ∆x/
√
2 since this linear approximation is accurate up to
the local extrema in this function. When ∆x is large, this approximation region may
cover nearly the entire region of integration. Throughout this section, vc = v0/2 will
be taken as a representative figure, and the slowing down part of the distribution will
be approximated as constant since it makes a small quantitative difference. Then Eq.
2.21 may be well-approximated by
γ ∝∼ −
∫ 1−η
0
x
(1− x)2J
m
` (ξ)
(
`
ω¯
− x
)
(x− x0) dx (2.27)
This is still not possible to integrate directly because of the Bessel functions with
complicated arguments inJ m` (ξ) since ξ = ζ
√
x/(1− x). Substituting the values of
ω/ωci and
∣∣k‖/k⊥∣∣ from the most unstable modes in HYM simulations into Eq. 2.17
shows that the majority of these modes have ζ ≈ 0.5 to 1, with the largest values
being ζ ≈ 3. Since this parameter controls how rapidly J m` (ξ) oscillates, we are
motivated to consider two cases separately: the small (ζ  1) and large (ζ  1) FLR
regimes.
2.4.2.1 Small FLR Regime (ζ  1)
For small ζ, the argument of the Bessel function will be small for most of the domain.
For instance, x = 1/(1+ζ2/ξ2), so when ζ = 0.5, the small argument condition ξ  1
is true for x  0.8, which is the majority of the domain for η not too small. The
leading order approximation to J m` (ξ) for ` = ±1 and ξ  1 is c + O (ξ2) with
c constant. For demonstration purposes, it will also be assumed that ω¯  1. This
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small correction is addressed in Appendix 2.B. With this approximation, Eq. 2.27
can be simplified and then integrated exactly as
γ ∝∼ −`
∫ 1−η
0
x(x− x0)
(1− x)2 dx (2.28)
Solving for the marginal stability condition γ = 0 yields
x0 =
1− η2 + 2η log η
1− η + η log η ≈ 1− η
2/3 (2.29)
⇒ v0 = v‖,res
(1− x0)3/4
(2.30)
The serendipitous approximation is better than 1% accurate everywhere. It is
arrived at by noticing that Eq. 2.29 is a smooth, convex, monotonically decreasing
function on (0, 1) → (0, 1), which suggests an ansatz of the form f(x) = 1 − xp for
0 < p < 1. The choice of p = 2/3 is made in order to match the value of the derivative
at the x = 1 boundary, which coincidentally also matches the second derivative there.
At the the x = 0 boundary, the limit of the derivatives of both the function and
approximation is −∞ for odd derivatives and +∞ for even derivatives. The success of
this approximation technique for inverting the marginal stability condition motivates
its repeated use in other cases studied in this chapter.
This stability condition depends implicitly on the mode parameters ω¯ ≡ ω/ωci
and α ≡ ∣∣k‖/k⊥∣∣ through the dependence of v‖,res, as in Eq. 2.3. The cases of ` = ±1
have the same stability boundary, with an overall sign difference. Hence, when ζ  1,
the cntr-propagating ` = +1 CAEs/GAEs are destabilized by fast ion distributions
with v0 < v‖,res/(1−x0)3/4 and the co-propagating ` = −1 CAEs/GAEs have net fast
ion drive when v0 > v‖,res/(1− x0)3/4.
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Figure 2.2: Numerical integration of full growth rate expression Eq. 2.21 as a function
of fast ion distribution parameters v0/vA and λ0 with ∆x = 0.30 for a cntr-GAE with
properties inferred from HYM simulations: ω/ωci = 0.20 and
∣∣k‖/k⊥∣∣ = 1.50, implying
ζ = 0.47. Red indicates net fast ion drive, blue indicates net fast ion damping,
and gray indicates beam parameters with insufficient energy to satisfy the resonance
condition. Black curve shows approximate stability condition derived in Eq. 2.30.
It is prudent to compare this approximate analytic condition against the numerical
evaluation of Eq. 2.21 for a characteristic mode. This is done in Fig. 2.2, where
the full expression for fast ion drive of ` = +1 GAE is integrated numerically for
a beam distribution with ∆λ = 0.30 (estimated experimental value) and a range
of values of λ0 and v0/vA. A representative n = 8 cntr-GAE is chosen from HYM
simulations which had ω/ωci = 0.20 and
∣∣k‖/k⊥∣∣ = 1.50, implying a value of ζ = 0.47.
The color indicates the sign of the growth rate: red is positive (net fast ion drive),
blue is negative (net fast ion damping), while gray is used for beam parameters
with insufficient energy to satisfy the resonance condition. The analytic instability
condition derived in Eq. 2.30 is shown as the black curve, demonstrating a remarkably
good approximation to the full numerical calculation.
Similarly good agreement between the approximation and numerical calculation
shown in Fig. 2.2 holds even up to ζ . 2 since ξ = ζ
√
x/(1− x) . 1 is typically
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still obeyed for most of the integration region in that case, so long as η is not too
small. Since ζ = |ω¯ − `| /α (Eq. 2.17), typically values of α & 0.5 lead to validity of
this regime. When ζ becomes too large, the lowest order Bessel function expansion
of J m` (ξ) employed in this section is no longer valid over enough of the integration
domain for the result to be accurate. For values of ω¯ and α which lead to ζ  2,
the asymptotic form of the Bessel functions must be used instead to find different
stability boundaries, which are derived in Sec. 2.4.2.2. The “wide beam” approximate
stability conditions remain a good approximation to the numerical calculation for
about 0.20 < ∆x < 0.80. If ∆x is smaller than this minimum value, the wide
beam approximation begins to break down, while ∆x larger than the maximum value
is where the damping due to the neglected ∂f0/∂v term begins to become more
important and lead to a nontrivial correction.
2.4.2.2 Large FLR Regime (ζ  1)
Another limit can be explored, that is of the wide beam and rapidly oscillating in-
tegrand regime, namely ζ  1. This limit is applicable when very large FLR effects
dominate most of the region of integration. Based on the most unstable modes found
in the HYM simulations, this is not the most common regime for NSTX-like plas-
mas, but it can occur and is treated for completeness and comparison to the slowly
oscillating results.
This approximation allows the use of the asymptotic form of the Bessel functions:
Jn(ξ) ∼
√
2/piξ cos (ξ − (2n+ 1)pi/4) + O (ξ−3/2), which is very accurate for ξ >
2. Note also that ζ  1 implies α  1 since ζ = |`− ω¯| /α < 2/α for |`| ≤ 1.
Since α  1, the FLR functions for ` = ±1 are well-approximated by J G±1 ∼
J21 (ξ)/ξ
2 ∼ (1 − sin(2ξ))/ξ3 for GAEs and J C±1(ξ) ∼ J20 (ξ) ∼ (1 − sin(2ξ))/ξ for
CAEs. Considering first the case of the ` = ±1 GAEs, the relevant integral is
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γ ∝∼ −`
∫ 1−η
0
dx√
x(1− x)
[
1− sin
(
2ζ
√
x
1− x
)]
(x− x0) (2.31)
= −`
∫ 1−η
0
(x− x0)√
x(1− x)dx (2.32)
= −
√
η(1− η) + (1− 2x0) arccos√η (2.33)
The first line is Eq. 2.27 using the asymptotic expansion of the Bessel functions,
then the second line is obtained using the stationary phase approximation for rapidly
oscillating integrands.147 Specifically, the Riemann-Lebesgue lemma147 guarantees
that
∫ b
a
f(t)eixtdt → 0 for x → ∞ with integrable |f(t)|, which is clear with the
substitution of t = 2
√
x/(1− x) in Eq. 2.31. Then as before, the marginal stability
condition can be found and inverted after an approximation procedure:
x0 =
1
2
(
1−
√
η(1− η)
arccos
√
η
)
≈ 1
2
(
1− η2/3) (2.34)
⇒ v0 = v‖,res
(1− 2x0)3/4
(2.35)
The approximation above is found with the same procedure as described for Eq.
2.29, and has a maximum relative error of 3%. Interestingly, this condition is similar
to the one derived for ζ  1 except that (1 − x0) has been replaced by (1 − 2x0).
This condition describes the boundary for ` = ±1 GAEs, with v0 > v‖,res/(1−2x0)3/4
indicating net fast ion drive for ` = −1 co-GAEs and net fast ion damping for ` = +1
cntr-GAEs.
When compared to the exact numerical calculation in this regime, Eq. 2.35 cap-
tures the qualitative feature that the stability boundary occurs at much lower x0
than in the low ζ regime. However, the quantitative agreement is not as good unless
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Figure 2.3: Comparison of approximations for marginal fast ion drive for cntr-GAEs
with ζ  1 and ∆x . √2/3 vs ∆x & √2/3. Left is the former (with ∆x = 0.20) and
right is the latter (with ∆x = 0.80). Both use ω/ωci = 0.3 and
∣∣k‖/k⊥∣∣ = 0.07 so that
ζ = 8.6, and also 〈ω¯ci〉 = 0.9. Red indicates net fast ion drive, while blue indicates
net fast ion damping, and gray indicates beam parameters with insufficient energy to
satisfy the resonance condition. The vertical line is the approximate marginal stability
boundary of x0 = ∆x/
√
2, valid when ∆x .
√
2/3 for ζ  1. The dashed curve is
the approximate marginal stability boundary of v0/vA = v‖,res/(1−2λ0 〈ω¯ci〉)3/4, valid
when ∆x &
√
2/3 for ζ  1.
∆x ≈ 0.6. For smaller values of ∆x, the approximations become poor for large
x & x0 + ∆x
√
2 where the Gaussian decay would tend to dominate the diverg-
ing term 1/
√
1− x at x → 1. This can be seen in Fig. 2.3 where the marginal
stability boundary approaches a vertical asymptote. To capture this behavior, the
wide beam approximation can still be used, but with the integration running from
x = 0 to a = x0 + ∆x
√
2 instead of x = 0 to 1 − η to replicate the decay expected
beyond this region. Then, the fast ion drive is approximately
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γ ∝∼ `
∫ a
0
(x− x0)√
x(1− x)dx (2.36)
= −
√
a(1− a) + (1− 2x0) arcsin
√
a (2.37)
⇒ x0 = 1
2
[
1−
√
a(1− a)
arcsin
√
a
]
≈ 1
2
[
1− (1− x0 −∆x
√
2)2/3
]
(2.38)
The approximation in the last line has a maximum global error of 3%. If x0+∆x
√
2
is close to 1, then the term in round braces is small, and the limit of x0 → 1/2 is
recovered from Eq. 2.35. Hence, the other case of interest is when x0 +∆x
√
2 is small,
in which case a linear approximation admits a solution for Eq. 2.38 of x0 = ∆x/
√
2,
which gives much better agreement with the numerically calculated boundary shown
in Fig. 2.3. Hence, Eq. 2.35 is applicable for ∆x &
√
2/3, whereas x0 = ∆x/
√
2 gives
the limiting boundary for smaller ∆x.
A similar procedure can be used to approximate the marginal stability boundaries
for CAEs, however it is rare for CAEs to be excited with ζ  1 for the parameters
studied here. This is because the CAE dispersion combined with the resonance con-
dition yields ζ ≈ ω¯v‖,res/vA for ζ  1, which can not be very large for v0/vA < 6
considering v‖,res ∼ v0/2 is common, as is ω/ωci ∼ 1/2. The case is different for
GAEs since their dispersion yields a parallel resonant velocity that is independent of
α, such that ζ can be made arbitrarily large by choosing α sufficiently small without
constraining the size of v‖,res/vA. The case of ζ  1 for CAEs with ` = ±1 is treated
in Appendix 2.C.
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CAE fast ion drive conditions
` = +1 (cntr) ` = −1 (co)
ζ . 2 v0 <
v‖,res
(1− x0)3/4 v0 >
v‖,res
(1− x0)3/4
ζ  2 v0 < v‖,res
(1− x0)5/6 v0 >
v‖,res
(1− x0)5/6
GAE fast ion drive conditions
` = +1 (cntr) ` = −1 (co)
ζ . 2 v0 <
v‖,res
(1− x0)3/4 v0 >
v‖,res
(1− x0)3/4
ζ  2 ∆x .
√
2/3 x0 > ∆x/
√
2 x0 < ∆x/
√
2
∆x &
√
2/3 v0 <
v‖,res
(1− 2x0)3/4 v0 >
v‖,res
(1− 2x0)3/4
Table 2.1: Approximate net fast ion drive conditions for GAEs and CAEs driven by
` = ±1 resonances in the wide beam approximation, valid for 0.2 < ∆x < 0.8 where
∆x = ∆λ 〈ω¯ci〉 characterizes the velocity anisotropy of the beam. The quantity ζ =
k⊥v‖,res/ωci is the “modulation parameter” (see Eq. 2.17) and x0 = λ0 〈ω¯ci〉 = v2⊥,0/v20.
2.4.3 Summary of Necessary Conditions for Net Fast Ion
Drive
For clarity, it is worthwhile to summarize all of the conditions for net fast ion drive
derived in this section and remind the reader of their respective ranges of validity.
When 1 − v2‖,res/v20 ≤ λ0 〈ω¯ci〉 is satisfied, ` = −1 modes will be net damped by
fast ions, while those interacting via the ` = 1 resonance will be net driven. All
other results address the scenarios when this inequality is not satisfied, which is the
parameter regime considered by previous authors.90,92 When ∆λ is sufficiently small
(∆λ . 0.10), the narrow beam approximation can be made, which yields Eq. 2.26
and implies that net drive vs damping depends on the sign of h′(x0). When ∆λ is
sufficiently large (0.20 . ∆λ . 0.80), the wide beam approximation is justified. This
includes the nominal NSTX case of ∆λ ≈ 0.3. For most of the unstable modes in
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HYM simulations, ζ . 2 is also valid, which facilitates the results obtained in the case
of a wide beam with small FLR effects. The complementary limit of ζ  2 is also
tractable when the beam is sufficiently wide, though this is not the typical case in
NSTX conditions, except for some low n cntr-GAEs. All conditions for the cases
involving wide beams are organized in Table 2.1.
2.5 Preferential excitation as a function of mode
parameters
For fixed beam parameters, the theory can determine which parts of the spectrum
may be excited – complementary to the previous figures which addressed how the
excitation conditions depend on the two beam parameters for given mode properties.
Such an examination can also illustrate the importance of coupling between the com-
pressional and shear branches due to finite frequency effects on the most unstable
parts of the spectra. All fast ion distributions in this section will be assumed to have
∆λ = 0.3 and 〈ω¯ci〉 = 0.9 for the resonant ions.
2.5.1 GAE Stability
Consider first the GAEs. As a consequence of the approximate dispersion ω ≈ ∣∣k‖∣∣ vA,
the necessary condition v‖,res < v0 for resonant interaction, and the net fast ion drive
condition derived in Eq. 2.30, the region in (ω¯, α) space corresponding to net fast ion
drive in the typical case of ζ . 1 is nearly independent of α. For counter-propagating
modes with ` = 1,
〈ω¯ci〉
v0/vA + 1
<
(
ω
ωci
)GAE
`=1
<
〈ω¯ci〉
v0/vA (1− λ0 〈ω¯ci〉)3/4 + 1
(2.39)
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Hence, the theory predicts a relatively small band of unstable frequencies. Larger
v0/vA decreases both boundaries, leading to a range of unstable frequencies of about
(ωmax − ωmin)/ωci ≈ 10− 20%.
For co-propagating GAEs driven by ` = −1, there is instead a lower bound on the
unstable frequencies:
〈ω¯ci〉
v0/vA(1− λ0 〈ω¯ci〉)3/4 − 1 <
(
ω
ωci
)GAE
`=−1
< 1 (2.40)
These conditions can be compared against the net fast ion drive calculated from
Eq. 2.21 as a function of ω/ωci and
∣∣k‖/k⊥∣∣ for a distribution with v0/vA = 4.
Injection geometries λ0 = 0.7 (somewhat radial) and λ0 = 0.3 (somewhat tangential)
are used for cntr- and co-GAEs, respectively. The calculation is shown in Fig. 2.4.
The simple analytic conditions are reasonably close to the true marginal stability on
these figures. Further improved agreement could be achieved by substituting the full
coupled dispersions from Eq. 2.1 into the formula for v‖,res in Eq. 2.3, though the
resulting boundaries would be implicit. The deviation from the analytic line on the
figure at very low α is due to the inapplicability of the assumption ζ  1 which
was used to derive the approximate boundary, since very low α implies very large ζ
according to Eq. 2.17, which has a different instability condition, as discussed in Sec.
2.4.2.2.
The variation of the growth rate as a function of α is due to coupling between the
shear and compressional branches, as well as FLR effects, contained within Eq. 2.1
and Eq. 2.15. For large α  1, the FLR functions in Eq. 2.19c are valid, and as
discussed previously, α → ∞ is equivalent to ξ → 0. For the cntr-GAEs, J G1 ∝ J20 ,
which peaks at ξ = 0, thus explaining why the growth rate in Fig. 2.4a increases
monotonically with α for the cntr-GAE, and eventually saturating. In contrast, the
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(a) (b)
Figure 2.4: Numerically calculated fast ion drive/damping for GAEs as a function of
ω¯ = ω/ωci and α =
∣∣k‖/k⊥∣∣, when driven by a beam distribution with (a) λ0 = 0.7
for cntr-GAEs and (b) λ0 = 0.3 for co-GAEs. Also, v0/vA = 4.0, ∆λ = 0.3, and
assuming 〈ω¯ci〉 ≈ 0.9. Red corresponds to net fast ion drive, blue to damping, and
gray to regions excluded by the resonance condition. Black line is the marginal
frequency for fast ion drive predicted by the approximate analytic conditions in Eq.
2.39 and Eq. 2.40.
co-GAEs haveJ G−1 ∝ J22 in this limit, which vanishes for ξ → 0. When coupling with
the compressional branch is not taken into account, the co-GAE would also have its
growth rate strictly increasing with α since it would have the same FLR function as
the cntr-GAE.
Conversely, α → 0 implies ξ → ∞, where all Bessel functions of the first kind
J`(ξ) decay to zero, such that the net drive vanishes for small α. For the co-GAE, the
growth rate decreasing at both large and small α results in a local maximum in the
growth rate at α ∼ 1. When the coupling is neglected, the maximum co-GAE growth
rate is increased by a factor of 4 relative to when coupling is included (in addition to
being shifted from α ∼ 1 to α → ∞), whereas the cntr-GAE growth rate is hardly
affected.
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2.5.2 CAE Stability
The cntr-CAEs also have a band of unstable frequencies, though this band also de-
pends on α. The analogous inequalities using the approximate ω ≈ kvA are
〈ω¯ci〉
|k‖|v0
kvA
+ 1
<
(
ω
ωci
)CAE
`=1
<
〈ω¯ci〉
|k‖|v0
kvA
(1− λ0 〈ω¯ci〉)3/4 + 1
(2.41)
The comparison between the full numerical calculation of fast ion drive as a func-
tion of ω¯, α for cntr-CAEs against this approximate boundary is shown in Fig. 2.5,
both when coupling to the shear branch is (a) included and (b) neglected. The agree-
ment between the approximate condition and the numerical marginal stability is quite
reasonable in both cases. These two calculations are shown in order to highlight the
importance of including this coupling, which comes from finite ω/ωci and FLR effects.
Consider first the simpler case when no coupling is present. Then the growth rate
increases monotonically with α like it did for the cntr-GAE. The difference between
Eq. 2.41 for the cntr-CAEs and Eq. 2.39 for the cntr-GAEs is the additional factor
of
∣∣k‖∣∣ /k = α/√1 + α2 for the CAEs, which tends to one for large α, where Fig. 2.5b
and Fig. 2.4a agree with similar growth rates.
As was the case with the co-GAEs, the effect of coupling between the two branches
is also significant for the cntr-CAEs, and for similar reasons. When coupling is in-
cluded, Eq. 2.19b shows that when α  1 for cntr-CAEs, J C1 ∝ J22 , which goes
to zero for small ξ. In the approximation of no coupling, instead J C1 ∝ J20 , which
is maximized at ξ = 0, just as J G1 is, explaining the agreement between Fig. 2.5b
and Fig. 2.4a at large α. As with the GAEs, the CAE growth rates go to zero for
α→ 0 since this is the ξ →∞ limit of the Bessel functions, where they decay. Hence,
the cntr-CAE has a maximum in its growth rate near α ∼ 1 just as the co-GAE did
in Sec. 2.5.1. Likewise, the inclusion of coupling reduces the maximum cntr-CAE
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(a) (b)
Figure 2.5: Numerically calculated fast ion drive/damping for cntr-CAEs as a function
of ω¯ = ω/ωci and α =
∣∣k‖/k⊥∣∣ when coupling to the shear branch is (a) included and
(b) neglected. In both calculations, the modes are driven by a beam distribution
with λ0 = 0.7, v0/vA = 4.0, ∆λ = 0.3, and assuming 〈ω¯ci〉 ≈ 0.9. Red corresponds to
net fast ion drive, blue to damping, and gray to regions excluded by the resonance
condition. Black line is the marginal frequency for fast ion drive predicted by the
approximate analytic condition in Eq. 2.41.
growth rate by almost an order of magnitude for the beam parameters used in Fig.
2.5. It is worth pointing out that the cntr-GAE growth rates are larger than those for
the cntr-CAEs at nearly every set of mode and beam parameters, possibly explain-
ing why the GAEs were more frequently observed in NSTX experiments. This may
also explain why initial value simulations of NSTX with the HYM code finds unstable
cntr-GAEs but not cntr-CAEs.63
The analysis of this section shows that coupling between the two branches (due
to two-fluid effects in this model) is important in determining the growth rate of the
cntr-CAEs and co-GAEs via their influence on the FLR effects from the fast ions.
Hence, a two-fluid description of the thermal plasma (such as Hall-MHD) may be
important in order to accurately model cntr-CAEs and co-GAEs.
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2.6 Experimental Comparison
An experimental database of CAE and GAE activity in NSTX has previously been
compiled and analyzed.121 This database includes approximately 200 NSTX dis-
charges, separated into over 1000 individual 50 ms analysis windows. For each time
slice, fluctuation power-weighted averages of mode quantities were calculated. The
simplified instability conditions derived here relating the beam injection parameters
to the mode parameters depends only on λ0, v0/vA, ω¯ for GAEs, which are relatively
well-known and measured quantities. Hence, a comparison can be made between
the marginal fast ion drive conditions and the experimental observations, shown in
Fig. 2.6. This comparison assumes that the ζ . 1 regime (which described the most
unstable modes in HYM simulations) is valid for the experimental modes.
The blue circles are amplitude-weighted observations in discharges with Alfve´nic
activity determined to be predominantly GAE-like. Specifically, the selected time
slices satisfy −10 ≤ 〈n〉 ≤ −4, 〈f〉 > 200 kHz, Te > 500 eV, and Pb > 1 MW. These
properties were found to correlate with GAE-like modes dominating the spectrum
from inspection of the database.
The red triangles represent unstable cntr-GAEs from 3D hybrid MHD-kinetic
HYM simulations with λ0 = 0.5 − 0.9, covering the typical range for NSTX NBI
distributions. The theory developed in this chapter predicts net fast ion drive in the
shaded region between the two curves. Further analysis of the linear simulation results
shown on Fig. 2.6 is described in Chapter 4. The simulations used equilibrium profiles
from the well-studied H-mode discharge #141398,52,63,68,95 and fast ion distributions
with the same (λ, v) dependence studied in this chapter, and given in Eq. 2.4. The
peak fast ion density in all cases is nb/ne = 5.3%, matching its experimental value in
the model discharge.
The theoretically predicted unstable region according to Eq. 2.39 lies in the shaded
region between the two curves, which was calculated with 〈ω¯ci〉 = 0.9, motivated by
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Figure 2.6: Comparison between theory, simulations, and experiment. (a) Blue cir-
cles represent amplitude-weighted quantities from 50 ms time windows of NSTX dis-
charges identified as having mostly cntr-GAE activity. Red triangles show cntr-GAEs
excited in HYM simulations. Theory predicts net fast ion drive in the shaded region
between the two curves, as in Eq. 2.39.
the mean value of the resonant fast ions in HYM simulations across a wide range
of simulation parameters, and also λ0 ≈ 0.7 as a characteristic value of the NSTX
beam geometry. There is strong agreement, especially considering the variety of
assumptions required to derive the simplified stability boundaries. When evaluating
the instability bounds for the specific values of λ0, v0/vA, and ω/ωci for each data point
shown in the figure, 82% of the experimental points are calculated to be theoretically
unstable, and 94% of the simulation points.
An analogous comparison would be more difficult to perform for the other modes
discussed in this chapter. First, co-propagating GAEs have not yet been observed
in experiments since their excitation requires much smaller λ0 than was possible on
NSTX. If they are observed in future NSTX-U experiments, as they could be in low
field scenarios with the new, more tangential beam sources, a comparison could be
made. Moreover, there appear to be fewer discharges dominated by cntr-CAEs than
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cntr-GAEs, hence requiring time-intensive inspection of many discharges in order
to confidently identify cntr-CAE modes for comparison. The cntr-CAE instability
boundaries (given in Eq. 2.41) also depend on both ω/ωci and
∣∣k‖/k⊥∣∣, increasing the
parameter space of the comparison. Nonetheless, these would be interesting avenues
for further cross-validation.
2.7 Summary and Discussion
The fast ion drive/damping for compressional (CAE) and global (GAE) Alfve´n eigen-
modes has been investigated analytically for a model slowing down, beam-like fast
ion distribution in 2D velocity space, such as distributions generated by neutral beam
injection in NSTX. Growth rate expressions previously derived by Gorelenkov90 and
Kolesnichenko92 were generalized to retain all terms in ξ = k⊥ρ⊥b, α =
∣∣k‖/k⊥∣∣
and ω¯ = ω/ωci for sub-cyclotron modes in the local approximation driven by the
Doppler-shifted ordinary (` = 1) and anomalous (` = −1) cyclotron resonances. This
general expression for fast ion drive was evaluated numerically to determine the de-
pendence of the fast ion drive/damping on key distribution parameters (injection
velocity v0/vA and injection geometry λ0 = µB0/E) and mode parameters (normal-
ized frequency ω/ωci and direction of propagation
∣∣k‖/k⊥∣∣) for each mode type and
resonance. Retaining finite ω/ωci and
∣∣k‖/k⊥∣∣, a source of coupling between the shear
and compressional branches, was found to be responsible for significantly modifying
the cntr-CAE and co-GAE growth rate dependence on
∣∣k‖/k⊥∣∣.
The derived growth rate led to an immediate corollary: when 1 − v2‖,res/v20 ≤
λ0 〈ω¯ci〉, cntr-propagating modes are strictly driven by fast ions while co-propagating
modes are strictly damped. This condition occurs due to a finite beam injection
energy, and it uncovers a new instability regime that was not considered in previous
studies except recently in Ref. 134, which were valid only in the v‖,res  v0 limit.
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Recall that 〈ω¯ci〉 ≡ 〈ωci〉 /ωci0 is the orbit-averaged cyclotron frequency of the resonant
particles, normalized to the on-axis cyclotron frequency.
For cases where 1 − v2‖,res/v20 ≤ λ0 〈ω¯ci〉 is not satisfied, approximate methods
were employed to derive conditions necessary for net fast ion drive. Previous analytic
conditions were also limited to delta functions in λ, which are a poor approximation for
fast ions generated by NBI. In this chapter, broad parameter regimes were identified
which allow for tractable integration, leading to the first compact net fast ion drive
conditions as a function of fast ion and mode parameters which properly integrate
over the full beam-like distribution. For the narrow beam case discussed in Sec. 2.4.1,
the sign of the growth rate depends on a function of λ0 only, similar to the instability
regime studied previously.90,92 Numerical integration showed that this result was only
reliable for beams much more narrow (∆λ . 0.1) than those in experiments (∆λ ≈
0.3), underscoring the limitations of past results. In particular, those previous studies
identified k⊥ρ⊥b > 1 and k⊥ρ⊥b > 2 as the most unstable parameters for cntr-CAE
and cntr-GAE instabilities, respectively, whereas this work demonstrates that these
instabilities may be excited for any value of k⊥ρ⊥b, with k⊥ρ⊥b . 1 instabilities
perhaps more common for NSTX conditions.
The approximation of a sufficiently wide beam (∆λ & 0.2) in conjunction with
a small or large FLR assumption allowed the derivation of very simple conditions
for net fast ion drive, summarized in Table 2.1. These expressions depend on the
fast ion injection velocity v0/vA, injection geometry λ0, and mode properties ω/ωci,∣∣k‖/k⊥∣∣ which determine v‖,res along with the cyclotron resonance coefficient `. It
is found that the wide beam, small FLR assumption is valid over a wide enough
range of parameters (ζ = k⊥v‖,res/ωci . 2) that it encompasses the typical conditions
for NSTX fast ions and properties of the most unstable CAEs/GAEs inferred from
experiments and simulations.
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Comparison between full numerical evaluation of the exact analytic expres-
sion and the approximate stability boundaries demonstrate excellent agreement
within the ranges of applicability. These regimes include fast ion parameters moti-
vated by TRANSP/NUBEAM modeling of NSTX beam profiles, as well as properties
(ω/ωci,
∣∣k‖/k⊥∣∣) of the most unstable modes excited in hybrid simulations with the
HYM code. In addition to providing insight into an individual mode’s growth rate as a
function of fast ion parameters, the new instability conditions also yield information
about the properties of the unstable modes for a fixed beam distribution. Namely,
cntr-propagating GAEs are unstable for a specific range of frequencies (as a function
of beam parameters) nearly independent of
∣∣k‖/k⊥∣∣, whereas cntr-CAEs are more
sensitive to
∣∣k‖/k⊥∣∣. This condition for cntr-GAEs compares well against NSTX data
across many discharges, providing support for the theoretical underpinnings of the
growth rate calculation, as well as the series of mathematical approximations made
to arrive at these compact marginal stability conditions.
The approximate conditions for net fast ion drive were only made possible by a
series of simplifications, which should be kept in mind when applying these results.
Integration over space and pφ were neglected, restricting the analysis to 2D phase
space. Moreover, the derived stability boundaries do not include damping on the
background plasma, such that net fast ion drive as calculated in this chapter is a
necessary but not sufficient condition for overall instability. Including the electron
Landau damping rate and the continuum/radiative damping due to interaction with
the Alfve´n continuum is an area for future work.
The results derived here can be applied in the future to help interpret experimental
results and improve physics understanding of first principles simulations. Ideally,
they can be used to guide expectations about the spectrum of unstable modes that
will be generated by a specific neutral beam configuration. For instance, if a specific
mode is driven unstable by an initial beam distribution, these expressions show where
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additional neutral beam power may be added that would act to stabilize this mode, or
drive it further unstable, if desired. This enables systematic analysis and prediction
of scenarios like those of the cntr-GAE stabilization observed in NSTX-U.89,96,134
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Appendices
2.A Remarks on Serendipitous Approximations
In this appendix, I will share some additional remarks on the serendipitous mathe-
matical approximations that many of the key results of this chapter relied upon. The
canonical example is Eq. 2.29, reprinted below:
f(x) =
1− x2 + 2x log x
1− x+ x log x ≈ 1− x
2/3 (2.42)
(a) (b)
Figure 2.7: Comparison of approximation in Eq. 2.29 to the exact function (identical
to Eq. 2.42). Left: blue curve shows exact function, dashed orange curve shows
approximation. Right: relative error of the approximation.
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The relative error between the exact function and the approximate form is shown
in Fig. 2.7, with a maximum error of 1%. This approximation was sought so that the
expression could be inverted to find an expression for x in terms of f(x). Without
approximation, no such expression can be written in terms of elementary functions.
Since we are interested in the entire range 0 ≤ x ≤ 1, a small parameter expansion
assuming x  1 can not be used. Hence, a global approximation must be employed
in order to ensure accuracy everywhere, not just at one end point of this range. To
achieve this, we will choose a suitable functional form with qualitative properties
similar to the exact function and then enforce quantitative conditions by setting
values of free parameters.
Asserting a specific functional form may appear to introduce an artificial degree
of arbitrariness. However, this is really no different from how more familiar approxi-
mations are made in general. Consider a local series expansion. When expanding to
nth order, a functional form of a0 +a1(x−xa)+ · · ·+an(x−xa)n is assumed, and then
the {ai} are chosen to match the value of the function and the first n− 1 derivative
values at the location x = xa. This type of approximation is excellent near x = xa
but poor far from it.
Consider also a Pade´ approximation, where a function is approximated by a ra-
tional function P (x)/Q(x) where both P (x) and Q(x) are series truncated after the
desired number of terms. This type of approximation can achieve global accuracy
since constraints can be imposed to match the original function behavior at multi-
ple locations. For instance, a Pade´ approximation often used in plasma physics148
is f(x) = 1 − e−xI0(x) ≈ x/(1 + x), where I0(x) is the zero-order modified Bessel
function of the first kind. This has the correct behavior for x  1 of f(x) ≈ x
and also the correct asymptotic behavior when x  1 of f(x) ∼ 1. At intermediate
values of x, the approximation is correct to within 10%, making this a valid global
approximation.
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While our problem will use neither a local series expansion nor a global Pade´
approximation, our approach will be fundamentally the same. We will assume a
certain functional form and then choose conditions to ensure that certain important
properties of the original function are preserved by the approximation. Namely, we
will mostly use the following general functional form (and modest variations)
f(x) = (1− xp)q (2.43)
This form is motivated by noticing that the unapproximated function in Eq. 2.42
is smooth, convex, and monotonically decreasing on (0, 1)→ (0, 1). Both the original
function and the approximate form have f(0) = 1, f(1) = 0, and f (n)(x)→ (−1)n∞
as x → 0 for 0 < p < 1 and q > 0. For positive integer q, the first q − 1 derivatives
vanish at x = 1. Then, the value of p is chosen so that the approximation matches
the value of the first non-vanishing derivative at the endpoint x = 1. In this way,
the behavior of the function at both end points is matched, which is why the error
converges to zero at those points in Fig. 2.7b. Many other functions encountered in
this work that we seek to approximate share these features.
So it is very clear why the approximation is successful near both endpoints. What
is less clear is why it is still good far away from either one – at x = 0.5, for instance.
Although not proven, this is likely a consequence of the smoothness and monotonicity
of the function. Intuitively it makes sense that if a well-behaved function is approx-
imated in a way that captures its value and derivatives at two distant points, then
it will probably be fairly accurate between those points as well. This feature is what
makes the approximations “serendipitous.” This approximation procedure consis-
tently worked well for many different types of functions. Hence, it is unclear which
specific properties of those functions are essential to its efficacy. The approximations
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used in this chapter will be catalogued in this appendix, with accompanying figures
to demonstrate their accuracy.
The approximation in Eq. 2.34:
f(x) =
1
2
(
1−
√
x(1− x)
arccos
√
x
)
≈ 1
2
(
1− x2/3) (2.44)
(a) (b)
Figure 2.8: Comparison of approximation in Eq. 2.34 to the exact function (identical
to Eq. 2.44). Left: blue curve shows exact function, dashed orange curve shows
approximation. Right: relative error of the approximation.
The approximation in Eq. 2.38:
f(x) =
1
2
[
1−
√
x(1− x)
arcsin
√
x
]
≈ 1
2
[
1− (1− x)2/3] (2.45)
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(a) (b)
Figure 2.9: Comparison of approximation in Eq. 2.38 to the exact function (identical
to Eq. 2.45). Left: blue curve shows exact function, dashed orange curve shows
approximation. Right: relative error of the approximation.
There are also two related approximations which were found during the course of
this work, but were not applied in this thesis. They are documented here for com-
pleteness. Curiously, there does not appear to be a generalization of these formulas.
Consider
f(x) = 1− x+ x log x ≈
(
1− x1/21/2
)2
(2.46)
f(x) = 1− x2 + 2x log x ≈
(
1− x1/31/3
)3
(2.47)
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(a) (b)
Figure 2.10: Comparison of approximation in Eq. 2.46 to the exact function). Left:
blue curve shows exact function, dashed orange curve shows approximation. Right:
relative error of the approximation.
(a) (b)
Figure 2.11: Comparison of approximation in Eq. 2.47 to the exact function. Left:
blue curve shows exact function, dashed orange curve shows approximation. Right:
relative error of the approximation.
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2.B Correction for Finite Frequency in Small FLR
Regime (ζ  1)
Here, the correction due to finite ω¯ for the wide beam, low ζ approximation is ad-
dressed. This term was neglected in Sec. 2.4.2. Including this term, the integral of
interest is
γ ∝∼ −
∫ 1−η
0
x(x− x0)
(1− x)2
(
`
ω¯
− x
)
dx = 0 (2.48)
⇒ x0 = `f(η) + ω¯g(η)/2
`h(η)− ω¯f(η) (2.49)
f(η) = 1− η2 + 2η log η (2.50)
g(η) = −2− 3η + 6η2 − η3 − 6η log η (2.51)
h(η) = 1− η + η log η (2.52)
This function can be approximated to leading order in ω¯ < 1, and will take
advantage of the known approximation from earlier f(η)/h(η) ≈ 1− η2/3.
x0 =
f(η)
h(η)
+
ω¯
`
[(
f(η)
h(η)
)2
+
g(η)
2h(η)
]
(2.53)
≈ 1− η2/3 − ω¯
8`
η2/3
(
1− η2/3)2 (2.54)
The second term in the second line is the approximation to the function in brack-
ets. Again using ω¯ as a small parameter, assume a solution of the form η = η0 + ω¯η1
where η0 = (1− x0)3/2. Then the leading order correction in ω¯ to the ω¯ → 0 solution
found in Sec. 2.4.2 is
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v0 =
v‖,res
(1− x0)3/4
(
1 +
3ω¯x20
32`
)
(2.55)
The accuracy of the approximation of the term in square brackets in Eq. 2.53 is
shown in Fig. 2.12. The relative error is large for x → 0, but this is tolerable since
the term in brackets is a correction to the leading order term, and this is where the
correction vanishes as well. For 0.06 < x < 1, the relative error is less than 5%.
(a) (b)
Figure 2.12: Comparison of approximation in Eq. 2.53 to the exact function. Left:
blue curve shows exact function, dashed orange curve shows approximation. Right:
relative error of the approximation.
2.C Large FLR Regime for CAEs (ζ  1)
Using the large ζ  1 (equivalently small α  1) expansion for CAEs with ` = ±1
gives J C±1(ξ) ∼ J20 (ξ) ∼ (1 − sin(2ξ))/ξ. As in Sec. 2.4.2.2, the rapidly varying
sin(2ξ) will average to zero in the integral, leaving
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γ ∝∼ −`
∫ 1−η
0
√
x(x− x0)
(1− x)3/2 dx (2.56)
Integrating and finding the marginal stability condition γ = 0 results in
x0 =
8
√
η−1 − 1 + 4√η(1− η)− 3pi − 6 arctan( 1−2η
2
√
η(1−η)
)
8
(√
η−1 − 1− arccos√η
) ≈ 1− η3/5 (2.57)
⇒ v0 = v‖,res
(1− x0)5/6 (2.58)
The approximation in Eq. 2.57 has a maximum global error of 3%, as shown in Fig.
2.13. The instability condition for cntr-propagating modes (` = 1) is v0 < v‖,res/(1−
x0)
5/6, while the co-propagating modes (` = −1) are driven for v0 > v‖,res/(1−x0)5/6.
(a) (b)
Figure 2.13: Comparison of approximation in Eq. 2.57 to the exact function. Left:
blue curve shows exact function, dashed orange curve shows approximation. Right:
relative error of the approximation.
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Chapter 3
Analytic Stability Boundaries for
Interaction via Landau Resonance
3.1 Introduction
The analysis of this chapter focuses on fast ions interacting with CAEs/GAEs through
the Landau (i.e. non-cyclotron) resonance. Drive/damping due to the ordinary and
anomalous cyclotron resonances is treated in Chapter 2. The stability of CAEs driven
by neutral beam injection (NBI) due to the Landau resonance has previously been
studied by Belikov20,146 in application to NSTX. In those works, a delta function
distribution in pitch was assumed for the fast ions, which is an unrealistic model
for the typically broad distributions inferred from experimental modeling. Previous
works also assumed k‖  k⊥ and ω  ωci, whereas experimental observations and
simulations demonstrate that k‖ ∼ k⊥ and ω ∼ ωci/2 are common. Here, prior work
is extended to provide a local expression for the fast ion drive due to an anisotropic
beam-like distribution through the Landau resonance. Terms to all order in ω/ωci
and
∣∣k‖/k⊥∣∣ are kept for applicability to the entire possible spectrum of modes. In
particular, finite ω/ωci and
∣∣k‖/k⊥∣∣ introduces coupling between the compressional
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and shear branches of the dispersion which enables the GAE to be excited through this
resonance. Full finite Larmor radius (FLR) terms are also retained, similar to prior
studies. As in Chapter 2 for the cyclotron resonances, experimentally relevant regimes
have been identified where approximate stability boundaries can be derived. Since
other damping sources have not been included in this chapter, the derived conditions
for net fast ion should be treated as necessary but insufficient conditions for instability.
The choice of specific parameter regimes has been aided by initial value simulations
of CAEs with the 3D hybrid MHD-kinetic code HYM.63 The simulation model couples
a single fluid thermal plasma to a minority species of full orbit kinetic beam ions
and also includes the contributions of the large beam current to the equilibrium self-
consistently.143
The chapter is structured as follows. The fast ion drive for CAEs/GAEs from the
Landau resonance is derived analytically in the local approximation in Sec. 3.2, based
on the framework in Ref. 7 and applied to a parametrized neutral beam distribution.
Approximations are made to this expression in Sec. 3.3 in order to derive marginal
stability conditions in the limits of very narrow (Sec. 3.3.1) and realistically broad
(Sec. 3.3.2) fast ion distributions. Within Sec. 3.3.2, the limits of small and large
FLR effects are treated separately in Sec. 3.3.2.1 and Sec. 3.3.2.2, respectively, and
the dependence of the drive/damping on fast ion parameters for fixed mode properties
is discussed and compared to the approximate analytic conditions. A complementary
discussion of the fast ion drive/damping as a function of the mode properties for fixed
fast ion parameters is presented in Sec. 3.4, including the role of compressional-shear
mode coupling in setting the stability boundaries. A comparison of the approximate
stability conditions against a database of co-CAE activity in NSTX and simulations
results is shown in Sec. 3.5. Lastly, a summary of the main results and discussion of
their significance is given in Sec. 3.6. The majority of the content of this chapter has
been peer-reviewed and published in Ref. 149.
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3.2 Fast Ion Drive for Anisotropic Beam Distribu-
tion in the Local Approximation for the Lan-
dau Resonance
As in Chapter 2, we note that due to the large frequencies of these modes in experi-
ments: ω/ωci = 0.3 to 1 and
∣∣k‖/k⊥∣∣ often order unity in simulations, it is worthwhile
to consider the dispersion relation for the shear and compressional branches including
coupling due to thermal plasma two-fluid effects. Additional coupling can be induced
by spatial gradients present in realistic experimental profiles, which is not included
in our analysis.
3.2.1 Starting Equations
Define ω¯ = ω/ωci0, N = kvA/ω, A = (1 − ω¯2)−1, and also F 2 = k2‖/k2, G = 1 + F 2.
Here, ωci0 is the on-axis ion cyclotron frequency. Then in uniform geometry, the local
dispersion in the MHD limits of E‖  E⊥ and ω  |ωce| , ωpe is145
N2 =
AG
2F 2
[
1±
√
1− 4F
2
AG2
]
(3.1)
The “−” solution corresponds to the compressional Alfve´n wave (CAW), while the
“+” solution corresponds to the shear Alfve´n wave (SAW). The coupled dispersion can
modify the polarization of the two modes relative to the uncoupled approximation.
In Sec. 2.5, it was shown that the growth rates for the cyclotron resonance-driven
cntr-CAEs and co-GAEs have local maxima with respect to
∣∣k‖/k⊥∣∣, whereas they
increase monotonically when this coupling is neglected. The low frequency approx-
imation of Eq. 3.1 is ω ≈ kvA for CAEs and ω ≈
∣∣k‖∣∣ vA for GAEs, which can
simplify analytic results when valid. The Landau resonance describes a wave-particle
interaction satisfying the following relation
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ω − 〈k‖v‖〉− 〈k⊥vDr〉 = 0 (3.2)
Above, 〈. . .〉 denotes poloidal orbit averaging appropriate for the “global” res-
onance (see further discussion in Sec. 2.2 and also Ref. 20). An equivalent way
of writing this resonance condition is ω − nωφ − pωθ = 0 for integers n, p where
ωφ and ωθ are the orbit-averaged toroidal and poloidal particle frequencies, respec-
tively. Satisfaction of the global resonance condition in this form has previously been
demonstrated in HYM simulations.63 As in Sec. 2.2, we consider the approximation
of |k⊥vDr| 
∣∣k‖v‖∣∣, focusing on the primary resonance and neglecting sidebands.
Hence, all modes satisfying this resonance with particles with v‖,res ≡
〈
v‖
〉
> 0 must
be co-propagating with k‖ > 0. For the local calculations in this section, we will
approximate Eq. 3.2 as ω − k‖v‖,res = 0.
The stability calculation will be applied to the same model fast ion distribution
as in Sec. 2.2, motivated by theory and NUBEAM modeling of NSTX discharges,63
written as a function of v =
√
2E/mi and λ = µB0/E in separable form: f0(v, λ) =
Cfnbf1(v)f2(λ), defined below
f1(v) =
ftail(v; v0)
v3 + v3c
(3.3a)
f2(λ) = exp
(− (λ− λ0)2 /∆λ2) (3.3b)
The constant Cf is for normalization. The first component f1(v) is a slowing down
function in energy with a cutoff at the injection energy v0 and a critical velocity vc,
with ftail(v; v0) a step function. The second component f2(λ) is a Gaussian distribu-
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tion in λ. To lowest order in µ ≈ µ0, it can be re-written as λ = (v2⊥/v2)(ωci0/ωci).
The distribution in the final velocity component, pφ, is neglected in this study for
simplicity, as it is expected to be less relevant for the high frequencies of interest
for these modes. NSTX typically operated with v0/vA = 2 − 6 and λ0 = 0.5 − 0.7
with ∆λ = 0.3. Early operations of NSTX-U had v0/vA < 3, featuring an additional
beam line with λ0 ≈ 0. For this study, vc = v0/2 is used as a characteristic value.
Comparison between the model distribution used in this study and those calculated
with the Monte Carlo code NUBEAM for NSTX and NSTX-U can be found in Fig. 5
of Ref. 143 and Fig. 4 of Ref. 134, respectively.
In Sec. 2.3, the fast ion drive/damping was derived perturbatively in the local
approximation for a two component plasma comprised of a cold bulk plasma and a
minority hot ion population. Restricting Eq. 2.20 to the ` = 0 Landau resonance and
applying to the model distribution gives
γ
ωci
= −nb
ne
piCfv
3
0η
3/2
v3c ω¯
×
∫ 1−η
0
xJ m0 (ξ(x, ζ))
(1− x)2
e−(x−x0)
2/∆x2
1 +
v30
v3c
(
η
1−x
)3/2
−x(x− x0)
∆x2
+
3/4
1 + v
3
c
v30
(
1−x
η
)3/2
 dx
+
η−1 − 1
2
(
1 +
v30
v3c
)e−(1−η−x0)2/∆x2J m0 (ζ√η−1 − 1)
 (3.4)
All notation is the same as defined in Sec. 2.3. Briefly, the integration variable
is x = v2⊥/v
2 = λ 〈ω¯ci〉 where 〈ω¯ci〉 ≡ 〈ωci〉 /ωci0 is the orbit-averaged cyclotron
frequency of the resonant particles, normalized to the on-axis cyclotron frequency.
Similarly, x0 = λ0 〈ω¯ci〉 and ∆x = ∆λ 〈ω¯ci〉. The resonant parallel energy fraction is
η = v2‖,res/v
2
0. The beam ion density is given as nb, with the electron density as ne.
The first term in square brackets is the contribution from ∂f0/∂λ (anisotropy) while
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the second term in brackets and also the term outside the integral come from ∂f0/∂v
(slowing down). Eq. 3.4 is valid for arbitrary ω/ωci and
∣∣k‖/k⊥∣∣, generalizing results
published in Ref. 20,146 for the co-CAE driven by the Landau resonance, which were
restricted to ω  ωci and k‖  k⊥. This generalization is contained mostly in the
FLR effects, within the function J m` (ξ), defined for arbitrary ` in Eq. 2.15, which
simplifies for ` = 0 to
J m0 (ξ) =
N−2 (N−2 − F 2(1− ω¯2))
N−4 − F 2 J
2
1 (ξ) (3.5)
where ξ = k⊥ρ⊥b ≡ ζ
√
x
1− x (3.6)
and ζ =
k⊥v‖,res
ωci
=
ω¯
α
(3.7)
Above, ρ⊥b = v⊥/ωci is the Larmor radius of the fast ions, ξ is the FLR parameter,
and ζ is the modulation parameter describing how rapidly the integrand of Eq. 3.4
oscillates, which depends on the mode parameters ω¯ = ω/ωci and α ≡
∣∣k‖/k⊥∣∣. The
m in J m0 (ξ) denotes the mode dispersion (= ‘C’ for CAE and ‘G’ for GAE), as
contained within N (given in Eq. 3.1 for CAEs using the “−” solution and GAEs
using the “+” solution). As argued in Sec. 2.3 J m0 (ξ) ≥ 0 for both modes. In the
limit of ω/ωci  1,
lim
ω¯→0
J C0 (ξ) = J
2
1 (ξ) CAE (3.8a)
lim
ω¯→0
J G0 (ξ) = ω¯
2α4J21 (ξ) GAE (3.8b)
Hence, GAEs may only interact with fast ions via the Landau resonance when
finite ω/ωci and
∣∣k‖/k⊥∣∣ are considered. In another limit, where 0 < ω¯ < 1 and
α 1, FLR function reduces to
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lim
α→∞
J m0 (ξ) =
(1± ω¯)2
2± ω¯ J
2
1 (ξ) (3.9)
In Eq. 3.9, the top signs are for CAEs, and the bottom signs for GAEs. The
expression in Eq. 3.4 represents the local perturbative growth rate for CAE/GAEs
in application to an anisotropic beam-like distribution of fast ions, keeping all terms
from ω/ωci,
∣∣k‖/k⊥∣∣, and k⊥ρ⊥b. The derivative with respect to pφ has been omitted,
as it is expected to less relevant for the high frequency modes studied here. Moreover,
the local approximation ignores spatial profile dependencies, sacrificing accuracy in
the magnitude of the growth/damping rate in favor of deriving more transparent
instability conditions.
3.2.2 Properties of Fast Ion Drive
Notice that only regions of the integrand where the term in brackets is negative are
driving. For modes interacting via the Landau resonance, this requires ∂f0/∂λ < 0,
equivalent to λ > λ0 for a distribution peaked at λ0. Unlike the cyclotron resonance-
driven modes analyzed in Chapter 2, the damping from ∂f0/∂v (second term in square
brackets) can be comparable to the drive/damping from velocity space anisotropy over
a nontrivial fraction of the integration region. Consequently, an immediate stability
condition can be extracted.
When 1 − v2‖,res/v20 ≤ λ0 〈ω¯ci〉, the integrand is non-negative over the region of
integration, such that γ < 0. As a corollary, when 1 − v2‖,res/v20 ≤ λ0 〈ω¯ci〉, modes
interacting through the Landau resonance are strictly stable. For CAEs, v‖,res depends
on
∣∣k‖/k⊥∣∣, and hence this relation provides information about the allowed mode
properties driven by a given distribution of fast ions.
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As mentioned above, the co-GAE instability due to the Landau resonance is pos-
sible only when coupling to the compressional branch is considered. Neglecting cou-
pling, its FLR function J G0 would be identically zero according to Eq. 3.5 in the
limit of N−2 = F 2(1 − ω¯2) exactly. However, even when considering the coupling,
its growth rate is much smaller compared to the co-CAE due to the additional factor
of ω¯2α4 in Eq. 3.8b, which is typically small for ω¯ < 1 and α ∼ 1. Consequently,
the co-GAE will be at most weakly unstable due to this resonance, and perhaps sta-
bilized entirely by electron Landau or continuum damping.85 In contrast, co-CAEs
have less barriers to excitation, consistent with their measurement in NSTX52,66 and
MAST,70,71 and also their appearance in HYM modeling of NSTX.63 Both instabilities
require finite k⊥ρ⊥b for excitation, since their FLR functions are J m0 ∝ J21 (ξ) → 0
for ξ → 0.
The expression for growth rate in Eq. 3.4 also demonstrates that instability can
occur for any value of k⊥ρ⊥b > 0, depending on the parameters of the fast ion distri-
bution. This extends the region of instability found for co-CAEs driven by passing
particles in Ref. 20, which asserted that
√
λ0(ω/ωci)(v0/vA) < 2 was necessary for
instability, due to the additional assumption of a delta function distribution in λ.
Similarly, the conclusions from the same authors in Ref. 146 regarding co-CAE sta-
bilization by trapped particles, while qualitatively consistent with the findings here,
are likewise limited to the case of a vanishingly narrow distribution in λ. For fur-
ther understanding of the relationships between the relevant parameters required for
instability, analytic approximations or numerical methods must be employed.
3.3 Approximate Stability Criteria
The expression in Eq. 3.4 can not be integrated analytically, and has complicated
parametric dependencies on properties of the specific mode of interest: GAE vs CAE,
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(a) (b)
(c)
Figure 3.1: Comparison of numerically integrated growth rate to narrow beam ap-
proximation for co-CAEs/GAEs with η = 0.2 as a function of the injection geometry
x0 = v
2
⊥/v
2 of the beam distribution. Black dashed line shows the analytic approxi-
mation made in Eq. 3.10 for ∆x = 0.04 and (a) ζ = 0.7, (b) ζ = 3.5, and (c) ζ = 7.0.
Colored curves show numerical integration of Eq. 3.4 for different values of ∆x: blue
∆x = 0.04, orange ∆x = 0.08, gold ∆x = 0.16, and purple ∆x = 0.32. Shaded
regions correspond to regions of drive according to the narrow beam approximation.
∣∣k‖/k⊥∣∣, ω/ωci, as well as on properties of the fast ion distribution: v0/vA, λ0, and ∆λ.
For chosen values of these parameters, the net fast ion drive can be rapidly calculated
via numerical integration. Whenever 1− v2‖,res/v20 ≤ λ0 〈ω¯ci〉, both modes are damped
via the Landau resonance provided that the fast ion distribution is monotonically
decreasing in energy (e.g. slowing down) and has a single peak in λ at λ = λ0, such
as the beam distribution given in Eq. 3.3. There are also regimes where approxima-
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tions can be made in order to gain insight into the stability properties analytically:
one where the fast ion distribution is very narrow (∆λ . 0.10) and one where it is
moderately large (∆λ & 0.20). The former allows comparison with previous calcula-
tions,20,146 while the latter includes the experimental regime where the distribution
width in NSTX is typically ∆λ ≈ 0.30. In this section, marginal stability criteria will
be derived in these regimes and compared to the numerical evaluation of Eq. 3.4,
using vc = v0/2 and nb/ne = 5.3%, based on the conditions in the well-studied NSTX
H-mode discharge #141398.
3.3.1 Approximation of Very Narrow Beam
For the first regime, consider the approximation of a very narrow beam in velocity
space. The purpose of this section is to determine when such an approximation can
correctly capture the sign of the growth rate. Hence, consider ∆x 1 such that only
a small region x0 − δ < x < x0 + δ contributes to the integral, where δ ≈ 2∆x. So
long as 0 < x0 − δ and x0 + δ < 1− η, two linear approximations can be made such
that to leading order in ∆x, Eq. 3.4 is approximately
γ
ωci
∝ Cf∆x
√
pi [2h′1(x0)− 3h2(x0)] (3.10)
where h1(x) =
x2
(1− x)2
J m0 (ξ(x, ζ))
1 +
v30
v3c
(
η
1−x
)3/2 (3.11)
and h2(x) =
h1(x)
x
1
1 + v
3
c
v30
(
1−x
η
)3/2 (3.12)
The above expressions apply equally to CAEs and GAEs. Whereas for the cy-
clotron resonances discussed in Sec. 2.4.1, the narrow beam approximation yielded a
growth rate with sign depending only on the sign of a single function, for the Landau
resonance, a second function must be kept to include the non-negligible contribution
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from ∂f0/∂v. A comparison of the approximate narrow beam stability criteria to the
exact expression with η = 0.2 is shown in Fig. 3.1. There, the dashed line shows the
approximate analytic result Eq. 3.10 plotted as a function of x0 for ∆x = 0.04 and
different values of ζ. Values of x0 where γ > 0 according to Eq. 3.10 indicate regions
where the fast ions are net driving according to this assumption (shaded regions).
For comparison, the full expression Eq. 3.4 is integrated numerically for each value
of x0 for varying ∆x = 0.04, 0.08, 0.16, 0.32. This figure demonstrates where the nar-
row beam approximation correctly determines the sign of the fast ion drive, and how
it depends on ζ. As in Sec. 2.4.1 for cntr-GAEs driven by the ordinary cyclotron
resonance, it is demonstrated that ∆x ≈ 0.1 gives an acceptable (albeit strained)
agreement between the approximation and numerically integrated expression. For
any larger values (such as ∆x = 0.16 and ∆x = 0.32 shown), the approximation no
longer captures the correct sign of the growth rate as a function of x0, with more
pronounced disagreement occurring at larger values of x0. Moreover, it is clear that
larger ζ leads to more distinct regions of net drive and damping, leading to more
areas where the approximate formula may incorrectly predict stability or instability.
3.3.2 Approximation of Realistically Wide Beam
For sufficiently wide beam distributions (such as those generated with NBI in NSTX
with ∆x ≈ 0.3), one may approximate d exp(−(x−x0)2/∆x2)/dx ≈ −2(x−x0)/∆x2.
This linear approximation is appropriate for x0−∆x/
√
2 < x < x0 + ∆x/
√
2. When
this range extends over a large fraction of the integration region, it can be used to pro-
vide very accurate marginal stability conditions. Throughout this section, vc = v0/2
will be taken as a representative figure, and the slowing down part of the distribu-
tion will be approximated as constant since it makes a small quantitative difference.
However, this approximation alone is insufficient to evaluate Eq. 3.4 in terms of
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elementary functions, as the Bessel functions with complicated arguments remain
intractable.
For the cyclotron resonances analyzed in Sec. 2.4.2, the fast ion damping due to
∂f0/∂v could be neglected since it was smaller than the drive/damping due to ∂f0/∂λ
in that case by a factor of ω¯∆x2  1 except in a very small region near x = x0. For
modes driven by the Landau resonance, it can compete with the drive/damping from
anisotropy over a wider range of the integration region. Hence, the contributions
from ∂f0/∂v must be kept in this section, leading to somewhat more complicated
instability boundaries than those derived in Sec. 2.4.2.
Substituting the values of ω/ωci and
∣∣k‖/k⊥∣∣ from the most unstable modes in
HYM simulations into Eq. 3.7 shows that the majority of these modes have ζ ∼ O (1).
Since this parameter controls how rapidly J m` (ξ) oscillates, we are motivated to
consider two cases separately: ζ  1 (small FLR, more common) and ζ  1 (large
FLR, uncommon for ω < ωci).
3.3.2.1 Small FLR Regime (ζ  1)
Consider first the case of small FLR effects. For small argument, J m` (ξ) ∝ J21 (ξ) ≈
ξ2/4 + O (ξ4). Then the simplified integral to consider is
γ ∝∼
∫ 1−η
0
x3(x− x0)
(1− x)3 dx−
3∆x2
4
∫ 1−η
0
x2
(1− x)3
dx
1 +
(
1−x
4η
)3/2
− ∆x
2
2
(
η−1 − 1)2 e−(1−η−x0)2/∆x2 (3.13)
As a reminder, η = v2‖,res/v
2
0 such that the upper bound of the integration describes
a cutoff in the distribution function at the finite injection velocity v0. The integrals
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can be evaluated exactly and well-approximated. Solving for the marginal stability
condition γ = 0, neglecting the third term for now, yields
x0 =
g0(η)−∆x2g1(η)
g2(η)
(3.14)
≈ 1− η4/5 − 2∆x
2
3(1− η4/5) (3.15)
⇒ v0 = v‖,res[
1− 1
2
(
x0 +
√
x20 +
8∆x2
3
)]5/8 (3.16)
The exact forms of g0(η)/g2(η) and g1(η)/g2(η) are given in Appendix 3.A. The
first function can be excellently approximated by g0(η)/g2(η) ≈ 1− η4/5, with a max-
imum relative error of less than 1%. The second function, g1(η)/g2(η) is substantially
more complicated. Noting its singularity as η → 1, and considering that the goal is
to find a closed form for η as a function of x0, an ansatz of the form c/(1 − η4/5) is
chosen, with c = 2/3 giving a maximum relative error of 15%, and usually half that.
With this approximation, the marginal stability condition could be derived.
When ∆x is small, Eq. 3.16 would reduce to v0 = v‖,res/(1 − x0)5/8, similar in
form to the marginal stability condition found in Sec. 2.4.2.1 for cyclotron resonance-
driven modes with ζ  1, except with a power of 5/8 instead of 3/4 due to the
different J m` (ξ) functions. Note that γ < 0 for all values of x0, v0 when ∆x
2 > 5/3
according to Eq. 3.15. This condition represents the beam width necessary to balance
the maximum anisotropy drive with the slowing down damping. While it indicates a
theoretical avenue for stabilizing all CAEs/GAEs driven by the Landau resonance, it
is unlikely to be useful in practice since it requires a nearly uniform distribution in
λ, which would not allow sufficient flexibility in the current profile that is desirable
for other plasma performance objectives.
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The third term in Eq. 3.13 was neglected because its inclusion would prevent
an algebraic solution for x0 at marginal stability. However, it can be comparable in
magnitude to the second term in the integration, and can be included in an ad-hoc
fashion by solving for its effect at x0 = 0, and multiplying the full result by this factor.
We will also apply a rational function approximation to the Gaussian dependence, so
that at x0 = 0, the marginal stability condition for η is
∫ 1−η
0
x4
(1− x)3dx−
3∆x2
4
∫ 1−η
0
x2
(1− x)3
dx
1 +
(
1−x
4η
)3/2
− ∆x
4
2
(η−1 − 1)2
∆x2 + (1− η)2 = 0 (3.17)
This expression yields a quadratic formula for ∆x2, given in Appendix 3.A, which
can be approximated to within 10% globally and inverted to yield
η ≈ (1−∆x4/5)5/4 (3.18)
Hence, the instability condition resulting from matching the correction due to the
third term in Eq. 3.13 at x0 = 0 is
v0 >
v‖,res[
1− 1
2
(
x0 +
√
x20 +
8∆x2
3
)]5/8
(
1−∆x√2/3
1−∆x4/5
)5/8
(3.19)
This marginal stability condition encompasses both the CAEs and GAEs, since the
only difference is that the GAE drive/damping has a reduced magnitude, as described
by Eq. 3.8 and Eq. 3.9 when ω¯  1 and α 1, respectively. The condition derived
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in Eq. 3.19 can also be compared against the full numerically integrated expression
in 2D beam parameter space for a typical case, shown in Fig. 3.2a. There, an n = 9
co-CAE driven by the Landau resonance in HYM simulations has been chosen, using
mode parameters of ω¯ ≡ ω/ωci = 0.5 and α ≡
∣∣k‖/k⊥∣∣ = 1, implying ζ = 0.5 and a
distribution with ∆x = 0.30. There, the solid curve includes the contribution from the
tail of the distribution (Eq. 3.19), while the dashed curve neglects this contribution
(Eq. 3.16). The former better tracks the numerically computed stability boundary.
Note also that the boundary is shifted upwards due to the damping from including
the velocity derivative terms.
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(a)
(b)
Figure 3.2: Numerical integration of full growth rate expression Eq. 3.4 as a function
of fast ion distribution parameters v0/vA and λ0 with ∆x = 0.30 for a Landau-
resonance driven (a) co-CAE and (b) co-GAE in the small FLR regime (ζ  1) with
properties inferred from HYM simulations: ω/ωci = 0.5 and
∣∣k‖/k⊥∣∣ = 1, implying
ζ = 0.5. Red indicates net fast ion drive, blue indicates net fast ion damping, and gray
indicates beam parameters with insufficient energy to satisfy the resonance condition.
Dashed curve shows approximate stability condition excluding damping from the tail,
derived in Eq. 3.16. Solid curve shows approximate stability condition including
damping from the tail, derived in Eq. 3.19.
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Compared to the cntr-propagating modes driven by the ordinary cyclotron res-
onance, co-CAEs driven by the Landau resonance require relatively large v0/vA for
excitation. To see this, consider Eq. 3.19 and substitute v‖,res/vA ≈ k/
∣∣k‖∣∣, which
follows from the approximate dispersion ω ≈ kvA for CAEs. Then the minimum
v0/vA for instability occurs at x0 = 0, such that v0/vA >
∣∣k/k‖∣∣ /(1−∆x4/5)5/8. This
expression in turn is minimized for
∣∣k/k‖∣∣→ 1, which for ∆x = 0.3 yields v0/vA > 1.3
as a strict lower bound for this instability. With more realistic perpendicular beam
injection, such as the original NSTX beam with λ0 ≈ 0.7, the requirement increases
to v0/vA > 2.9 in the same limit of
∣∣k/k‖∣∣ → 1, and even larger at v0/vA > 4.1 for
common values of k‖/k⊥ ≈ 1.
In contrast, cyclotron resonance-driven cntr-GAE excitation features no such con-
straints, as modes can in principle be excited even for v0/vA < 1 so long as the
frequency is sufficiently large to satisfy the resonance condition in Eq. 3.2. The same
is true for cntr-CAEs, with the caveat that
∣∣k‖/k⊥∣∣ must be sufficiently large as well
(
∣∣k‖/k⊥∣∣ ≈ 1 usually sufficient). These considerations can explain both simulation
results and experimental observations. In HYM simulations of NSTX for a given set
of plasma profiles, co-CAEs are found to require v0/vA & 4.5, whereas cntr-GAEs
are excited for a wider range of v0/vA. In NSTX experiments, counter-propagating
modes were more commonly observed than co-CAEs, with the latter appearing only
very rarely in NSTX-U experiments which typically operated at much lower v0/vA . 2
due to the increased toroidal field strength relative to NSTX.
A similar comparison can be made for co-GAEs, using the same mode parameters
of ω/ωci = 0.5 and
∣∣k‖/k⊥∣∣ = 1, shown in Fig. 3.2b. Due to the difference in dispersion
relation, the co-GAE can sustain a resonant interaction with a fast ion distribution
with smaller v0/vA than the co-CAE can. The peak growth rate for co-GAEs with
these parameters is reduced by an order of magnitude relative to the co-CAE, as
expected based on the factor ω¯2α4 in front of its FLR function in Eq. 3.8b. Although
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the co-GAE growth rate peaks at lower v0/vA in this example, even at its absolute
peak, the co-CAE growth rate is larger. This may explain why co-GAEs driven via
the Landau resonance were not observed in NSTX experiments. Furthermore, such
modes would have been even more difficult to excite in HYM simulations, as their
drive is strongly enhanced by coupling to the compressional mode, and this coupling
is under-estimated in the HYM model due to the absence of thermal plasma two-fluid
effects (see Ref. 63 for a detailed description of the simulation model).
3.3.2.2 Large FLR Regime (ζ  1)
The complementary limit, of large FLR effects, or rapidly oscillating integrand regime
due to ζ  1 can also be explored. Based on the most unstable modes found in the
HYM simulations, this is not the most common regime for NSTX-like plasmas, but it
can occur and is treated for completeness and comparison to the slowly oscillating
(small FLR) results.
This approximation allows the use of the asymptotic form of the Bessel functions:
Jn(ξ) ∼
√
2/piξ cos (ξ − (2n+ 1)pi/4) + O (ξ−3/2), which is very accurate for ξ > 2.
Note also that ζ  1 implies α  1 since ζ = ω¯/α < 1/α. For both CAEs and
GAEs, the FLR function has asymptotic behaviorJ m0 (ξ) ∼ J20 (ξ) ∼ (1− sin(2ξ))/ξ,
where the rapidly varying sin(2ξ) component will average out in the integrand by
the Riemann-Lebesgue Lemma147 (see Sec. 2.4.2.2 for further description of this
procedure). Then the simplified integral to consider is
γ ∝∼
∫ 1−η
0
x3/2(x− x0)
(1− x)3/2 dx−
3∆x2
4
∫ 1−η
0
√
x
(1− x)3/2
dx
1 +
(
1−x
4η
)3/2
− ∆x
2
2
√
η−1 − 1e−(1−η−x0)2/∆x2 (3.20)
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Following the same method as in the small FLR regime, first find the marginal
stability condition γ = 0 while neglecting the third term:
x0 =
h0(η)−∆x2h1(η)
h2(η)
(3.21)
≈ 1− η5/7 −∆x2
[
−2
(
1− η5/7)
5
+
4
5 (1− η5/7)
]
(3.22)
⇒ v0 = v‖,res[
1− x0+
√
x20+16∆x
2(1+2∆x2/5)/5
2(1+2∆x2/5)
]7/10 (3.23)
The first part of the approximation (h0(η)/h2(η)) is accurate to within 4%, while
the second part (h1(η)/h2(η)) has a maximum relative error of 17%, with the error
reducing to less than 5% for η > 0.01. Note that this expression is different from
Eq. 26 in Ref. 149 where it was first published due to an error discovered in that
version. The discrepancy creates only a small quantitative difference, but results in
a substantial change to the symbolic expression. Further details can be found in
Appendix 3.B.
Now consider comparing Eq. 3.23 to the analogous instability condition for the
same resonance when ζ  1 (Eq. 3.16). When ∆x = 0, the ζ  1 condition
is somewhat more restrictive due to the different exponents, and for finite ∆x, the
correction due to the slowing down part of the ∂f0/∂v term is also larger than it is
when ζ  1, as in Sec. 3.3.2.1.
The contribution from the third term in Eq. 3.20 will be treated in the same
fashion as in Sec. 3.3.2.1. Hence, consider solving Eq. 3.20 for marginal stability
setting x0 = 0 and approximating exp(−x2) ≈ 1/(1 + x2).
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∫ 1−η
0
x5/2
(1− x)3/2dx−
3∆x2
4
∫ 1−η
0
√
x
(1− x)3/2
dx
1 +
(
1−x
4η
)3/2
− ∆x
4
2
√
η−1 − 1
∆x2 + (1− η)2 = 0 (3.24)
Then ∆x2 can be isolated from a quadratic formula, approximated and inverted
as shown in Appendix 3.B. This procedure gives the following condition for marginal
stability at x0 = 0, accurate to within 15%
η ≈ (1− (5/7)2/5∆x4/5)7/5 (3.25)
This can be combined with Eq. 3.23 to determine the modification to the insta-
bility condition required to match the solution at x0 = 0
v0 >
v‖,res[
1− x0+
√
x20+16∆x
2(1+2∆x2/5)/5
2(1+2∆x2/5)
]7/10
1− 2√5√1+2∆x2/5∆x
1− (5/7)2/5∆x4/5
7/10 (3.26)
This ζ  1 marginal stability bound is compared to the numerically evaluated
fast ion drive/damping in Fig. 3.3 for a co-CAE and co-GAE with ω¯ ≡ ω/ωci = 0.5
and α ≡ ∣∣k‖/k⊥∣∣ = 0.25 such that ζ = 2. While ζ = 2 is only marginally within the
ζ  1 regime, the agreement is still acceptable. Note that in the figures, a maximum
value of v0/vA = 10 is shown, which far exceeds the NSTX range of v0/vA < 6.
This is because the CAE dispersion combined with the resonance condition yields
ζ ≈ ω¯v‖,res/vA for ζ  1, which can not be very large for v0/vA < 6 considering
v‖,res ∼ v0/2 is common, as is ω/ωci ∼ 0.5. The case is different for GAEs since their
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dispersion yields a parallel resonant velocity that is independent of α, such that ζ
can be made arbitrarily large by choosing α sufficiently small without constraining
the size of v‖,res/vA. This explains why the co-CAE in the figure has no wave particle
interaction when v0/vA < 4, while an interaction with the co-GAE becomes possible
near v0/vA ≈ 1. Although the co-GAE can in principle be driven by fast ions for
more accessible values of v0/vA, note that the growth rate is vastly reduced due to
the factor of
∣∣k‖/k⊥∣∣4 ≪ 1. Thus, one would expect that the minuscule magnitude
of fast ion drive for the co-GAE shown in Fig. 3.3b would be far outweighed by
damping on the background plasma. For these reasons, the ζ  1 regime is less
relevant to modern experimental conditions than the ζ  1 regime, except possibly
for CAEs with ω > ωci which can be excited at more reasonable values of v0/vA (to
be addressed in a future work).
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(a)
(b)
Figure 3.3: Numerical integration of full growth rate expression Eq. 3.4 as a func-
tion of fast ion distribution parameters v0/vA and λ0 with ∆x = 0.30 for a Landau
resonance-driven (a) co-CAE and (b) co-GAE in the large FLR regime (ζ  1):
ω/ωci = 0.5 and
∣∣k‖/k⊥∣∣ = 0.25, implying ζ = 2. Red indicates net fast ion drive,
blue indicates net fast ion damping, and gray indicates beam parameters with in-
sufficient energy to satisfy the resonance condition. Solid curve shows approximate
stability condition including damping from the tail, derived in Eq. 3.26.
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CAE/GAE fast ion drive conditions (Landau resonance)
ζ . 2 v0 >
v‖,res[
1− 1
2
(
x0 +
√
x20 + 8∆x
2/3
)]5/8
(
1−∆x√2/3
1−∆x4/5
)5/8
ζ  2 v0 > v‖,res[
1− x0+
√
x20+16∆x
2(1+2∆x2/5)/5
2(1+2∆x2/5)
]7/10
1− 2√5√1+2∆x2/5∆x
1− (5/7)2/5∆x4/5
7/10
Table 3.1: Approximate net fast ion drive conditions for GAEs and CAEs driven
by the Landau resonance in the wide beam approximation, valid for 0.2 < ∆x < 0.8
where ∆x = ∆λ 〈ω¯ci〉 characterizes the velocity anisotropy of the beam. The quantity
ζ = k⊥v‖,res/ωci is the “modulation parameter” (see Eq. 3.7) and x0 = λ0 〈ω¯ci〉 =
v2⊥,0/v
2
0.
3.3.3 Summary of Necessary Conditions for Net Fast Ion
Drive
Here, we briefly summarize the different stability boundaries derived up to this point,
along with their ranges of validity. When 1− v2‖,res/v20 ≤ λ0 〈ω¯ci〉 is satisfied, Landau
resonance-driven co-propagating CAEs/GAEs will be net damped by fast ions. All
other results address the scenarios when this inequality is not satisfied. When ∆λ is
sufficiently small (∆λ . 0.10), the narrow beam approximation can be made, which
yields Eq. 3.10, where the sign of the growth rate depends on x0 and can be evaluated
without further integration. When ∆λ is sufficiently large (0.20 . ∆λ . 0.80),
the wide beam approximation is justified. This includes the nominal NSTX case of
∆λ ≈ 0.30. For most of the unstable modes in HYM simulations, ζ . 2 is also valid,
which enables the results contained in the case of a wide beam and slowly oscillating
integrand. The complementary limit of ζ  2 is also tractable when the beam is
sufficiently wide, though this is not the typical case for CAEs and GAEs interacting
with fast ions through the Landau resonance. All conditions for the cases involving
wide beams are organized in Table 3.1.
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3.4 Preferential Excitation as a Function of Mode
Parameters
For fixed beam parameters, the theory can determine which parts of the spectrum
may be excited – complementary to the previous figures which addressed how the
excitation conditions depend on the two beam parameters for given mode properties.
Such an examination can also illustrate the importance of coupling between the com-
pressional and shear branches due to finite frequency effects on the most unstable
parts of the spectra. All fast ion distributions in this section will be assumed to have
∆λ = 0.3 and 〈ω¯ci〉 = 0.9 for the resonant ions. For the modes driven by the Landau
resonance studied here in the small FLR regime, the instability conditions can be
written generally as
d2 > v2‖,res(ω/ωci,
∣∣k‖/k⊥∣∣)/v2A (3.27)
where d =
v0
vA
[
1− 1
2
(
x0 +
√
x20 +
8∆x2
3
)]5/8(
1−∆x4/5
1−∆x√2/3
)5/8
(3.28)
In the large FLR regime, d can be replaced by the analogous quantity from Eq.
3.26, though analysis in this section will focus on the more experimentally relevant
small FLR regime. Determining the unstable regions of the spectrum as a function
of ω¯ ≡ ω/ωci and α ≡
∣∣k‖/k⊥∣∣ therefore relies on the dependence of v‖,res on these
quantities. This dependence can be well approximated as
vCAE‖,res /vA ≈
√
1
α2
+ 1 + ω¯ (3.29)
vGAE‖,res /vA ≈
√
1− ω¯ 2+α
2
1+α2 (3.30)
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These expressions have a maximum relative error of 3% and 6% respectively for
0 < ω/ωci < 1 and all values of
∣∣k‖/k⊥∣∣. Using these expressions, the approximate
stability conditions become
0 <
(
ω
ωci
)CAE
< d2 −
(
1 +
1
α2
)
(3.31)
(
1− d2) 1+α22+α2 < ( ω
ωci
)GAE
< 1 (3.32)
Consider first the case of the CAEs. A comparison between these boundaries and
the numerically integrated expression for growth rate is shown in Fig. 3.4. There,
a fast ion distribution with λ0 = 0.7 is assumed, similar to NSTX conditions, and
the calculation is shown for different values of v0/vA. Note that there is a minimum
value of α below which all frequencies are stable. This follows from Eq. 3.31 when
d2 < 1 + 1/α2. For small values of v0/vA, only small values of ω/ωci can be driven by
the fast ions, even though the resonance condition is satisfied for all frequencies. For
larger values of v0/vA, the frequency dependence of this boundary becomes very weak,
with the boundary converging simply to α > αmin. Note that if coupling to the shear
mode were neglected, v‖,res for the CAEs would be independent of α, which would
remove the frequency dependence of the marginal stability boundary even in the case
of small v0/vA. The dashed gray curves plot Eq. 3.31, demonstrating qualitative
agreement with the numerically evaluated expression. The quantitative disagreement
is mostly inherited from the inaccuracy of the ad-hoc correction for the damping
coming from the tail of the distribution, which used a factor to match the solution at
λ0 = 0, leading to larger errors at larger λ0 such as λ0 = 0.7 used for these plots.
Considering now the GAEs, not only is their drive only made possible due to cou-
pling to the compressional branch, as discussed in Sec. 3.2, but the unstable spectrum
can also only be described when considering the coupled dispersion relation. Suppose
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(a) (b)
(c)
Figure 3.4: Numerically calculated fast ion drive/damping for Landau resonance-
driven co-CAEs for (a) v0/vA = 3.0, (b) v0/vA = 3.5, and (c) v0/vA = 4.0 as a
function of ω¯ = ω/ωci and α =
∣∣k‖/k⊥∣∣, when driven by a beam distribution with
λ0 = 0.7, ∆λ = 0.3, and assuming 〈ω¯ci〉 ≈ 0.9. Red corresponds to net fast ion drive,
blue to damping, and gray to regions excluded by the resonance condition. Gray
curves indicate approximate marginal stability conditions.
instead that the simplified dispersion were used. Then v‖,res/vA ≈ 1 would be true for
the GAEs, implying d2 > 1 for instability, which is completely independent of ω/ωci
and
∣∣k‖/k⊥∣∣. However, Fig. 3.5 clearly shows a minimum frequency for instability
when v0/vA is not too large. This results from coupling to the compressional branch,
which results in the modification to v‖,res included in Eq. 3.30. The dashed curves
compare the approximate instability conditions to the numerically integrated growth
rate, showing that this correction is qualitatively captured. Again, there is some
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(a) (b)
(c)
Figure 3.5: Numerically calculated fast ion drive/damping for Landau resonance-
driven co-GAEs for (a) v0/vA = 1.5, (b) v0/vA = 2.0, and (c) v0/vA = 2.5 as a
function of ω¯ = ω/ωci and α =
∣∣k‖/k⊥∣∣, when driven by a beam distribution with
λ0 = 0.7, ∆λ = 0.3, and assuming 〈ω¯ci〉 ≈ 0.9. Red corresponds to net fast ion drive,
blue to damping, and gray to regions excluded by the resonance condition. Gray
curves indicate approximate marginal stability conditions.
quantitative mismatch between the analytic condition and the true marginal stability
boundary due to the less accurate treatment of damping from the tail. Moreover, it
is worth pointing out that unlike the co-CAEs, as v0/vA is increased for the co-GAEs,
it becomes possible to destabilize modes with smaller frequencies.
Note that for sufficiently large values of v0/vA (determined by d
2 > 1), the GAEs
can be strictly driven for all values of ω/ωci and
∣∣k‖/k⊥∣∣. Such an example is shown
in Fig. 3.5c. However, the drive can become extremely small for regions of this pa-
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rameter space far from the most favorable parameters, where modes will be stabilized
by any damping mechanisms (thermal plasma, continuum) not considered here. The
peak growth rate occurs near α ≈ 1.5 and ω/ωci ≈ 0.6 in this case. This can be
qualitatively understood from the form of the FLR function. For very small α, the
coefficient α4 in Eq. 3.8b substantially decreases the growth rate. In contrast, at
large α, the coefficient in front of the Bessel function can be order unity, however the
argument ξ = ζ
√
x/(1− x) becomes small since ζ = ω¯/α, and hence J21 (ω¯/α) ∝ 1/α2
for α  1. The local maximum in frequency can be understood similarly, as at low
frequency, there is a coefficient ω¯2 in front of the Bessel function, and also the Bessel
function will expand as ω¯2. For the limit of ω/ωci → 1, the coefficient in Eq. 3.8b
vanishes for the GAEs.
No special weight should be assigned to the values of v0/vA used in Fig. 3.4 and
Fig. 3.5 in relation to the shapes of the stability boundaries in general, since these
conditions also depend on λ0. They are relevant to NSTX since the value used in
the figure, λ0 = 0.7, is characteristic of the neutral beam geometry used for that
experiment. For instance, for a different value of λ0, the co-GAEs would become
unstable for all frequencies (e.g. Fig. 3.5c) at some other value of v0/vA. Likewise,
the co-CAE boundary will also converge to α > αmin for a value of v0/vA depending
on λ0.
3.5 Experimental Comparison
Co-CAEs were studied in depth in NSTX in many discharges in Ref. 52 and manually
analyzed to determine the toroidal mode number and frequency of each observed
eigenmode (in contrast to the database of cntr-GAEs discussed in Sec. 2.6, which
was more massive and therefore relied on spectrum-averaged quantities calculated
via automated analysis). Co-CAEs can be unambiguously distinguished52,70,71 from
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cntr-GAEs due to the direction of propagation and the absence of other modes in the
high frequency range studied (ω/ωci & 0.5). From a simplified 2D dispersion solver,
these high |n| (> 10) modes were inferred to be localized in a potential well near the
low field side edge, typically with low |m| . 2. It is worth noting that these high
frequency co-CAEs were mostly observed when a low frequency n = 1 kink mode was
present, though the source of their nonlinear interaction is not precisely known.52
Whereas the cntr-GAE stability condition in Eq. 2.39 yielded lower and upper
bounds on the unstable range of frequencies for a given (λ0, v0/vA), the marginal
stability condition for co-CAEs (given in Eq. 3.31) instead yields a lower bound on the
allowed value of α ≡ ∣∣k‖/k⊥∣∣ in the low coupling limit of ω/ωci  1, which is usually
more restrictive than the lower bound on
∣∣k‖/k⊥∣∣ resulting from the requirement
v‖,res < v0. Hence, one of these lower bounds will always be redundant. An upper
bound on
∣∣k‖/k⊥∣∣ can be derived heuristically, considering that the CAEs are trapped
in a local effective potential well54,55,58,60,61 of characteristic width ∆R ≈ R0/2. To
satisfy this constraint, an integer number of half wavelengths must fit within the
potential well, such that kR,min = pi/∆R. Similarly, poloidal symmetry requires
kθ,min = m/a for integer m. Hence, k⊥,min ≈ (2pi/R0)
√
1 + (R0/2pia)2 ≈ 2pi/R0.
Moreover, k‖ ≈ kφ = n/R0 is a reasonable approximation for the observed high |n|,
low |m| modes. Hence, ∣∣k‖/k⊥∣∣max = k‖/k⊥,min ≈ n/2pi.
Although k⊥ is not a reliably measured experimental quantity, it can be inferred
from the measured frequency and toroidal mode number using the approximate dis-
persion ω ≈ kvA, such that
∣∣k‖/k⊥∣∣ = 1/√ω2R20/n2v2A − 1. Within this local frame-
work, vA is evaluated near the plasma edge, where the mode exists, to calculate∣∣k‖/k⊥∣∣.
The comparison of these bounds with the experimental observations (blue circles)
and simulation results (red triangles) is shown in Fig. 3.6. The curve is calcu-
lated from Eq. 3.31 using λ0 = 0.65, which was the average value for the studied
113
Figure 3.6: Comparison between theory, simulations, and experiment. Blue circles
represent individual co-CAE modes from NSTX discharges. Red triangles show co-
CAEs excited in HYM simulations with λ0 = 0.7. Theory predicts net fast ion drive
in the shaded region between the two curves.
discharges. Also, N = 1 was chosen for consistency with the formula used to cal-
culate the wavenumber from the measured frequency. The straight line represents
the heuristic upper bound on
∣∣k‖/k⊥∣∣ using n = 15, which was the maximum value
in the experimental database. Hence, our theory predicts net fast ion drive in the
shaded region between the curve and vertical line. Only simulations with λ0 = 0.7 are
shown in order to remain close to the average value of λ0 = 0.65 for the experimental
conditions shown. All points have
∣∣k‖/k⊥∣∣ > αmin, in agreement with Eq. 3.31, and
most of the points are also consistent with
∣∣k‖/k⊥∣∣ < αmax. When calculating these
boundaries for the specific properties of each mode, it is found that all of the simu-
lation points fall within the allowed range, while 82% of the experimental co-CAEs
agree with theory. The outliers with
∣∣k‖/k⊥∣∣ > αmax could be due to either a wider
potential well width in those discharges or slight errors in the n number identifica-
tion due to limited toroidal resolution. Such an experimental comparison can not be
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made with co-GAEs at this time, as none were identified in NSTX, likely due to their
reduced growth rate relative to the co-CAEs.
Further analysis of the linear simulation results shown on Fig. 3.6 is described in
Chapter 4. The simulation set up and properties of the modes can be found in Ref.
93. The simulations used equilibrium profiles from the well-studied H-mode discharge
#141398,52,63,68,95 and fast ion distributions with the same (λ, v) dependence studied
in this work, and given in Eq. 3.3. The pφ dependence was fit from TRANSP to a power
law, as described in Ref. 63. The peak fast ion density in all cases is nb/ne = 5.3%,
matching its experimental value in the model discharge.
3.6 Summary and Discussion
The fast ion drive/damping for compressional (CAE) and global (GAE) Alfve´n eigen-
modes due to the Landau resonance has been investigated analytically for a model
slowing down, beam-like fast ion distribution, such as those generated by neutral
beam injection in NSTX. The local growth rate includes contributions to all orders
in α =
∣∣k‖/k⊥∣∣ and ω¯ = ω/ωci, addressing parameter regimes that were not treated
by previous work studying this instability.20,146 Retaining finite ω/ωci and
∣∣k‖/k⊥∣∣
was demonstrated to be important for capturing the coupling between the shear and
compressional branches (present due to two-fluid effects in our model), which was
in turn vital to the existence of the co-GAE instability. The full FLR dependence
was also kept in this derivation, as in previous work. The dependence of the fast ion
drive was studied as a function of four key parameters: the beam injection velocity
v0/vA, the beam injection geometry λ0 = µB0/E , the mode frequency ω/ωci, and
the direction of the wave vector
∣∣k‖/k⊥∣∣. It was shown that CAEs require relatively
large v0/vA in order to have an appreciable growth rate, explaining why they were
observed much less frequently in NSTX-U than NSTX. Moreover, the growth rate
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of the GAE carries an additional small coefficient of (ω/ωci)
2
∣∣k‖/k⊥∣∣4 relative to the
CAE, suggesting why these are rarely observed.
Without further approximation, the derived growth rate led to an immediate corol-
lary: when 1− v2‖,res/v20 ≤ λ0 〈ω¯ci〉, only damping occurs from the Landau resonance.
For cases where this condition is not satisfied, approximate conditions for net fast
ion drive were derived by making experimentally relevant approximations. Previous
analytic conditions20,146 for net fast ion drive of CAEs driven by the Landau reso-
nance were limited to delta functions in λ, which are a poor approximation for fast
ions generated by NBI. In contrast, the instability conditions derived here result from
integrating over the full beam-like distribution with finite width in velocity space. It
was found in Sec. 3.3.1 that the approximation of a narrow beam was only valid when
∆λ . 0.1, much smaller than the experimental value of ∆λ ≈ 0.3. Consequently, our
more general derivation allows for instability at any value of ξ = k⊥ρ⊥b, whereas prior
work concluded a limited range.
The approximation of a sufficiently wide beam in conjunction with a small or
large FLR assumption yielded an integral in the growth rate expression which could
be evaluated exactly and led to useful conditions for net fast ion drive, listed in
Table 3.1. In particular, the condition for a wide beam and small FLR effects (ζ =
k⊥v‖,res/ωci . 2) is typically applicable to NSTX conditions, as determined from
observations and simulations of these modes.
Comparison between the numerical integration of the analytic expression for
growth rate and the approximate stability boundaries indicates strong agreement
within the broad parameter regimes that they apply. Since these stability conditions
depend on both fast ion parameters (λ0, v0/vA) and mode parameters (ω/ωci,
∣∣k‖/k⊥∣∣),
they can provide information both about how a specific mode’s stability depends on
the properties of the fast ions, as well as the properties of the modes that may be
driven unstable by a specific beam distribution. Namely, co-propagating CAEs are
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unstable for sufficiently large
∣∣k‖/k⊥∣∣, nearly independent of frequency when v0/vA is
sufficiently large. In contrast, when v0/vA is not too large, GAEs can only be excited
at high frequencies. The approximate condition for CAE stability was compared
against NSTX data from many discharges, yielding greater than 80% agreement,
demonstrating the utility of these results in interpreting observations and guiding
future experiments. One area of ongoing work is the application of this theory to
predict ways to stabilize co-propagating modes with the addition of a second beam
source, complementary to the cntr-GAE suppression observed in NSTX-U89 and
reproduced numerically134,150 with small amounts of power in the new, off-axis beam
sources.
It is worth reminding one final time of the simplifications used in deriving these
results. Contributions from the gradient in pφ were not analyzed, though this is not
expected to be a substantial correction based on past simulations.63 The calculation
was also local, not accounting for spatial profiles or mode structures. Consequently,
the magnitude of the drive/damping shown in figures should not be considered ab-
solute, but rather relative. Lastly, the net drive conditions do not include sources of
damping coming from the background plasma, so they should be interpreted as nec-
essary but not sufficient conditions for instability. Careful analysis of these damping
sources and their dependence on all of the parameters studied here (including kinetic
contributions from the large fast ion current) is left for future work.
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Appendices
3.A Details of Approximations for Small FLR
Regime (ζ  1)
Details from the calculations in Sec. 3.3.2.1 are listed here for reference. The full
form of Eq. 3.14 is
x0 =
g0(η)−∆x2g1(η)
g2(η)
(3.33a)
g0(η) =
1− 8η + 8η3 − η4 − 12η2 log η
2η2
(3.33b)
g1(η) =
A+B + C +D
64η2
(3.33c)
A = 12
(
1 +
√
η − 8η + 6η2) (3.33d)
B = 2
√
3(1 + 8η) arctan
(
η−1/2 − 1√
3
)
(3.33e)
C = log
[
3
(
(1− 2√b)2 + 2√b
(1 + 2
√
b)2
)]
(3.33f)
D = 8η
(
2η log
[
81
η3(8 + η3/2)2
]
+ log
[
1
3
+
2
√
η
(1− 2√η)2 + 2√η
])
(3.33g)
g2(η) =
1− 6η + 3η2 + 2η3 − 6η2 log η
2η2
(3.33h)
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To perform the integral represented by g1(η) in Mathematica, one must make
the substitution u = (1− x)/4η. Note also that the above has some differences from
Eq. A1 printed in Ref. 149. That equation had some mistakes which have been
rectified here. Namely, the argument of the arctan in term B was incorrect and an
overall factor of 8η was missing from term D. However, those mistakes were purely
typographical, so they did not affect any of the subsequent approximations or results.
The following approximations were used in Sec. 3.3.2.1 in order to substantially
simplify the preceding expression:
g0(η)
g2(η)
≈ 1− η4/5 (3.34)
g1(η)
g2(η)
≈ 2
3(1− η4/5) (3.35)
The accuracy of these approximations is shown in Fig. 3.7 and Fig. 3.8. While
g0(η)/g2(η) was approximated using the procedure described in Appendix 2.A by
matching end behavior of the exact function, a different method was needed for
g1(η)/g2(η). Since our goal is to invert the expression in Eq. 3.33a to isolate η
in terms of x0, the form of g1(η)/g2(η) is chosen as cg2(η)/g0(η) in order to allow
this. The parameter c is then determined through nonlinear least squares fitting to
minimize the error between the approximation for g1(η)/g2(η) and its exact form.
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(a) (b)
Figure 3.7: Comparison of approximation for g0(η)/g2(η) in Eq. 3.15 to the exact
function (identical to Eq. 3.34). Left: blue curve shows exact function, dashed orange
curve shows approximation. Right: relative error of the approximation.
(a) (b)
Figure 3.8: Comparison of approximation for g1(η)/g2(η) in Eq. 3.15 to the exact
function (identical to Eq. 3.35). Left: blue curve shows exact function, dashed orange
curve shows approximation. Right: relative error of the approximation.
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The solution of Eq. 3.17 is a quadratic formula for ∆x2, given by
∆x2 =
−B −√B2 − 4AC
2A
(3.36a)
where A = −g1(η)− (η−1 − 1)2/2 (3.36b)
B = g0(η)− (1− η)2g1(η) (3.36c)
C = (1− η)2g0(η) (3.36d)
In Eq. 3.18, this solution is approximated by
∆x2 ≈ (1− η4/5)5/2 (3.37)
This approximation was arrived at by nonlinear least squares optimization on the
function ∆x2 = (1− ηc1)c2 . The accuracy of this approximation is shown in Fig. 3.9
(a) (b)
Figure 3.9: Comparison of approximation in Eq. 3.18 to the exact function (identical
to Eq. 3.37). Left: blue curve shows exact function, dashed orange curve shows
approximation. Right: relative error of the approximation.
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3.B Details of Approximations for Large FLR
Regime (ζ  1)
Details from the calculations in Sec. 3.3.2.2 are listed here for reference. The full
form of Eq. 3.21 is
x0 =
h0(η)−∆x2h1(η)
h2(η)
(3.38)
h0(η) =
[
8 + 9η − 2η2)
√
η−1 − 1− 15 arccos√η
]
/4 (3.39)
h1(η) =
3
4
∫ 1−η
0
√
x
(1− x)3/2
dx
1 +
(
1−x
4η
)3/2 (3.40)
h2(η) = (2 + η)
√
η−1 − 1− 3 arccos√η (3.41)
The integral for h1(η) given above can be evaluated by Mathematica by making
the substitution u = (1−x)/4η , but the result is horrendously long and not useful to
print here. Importantly, a mistake was made in Eq. 23 of Ref. 144 – the expression
printed there for h1(η) is the integral only of −(3/4)
∫ 1−η
0
√
x/(1 − x)3/2dx, which
is missing a complicated term in the integrand (the sign change is not an error,
but rather a change in convention for consistency). Correcting this error leads to
a slight quantitative change in results which can be incorporated by updating the
approximations used here as well for the remainder of Sec. 3.3.2.2. The following
approximations are made to substantially simplify the above, and the accuracy of
these approximations is shown in Fig. 3.10 and Fig. 3.11.
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h0(η)
h2(η)
≈ 1− η5/7 (3.42)
h1(η)
h2(η)
≈ −2
(
1− η5/7)
5
+
4
5 (1− η5/7) (3.43)
(a) (b)
Figure 3.10: Comparison of approximation for h0(η)/h2(η) in Eq. 3.21 to the exact
function (identical to Eq. 3.42). Left: blue curve shows exact function, dashed orange
curve shows approximation. Right: relative error of the approximation.
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(a) (b)
Figure 3.11: Comparison of approximation for h1(η)/h2(η) in Eq. 3.21 to the exact
function (identical to Eq. 3.43). Left: blue curve shows exact function, dashed orange
curve shows approximation. Right: relative error of the approximation.
The solution of Eq. 3.24 is a quadratic formula for ∆x2, given by
∆x2 =
−B −√B2 − 4AC
2A
(3.44a)
where A = −h1(η)−
√
η−1 − 1/2 (3.44b)
B = h0(η)− (1− η)2h1(η) (3.44c)
C = (1− η)2h0(η) (3.44d)
In Eq. 3.25, this solution is approximated by
∆x2 ≈ 7
5
(
1− η5/7)5/2 (3.45)
This approximation was arrived at by nonlinear least squares optimization on
the function ∆x2 = c1 (1− ηc2)c3 . The accuracy of this approximation is shown in
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Fig. 3.12. Due to the complexity of the function h1(η), this approximation was less
accurate than others made in this thesis.
(a) (b)
Figure 3.12: Comparison of approximation in Eq. 3.25 to the exact function (identical
to Eq. 3.45). Left: blue curve shows exact function, dashed orange curve shows
approximation. Right: relative error of the approximation.
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Chapter 4
Hybrid Simulations of
Sub-Cyclotron Alfve´n Eigenmode
Stability
4.1 Introduction
The purpose of this study is to investigate how the linear stability properties of CAEs
and GAEs depend on key fast ion properties using hybrid kinetic-MHD simulations
of realistic NSTX conditions. These instabilities have been modeled by Belova et al.
for specific discharges in NSTX,63,133 NSTX-U,134 and DIII-D,151 but there is still
much to explore regarding the details of their excitation.
The simulation model is described in Sec. 4.2. In Sec. 4.3, an overview of the
basic properties of the three different types of mode studied – co-CAEs, cntr-GAEs,
and co-GAEs – is given. Sec. 4.4 contains the bulk of the stability results. The most
heavily investigated parameters were the beam injection geometry, characterized by
the parameter λ0 = µB0/E , and the normalized beam injection velocity v0/vA. The
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results of a comprehensive parameter scan of these quantities is presented in Sec.
4.4.1.
The analytic theory derived earlier is briefly reviewed in Sec. 4.4.2 and then
used to interpret and explain the simulation results. Predictions from the analytic
calculations are compared against the dependence of the growth rate of the most
unstable mode on λ0 and v0/vA. Previously derived approximate stability boundaries
are found to be in reasonable agreement with the simulation results. Key differences
in the properties of the different types of unstable modes are also well-described by
this theory.
In Sec. 4.4.3, a brief examination of the dependence of the growth rate on two
additional beam parameters – the normalized critical velocity vc/v0 and velocity space
anisotropy, as characterized by ∆λ – is presented. In Sec. 4.4.4, the effect of gradients
in the fast ion distribution with respect to pφ is considered and found to resolve some
discrepancies. Lastly, Sec. 4.4.5 addresses the level of CAE/GAE damping on the
background plasma, both as inferred from simulations, and also calculated for the
electron damping not included in the simulation model. A discussion of the main
results is given in Sec. 4.5. The majority of the content of this chapter is currently
being prepared for submission to Physics of Plasmas.94
4.2 Simulation Scheme
The simulations in this work are conducted using the hybrid MHD-kinetic initial
value code HYM in toroidal geometry.63,152 In this code, the thermal electrons and
ions are modeled as a single resistive, viscous MHD fluid. The minority energetic
beam ions (nb  ne) are treated kinetically with a full-orbit δf scheme. When
studying high frequency modes with ω . ωci, resolving the fast ion gyromotion is
crucial to capturing the general Doppler-shifted cyclotron resonance that drives the
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modes (see Eq. 4.5). The two species are coupled together using current coupling in
the momentum equation below
ρ
dV
dt
= −∇P + (J − Jb)×B − enb(E − ηδJ) + µ∆V (4.1)
Here, ρ,V , P are the thermal plasma mass density, fluid velocity, and pressure,
respectively. The magnetic field can be decomposed into an equilibrium and perturbed
part B = B0 + δB, while the electric field E has no equilibrium component. The
beam density and current are nb and Jb. The total plasma current is determined
by µ0J = ∇ ×B while µ0δJ = ∇ × δB is the perturbed current. Non-ideal MHD
physics are introduced through the viscosity coefficient µ and resistivity η. Eq. 4.1
results from summing over thermal ion and electron momentum equations, taking
advantage of me  mi, and enforcing quasineutrality ne = nb + ni. In addition to
Eq. 4.1, the thermal plasma evolves according to the following set of fluid equations
E = −V ×B + ηδJ (4.2a)
∂B
∂t
= −∇×E (4.2b)
∂ρ
∂t
= −∇ · (ρV ) (4.2c)
d
dt
(
P
ργ
)
= 0 (4.2d)
In fully nonlinear simulations, the pressure equation includes Ohmic and viscous
heating in order to conserve the system’s energy (see Eq. 2 of Ref. 63). These effects
are neglected in the linearized simulations presented here, reducing to the adiabatic
equation of state in Eq. 4.2d with the adiabatic index γ = 5/3. Note that the terms
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E − ηδJ appear in Eq. 4.1, Eq. 4.2a, and Eq. 4.3b due to collisional drag between
the thermal plasma and beam ions.
Field quantities are evolved on a cyclindrical grid, with particle quantities stored
on a Cartesian grid sharing the Z axis with the fluid grid. For simulations of n < 8,
a field grid of NZ × NR × Nφ = 120 × 120 × 64 is used. For larger n, the resolution
is refined to 120× 96× 128. The particle grid has NZ ×NX ×NY = 120× 51× 51,
with at least 500, 000 particles used in each simulation. Convergence studies were
conducted on the grid resolution and number of simulation particles, which can lead
to slight variations in growth rate but no change in frequency or mode structure.
The fast ion distribution is decomposed into an equilibrium and perturbed part,
fb = f0 + δf . Each numerical particle has a weight w = δf/fL where fL is a
function of integrals of motion used for particle loading (dfL/dt = 0). The δf particles
representing the fast ions evolve according to the following equations of motion
dx
dt
= v (4.3a)
dv
dt
=
qi
mi
(E − ηδJ + v ×B) (4.3b)
dw
dt
= −
(
fb
fL
− w
)
d ln f0
dt
(4.3c)
Particle weights are used to calculate the perturbed beam density δnb and current
δJb which appear in Eq. 4.1. The δf scheme has two advantages: the reduction of
numerical noise and intrinsic identification of resonant particles, which are those with
largest weights at the end of the simulation.
The equilibrium fast ion distribution function is written as a function of the con-
stants of motion E , λ, and pφ. The first, E = 12miv2, is the particle’s kinetic energy.
Next, λ = µB0/E is a trapping parameter, where first order corrections in ρEP/LB to
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the magnetic moment µ are kept for improved conservation in the simulations.143 This
correction is more relevant in low aspect ratio devices since the fast ion Larmor radius
can be a significant fraction of the minor radius, leading to nontrivial variation in B0
during a gyro-orbit. To lowest order in µ ≈ µ0, one may re-write λ ≈ (v2⊥/v2)(ωci0/ωci)
such that in a tokamak, passing particles will have 0 < λ < 1 − r/R and trapped
particles will have 1− r/R < λ < 1 + r/R. Hence, λ is a complementary variable to
a particle’s pitch v‖/v. Lastly, pφ = −qiψ + miRvφ is the canonical toroidal angular
momentum, conserved due to the axisymmetric equilibria used in these simulations.
Here, ψ is the poloidal magnetic flux and ψ0 is its on-axis value. A separable form of
the beam distribution is assumed:143 f0(v, λ, pφ) = Cff1(v)f2(λ)f3(pφ, v)
f1(v) =
1
v3 + v3c
for v < v0 (4.4a)
f2(λ) = exp
(− (λ− λ0)2 /∆λ2) (4.4b)
f3 (pφ, v) =
(
pφ − pmin
miR0v − qiψ0 − pmin
)σ
for pφ > pmin (4.4c)
The energy dependence, f1(v), is a slowing down function with injection velocity
v0 and critical velocity
6 vc (defined later in Eq. 4.15). For v > v0, f1(v) = exp(−(v−
v0)
2/∆v2)/(v3 + v3c ) is used to model a smooth, rapid decay near the injection energy
with ∆v = 0.1v0. A beam-like distribution in λ is used for f2(λ), centered around
λ0 with constant width ∆λ. Characteristic profiles of beam density calculated by
the global transport code TRANSP119 and Monte Carlo fast ion module NUBEAM142
motivate the ad-hoc form of f3(pφ, v). A prompt-loss boundary condition at the last
closed flux surface is imposed by requiring pφ > pmin = −0.1ψ0. Lastly, Cf is a
normalization constant determined numerically to match the peak value of nb/ne to
its desired value. Values for the parameters appearing in the distribution are set in
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order to match the distribution in NUBEAM from the target discharge. In this case,
this yields vc = v0/2, v0/vA = 4.9, λ0 = 0.7, ∆λ = 0.3, σ = 6, and nb/ne = 5.3%.
The distribution function in Eq. 4.4 is a qualitative fit that is sufficiently realistic in
order to extract growth rate dependencies on the fast ion parameters.
Importantly, HYM includes the energetic particles self-consistently when solving
for the equilibrium. Inclusion of the fast ions results in a modified Grad-Shafranov
equation, which leads to pressure anisotropy, an increased Shafranov shift, and more
peaked current profiles.143 Although the beam density is small, nb  ne, the current
carried by the beam can nevertheless be comparable to the thermal plasma current
due to the large fast ion energy.
This study is concerned with linear stability. Nonlinear simulations of CAEs63
and GAEs134 have also been conducted with the HYM code. Since the modes in this
simulation do not saturate, the most linearly unstable mode will dominate and obscure
all other modes. In order to study all of the eigenmodes, each toroidal mode number
n is simulated separately by eliminating all but one toroidal harmonic systematically
throughout the simulation.
In this study, approximately 600 simulations are performed to scan over the nor-
malized injection velocity v0/vA = 2 − 6 and injection geometry λ0 = 0.1 − 0.9 of
the beam ion distribution. The operating range for v0/vA in NSTX is approximately
the same as the scanned range, while λ0 is restricted to approximately 0.5 − 0.7 in
experiment. The new, off-axis NSTX-U beam sources153 have much more tangential
injection, with λ0 ≈ 0.
The bulk plasma equilibrium properties in these simulations are based on the
well-diagnosed NSTX H-mode discharge 141398, which had ne = 6.7 · 1019 m−3 and
B0 = 0.325 T on axis, with 6 MW of 90 keV beams corresponding to v0/vA = 4.9,
centered on λ0 ≈ 0.7. The on-axis ion cyclotron frequency was fci = 2.5 MHz. This
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Figure 4.1: Frequency of each type of mode as a function of toroidal mode number
in simulations. Simulations shown use beam distributions with λ0 = 0.1 − 0.9 and
v0/vA = 2.5− 6.0.
plasma was chosen as the nominal scenario to study due to its rich spectrum of high
frequency modes and pre-existing experimental analysis.52,68
A perfectly conducting boundary condition (δB⊥ = δE‖ = 0, δB‖, δE⊥ allowed to
be finite) is imposed at the bounding surfaces of the simulation volume. Projected
onto the poloidal plane, this boundary has a box geometry. Since the shape of this
boundary is not identical to the irregular shape of the NSTX(-U) vessel, the loca-
tion of the boundary condition imposed in the simulations is different than it is in
experiments. Previous simulations have shown that a smaller distance between the
last closed flux surface and the bounding box can decrease the growth rate, so this
discrepancy could lead to quantitative differences. However, this is not a concern for
the goals of this study since it should not affect the trends in the growth rate with
fast ion parameters.
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Figure 4.2: Frequency and wave vector directions calculated from unstable modes
in simulations. Simulations shown use beam distributions with λ0 = 0.1 − 0.9 and
v0/vA = 2.5− 6.0.
4.3 Identification of Modes and Structures
Three distinct types of modes are found in this simulation study: co-propagating
CAEs, counter-propagating GAEs, and co-propagating GAEs. Fig. 4.1 summarizes
the frequency range of each of these modes for the simulated toroidal mode numbers,
while Fig. 4.2 shows the ranges of ω/ωci and α ≡
∣∣k‖/k⊥∣∣ of each mode. Note that
while k‖ is often inferred from the large tokamak expression k‖ = (n−m/q)/R, this
relation was not applied here due to the low aspect ratio of NSTX and ambiguous
poloidal mode numbers in simulations. Instead, k‖ was determined by taking a Fourier
transform along equilibrium field lines traced on the flux surface with largest RMS
fluctuation magnitude in δB‖ for CAEs and a component of δB⊥ for GAEs. Mean-
while, peaks in the spatial Fourier transforms in Z, R, and φ give k =
√
k2R + k
2
Z + k
2
φ,
which can be used to infer k⊥ =
√
k2 − k2‖. This section will detail the characteristics
of each simulated mode and contrast their properties. Distinguishing between CAEs
and GAEs is notoriously difficult68 in experiments due to similar frequency ranges
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and mixed polarization of the modes at the outboard side where magnetic coils are
available for measurements. Hence, the wealth of information provided by simulations
is valuable in guiding future experimental analysis.
Fast ions can interact with the modes through the general Doppler shifted cy-
clotron resonance condition:
ω − 〈k‖v‖〉− 〈k⊥vDr〉 = ` 〈ωci〉 (4.5)
Here, 〈. . .〉 denotes orbit-averaging. The cyclotron resonance coefficient ` =
−1, 0, 1 for the frequency range studied here, though a resonance may exist for any
integer value. The Landau resonance corresponds to ` = 0, the “ordinary” cyclotron
resonance has ` = 1, and the “anomalous” cyclotron resonance has ` = −1. Note
that for sub-cyclotron frequencies, and in the usual case where
∣∣〈k‖v‖〉∣∣ & |〈k⊥vDr〉|,
counter-propagating modes (k‖ < 0) can only satisfy the ordinary cyclotron reso-
nance, while co-propagating modes can interact through the Landau or anomalous
cyclotron resonances, depending on their frequency. Eq. 4.5 can be equivalently
written in terms of orbital frequencies:
ω − n 〈ωφ〉 − p 〈ωθ〉 = ` 〈ωci〉 (4.6)
In this expression, ωφ and ωθ are the toroidal and poloidal orbital frequencies,
respectively, and p is an integer. During simulations, 〈ωφ〉, 〈ωθ〉, and 〈ωci〉 are numer-
ically computed for each fast ion, which enables determination of p for the resonant
particles, and hence identification of the dominant resonance in each simulation.
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4.3.1 Co-Propagating CAEs
Our simulations find co-propagating CAEs for n ≥ 3 with 0.28ωci < ω < 0.70ωci,
marked by blue circles on Fig. 4.1. For each toroidal mode number, the unstable
CAE frequencies are larger than those of GAEs. Moreover, Fig. 4.2 shows that the
CAEs have α ≡ ∣∣∣∣k‖/k⊥∣∣∣∣ = 0.3−1.5, with larger ∣∣k‖/k⊥∣∣ corresponding to the modes
with higher n numbers. As will also be the case with the GAEs, it is important to note
that
∣∣k‖/k⊥∣∣ can range from small to order unity, violating the k‖  k⊥ assumption
that is often made in previous theoretical work for large aspect ratio tokamaks. This
motivated in part the reexamination of the instability conditions for CAEs and GAEs
in Chapter 2 and Chapter 3, which will be used to interpret the simulation results
presented here.
This group of modes was heuristically identified as CAEs since they have mag-
netic fluctuations dominated by the compressional component near the core, where
δB‖/δB⊥  1. In the simulations, δB‖ for the low to moderate n modes (n < 10) usu-
ally peaks on axis with low poloidal mode number (m = 0− 2). A typical example is
shown in Fig. 4.3, which shows an n = 4 co-propagating CAE with beam distribution
parameterized by v0/vA = 5.0 and λ0 = 0.7 – the parameters most closely matching
the conditions of the NSTX discharge which this set of simulations are modeling. The
top left figure shows a poloidal cross section of δB‖ taken at a toroidal angle where
δB‖ is near its maximum. The core-localization of these modes agrees with previous
nonlinear HYM simulations,63 contrasting with the analytic studies of CAEs under
large aspect ratio assumptions, which predict localization near the edge.58
These modes also exhibit a substantial fluctuation in δB‖ on the low field side be-
yond the last closed flux surface, which is also a generic feature of counter-propagating
GAE (see Fig. 4.5). This has complicated previous efforts to delineate between high
frequency AEs in experiment.68 In fact, the high frequency AEs observed in NSTX
were initially identified as CAEs before further analysis revealed that GAEs were also
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Figure 4.3: Mode structure of an n = 4 co-CAE driven by a fast ion distribution
parameterized by v0/vA = 5.0, λ0 = 0.7. Top row is a poloidal cut, where gray
lines are ψ contours. Bottom row is a toroidal cut at the midplane, where gray lines
represent the high field side, low field side, and magnetic axis. The first column is
δB‖, while the second is one of the orthogonal components of δB⊥.
present. While δB⊥ is very small in the core for linear simulations dominated by a
single CAE, there can still be large δB⊥ closer to the edge. This structure is most
prominent on the high field side, as shown in Fig. 4.3, but is also visible to a lesser
degree on the low field side. The feature has been previously identified as a kinetic
Alfve´n wave (KAW),63,133 located at the Alfve´n resonance location ω = k‖vA(R,Z)
where CAEs undergo mode conversion. The KAW appears whenever a CAE is un-
stable in these simulations.
The modes with higher n are localized closer to the edge on the low field side
and have somewhat higher poloidal mode number (m = 2 − 4). The full range of
poloidal mode structures of CAEs observed in linear HYM simulations is shown in
Fig. 4.4. The first two modes, with n = 4 and n = 6, are more concentrated in
the core, whereas the last three modes (n = 12, 10, and 12, respectively) are more
localized near the edge.
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Figure 4.4: (a) Representative examples of poloidal mode structure (δB‖) of co-CAEs
from HYM simulations, labeled with qualitative poloidal mode numbers. From left
to right, these modes have the following toroidal mode number and were simulated
with fast ion populations parameterized by normalized injection velocity v0/vA and
central pitch λ0: (1) n = 4, λ0 = 0.7, v0/vA = 5.0, (2) n = 6, λ0 = 0.3, v0/vA = 5.5,
(3) n = 12, λ0 = 0.9, v0/vA = 5.1, (4) n = 10, λ0 = 0.7, v0/vA = 5.0, (5) n = 12, λ0 =
0.7, v0/vA = 5.1. (b) Representative examples of poloidal mode structure of CAEs
from the spectral code CAE3B, labeled with mode numbers analogous to those in (a).
All of these modes are n = −3 cntr-CAEs, solved with an equilibrium based on NSTX
discharge 130335.
The labeling of these modes with poloidal mode numbers is somewhat arbitrary, as
the modes do not lend themselves well to description with a single poloidal harmonic
m along the θ direction, as the structure can peak on axis or have structures that are
poorly aligned with ψ contours. This dilemma is also discussed in Ref. 60, where the
spectral code CAE3B is used to solve for CAEs at low aspect ratio. Moreover, the
CAE has a standing wave structure, so multiple signs of m are present, broadening
the spectrum of k‖ and k⊥ values.
Regardless of the poloidal mode numbers ascribed to them, the CAE mode struc-
tures from the HYM simulations presented here qualitatively match the CAE eigen-
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modes found by the CAE3B eigensolver for a separate NSTX discharge 130335.154 The
similarity between the HYM and CAE3B mode structures provides further evidence
that the instabilities seen in HYM and heuristically identified as CAE due to large
δB‖ in the core are indeed CAE solutions. Comparison against the CAE dispersion
relation further supports the classification of these modes. In a uniform plasma, the
magnetosonic dispersion including finite β may be written
ω2CAE =
k2v2A
2
[
1 + u2 +
√
(1− u2)2 + (2uk⊥/k)2
]
(4.7)
Here, u ≡ vS/vA =
√
2γβ where γ = 5/3 is the adiabatic index and β = 8piP/B2.
The finite β corrections are important because the large pressure can make vS ∼ vA
in the vicinity of the mode due to the beam contribution. In lieu of well-defined
poloidal mode numbers, the mode structures from simulations are Fourier transformed
to determined kR and kZ . The toroidal wave number kφ is determined via Fourier
transform along the field lines. Fair agreement is found between Eq. 4.7 calculated
with the inferred wave vectors and the mode frequencies in the simulations.
The co-propagating CAEs are driven by the Landau resonance: ω − n 〈ωφ〉 −
p 〈ωθ〉 = 0, where 〈ωφ〉 and 〈ωθ〉 are the orbit-averaged toroidal and poloidal frequen-
cies, respectively, of the resonant fast ions. The toroidal mode number is n (positive
for co-propagation, negative for cntr-propagation), and p is an integer. This con-
dition has been verified in previous HYM simulations63 by examining the fast ions
with largest weights, which reveal the resonant particles due to Eq. 4.3c. Such ex-
aminations generally show that only a small number of resonances (i.e. integers p)
contribute nontrivially to each unstable mode – a primary resonance p and often two
sub-dominant sidebands with p± 1.
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Figure 4.5: Mode structure of a n = −6 cntr-GAE driven by a fast ion distribution
parameterized by v0/vA = 5.0, λ0 = 0.9. Top row is a poloidal cut, where gray
lines are ψ contours. Bottom row is a toroidal cut at the midplane, where gray lines
represent the high field side, low field side, and magnetic axis. The first column is
δB‖, while the second is one of the orthogonal components of δB⊥.
4.3.2 Counter-Propagating GAEs
The global Alfve´n eigenmodes in these simulations appeared in two flavors: co- and
counter-propagating relative to the direction of the plasma current. The counter-
propagating modes were excited for |n| = 4 − 10 in the frequency range 0.05ωci <
ω < 0.35ωci, and are indicated as red squares on Fig. 4.1. They exhibit a very wide
range of wave vector directions, with unstable modes having
∣∣k‖/k⊥∣∣ = 0.2− 3 in the
simulations.
The cntr-GAEs were distinguished from CAEs due to their dominant shear po-
larization, e.g. δB⊥  δB‖ for peak amplitudes, and their dispersion which generally
scaled with the shear Alfve´n dispersion ω ∝ k‖vA. Counter-GAEs were routinely ob-
served in NSTX68 and NSTX-U96 experiments with these basic characteristics, and
previous comparisons between HYM simulations and experimental measurements have
revealed close agreement between the frequency of the most unstable counter-GAE
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Figure 4.6: Example mode structures of GAEs with different dominant poloidal
harmonics. From left to right, m = 0 (n = 8, λ0 = 0.9, v0/vA = 4.5), m = 1,
(n = 6, λ0 = 0.7, v0/vA = 4.5), m = 2 (n = 6, λ0 = 0.9, v0/vA = 4.5), m = 3
(n = 5, λ0 = 0.7, v0/vA = 4.75), and m = 4 (n = 4, λ0 = 0.9, v0/vA = 5.0).
for each n.134 All counter-propagating modes which appeared in these simulations
were determined to be GAEs, even though cntr-CAEs have also been observed in
NSTX experiments.68 This may be attributed to the initial value nature of these sim-
ulations, which are dominated by the most unstable mode. As discussed in Sec. 2.5,
cntr-CAEs and cntr-GAEs are driven unstable by the same fast ion parameters, but
the growth rate for the cntr-GAEs is typically larger.
Similar to the CAEs, the counter-GAEs did not feature poloidal structure with
well-defined mode numbers. Using an effective mode number m loosely corresponding
to the number of full wavelengths in the azimuthal direction, the GAEs ranged from
m = 0 − 5, with lower |n| modes typically having larger m = 3 − 5 and modes with
|n| > 7 preferring smaller poloidal mode numbers of m = 0− 2. Some representative
examples are shown in Fig. 4.6. The counter-GAE mode structure is typically more
complex than that of the co-CAEs, likely due to the close proximity of the GAEs to
the Alfve´n continuum, which introduces shorter scale fluctuations on a kinetic scale
that modulates the slower varying MHD structure. Comparing the mode structures
in Fig. 4.4 and Fig. 4.6, one can see that while the CAEs are trapped in a potential
well on the low field side,53–55,58,59 the GAEs can access all poloidal angles.
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The most interesting property of the GAEs in these simulations is how significantly
the beam distribution influences the frequency of the most unstable mode. This
discovery will be described in detail in Chapter 5, and will be briefly summarized here.
It was found that almost uniformly for each toroidal mode number, the frequency
of the most unstable GAE was proportional to the normalized injection velocity of
the fast ion distribution. In most cases, the mode structure of the most unstable
mode remains relatively stable despite these large changes in frequency – yielding
small quantitative changes in the mode’s width, elongation, or radial location, but
not changing mode numbers. This behavior is in contrast to what is seen for the
CAEs, where the frequency of the most unstable mode is nearly unchanged for large
intervals of v0/vA, then switching to a new frequency at some critical value, which
also coincided with the appearance of a new poloidal harmonic.
Due to their sub-cyclotron frequency and n < 0, the cntr-GAEs can only interact
with fast ions through the ordinary Doppler-shifted cyclotron resonance. It may be
written as ω − n 〈ωφ〉 − p 〈ωθ〉 = 〈ωci〉 where 〈ωci〉 is the orbit-averaged cyclotron
frequency of resonant particles.
4.3.3 Co-Propagating GAEs
In addition to the counter-GAEs, high frequency co-propagating GAEs were found
to be unstable in simulations for certain beam parameters, namely small λ0 and large
v0/vA, with frequencies 0.15ωci < ω < 0.60 across n = 8 − 12. Almost uniformly
these modes have m = 0 or 1. Due to the large n values and small m, co-GAEs tend
to have large
∣∣k‖/k⊥∣∣ > 1 in simulations. The co-GAEs may simultaneously resonate
with the high energy fast ions through the “anomalous” Doppler-shifted cyclotron
resonance, ω − n 〈ωφ〉 − p 〈ωθ〉 = −〈ωci〉, as well as with fast ions with v‖ ∼ vA
through the Landau resonance ω − n 〈ωφ〉 − p 〈ωθ〉 = 0, as shown on Fig. 4.8. In
the simulations, most of the drive comes from the high energy fast ions, though the
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Figure 4.7: Mode structure of an n = 8 co-GAE driven by a fast ion distribution
parameterized by v0/vA = 5.3, λ0 = 0.1. Top row is a poloidal cut, where gray
lines are ψ contours. Bottom row is a toroidal cut at the midplane, where gray lines
represent the high field side, low field side, and magnetic axis. The first column is
δB‖, while the second is one of the orthogonal components of δB⊥.
absent two-fluid effects may make the Landau resonance of comparable importance
in experiments. Just as with the cntr-GAEs, the high frequency co-GAEs behave
more like energetic particle modes than MHD eigenmodes, exhibiting large changes
in frequency in proportion to changes in v0/vA, without any significant changes to
the mode structure.
Whereas cntr-GAEs are frequently observed experimentally and have been the
subject of recent theoretical studies, co-GAEs are less commonly discussed. The
early development of GAE theory did involve co-propagating modes, but these were
restricted to very low frequencies and consequently only considered the ` = 0 Landau
resonance.77,83–86 This type of low frequency co-GAE driven by the Landau resonance
was not found to be the most unstable mode for any set of fast ion parameters in
HYM simulations. As explored in Chapter 3, this may be due to the fact that they
have a similar instability condition to the co-CAEs, but with growth rate reduced
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Figure 4.8: Resonant particles for an n = 9 co-GAE driven by beam ions with
λ0 = 0.3 and v0/vA = 5.1. Dashed lines indicate contours of constant v‖,res =
0.85, 3.85, 4.15, 4.55, 5.15. The color scale indicates the normalized particle weights
δf/fb on a log scale.
by a typically small factor (ω/ωci)
2. High frequency co-GAEs were never observed in
NSTX, nor have they been documented in other devices. As detailed in Sec. 4.4.2,
this is at least partly because they are most unstable for very tangential injection with
λ0 → 0 (necessary to satisfy the ` = −1 resonance), which is far from the operational
constraints of the beam lines available on NSTX. However, the additional neutral
beam installed on NSTX-U allows for much more tangential injection,153 which should
be able to excite high frequency co-GAEs for discharges with sufficiently large v0/vA
(experimentally achievable with a low magnetic field).
4.4 Stability Results
4.4.1 Simulation Results
This section presents the linear stability trends from simulations and their interpre-
tation with analytic theory. Unstable CAE/GAE modes are found for a variety of
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Figure 4.9: Linear growth rates of CAE/GAE modes. Each subplot represents a
single toroidal harmonic (|n|), showing growth rate of the most unstable mode for
each distribution parameterized by (λ0, v0/vA). Individual white data points repre-
sent simulations where no unstable mode was found. Colored circles indicate the
magnitude of the growth rate. Data points enclosed by blue boxes are co-CAEs, red
boxes are cntr-GAEs, and green boxes are co-GAEs.
beam parameters, and all simulated toroidal mode numbers |n| = 3− 12. In general,
co-GAEs have the largest growth rate, followed by cntr-GAEs, and then co-CAEs.
However, co-GAEs are only the most unstable mode at the periphery of realistic
NSTX parameters, which may help explain why they have not been discussed in
the experimental literature. For realistic NSTX beam geometry (λ0 = 0.5 − 0.7),
cntr-GAEs usually have the largest growth rate.
The summary of results from a large set of simulations is shown in Fig. 4.9,
where each subplot corresponds to simulations restricted to a single toroidal harmonic
|n|. Within each plot, each circle represents a separate simulation with the fast ion
distribution in Eq. 4.4 parameterized by injection geometry λ0 ≈ v2⊥/v2 and injection
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geometry v0/vA. The white circles indicate simulations where all modes were stable,
while the color scale indicates the growth rate of the most unstable mode. As a
reminder, these linear initial value simulations are dominated by the most unstable
mode in each simulation. Consequently, the presence of a specific type of unstable
mode in a given simulation does not necessarily imply that other modes are stable,
rather that if they are unstable they must have smaller growth rate.
The normalized growth rates span three orders of magnitude in the simulations,
ranging from γ/ωci = 10
−4 to 10−1. When instead normalized to the mode frequency,
growth rates for CAEs are in the range γ/ω = 0.005− 0.05, while most of the GAEs
have γ/ω = 0.01− 0.2, with a few more unstable cases having γ/ω up to 0.4. While
there is reason to believe that GAE growth rates are typically larger than those of
CAEs, the nearly order of magnitude difference seen in these simulations is primarily
due to the different resonant interactions, as will be explained shortly. The colored
boxes on Fig. 4.9 indicate the most unstable type of mode in each simulation: co-
CAE, cntr-GAE, or co-GAE. The direction of propagation for each mode is identified
from the relative phase of the fluctuations at three closely spaced toroidal points. The
determination of CAE vs GAE is made from the dominant polarization of the mode
and comparison with the appropriate dispersion relation, as discussed in Sec. 4.3.
Fig. 4.10 summarizes how the growth rate depends on toroidal mode number
for each type of mode. In simulations restricted to |n| = 1 and |n| = 2, the only
unstable modes had ω/ωci < 0.05, with high m numbers and mixed polarization.
Hence these modes are qualitatively different from the CAEs/GAEs being studied,
and their further investigation is left to future work. At low |n| = 3 − 4, co-CAEs
were the most common mode. For each value of |n| = 3 − 12, there existed at least
one set of beam parameters (λ0, v0/vA) such that a co-CAE was the most unstable
mode, with the growth rate maximized for n = 4. In contrast, the GAE growth rates
peaked at moderately large values of |n| = 6 and |n| = 9 for cntr-GAEs and co-GAEs,
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Figure 4.10: Growth rate of each type of mode as a function of toroidal mode number
in simulations. Simulations shown use beam distributions with λ0 = 0.1 − 0.9 and
v0/vA = 2.5− 6.0.
respectively. Note that the co-GAEs are excited only at large n since the ` = −1
resonance requires a large Doppler shift k‖v‖,res ≈ nv‖,res/R > ωci.
The simulation results will now be compared with the analytic theory of beam-
driven, sub-cyclotron CAE/GAE stability developed earlier in this thesis. In Chapter
2, a local expression for the fast ion drive due to an anisotropic neutral beam-like
distribution is derived. Terms to all orders in ω/ωci,
∣∣k‖/k⊥∣∣, and k⊥ρ⊥b are kept
for applicability to the entire possible spectrum of modes. Analysis was restricted to
2D velocity space in order to avoid making assumptions about equilibrium profiles,
mode structures, particle orbits, etc.. In particular, this excludes drive/damping due
to gradients in pφ, which is addressed in Sec. 4.4.4. Moreover, the calculation does
not include bulk damping sources, hence it is most reliable when applied far from
marginal stability. To supplement this analysis, quantification of the magnitude of
damping present in HYM simulations as well as an estimate of the thermal electron
damping rate (absent in the simulation model) will be presented in Sec. 4.4.5. In a
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nutshell, the velocity space drive (or damping) due to fast ions is a weighted integral
over gradients of the fast ion distribution:
γ ∝∼
∫
dλh(λ)
[(
`ωci
ω
− λ
)
∂
∂λ
+
v
2
∂
∂v
]
f0 (4.8)
Here ` is the cyclotron coefficient in the general resonance condition ω− n 〈ωφ〉 −
p 〈ωθ〉 = ` 〈ωci〉 and h(λ) is a complicated positive function that weights the integrand.
The full expression for the fast ion drive for the model neutral beam distribution given
in Eq. 4.4 can be found in Eq. 4.9. We can gain a qualitative understanding of the
simulation results by relying on Eq. 4.8. For the model distribution, the ∂f0/∂v term
is always negative (damping) since the slowing down function decreases monotonically.
Velocity space anisotropy (∂f0/∂λ) can provide either drive or damping depending
on its sign. For ` 6= 0 resonances and the experimental value of ∆λ ≈ 0.3, the ∂f0/∂v
contribution is much smaller than that from ∂f0/∂λ, though they can be comparable
when ` = 0.
Now it is clear why the co-CAE growth rates are typically smaller than those of
the GAEs. As discussed previously, the co-CAEs are driven by the ` = 0 resonance,
while the co-GAEs and cntr-GAEs are driven by ` = ±1, which leads to the large
factor ωci/ω multiplying their growth rates. Cntr-CAEs have also been observed
in experiments,68,71 which should also have relatively large growth rates due to this
factor for the ` = 1 resonance, but they are not seen in HYM simulations. As discussed
in Sec. 2.5, local theory predicts the linear growth rate of cntr-CAEs to be slightly
smaller than that of cntr-GAEs driven by the same fast ion distribution, so these
subdominant modes would not appear in linear initial value simulations.
One might also ask why the co-GAEs are driven by the ` = −1 resonance, but
the co-CAEs are not, since it would enhance their growth rate. Due to the difference
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in dispersion, fast ions must have a larger parallel velocity to resonate with CAEs
than GAEs. For GAEs, the ` = −1 resonance requires v‖,res/vA ≈ (1 + ωci/ω), while
for CAEs, v‖,res/vA ≈
∣∣k/k‖∣∣ (1 + ωci/ω). For the ranges of ∣∣k/k‖∣∣ and ωci/ω inferred
from modes in the simulations, this resonance would require fast ion velocities above
the beam injection velocity, hence the condition can not be satisfied and co-CAEs are
restricted to the ` = 0 resonance with typically smaller growth rate.
In order to compare the stability properties of each mode against one another as
a function of beam parameters, the results contained in Fig. 4.9 have been condensed
into Fig. 4.11, which includes all simulated toroidal harmonics. Clearly, the cntr-
GAEs prefer large λ0 whereas the co-GAEs prefer small λ0. This is reasonable for a
distribution peaked in λ based on Eq. 4.8. cntr-GAEs interacting with beams ions
through the ` = 1 resonance are driven by ∂f0/∂λ > 0, while co-GAEs are driven by
regions of phase space with ∂f0/∂λ < 0 due to the ` = −1 resonance. Hence when
the distribution peaks at large λ0 → 1, a larger region of phase space contributes
to drive the cntr-GAEs (and damp the co-GAEs). Conversely when λ0 → 0, more
resonant fast ions contribute to driving the co-GAEs (and damp cntr-GAEs). A more
quantitative comparison will be shown in Sec. 4.4.2 to elaborate on this intuition.
The co-CAE dependence on λ0 is somewhat more subtle. From Eq. 4.8, one would
expect that small λ0 favors their excitation, just as in the previous argument given for
co-GAEs. Yet, Fig. 4.11 shows unstable CAEs across a wide range 0.3 ≤ λ0 ≤ 0.9.
Although the fast ions do provide drive for co-CAEs for λ0 = 0.1 according to the-
ory, the predicted growth rate is too small to overcome the background damping in
simulations. Analytic theory predicts that the drive from fast ions peaks at some in-
termediate injection geometry λ0 ≈ 0.5, which is similar to what occurs in simulations
which include some damping on the background plasma.
With respect to the injection energy, the cntr-GAEs are unstable at significantly
lower beam voltages than the CAEs. Whereas no CAE is found to be unstable for
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Figure 4.11: Existence of unstable mode type as a function of the beam injection
geometry λ0 and velocity v0/vA.
v0/vA < 4, unstable cntr-GAEs were found with v0/vA > 2.5 for a given set of plasma
profiles based on a specific NSTX H-mode discharge. This is consistent with NSTX
experiments, where cntr-GAEs were more routinely observed and in a wider array
of operating parameters. For co-CAEs driven by the ` = 0 resonance, the fast ion
damping from ∂f0/∂v competes more closely with the drive from anisotropy ∂f0/∂λ
than when ` 6= 0, leading to a larger v0/vA for instability. As discussed in Sec. 3.3.2.1,
net drive for co-CAEs driven by beams with λ0 = 0.7 and ∆λ = 0.3 requires v0/vA >
4.1, similar to what is found in HYM simulations. The co-GAEs also require relatively
large v0/vA for excitation, due to the requirement of a sufficiently large Doppler shift
k‖v‖,res in order to satisfy the strong ` = −1 resonance which drives them. Note
that v0/vA & 2.5 and v0/vA & 4 should not be regarded as universal conditions
necessary for cntr-GAE and co-GAE excitation, respectively. CAE/GAE excitation
also depends on equilibrium profiles, which determine the background damping rate as
well as the spectrum of eigenmodes. For instance, cntr-GAEs were routinely excited
in early operation of NSTX-U96 with v0/vA ≈ 1 − 2, while co-CAEs were rarely
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observed. In addition, cntr-propagating, sub-cyclotron modes have also been observed
in dedicated low field DIII-D discharges97,155 with v0/vA ≈ 1, in agreement with
corresponding HYM simulations.151
4.4.2 Comparison with Local Analytic Theory
4.4.2.1 Review of Theory
It is worthwhile to study how well the local analytic theory can capture the stability
properties determined by the realistic hybrid simulations. In general, the fast ion
drive has a complicated dependence on the beam parameters λ0, v0/vA, ∆λ, and
vc/v0, the mode parameters ω/ωci and
∣∣k‖/k⊥∣∣, and the specific resonance ` driving
the mode. To compare with simulations, Eq. 2.21 has been modified slightly in order
to incorporate the exact form of the tail of the fast ion distribution above the injection
velocity used in simulations. The expression is given below.
γ
ωci
= −nb
ne
piCfv
3
0
v3c
∑
`
η
3/2
`
|ω¯ − `|

∫ 1
0
xJ m` (ξ(x, ζ))
(1− x)2 × 1
∆x2
(
`
ω¯
− x
)
(x− x0) + 3/4
1 + v
3
c
v30
(
1−x
η`
)3/2
 e−(x−x0)2/∆x2e−θ
(√
η`
1−x−1
)(√
η`
1−x−1
)2
v20/∆v
2
1 +
v30
v3c
(
η`
1−x
)3/2 dx

(4.9)
As a reminder, x ≡ v2⊥/v2 = λ 〈ω¯ci〉 where 〈ω¯ci〉 is the orbit-averaged cyclotron
frequency of resonant particles normalized to the on-axis cyclotron frequency ωci0.
Similarly, x0 = λ0 〈ω¯ci〉 and ∆x = ∆λ 〈ω¯ci〉. It is found that resonant particles
typically have 〈ω¯ci〉 ≈ 0.9 in simulations, and ∆λ = 0.3 is the default beam width.
Also, η` = v
2
‖,res/v
2
0, θ (x) is a step function with argument v − v0 such that the
distribution decays when v > v0 with characteristic speed ∆v = 0.1v0 in simulations.
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The second line is the fast ion distribution f0(x, v(x, η`)) using the relation v =
v‖,res/
√
1− x = v0
√
η`/(1− x). The finite Larmor radius terms are contained within
the function J m` (ξ), where the lower index ` is the cyclotron resonance coefficient
and m denotes different functions for the mode types – m = “C ′′ for CAEs and
m = “G′′ for GAEs. Its definition is
J m` (ξ) ≡
y
y2 − F 2
[√
y − A−1 `J`
ξ
∓
√
y − F 2A−1dJ`
dξ
]2
(4.10)
The “−” solution is for CAEs and the “+” solution is for GAEs. As in Chapter
2, F 2 = k2‖/k
2 and A = 1/(1 − ω¯2). Its argument is ξ = k⊥ρ⊥b = ζ
√
x/(1− x)
and ζ = k⊥v‖,res/ωci. Using the resonance condition, ζ can be re-written as ζ =
|ω¯ − ` 〈ω¯ci〉| /α with ω¯ ≡ ω/ωci and α ≡
∣∣k‖/k⊥∣∣. Lastly, y ≡ N−2 = ω2/k2v2A, and
defining G = 1 + F 2, the cold plasma two-fluid dispersion is
N2 =
AG
2F 2
[
1±
√
1− 4F
2
AG2
]
(4.11)
For 0 < ω¯ < 1, the “−” solution corresponds to the CAE, while the “+” solution
corresponds to GAE. For comparison with simulations which do not include two-fluid
effects, we will make the approximations N2 ≈ 1 for CAEs and N2 ≈ 1/F 2 for GAEs,
which give J C` (ξ) ≈ (J ′`(ξ))2 for CAEs and J G` (ξ) ≈ (`J`/ξ)2. A discussion of
the impact of these two-fluid effects on the growth rate can be found in Sec. 2.5
and Sec. 3.4, but we restrict our attention to the single fluid limit since our aim is
interpretation of the simulations.
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4.4.2.2 Maximum Growth Rate Dependence on Beam Injection Geome-
try and Velocity
As a first comparison, we will examine the dependence of the growth rate on the
beam injection geometry λ0 and velocity v0/vA. Since the growth rate is sensitive to
the specific mode properties (frequency ω/ωci and wave vector direction α =
∣∣k‖/k⊥∣∣)
whereas only the mode with the largest growth rate survives in the simulations, it
makes sense to use Eq. 4.9 to calculate the growth rate of the most unstable mode
across all values of 0 < ω/ωci < 1 and
∣∣k‖/k⊥∣∣. Such a comparison is shown in Fig.
4.12, with separate subplots for co-CAEs, cntr-GAEs, and co-GAEs. In these figures,
the background color gives the growth rate calculated analytically, while the points
show the growth rates of unstable modes in separate simulations.
The analytic growth rate is typically larger than that from simulations, so their
magnitudes have been re-scaled as indicated in the figures so that a comparison
of trends can be made. There are two reasons why the analytic growth rates are
larger than those from simulations for two reasons. First, the simulations include
drive/damping from fast ions and also damping of the mode on the single fluid resistive
background plasma. As will be discussed in Sec. 4.4.5, this damping can be of order
20%−60% of the fast ion drive, while it is not present at all in the analytic calculation
which perturbatively considers the contribution from fast ions alone. Second, the
analytic theory being used is a local approximation which does not take into account
equilibrium profiles of the background plasma, fast ion density, or spatial dependence
of the mode structure. The value of nb/ne that we use in Eq. 4.9 is its peak value
(5.3% for the simulations in this section), leading to a calculated growth rate larger
than it would be if spatial dependencies were taken into account. Consequently, the
value of comparing this calculation with the simulation results lies in the trends with
beam parameters, not the absolute values of the growth rate.
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(a) (b)
(c)
Figure 4.12: Growth rate of most unstable mode as a function of injection geometry
λ0 and velocity v0/vA, calculated from analytic theory (background color) and HYM
simulations (individual points). From left to right: (a) co-CAEs, (b) cntr-GAEs, and
(c) co-GAEs. In order to more clearly show trends, the analytically calculated growth
rate has been re-scaled as indicated.
We see that for each type of mode, there is reasonable agreement between the
regions of instability predicted by analytic theory and the beam parameters of un-
stable modes. For co-CAEs, theory predicts the largest growth rate near moderate
values of λ0 ≈ 0.5 and large v0/vA, which are also the beam parameters preferred
by unstable modes in simulations. According to theory, cntr-GAEs generally become
more unstable for larger values of λ0 (more perpendicularly injected beams), while
co-GAEs are most unstable for small λ0 (very tangential injection). This is exactly
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the trend seen in simulations, where the unstable cntr-GAEs generally have largest
growth rate for λ0 = 0.7 − 0.9 and the co-GAEs are most unstable for λ0 = 0.1, the
smallest simulated value. Hence, numerical evaluation of the analytic expression for
fast ion drive confirms many of the qualitative arguments given when interpreting
Fig. 4.12 through the lens of Eq. 4.8. For all types of modes, larger beam velocity
leads to a larger maximum growth rate, though that growth rate may correspond
to different mode parameters ω/ωci and
∣∣k‖/k⊥∣∣ than the most unstable mode for a
smaller beam velocity.
Lastly, note that the trends from the calculation shown in Fig. 4.12 rely on the
aforementioned search over all mode parameters for the most unstable mode. For
instance, when the same calculation is done for cntr-GAEs with specific values of
ω/ωci and
∣∣k‖/k⊥∣∣, the growth rate is no longer a strictly increasing function of v0/vA
and λ0, but rather it can peak and then decrease, as in Fig. 2.2. This occurs when the
beam parameters are varied in such a way that not as many particles resonate with
the particular mode of interest. An example of such behavior is given in the |n| = 8
subplot of Fig. 4.9, as the cntr-GAE growth rate for injection geometry λ0 = 0.7 first
increases, peaks, and then decreases, with the cntr-GAE eventually being replaced
by a more unstable co-CAE. Since only the |n| = 8 toroidal harmonic is kept in that
simulation, the range of mode properties is also restricted.
4.4.2.3 Approximate Stability Boundaries
In Chapter 2 and Chapter 3, approximations relevant to the simulate conditions were
used in order to derive simple necessary conditions for net fast ion drive. These con-
ditions will be compared with the simulation results in order to assess the capability
of the local analytic theory to reproduce simulation results. As discussed in Sec.
2.4.1 and Sec. 3.3.1, these approximations can be made when 0.2 . ∆λ . 0.8 (the
NSTX(-U) value is ∆λ ≈ 0.3) and either ζ ≡ k⊥v‖,res/ωci . 2 or ζ  2. Note that this
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constraint is related to a condition on the finite Larmor radius (FLR) of the fast ions,
since k⊥ρ⊥b = ζ
√
x/(1− x). Since the resonant fast ions have identical v‖ = v‖,res
but varying energies, they also have different values of k⊥ρ⊥b. Hence ζ . 2 implies
that FLR effects are generally small, and ζ  2 implies they are generally large,
but neither are as strict as k⊥ρ⊥b  1 or k⊥ρ⊥b  1. Notice that this parameter
can be re-written using the resonance condition in the form ω − k‖v‖,res = ` 〈ω¯ci〉 as
ζ = |ω¯ − ` 〈ω¯ci〉| /α, allowing the calculation of ζ from mode properties alone.
Using the data shown in Fig. 4.2, one can calculate that ζ = 0.5 − 1 for the
co-CAEs and ζ = 0.5 − 1.5 for the co-GAEs, so all modes fall within the ζ . 2
regime. Meanwhile, ζ = 0.5 − 3 for cntr-GAEs, though the most unstable ones do
have ζ < 2. Hence the approximate instability conditions derived in Sec. 2.4.2.1 for
` = ±1 resonances and and Sec. 3.3.2.1 for the ` = 0 resonance are applicable to the
unstable modes in NSTX simulations presented here. Using these approximations,
and recalling the earlier definition x0 = λ0 〈ω¯ci〉, the following condition is found for
GAE instability due to beam anisotropy
v0 <
v‖,res
(1− λ0 〈ω¯ci〉)3/4 cntr-GAEs (4.12)
v0 >
v‖,res
(1− λ0 〈ω¯ci〉)3/4 co-GAEs (4.13)
Meanwhile, for co-CAEs, the ∂f0/∂v terms must also be taken into account, which
leads to a more complicated condition
v0 > v‖,res
 1−∆x√2/3[
1− 1
2
(
x0 +
√
x20 + 8∆x
2/3
)]
[1−∆x4/5]
5/8 (4.14)
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Note that in each of these equations, v‖,res implicitly depends on ω/ωci and
∣∣k‖/k⊥∣∣
through the resonance condition written as ω − k‖v‖,res = ` 〈ω¯ci〉 and the appropriate
dispersion relation for each mode. Hence, these conditions place constraints on the
beam parameters (λ0, v0/vA, as well as ∆λ for co-CAEs) and mode properties for
a mode to be driven unstable. Just as in our previous qualitative analysis of Eq.
4.8, Eq. 4.12 and Eq. 4.13 demonstrate that the cntr-GAEs and co-GAEs have
complementary instability conditions resulting from the opposite sign of ` in the
resonance driving each mode. Consequently, co-GAE excitation is favored when λ0
is small, while cntr-GAEs prefer large λ0.
A comparison between these conditions and the simulation results can be used
to verify theory and also understand the simulation results. Such a comparison is
shown in Fig. 4.13, where v‖,res = (ω − ` 〈ω¯ci〉)/k‖ is determined from the resonance
condition with k‖ calculated from the mode structure in each simulation as described
at the beginning of Sec. 4.4.2.
Each point represents an unstable mode from an individual simulation, with the
beam injection velocity used in the simulation plotted against the marginal value of
v0/vA necessary for instability, as determined by Eq. 4.12, Eq. 4.14, and Eq. 4.14.
The shaded regions – green for co-GAEs, red for cntr-GAEs, and blue for co-CAEs
– indicate the regions of instability predicted by the theoretical conditions. For the
GAEs, there is quite good agreement between theory and simulations, with only a few
of the co-GAEs appearing far from the predicted boundary and all of the cntr-GAEs
falling in the predicted region. The agreement for CAEs is not as strong, though the
majority of unstable modes are still in the theoretically predicted region.
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(a)
(b)
Figure 4.13: Quantitative comparison of unstable modes in simulations against an-
alytic predictions for (a) GAEs and (b) CAEs. The shaded areas indicate regions
of instability predicted by the approximate conditions given in Eq. 4.12, Eq. 4.13,
and Eq. 4.14 for cntr-GAEs, co-GAEs, and co-CAEs, respectively. The points are
unstable modes of the labeled types from simulations. In (b), v0,crit is defined as the
right hand side of Eq. 4.14
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There are three reasons why this might be the case. First, recall that the local
theory which led to Eq. 4.12, Eq. 4.13, and Eq. 4.14 neglected the pφ gradient contri-
bution to the fast ion drive/damping. As will be discussed briefly in Sec. 4.4.4, this
gives a contribution proportional to n∂f0/∂pφ. Hence it provides additional drive
for co-CAEs and co-GAEs, which would extend the region of instability. Second,
as described in Sec. 4.2, the “tail” of the fast ion distribution in the simulation is
modeled with a rapid Gaussian decay above the injection energy whereas the theory
assumes a delta function for analytic tractability. These particles in the tail can sim-
ilarly provide additional drive for co-propagating modes because they provide more
resonant particles with λ > λ0 (corresponding to ∂f0/∂λ < 0). Numerical calculation
of the analytic growth rate replacing the delta function tail with the Gaussian decay
present in simulations improves the agreement in Fig. 4.13b. Lastly, the approximate
determination of v‖,res ≈ ω/k‖ may be inadequate, since it assumes that sideband res-
onances are sub-dominant. However, examination of resonant particles in simulations
indicates that although p = 0 is often the dominant resonance for co-CAEs, there can
be several other sidebands present as well. Since much of the disagreement between
theory and simulation occurs for beams with larger values of λ0 & 0.5, it may be that
trapped particles are playing a more important role. To improve the quantitative
accuracy of the approximate instability condition for co-CAEs, the theory should be
extended to properly weight and sum over all sideband resonances. Altogether, this
comparison suggest that features of nonlocal theory are needed to improve accuracy
for the co-CAEs, since they grow more slowly than the GAEs.
4.4.2.4 Properties of Unstable Modes
Another approach for comparison between simulation and theory is to instead fix
the beam parameters and consider how the growth rate depends on the properties
of each mode, namely its frequency and direction of wave vector. Such analysis can
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be useful in the interpretation of experimental observations in a given discharge.
This comparison is made in Fig. 4.14. In these figures, the background color is the
analytically computed growth rate, with darker red indicating larger predicted growth
rate, and blue indicating regions with negative growth rate (damped by fast ions).
Gray regions indicate where no resonance is possible, occurring when v0 < v‖,res. The
gold points represent unstable modes in HYM simulations for beam distributions with
fixed values of λ0 and v0/vA as specified on the plots for each type of mode. A small
range of v0/vA around a central value is included in each case in order to include
enough examples to show a trend.
For co-CAEs, a minimum value of α is needed in order to resonate with the mode
at all, and an even larger value is needed in order to have net fast ion drive. This
is reasonable since combination of the ` = 0 resonance condition and approximate
CAE dispersion ω ≈ kvA yields v‖,res/vA =
√
1 + k2⊥/k
2
‖. For a resonance to exist,
v0 > v‖,res must be satisfied, which requires sufficiently large α =
∣∣k‖/k⊥∣∣, as shown
on Fig. 4.14a. Meanwhile, the approximate instability condition written in Eq. 4.14
is of the form v0 > v‖,resg(x0,∆x) where 0 < g(x0,∆x) < 1 depends on the beam
injection geometry and weakly on the degree of anisotropy. Hence an even larger value
of
∣∣k‖/k⊥∣∣ is necessary for the modes to be unstable than simply for the resonance
to be satisfied. On the other hand, a maximum value of
∣∣k‖/k⊥∣∣ for the existence of
co-CAEs was derived heuristically in Sec. 3.5 based on the condition that the CAE
is trapped within a magnetic well on the low field side, which gives
∣∣k‖/k⊥∣∣ . n/2pi,
shown as a dashed line on Fig. 4.14a. The agreement between simulations and
theory in the figure is close but imperfect. While the bulk of the unstable modes
from simulations are well within the unstable region and even cluster around the
mode properties with maximum growth rate, there are two sets of modes very close
to the stability boundary, some even in the blue region where theory predicts that
they should be stable. A likely explanation is the lack of pφ gradient in the theory
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(a) (b)
(c)
Figure 4.14: Analytically calculated growth rate (background color) as a function of
frequency (ω/ωci) and wave vector direction (α =
∣∣k‖/k⊥∣∣) compared to the properties
of unstable modes excited in simulations (individual points). (a) co-CAEs driven by a
fast ion distribution parameterized by λ0 = 0.7 and 4.5 ≤ v0/vA ≤ 5.5, (b) cntr-GAEs
driven by λ0 = 0.7 and 3.0 ≤ v0/vA ≤ 4.0, and (c) co-GAEs driven by λ0 = 0.1 and
5.0 ≤ v0/vA ≤ 6.0.
calculation, which is present in simulations and should provide additional drive for
the co-propagating modes (n > 0).
The same comparison is very successful for both cntr- and co-GAEs. Fig. 4.14b
and Fig. 4.14c illustrate a key difference between the unstable spectrum of GAEs vs
CAEs. While instability for co-CAEs requires a sufficiently large value of
∣∣k‖/k⊥∣∣, the
GAEs require sufficiently large frequency in order to satisfy the resonance condition.
This can be understood as a consequence of the distinct dispersion relations for CAEs
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vs GAEs. For GAEs, ω ≈ ∣∣k‖∣∣ vA, so v‖,res/vA ≈ (ωci/ω) − `. Consequently, a
resonance is possible when v0 > v‖,res, which requires sufficiently large ω/ωci. For
cntr-GAEs, the approximate condition for instability given in Eq. 4.12 takes the
form v0 < v‖,resh(x0), where 0 < h(x0) < 1. Consequently, larger frequencies can
violate this condition, so a band of unstable frequencies results. Nearly all of the
simulation points fall within this band, with the few that fall just within the gray “no
resonance possible” region are due to having v0/vA slightly larger than the value it is
being computed for in the figure (or due to sideband resonances).
In the case of co-GAEs, there is no maximum frequency for unstable modes since
the inequality in their approximate instability condition is flipped relative to that for
the cntr-GAEs. Hence, both the resonance condition and the instability condition
provide upper bounds on v‖,res, or equivalently lower bounds on ω/ωci. This is similar
to the co-CAEs, which had two distinct lower bounds on α coming from satisfying
the resonance condition and instability conditions. For the beam parameters shown
in Fig. 4.14c, the lower bound on ω/ωci coming from the instability condition is less
restrictive than that coming from the resonance condition, so there are no frequencies
where a resonance is possible but the mode is stable. However this is not always the
case. For smaller values of v0/vA (for example v0/vA = 4.0, not shown), such a band
of stable frequencies exist that are damped by the fast ions. Consistency is found
between the properties of unstable co-GAEs in simulations and those predicted by
analytic theory, as all of the simulation points appear above the minimum frequency
required for resonance, and with values of the wave vector direction
∣∣k‖/k⊥∣∣ near the
region of largest growth rate.
To summarize, analytic theory predicts that instability for co-CAEs occurs for
modes with
∣∣k‖/k⊥∣∣ above a threshold value (specific value depending on beam pa-
rameters). A maximum value of
∣∣k‖/k⊥∣∣ for CAEs can also be determined heuris-
tically. Meanwhile, co-GAEs are unstable for frequencies that are sufficiently large.
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Lastly, the most unstable cntr-GAEs are predicted to occur within a specific range
of frequencies. The unstable modes in HYM simulations exhibit these properties in
the majority of cases, with outliers likely explained by known limitations of the local
analytic theory.
4.4.3 Dependence on Critical Velocity and Beam Anisotropy
Whereas the majority of the simulation parameter scan performed for this study fo-
cused on varying the beam injection geometry and velocity, there are other parameter
dependencies that can be understood even with a less comprehensive set of simula-
tions. Namely, the ratio of the critical velocity to the beam injection velocity vc/v0
controls the steepness of the distribution with respect to velocity, while the width of
the beam in velocity space ∆λ controls the level of anisotropy.
The dependence of the growth rate on vc/v0 is shown in Fig. 4.15 as determined by
simulations and also calculated by the analytic expression previously discussed. It is
clear that larger values of vc/v0 tend to make all modes more unstable – whether they
are CAEs or GAEs and co- or cntr-propagating. There are two key factors leading
to this effect. First, increasing vc/v0 while keeping the total number of particles
fixed (i.e. properly normalized) leads to a larger number of high energy resonant
particles relative to those with low energy, thus providing more energy to drive the
mode. Second, larger vc/v0 corresponds to smaller magnitude of ∂f0/∂v, so the
fast ion “damping” from this term is also decreased. In Fig. 4.15, the range of
simulated values of vc/v0 is constrained by the equilibrium solver. Note that the
slopes of the analytic curves are quite similar to those of the simulation results,
indicating similar dependence on vc/v0, even without quantitative agreement for all
of the reasons previously discussed.
Recall the definition of the critical velocity:6
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Figure 4.15: Growth rate as a function of the normalized critical velocity vc/v0 from
simulations (points connected by solid lines) and calculated by analytic theory (dashed
lines). Blue curves are for n = 4 co-CAEs, with λ0 = 0.7, v0/vA = 5.5, ∆λ = 0.3.
Red curves are for n = −6 cntr-GAEs, with λ0 = 0.7, v0/vA = 5.0, ∆λ = 0.3. Green
curves are for n = 9 co-GAEs, with λ0 = 0.1, v0/vA = 5.0, ∆λ = 0.3.
mbv
2
c = 14.8AbTe/A
2/3
i (4.15)
Here, Ai and Ab are the atomic numbers of the thermal ions and neutral beam
ions, respectively, and mb is the mass of the beam ions. Hence, a lower temperature
plasma (with fixed beam voltage) should tend to render CAEs and GAEs somewhat
more stable. Extrapolating to ITER-like parameters with Te ≈ 20 keV with 1 MeV
Deuterium beams being injected into a DT plasma implies vc/v0 ≈ 0.57, slightly
larger than the approximate NSTX value of vc/v0 ≈ 0.5.
Consider now the growth rate’s dependence on ∆λ, which is shown in Fig. 4.16.
The simulations and analytic calculations agree that all types of modes become more
unstable as ∆λ is decreased, consistent with the theoretical understanding that the
dominant source of drive is beam anisotropy. Again, we find that there is qualitative
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Figure 4.16: Growth rate as a function of the beam width in velocity space ∆λ
from simulations (points connected by solid lines) and calculated by analytic theory
(dashed lines). Blue curves are for n = 4 co-CAEs, with λ0 = 0.7, v0/vA = 5.5,
vc/v0 = 0.5. Red curves are for n = −6 cntr-GAEs, with λ0 = 0.7, v0/vA = 5.0,
vc/v0 = 0.5. Green curves are for n = 9 co-GAEs, with λ0 = 0.1, v0/vA = 5.0,
vc/v0 = 0.5.
agreement between the analytically calculated dependence on ∆λ and that determined
directly from simulations. To make the comparison shown in Fig. 4.16, the normalized
frequency ω/ωci and wave vector direction
∣∣k‖/k⊥∣∣ were calculated from simulation
results, and then a small range around these values was used to find the maximum
analytic growth rate as ∆λ was varied.
Theoretically, the scaling with ∆λ can be understood in two different regimes: the
experimental regime where ∆λ is relatively large (∆λ & 0.2), and then the limiting
case of ∆λ 1. In Appendix 4.A, it is demonstrated that γ ∝ 1/∆λ2 when ∆λ & 0.2,
and γ ∝ 1/∆λ in the limit of ∆λ→ 0.
The scaling of the simulation results is approximately 1/∆λ for the cntr-GAEs
and co-GAEs, with a 1/∆λ2 trend found for the co-CAEs. Interpretation of the simu-
lation results is complicated by the presence of nontrivial damping in the simulations,
which becomes more relevant as ∆λ is increased. Hence it is consistent that the sim-
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ulations would mostly capture the ∆x 1 scaling and have additional complications
for the ∆x & 0.2 regime. It’s unclear why the co-CAEs from the simulations exhibit
the stronger 1/∆λ2 dependence overall. It’s also important to keep in mind that
the analytic theory that we are comparing with is perturbative in the sense that it
assumes γ  ω. Hence, any calculations predicting γ ∼ ω are explicitly unreliable.
This places a lower bound on the value of ∆λ that can be used to calculate the
growth rate, as even ∆λ ≈ 0.2 is giving γ/ωci ≈ 0.2, corresponding to γ/ω ≈ 0.6 for
sub-cyclotron frequencies ω/ωci ≈ 0.3. The simulation model has no such restriction,
but are still constrained to sufficiently large values of ∆λ in order to satisfy con-
straints on the equilibrium for the modeled NSTX discharge. Whereas the examined
co-CAE and cntr-GAE are stabilized for ∆λ = 0.5, the co-GAE remains unstable
even for the largest simulated value of ∆λ = 0.9, which corresponds to extremely
weak anisotropy. To explain this result, the previously neglected contribution from
gradients with respect to pφ must be considered, as discussed in the next section.
4.4.4 Effect of pφ Gradients
Most of the analysis so far has focused on fast ion drive resulting from velocity space
anistropy or gradients in energy present in the fast ion distribution since these are the
terms present in the local analytic theory derived by Mikhailovskii7 and subsequently
adapted for the analysis of sub-cyclotron modes in this work. However, a more
complete treatment would also include a contribution from gradients with respect
to pφ. In this section, we will discuss the qualitative effect of this term that is absent
in our theoretical analysis, and discuss its role in resolving certain disagreements
between the self consistent simulation results and predictions from local analytic
theory.
A general form of the growth rate is adapted from Ref. 156 in Appendix 4.B. The
relevant result is that
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γ ∝
∫
dΓ
[(
`
ω¯
− λ
)
∂f0
∂λ
+ E ∂f0
∂E +
n
ω¯
E
ωci
∂f0
∂pφ
]
(4.16)
Here, dΓ is the differential volume of phase space and E = miv2/2, whereas
elsewhere in the thesis E may not carry units of mass. The first two terms in brackets
are the gradients present in the local theory derived in Sec. 2.3.1, while the third
term results from plasma non-uniformity.
An important consequence of Eq. 4.16 is that the contribution to the growth rate
from the ∂f0/∂pφ term depends on the sign of n. Hence, for non-hollow fast ion dis-
tributions (∂f0/∂pφ > 0 everywhere), it has a destabilizing effect for co-propagating
modes (n > 0) and a stabilizing effect for cntr-propagating modes (n < 0). This con-
sequence has been previously noted in the literature, and used to explain transitions
between co- and cntr-propagation of toroidal Alfve´n eigenmodes (TAEs) in TFTR157
and NSTX-U.158 This term is expected to be most relevant for large values of |n|.
The relative importance of this term in the conditions simulated here has been
estimated in two ways. First, the σ parameter in Eq. 4.4c was varied in order to
make the fast ion distribution more or less peaked, thus affecting the magnitude of
the gradients in this variable. Recalling that σ = 6 was used to most closely match
the experimental distribution reconstruction from TRANSP, it was found that varying
σ = 4− 7 changed the growth rate by at most 10%, demonstrating that it is usually
sub-dominant to the effect of anisotropy. Varying σ further beyond this range was
incompatible with the boundary conditions imposed on the self-consistent equilibrium
solution.
Second, a set of non-self-consistent simulations was run where the pφ derivative
was neglected from the time evolution equation for the particle weights (see Eq. 4.3c).
In essence, this “turns off” the effect of ∂f0/∂pφ on the instability. Simulations were
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Figure 4.17: Growth rate as a function of the beam width in velocity space ∆λ
from self-consistent simulations (solid lines, reproduced from Fig. 4.16) and those
excluding the effect of ∂f0/∂pφ (dotted lines). Red curves are for cntr-GAEs, with
λ0 = 0.7, v0/vA = 5.0, vc/v0 = 0.5 and restricted to n = −6. Green curves are for
co-GAEs, with λ0 = 0.1, v0/vA = 5.0, vc/v0 = 0.5, and restricted to n = 9.
conducted with and without this term for cntr- and co-GAEs while varying ∆λ in
order to determine its influence on the growth rate, shown in Fig. 4.17. The solid
curves are the same self-consistent simulation results as shown in Fig. 4.16, while the
dotted curves are ones where ∂f0/∂pφ = 0 is imposed. It is immediately apparent
that the gradient in pφ has a destabilizing effect for co-GAEs and stabilizing effect for
cntr-GAEs, just as predicted by Eq. 4.16. Moreover, removing the contribution from
∂f0/∂pφ leads the co-GAE to be stabilized for ∆λ > 0.3, whereas its destabilizing
effect supports the instability in self consistent simulations even when ∆λ = 0.9. It
is reasonable that this effect might be strong for the co-GAEs which typically have
large |n|, necessary to generate a sufficiently large Doppler shift k‖v‖,res ≈ nv‖,res/R
to satisfy the anomalous Doppler-shifted cyclotron resonance condition (` = −1).
When the same type of parameter scan was conducted for the co-CAEs shown in
Fig. 4.16, the modes were either stable or replaced by a more unstable cntr-GAE.
167
This demonstrates that the gradient in pφ is crucial to scenarios where the co-CAE
is the most unstable modes – it further destabilizes co-CAEs and damps cntr-GAEs
that might otherwise have larger growth rate.
Recall also Fig. 4.13b, which showed relatively poor agreement between the ap-
proximate analytic instability conditions for co-CAEs and simulation results. This
discrepancy can be explained by the destabilizing effect of ∂f0/∂pφ on co-propagating
modes, which is present in simulations but not in the local analytic theory used to
derive the approximate stability boundaries. Hence, the instability condition shown
on the plot underestimates fast ion drive for co-CAEs, sometimes enough to incor-
rectly predict a mode to be stable when it may actually be unstable. A similar but
less significant disagreement was found for co-GAEs, as shown on Fig. 4.13a, which
can be understood in the same way. However, the co-GAE’s larger growth rates in
general (discussed in Sec. 4.4.1) make this correction less likely to make the difference
between stability and instability.
4.4.5 Background Damping
In addition to the drive/damping that comes from the fast ions, the modes can also
be damped due to interactions with the thermal plasma. Since the thermal plasma
is modeled as a fluid, the simulation will necessarily lack damping due to kinetic
effects, such as Landau damping and corrections to continuum damping due to kinetic
thermal ions. The total damping rate present in the simulation for a specific mode can
be determined by varying the beam density fraction. This is shown in Fig. 4.18 for
one example of a co-CAE, cntr-GAE, and co-GAE. For each mode, there is a critical
beam ion density nc/ne, below which the mode is stable. Above the critical density,
the growth rate is proportional to density, as is expected in the perturbative regime
where |γ|  ω. Hence, the relationship γnet = γ0(nb − nc)/ne is implied, allowing
the inference of the damping rate γ0nc/ne. These critical densities imply thermal
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Figure 4.18: Linear growth rates of representative cases of CAE/GAE modes as a
function of beam density. Points are growth rates measured from simulations, whereas
the lines are linear fits. Growth rate of zero indicates a simulation with no unstable
mode. All simulations used v0/vA = 5.5. Blue circles are an n = 4 co-CAE driven
by NBI with λ0 = 0.7, red squares are an n = −6 cntr-GAE for λ0 = 0.7, and green
triangles are an n = 9 co-GAE with λ0 = 0.3 fast ions.
damping rates of γdamp/ωci = 0.02− 0.05, corresponding to 20− 60% of the fast ion
drive for the case with the nominal experimental fast ion density of nb/ne = 0.053.
Given this relatively large damping rate, it is natural to consider its primary
source. The resistivity and viscosity in the simulations were varied to determine their
influence on the damping. It was found that the damping rate was not very sensitive to
either of these quantities. Changing the viscosity by an order of magnitude changed
the total growth rate by a few percent, and changing the resistivity had an even
smaller effect. Numerical damping could also be present in the simulations, though
previous convergence studies of the growth rate for CAEs rules this out as a major
source of damping.
For CAEs, interaction with the Alfve´n continuum has been previously identified
as the likely dominant damping source, since mode conversion to a kinetic Alfve´n
wave near the Alfve´n resonance location is apparent in the simulations.63,133 For the
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GAEs, the robustness of the damping rate to the viscosity and resistivity also sug-
gest that the primary damping source may be continuum damping, since continuum
damping is known to be independent of the independent of the details of the specific
damping mechanism.159–162 However, unlike the CAEs, coupling to the continuum is
not always obvious in the mode structure. As investigated previously, this may be
due to the intrinsic non-perturbative nature of the GAEs – they may fundamentally
be energetic particle modes excited in the continuum, in which case their interaction
with the continuum would be near the center of the mode instead of at its periphery,
consequently obscuring the interaction. A more definitive identification of the GAE
damping as due to its interaction with the continuum would require the calculation
of the Alfve´n continuum including the kinetic effects of thermal and fast ions, which
is an avenue for further theoretical development.
It is worthwhile to estimate the magnitude of the absent kinetic thermal damping
and compare it to the sources present in the simulations. The thermal ion damping
can be neglected because only a very small sub-population will have sufficient energy
to resonate with the mode. However, a large number of thermal electrons can interact
with the mode. The total electron damping rate in a uniform plasma has been derived
in Appendix 4.C for ω  |ωce| , ωpe, generalizing a derivation published by Stix in Ref.
145 which was restricted to k‖  k⊥. In contrast, the modes in the simulations have∣∣k‖/k⊥∣∣ ≤ 3, violating that condition.
The general damping rate is given in Eq. 4.47, including Landau damping, transit-
time magnetic pumping, and their cross term. The standard fast wave Landau damp-
ing rate145 can be obtained in the limit k‖  k⊥:
lim
α1
γCAEdamp
ω
= −βe
√
piye−y
2
2
(4.17)
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Here, y = ω/k‖vth,e, βe = 8piPe/B2, and α =
∣∣k‖/k⊥∣∣. In the opposing limit of
k‖  k⊥, Eq. 4.47 gives
lim
α1
γdamp
ω
=
βe
√
piye−y
2
2α2
1± 2ω¯ + 2ω¯2
(2± ω¯)(1± ω¯) (4.18)
Above, the “+” solution corresponds to compressional modes and the “−” solution
is for shear modes. Hence for both modes, electron damping scales like γdamp ∝
k2⊥/k
2
‖, reducing damping for modes with larger
∣∣k‖/k⊥∣∣. The general CAE damping
rate is mostly sensitive to
∣∣k‖/k⊥∣∣, depending very weakly on ω/ωci. The maximum
CAE damping rate occurs with a sharp peak at y = 1/
√
2, corresponding to αcrit =√
2me/miβe  1, hence the maximum damping rate is γCAEdamp/ω ≤
√
pi/8eβe = 0.38βe.
However, most CAEs from the simulations have α  αcrit, reducing the expected
electron damping rate. For shear modes, the maximum growth rate typically occurs at
some α ∼ O (1). Unlike the compressional modes, the damping rate depends strongly
on both α and ω. Numerical evaluation of Eq. 4.47 shows that γGAEdamp/ω ≤ 0.0021 for
all values of βe < 1.
To estimate the importance of the electron damping for the modes studied in
the HYM simulations, we can evaluate the electron damping rate expression in Eq.
4.47 numerically without any approximation, using ω¯ and α for each mode from
the simulation, and βe = 8% on-axis for each. For the GAEs, this exercise shows
that the absent electron damping is relatively insignificant – at most 10% of the net
growth rate in the simulation, and in most cases less than 0.1− 1%. In contrast, the
continuum damping present in the simulation is approximately 50% of the net growth
rate, so the hybrid model in HYM which ignores kinetic electron effects is well-justified
for calculations of GAE stability.
171
Figure 4.19: Comparison of co-CAE growth rates from HYM simulations and ana-
lytically calculated electron Landau damping rates. Shaded region indicates where
electron damping (absent in simulation) would stabilize the mode. Color shows the
value of α =
∣∣k‖/k⊥∣∣ for each mode, calculated from the mode structure in each
simulation.
For the CAEs, the electron damping can be more important, as shown in Fig. 4.19
where the net drive of each CAE in the simulation is compared to the analytically
calculated electron damping rate. The shaded region shows where the electron damp-
ing exceeds the net drive in the simulations. This indicates that in some cases the
electron damping missing from the hybrid model could be large enough to stabilize a
mode that is marginally unstable in the simulations.
While this section considered the collisionless electron damping in a uniform
plasma, further improvements could be made in future work by considering the ef-
fects of trapped particles, non-uniform geometry, and collisions. As discussed in
Ref. 57, the inclusion of trapped particles modifies the damping rate by a factor
0 < yM/
√
1 + y2M2 < 1 with M = (1 − χ2s)/χs where χs = v‖/v evaluated at the
trapped passing boundary. Since χs ∼ r/R scales with inverse aspect ratio, the damp-
ing rate is reduced in low aspect ratio devices such as NSTX(-U). Work has been done
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by Grishanov and co-authors163–165 to develop the theory of electron Landau damping
in the context of realistic low aspect ratio geometry, though further work must be
done to include transit-time magnetic pumping and cross terms. Lastly, the effect of
collisional trapped electron damping has previously been considered for TAEs, which
typically enhances the damping rate.166 However, these results can not presently be
applied outright to GAEs due to the different frequency range, nor to CAEs due to
differences in dispersion and polarization.
4.5 Summary and Discussion
Hybrid initial value simulations of NSTX-like plasmas were performed in order to
investigate the influence of fast ion parameters on the stability and spectral properties
of sub-cyclotron compressional (CAE) and global (GAE) Alfve´n eigenmodes. The
simulations coupled a single fluid thermal plasma to full orbit δf fast ions in order to
capture the general Doppler-shifted cyclotron resonance condition which drives the
modes. The model NBI distribution included several parameters that were studied:
injection geometry λ0, normalized injection velocity v0/vA, normalized critical velocity
vc/v0, and the degree of velocity space anisotropy ∆λ.
Depending on the fast ion parameters, the simulations demonstrated unstable co-
propagating CAEs, co-propagating GAEs, and cntr-propagating GAEs across many
toroidal harmonics |n| = 3 − 12 in the frequency range ω/ωci = 0.05 − 0.70 with
normalized growth rates of γ/ωci = 10
−4 − 10−2. Modes were identified based on
comparison with approximate dispersion relations and inspection of the mode polar-
ization of the fluctuation in the core. All modes are seen to have strongly mixed
polarization in the outboard edge, complicating comparison with experiments which
detect the modes primarily with Mirnov coils at the edge. Internal measurements
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from reflectometry are also available, which can provide information about radial
mode structure.114
The toroidal direction of propagation of the mode determines the sign of k‖, which
was then used to verify the specific resonance driving each mode by inspecting the
resonant particles, as determined by those with largest weights. It was confirmed
that the co-CAEs are driven by the Landau resonance (` = 0), cntr-GAEs are driven
by the ordinary cyclotron resonance (` = 1), and co-GAEs can interact with fast ions
both through the anomalous cyclotron (` = −1) and Landau resonances.
While both co- and cntr-propagating CAEs have been identified in NSTX experi-
ments,52 the cntr-CAEs never appear as the most unstable mode in HYM simulations.
This can be explained by the initial value nature of the simulations, which become
dominated exclusively by the most unstable mode at long times. Local analytic theory
predicts that the beam distributions capable of destabilizing cntr-CAEs can usually
also excite a cntr-GAE with larger growth rate, making the cntr-CAE sub-dominant
in most cases.
Both co- and counter-propagating GAEs were unstable in the simulation. The
cntr-GAEs have similar frequencies and toroidal harmonics as those observed experi-
mentally in the model discharge for these simulations.63 Meanwhile, the co-GAEs are
higher frequency and have not previously been observed in NSTX, likely due to beam
geometry constraints. The co-GAEs should be excitable with the new off-axis beam
sources installed on NSTX-U, given a discharge with sufficiently large v0/vA.
In simulations, the GAEs behaved more like energetic particle modes than pertur-
bative MHD modes, in that the frequency of the most unstable mode was proportional
to the beam ion injection velocity, without corresponding changes in poloidal mode
numbers. In contrast, the co-CAEs appeared to be conventional MHD eigenmodes
with different frequencies corresponding to distinct eigenstructures, and their poloidal
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mode structures from HYM simulations were qualitatively consistent with the spectral
MHD code CAE3B.
Moreover, it was found that a large fraction of unstable modes violated the com-
mon large aspect ratio assumption of k‖  k⊥, instead having
∣∣k‖/k⊥∣∣ = 0.5 − 3.
Hence, previous theoretical results which utilized this assumption (and also ω/ωci 
1) may not be reliably applied, motivating the generalization of local analytic expres-
sions for the growth rate to include these factors.
The simulations revealed that cntr-propagating GAEs can be excited at a signifi-
cantly lower v0/vA than the co-propagating CAEs and GAEs, which was explained in
terms of the different resonance conditions that govern the modes. In terms of beam
geometry, it was found that the cntr-GAEs prefer perpendicular injection (λ0 → 1),
the co-GAEs prefer tangential injection (λ0 → 0), and co-CAEs are most unstable
for a moderate value of λ0 ≈ 0.5. Combination of NSTX-U’s new tangential beam
source with its original more radial one should provide sufficient flexibility to test this
growth rate dependency.
In addition, the GAEs typically have larger growth rates than the co-CAEs by
about an order of magnitude. These simulation results are consistent with NSTX
observations, where GAEs are more commonly observed. Due to the increased nom-
inal on-axis magnetic field on NSTX-U, this result indicates that typical NSTX-U
conditions should favor unstable GAEs over CAEs even more heavily than in NSTX.
Early NSTX-U discharges appear to corroborate this conclusion, though confirmation
awaits more extensive operations. The maximum growth rate of each type of mode
in the simulations increases with increased v0/vA.
The simulation results were compared against calculations based on local analytic
theory. For typical NSTX NBI parameters, the gradient due to anisotropy dominates,
explaining why the different types of modes become most unstable for different ranges
of the injection geometry λ0. Compact, approximate instability conditions derived
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from the local analytic theory were compared against the simulation results. Good
agreement was found for the cntr-GAEs and co-GAEs in terms of the beam parameters
necessary to drive the modes. The agreement in this area was not as good for co-
CAEs, though this is consistent with a more general theory including gradients in the
fast ion distribution due to pφ. Inclusion of this term provides an additional source
of drive for co-propagating modes (such as the CAEs), while it damps those that
cntr-propagate.
The growth rate dependence on the normalized critical velocity vc/v0 and beam
anistropy ∆λ determined in simulations could also be explained by theory. For all
modes, increasing the parameter vc/v0 led to larger growth rates in simulations. Thus
the modes might be expected to be more unstable at higher plasma temperatures in
proportion to
√
Te/Ebeam.
Larger fast ion anisotropy in velocity space (smaller ∆λ) increases the growth rate
in simulations. Theory predicts that the fast ion drive should scale between γ ∼ 1/∆λ
and γ ∼ 1/∆λ2, depending on the size of ∆λ. The scaling inferred from simulations
does fall within this range, though not exactly where predicted. Interestingly, it is
found that the large n co-GAEs receive substantial drive from ∂f0/∂pφ, allowing them
to remain unstable when there is much weaker anisotropy than required to drive the
cntr-GAEs and co-CAEs. It is also determined that co-CAEs in the experimental
range of parameters require drive both from λ and pφ gradients in order to overcome
the background damping. The pφ gradient has a stabilizing effect on cntr-GAEs,
though smaller in magnitude than the typical drive from anisotropy.
Lastly, an assessment of the background damping was made. In simulations, back-
ground damping rates of 20−60% of the net drive was found for the beam parameters
most closely matching the modeled experimental conditions. This damping has been
attributed to radiative and continuum damping, as the CAE coupling to the kinetic
Alfve´n wave (KAW) is clearly visible in the mode structure and Poynting flux.63,133
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For GAEs the source is less certain, but past theoretical work has concluded that
continuum damping is the primary mechanism.90 The electron damping absent in the
HYM model has also been estimated analytically, generalizing the well-known expres-
sion to arbitrary
∣∣k‖/k⊥∣∣ and 0 < ω/ωci < 1. It was found that the electron damping
was negligible relative to the fast ion drive of GAEs in all cases considered, but could
be important for the co-CAEs with smaller growth rates, potentially suppressing some
of the marginally unstable co-CAEs found in simulations.
Together, the large set of simulations combined with their mostly successful the-
oretical interpretation within a simple theoretical framework helps explain how the
spectrum of unstable CAEs and GAEs is influenced by the properties of the fast ion
distribution. The information gathered about the properties of the modes can help
guide the notoriously difficult task of distinguishing CAEs from GAEs in experimen-
tal observations.68 With the large beam parameter space available on NSTX-U, the
results presented here can be used to guide future experiments to perhaps isolate the
effects of CAEs vs GAEs on the enhanced transport.
A detailed simulation study of multi-beam effects on CAE/GAE stability is a
compelling next step, especially when considering the very robust stabilization of
GAEs found with the off-axis, tangential beam sources on NSTX-U.89,96,134 While
this work focused on the influence of fast ion parameters, the stability properties
also depend on the equilibrium profiles, which could be explored in future work.
Development of a complete nonlocal analytic theory including both fast ion drive
and relevant background damping sources would be the next step forward for the
local theory used here which works well qualitatively but does not give reliable values
for the total growth rate. Ideally, the combination of the present work with these
additional steps could enable the development of a reduced model for predicting the
most unstable CAE and GAE modes in a given discharge scenario, en route to a more
complete understanding of their influence on the electron temperature profiles.
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Appendices
4.A Growth Rate Scaling with Anisotropy
The purpose of this derivation is to determine the overall scaling of the growth rate
with the beam anisotropy parameter ∆λ, so overall factors multiplying the growth
rate will not be accounted for. Consider the contribution from anisotropy alone in
Eq. 4.9 in the small FLR limit (such that J G±1(ξ) ≈ c − O (ξ)2 with 0 < c < 1/4
a constant depending on ω/ωci and
∣∣k‖/k⊥∣∣). Similar arguments can be made for
the large FLR limit, which does not affect the result. Then recalling the definitions
x = λ 〈ω¯ci〉 = v2⊥/v2 and ∆x = ∆λ 〈ω¯ci〉,
γ ∝∼
1
Cf (∆x)∆x2
∫ xm
0
x(x− x0)
(1− x)2 e
−(x−x0)2/∆x2dx (4.19)
Here, the upper limit of integration xm = 1−v2‖,res/v20 is approximated as xm ≈ x0,
approximately corresponding to the condition for largest growth rate. For large ∆x
such that x0 − ∆x
√
2 & 0, the Gaussian dependence on x in Eq. 4.4b is very weak
and can be approximated by a constant, which also removes the ∆x dependence from
the normalization constant Cf . Then we have
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γ ∝∼
1
∆x2
∫ x0
0
x(x− x0)
(1− x)2 dx ∼
1
∆x2
(4.20)
Conversely, consider very small ∆x where the distribution is so narrow that only
the behavior of the integrand very close to x ≈ x0 is relevant. Then the normalization
with respect to ∆x can be approximated as
C−1f =
∫ 1
0
e−(x−x0)
2/∆x2
√
1− x dx ≈
∆x
√
pi√
1− x0
(4.21)
Subsequent Taylor expansion of the rest of the integrand gives x(x−x0)/(1−x)2 ≈
x0(x− x0)/(1− x0)2 permits integration:
γ ∝∼
1
∆x3
x0
(1− x0)2
∫ x0
0
(x− x0)e−(x−x0)2/∆x2dx (4.22)
=
1
∆x
x0
2(1− x0)2
(
−1 + e−x20/∆x2
)
∼ 1
∆x
(4.23)
Numerical evaluation of the unapproximated analytic expression in Eq. 4.9 con-
firms that the growth rate scales as 1/∆x2 for ∆x & 0.2, transitioning to a different
asymptotic scaling of 1/∆x in the limit of ∆x  1. Analogous arguments to those
given above can also be made for the ` = 0 resonance (relevant for CAEs), which
result in the same scalings. So long as 〈ω¯ci〉 is not sensitive to ∆λ (confirmed by
simulations), the scaling for ∆x is equivalent to the scaling for ∆λ.
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4.B Growth Rate Correction due to Gradients in
pφ
A general form of the growth rate is given by Kaufman in Eq. 37 of Ref. 156 in terms
of action angle coordinates as
γ ∝
∫
dΓ (` · ∇J) f0 (4.24)
Here, dΓ is the differential volume of phase space, ` = (`, n, `P ) is the vector of
integers for the resonance condition, and J = (µ, pφ, JP ) is the vector of actions. JP
is a constant motion defined as an integral over poloidal motion (see Eq. 13 of Ref.
156). There are additional terms present in the integrand, but we will ignore those
for now since the aim of this section is to obtain qualitative understanding of the
effect of the gradient in pφ. The chain rule can be used to transform Eq. 4.24 into
the variables (λ, pφ, E):
γ ∝∼
∫
dΓ
[
`
∂f0
∂µ
+ n
∂f0
∂pφ
+
(
`
∂E
∂µ
+ n
∂E
∂pφ
+ `P
∂E
∂JP
)
∂f0
∂E
]
(4.25)
=
∫
dΓ
[
`
∂f0
∂µ
+ n
∂f0
∂pφ
+ ω
∂f0
∂E
]
(4.26)
=
∫
dΓ
ω
E
[(
`
ω¯
− λ
)
∂f0
∂λ
+ E ∂f0
∂E +
n
ω¯
E
ωci
∂f0
∂pφ
]
(4.27)
An alternative (and equivalent) form of the resonance condition was used to sim-
plify from Eq. 4.25 to Eq. 4.26: ω = `(∂E/∂µ) + n(∂E/∂pφ) + `P (∂E/∂JP ), as in
Eq. 30 in Ref. 156. The form of Eq. 4.27 is consistent with a similar expression
found in Ref. 157, Ref. 167, Ref. 19, and Ref. 92, which use an approximation
miv‖  eZiψ′(r) in order to re-write ∂f0/∂pφ ≈ −[q/(ωcimir)](∂f0/∂r). Note that
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Ref. 92 uses an opposite convention for the sign of n from what is used in other works
(including this one), leading to a relative sign difference.
4.C Electron Damping Beyond k‖  k⊥
In this appendix, the electron damping rate for a uniform plasma is generalized from
Ref. 145 to include the cases where k‖  k⊥ is not satisfied. Consequently, this
rate will include Landau damping, transit-time magnetic pumping, as well as their
cross term. The normalized damping rate is given by γdamp/ω = −P/ωW , where
P is the power density transferred to the particles from the wave, and W is the
wave energy density. To ensure accuracy, the complete two-fluid dispersion instead
of the approximate forms ω ≈ kvA (CAEs) and ω ≈ k‖vA (GAEs) will be used. In a
uniform geometry with B0 oriented in the zˆ direction, and k⊥ in the xˆ direction, the
cold plasma dispersion is determined by

K11 − n2‖ K12 n‖n⊥
K21 K22 − n2 0
n‖n⊥ 0 K33 − n2⊥


Ex
Ey
Ez
 = 0 (4.28)
Above, n = kc/ω is the index of refraction. The directions are defined such
that k = k⊥xˆ + k‖zˆ. Kij are the usual cold plasma dielectric tensor elements.22 As
explained by Stix, the low frequency, high conductivity limit gives the MHD condition
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E‖  E⊥. Again taking the low frequency limit (ω  ωpe, |ωce|), defining ω¯ = ω/ωci,
we have
K11 = K22 = S ≈ c
2
v2A
A (4.29a)
K12 = −K21 = −iD ≈ iω¯ c
2
v2A
A (4.29b)
where A ≡ 1
1− ω¯2 (4.29c)
Define the Alfve´n refractive index N = kvA/ω, F
2 = k2‖/k
2, and G = 1 + F 2.
Then the two-fluid coupled dispersion is readily found by neglecting Ez:
N2 =
AG
2F 2
[
1±
√
1− 4F
2
AG2
]
(4.30)
For ω < ωci, the “+” solution corresponds to the shear wave, and “−” solution
to the compressional wave. For ω > ωci, the shear wave does not propagate, and the
“+” solution corresponds to the compressional wave. The polarization will be needed
to compute P and W . The second line of Eq. 4.28 gives
H ≡ iEx
Ey
= − 1
ω¯
(
N2
A
− 1
)
(4.31)
While K32 and K33 were not needed to calculate the cold dispersion, their finite
temperature forms are needed to accurately capture the E‖ effects. In the limit of
ω2/k2‖v
2
th,e  1, which is the regime studied here, the relevant finite temperature
tensor elements are
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K32 ≈
ik⊥ω2pe
k‖ω |ωce| =
i
αω¯
c2
v2A
(4.32)
K33 ≈ 1
k2‖λ
2
D
=
2
N2‖ ω¯
2βe
c2
v2A
(4.33)
Note ω2pe = 4pine
2/me is the electron plasma frequency, λ
−1/2
D = 4pine
2/Te is
the Debye Length, vth,e =
√
2Te/me defines the thermal electron velocity, and βe =
8pineTe/B
2 is the electron pressure normalized to the magnetic pressure. As elsewhere
in the thesis, α = k‖/k⊥. Note the following relations which are useful for simplifying
expressions above and below: ωciv
2
th,e = βe |ωce| v2A, ω2pev2A = c2ωci |ωce|, and 2λDωpe =
v2th,e. The first and third lines of Eq. 4.28, modified to include the hot forms of K32
and K33, implies
J ≡ Ez
Ey
=
−n‖n⊥K12 + (K11 − n2‖)K32
n2‖n
2
⊥ − (K11 − n2‖)(K33 − n2‖)
(4.34)
= i
 −ω¯AN⊥N‖ + (A−N2‖ )/αω¯
N2⊥N
2
‖ − (A−N2‖ )
(
2
βω¯2N2‖
−N2⊥
)
 (4.35)
The absorbed power density P is given by
P = − iω
16pi
E∗ ·K ·E + c.c. (4.36)
= − iω
8pi
Re
[
E∗ ·KA ·E] (4.37)
= −iω |Ey|
2
8pi
[
KA22 + 2iK
A
23Im [J ] +K
A
33 |J |2
]
(4.38)
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Above, K is the hot dielectric tensor and KA is its anti-Hermitian part. We also
define E such that the real wave field E0 = Re
[
Eei(k·x−ωt)
]
. Only the nonzero terms
for the ω − k‖v‖ = 0 resonance are kept since ω  |ωce|. Contributions from higher
resonances will be smaller by a factor of exp(−ω2ce/k2‖v2th,e) 1. The anti-Hermitian
tensor elements are given in Eq. 12 in Ref. 145 and then simplified as
KA22 =
ik2⊥v
2
th,e
ω |ωce| Q = iω¯N
2
⊥βeQ (4.39)
KA23 =
Q
α
(4.40)
KA33 =
2iω |ωce|
k2‖v
2
th,e
Q =
2iQ
N2‖ ω¯βe
(4.41)
where Q =
√
piω2pee
−y2
|ωce| k‖vth,e =
√
pi
c2
v2A
y
ω¯
e−y
2
(4.42)
and y =
ω
k‖vth,e
(4.43)
Substitution into Eq. 4.38 yields
P = −ω |Ey|
2
4
√
pi
c2
v2Aω¯
ye−y
2
(
βeω¯N
2
⊥
2
+
|J |2
βeω¯N2‖
+
Im [J ]
α
)
(4.44)
We also need the wave energy density W since γdamp = −P/W . It is defined as
W = 1
16pi
[
|B|2 +E∗ · ∂
(
ωKH
)
∂ω
·E
]
(4.45)
Above, KH is the Hermitian part of the cold dielectric tensor written in Eq. 4.29.
For the magnetic field part, use Faraday’s Law c∇×E = −∂B/∂t. Then this may
be evaluated as
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W = |Ey|
2
16pi
c2
v2A
{
N2(1 +H2F 2) +
A2
2
[
(1 +H)2(1− ω¯)2 + (1−H)2(1 + ω¯)2]}
(4.46)
Combination of Eq. 4.44 and Eq. 4.46, along with the definitions of N in Eq.
4.30, H in Eq. 4.31, and J in Eq. 4.35, gives the total damping rate below
γdamp
ω
= −4
√
pi
ω¯
ye−y
2
(
βeω¯N
2
⊥/2 + |J |2 /(βeω¯N2‖ ) + Im [J ] /α
N2(1 +H2F 2) + A2 [(1 +H)2(1− ω¯)2 + (1−H)2(1 + ω¯)2] /2
)
(4.47)
This is a general expression for the total electron damping rate for compressional
and shear Alfve´n waves when y  1 and ω  |ωce| , ωpe. It depends on the mode type
(compressional vs shear dispersion), frequency (ω¯ = ω/ωci), wave vector direction
(α =
∣∣k‖/k⊥∣∣), and electron pressure (βe = 8piPe/B2).
In order to recover the standard fast wave Landau damping rate in the limit
of k‖  k⊥, approximate N2‖  N2⊥ ≈ 1. Then it follows that H ≈ ω¯ and also
J ≈ −2iN‖N⊥ω¯βe such that
lim
α1
γCAEdamp
ω
= −βe
√
piye−y
2
2
(4.48)
This is the familiar formula from Ref. 145. The damping rate can also be simplified
in the complementary limit of k‖  k⊥. In this limit, one can approximate N2‖ ≈
1/(1± ω¯), where the “+” solution corresponds to CAEs and the “−” solution is for
GAEs. Consequently, H ≈ ±1 and J ≈ −iω¯βe/(2α(1± ω¯)2). Then we find
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lim
α1
γdamp
ω
=
βe
√
piye−y
2
2α2
1± 2ω¯ + 2ω¯2
(2± ω¯)(1± ω¯) (4.49)
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Chapter 5
Energetic-Particle-Modified Global
Alfve´n Eigenmodes
5.1 Introduction
Linear 3D hybrid simulations presented here demonstrate that the high frequency
shear Alfve´n waves excited in NSTX conditions can be strongly nonperturbative – a
fact that has not been recognized before. Consequently, this mode could be considered
an energetic particle mode, or an energetic-particle-modified global Alfve´n eigenmode
(EP-GAE). This is primarily concluded due to large changes in the frequency of
the most unstable mode in proportion to the maximum energetic particle velocity
without clear corresponding changes in the mode structure or location tracking the
minimum of the Alfve´n continuum. This behavior is pervasive for both co- and
counter-propagating modes for all examined toroidal mode numbers, |n| = 4− 12. If
the resonant value of v‖ is proportional to the injection velocity v0, then the large
frequency changes can be qualitatively explained by the resonance condition. The
most unstable mode frequency is determined to a large degree by features of the
energetic particle population, in addition to properties of the thermal plasma – a key
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signature of energetic particle modes (EPM).35 These may be the first example of
EPM-type fluctuations that are excited at a significant fraction of the ion cyclotron
frequency, typically ω/ωci ≈ 0.1 − 0.5. The goal of this chapter is to study the
properties of unstable EP-GAEs in simulations, in order to guide future theoretical
studies of these modes and enable experimental tests of their distinguishing features.
This chapter is organized as follows. The primary simulation results which this
chapter seeks to explain are detailed in Sec. 5.2. The relative importance of changes
to the equilibrium versus changes to the fast ions in accounting for this effect is
investigated in Sec. 5.3. The poloidal mode structure of the excited modes is shown
for a range of EP energies in Sec. 5.4, and the frequency of the most unstable mode
for a wide variety of beam parameters is compared against the shear Alfve´n dispersion
relation. Lastly, the characteristics of the resonant particles are examined in Sec. 5.5
as a function of the injection energy in order to clarify the role that the resonant
wave-particle interaction plays in setting the frequency of the most unstable mode.
A summary of the key results and discussion of implications for NSTX-U is given in
Sec. 5.6. The majority of the content of this chapter has been peer-reviewed and
published in Ref. 93.
5.2 Frequency Dependence on Fast Ion Parame-
ters
This section describes results obtained from the self-consistent hybrid simulations, e.g.
those with an equilibrium that self-consistently includes fast ion effects.143 Since linear
initial value simulations are conducted, only the mode with the largest growth rate can
be seen. Consequently, the results in this section represent the properties of the most
unstable mode in each simulation. A filter for a single toroidal harmonic is imposed
on the simulation so that many distinct eigenmodes can be studied independently.
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The simulations are conducted with the HYM code, described in Sec. 4.2, using the
same model fast ion distribution function as given in Eq. 4.4.
Each of the simulations is based on the conditions of the well-analyzed NSTX
H-mode discharge 141398,52,68 which has nominal experimental beam parameters of
nb/ne = 0.053 and v0/vA = 4.9, while λ0 = 0.7,∆λ = 0.3, vc = v0/2, and σ = 6 are
chosen to reproduce the beam ion distribution function calculated by NUBEAM. In
ordinary NSTX operations, v0/vA = 3 − 6 and λ0 ≈ 0.5 − 0.7, while early NSTX-U
experiments had v0/vA = 1 − 3 with λ0 ≈ 0 from the new tangential beam sources
in addition to the original perpendicular sources. In this set of simulations, the
normalized injection velocity v0/vA and the injection geometry λ0 of the energetic
particle distribution are varied in order to explore their effect on characteristics of
the excited sub-cyclotron modes.
Generally, unstable modes in the simulations are identified as GAEs instead of
CAEs when δB⊥  δB‖ near the plasma core. This identification is supported
by previous cross validation between experiment, HYM, and the NOVA eigenmode
solver.68,90,91,168 The modes identified as GAEs have linear growth rates ranging from
γ/ωci = 0.1 − 5%, with most around 1% or less. Normalized instead to the mode
frequency yields γ/ω = 1− 20%, with a few percent typical.
Unexpectedly, the frequency of the most unstable GAE for a single toroidal har-
monic changes significantly as the energetic particle distribution is changed from one
simulation to the next. The change in frequency is not usually accompanied by sig-
nificant changes in the mode structure. Most notably, varying the injection velocity
by a factor of two results in a factor of two change in the mode frequency. Since these
modes are a non-negligible fraction of the cyclotron frequency (ω/ωci ≈ 0.1−0.5), this
can represent a dramatic change in frequency of hundreds of kilohertz. As GAEs are
expected to have frequencies slightly below a minimum of the Alfve´n continuum, such
large changes in frequency with beam parameters clashes with their orthodox MHD
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Figure 5.1: Frequency of the most unstable modes for |n| = 8 − 10 as a function
of normalized injection velocity v0/vA. Each plot shows modes for a single toroidal
mode number |n|, with cntr-GAEs marked by squares, co-GAEs marked by triangles,
and co-CAEs by circles. Color denotes the injection geometry λ0 of the fast ion
distribution in each individual simulation.
description. In contrast, CAEs excited in similar simulations do not exhibit this same
strong frequency dependence on fast ion parameters. Instead, the frequency of the
most unstable CAE is nearly constant except for jumps in frequency at specific values
of v0/vA, which are also accompanied by a clear change in poloidal mode number.
For sufficiently large beam injection velocities, GAEs propagating both with and
against the direction of plasma current/beam injection are found to be unstable in
the simulations. Analysis of the wave-particle interactions shows that co-GAEs and
cntr-GAEs are driven by the Doppler-shifted cyclotron resonance with ` = −1 and
` = 1, respectively. Counter-propagating GAEs are commonly observed in NSTX
discharges while the co-propagating GAEs are yet to be detected. This is primarily
due to geometric constraints of the neutral beam sources, since the co-GAEs are
typically excited in the simulations when the energetic particle population has very
low values of λ0 . 0.5, whereas the typical regime for NSTX is λ ≈ 0.5 − 0.7. The
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additional beam sources on NSTX-U are more tangential and thus different beam
mixtures could potentially excite modes propagating in either direction in future
experiments, given sufficiently large v0/vA.
For cntr-GAEs, the frequency of the most unstable mode decreases as injection
velocity increases, whereas it increases for co-GAEs. Fig. 5.1 shows how the frequency
changes with the normalized injection velocity v0/vA for each toroidal mode number
|n| = 8− 10, where both co- and counter-propagating GAEs are excited in this set of
simulations. Each point on the figure represents an individual simulation conducted
with the energetic particle distribution from Eq. 4.4 parameterized by values of
(v0/vA, λ0) in a 2D beam ion parameter scan. For each distribution, the equilibrium
is re-calculated to self-consistently capture the EP effects on the thermal plasma
profiles. It is clear that the frequency of the most unstable mode in each simulation
depends linearly on the injection velocity, except for some outliers near marginal
stability. The injection geometry λ0 of the distribution also impacts the frequency,
though this effect is not as pronounced. Especially noteworthy is the continuous
nature of the change in frequency with injection velocity.
Even at the smallest investigated increments of ∆v0/vA = 0.1, the change in
frequency remains proportional to the change in injection velocity. This suggests
the existence of either a continuum of modes which are being excited or very densely
packed discrete eigenmodes. In the case of discrete eigenfrequencies, one would expect
to see a discontinuous “staircase” pattern in the frequency of the most unstable mode
as a function of the injection velocity; a single discrete eigenmode with constant
frequency would be the most unstable for some range of v0/vA, with a jump to a
new frequency when a different discrete mode becomes more unstable for the next
velocity range. However, this is not what is observed, at least to the resolution
of ∆v0/vA = 0.1. Overall, GAEs propagating with or against the plasma current
exhibit a change in frequency proportional to the change in the normalized injection
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Figure 5.2: Alfve´n continuum for |n| = 6, including poloidal harmonics with |m| ≤ 3,
for the self consistent equilibrium with different beam parameters – left: v0/vA = 5.5,
nb/ne = 3.8%, center: v0/vA = 4.5, nb/ne = 5.3%, right: v0/vA = 5.5, nb/ne = 5.3%.
The thick horizontal lines mark the frequency and location of the mode excited in
each simulation, where the darkness is proportional to the average amplitude of δB⊥.
The m = −1, 0, 1 branches of the continuum are labeled for reference.
velocity of the energetic particles. The direction of this change matches the sign of
k‖, implicating the Doppler shift in the resonance condition as the likely explanation.
Moreover, these modes are global eigenmodes in the sense that the fluctuations
oscillate at the same frequency at all points in space, and that the mode structure
is converged at long times (once the mode has grown long enough to dominate the
initial random perturbations). Comparing the location of these modes relative to
the Alfve´n continuum can also help elucidate the character of these modes. Since
these modes have been identified as GAEs in previous experimental and numerical
analysis, one would expect them to be radially localized near a local minimum of the
continuum with frequency near that value. For example, previous HYM simulations of
a separate NSTX discharge with smaller nb/ne demonstrated excitation of a GAE with
the expected characteristics, in particular with a frequency just below a minimum of
the Alfve´n continuum.90,91 If instead the modes substantially intersect the continuum,
strong continuum damping would make their excitation unlikely, or suggest that they
may not be shear Alfve´n eigenmodes at all. The continuum is calculated using the q(r)
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and n(r) profiles from the self-consistently calculated equilibrium for three separate
cases, and shown in Fig. 5.2. The left-most case has v0/vA = 5.5, nb = 3.8%,
and the mode peaks quite close to an on-axis minimum of the continuum. In the
middle figure, v0/vA = 4.5, nb/ne = 5.3%, and the GAE actually occurs above the
minimum, but nonetheless avoids intersecting the continuum due to its limited radial
extent. The right-most case is v0/vA = 5.5, nb/ne = 5.3%, and moderately overlaps
the continuum. These examples demonstrate that as the relative fast ion pressure
becomes larger, either through increased density or energy, the modes can depart
from their textbook description.
A limitation of this analysis is that kinetic corrections to the MHD continuum
could become important for an accurate comparison in this regime. For instance,
Kuvshinov has shown that in a single fluid Hall MHD model, the kinetic corrections to
the shear Alfve´n dispersion due to finite Larmor radius effects is nbk
2
⊥ρ
2
⊥/ne(1+k
2
⊥ρ
2
⊥),
which is equivalent to a Pade´ approximation to the full ion-kinetic response.148 Near
peak beam density, nb/ne can approach 20% in these simulations, and large fast ion
energies can yield k⊥ρ⊥ ≈ 2, which yields a roughly 15% correction from this term.
Developing a model of the continuous spectrum including fast ions self-consistently
would make this comparison more definitive, but is beyond the scope of this work, as
it represents a quite substantial enterprise itself.
5.3 Equilibrium vs Fast Ion Effects
The purpose of this section is to determine numerically if these large changes in fre-
quency (as large as 20−50%, or 100−500 kHz) can be explained by energetic particle
effects, or if they can be interpreted some other way. Since the preceding results were
from simulations which included EP effects self-consistently in the equilibrium, one
possible explanation is that increasing the beam energy is modifying the equilibrium
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(and Alfve´n continuum), indirectly changing the characteristic GAE frequency. While
nb/ne is small (of order 5%) in these simulations, the fast ion current can be com-
parable to the thermal plasma current due to large beam energies. Previous work
has demonstrated the substantial effects that the beam contribution can have on the
equilibrium.143 Moreover, there is recent work showing that the inclusion of alpha
particles can significantly deform the Alfve´n continuum.169 It is important to investi-
gate if these changes in frequency can be attributed to changes in the self-consistent
equilibrium or changes in the fast particles driving the mode, independent of the
equilibrium. The latter would be typical of nonperturbative energetic particle modes
while the former would fit well with an MHD description of GAEs.
5.3.1 Equilibrium Effects
In order to distinguish between these competing interpretations, these simulations
were first reproduced at decreased EP density, since this decreases the ratio of the
beam current to thermal plasma current, which is the key parameter controlling the
impact of EP effects on the equilibrium profiles. These additional simulations are
conducted for representative examples of both counter- and co-propagating GAEs.
In the former case, an n = 6 mode driven by a beam distribution parameterized by
v0/vA = 5.5, λ0 = 0.7 is studied, and for the latter, an n = 9 mode driven by a
v0/vA = 5.5, λ0 = 0.3 distribution is selected. By varying nb/ne with fixed v0/vA and
combining with the previous simulation results which were conducted for constant
nb/ne and varying v0/vA, the frequencies can be plotted against J ≡ nbv0/nevA ∝
Jbeam/Jplasma. If the frequency depends on this parameter in the same way in both
sets of simulations, then it can be concluded that the large changes in frequency of the
GAEs seen in the simulation are due to the EP-related changes to the equilibrium.
The results of this comparison are shown in Fig. 5.3a for the cntr-GAE modes
and Fig. 5.3b for the co-GAEs. The red squares are simulations with fixed beam
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(a) (b)
Figure 5.3: Frequency changes of modes as J = nbv0/nevA ∝ Jbeam/Jplasma is varied
under different conditions. (Red) Equilibrium includes EP self-consistently (“SC”);
injection velocity v0/vA is varied while beam density nb/ne is constant. (Blue) SC
equilibrium; nb/ne is varied, v0/vA is constant. (Green) Equilibrium determined
without EP contributions (“MHD-only”); v0/vA is varied, nb/ne is fixed. (a) counter-
propagating n = 6 mode. (b) co-propagating n = 9 mode.
density and differing injection velocity (same conditions as those shown in Fig. 5.1)
whereas the blue circles show simulations where the EP distributions share a single
value of v0/vA and have varying nb/ne. For both co- and cntr-GAEs, increasing
beam density results in a modest decrease in mode frequency. This likely reflects
changes in the equilibrium, and is supported by work done by Slaby et al. which
found that the continuum frequencies are decreased in the presence of increased alpha
particle pressure.169 Also apparent in this comparison is that the mode has a different
stability threshold in J depending on if J is decreased through nb/ne or v0/vA, as
the mode can still exist for small J provided that v0/vA is sufficiently large. The
mode frequency exhibits a linear dependence on EP density, with the slope for the
two modes studied differing by a factor of two. The change in frequency due to this
effect is less than 20% of the magnitude of the change due to changing beam energy at
constant beam density. Moreover, it has the opposite sign of that seen in the first set
of simulations for the co-GAEs, which increase in frequency as v0/vA increases. These
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results demonstrate that changes to the equilibrium, proportional to Jbeam/Jplasma,
are not the primary cause of the large changes in frequency.
5.3.2 Fast Ion Effects
Since the previous results suggest that the frequency changes can not be an equilib-
rium effect alone, the direct effects of the energetic particles should be isolated from
the changes in the equilibrium. To do this, complementary simulations are conducted
where the equilibrium is no longer calculated self-consistently to include the beam
contribution. Instead, the equilibrium is solved for considering only the effects of
the thermal plasma. This “MHD-only” equilibrium is calculated with the same total
current as the self-consistent one, and the plasma pressure is set to be comparable
to the total thermal and beam pressure. These simulations will serve as a definitive
test of the effects of the different energetic particle parameters on the excited mode
frequency and structure for a single, fixed equilibrium.
The simulations are repeated for the same n = 6 counter- and n = 9 co-
propagating GAEs as introduced in Sec. 5.2. The results correspond to the green
triangles on Fig. 5.3. The simulations with the fixed “MHD-only” equilibrium and
changing beam velocity reproduce the trend and approximate magnitude of the
frequency shifts observed in simulations with the self-consistent equilibria (labeled
“SC” on the figure) for both the n = 6 cntr-GAEs and n = 9 co-GAEs. In order to
distinguish between the various frequency dependencies, the following conventions
are adopted for the different types of simulations conducted. dω/dJ is the slope of
the most unstable mode frequency with respect to J for simulations conducted with
self-consistent equilibria and varying v0/vA, which are the red squares on Fig. 5.3.
These simulations represent the total frequency dependence on J since the changes
to v0/vA alter both the equilibrium profiles and the location of resonant particles
in phase space (detailed in Sec. 5.5). Changes in frequency in simulations with
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self-consistent equilibria with varying nb/ne only, the blue circles, are purely due to
changes in the equilibrium, so that slope is labeled as (∂ω/∂J )EQ. Varying v0/vA
for a fixed MHD-only equilibrium is a pure energetic particle effect on the frequency,
associated with (∂ω/∂J )EP and shown as the green triangles. The effects on the
GAE frequencies due to equilibrium and energetic particle effects appear to be nearly
linear, succinctly stated in Eq. 5.1, which is accurate to within 5% for the two cases
studied in Fig. 5.3. This further supports that there are two independent factors
determining the GAE frequency, and that the nonperturbative energetic particle
influence on the mode dominates over the effects due to EP-induced changes to the
equilibrium.
dω
dJ ≈
(
∂ω
∂J
)
EQ
+
(
∂ω
∂J
)
EP
= nevA
[
1
v0
∂ω
∂nb
+
1
nb
∂ω
∂v0
]
(5.1)
For completeness, a final set of “MHD-only” simulations were conducted where
the beam energy is fixed and the beam density is varied. The changes in frequency
due to varying this parameter are much smaller than any other, though they im-
ply a negative partial derivative for both types of modes, similar to the SC EQ
effect. This effect is labeled NR for non-resonant since it results from changes to
the energetic particles, but not how they resonantly interact with the mode. It can
be attributed to the small change of the continuum frequencies due to the change
in total density when nb is changed. For small nb/ne, this can be estimated as
∂ω/∂J |v0/vA = −(vA/2v0)
(
k‖B0/
√
ne
)
which evaluates to a slope of approximately
−0.02 for the cntr-GAE case and −0.03 for the co-GAE case, which are of the right
magnitude to explain the effect shown in the figure, and also very close to the less
than 5% discrepancy in Eq. 5.1. The relative magnitudes of these different effects
are summarized in Eq. 5.2.
∆ω ≈ (∆ω)EP  (∆ω)EQ  (∆ω)NR (5.2)
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5.4 Mode Structure and Dispersion
In order to determine if these are ideal MHD eigenmodes or strongly energetic-
particle-modified modes such as EPMs, inspection of the mode structure is necessary.
If MHD modes, one would expect that changes in frequency would be associated with
some qualitative change in mode structure, such as the presence of different poloidal
or radial harmonics, marking a new eigenmode. Conversely, in a nonperturbative
energetic particle regime, the mode structure can be preserved even as the frequency
changes significantly, such as in the theory and observation of chirping modes87,170,171
or in the case of fishbones.26,27 In these simulations of GAEs, the mode structure is
frequently qualitatively unaffected by the large changes in frequency which accom-
pany changes in the normalized EP beam energy. Quantitative changes are typically
subtle, including slight changes in radial location, mode width, or elongation. A key
difference between chirping modes, fishbones, and the GAEs studied here is that the
first two fundamentally involve nonlinear physics, whereas the latter is a linear mode
with nonperturbative EP modifications.
This endeavor is complicated by the fact that the GAEs, the counter-propagating
modes especially, may interact with the continuum and excite a kinetic Alfve´n wave,
inferred through the presence of a well-localized δE‖ fluctuation on the high field side
and coincident short-scale modulation of the δB⊥ mode structure near this region.
The coupling of the KAW with the compressional mode in HYM simulations was stud-
ied in depth in a recent publication,63 which identified key signatures of the KAW
in the simulation which can also be leveraged in the case of the GAEs. Some of the
more dramatic changes in mode structure can be attributed to gradual suppression
or excitation of KAW features, which has dominant δB⊥ polarization just as the
GAEs do. This can be subjectively distinguished from the GAE mode structure since
the KAW has a characteristic “tilted” structure near the Alfve´n resonance location
whereas the GAE is usually concentrated between the axis and mid-radius, often to-
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(a) Poloidal structure at a single toroidal angle, slice taken at angle shown by radial line in (b).
(b) Toroidal structure at midplane. Circles indicate the the last closed flux surface and magnetic
axis.
(c) Fourier amplitude of generalized poloidal harmonics along the ϑ = ∇ψ ×∇φ direction, summed
over all toroidal angles.
Figure 5.4: Mode structure of GAEs in self-consistent simulations. Left column:
n = 6 cntr-GAE excited by EP with λ0 = 0.7 and v0/vA = 4.5, 5.0, 5.5 in self-
consistent simulations, with frequencies ω/ωci = 0.214, 0.178, 0.141. Right column:
n = 9 co-GAE excited by EP with λ0 = 0.3 and v0/vA = 5.2, 5.6, 6.0 in self-consistent
simulations, with frequencies ω/ωci = 0.239, 0.264, 0.289. The fluctuation shown is
δB⊥ in the ∇R×B0 direction.
wards the low-field side. The left column of Fig. 5.4 shows how the mode structure
evolves as a function of v0/vA for the n = 6 cntr-GAE in fully self-consistent simula-
tions. Visually, the structure could be assigned a poloidal mode number of m = 0 or
m = 1/2 since it has a single peak. Fourier decomposition in the generalized poloidal
direction (ϑ = ∇ψ × ∇φ) yields the same answer, some mix of m = 0 and m = 1.
199
From v0/vA = 4.5 (first column) to v0/vA = 5.5 (last column), the frequency changes
by 34%, or about 175 kHz, yet no new poloidal or radial harmonic emerges. Quali-
tatively, the structure becomes broader as v0/vA increases, and also gradually shifts
towards the low field side, as can be seen in the midplane slices.
For co-GAEs, there is even less change. Generally, the co-GAE mode structure is
more broad radially and more elongated than the cntr-GAE structure. The poloidal
structure of the co-GAEs looks very similar when excited by energetic particles with
v0/vA = 5.2 − 6.0, as shown in the right column of Fig. 5.4. Again, Fourier decom-
position yields m = 0 − 1, matching visual intuition, and remaining unchanged as
v0/vA is varied. For the case shown, the frequency changes by more than 20%, equiv-
alent to 150 kHz. In contrast to the cntr-GAE, the co-GAEs migrate slightly towards
the high field side for larger EP energies. Similar to the cntr-GAEs, this constancy
of the mode structure despite large changes in frequency would be very atypical of
MHD eigenmodes. Since these modes are m = 0 or 1 with n = 9, the approximation
k‖ ≈ kφ = n/R is justified. Hence, this change in mode location to lower R tends to
increase k‖. Furthermore, vA has its minimum near the magnetic axis, so the local
Alfve´n speed can also change due to shifts in the mode location. It is then possible
that a change in mode location could occur such that the frequency changes while
conserving ω ≈ k‖vA without changing the mode numbers. However, this would nec-
essarily move the mode away from an extremum in the Alfve´n continuum (if it were
originally near one when excited by lower v0/vA), leading it to intersect the Alfve´n
continuum, which typically results in strong damping. This is essentially what was
observed in the “MHD-only” simulations and shown in Fig. 5.2.
Since counter-propagating Alfve´n eigenmodes with shear polarization have typi-
cally been identified as perturbative GAEs in NSTX plasmas both experimentally68,90
and in simulations,91 it is necessary to determine if their frequencies lie close to the
shear Alfve´n dispersion, ωA = k‖vA, or if they deviate significantly due to the large
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(a) (b)
Figure 5.5: Comparison of mode frequencies to shear Alfve´n dispersion with k‖ and
vA evaluated at the peak mode location. Solid line indicates ω = k‖vA, dashed line
indicates linear fit to simulation data. Color: toroidal mode number of the simulated
mode. (a) cntr-GAEs. (b) co-GAEs.
frequency changes with beam parameters. While perturbative GAEs should have
frequencies shifted somewhat below the Alfve´n frequency, the difference should be
small, e.g. . 10% and often much less.77 For accuracy, the dispersion relation should
be evaluated at the mode location. Calculating vA at the mode location is only non-
trivial due to the mode structure being broad, though this is easily solved by defining
the mode location to be the δB2 weighted average of R. The parallel wave number is
less well defined. In a large aspect ratio tokamak, it is accurately represented by the
familiar formula k‖ = (n−m/q)/R. However, this is only valid for  = r/R 1 and
requires m to be well defined. In contrast, these simulations are carried out at the low
aspect ratio of NSTX, where  ≈ 3/4, and there is often no clear poloidal harmonic
present in the mode structure, as discussed in section 5.4. For high n numbers, the
approximation k‖ ≈ kφ becomes more reliable since typically nq > m for the modes
excited in the simulations. However, this is a poor approximation for the cntr-GAEs
which may have, for instance, n = 4 and m = 2 − 4. As an alternative, the most
literal interpretation of k‖ is used, that is the peak in the Fourier spectrum of the
fluctuation when projected onto the background field lines near the mode location
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with a field-line following code. This method is sufficient to determine if the mode
frequencies are at least “near” the shear Alfve´n frequency, as in Fig. 5.5.
For both counter- and co-propagating modes, there is a clear correlation between
the frequency of the modes and the shear Alfve´n dispersion, as expected for GAEs.
However, the cntr-GAEs show significant deviation from this relation for low |n|
modes, while the co-GAEs show a steeper than expected slope. The co-GAEs are
well fit by the relation ω = 1.57k‖vA − 0.17. The deviations from the shear Alfve´n
dispersion are not explained at this time. A complete explanation likely requires
modification of the GAE dispersion to include beam contributions to the eigenequa-
tion nonperturbatively, as well as coupling to the compressional mode. In order to
remain consistent with the simulation results, the modification must at least include
a term proportional to k‖v0. One route to pursue would be to build upon the theory
developed by Berk et al. for reverse-shear Alfve´n eigenmodes (RSAE) which employs
energetic particle effects to localize the eigenmode near local extrema in the Alfve´n
continuum.172,173 In particular, Eq. 5 of Ref. 172 includes terms proportional to 〈nh〉
and k‖
〈
J‖h
〉
which could help explain the results in Fig. 5.3. The derivation of an
accurate dispersion for the EP-GAE is left for future work.
5.5 Resonant Particles
Ultimately, the resonance condition is determined to be responsible for key properties
of these modes. Investigation of the properties of the resonant particles identified in
the simulation with explanations supported by analytic theory can shed light on the
origins of the unusual features of these modes.
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5.5.1 Influence of Resonance Condition
Since a δf scheme is employed, the particle weights can reveal information about
resonant particles. The weights will evolve according to Eq. 4.3c. Hence weights
with large magnitudes correspond to regions of phase space with large changes in the
distribution function, e.g. particles which interact strongly with the waves. Particles
can resonate with the wave through the general Doppler-shifted cyclotron resonance,
reproduced below
ω − 〈k‖v‖〉− 〈k⊥vDr〉 ≈ ω − 〈k‖v‖〉 = ` 〈ωci〉 (5.3)
On the right hand side of Eq. 5.3, the drift term k⊥vDr is being neglected because
it is usually sub-dominant in the simulated conditions, as discussed earlier in this
thesis. For modes satisfying Eq. 5.3 with 0 < ω < ωci and v‖ > 0, counter propagation
(k‖ < 0) implies ` > 0, and co-propagation implies ` ≤ 0. While the ` = 0 resonance
is present in the some of the simulations for the co-GAEs, it is usually subdominant
to ` = −1 (visible in Fig. 5.6b). Consequently, attention is restricted to the cases
where ` = ±1, which also leads to the correspondence ` = −sign k‖. Combining Eq.
5.3 with the presumed shear Alfve´n dispersion, an expression can be written for the
frequency of the excited mode as a function of the resonant v‖ of the EP driving it
unstable:
ω =
〈ωci〉
`+
〈
v‖
〉
/vA
for ` = ±1 = −sign k‖ (5.4)
Although v‖ is not a constant of motion, it can be represented to lowest order in
µ for each particle as
v‖ ≈ v
√
1− ωci
ωci0
λ (5.5)
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(a) (b)
Figure 5.6: Frequency and approximate v‖ of resonant particles in simulations. Solid
line is the expression from Eq. 5.4 required by the dispersion and resonance condition,
assuming s = 0. Frequency and velocity normalized by on-axis values of ωci and vA.
(a) cntr-GAEs. (b) co-GAEs.
Fig. 5.6 shows the parallel velocity (approximated by Eq. 5.5) of the EP with
the largest weights, plotted against the frequency of the most unstable mode in each
simulation. The relation between the mode frequency and parallel velocity of the
most resonant particles generally adheres to Eq. 5.4, shown on the figures as the
solid line. For co-GAEs, the condition is essentially obeyed, with some deviation due
to a combination of drift term corrections and errors in the approximate expression
for the resonant value of v‖. In general, Eq. 5.4 suggests that the frequency of the
excited mode is inversely proportional to the parallel velocity of the resonant particles.
While for co-GAEs the opposite trend is seen for fixed n – frequency increases with
parallel velocity instead of decreases – this is anticipated by the resonance condition.
Since k‖ ∝ n, the Doppler shift will increase with v‖ at constant n. For cntr-GAEs,
the mode frequencies still cluster near the curve representing Eq. 5.4, though there
is substantial spread inherited from the deviations from the shear Alfve´n dispersion
due to ambiguous k‖ as discussed in section 5.4.
The mode frequency’s sensitivity to the location of fast ions in phase space is rem-
iniscent of energetic particle modes where the EPM frequency tracks typical particle
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orbit frequencies. Although the cyclotron and orbital frequencies are not constants
of motion, a unique value of each can be calculated for each δf particle as an orbit-
averaged value. On Fig. 5.7, the shaded contours show the characteristic frequencies
of the resonant particles in each simulation, where the resonant particles are defined
as those with weights in the top 5% at the end of the simulation. As the injection
velocity increases, the resonant particles migrate to larger toroidal frequencies and
smaller cyclotron frequencies. The lines imposed on the plot of toroidal vs cyclotron
frequency represent the relation expected by the Doppler shifted cyclotron resonance
written in terms of particle frequencies (see Eq. 1.3). The resonant particles in each
simulation cluster around these lines, showing that the frequency of the most unstable
mode is being set by the location of the resonant particles in this phase space. In
other words, the mode frequency adapts to the energetic particle attributes in order to
satisfy the resonance condition. It is also helpful to examine where the resonant par-
ticles exist in the constant-of-motion space, (v, λ, pφ), which are the natural variables
for the distribution function. This is shown in Fig. 5.7a. The resonant particles move
towards higher energy as those regions become accessible with the larger injection
velocity. For each distribution, a curve representing constant v‖ is shown, with value
determined by averaging over all resonant particles. Each shaded contour roughly
tracks this line of constant v‖, with value increasing with increasing v0/vA.
Overall, Fig. 5.7 demonstrates a clear linear relation between the energetic particle
parameters and the frequency of the excited mode, a hallmark quality of energetic par-
ticle modes.174 This finding contradicts the conventional “beam-driven MHD mode”
paradigm where the energetic particles provide drive but otherwise do not affect the
excited MHD mode. On the one hand, a resonant wave-particle interaction is neces-
sary to drive the mode unstable, in which case it is natural that the frequency of the
mode matches the combined orbital and cyclotron motion of the resonant particles.
However, it is quite remarkable that the frequency of the mode is changing without
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(a) (b)
Figure 5.7: Resonant particles for n = −6 cntr-GAE excited by v0/vA = 4.0−5.5. (a)
Shaded contours show the location of the resonant particles in pitch-velocity (λ, v)
constant of motion space. Curves are contours of constant v‖ determined by a w-
weighted average of v‖ over all resonant particles. (b) orbit-averaged toroidal and
cyclotron frequencies of resonant particles. Solid lines show the resonance condition
for each mode, averaging ωθ over all resonant particles and using the dominant p in
Eq. 1.3 for each mode.
clear changes in the mode structure. If this were a perturbative MHD mode, then
one would expect that the changes in frequency would correspond to changes in mode
structure, i.e. poloidal or radial mode numbers. Alternatively, if only a single, specific
eigenmode were being excited, then its frequency should not change as the energetic
particle population does – the mode would simply pick out the same resonant parti-
cles as v0/vA is increased. In view of these findings, this mode, formerly identified as
a GAE from ideal MHD theory must be strongly altered by nonperturbative energetic
particle effects, and thus could be considered as an energetic particle mode. This is
different from the energetic particle modes commonly observed in experiments and
discussed in the literature (fishbone, EGAM, etc) typically have much lower frequen-
cies, on the order of orbital frequencies.35 To our knowledge, this is the first evidence
of an EPM that is driven by a cyclotron resonance and with a frequency that can be
an appreciable fraction of the cyclotron frequency.
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5.5.2 Relationship Between Injection and Resonant Veloci-
ties
The key takeaway is that if the resonant value of v‖ is proportional to the injection
velocity v0, then the large frequency changes of these GAEs are qualitatively explained
by the resonance condition. This is plausible based on the local analytic theory
developed in Chapter 2. Recall that for the cyclotron resonances (` 6= 0) which drive
the GAEs in simulations, the growth rate is dominated by the contribution from
anisotropy, such that
γ ∝∼ `
∫ xm
0
h(x)
∂f0
∂x
dx (5.6)
As a reminder, x = v2⊥/v
2 ≈ λ 〈ω¯ci〉 /ωci0 and h(x) is a complicated non-negative
function of x that weights the integrand, including the FLR terms. The upper limit
of integration xm = 1− v2‖,res/v20 is a consequence of the finite beam injection energy
since v‖,res = v
√
1− x < v0
√
1− x→ x < 1− v2‖,res/v20. Due to the singly peaked fast
ion distribution in x used in this study, the integrand has the sign of ` for x < x0
(since ∂f0/∂x > 0 there) and the opposite sign for x > x0. As discussed in Sec. 2.3.2,
a sufficient condition for fast ion drive for cntr-GAEs (driven by ` = 1) is therefore
xm ≤ x0. Similarly, a necessary condition for instability for co-GAEs (driven primarily
by ` = −1) is xm ≥ x0. Although these conditions do not necessarily maximize the
growth rate to give the most unstable mode, the condition xm ≈ x0 is usually pretty
close to achieving this. Since xm = 1 − v2‖,res/v20, these instability conditions impose
constraints on the GAE frequency (related to v‖,res through the resonance condition)
as a function of v0. In other words, theory predicts that the frequency of the most
unstable mode changes as v0 changes since there is a preferred value of v‖,res/v0 that
maximizes the growth rate.
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(a) (b)
Figure 5.8: (a) Integrand of growth rate integral (dγ/dx), from Eq. 2.21, for a cntr-
GAE with x0 = 0.7. α = k‖/k⊥ = 0.5 and v0/vA = 5.0 are chosen as typical values.
Vertical dashed line shows the central value x0 = 0.7, horizontal dashed line shows
the sufficient condition for net drive at v2‖,res/v
2
0 = 1 − x0, and the solid line shows
the value v2‖,res/v
2
0 = 0.36 that maximizes the growth rate. (b) Integral of plot (a)
with respect to x, showing growth rate as a function of v2‖,res/v
2
0. Vertical lines match
horizontal lines on plot (a).
To supplement the preceding qualitative argument regarding the condition for
marginal drive from the fast ions, the full expression for the growth rate given in
Eq. 2.21 can be evaluated numerically to determine how the maximum growth rate
depends on the three independent parameters v0/vA, v
2
‖,res/v
2
0, and α =
∣∣k‖/k⊥∣∣ for
a cntr-GAE (` = +1) with λ0 = 0.7. The sum of Bessel functions embedded in the
FLR function J m` (ξ) (see Eq. 2.15) is the main obstacle to gaining intuition about
the growth rate’s dependencies by inspection or calculus. The parameter α enters
through this Bessel term, since the FLR argument can be rewritten as
ξ = k⊥ρ⊥b =
k⊥v⊥
ωci
=
k⊥∣∣k‖∣∣
∣∣k‖∣∣ vA
ωci
v⊥
vA
=
1
α
ω
ωci
v0
vA
√
(v2‖,res/v
2
0)x
1− x (5.7)
Above we have used ω ≈ ∣∣k‖∣∣ vA for illustration purposes, though the full disper-
sion can be substituted for the term
∣∣k‖∣∣ vA/ω = N‖ by using Eq. 1.28. Note also
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(a) (b)
Figure 5.9: (a): Growth rate as a function of v0/vA and v
2
‖,res/v
2
0 for k‖/k⊥ = 0.5.
Dashed horizontal line is the sufficient condition for drive v2‖,res/v
2
0 > 1−x0. The solid
curve shows the value of v2‖,res/v
2
0 which maximizes the growth rate as a function of
v0/vA. (b): Growth rate as a function of
∣∣k‖/k⊥∣∣ and v2‖,res/v20 for v0/vA = 5.0. Solid
curve and dashed line have the same definition as in (a).
that ω is not an independent parameter since it is determined by the three chosen
parameters (v0/vA, v
2
‖,res/v
2
0, and
∣∣k‖/k⊥∣∣) by the resonance condition in Eq. 1.4.
The integrand with v0/vA = 5.0,
∣∣k‖/k⊥∣∣ = 0.5, x0 = 0.7 is shown in Fig. 5.8a,
revealing complicated dependence on both the integration variable x and the pa-
rameter v2‖,res/v
2
0. Generally, decreasing
∣∣k‖/k⊥∣∣ makes the details of the integrand
even more intricate, as more zeros of J m` (ξ) become contained within the integra-
tion region. Visualized this way it is clear why the sufficient condition for net drive
from the energetic particles exists: at sufficiently large v2‖,res/v
2
0, the upper integration
bound excludes the regions of velocity phase space which damp the wave. Fig. 5.8b
shows the growth rate’s dependence on v2‖,res/v
2
0 for these specific values of v0/vA and∣∣k‖/k⊥∣∣, demonstrating a local maximum exceeding the sufficient threshold for net
drive at v2‖,res/v
2
0 = 1−x0 (dashed line). This optimal value of v2‖,res/v20 is also marked
on Fig. 5.8a with the solid line near v2‖,res/v
2
0 = 0.36.
Numerical integration can be performed over a range of values of v0/vA, v
2
‖,res/v
2
0,
and
∣∣k‖/k⊥∣∣ in order to determine if the growth rate prefers changing the frequency
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of the mode as v0/vA is varied, which would explain the simulation results. These
scans are shown in Fig. 5.9. Note that on Fig. 5.9b, the rapid oscillation of the
optimal value of v2‖,res/v
2
0 in the limit of
∣∣k‖/k⊥∣∣ 1 is due to rapid oscillation of the
FLR terms in the integrand, corresponding to ζ  1 in Sec. 2.4.2.2 and Sec. 3.3.2.2,
referred to as the “Bessel regime” in the appendix of Ref. 134. For v0/vA & 2.5 and∣∣k‖/k⊥∣∣ & 0.4, there is a clear preference for v2‖,res/v20 ≈ 0.36 in order to maximize
the growth rate, as the optimal value of v2‖,res/v
2
0 is within 1% of this value in this
range of parameters, which also encompasses the properties of the simulated modes.
This calculation implies that the energetic particle drive is maximized for a mode
resonantly excited by a sub-population of fast ions with parallel velocity at a specific
fraction of the injection velocity, explaining the connection between the injection
velocity and resonant parallel velocity. Then, the frequency dependence due to the
resonance condition becomes
ω = `ωci + k‖v0
√
η = `
[
ωci −
∣∣k‖∣∣ v0√η] (5.8)
Above we have used the fact that ` = −sign k‖. In the case of cntr-GAEs (` = +1),
the Doppler shift is less than the cyclotron frequency, and so the preferred mode fre-
quency decreases linearly as a function of v0. Conversely, co-GAEs excited by the
` = −1 resonance have a Doppler shift exceeding the cyclotron frequency, so the fre-
quency of the most unstable mode will increase linearly with increasing v0. While this
result reproduces the frequency trend of the most unstable modes from the simula-
tions, the calculation is limited by not including the sources of bulk plasma damping.
It is fair to assume that the thermal damping will affect each mode similarly, and
hence, the maximum growth rate argument could remain valid. However, the amount
of continuum damping each mode is subject to could vary substantially depending
on quantitative details of the mode structure and differences in the self-consistent
equilibria generated by fast ion populations of different injection velocities. Simpli-
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fied analytic calculations have been performed in order to understand the numerical
results, and they do not include the effects of continuum damping. Nonetheless, the
presence of this frequency dependence both in simulations with signs of coupling to
the continuum (via the appearance of short scale structures near the ideal Alfve´n res-
onance location) as well as in those where they are absent indicates that the impact
of continuum damping may not be crucial to developing a qualitative understanding
of this phenomenon. The determination of the most unstable mode based on max-
imizing drive from the fast ions may be suitable to describe the robust numerical
results.
5.6 Summary and Discussion
Hybrid simulations have been conducted to study how the properties of high frequency
shear Alfve´n eigenmodes depend on parameters of the energetic particle distribution
in NSTX-like low aspect ratio conditions. In simulations that solve for the equilib-
rium with self-consistent inclusion of energetic particle effects, it is found that the
frequency of the most unstable GAE changes significantly with the energetic particle
parameters. The frequency changes most significantly with the normalized injection
velocity v0/vA, which shows a clear linear relation. With increasing injection velocity,
counter-propagating modes have a decrease in frequency, while co-propagating modes
increase in frequency. The linear dependence and sign of the change are consistent
with the Doppler-shifted cyclotron resonance condition.
However, there are no clear concurrent changes in mode structure that would
indicate that these frequencies correspond to distinct eigenmodes, especially for the
co-GAEs. Moreover, the frequencies change continuously as a function of the injection
velocity, not in a discrete stair-stepping pattern one would expect if different discrete
eigenmodes were being excited. In contrast, the frequencies of compressional modes
211
excited in the simulations are largely unaffected by the fast ions, and modes with
distinct frequencies have different poloidal mode numbers.
At fixed injection energy, the frequency of both co- and counter-propagating modes
decrease as the normalized EP density nb/ne is increased, though the frequency change
is an order of magnitude less than that caused by changing the injection energy.
Although there was some difficulty in determining a reliable value of k‖ for these
modes due to low aspect ratio and poorly defined m numbers, the modes do roughly
obey the shear Alfve´n dispersion relation ω ≈ [k‖(r)vA(r)]r=r0 , evaluated at the mode
location, to within 10−20%. Lastly, the substantial changes in frequency persist even
when the energetic particles are ignored in the equilibrium solver, implying that the
change in frequency directly due to changes in the energetic particle population is
much larger than the indirect change in frequency due to changes in the equilibrium
from fast particle contributions.
Put together, these results call into question the description of these modes as
the global Alfve´n eigenmodes described by ideal MHD theory. Since GAEs are shear
Alfve´n MHD modes, in order to be weakly damped they must have frequencies just
below a minimum of the Alfve´n continuum. Large frequency shifts with changing
beam parameters can displace the modes from being localized near these extrema, and
lead them to intersect the continuum where they woudl be expected to suffer strong
damping. The energetic particles are clearly exerting a nonperturbative effect on the
modes since the eigenfrequency is changing without clear corresponding changes in
the mode structure that would indicate excitation of a different eigenmode. Instead,
these results could be interpreted as defining a high frequency energetic particle mode,
regarded here as an energetic-particle-modified global Alfve´n eigenmode (EP-GAE).
For excitation, the mode must be resonant with a sub-population of energetic particles
with a specific value of v‖. As the injection velocity is increased, new values of v‖
become accessible. It was shown that the drive from the fast ions is maximized for
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a resonant parallel velocity at a specific fraction of the injection velocity, given the
same degree of anisotropy. As the resonant value of v‖ changes, both ω and k‖ must
also change according to the resonance condition and the approximate dispersion.
An energetic particle mode defined by a continuum of k‖ values to choose from as
the injection velocity is varied is consistent with these findings. This is unusual
since energetic particle modes typically have much lower frequencies which track the
characteristic energetic particle orbital frequency.174 In contrast, the modes excited
in these simulations can be an appreciable fraction of the cyclotron frequency, ω ≈
0.1 − 0.5ωci for the range of toroidal harmonics |n| = 4 − 12, and have frequencies
which track a combination of the energetic particle orbital and cyclotron frequencies.
There have been previous studies showing an MHD mode’s eigenfrequency
changing in proportion to energetic particle velocity. One is the so-called “resonant
toroidicity-induced Alfve´n eigenmode” (RTAE), which is characterized by the mode
frequency decreasing in order to remain in resonance with fast particles as TEP/Ti
decreases.175 Cheng et al. remark that this trend can lead the RTAE to have a
frequency much below the characteristic TAE gap frequency that it is associated
with, just as the GAEs in these simulation results can be significantly displaced from
the minimum in the Alfve´n continuum. In addition, previous hybrid gyrokinetic
simulations have demonstrated a transition from TAE to a lower frequency kinetic
ballooning modes (KBM) as the maximum energetic particle energy is increased.176
During this transition, the frequency of the KBM changes in proportion to the
energetic particle velocity, similar to the results presented here.
Although the exact dispersion of the EP-GAE has not yet been determined, it is
clear that it is fundamentally affected by the energetic particles nonperturbatively,
leading to a departure from its previous perturbative MHD description. In addition
to the interest to basic plasma physics of the discovery of a high frequency energetic
particle mode with frequencies tracking the combined orbital and cyclotron motion,
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there are also potential implications for NSTX-U which should be explored in the
future. The simulations presented here show that the nonperturbative regime for
these modes was routinely accessed in NSTX operating conditions. The basic picture
of an energetic beam driving an MHD mode of the thermal plasma without modifying
its attributes breaks down in conditions where Jbeam is comparable to Jplasma. Even
with the nominal factor of two increase in toroidal field in NSTX-U which will tend
to decrease v0/vA, these modes may still be unstable due to the increase in beam
power,153 though early operations indicate they can be suppressed with the addition
of off-axis injection.89
NSTX experiments have established a robust link between sub-cyclotron Alfve´n
modes and anomalous electron temperature flattening.18,120 Both of the existing the-
oretical mechanisms proposed to explain how Alfve´nic modes could generate this
anomalous heat diffusivity have previously assumed that they are accurately described
as perturbative ideal MHD GAEs.91,128,129 Since it has now been shown that there
can be quite substantial nonperturbative corrections to this description, the polariza-
tion and mode structure of these modes may be quite different from those assumed
by these previous analyses. In particular, Gorelenkov et al. investigated how sev-
eral overlapping GAEs could collectively stochasticize electron orbits and enhance
the radial diffusion. Nonperturbative modifications of the mode characteristics could
alter the thresholds in number of overlapping modes and mode amplitudes required
to generate the level of diffusion necessary to explain the experimental observations.
While compressional modes have received more attention for their potential to chan-
nel energy away from the core to the edge through mode conversion to kinetic Alfve´n
waves,63,133 GAEs also couple to KAWs in principle129,130 and may also contribute.
At least in the case of GAE-KAW mode conversion, the simulation results presented
here suggest that nonperturbative inclusion of the energetic particles should be fur-
ther explored for a more accurate description of that coupling in application to energy
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channeling in fusion conditions. Examining the impact of these corrections on previ-
ous quantitative predictions of anomalous electron heat transport will be the subject
of future work.
Prospects for future experimental verification of the EP-GAE are promising, as
its defining characteristics should be observable in suitably designed experiments
on NSTX-U. Analysis without such dedicated experiments may prove challenging
since it is necessary to separate the changes in mode frequency due to the change
in beam energy (the nonperturbative effect) from the changes in the equilibrium
(MHD effect). The preferred approach would be to reproduce a discharge multiple
times with different beam voltages for each shot so that the time evolution of the
equilibrium profiles can be factored out of the observed change in frequency, such as
the experiments conducted in Ref. 124. Measurement of the change in frequency due
to this effect could be further complicated by chirping, which sometimes occurs for
the high frequency Alfve´nic modes in NSTX. Fortunately, existing analysis shows that
this usually takes the form of symmetric chirping (as opposed to monotonic frequency
sweeping) about the linear mode frequency.87 In this case, the frequency dependence
on v0/vA should still be detectable. In addition to the signature change in frequency
in proportion to the injection velocity, the gradual shift of the counter-propagating
mode further towards the low field side with increasing beam energy as discussed in
Sec. 5.4 may be observable with reflectometer measurements.68,114
215
Chapter 6
Summary and Future Work
6.1 Summary
In this chapter, a very brief summary of the work discussed in this thesis will be
given. The goals of this thesis were to develop further understanding of the stability
properties of neutral beam-driven, sub-cyclotron compressional (CAE) and global
(GAE) Alfve´n eigenmodes. As discussed in the introduction, the presence of these
instabilities has been experimentally linked to anomalous electron temperature profile
flattening in NSTX. Consequently, techniques for their avoidance or control are needed
in order to achieve desired temperature profiles. A theoretical approach was taken,
leveraging both analytic theory and state-of-the-art numerical simulations.
In Chapter 2, analytic theory was used to derive the perturbative fast ion drive for
CAEs and GAEs in the local approximation. This derivation extended previous work
by including terms to all orders in ω/ωci (in the regime of ω  ωpe, |ωce|) and
∣∣k‖/k⊥∣∣,
which lead to coupling between the CAE and GAE that affects the finite Larmor
radius (FLR) terms. The general expression was then applied to a model neutral
beam distribution for the fast ions, which led to the discovery of a new instability
regime that had not been considered by previous authors in their studies of shifted
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Maxwellians. Experimentally relevant physical approximations were made in order
to evaluate the complicated integral expressions for the growth rate analytically. It
was determined that the excitation of the modes is dominated by the contribution
from velocity space anisotropy of the fast ion distribution. Finally, excellent “global”
mathematical approximations were found which enabled the derivation of simple,
compact marginal stability conditions (γ = 0) in many useful cases.
Several compromises were made in the analytic theory since it was necessary to
sacrifice some amount of physics in order to preserve analytic tractability and allow for
broadly applicable conclusions to be made. These limitations are enumerated here for
reference. (1) The theory is only valid for the perturbative regime of γ  ω. (2) Local
theory is used, ignoring spatial variation of plasma profiles. (3) Sideband resonances
are not considered, aside from their influence on v‖,res. (4) The background damping
rates are not calculated, so γ > 0 corresponds to a necessary (but not sufficient)
condition for for instability, making the results most useful far from marginal stability.
First, the derived instability conditions were analyzed in Chapter 2 in detail for
the case of the ordinary and anomalous cyclotron resonances which drive counter-
propagating modes and high frequency co-propagating modes (those with fast ion
Doppler shift larger exceeding the ion cyclotron frequency). It was found that the
approximate stability boundaries faithfully reproduced those calculated numerically
from the full (unapproximated) analytic expression for the growth rate, both as a
function of the fast ion parameters (injection velocity v0/vA and injection geometry
λ0) and the mode parameters (frequency ω/ωci and wave vector direction
∣∣k‖/k⊥∣∣).
The approximate marginal stability conditions implied a constraint on the frequency
of unstable cntr-GAEs as a function of the injection velocity. Comparison with a
large experimental database and set of simulations found strong agreement between
the theoretical predictions, simulation results, and experimental observations, lending
confidence to the theoretical approach taken.
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In Chapter 3, the local analytic theory was similarly applied to the Landau (non-
cyclotron) resonance for the case of co-propagating CAEs and GAEs. Analysis of
this resonance was somewhat more involved than the cyclotron resonances because of
increased competition between contributions from velocity space anisotropy and fast
ion damping from the slowing down function in determining the net drive. Again, a
combination of physical and mathematical function approximation yielded approxi-
mate stability conditions which depended on only a small set of fast ion and mode
parameters. Favorable agreement was found between these approximate expressions
and the numerically computed analytic marginal stability boundaries. In addition, it
was demonstrated that in the approximation of δE‖ = 0, GAEs can only be driven
by this resonance due to coupling to the compressional mode,∗ included in this work
via two-fluid effects. In the case of CAEs, the derived instability conditions pre-
dicted an unstable range of
∣∣k‖/k⊥∣∣, which was then compared against simulations
and experimental measurements from NSTX. This endeavor again found encouraging
consistency between the properties of unstable modes in experiments, simulations,
and the analytic theory.
With the theoretical framework established and well-studied, the work of this
thesis turned to analyzing and interpreting a comprehensive simulation study of CAE
and GAE stability in realistic NSTX conditions. These simulations were performed
with the hybrid kinetic-MHD code HYM in toroidal geometry. The simulation model
couples full-orbit kinetic beam ions to a thermal background MHD plasma in order
to efficiently simulate the excitation of these instabilities.
The work in Chapter 4 focused primarily on understanding the preferential exci-
tation of different modes and their growth rate dependencies on the beam injection
geometry and velocity. It was found that modes driven by the cyclotron resonances
were more unstable than those driven by the Landau resonance, consistent with the
∗Finite δE‖ introduces sound waves into the system, which can similarly couple to the shear
waves and allow them to be driven by the Landau resonance.
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theory developed in earlier chapters. As predicted by theory, high frequency co-GAEs
driven by very tangential beam injection with large v0/vA were found to be unstable
in simulations, whereas unstable cntr-GAEs required more perpendicular injection.
The co-CAEs preferred moderately perpendicular injection and large v0/vA in or-
der to simultaneously satisfy the resonance condition and dispersion relation. The
growth rate of the most unstable mode of each type increased with larger normalized
injection velocity v0/vA. All modes were found to become more unstable with larger
critical velocity fraction vc/v0 and velocity space anisotropy, with similar trends to
those calculated from analytic theory. Moreover, it was found that spatial gradients
in the fast ion distribution, neglected in the local analytic theory developed in this
thesis, were responsible for a large fraction of the drive of the high n ≥ 8 co-GAEs
in simulations. A local expression of thermal electron damping was generalized to in-
clude finite ω/ωci and
∣∣k‖/k⊥∣∣ effects. Application of the derived damping rate found
a trivial effect for GAEs, but one that could stabilize some of the marginally unstable
CAEs found in HYM simulations, providing context for the applicability of the HYM
model to study CAE/GAE excitation.
Lastly, Chapter 5 presented a numerical investigation of the energetic particle
modifications to the unstable GAEs found in HYM simulations. It was found that the
frequency of the most unstable GAE in each simulation changed in proportion to the
beam injection velocity – frequency decreasing with larger v0/vA for cntr-GAEs and
increasing for co-GAEs. However, the mode structure of the mode did not change
significantly during these large frequency modifications, suggesting that the fast ions
could be changing the dispersion relation non-perturbatively. In contrast, no such
behavior was exhibited by the unstable CAEs, which had distinct frequencies associ-
ated with distinct eigenstructures. Simulations were performed with equilibria that
self-consistently included the effects of fast ions and also those that excluded them,
leading to the conclusion that changes to the equilibrium profiles due to different fast
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ion parameters resulted in sub-dominant effect in setting the most unstable mode
frequency. Instead, the properties of these modes in simulations were interpreted as
a new type of high frequency energetic particle mode (EPM) driven by the Doppler
shifted cyclotron resonances.
6.2 Future Work
There are many avenues for continuation of this work that could be explored in the
future. As described in the introduction, solving the electron temperature flattening
problem has two parts: (1) understanding the excitation of the CAEs/GAEs and
(2) understanding the effect of the modes on the background plasma. Presently,
neither of the two proposed theoretical mechanisms can generate enough transport
to reproduce the observed temperature profiles when using experimentally observed
mode spectra as inputs to the theories. Therefore, further theoretical development
of the interaction of CAEs/GAEs with the background plasma is the highest priority
item towards the solution of this problem. The work in this thesis made significant
progress on part (1), leaving part (2) ripe for subsequent study. In that direction,
each of the two proposed mechanisms of temperature profile flattening have clear
directions for continued work.
For energy channeling via mode conversion to kinetic Alfve´n waves (KAWs), prior
simulations have quantified the amount of energy transported from CAEs to KAWs
numerically63,133 in the HYM model of kinetic fast ions coupled to a thermal back-
ground plasma. However, kinetic effects from thermal ions could also be relevant,
so it would be interesting to perform simulations with fully kinetic ions (beam and
thermal ions treated on equal footing) in order to examine their impact on the energy
channeling. Such a hybrid model is one of several models built into the HYM code,
and has previously been used in studies of field-reversed configurations (FRCs).177
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Energy channeling due to GAE to KAW conversion has previously been considered
by Kolesnichenko and collaborators,129,130 but has not been studied numerically in
toroidal simulations. This could be done by analysis of the energy flux in simula-
tions with GAEs, such as those presented in Chapter 4 and Chapter 5, in order to
determine if this is a relevant energy transport channel.
The second mechanism of electron temperature profile flattening was orbit stochas-
tization due to the presence of sufficiently many GAEs. This process was initially
demonstrated to significantly enhance the electron energy transport in the guiding
center code ORBIT, using idealized GAE mode structures.128 Those studies also found
sensitive dependence of the transport to δE‖ fluctuations, imposed at levels to account
for FLR effects. While preliminary studies were done to similarly include the effect
of CAEs,178 more work needs to be done in this area to quantify their contribution to
this process. There are two additional sources of δE‖ that were not considered in the
initial ORBIT studies. Unlike MHD modes, the KAW resulting from mode conversion
has large δE‖ (comparable to δB), which could cause additional transport. Second,
the energetic particle modifications of GAEs studied in Chapter 5 appear to also lead
to somewhat larger δE‖ fluctuations than would be expected by their orthodox MHD
description. Hence, it would be interesting to perform electron test particle simu-
lations using realistic CAE/GAE/KAW mode structures produced by self-consistent
HYM simulations, since this could determine if there are any important corrections to
the original studies in Ref. 128 due to the use of more realistic eigenmodes including
non-ideal MHD effects.
There are also several areas for further theoretical work that are more direct ex-
tensions of the projects contained in this thesis. As demonstrated in Sec. 4.4.4, an
important limitation of the analytic theory used in this thesis is the local assump-
tion which excludes radial plasma profiles from the analysis, importantly neglecting
∂f0/∂pφ from contributing to the fast ion drive/damping. Previous authors have
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studied CAE/GAE instability with a global treatment, though that approach re-
quires additional assumptions to make analytic progress since the resulting system is
more complicated. In the case of the work by Gorelenkov et al.,19,140 these studies
were focused primarily on understanding ion cyclotron emission (ICE) observations
with ω & ωci. It could be useful to revisit those works in order to adapt them to
the beam-driven, sub-cyclotron regime studied here. As a complementary approach,
it would be interesting to extend the local theory applied here to the high frequency
ω & ωci regime in order to study how the two approaches differ when making pre-
dictions relative to ICE. Perhaps there are some features of ICE that could be more
simply understood with the less involved local theory if plasma inhomogeneity is not
crucial to its excitation in some cases.
To extend the simulation study of CAE/GAE linear stability properties presented
in Chapter 4, it would be beneficial to model several additional NSTX and NSTX-U
discharges in order to elucidate the influence of the equilibrium plasma profiles on the
CAE/GAE instability properties. For instance, the steepness of the effective poten-
tial well and the safety factor shear should affect the damping due to interaction with
the continuum for CAEs and GAEs, respectively. Work is currently being done by
Belova151 to model GAEs in the conventional aspect ratio DIII-D. Since DIII-D has
several different beam sources with an array of injection geometries, it would be an
excellent candidate for validating the results of the simulation study presented here,
especially the preferential excitation of CAEs vs GAEs and direction of propagation
due to beam geometry. Such a study could also shed light on similarities and differ-
ences between CAE/GAE excitation in low vs high aspect ratio devices in order to
extrapolate to other machines. Perhaps most importantly in this area, modeling of
ITER plasma scenarios should be done in order to determine if the super-Alfve´nic
neutral beam ions or fusion products will destabilize these modes. Back of the enve-
lope estimates suggest that counter-propagating modes could be unstable since ITER
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fast ions may have similar dimensionless parameters as NSTX-U discharges, where
cntr-GAEs were commonly observed. Determining how unstable CAEs/GAEs will be
in ITER would be the first in forecasting if they will be expected to induce enhanced
electron temperature transport like they did in NSTX.
Next, the energetic particle modifications to GAEs discovered in HYM simulations
also point to new directions for research. While the numerical results were interpreted
as indicating the existence of an energetic particle mode, this conclusion would be
most definitively confirmed by deriving the dispersion relation. To do this, one would
need to study the combined beam-thermal plasma system nonperturbatively in order
to allow the eigenfrequencies to be influenced by the fast ion properties. A related
area of theory that would benefit from further development is the kinetic modification
of the Alfve´n continuum by beam ion populations. Some work has been done by
Kuvshinov148 in studying the “ion-kinetic regime,” but this approach would need
to be adapted to account for the non-Maxwellian fast ion population. Numerically,
Slaby169 has studied the non-perturbative effect of a fusion α population on the
continuum in the TAE frequency range, but again, the effects due to a characteristic
neutral beam distribution could be somewhat different. An overarching question
to answer is under what conditions due GAEs behave more like perturbative MHD
modes vs. ones with strong energetic particle modifications. Potential strategies for
detecting key signatures of the EP-GAE are outlined at the end of Sec. 5.6.
The combined analytic and numerical results contained in this thesis indicate
potential techniques that could be used to control the CAE and GAE instabilities,
similar to the GAE suppression that was observed in NSTX-U with the addition of
the off-axis beam source. As discussed in Ref. 134, that result can be explained
by the theory presented in Chapter 2. The original NSTX beam sources inject fast
ions with relatively large trapping parameter λ, generating a large region of phase
space with ∂f0/∂λ > 0, which drives the cntr-GAEs unstable. The more tangentially
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injected NSTX-U beam sources have very small λ, introducing fast ion damping from
∂f0/∂λ < 0. Preliminary simulations indicate that co-CAEs can also be suppressed
by tangential injection, possibly due to enhancement of the radiative damping due to
fast ion-induced changes to the Alfve´n continuum.179 Further work to pin down this
stabilization mechanism inferred from numerical work would indicate how it can be
used to stabilize CAEs in experiments.
Moreover, Eq. 2.20 suggests additional stabilization techniques that have yet
to be explored. Due to the coefficient ` multiplying the ∂f0/∂λ term, it could be
possible to stabilize a mode driven by the ` = 1 resonance by injecting a second
population of fast ions that satisfy the ` = −1 resonance. This could be achieved
with a counter-injected beam with v‖ < 0 such that the two resonances could be
satisfied by different groups of fast ions which would then make oppositely signed
contributions to the growth rate for the same sign of ∂f0/∂λ.
† Such a scheme could
in principle be tested on DIII-D, which does have both co- and cntr-injecting beam
sources. A separate strategy would be to instead co-inject a second beam at a lower
beam voltage than the initial driving beam, which should suppress co-CAEs according
to the (λ0, v0/vA) stability diagrams shown in Chapter 3 (for instance, see Fig. 3.2a
and consider adding a beam at smaller v0/vA in the blue region where γ < 0). Lastly,
lengthening the tail of the fast ion distribution above the neutral beam injection
velocity could also contribute to stabilizing cntr-GAEs since these particles could be
tailored to have a stabilizing ∂f0/∂λ < 0. For instance, high harmonic fast wave
heating (HHFW) has the potential to generate such high energy tails in the fast ion
distribution. Self-consistent modeling capabilities of the interaction between fast ions
and HHFW are currently under development.180 Fascinatingly, robust suppression of
†Assuming cntr-propagating modes (k‖ < 0) and ω ∼ ωci/2, the two opposing resonances could
be simultaneously satisfied as (1) ω − k‖v(1)‖,res = 〈ωci〉 and (2) ω − k‖v(2)‖,res = −〈ωci〉, provided that
v
(2)
‖,res = v
(1)
‖,res − 2 〈ωci〉 /
∣∣k‖∣∣, and assuming v(1)‖,res > 0. A similar construction can be made with the
signs of v
(1)
‖,res and v
(2)
‖,res exchanged.
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fast-ion-driven instabilities, including GAEs, with HHFW was previously observed in
NSTX and is yet to be fully understood.118
Overall, future extension of the results of this thesis on CAE/GAE instability be-
havior should be oriented in the direction of developing experimental tools for control
of these instabilities in order to enable investigation into their role in the anomalous
thermal electron energy transport and to aid in the identification of Alfve´nic transport
mechanisms.
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