
















2007 年に 7 兆 191 億円を記録したが、リーマン・
ショックによる景気後退や東日本大震災の影響
により、2011 年には 5 兆 7096 億円まで減少し
た（電通 2014）。しかし、その後の景気回復も
あり、2014 年の総広告費は 6 兆 1522 億円まで
増加してきている。媒体別では、テレビメディ
アが毎年、年間総広告費の約 30% を占めてい
るが、前年からの伸び率は 1 ～ 2% 程度に留ま
る。一方で、インターネット広告は近年、前年

































































は、理想点は 1 点のみ推定されるが、Lee et al. 
（2002）では、複数の理想点を推定するモデル




























































背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
 
図 1 順序プロビットモデルと潜在変数 
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本研究で利用するデータでは，潜在変数�は消費者の製品に対する効用と見なすことができ，
消費者は自己の効用と閾値に応じて購買行動を示すこととなる。例えば，購買実態の回答
が「5：週に 2 回以上購買」であれば，その消費者の効用と閾値の関係は�� � �となる。ま
たは，回答が「3：月に 1 回以上購買」であれば，�� � � � ��となる。順序プロビットモデ
ルを用いれば，「3：月に 1 回以上購買」と回答した消費者を「4：週に 1 回以上購買」の状
態へ遷移させるには，どの程度の広告を出稿すればよいかといった問題を考えることも可
能である。 





（モデル 1） ���� � ���� � ����� � ���� � ���� � ��0,1� (2)  
ここで，�� � ����,� , �����は消費者�が接触した�種類の広告数量，�� � ����,� , �����はその
他の説明変数である。パラメータの�は各広告への反応率，��はその他説明変数への反応率
である。広告が購買につながるという一般的な考えに基づくと，�は正の値が期待される。 








3 月に 1 回以上購買
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背景に，図 1 および式(1)で表さ �と閾値τ仮定する。 
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ルを用いれば，「3：月に 1 回以上購買」と回答した消費者を「4：週に 1 回以上購買」の状
態へ遷移させるには，どの程度の広告を出稿すればよいかといった問題を考えることも可
能である。 





（モデル 1） ���� � ���� � ����� � ���� � ���� � ��0,1� (2)  
ここで，�� � ����,� , �����は消費者�が接触した�種類の広告数量，�� � ����,� , �����はその
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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 本研究で提案するモデルは，Park et al.(2008)で提案された統合モデルと順序プロビット
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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背景に，図 1 および式( )で表される潜在変数�と閾値τ仮定する。 
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背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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たは，回答が「3：月に 1 回以上購買」であれば，�� � � � ��となる。順序プロビットモデ
ルを用いれば，「3：月に 1 回以上購買」と回答した消費者を「4：週に 1 回以上購買」の状
態へ遷移させるには，どの程度の広告を出稿すればよいかといった問題を考えることも可
能である。 
 本研究で提案するモデルは，Park et al.(2008)で提案された統合モデルと順序プロビット
モデルを組み合わせた形となる。以下では，効用�の構造である効用関数として，2 種類の
基礎モデルを示した後に，それらを統合するモデルを説明する。 
第 1 の基礎モデル ，広告量が増加するほど購入確率または頻度が上昇する。これは，
理想ベクトルモデルである。 
（モデル 1） ���� � ���� � ����� � ���� � ���� � ��0,1� (2)  
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他の説明変数である。パラメータの�は各広告への反応率，��はその他説明変数への反応率
である。広告が購買につながるという一般的な考えに基づくと，�は正の値が期待される。 














り 5 点尺度の順序カテゴリカルデータとなっているため，順序プロビットモデル 用いた
モデリングを行う。誤差項に正規分布を仮定した順序プロビットモデルは，観測データ�の
背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
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である。広告が購買につながるという一般的な考えに づくと，�は正の値が期待される。 













 本研究の提案モデルにおけ 目的 は，消費者の購買実態である。これは，前述の通
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�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
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� (6)  
式(4)におけるパラメータ は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が，式(2)の効用関数を持つ きs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定されるのではなく，市場の代表









に減少してしまう。モデル 1 とモデル 2 におけ
る、効用と広告量の関係は図 2 のように表すこ
とが出来る。














背景に，図 1 および式(1)で表される潜在変数�と閾値τ仮定する。 
 
図 1 順序プロビットモデルと潜在変数 
 





� � ���� � � � ��⋮
�� � �
 (1)  
本研究で利用するデータでは，潜在変数�は消費者の製品に対する効用と見なすことができ，
消費者は自己の効用と閾値に応じて購買行動を示すこととなる。例えば，購買実態の回答
が「5：週に 2 回以上購買」であれば，その消費者の効用と閾値の関係は�� � �となる。ま
たは，回答が「3：月に 1 回以上購買」であれば，�� � � � ��となる。順序プロビットモデ
ルを用いれば，「3：月に 1 回以上購買」と回答した消費者を「4：週に 1 回以上購買」の状
態へ遷移させるには，どの程度の広告を出稿すればよいかといった問題を考えることも可
能である。 





（モデル 1） ���� � ���� � ����� � ���� � ���� � ��0,1� (2)  
ここで，�� � ����,� , �����は消費者�が接触した�種類の広告数量，�� � ����,� , �����はその
他の説明変数である。パラメータの�は各広告への反応率，��はその他説明変数への反応率
である。広告が購買につ がるという一般的な考えに基づくと，�は正の値 期待される。 










（モデル 2） ����� � ������ � ��∗��
�
���
� ������ � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0 制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
（統合モデル） �� ����� � �1 � ������� (4)  
ここで，����と�����は，以下の通り，モデル 1 モデル 2 の尤度関数 ある。 
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� (6)  
式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が，式(2) 効用関数 持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定されるのではなく，市場の代表












（モデル 2） ����� � � � � ��∗�
�
���
� ��� � � ����� � ����� ��0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図は 1 理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため， つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
（統合モデル） � ����� � �1 ������� (4)  
ここで，��� と ����は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が，式(2)の効用関数を持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� 1� � �，およびP�s� 0� 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定されるのではなく，市場の代表

















（モデル 2） ���� � � ���� � ��∗��
�
���
� ������ � ����� � ����� � �0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 と 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
（統合モデル） �� � ����� � �1 � ������� (4)  
ここで，����と�����は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率である（ � � � 1）。
消費者�が，式(2)の効用関数を持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常の最尤法による推定では， は消費者個別に推定されるのではなく，市場の代表













（モデル 2） ��� � � ���� � ��∗��
�
��
� ������ � ���� � ���� � � 0,1� (3)  
� となり，� 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
（統合モデル） �� � � ��� � �1 � � ����  (4)  
こ で，����と���� は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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� (6)  
式(4)におけるパラメータ は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が，式(2)の効用関数を持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� �，およびP�s� � 0� 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定されるのではなく，市場の代表





いった One to One マーケティングにおける個人別の広告戦略を考えることができる。 
 













（モデル 2） ����� � � �� � � ��∗��
���
� ������ � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 の理想ベクトルモデルを表したも であり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
とき 効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
（統合モデル） �� � ����� � �1 � ������� (4)  
ここで，����と�����は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が 式(2)の効用関数を持つときs� ，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入す と，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定され の はなく 市場の代表












（モデル 2） ����� � � ���� � ��∗��
�
���
� ���� � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0 制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図は 2 の理想点モデルを表したものであり，� � 0 制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル） も見なせる。 
（統合モデル） �� � ����� � �1 � ������� (4)  
ここで， ���と �� は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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 (6)  
式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
�が，式(2)の効用関数を持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常 最尤法による推定では，�は消費者個別に推定されるの なく，市場の代表












（モデル 2） ����� � ������ � �∗��
�
���
� ������ � ��� � � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約 ある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり 直線 傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 と 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合 （潜在クラスモデ
ル）とも見なせる。 
（統合モデル） �� � ����� �1 � ������� (4)  
ここで，����と�����は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率 ある（0 � � 1）。
消費者�が，式(2)の効用関数を持つときs� � 1，式(3) 効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定されるのではなく，市場 代表
値として 1 つの推定値を得る。例えば， � 0��であれば，P�s� � 0� � 1 0�� � 0��となり，












（モデル 2） ����� � ������ � �∗��
�
���
� ������ � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触広告
量 ��と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 2 における，効用 広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
（統合モデル） �� � ����� � �1 � �� ���� (4)  
ここで，����と�����は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
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式(4) �は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が，式(2)の効用関数を持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
インジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常 最尤法による推定では，�は消費者個別に推定される ではなく，市場の代表
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（モデル 2） ����� � ������ � ��∗��
�
���
� ������ � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿 と消費者の効用が急





図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
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図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
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ル）とも見なせる。 
（統合モデル） �� � ����� � �1 � ������� (4)  
ここで，����と�����は，以下の通り，モデル 1 とモデル 2 の尤度関数である。 
 ���� � 1√2� ��� ��
1
2 ����� � ��
�� � �������� (5)  
 ����� � 1√2� �����
1






� (6)  
式(4)におけるパラメータ�は，消費者�が式(2)の効用関数を持つ確率である（0 � � � 1）。
消費者�が，式(2)の効用関数を持つときs� � 1，式(3)の効用関数を持つときs� � 0となる二値
のインジケータ関数を導入すると，�はP�s� � 1� � �，およびP�s� � 0� � 1 � �として表さ
れる。通常の最尤法による推定では，�は消費者個別に推定されるのではなく，市場の代表











（モデル 2） � ��� ������ � ��∗��
�
���
� ������ � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差の効果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 とモデル 2 における，効用と広告量 関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
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図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
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図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図は 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
ときに効用が最大となる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 とモデル 2 はともに誤差項
に正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせる。 
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いった One to One マーケティングにおける個人別の広告戦略を考えることができる。 
 
消費者個別に推定され
るのではなく、市場の代表値 して 1 つの推定
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図 2 左図はモデル 1 の理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
2 右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
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One to One マーケティングにおける個人別の広
告戦略を考えることができる。
2．2．パラメータの推定方法と識別性
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� ������ � ����� � ����� � ��0,1� (3)  
�は広告に対する反応係数となり，� � 0の制約がある。�の絶対値が大きいほど，接触広告
量���と最適広告量��∗の差 果が大きく，必要以上の広告を出稿すると消費者の効用が急
激に減少してしまう。モデル 1 モデル 2 における，効用と広告量の関係は図 2 のように
表すことが出来る。 
 
図 2 効用と広告量の関係 
 
図 2 左図はモデル 1 理想ベクトルモデルを表したものであり，直線の傾きが�となる。図
右図はモデル 2 の理想点モデルを表したものであり，� � 0の制約のため，最適広告量��∗の
ときに が最大 なる。 
 以上の 2 つのモデルは，式(4)のように結合される。モデル 1 モデル 2 はともに誤差項
正規分布を仮定しているため，2 つの正規分布からなる有限混合モデル（潜在クラスモデ
ル）とも見なせ 。 
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4 におけるパラメータ�は，消費 �が式(2)の効用関数を持つ確率である（0 � � 1）。
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モデル 1 モデル 2 統合モデル モデル 1 モデル 2 統合モデル
A -3556.0 -3553.1 -3440.8 8142.2 8085.7 7391.0 
B -3552.2 -3554.0 -3467.0 8328.0 8305.8 7623.2 
C -3556.4 -3556.0 -3441.2 8289.2 8275.5 7593.7 
D -3554.7 -3552.4 -3529.7 8293.4 8241.6 7605.6 
表 3　パラメータ推定値（ブランドD）
モデル 1 モデル 2 統合モデル





表 1 回答形式の例（左：購買実態，右：購買意向） 
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で推定された最適広告量は exp（0.638） = 1.89 回、
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ML（Marginal Likelihood）は，Newton and Raftery(1994)による周辺対数尤度の推定値
となり，数値の大きいモデルが支持される。DIC（Deviance Information Criterion）は，
Spiegelhalter et al.(2002)で提案されたモデル比較指標 あり，数値の小さいモデルが支持
される。DIC は AIC のように，パラメータ数増加によるオーバーフィッティングを考慮し
た指標である。DIC については，本研究の提案モデルは有限混合モデルであるため，Celeux 
et al.(2006)の方法を用いて計算を行っている。 
 表 2 では，ML と DIC のどちらの指標でも，全てのデータセットで統合モデルが支持
される結果となっており，2 つの基礎モデルに比べて統合モデルでモデルが改善されている
ことが分かる。以下では，各ブランド個別の結果として，ブランド D のパラメータ推定値
を中心に紹介する。表 3 はブランド D についての基礎モデルと統合モデルのパラメータ推
定値である。なお，全パラメータは Geweke(1992)の検定法で MCMC サンプルの収束が確
認されている。 
 
表 3 パラメータ推定結果（ブランド D） 
 




に，モデル 2 と統合 を比較すると，最適広告量�∗で大きなバイアスが発生している。
モデル 2 で推定された最適広告量は exp(3.843) = 46.67 回であり，大きな回数となる（分
析では接触広告量は対数値を利用しているため逆変換を行って回数を計算）。また，事後標
準偏差の推定値も 2.112 と大きいため 95％区間の下限値は 0.743 回，上限値は 2929.30 回
となる。一方で，統合モデルで推定された最適広告量は exp(0.638) = 1.89 回，95％区間の
下限値は 0.94 回，上限値は 3.80 回となり，式(3)の効用関数を持つ消費者はそれほど多く
の広告が必要ないことが分かる。D 以外のブランドでも同様に，モデル 2 で推定された最
適広告量の平均と分散は，統合モデルで推定されたものより大きな数値となった。 
統合モデルにおいて，消費者全体の中で何%が式(2)の効用関数を持つかは�で把握するこ
とができる。ブランド 4 で � �0.548 のため，約 55%の消費者が式(2)の効用関数を持ち，
残りの約 45%が式(3)の効用関数を持つ。表 4 は，全 4 ブランドの統合モデルでの�と最適
広告量�∗の推定値である。 
 




0.548 のため、約 55% の消費者が理想ベクトル
型効用関数を持ち、残りの約 45% が理想点型
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mean s.d. mean s.d.
A 0.510 0.033 0.737 0.498 
B 0.535 0.032 0.815 0.363 
C 0.497 0.037 1.616 1.773 






セグメント V 0.34 36.45 0.48 93
セグメント IP 0.39 41.45 0.63 148
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 実証分析では，ビールカテゴリの 4 ブランドについてモデルの検証を行った。2 種類の基
となる消費者を抽出した。各セグメントの人数
とデータ全体の平均・比率を同時に掲載する。
性別では、セグメント V とセグメント IP に
大きな違いはない。一方で、平均年齢ではセグ
メント IP の方が高い。また、既婚率もセグメ
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 ��� � ���� �, ����� (A.4)
���� � � �∑ ��������� � ����� ��� �
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(A.6)からパラメータの更新候補のサンプリングを行い，(A.7) の採用確率で更新を行う（ラ
ンダムウォーク・アルゴリズムによる M-H サンプリング）。 
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ンダムウォーク・アルゴリズムによる M-H サンプリング）。 
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ンダムウォーク・アルゴリズムによる M-H サンプリング）。 
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(A.6)からパラメータの更新候補のサンプリングを行い，(A.7) の採用確率で更新を行う（ラ
ンダムウォーク・アルゴリズ による M-H サンプ ング）。 
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�� � �のとき 




� ������, 1� (A.2)
ただし，τ� � ��, �� � � 
 
2. �,�������, ��, ��, �� 
� � ���, ��� ��, �� � ���, ���としたとき， 
 � � ����, ��� (A.3)
�� � � �∑ �������� � 1����� �����
��, �� � ���∑ ��������� � 1����� � ��������� 
 
3. ���������, ��, ��, �, �∗, �� 
��∗ � � � � ∑ ���� � ��∗������ としたとき， 
 ��� � ������, ����� (A.4)
���� � � �∑ ��� ����� � ������ � � ���
��, ���� � �����∑ �����∗���� � ������ � ����������� 
 
4. �������, ��, ��, ���, �∗, �� 
��� � �� � ������, ��� � ∑ ���� � ��∗������ としたとき， 
 � � ����,����, Σ�� (A.5)
Σ� � � �∑ ����������� � ������� � � ��
��, � � Σ��∑ ����������� � ������� � ������� 
 
5. ∗ ��� , ��, ��, �, ���, �� 
(A.6)からパラメータの更新候補のサンプリングを行い，(A.7) の採用確率で更新を行う（ラ
ンダムウォーク・アルゴリズムによる M-H サンプリング）。 







付録 2：MCMC アルゴリズム 
1. �����, ���������, ��, ��, �, ��, �, �∗, ���, �, �� 
�� � 1のとき 
 ���� � �������,�������
�� � �����, 1� (A.1)
�� � �のとき 




� ������, 1� (A.2)
ただし，τ� � ��, �� � � 
 
2. �,�������, ��, � , �� 
� � ���, ��� ��, �� � ���, ���としたとき， 
 � � ����, ��� (A.3)
�� � � �∑ ��������� � 1����� � �����
��, �� � ���∑ ��������� � 1����� � ��������� 
 
3. ���������, � , ��, �, �∗, �� 
��∗ � �� � � ∑ ���� � ��∗������ としたとき， 
 ��� � ������, ����� (A.4)
���� � � �∑ ��������� � ������ � �����
��, ���� � �����∑ �����∗���� � ������ � ����������� 
 
4. �������, ��, ��, ���, �∗, �� 
��� � �� � ������, ��� � ∑ ���� � ��∗������ としたとき， 
 � � ����,����, Σ�� (A.5)
Σ � � ∑ �� �� � � � ������ � ����
��, � � Σ��∑ ����������� � ������� � ������� 
 
5. �∗������, ��, ��, , ���,  
(A.6)からパラメータの更新候補のサンプリングを行い，(A.7) の採用確率で更新を行う（ラ











付録 2：MCMC アルゴリズム 
1. �����, ���������, �, ��, �, ��, �, �∗, ���, �, �� 
�� � 1のとき 
 ��� � ������,�������
�� � �����, 1� (A.1)
�� � �のとき 




� ������, 1� (A.2)
ただし，τ� � ��, �� � � 
 
2. �,�������, ��, ��, �� 
� ���, ��� ��, �� � ���, ���としたとき， 
 � � ����, ��� (A.3)
�� � � �∑ ��������� � 1����� � �����
��, �� � ��∑ ��������� � 1����� � ��������� 
 
3. ���������, ��, ��, �, ∗, �� 
��∗ � �� � � ∑ ���� � ��∗������ としたとき， 
 ��� � ������, ����� (A.4)
���� � �∑ ��� ����� ������ �����
� , ��� � ���� ∑ ����∗���� � ������ � ����������� 
 
4. �������, ��, ��, ���, �∗, �� 
�
� � � � ����, ��� � ∑ ���� � ��∗������ としたとき， 
 � � ����,����, Σ�� (A.5)
Σ� � � �∑ ����������� ������ � ���
��, � � Σ��∑ ����������� � ������� � ������� 
 
. �∗������, ��, ��, �, ���, �� 
(A.6)からパラメータの更新候補のサンプリングを行い，(A.7) の採用確率で更新を行う（ラ
ンダムウォーク・アルゴリズムによる M-H サンプリング）。 










付録 2：MCMC アルゴリズム 
1. �����, ���������, ��, ��, �, ��, �, �∗, ���, �, �� 
�� � 1のとき 
 ���� � �������,�������
�� � �����, 1� (A.1)
�� � �のとき 
 ����� ������,���� � ���� � ��
∗��
���
� ������, 1� (A.2)
ただし，τ� � ��, �� � � 
 
2. �,�������, ��, ��, �� 
� � ���, ��� ��, �� � ���, ���としたとき， 
 � �, ��� (A.3)
�� � � �∑ ������ �� 1����� � �� �
��, �� ���∑ ��������� � 1����� � ��������� 
 
3. ���������, ��, ��, �, �∗, �� 
��∗ � �� � � ∑ ���� � ��∗������ としたとき， 
 � ���� , ���� (A.4)
���� � � �∑ ��������� ����� ���
��, ���� � �����∑ �����∗���� � ������ � ����������� 
 
4. �������, ��, ��, ���, ∗, �� 
��� � �� � �����, ��� � ∑ ���� � ��∗������ としたとき， 
 � ����, ���, Σ � (A.5)
Σ � � �∑ ��� � �� ����� � ���
��, � � Σ��∑ ����������� � ������� � ������� 
 
5. ∗� ��, �, ��, �, ���, �� 
(A.6)からパラメータの更新候補のサンプリングを行い，(A.7) の採用確率で更新を行う（ラ
ンダムウォーク・アルゴリズムによる M-H サンプリング）。 
 �∗






∏ ����� ���∗���� ���� � ������ � ����∗����
∏ ����� ���∗������ ���� � ������ � ����∗������
� �� (A.7)
��������∗����は �∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. � 
 � � � ∑ ���� � ���� ��� � ∑ ���� � ������ � ���  (A.8)
 
7. ���� ��� � �� � � �� ��� �� �∗� ���� � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ��� � ������ ��� � �� � ������� � �� � � �� � � � ���� � �� (A.9)
 
8. � ��� ����� �� ��� ��� �� ��� �� �∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ����� � ��� ���� � ������ ��� � � � ��� � � (A.10)
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(A.11)












∏ ���� ���∗� �� ���� � ������ � ����∗����
∏ ����� ���∗������ ���� � ������ � ����∗������
� �� (A.7)
��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ��� 
 � � �����∑ ���� � ������ � ��� � � ∑ ���� � ������ � ���  (A.8)
 
7. �� �� � ����� �� � � � � � �∗� ���� � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � �� � ���������� � �� � ������� � ���� � �� � � � ���� � �� (A.9)
 
8. ������� ������ ��� ��� ��� �� ��� �� �∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ����� � ������������ ��������� ���� � � � ��� � � (A.10)
 
�� ��
Φ����������� �������� ��� � � Φ ��������� � �������� ��� �




��� � ��� � Φ������ � ���
Φ ���������� � ��� � Φ �������� � ������
���� � ��
�� Φ�����
� � � ���� � Φ ������ � ����
Φ ���������� � � Φ �������� � ����
�
� �
���� � �� 
(A.11)










 � � ��
���∗���� ���� ����� ����∗ ���
� � ���∗ ����� ���� ����� ����∗ �����
� �� ( .7)
� ����∗ ��� ��∗ �� 2 (6) ����∗ ���
��� � ���  
 
6. � � 
 ���� ���� ����� ��� � ���� ����� ���  ( .8)
7. � � � � ��� �� � � � �� ∗� ��  
( .9) ��  
 ���� �� � �� � �� �� � � ���� �� � ���� �� ( .9)
 
8. ��� �� � �� ��� �� � � � �� �� ∗� �� �� 
( .10) ���� ��
 
 ���� ���������� �������� ���� � � �� � � ( .10)
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�� �� �� � � � � �� � ��∗����� �� � 












∏ ����� ���∗���� ���� � ������ � ����∗����
∏ ��� � ∗������ ���� � ������ � �� �∗������
� �� (A.7)
���� �∗����は �∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6) ，����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ��� 
 � � ���∑ ��� ��� � ��� � � ∑ ���� � ������ � ���  (A.8)
 
7. ��� ���� �� � ��� �� � �� �� �∗ ��� � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ��� �� � ��������� � ������� � ���� � �� � � � ���� � �� (A.9)
 
8. � �� � ����� ��� �� � � � � ∗� � � �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ � �の採用確率で更新を行
う。 
 ����� � ������� ���� ��������� ���� � � � ��� � � (A.10)
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(A.11)













∏ ��� ∗���� ��� � ���� � ���∗���
∏ � � ∗������ �� � � ������ � ����∗��� ��
� �� (A.7)
�������∗��� は �∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメー �� �� ��とした。 
 
6. ��� 
 � � �����∑ �� � ��� � � � ∑ � � ������ ��   (A.8)
 
7. � � �� � � �� � �� � � � �� �� �∗� �  
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ��� � �� � � ������ � ���� � ���� � �� � � � ���� � �� (A.9)
 
8. ������� ������ �� � � ��� �� � � �� ∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い， � � �の採用確率で更新を行
う。 
 ����� � ������������ ��������� ���� � � �� � � � (A.10)
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∏ ����� ���∗���� ���� � ������ � ����∗���
∏ ����� ���∗������ ���� � ������ � ����∗������
� �� (A.7)
� �� ∗�� は �∗ �以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ���� 
 � � �����∑ ���� � ������ � ��� � � ∑ ���� � ������ � ���  (A.8)
 
7. ������� ���� � ��� � � �� � ∗� ��� � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � �� � ������� �� � ������� � ���� � �� � � � ���� � �� (A.9)
 
8. �� �� ����� � � � ��� � � �� �∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ���� � �� ������ � ������ ���� � � � ��� � � (A.10)
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∏ ����� � �∗���� ���� ����� ���∗����
∏ ����� ���∗� ��� ���� � ����� � ����∗������





以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)）， �∗
����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ���� 
 � � �����∑ ���� � ������ � ��� � � ∑ ���� � ������ � ���  (A.8)
 
7. �������� ������ ��� �� � � � �� �∗� ���  
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � �� � �������� � � ������ � ���� � �� � � � ���� � �� (A.9)
 
8. �� � �� ���� � � � �� � � � �� �� �∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ����� � ������������ ��������� ���� � � � ��� � � (A.10)
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∏ ����� ��∗���� ���� � ������ � ��∗����
∏ �� �� �∗� � �� � � ������ �∗�� ���
� � (A.7)
��� �∗ は �∗
���
以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)）， ��∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ��� 
 � ����∑ ���� ����� � ��� � � ∑ ���� � ������ � ���  (A.8)
 
7. ���� ��� ������ ��� ��� �� �� �� �∗� ����  
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 � � � ������ � �� � �� ���� � ���� �� � � ���� � �� (A.9)
 
8. �� �� ����� � � � � �� � ∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ����� � ������������ ������� ���� � � �� � � (A.10)
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� �� (A.7)
��� ���∗ ���は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを �� � �����とした。 
 
6. ���� 
 � �����∑ ���� ���� � ��� � ∑ ���� ���� � ���  (A.8)
 
7. ��� �� � ���� � ��� � � � � ∗� �� � � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
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以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），� �∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. �� � 
 � � �����∑ ���� � ���� � � ��� � ∑ ���� � ���� � � ���  (A.8)
 
7. � �� ��� � ��� �� � �∗� ���� � 
(A.9)の ��の値をサンプリングする。 
 ���� � �� ���������� � �� � � ���� � ���� � �� � � � ���� � �� (A.9)
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(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ����� � �������� �� ��������� ���� � � � ��� � � (A.10)
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∏ ����� ���∗������ ���� � ������ � ����∗������
� �� (A.7)
��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ���� 
 � � �����∑ ���� � ������ � ��� � � ∑ ���� � ������ � ���  (A.8)
 
7. �������� ������ ��� ��� �� ��� �� �∗� ���� � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � �� � ���������� � �� � ������� � ���� � �� � � � ���� � �� (A.9)
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(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
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��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
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(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
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(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
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��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
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(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
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(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
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��������∗��� は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗��� は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
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7. �������� ������ ��� ��� �� ��� �� �∗� ���� � 
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � �� � ���������� � �� � ������� � ���� � �� � � � ���� � �� (A.9)
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(A.10)からパラメータの更新候補のサンプリン ，������ ���の採用確率で更新を行
う。 
 ����� � ������������ ��������� ���� � � � ��� � � (A.10)
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�������∗��� は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
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(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � �� � ���������� � �� � ������� � ���� � �� � � �� � � �� (A.9)
 
8. ������� ������ ��� ��� � �� �� �� ∗� ���� �� 
(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
 ����� � ������������ ��������� �� � � � � � (A.10)
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��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
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(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
 ���� � � ���������� � �� ������� � ���� � �� � � � ���� � �� (A.9)
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(A.10)からパラメータの更新候補のサンプリングを行い，������ ��� 採用確率で更新を行
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� �� (A.7)
��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを��� � �����とした。 
 
6. ���� 
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7. �������� ������ ��� � � �� ��� �� �∗� � ��  
(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
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(A.10)からパラメータの更新候補のサンプリングを行い，������ ���の採用確率で更新を行
う。 
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(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
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��������∗����は��∗���以外のパラメータを条件付きとしたモデル 2 の尤度（式(6)），����∗����は
事前分布の尤度である。実証分析ではチューニングパラメータを �� � ����とした。 
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(A.9)の確率でベルヌーイ分布から��の値をサンプリングする。 
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(A.10)からパラメータの更新候補のサンプリングを行い， ����� ���の採用確率で更新を行
う。 
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