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Abstract
Branching Processes in a Random Environment (BPREs) (Zn : n ≥ 0) are a generalization
of Galton Watson processes where in each generation the reproduction law is picked randomly
in an i.i.d. manner. We determine here the upper large deviation of the process when the
reproduction law may have heavy tails. The behavior of BPREs is related to the associated
random walk of the environment, whose increments are distributed like the logarithmic mean
of the offspring distributions. We obtain an expression of the upper rate function of (Zn :
n ≥ 0), that is the limit of − log P(Zn ≥ e
θn)/n when n → ∞. It depends on the rate
function of the associated random walk of the environment, the logarithmic cost of survival
γ := − limn→∞ log P(Zn > 0)/n and the polynomial decay β of the tail distribution of Z1.
We give interpretations of this rate function in terms of the least costly ways for the process
(Zn : n ≥ 0) of attaining extraordinarily large values and describe the phase transitions.
We derive then the rate function when the reproduction law does not have heavy tails, which
generalizes the results of Bo¨inghoff and Kersting (2009) and Bansaye and Berestycki (2008) for
upper large deviations. Finally, we specify the upper large deviations for the Galton Watson
processes with heavy tails.
AMS 2000 Subject Classification. 60J80, 60K37, 60J05, 92D25
Key words and phrases. Branching processes, random environments, large deviations, random
walks, heavy tails.
1 Introduction
Branching processes in a random environment have been introduced in [4] and [23]. In each gen-
eration, an offspring distribution is chosen at random, independently from one generation to the
other. We can think of a population of plants which have a one year life-cycle. Each year the
weather conditions (the environment) vary, which impacts the reproductive success of the plant.
Given the climate, all the plants reproduce independently according to the same mechanism.
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Initially, these processes have mainly been studied under the assumption of i.i.d. offspring distri-
butions which are geometric, or more generally, linear fractional [1, 20]. Then, the case of general
offspring distributions has attracted attention [3, 6, 10, 13].
Recently, several results about large deviations of branching processes in random environment
for offspring distributions with weak tails have been proved. More precisely, [21] ensures that
P(Zn ≥ exp(θn)) is equivalent to I(θ)P(Sn ≥ θn) for geometric offspring distributions and θ large
enough. In [7], the authors give a general upper bound for the rate function and compute it when
each individual leaves at least one offspring, i.e. P(Z1 = 0) = 0. Finally [11] gives an expression of
the upper rate function when the reproduction laws have at most geometric tails, which excludes
heavy tails.
Exceptional growth of BPREs can be due to an exceptional environment and/or to exceptional
reproduction in some given environment. In this paper, we focus on large deviation probabilities
when the offspring distributions may have heavy tails and the exceptional reproduction of a single
individual can now contribute to the large deviation event. This leads us to consider new auxiliary
power series and higher order derivatives of generating functions for the proof.
Let us give now the formal definition of the process (Zn : n ∈ N), N = {0, 1, 2, 3, . . .}, by
considering a random probability generating function f and a sequence (fn : n ≥ 1) of i.i.d.
copies of f which serve as random environment. Conditionally on the environment (fn : n ≥
1), individuals at generation n reproduce independently of each other and their offsprings have
generating function fn+1. We denote by Zn the number of particles in generation n and Zn+1 is
the sum of Zn independent random variables with generating function fn+1. That is, for every
n ≥ 0,
E
[
sZn+1 |Z0, . . . , Zn; f1, . . . , fn+1
]
= fn+1(s)
Zn a.s. (0 ≤ s ≤ 1).
In the whole paper, we denote by Pk the probability associated with k initial particles and then,
we have for all k ∈ N and n ∈ N,
Ek[s
Zn | f1, ..., fn] = [f1 ◦ · · · ◦ fn(s)]
k a.s. (0 ≤ s ≤ 1).
Unless otherwise specified, the initial population size is 1.
We introduce the exponential rate of decay of the survival probability
γ := lim
n→∞
−
1
n
logP(Zn > 0) . (1)
The fact that the limit exists and 0 ≤ γ <∞ is classical (see [11]) since the sequence (− logP(Zn >
0))n is subadditive and nonnegative (see [12]). Essentially, γ = 0 in the supercritical or critical
case (E(X) ≤ 0) and
γ = − log
(
inf{E(exp(sX) : s ∈ [0, 1]}
)
in the subcritical case. In this latter case, γ = − log(E(f ′(1))) in the strongly or intermediate
subcritical case) (E(X exp(X)) ≤ 0) whereas γ > − log(E(f ′(1))) in the weakly subcritical case
(E(X exp(X)) > 0). We refer to [14] for more precise asymptotic results on the survival probability
in the subcritical case.
Many properties of Z are mainly determined by the random walk associated with the
environment
S0 = 0, Sn − Sn−1 = Xn (n ≥ 1).
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where
Xn := log(f
′
n(1)) (n ≥ 1),
are i.i.d. copies of the logarithm of the mean number of offsprings
X := log(f ′(1))
If Z0 = 1, we get for the conditioned means of Zn
E[Zn|f1, . . . , fn] = e
Sn a.s. (2)
In the whole paper, we assume that there exists s > 0 such that the moment generating function
E[exp(sX)] is finite and we introduce the rate function Λ of the random walk (Sn : n ∈ N)
Λ(θ) := sup
λ≥0
{
λθ − log(E[exp(λX)])
}
(3)
As Λ is convex and lower semicontinuous, there is at most one θ ≥ 0 with Λ(θ) 6= Λ(θ+). In
this case, Λ(θ+) = ∞ (see e.g [18], [12]). Usually, Λ is defined as the Legendretransform of
log(E[exp(λX)]) and the supremum in (3) is taken over all λ ∈ R. Here, we are only interested in
upper deviations, thus setting Λ(θ) = 0 for θ ≤ E[X ] is convenient.
We write L = L(f) for the random variable associated with the probability generating function f :
E[sL | f ] = f(s) (0 ≤ s ≤ 1) a.s.
and we denote by m = m(f) its expectation:
m := f ′(1) = E[L|f ] <∞ a.s.
2 Main results and interpretation
We describe here the upper large deviations of the branching process (Zn : n ∈ N) when the
offspring distributions may have heavy tails. This means that the probability that one individ-
ual gives birth to an exponential number of offsprings may decrease ’only exponentially’. More
precisely, we work with the following assumption, which ensures that the tail of the offspring dis-
tribution of an individual, conditioned to be positive, decays at least with exponent β ∈ (1,∞)
(uniformly with respect to the environments).
Assumption H(β). There exists a constant 0 < d <∞ such that for every z ≥ 0,
P(L > z | f, L > 0) ≤ d · (m ∧ 1) · z−β a.s.
The rate function ψ we establish and interpret below depends on γ, β and Λ and is defined by
ψ(θ) := inf
t∈[0,1],s∈[0,θ]
{
tγ + βs+ (1 − t)Λ((θ − s)/(1− t))
}
(= ψγ,β,Λ(θ)). (4)
Note that in the supercritical case (i.e. E[log(f ′(1))] > 0), ψ simplifies to
ψ(θ) = inf
s∈[0,θ]
{βs+ Λ(θ − s)}.
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Theorem 1. Assume that for some β ∈ (1,∞), log(P(Z1 > z))/ log(z)
z→∞
−→ −β and that addi-
tionally H(β) holds. Then for every θ ≥ 0,
−
1
n
log(P(Zn ≥ e
θn))
n→∞
−→ ψ(θ).
The assumptions in this Theorem ensure that the offspring distributions associated to ’some en-
vironments’ have polynomial tails with exponent−β, and no tail distribution exceeds this exponent.
The upper bound is proved in section 3, while the proof of the lower bound is given in sections 4
and 5 by distinguishing the case β ∈ (1, 2] and the case β > 2. The proof for β > 2 is technically
more involved since it requires higher order derivatives of generating functions and we adapt in
section 5 the arguments of the proof for β ∈ (1, 2].
Remark: This theorem still holds if we just assume that there exists a slowly varying function l
such that
P(L > z | f, L > 0) ≤ d · (m ∧ 1) · l(z)z−β a.s.
instead of assumption H(β). Indeed, by properties of slowly varying functions (see [9], proposi-
tion 1.3.6, page 16), for any ǫ > 0, there exists a constant dǫ such that P(L > z | f, L > 0) ≤
dǫ ·(m∧1)·z
−β+ǫ a.s. As for fixed θ ≥ 0, ψγ,β,Λ is continuous in β, letting ǫ→ 0 yields the claim.
Let us give two consequences of this result. First, we derive a large deviation result for
offspring distributions without heavy tails by letting β →∞, which generalizes Theorem 1 in [11].
Corollary 1. If assumption H(β) is fulfilled for every β > 0, then for every θ ≥ 0,
−
1
n
log(P(Zn ≥ e
θn))
n→∞
−→ inf
t∈[0,1]
{
tγ + (1− t)Λ(θ/(1 − t))
}
.
For example, this result holds if the offspring distributions are bounded (P(L ≥ a | f) = 0 a.s. for
some constant a) or if P(L > z | f, L > 0) ≤ c exp(−zα) a.s. for some constants c, α ≥ 0.
Second we deal with the Galton Watson case, so the environment is not random and f is
deterministic, meaning Λ(θ) =∞ for θ > logm and Λ(logm) = 0. . We refer to [8, 22] for precise
results for large deviations without heavy tails. For the decay rate of the survival probability, it is
known that (see [5]) in the subcritical case (m < 1)
γ = − logm
and γ = 0 in the critical (m = 1) and supercritical (m > 1) case. Thus, in the subcritical case,
ψ(θ) = − logm+ βθ .
In the critical and supercritical case, it remains to minimize
ψ(θ) = inf
s∈[0,θ]
{βs+ Λ(θ − s)} ,
where Λ(θ) = 0 for θ ≤ logm and Λ(θ) =∞ for θ > logm. Hence,
ψ(θ) = β(θ − logm) .
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Path interpretation of the rate function. The rate function gives the exponential decay rate
of the probability of reaching exceptionally large values, namely
P(Zn ≥ θn) = exp(−ψ(θ)n+ o(n)).
We consider the following ’natural paths’ which reaches extraordinarily large values, i.e a path
which realizes {Zn ≥ exp(θn)} for n ≫ 1 and θ > E[log(f
′(1))]. At the beginning, up to time
⌊tn⌋, there is a period without growth, that is the process just survives. The probability of this
event decreases as exp(−γ⌊tn⌋). At time ⌊tn⌋, there are very few individuals and one individual
has exceptionally many offsprings, namely exp(sn)-many. The probability of this event is given by
P(Z1 ≥ exp(sn)) so it is of the order of exp(−βsn). Then the process grows exponentially accord-
ing to its expectation in a good environment to reach exp(θn). That is S grows linearly such that
Sn−S⌊nt⌋ ≈ [θ− s]n and the probability to observe this exceptionally good environment sequence
decreases as exp(−(1− t)Λ((θ−s)/(1− t))n). The most probable path to reach extraordinary large
values exp(θn) at time n is then obtained by minimizing the sum of these three ’costs’ γt, βs and
(1− t)Λ((θ − s)/(1− t)), which gives the rate function ψ.
The optimal strategy to realize the large deviation event is given by the bivariate value (tθ, sθ)
such that
ψ(θ) = tθγ + βsθ + (1− tθ)Λ((θ − sθ)/(1− tθ)) .
More formally, following the proof of [7], we should be able to prove the uniqueness of (tθ, sθ)
(except for degenerated situations) and the forthcoming trajectorial result. But the proof become
very heavy and technical. Conditionally on Zn ≤ e
cn, we expect that
sup
t∈[0,1]
{∣∣ log(Z[tn])/n− fθ(t)∣∣} n→∞−→ 0
in probability in the sense of the uniform norm where
fθ(t) :=
{
0, if t ≤ tθ
βsθ +
c
1−tθ
(t− tθ), if t > tθ.
Figure 1. Representation of t ∈ [0, 1]→ fθ(t).
As detailed in the next paragraph, several strategies may occur following the regime of the process
and the value of θ. Except in degenerated cases when the associated path is not unique, we prove
below using convexity arguments that the jump occurs at the beginning (sθ > 0 ⇒ tθ = 0) or at
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the end (tθ = 1) of the trajectory. Thus upper large deviation events correspond to one of the
following trajectories.
Figure 2. Representation of the possible trajectories of the path associated to upper large devia-
tions.
Obviously, keeping the population size small during a first period (tθ > 0) and growing later
(Figure 2 a)) can be relevant only in the subcritical case. Actually we see below that the situation
from Figure 2 a) only occurs if the process is strongly subcritical, as previously observed in [11]
without heavy tails. In the subcritical case, if Λ′(0) > β, the associated optimal way is to keep
the population size small by just surviving until the final time and then jump to the final value
(Figure 2 d)). Then the population of size exp(θn) comes from a single parent of one of the last
generations. The phase transitions are described later.
In the supercritical case (E[log(f ′(1))] > 0), the process does not stay at zero (tθ = 0) but may
jump at time t = 0, and then goes in straight line to reach θ. This corresponds to Figure 2 b) and
c).
In the Galton Watson case with mean offspring m, the good strategy is either to survive until the
final time and jump to the desired value θ (if m ≤ 1), or to jump to θ − log(m) and then grow
normally (if m > 1).
Graphical construction of the rate function. Here, we give another characterization of ψ,
which will be useful to describe the strategy for upper large deviations in function of θ. As proved
in Lemma 3 (see appendix), ψ is the largest convex function which satisfies for all x, θ ≥ 0
ψ(0) = γ, ψ(θ) ≤ Λ(θ), ψ(θ + x) ≤ ψ(θ) + βx.
The first condition plays a role iff Λ(0) > γ, which corresponds to the strongly subcritical
case (i.e. E[f ′(1) log(f ′(1))] < 0, see [14]). Indeed if E[X exp(X)] < 0, then the differentia-
tion of s → E[exp(sX)] in s = 1 is negative and Λ(0) = sup{− log(E[exp(sX)]) : s ≥ 0} >
− log(E[exp(X)]) = γ. If E[X exp(X)] ≥ 0, [14] and the definition of Λ ensure that both γ and
Λ(0) are equal to − log(E[exp(νX)]) where ν is characterized by E[X exp(νX)] = 0.
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This characterization leads us to construct ψ by three pieces separated by θ∗ and θ†.
Figure 3. The following picture gives ψ in the strongly subcritical case:
More explicitly, we define χ as the largest convex function which satisfies
χ(0) ≤ γ, χ(θ) ≤ Λ(θ)
for all θ ≥ 0. This function is the rate function of Z in case of offspring distributions having at
most geometric tails (see [11]) and is given by
χ(θ) =
{
γ
(
1− θθ∗
)
+ θθ∗Λ(θ
∗) , if θ < θ∗
Λ(θ) , else
where 0 ≤ θ∗ ≤ ∞ is defined by
Λ(θ∗)− γ
θ∗
= inf
θ≥0
Λ(θ)− γ
θ
. (5)
Now define
θ† = sup
{
θ ≥ max{0,E[X ]} : χ′(θ) ≤ β and χ(θ) <∞
}
. (6)
Then
ψ(θ) =
{
χ(θ) , if θ ≤ θ†
βθ − log(E[eβX ]) , else
. (7)
Phase Transitions Let us first describe the phase transitions (of order two) of the rate function
and the strategies associated with when θ† > 0. For that we use the following expression,
ψ(θ) =

γ(1− θθ∗ ) +
θ
θ∗Λ(θ
∗) , if θ ≤ θ∗
Λ(θ) , if θ∗ < θ < θ†
β(θ − θ†) + Λ(θ†) , if θ ≥ θ†
.
which can be guessed from the previous picture and is also proved in the first section of the
Appendix.
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For θ < θ∗, the rate function ψ is identical with χ. This means that no jump occurs.
Conditionally on the event {Zn ≥ exp(θn)}, the process first ’just survives with bounded values’
until time ⌊tθn⌋ (tθ ∈ (0, 1)). Then it grows within a good environment such that Sn−S⌊tθn⌋ ≈ θn
(see Figure 2 a)). When θ increases, the survival period decreases whereas the geometric growth
rate of the process remains constant and is equal to θ∗.
For θ∗ ≤ θ ≤ θ†, ψ is equal to Λ. Thus, conditionally on the large deviation event, the process
grows exponentially (respectively linearly at the logarithmic scale) from the beginning to the end
(see Figure 2 b)). This exceptional growth is due to a favorable environment such that Sn ≈ θn.
For θ > θ†, the trajectory associated with begins now with a jump : Z1 ≈ exp(sn). Then it
follows an exponential growth which corresponds to a favorable environment Sn ≈ (θ − s)n (see
Figure 2 c)). When θ increases, the initial jump increases whereas the rate of the exponential
growth is still equal to θ†.
The case θ† = 0 corresponds to ψ(θ) = γ + βθ. Here the good strategy consists in just
surviving until the end and in one of the prelast generations, one individual has exp(θn)-many
offsprings (see Figure 2 d)).
Finally, we note that in the case 0 < θ = θ∗ = θ†, the best strategy is no longer unique. Indeed,
for any t ∈ (0, 1], there exists s ∈ [0, θ] such that all the following trajectories have the same cost.
First, the process remains positive and bounded until time ⌊tn⌋ (survival period), then it jumps
to exp(sn) and grows exponentially with a constant rate (see Figure 1).
Figure 4. Representation of t ∈ [0, 1] → fθ(t) in the strongly subcritical case for θ1 < θ2 < θ3 =
θ∗ < θ4 < θ5 = θ
† < θ6 < θ7.
Notations: Unless otherwise is specified, we start the branching process from one single individual
and denote by P the probability associated with. We denote by Pk the probability when the initial
size of the population is equal to k. Large deviations results actually do not depend on the initial
number of individuals if this latter is fixed (or bounded).
In the whole paper, we denote by Π := (f1, f2, . . .) the complete environment.
For simplicity of notations, we are using several times ≤c to indicate that the inequality holds up
to some multiplicative constant (which does not depend on any variable).
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3 Proof of the upper bound of Theorem 1
For the proof of the upper bound of Theorem 1, we need the following result. It ensures that
exceptional growth of the population can at least be achieved thanks to some suitable good en-
vironment sequences, whose probability decreases exponentially following the rate function of the
random walk (Sn : n ∈ N). This result generalizes Proposition 1 in [7] for an exponential initial
number of individuals. With a slight abuse, we denote below by exp(sn) the initial number of
individuals instead of the integer part of exp(sn).
Proposition 1. Under assumption H(β), for all θ ≥ 0 and 0 ≤ s ≤ θ,
lim sup
n→∞
−
1
n
logPexp(sn)(Zn ≥ exp(θn)) ≤ Λ((θ − s)+) .
Proof. For every θ′ > 0, we recall that
Λ(θ′) = sup
λ≥0
{λθ′ − logE[exp(λX)]}.
First, we assume that E[exp(λX)] < ∞ for every λ ≥ 0. Then the derivative of λ →
E[exp(λX)] exists for every λ ≥ 0 and the supremum is reached in λ = λθ′ such that
θ′ =
E[X exp(λθ′X)]
E[exp(λθ′X)]
.
Following classical large deviations methods and more specifically [7], we introduce the probability
P˜ defined by
P˜(X ∈ dx) =
exp(λθ′x)
E[exp(λθ′X)]
P(X ∈ dx).
Under this new probability, (Sn : n ∈ N) is a random walk with drift E˜[X ] = θ
′ > 0 and Zn is a
supercritical BPRE.
For all n ≥ 1, θ ∈ [0, θ′) and ǫ > 0,
Pexp(sn)
(
Zn ≥ exp([θ + s]n)
)
≥ Pexp(sn)
(
Zn ≥ exp([θ + s]n); Sn ≤ (θ
′ + ǫ)n
)
= E[exp(λθ′X)]
n
E˜exp(sn)
[
exp(−λθ′Sn)1l{Sn≤(θ′+ǫ)n, Zn≥exp([θ+s]n)}
]
≥ exp
(
n
[
log(E[exp(λθ′X)]− λθ′(θ
′ + ǫ)
])
P˜exp(sn)
(
Zn ≥ exp([θ + s]n), Sn ≤ (θ
′ + ǫ)n
)
≥ exp(n[−Λ(θ′)− λθ′ǫ])
[
P˜exp(sn)
(
Zn ≥ exp([θ + s]n)
)
− P˜
(
Sn > (θ
′ + ǫ)n
)]
.
As P˜
(
Sn > (θ
′ + ǫ)n
)
→ 0 when n→∞, we just need to prove that
lim inf
n→∞
P˜exp(sn)
(
Zn ≥ exp([θ + s]n)
)
> 0. (8)
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so that we can conclude the proof by letting ǫ→ 0, θ′ → θ.
Relation (8) results from the fact that under P˜ the population Zn starting from one single individual
grows as exp(Sn) ≍ nθ
′ on the non-extinction event. More precisely, individuals of the initial
population are labeled and the number of descendants in generation n of individual i is denoted
by Z
(i)
n . Introduce then the ’success’ probability pn:
pn = P1(Zn ≥ N exp(nθ) | Π) a.s.
Then, conditionally on Π, forN ≥ 1, the number of initial individuals whose number of descendants
in generation n is larger than N exp(nθ),
Nn := #{1 ≤ i ≤ exp(sn) : Z
(i)
n ≥ N exp(nθ)},
follows a binomial distribution of parameters (exp(sn), pn). Moreover, as E[Nn | Π] = e
snpn a.s.,
P˜exp(sn)
(
Zn ≥ exp([θ + s]n)
)
≥ P˜exp(sn)
(
Nn ≥ exp(sn)/N) ≥ P˜exp(sn)
(
Nn ≥
E[Nn | Π]
Npn
)
.
Using the classical inequality due to Paley and Zygmund for r ∈ [0, 1] (see e.g. [19] page 63),
P(Y ≥ rE[Y ]) ≥ (1− r)2
E[Y ]2
E[Y 2]
, (9)
and adding that E[N2n | Π] = e
2snp2n + e
snpn(1− pn) a.s., we get
P˜exp(sn)
(
Nn ≥
E[Nn | Π]
Npn
∣∣∣ Π) ≥ [1− 1 ∧ 1
Npn
]2E[Nn | Π]2
E[N2n | Π]
≥
[
1− 1 ∧ 1Npn
]2
1 + e
−sn
pn
a.s.
Now, we use that under assumption H(β),
E˜
[∑
k∈N
ksP(L = k | f)/m
]
≤ E˜
[∑
k∈N
ksP(L = k | f, L > 0)
]
<∞,
for every 1 < s < β. So Theorem 3 in [17] ensures that for every N ∈ N,
E˜[pn] = P˜1(Zn ≥ N exp(θn))
n→∞
−→ P˜1(∀n ∈ N : Zn > 0) > 0.
As the right hand side does not depend on N ≥ 1, we have for N large enough
δ := lim inf
n→∞
P˜(pn ≥ 2/N) > 0
and get
lim inf
n→∞
Pexp(sn)
(
Zn ≥ exp([θ + s]n)
)
≥ lim inf
n→∞
E˜
[[1− 1 ∧ 1/Npn]2
1 +N/2
]
≥
δ(1− 1/2)2
1 +N/2
> 0,
which proves (8) and ends up the proof when E[exp(λX)] <∞ for every λ ≥ 0. The general case
follows by a standard approximation argument (see e.g. [11] pages 10/11).
Proof of the upper bound in Theorem 1. The proof amounts now to exhibit good trajectories which
realize the large deviation event {Zn ≥ exp(θn)}. For every t ∈ (0, 1) and s ∈ [0, θ], by Markov
property,
P(Zn ≥ exp(θn)) ≥ P(Z[tn] > 0)P(Z1 ≥ exp(sn))Pexp(sn)(Zn−[tn] ≥ exp(θn)).
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First, by (1),
−
1
tn
log(P(Z[tn] > 0))
n→∞
−→ γ .
Second, using that that log(P(Z1 > z))/ log(z)
z→∞
−→ −β, we have
−
1
n
log(P(Z1 ≥ exp(sn)))
n→∞
−→ sβ .
Finally, by Proposition 1, we get that
lim sup
n→∞
−
1
(1− t)n
log(Pexp(sn)(Zn−[tn] ≥ exp(θn))) ≤ Λ((θ − s)/(1− t)+)
since
Pexp(sn)(Zn−[tn] ≥ exp(θn)) = Pexp(s/(1−t).(1−t)n)(Zn−[tn] ≥ exp(n(1− t)θ/(1 − t))).
Combining the first inequality and the last three limits ensures that
lim sup
n→∞
−
1
n
log(P(Zn ≥ exp(θn))) ≤ inf
t∈[0,1],s∈[0,θ]
{
tγ + βs+ (1− t)Λ((θ − s)/(1− t)+)
}
.
As convex nonnegative function, Λ has at most one jump (to infinity). Thus the above infimum is
ψ(θ). To see this, we only have to consider the jump point. Say, there are sθ ∈ [0, θ] and tθ ∈ [0, 1)
such that
tθγ + βsθ + (1− tθ)Λ((θ − sθ)/(1− tθ)) = ψ(θ) <∞
and Λ((θ − sθ)/(1 − tθ)+) = ∞. Then, as (θ − sθ)/(1 − tθ) is the only jump point, for any ǫ > 0
there is a δ > 0 such that
ψ(θ)− ǫ ≤ tθγ + β(sθ − δ) + (1− tθ)Λ((θ − sθ − δ)/(1− tθ)+)
= tθγ + β(sθ − δ) + (1− tθ)Λ((θ − sθ − δ)/(1− tθ)).
Now letting ǫ→ 0 proves the result and thereby the upper bound of Theorem 1.
4 Proof of the lower bound of Theorem 1 for β ∈ (1, 2]
We introduce the minimum of the associated random walk up to time n:
Mn := min
0≤k≤n
Sk a.s.
Using that P(Zn > 0|Π) ≤ E[Zn|Π] = exp(Sn) and P(Zn > 0|Π) decreasing a.s., we get the
following classical inequality (see e.g. [10])
P(Zn > 0|Π) ≤ e
Mn a.s. (10)
Actually, the above estimate gives the correct exponential decay rate (see e.g. [10]):
γ = − lim
n→∞
1
n
logP(Zn > 0) = − lim
n→∞
1
n
logE
[
eMn
]
.
In Lemma 1, the above relation is generalized and proved rigorously under assumption H(β).
For the proof of the lower bound of the main theorem, we need the following key bound for the
tail probability of Zn.
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Theorem 2. Under assumption H(β) for some β ∈ (1, 2], there exist a constant 0 < c < ∞ and
a positive nondecreasing and slowly varying function Υ such that for all k ≥ 1 and n ≥ 1,
P(Zn > k|Π) ≤ cn
⌈β⌉Υ(n2/(β−1)e−Mnk)eMn(eSn−Mn/k)β a.s.
Let us explain briefly this result. The probability to survive until time n evolves as exp(Mn), nice
environment sequences correspond to large values of (Sn−Mn) and high reproduction of the initial
individual gives the last term k−β. Conditionally on the environment sequence and the survival
of the process, the growth of the process follows exp(Sn −Mn) : this corresponds to ’best period’
in time for the growth of the process. Thus, this theorem essentially says that conditionally on
Zn > 0, the tail distribution of Zn/e
Sn−Mn is at most polynomial with exponent −β.
Recalling that Π = (f1, f2, ...) and fn(s) is probability generating function of the offspring distri-
bution of an individual in generation n− 1, we have
f0,n(s) :=
∞∑
k=0
skP(Zn = k|Π) = E[s
Zn |Π], a.s. (0 ≤ s ≤ 1). (11)
For the proofs, it is suitable to work with an alternative expression, namely for every n ≥ 1,
gn(s) :=
1− fn(s)
1− s
a.s. (0 ≤ s ≤ 1)
and
g0,n(s) :=
∞∑
k=0
skP(Zn > k|Π) =
1− f0,n(s)
1− s
a.s. (0 ≤ s ≤ 1). (12)
Moreover we need the following auxiliary function defined for every µ ∈ (0, 1] by
hµ,k(s) :=
1
(1− fk(s))µ
−
1
(f ′k(1)(1− s))
µ
=
gk(1)
µ − gk(s)
µ
(gk(1)gk(s)(1 − s))µ
a.s. (0 ≤ s ≤ 1). (13)
Finally, we define for all 1 ≤ k ≤ n,
Uk := (f
′
1(1) · · · f
′
k(1))
−1
= f ′0,k(1)
−1 = e−Sk ,
fk,n := fk+1 ◦ fk+2 ◦ · · · ◦ fn, 0 ≤ k < n; fn,n = id a.s.
By a telescope summation argument similar to [13], we have
1
(1− f0,n(s))µ
=
Uµ0
(1− f0,n(s))µ
=
Uµn
(1− fn,n(s))µ
+
n−1∑
k=0
(
Uµk
(1− fk,n(s))µ
−
Uµk+1
(1 − fk+1,n(s))µ
)
=
Uµn
(1− s)µ
+
n−1∑
k=0
Uµk
(
1
(1− fk+1(fk+1,n(s)))µ
−
1
(f ′k+1(1)(1 − fk+1,n(s)))
µ
)
=
Uµn
(1− s)µ
+
n−1∑
k=0
Uµk hµ,k+1(fk+1,n(s)), s ≥ 0. (14)
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Proof of Theorem 2. In the same vein as [11], we are obtaining an upper bound for P(Zn > z|Π)
from the divergence of g′0,n(s) =
∑∞
j=0 jP(Zn > j|Π)s
j−1 as s → 1. In that purpose, we use (14)
for µ = β − 1 and get
g0,n(s) =
(
Uβ−1n + (1− s)
β−1
n−1∑
k=0
Uβ−1k hβ−1,k+1(fk+1,n(s))
)−1/(β−1)
(0 ≤ s ≤ 1) a.s.
Then we calculate the first derivative of g0,n:
g′0,n(s)
= −(β − 1)−1
(
Uβ−1n + (1− s)
β−1
n−1∑
k=0
Uβ−1k hβ−1,k+1(fk+1,n(s))
)−1−1/(β−1)
×
(
− (β − 1)(1− s)β−2
n−1∑
k=0
Uβ−1k hβ−1,k+1(fk+1,n(s))
+(1− s)β−1
n−1∑
k=0
Uβ−1k h
′
β−1,k+1(fk+1,n(s))f
′
k+1,n(s)
)
≤
∑n−1
k=0 U
β−1
k
(
hβ−1,k+1(fk+1,n(s))− (β − 1)
−1h′β−1,k+1(fk+1,n(s))f
′
k+1,n(s)(1 − s)
)
Uβn (1− s)2−β
(15)
Now Lemma 4 in the appendix ensures that there exists c > 0 such that for every s ∈ [0, 1),
hβ−1,k(s) ≤ cΥ(1/(1− s)), (16)
−h′β−1,k(s) ≤ cΥ(1/(1− s))/(1− s) a.s. (17)
Moreover, using (14), Lemma 4 in the appendix for 0 < µ < β − 1 and Uk ≤ exp(−Mn) for every
0 ≤ k ≤ n, there exists a c ≥ 1 such that for every s ∈ [0, 1),
1
(1− fk+1,n(s))µ
≤
e−µMn
(1− s)µ
+ n c e−µMn ≤ ce−µMn(n+ 1)/(1− s)µ a.s.
Combining this inequality with (16) ensures that there exists c > 0 such that
hβ−1,k+1(fk+1,n(s)) ≤ cΥ
(
(n+ 1)1/µe−Mn(1− s)−1
)
(0 ≤ s < 1) a.s.
Moreover, fk+1,n(s) ≤ 1− f
′
k+1,n(s)(1 − s) by convexity of fk+1,n and (17) ensures that
− h′β−1,k+1(fk+1,n(s))f
′
k+1,n(s)(1 − s) ≤ c f
′
k+1,n(s)(1− s)Υ
(
1/(1− fk+1,n(s))
) 1
1− fk+1,n(s)
≤ c Υ
(
(n+ 1)1/µe−Mn/(1− s)
)
(0 ≤ s < 1) a.s.
Using the two last estimates with µ = (β − 1)/2 together in (15) yields
g′0,n(s) ≤ c
n e−(β−1)MnΥ
(
(n+ 1)2/(β−1)e−Mn(1− s)−1
)
Uβn (1− s)2−β
(0 ≤ s ≤ 1) a.s.
Moreover for all k ≥ 1 and s ∈ [0, 1],
g′0,n(s) ≥
k∑
j=k/2
jP(Zn > j|Π)s
j−1
≥ sk
k2
2
P(Zn > k|Π). (18)
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By letting s = 1− 1/k in the two last inequalities, we get(
1−
1
k
)k k2
2
P(Zn > k|Π) ≤ c
n e−(β−1)Mnk2−β Υ
(
k(n+ 1)2/(β−1)e−Mn
)
Uβn
,
which ends up the proof since Un = exp(−Sn).
For the proof of the lower bound of the Theorem 1, we also need the following characterization of
the ’survival cost’ γ:
Lemma 1. Under assumption H(β), for all θ ≥ 0, b > 0 and Υ positive nondecreasing and slowly
varying at infinity,
γ = − lim
n→∞
1
n
logE
[
Υ(nbeθne−Mn)eMn
]
.
Proof of Lemma 1. First let Υ = 1. We use (14) with some 0 < µ < β − 1 and (38) ensures that
P(Zn > 0|Π) ≥
1
(e−µSn +
∑n−1
k=0 e
−µSkhµ,k+1(fk+1,n(1)))1/µ
≥ c−1n−1/µeMn .
For the upper bound, we use (10) and get
γ = − lim
n→∞
1
n
logP(Zn > 0) = − lim
n→∞
1
n
logE
[
eMn
]
.
As Υ is nondecreasing,
γ ≥ lim sup
n→∞
−
1
n
logE[Υ(nbeθne−Mn)eMn ].
For the converse inequality, we use that E
[
etMn
]
is nonincreasing in n to define
ξ(t) := − lim
n→∞
1
n
logE
[
etMn
]
.
We note that ξ(t) ≥ 0 and by Lemma V.4 in [18], ξ(t) is finite and convex. So ξ is continuous.
Now by properties of slowly varying sequences (see [9], proposition 1.3.6, page 16), for any δ > 0,
x−δΥ(x)→ 0 as x→∞ (see appendix) and
− lim
n→∞
1
n
logE
[
Υ(nbeθne−Mn)eMn
]
≥ −δθ − lim
n→∞
1
n
logE
[
e(1+δ)Mn
]
.
Letting δ → 0 and using continuity of χ, this ends up the proof.
Proof of the lower bound of Theorem 1. First, we recall the following classical large deviation in-
equality:
P(Sn ≥ θn) ≤ e
−Λ(θ)n (19)
and we define the first time τn when the random walk (Si : i ≤ n) reaches its minimum value on
[0, n]:
τn := inf{0 ≤ k ≤ n : Sk = Mn}.
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We decompose the probability of having an extraordinarily large population according to Sn−Mn.
P(Zn ≥ e
θn) = P(Zn ≥ e
θn, Sn −Mn ≥ θn) + E[P(Zn ≥ e
θn|Π);Sn −Mn < θn]. (20)
The asymptotic of the first term can be found using (19) (see [11]):
P(Zn ≥ e
θn, Sn −Mn ≥ θn) ≤
n∑
i=1
P(Zi > 0,P(Sn − Si ≥ θn)
≤
n∑
i=1
P(Zi > 0) exp(−(n− i)Λ(θn/(n− i))).
This ensures that
lim inf
n→∞
−
1
n
logP(Zn ≥ e
θn, Sn −Mn ≥ θn) ≥ χ(θ), (21)
where
χ(θ) = inf
0<t≤1
{
tγ + (1− t)Λ(θ/(1− t))
}
.
For the second term, we use Theorem 2 and the Markov property for (Sn : n ≥ 0):
E[P(Zn ≥ e
θn|Π);Sn −Mn < θn]
≤ c n⌈β⌉ E
[
Υ(n2/(β−1)e−Mneθn)e−Mneβ(Sn−Mn−θn);Sn −Mn < θn
]
= c n⌈β⌉
n∑
k=0
E
[
Υ(n2/(β−1)e−Skeθn)eSkeβ(Sn−Sk−θn);Sn −Mn < θn, τn = k
]
≤ c n⌈β⌉
n∑
k=0
E[Υ(n2/(β−1)e−Skeθn)eSk ; τk = k]E[e
−β(θn−Sn−k);Sn−k < θn,Mn−k ≥ 0]
Let ǫ = 1/n2 and mǫ = ⌈θ/ǫ⌉. Using that
E[Υ(n2/(β−1)e−Skeθn)eSk ; τk = k] = E[Υ(n
2/(β−1)e−Mkeθn)eMk , τk = k] ≤ E[Υ(n
2/(β−1)e−Mkeθn)eMk ]
and we deduce from (19) that
E[P(Zn ≥ e
θn|Π);Sn −Mn < θn]
≤ c n⌈β⌉
n∑
k=1
E[Υ(n2/(β−1)e−Mkeθn)eMk ]
mǫ∑
j=0
e−β(θ−(j+1)ǫ)nP
(
Sn−k ∈ [njǫ, n(j + 1)ǫ),Mn−k ≥ 0
)
≤ c n⌈β⌉
n∑
k=1
E[Υ(n2/(β−1)e−Mkeθn)eMk ]
mǫ∑
j=0
e−β(θ−(j+1)ǫ)ne−Λ(jǫn/(n−k))(n−k)
≤ c θ n5 sup
0<t≤1,0≤s≤θ
{
E
[
Υ(n2/(β−1)e−M⌊tn⌋eθn)eM⌊tn⌋
]
· e−(βs+(1−t)Λ((θ−s)/(1−t)))n
}
.
Together with Lemma 1, this yields
lim inf
n→∞
−
1
n
logE[P(Zn ≥ e
θn|Π);Sn −Mn < θn] ≥ ψ(θ),
where
ψ(θ) = inf
0<t≤1,0≤s≤θ
{
γt+ βs+ (1 − t)Λ((θ − s)/(1− t))
}
.
Combining this inequality with (20) and (21) gives
lim inf
n→∞
−
1
n
logP(Zn ≥ e
θn) ≥ min{χ(θ);ψ(θ)}.
15
Adding that ψ(θ) ≤ χ(θ) since the infimum is considered on a larger set for ψ than for χ, we get
lim sup
n→∞
−
1
n
logP(Zn ≥ e
θn) ≥ ψ(θ),
which proves the lower bound of Theorem 1.
5 Adaptation of the proof of the lower bound for β > 2
First, Lemma 1 still holds for β > 2 by following the same proof. Indeed, using (14) for µ = 1
together with Lemma 4 given in the appendix ensures that
P(Zn > 0|Π) = 1− f0,n(0) ≥
1
e−Sn +
∑n−1
k=0 e
−Skhk+1(fk+1,n(0))
≥ n−1 c−1eMn .
The main difficulty is to obtain an equivalent of Theorem 2. For this, we need to calculate higher
order derivatives of g0,n and the upper bound on the tail probability of Zn contains an additional
term:
Theorem 3. Under assumption H(β) for some β > 2, there are a constant 0 < c < ∞ and a
positive nondecreasing slowly varying function Υ such that for every k ≥ 1,
P (Zn > k|Π) ≤ c e
SnnβΥ(n2e−Mnk)max
{
k−βe(β−1)(Sn−Mn); k−⌈β⌉−1e⌈β⌉(Sn−Mn)
}
a.s.
For the proof, we use the functions
hk(s) =
1
(1− fk(s))
−
1
f ′k(1)(1 − s)
=
gk(1)− gk(s)
gk(1)gk(s)(1 − s)
a.s. (0 ≤ s < 1)
and
H(s) =
n−1∑
k=0
Ukhk+1(fk+1,n(s)) a.s. (0 ≤ s < 1). (22)
Then (14) with µ = 1 gives
g0,n(s)
−1 =
1− s
1− f0,n(s)
= Un + (1− s)H(s) a.s. (0 ≤ s < 1)
and calculating the l-th derivative of the above equation, we get for all l ≥ 1 and s ∈ [0, 1),
dl
dsl
g0,n(s)
−1 = (1 − s)H(l)(s)− lH(l−1)(s) a.s. (0 ≤ s < 1). (23)
The rest of the section is organized as follows. First, we prove the following technical lemma which
gives useful bounds for power generating series. Then we derive Theorem 3. Finally the main
lines of the proof of the lower bound of Theorem 1 for β > 2 are explained (following the proof for
β ∈ (1, 2]). For simplicity of notation, we introduce ≤c which means that the inequality is fulfilled
up to a multiplicative constant c which does not depend on s, k, l or ω.
Lemma 2. Under assumption H(β), for every l ≤ ⌈β⌉ − 1,
f
(l)
0,n(1) ≤c n
l−1 eSne(l−1)(Sn−Mn) a.s. (24)
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Moreover the following estimates hold a.s. for every s ∈ [0, 1) respectively for l < ⌈β⌉−2, l = ⌈β⌉−2
and l = ⌈β⌉ − 1
|H(l)(s)| ≤c n
l el(Sn−Mn) (25)
|H(l)(s)| ≤c n
le(⌈β⌉−2)(Sn−Mn)
+nΥ(n2e−Mn(1− s)−1)(1− s)−(⌈β⌉−β)e−Sne(β−1)(Sn−Mn) (26)
|H(l)(s)| ≤c n
le(⌈β⌉−1)(Sn−Mn) + n2Υ(n2e−Mn(1− s)−1) e−Sneβ(Sn−Mn)(1 − s)−(⌈β⌉−β)
+nΥ(n2e−Mn(1− s)−1) e−Sne(β−1)(Sn−Mn)(1− s)−1−(⌈β⌉−β). (27)
Proof. We prove the Lemma by induction with respect to l and all the following relations hold
a.s. for every s ∈ [0, 1). For l = 1, (24) is trivially fulfilled since f ′0,n(1) = e
Sn . First, we consider
l < ⌈β⌉− 2 and we assume that (24) holds for every i ≤ l. We are first proving that (25) holds for
l and then that (24) holds for l + 1.
By induction assumptions and monotonicity of generating functions and its derivatives, for all i ≤ l
and s ∈ [0, 1],
f
(i)
k+1,n(s) ≤ f
(i)
k+1,n(1) ≤c n
i−1 eSn e(i−1)(Sn−Sk−minj=k,..,n{Sj−Sk})
≤c n
i−1 eSn e(i−1)(Sn−Mn). (28)
Lemma 6 given in the appendix ensures that (see Lemma 6) for the definition of uj,l)
∣∣∣ dl
dsl
hk+1(fk+1,n(s))
∣∣∣ = ∣∣∣ l∑
j=1
h
(j)
k+1(fk+1,n(s))uj,l(s)
∣∣∣
and using (28)
uj,l(s) ≤c n
l−j ejSn e(l−j)(Sn−Mn) ≤c n
l−1 eSn e(l−1)(Sn−Mn).
By Lemma 5 also given in the appendix, for j < ⌈β⌉ − 2, the derivatives h
(j)
k are bounded by a
constant that does not depend on ω. Thus∣∣∣ dl
dsl
hk+1(fk+1,n(s))
∣∣∣ ≤c nl−1 eSne(l−1)(Sn−Mn).
Then recalling (22), we have
|H(l)(s)| ≤c
n−1∑
k=0
nl−1 e−Ske(l−1)(Sn−Mn)eSn ≤c n
lel(Sn−Mn),
which gives (25) for l < ⌈β⌉ − 2.
We can now prove that (24) is fulfilled for l + 1 < ⌈β⌉ − 1. Using Lemma 6 again (see (45)) with
f = g0,n and h(x) = 1/x, we get
dl
dsl
g0,n(s)
−1 =
l∑
j=1
(−1)(−2) · · · (−j)g0,n(s)
−(j+1)uj,l(s)
= −g0,n(s)
−2g
(l)
0,n(s) +
l∑
j=2
(−1)(−2) · · · (−j)g0,n(s)
−(j+1)uj,l(s), (29)
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where
uj,l(s) =
∑
i=(i1,...,i2j)∈C(j,l)
ci(g
(i1)
0,n (s))
i2 · · · (g
(i2j−1)
0,n )(s))
i2j ,
and C(j, l) =
{
(i1, . . . , i2j)) ∈ N
2j
∣∣i1i2 + i3i4 + . . . = l and i2 + i4 + . . . = j}.
Moreover, the induction assumption (24) and (35) give for every i ≤ l − 1,
g
(i)
0,n(1) ≤c n
i eSnei(Sn−Mn).
Thus
uj,l(1) ≤c n
l ejSnel(Sn−Mn).
By (22), the left hand-side of (29) is equal to (1− s)H(l)(s)− lH(l−1)(s). By (25), for l < ⌈β⌉− 2,
(1− s)H(l)(s) vanishes for s = 1. Thus letting s = 1 and noting that g0,n(1) = e
Sn yields
g
(l)
0,n(1) ≤c e
2Sn
( l∑
j=2
(−1)(−2) · · · (−j)e−(j+1)Sn nl ejSnel(Sn−Mn) + l|H(l−1)(1)|
)
≤c e
Sn nl el(Sn−Mn) + e2Sn |H(l−1)(1)|.
As we have already proved (25) for l < ⌈β⌉ − 2, we get
g
(l)
0,n(1) ≤c n
l eSnel(Sn−Mn) + nl−1 e2Sne(l−1)(Sn−Mn)
≤c n
leSnel(Sn−Mn).
Using (35), we get (24) for l + 1, which completes the induction and proves (24) for l < ⌈β⌉ − 1.
Let us prove the bound on H(l)(s) for l = ⌈β⌉ − 2. Using again Lemmas 5 and 6 and (24)
yields ∣∣∣ dl
dsl
hk+1(fk+1,n(s))
∣∣∣
=
∣∣∣ l−1∑
j=1
h
(j)
k+1(fk+1,n(s))uj,l(s) + h
(l)
k+1(fk+1,n(s))(f
′
k+1,n(s))
l
∣∣∣
≤c n
l−1eSne(⌈β⌉−2)(Sn−Mn) +Υ(1/(1− fk+1,n(s)))(1 − fk+1,n(s))
−(⌈β⌉−β)(f ′k+1,n(s))
l.(30)
Now by the same arguments as in the proof of Theorem 2, Υ(1/(1− fk+1,n(s))) ≤ Υ(n
2e−Mn(1−
s)−1) and by convexity,
(1 − fk+1,n(s))
−(⌈β⌉−β) ≤ (1 − s)−(⌈β⌉−β)(f ′k+1,n(s))
−(⌈β⌉−β).
Using also f ′k+1,n(s) ≤ e
Sn−Mn , by (30) follows∣∣∣ dl
dsl
hk+1(fk+1,n(s))
∣∣∣ ≤c nl−1eSne(⌈β⌉−2)(Sn−Mn) +Υ(n2e−Mn(1− s)−1)(1− s)−(⌈β⌉−β)e(β−2)(Sn−Mn).
Combining this inequality with (22) proves (26).
This implies that (1 − s)H(l)(s)→ 0 as s→ 1 for l = ⌈β⌉ − 2. Thus we can apply the same
arguments to get an upper bound for g
(l)
0,n(1) and prove (24) for l = ⌈β⌉ − 1.
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Finally, let l = ⌈β⌉ − 1. We apply just the same arguments as before. Then Lemmas 5 and
6 yield ∣∣∣ dl
dsl
hk+1(fk+1,n(s))
∣∣∣
=
∣∣∣ l−2∑
j=1
h
(j)
k+1(fk+1,n(s))uj,l(s) + lh
(l−1)
k+1 (fk+1,n(s))f
(2)
k+1,n(s)(f
′
k+1,n(s))
l−2
+h
(l)
k+1(fk+1,n(s))(f
′
k+1,n(s))
l
∣∣∣
≤c n
l−1eSne(l−1)(Sn−Mn)
+nΥ(n2e−Mn(1− s)−1)
(
e(β−1)(Sn−Mn)(1− s)−(⌈β⌉−β) + e(β−2)(Sn−Mn)(1 − s)−1−(⌈β⌉−β)
)
.
Using again (22), this proves (27).
Proof of Theorem 3 for β > 2. Let l = ⌈β⌉− 1. Without loss of generality, we assume Υ ≥ 1. The
following relations hold a.s. Using (29) and (23),
g
(l)
0,n(s) = g0,n(1)
2
(
− (1− s)H(l)(s) + lH(l−1)(s) +
l∑
j=2
(−1)(−2) · · · (−j)g0,n(s)
−(j+1)uj,l(s)
)
Now using (26), (27), (29) as well as exp(Sn) ≤ exp(Sn−Mn) for the first terms and (24) together
with (35) for the last term yields
g
(l)
0,n(s) ≤c e
SnnlΥ(n2e−Mn(1 − s)−1)
(
(1− s)−(⌈β⌉−β)e(β−1)(Sn−Mn)
+(1− s)1−(⌈β⌉−β)eβ(Sn−Mn) + (1 − s)e⌈β⌉(Sn−Mn)
+(1− s)−(⌈β⌉−β)e(β−1)(Sn−Mn) + e(⌈β⌉−1)(Sn−Mn)
)
+eSnnle(⌊β⌋−1)(Sn−Mn).
Analogously to (18), we get the following estimate for every 1/2 ≤ s < 1,
g
(l)
0,n(s) ≥ s
k k
l+1
2
P(Zn > k|Π).
Choosing s = 1− 1/k yields
P(Zn > k|Π) ≤c e
SnnlΥ(n2e−Mnk)
(
k−βe(β−1)(Sn−Mn) + k−(β+1)eβ(Sn−Mn)
+k−⌈β⌉−1e⌈β⌉(Sn−Mn) + k−⌈β⌉e(⌈β⌉−1)(Sn−Mn)
)
.
Using that for all a ≥ 1 and b ≥ 0, the function x → a−x exp((x − 1)b) is monotone and that
β ≤ ⌈β⌉ < β + 1 ≤ ⌈β⌉+ 1, we have for all k ≥ 1,
k−⌈β⌉e(⌈β⌉−1)(Sn−Mn) ≤ max
{
k−βe(β−1)(Sn−Mn); k−⌈β⌉−1e⌈β⌉(Sn−Mn)
}
.
Combining the two last inequalities leads to
P (Zn > k|Π) ≤c e
SnnlΥ(n2e−Mnk)max
{
k−βe(β−1)(Sn−Mn); k−⌈β⌉−1e⌈β⌉(Sn−Mn)
}
,
which completes the proof.
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Proof of the lower bound of Theorem 1 for β > 2. The proof now follows the proof for β ∈ (1, 2].
Theorem 3 yields
lim inf
n→∞
−
1
n
P(Zn > e
θn) ≥ min
{
ψγ,β,Λ(θ), ψγ,⌈β⌉+1,Λ(θ)
}
,
where ψ is defined in (4). Now using the characterization of ψ given in forthcoming Lemma 3, we
deduce that for any θ ≥ 0,
ψγ,β,Λ(θ) ≤ ψγ,⌈β⌉+1,Λ(θ).
Thus
min
{
ψγ,β,Λ(θ), ψγ,⌈β⌉+1,Λ(θ)
}
= ψγ,β,Λ(θ) = ψ(θ)
and we get the expected lower bound.
6 Proof of the corollary
By assumption, there exists a constant d <∞ such that for every β > 0,
P(L > z|f, L > 0) ≤ d · (m ∧ 1) · z−β a.s.
Then we can apply the lower bound in Theorem 1 for every β > 0. This yields for all β > 0 and
θ ≥ 0,
lim inf
n→∞
−
1
n
logP(Zn > e
θn) ≥ ψγ,β,Λ(θ).
Now taking the limit β →∞, the monotone convergence of ψγ,β,Λ yields
lim inf
n→∞
−
1
n
logP(Zn > e
θn) ≥ ψγ,∞,Λ(θ),
where
ψγ,∞,Λ(θ) := lim
β→∞
inf
t∈[0,1],s∈[0,θ]
{
tγ + βs+ (1− t)Λ((θ − s)/(1− t))
}
= inf
t∈[0,1]
{
tγ + (1 − t)Λ(θ/(1− t))
}
.
This gives the upper bound and the lower bound follows readily the proof given in Section 3 where
we consider the natural associated path (or see [11]).
7 Appendix
We give in this section several technical results useful for the proofs.
7.1 Characterization of the rate function ψ
Lemma 3. Let 0 ≤ γ ≤ Λ(0) and β > 0. The function ψ defined for θ ≥ 0 by
ψ(θ) = inf
t∈[0,1],s∈[0,θ]
{
tγ + βs+ (1 − t)Λ((θ − s)/(1− t))
}
is the largest convex function such that for all x, θ ≥ 0
ψ(0) = γ, ψ(θ) ≤ Λ(θ), ψ(θ + x) ≤ ψ(θ) + βx. (31)
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Proof. First, we prove that ψ is convex. Using the definition of ψ and the convexity of Λ, for any
θ′, θ′′ ≥ 0 and ǫ > 0 there exist t′, t′′ ∈ [0, 1) and s′ ∈ [0, θ′], s′′ ∈ [0, θ′′], such that for every
λ ∈ [0, 1],
λψ(θ′) + (1 − λ)ψ(θ′′)
≥ λ[t′γ + βs′ + (1− t′)Λ((θ′ − s′)/(1− t′))]
+(1− λ)[t′′γ + βs′′ + (1− t′′)Λ((θ′′ − s′′)/(1− t′′))]− ǫ
≥ [λt′ + (1− λ)t′′]γ + [λs′ + (1− λ)s′′]β
+
(
1− [λt′ + (1− λ)t′′]
)
Λ
(λθ′ + (1 − λ)θ′′ − (λs′ + (1− λ)s′′)
1− [λt′ + (1− λ)t′′]
)
− ǫ
≥ ψ
(
λθ′ + (1− λ)θ′′
)
− ǫ.
Letting ǫ→ 0 entails that ψ is convex.
Second, following the previous computation, we verify that ψ fulfills (31). For any θ ≥ 0 and ǫ > 0,
there exist t′ ∈ [0, 1) and s′ ∈ [0, θ] such that
ψ(θ) ≥ t′γ + βs′ + (1− t′)Λ
(
(θ − s′)/(1− t′)
)
− ǫ
= t′γ + β(s′ + x) + (1− t′)Λ
(
(θ + x− (s′ + x))/(1− t′)
)
− βx − ǫ
≥ inf
t∈[0,1],s˜∈[0,θ+x]
{
tγ + βs˜+ (1− t)Λ((θ + x− s˜)/(1− t))
}
− βx− ǫ.
Taking the limit ǫ → 0 yields the second property in (31). Furthermore, letting t = 0 and s = 0
implies ψ(θ) ≤ Λ(θ) and t→ 1 entails that ψ(0) ≤ γ. This completes the proof of (31).
Finally, let κ be any convex function which satisfies (31). Using these assumptions ensures
that for all t ∈ [0, 1) and 0 ≤ s ≤ θ,
tγ + βs+ (1− t)Λ((θ − s)/(1− t)) ≥ tκ(0) + βs+ (1 − t)κ((θ − s)/(1− t))
≥ βs+ κ
(
t0 + (1− t)(θ − s)/(1− t))
)
= βs+ κ(θ − s)
≥ κ(θ).
Taking the infimum over s and t, we get ψ(θ) ≥ κ(θ) and the proof is complete.
We give now describe a last characterization of ψ that results from Lemma 3 (see Figure 3). Let
θ∗ and θ† be defined as in (5) and (6) and assume 0 < θ∗ < θ† < ∞. As convex and monotone
function, Λ has at most one jump (to infinity). Let this jump be in 0 < θj ≤ ∞ and Λ(θ) is
differentiable for θ < θj . As Λ is also continuous from below, Λ(θj) < ∞. Now, by the preceding
characterization, ψ is the largest convex function, starting in ψ(0) = γ, being at most as large as
Λ and having at most slope β.
The largest convex function through the point (0, γ) being smaller/equal than Λ has to be linear
and has to be a tangent of Λ. By definition of θ∗, the tangent at Λ in θ∗ goes through the point
(0, γ). Thus ψ is linear for θ < θ∗ and follows this tangent. For θ > θ∗, ψ is identical with Λ
until the slope of Λ is exactly β (or until Λ jumps to infinity). At this point θ†, the last condition
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becomes important and ψ is linear with slope β for θ > θ†. Summing up,
ψ(θ) =

γ(1− θθ∗ ) +
θ
θ∗Λ(θ
∗) , if θ ≤ θ∗
Λ(θ) , if θ∗ < θ < θ†
β(θ − θ†) + Λ(θ†) , if θ ≥ θ†
.
If Λ′(0) > β, then θ† = 0 and ψ(θ) = γ+ βθ. If γ = Λ(0), then θ∗ = 0. We refrain from describing
other degenerated cases.
7.2 Slowly varying functions
In this section, we recall some properties of regularly varying functions and we refer to [9] for
details. The function Υ : (0,∞)→ (0,∞) is a slowly varying function if for every a > 0,
lim
x→∞
Υ(ax)
Υ(x)
= 1.
We need a Tauberian result from [16], p. 423. See also [9], Theorem 1.5.11, page 28. For any
α > −1, the function g(s) :=
∑∞
k=0 s
kkα satisfies
g(s) ∼ Γ(α + 1)(1− s)−1−α (s→ 1−).
Then the function ξ = s → (1 − s)1+αg(s) is continuous on [0, 1) and has a finite limit in 1−.
Denoting by M the supremum of this function extended to [0, 1], we get
∞∑
k=1
skkα ≤M(1− s)−1−α (0 ≤ s < 1).
For α = −1,
∑∞
k=1 s
k/k = − log(1− s). As the logarithm is a slowly varying function, we rewrite
the previous results in the following way, which will be convenient in the proofs.
There exists a nondecreasing positive slowing varying function Υ such that for all α ≥ −1 and
s ∈ [0, 1)
∞∑
k=1
skkα ≤ Υ(1/(1− s))(1 − s)−1−α. (32)
7.3 Bounds for generating functions
Let L be a random variable with values in {0, 1, 2, ...} with expectation m, distribution (pk)k∈N
and generating function f . Let us define
qk := P(L > k|f)
and the following function associated to f ,
g(s) :=
∞∑
k=0
skqk =
1− f(s)
1− s
, (33)
where the last identity comes from Cauchy product of power series (see also [11]). We recall that
the l-the derivative of a function f is denoted by f (l) and that f (l)(s) and g(l)(s) exist for every
s ∈ [0, 1). As
f (l)(s) =
∞∑
k=0
k(k − 1) · · · (k − l + 1)sk−lpk, g
(l)(s) =
∞∑
k=0
k(k − 1) · · · (k − l + 1)sk−lqk,
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all derivatives of f and g are nonnegative, nondecreasing functions. We are using g instead of
f in the proofs since the associated sequence (qk)k∈N is monotone, which is more convenient.
Calculating the l-th derivative of f(s) = 1− (1− s)g(s) gives
f (l)(s) = lg(l−1)(s)− (1 − s)g(l)(s). (34)
Thus g(l−1)(1) and f (l)(1) both essentially describe the l-th moment of the corresponding proba-
bility distribution. More precisely, if g(l−1)(1) is finite, then f (l)(1) is finite and
f (l)(1) = lg(l−1)(1). (35)
Conversely if f (l)(1) <∞, then
g(l−1)(1) =
∞∑
k=1
k(k − 1) · · · (k − l + 1)qk ≤
∞∑
k=1
klpk <∞
and g(l−1)(1) <∞.
For µ ∈ (0, 1], we also define the function
hµ(s) :=
g(1)µ − g(s)µ
(g(1)g(s)(1 − s))µ
. (36)
The following useful lemmas give versions of assumption H(β) in terms of the function hµ. Noting
that g(0) = q0 = P(L > 0|f) and g(1) = m, we can rewrite assumption H(β) in the following way
qk ≤ d g(0) (g(1) ∧ 1) k
−β (k ≥ 1). (37)
Lemma 4. Let β > 1 and assume that (37) holds for some constant 0 < d <∞. Then for every
0 < µ < (β − 1) ∧ 1, there exists a constant c = c(β, d, µ) such that for every s ∈ [0, 1],
hµ(s) ≤ c. (38)
The above bound also holds for µ = 1 if β > 2. Moreover, if β ∈ (1, 2], there exists a nondecreasing
positive slowly varying function Υ = Υ(β, d) such that, for every s ∈ [0, 1),
hβ−1(s) ≤ Υ(1/(1− s)) (39)
−h′β−1(s) ≤ Υ(1/(1− s))/(1− s). (40)
Note that Υ depends on L (or g) only through the values of d and β. Then under assumption
H(β), we derive from this lemma a nonrandom constant bound.
In the proofs, we use again the notation ≤c which means that the inequality is fulfilled up to
a multiplicative constant which depends on β and µ but is independent of s and the order of the
differentiation.
Proof. Using g(s) ≥ g(0), we have
hµ(s) =
g(1)µ − g(s)µ
(g(1)g(s)(1− s))µ
≤
g(1)µ − g(s)µ
(g(1)g(0)(1− s))µ
≤ (g(1) ∧ 1)−1
(
∑∞
k=0 g(0)
−1qk)
µ − (
∑∞
k=0 s
kqkg(0)
−1)µ
(1− s)µ
. (41)
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Since µ ∈ (0, 1], the function x→ xµ is concave, so that aµ− xµ ≤ µxµ−1(a− x) for all 0 ≤ x ≤ a.
Moreover
1 = q0/g(0) ≤ x :=
∞∑
k=0
skqkg(0)
−1 ≤ a :=
∞∑
k=0
qkg(0)
−1. (42)
Then xµ−1 ≤ 1 and using the inequality of concavity in (41) with qk ≤ dg(0) · (g(1)∧ 1) · k
−β leads
to
hµ(s) ≤ µ(g(1) ∧ 1)
−1xµ−1
∑∞
k=0 g(0)
−1qk[1− s
k]
(1 − s)µ
≤c
∑∞
k=1(1− s
k)k−β
(1− s)µ
= (1 − s)1−µ
∞∑
k=1
1− sk
1− s
k−β
= (1 − s)1−µ
∞∑
k=1
k−β
k−1∑
j=0
sj
= (1 − s)1−µ
∞∑
j=0
sj
∞∑
k=j+1
k−β
≤c (1 − s)
1−µ
∞∑
j=0
sj(j + 1)−β+1.
The estimates (38) and (39) on hµ for 0 < µ < (β − 1)∧ 1 and µ = β − 1 now follow directly from
(32). For µ = 1, β > 2 and s = 1, the sum is finite and (38) also holds in this case.
For the second part of the lemma, we explicitly calculate the first derivative of hβ−1 by using
the formula
hβ−1(s)g(s)
β−1 =
g(1)β−1 − g(s)β−1
g(1)β−1(1− s)β−1
.
Differentiating both sides yields
h′β−1(s)g(s)
β−1+(β−1)hβ−1(s)g(s)
β−2g′(s) =
(β − 1)([g(1)β−1 − g(s)β−1]− (1− s)g(s)β−2g′(s))
g(1)β−1(1 − s)β
and thus
−h′β−1(s) ≤ (β − 1)
(hβ−1(s)g′(s)
g(s)
+
g′(s)
g(s)g(1)β−1(1 − s)β−1
−
g(1)β−1 − g(s)β−1
g(s)β−1g(1)β−1(1 − s)β
)
As g is nondecreasing, we can skip the the last term which is negative. Using (37) and (39), we
get
−h′β−1(s) ≤c
g(0) · (g(1) ∧ 1) ·
∑∞
k=1 ks
k−1k−β
g(s)
(
Υ(1/(1− s)) +
1
g(1)β−1(1 − s)β−1
)
.
Moreover g(s) ≥ g(0) and g(1)−(β−1) · (g(1) ∧ 1) ≤ 1 for β − 1 ∈ (0, 1], so
−h′β−1(s) ≤c
∞∑
k=1
sk−1k−β+1
(
Υ(1/(1− s)) +
1
(1− s)β−1
)
.
The result now follows from (32) and the fact that the product of two slowly varying functions is
still slowly varying.
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We consider now
h(s) = h1(s) =
g(1)− g(s)
g(1)g(s)(1− s)
.
Lemma 5. We assume that (37) holds for some β > 1. Then there exists a finite constant
c = c(β, d) <∞ such that for every s ∈ [0, 1),
|h(l)(s)| ≤ c if 0 ≤ l < β − 2
|h(⌈β⌉−2)(s)| ≤ cΥ(1/(1− s)) (1− s)−(⌈β⌉−β) if β ≥ 2
|h(⌈β⌉−1)(s)| ≤ c Υ(1/(1− s)) (1 − s)−1−(⌈β⌉−β). (43)
Proof. By (36) and Cauchy product of power series, for every s ∈ [0, 1),
g(s)g(1)h(s) =
g(1)− g(s)
1− s
=
∞∑
k=0
sk(qk+1 + qk+2 + . . .).
Thus, the l-th derivative of g(s)h(s) is
l∑
j=0
(
l
j
)
g(j)(s)h(l−j)(s) = g(1)−1
∞∑
k=0
k(k − 1) · · · (k − l + 1)sk−l(qk+1 + qk+2 + . . .).
Moreover, (37) ensures that for all s ∈ [0, 1) and j < β − 2,
g(j)(s) ≤ g(j)(1) ≤
∞∑
k=0
kjqk ≤c g(0)(g(1) ∧ 1)
Combining the two last expressions and using g(s)−1 ≤ g(0)−1 gives
|h(l)(s)| ≤c g(s)
−1
(
g(1)−1g(0) · (g(1) ∧ 1) ·
∞∑
k=0
klsk−l
∞∑
j=k+1
j−β +
l∑
j=1
(
l
j
)
g(j)(1)|h(l−j)(s)|
)
≤c
∞∑
k=0
klsk−l
∞∑
j=k+1
j−β +
l∑
j=1
(
l
j
)
|h(l−j)(s)|
)
(44)
We can prove the first statement of the lemma by induction on l. For l = 0, it is given by Lemma
4. Assuming that the bounds holds for l′ < l < β − 2, the previous inequality ensures that
|h(l)(s)| ≤c 1 +
l−1∑
j=0
|h(j)(s)|
since
∑∞
k=0 k
l
∑∞
j=k+1 j
−β <∞. This ends up the induction and proves the first estimate in (43).
We consider now l = ⌈β⌉ − 2 and ’continue the induction’. Using the bound of h(l) for l < β − 2
and (44) yields
|h(l)(s)| ≤c
∞∑
k=0
klsk
∞∑
j=k+1
j−β + 1 ≤c
∞∑
k=1
skk⌈β⌉−2k−β+1 + 1 ≤c
∞∑
k=1
skk−(1−(⌈β⌉−β)).
Then the second estimate of the lemma follows from (32).
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Finally, we prove the bound for l = ⌈β⌉ − 1 in the same way. By (44):
|h(l)(s)| ≤c
∞∑
k=0
klsk
∞∑
j=k+1
j−β + lg(2)(1)|h(l−1)(s)|+ 1
≤c
∞∑
k=1
skk⌈β⌉−β +
∞∑
k=1
skk−(1−(⌈β⌉−β)) + 1
≤c
∞∑
k=1
skk⌈β⌉−β .
and Lemma 32 allows us to conclude.
7.4 Successive Differentiation for composition of functions
For the proof of the upper bound on the tail probabilities when β > 2, we need to calculate
higher order derivatives of a composition of functions. Here we prove a useful formula for the l-th
derivative of a composition of two functions, which could also be derived from the combinatorial
form of Fa di Bruno’s formula.
Lemma 6. Let f and h be real-valued, l-times differentiable functions. Then
dl
dsl
h(f(s)) =
l∑
j=1
h(j)(f(s))uj,l(s), (45)
where uj,l(s) is given by
uj,l(s) =
∑
i=(i1,...,i2j)∈C(j,l)
ci(f
(i1)(s))i2 · · · (f (i2j−1))(s))i2j , (46)
with some constants 0 ≤ ci <∞ and C(j, l) defined by
C(j, l) :=
{
(i1, . . . , i2j) ∈ N
2j
∣∣i1i2 + i3i4 + . . . = l and i2 + i4 + . . . = j}.
Proof. We prove the formula by induction with respect to l. For l = 1, by chain rule of dif-
ferentiation, (45) is fulfilled. Assume that (45) and (46) hold for l. Then by product rule for
differentiation,
dl+1
dsl+1
h(f(s)) =
l∑
j=1
(
h(j)(f(s))
d
ds
uj,l(s) + uj,l(s)f
′(s)h(j+1)(f(s))
)
.
Now
uj,l(s)f
′(s) =
∑
i∈C(j,l)
ci
(
f (1)(s)
)1
(f (i1)(s))i2 · · · (f (i2j−1)(s))i2j
=
∑
i∈C(j+1,l+1)
c˜i(f
(i1)(s))i2 · · · (f (i2j+1)(s))i2(j+1) ,
with new constants given by
c˜i1,i2,i3,...,i2(j+1) :=
{
ci3,...,i2(j+1) , if i1 = i2 = 1
0 , else
.
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Furthermore,
d
ds
uj,l(s) =
∑
i∈C(j,l)
l∑
k=1
ci(f
(i1)(s))i2 · · · i2k(f
(i2k−1)(s))i2k−1f (i2k−1+1)(s) · · · (f (i2j−1)(s))i2j
=
∑
i∈C(j+1,l+1)
cˆi(f
(i1)(s))i2 · · · (f (i2j+1)(s))i2(j+1) ,
with some new constants 0 ≤ cˆi <∞. This ends up the induction.
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