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Abstract 
 
In this study, we examined the processes of word-to-text integration; the connection of the 
meaning of a word to the context of the text. An event-related brain potential experiment was 
carried out to investigate if forward association processing was more dominant in word-to-
text integration processing than backward memory-based processing. Furthermore, we 
explored to which degree vocabulary size and/or working memory capacity influenced word-
to-text integration processes. Word pairs with either strong or weak forward association 
strength were used as critical words: embedded within two-sentence stories in a reading task.     
  The results demonstrated greater N400 amplitudes for participants with smaller 
vocabulary size in the (strongly) associated word pair condition instead of the neutral 
associated word pair condition. There was no explicit hypothesis formulated about the 
difference between the experimental and the neutral condition, but this outcome seems to be 
the opposite of what could be expected. So, a dominant role of forward association 
processing seems unlikely. Moreover, due to the lack of significant differences between the 
weakly and strongly associated word pairs, no conclusions were made about the general 
effect of vocabulary size on forward association processing in text integration. Furthermore, 
our results showed no effect of working memory capacity on word-to-text integration 
processes. 
 
Introduction 
 
Did you ever catch yourself in a train, reading parts of a newspaper your fellow passenger 
was reading at that moment, without doing it on purpose? Or reading billboards on the side of 
the road without being aware of it? Reading is a process which occurs most of the time 
automatically (LaBerge & Samuels, 1974; Perfetti, Yang & Schmalhofer, 2008). Everywhere 
around us we are surrounded by all kinds of linguistic signs. Thus, reading has a vital role in 
modern everyday living. Despite its importance, there is no general theory of reading, since it 
has too many different components for a single theory (e.g., from identifying letters to 
understanding the sentence and/or text; Perfetti & Stafura, 2014). One of these components 
is word-to-text integration; this text comprehension process acts upon a single word to 
connect its meaning to the reader’s understanding of the text (Stafura & Perfetti, 2014). A 
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strong connection on the lexical level (the meaning of the word) and the message level (the 
meaning of the text) facilitates easy word-to-text integration (Stafura & Perfetti, 2014). For a 
better understanding of this integration process, it is important to look at how it comes about. 
Hence, the current study explores this general issue by investigating the mechanisms which 
could underlie word-to-text integration processes by comparing differences in the integration 
of specific words in constructed stories. Our study may contribute to a better understanding 
of the general framework for reading, in which all of these components fit in. Therefore, it 
may aid in the formulation of more specific hypotheses, which in turn could add to the 
general knowledge of reading and more specifically aid people with reading problems. 
  LaBerge and Samuels (1974) proposed that reading is a process in which visual 
information is transformed through a series of processing stages, involving visual, 
phonological and episodic memory systems, until in the semantic system it is comprehended. 
Similarly, Gough and Tunmer (1986) had a simple vision regarding reading, which is the 
assumption that the comprehension of reading is a merged product of listening, 
comprehension and printed word identification. But reading comprehension is much more 
complex, as will be illustrated by describing the related word-to-text integration processes. 
First, comprehension is the process in which a reader forms an understanding of the text 
created in the reader’s mind. Comprehension occurs when a vast majority of text elements 
are relating to each other in a meaningful way, while on the other hand text elements that do 
not fit coherently are being suppressed. This process creates a stable state of understanding 
(Kintsch, 1988). An influential model explaining aspects of reading comprehension is the 
landscape model by Van den Broek et al. (1996). This model describes reading comprehension 
as a graphical landscape of differences in the activation rates of various concepts (e.g., 
objects, persons, events) encountered in a text. These differences in activation are due to 
shifts in the degree of attention these concepts receive as a result of the comprehension 
process. Thus, the visualized landscape of these fluctuations in attention activation is the basis 
for a coherent representation in the reader’s memory. Coherence should be maintained 
throughout the reading process in order to establish a smooth and good understanding of the 
text. This coherence can be established when the current sentence is sufficiently explained, in 
the eyes of the reader. Nevertheless, the process of maintaining coherence throughout a text 
could be easier for the reader if it was not restricted by limited attention resources and 
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working memory capacity, which results in activation of only a small subset of information 
from the text by the reader (Van den Broek et. al., 1995).  
 Another influential model is by Kintsch (1988) which is the construction-integration (C-I) 
model. Construction in this model refers to the process of constructing a propositional 
network in which meanings fitting in the context are strengthened and meanings which do not 
fit in are omitted. In the integration process, the appropriate proposition (i.e., the proposition 
that fits in the context) will be connected to previous knowledge. Text comprehension in this 
model can be explained by the interactive combination of both bottom-up (word based) and 
top-down (knowledge-driven) processes. In the C-I model, a bottom-up construction phase is 
used when assumptions that are contradictory are examined, and if necessary, these 
assumptions will be omitted in the integration phase (Perfetti & Stafura, 2014; Kintsch, 1988, 
van Dijk & Kintsch, 1983).  
Landi and Oakhill (2005) propose that comprehension of a given text cannot be achieved 
without the identification of words and the retrieval of their meaning, . To achieve reading 
comprehension, Perfetti, Yang and Schmalhofer (2008) suggest that the process of text 
integration is key. They suggest that the process of word-to-text integration implies that when 
a word in a text is read, the reader may connect this word to a continuously updated mental 
representation of this text. The focus of our study is to further investigate what mechanisms 
underlie word-to-text integration processes.   
We will make use of event-related potentials (ERPs) which reflect the sum of synchronous 
postsynaptic activity of a large number of neurons recorded at the scalp as small voltage 
fluctuations in the electroencephalogram (EEG). These ERPs represent a series of changes in 
voltage within the EEG in a certain time span due to exposure to external stimuli (Kutas & 
Hillyard, 1980; van den Brink, Brown & Hagoort, 2001). A general finding in ERP literature is 
that a semantic deviation (i.e., words that are fitting semantically incongruously in the context 
of the sentence) of an open-class word (i.e., open-class words are nouns, verbs, adverbs and 
adjectives in any language) is followed by a negative brain wave, which is known as the N400 
(Kutas & Hillyard, 1980). It is called the N400 because it is a negative peaking in an ERP that 
occurs around 400 milliseconds (i.e., between 200 and 600 milliseconds) after stimulus-onset 
(Kutas & Federmeier, 2012). The N400 amplitude indicates the relative ease with which an 
open-class word fits into its sentence-semantic context (van den Brink, Brown & Hagoort, 
2001; Kutas & Federmeier, 2011). Therefore, van Petten et al. (1999) conclude that the N400 
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represents the semantic incompatibility between the semantic expectation based on the 
context of the sentence and the meaning of the critical word in the context. In this study we 
make use of ERP technique as this method can elicit the N400 amplitudes which could support 
our hypotheses about word-to-text integration processing.  
 While we know that in sentence processing, an open-class word can elicit an N400 
response and this is inversely related to the degree of how well a word fits into its sentence-
semantic context (Berkum, Hagoort and Brown, 1999), it is less clear if this integration process 
is mainly due to forward association processing or mainly due to memory-based processing. 
Forward association is a process in which comprehension of a word is facilitated by simple 
associations with memories that are passively activated by the context (Lau, Holcomb & 
Kuperberg, 2013). In memory-based processing, the words that were read a moment ago are 
highly accessible in the (working) memory. When a word is read, it can connect with 
memories. The construction of these connections is most likely a passive process, which can 
fit into and adjust the representation in a later stage (Perfetti & Stafura, 2014; Perfetti, Yang & 
Schmalhofer, 2008).  
  To further investigate the word-to-text integration processes, Perfetti & Stafura (2014) 
developed the situation model. According to this model, the integration process consists of a 
situation (e.g., in the park; Cathy on the bike; dark clouds), a following event (e.g., storm) and 
an updated situation (e.g., storm; Cathy on the bike). The situation model shows what a 
reader may understand after reading a sentence. Subsequently, Perfetti and Stafura (2014) 
examined the critical noun phrase the rain in the following sentence in relation to the 
situation model. 
  
(1) While Cathy was riding her bike in the park, dark clouds began to gather, and it started to 
storm. The rain ruined her beautiful sweater.  
 
They assumed that the rain in the second noun phrase would be directly understood in 
relation with the situation model. After that, the ruination of the sweater would be 
incorporated in the situation model as a new event.  
This sentence was compared with a second sentence with the same critical word in 
another situation: 
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(2) When Cathy saw there were no dark clouds in the sky, she took her bike for a ride in 
the park. The rain that was predicted never occurred. 
 
In this sentence, the critical word rain elicits a more negative N400 amplitude than in the 
first sentence, presumably because the critical word fits less easily into the context of the 
second sentence. Because there is no antecedent for rain in the preceding sentence (i.e., 
there is no preceding storm event which can support a better integration of the rain into the 
situation model), the N400 amplitude might be more negative because of the higher costs of 
integration.  
  Perfetti and Stafura (2014) used this subtle difference between the two sentences to 
isolate only the difference in degree to which they elicit an immediate word-to-text 
integration process, whereas some other N400 studies used more distinct incongruous 
conditions, which are sentences ending in different semantically (in)appropriate words. Such 
as: ‘It was a pleasant surprise to find that the car repair bill was only seventeen 
dollars/scholars/dolphins/bureaus’ (van den Brink, Brown & Hagoort, 2001). Perfetti and 
Stafura (2014) posed the question whether the lexical component of the text integration 
process takes advantage of forward association processes or uses backward memory-based 
processes. They assume that both processes need to occur, but the integration process is 
dominated by the memory-based process.  
   In the current study, we will investigate whether backward memory-based processes 
are more important than forward association processes in the process of word-to-text 
integration. To this aim, participants will be shown short stories which will be presented word-
by-word. In these short stories, the critical words are associative pairs with unequal 
association strength: 
 
E.g., 
 
 (1) In de dierentuin kregen de kinderen uitleg over een aap. De gorilla is de 
indrukwekkendste in zijn soort. [At the zoo the children got information about an ape. The 
gorilla is the most impressive of its kind.] 
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(2) De kinderen zagen in de dierentuin een gorilla. Deze aap is de indrukwekkendste in zijn 
soort. [The children saw at the Zoo a gorilla. This ape is the most impressive of its kind]. 
 
Our hypothesis is as follows: if backward memory-based processes are more important across 
the sentences for word-to-text integration, there will be no differences in the N400 amplitude 
between (1) and (2). Because, theoretically, memory processes should be the same for (1) and 
(2). Nevertheless, if forward association processes are more important for word-to-text 
integration: a higher N400 amplitude should be seen in (1) in comparison with (2) after the 
critical word aap [ape] is presented; due to the hypothetically higher integration costs, since 
the critical word aap [ape] has a weaker association with gorilla [gorilla] than gorilla [gorilla] 
has with aap [ape]. Therefore, we expect to see a smaller N400 amplitude in (2) in comparison 
with (1), because of the hypothetically smaller integration costs, since gorilla [gorilla] has a 
stronger connection with aap [ape]. 
 We have constructed short stories in which the first word of the paired N400 words are 
present at the end of every first sentence; every second word of the pair is the first or second 
word in the second sentence (i.e., depending on whether or not an article was needed before 
the critical word) . These stories were constructed this way because the last word of the 
sentence benefits from the semantic context, which is created by the preceding part of the 
sentence (van Berkum, Hagoort & Brown, 1999)..  
Futhermore, Perfetti and Stafura (2014) address the question what the influence of 
individual working memory capacity and vocabulary size is on the word-to-text integration. 
Sufficient word knowledge can be a significant factor in the process of word-to-text 
integration. Perfetti, Yang and Schmalhofer (2008) propose that when there is a 
comprehension failure during reading a text, this failure can be due to an insufficiency of word 
knowledge. Problems can occur when understanding the meaning of the critical word is fully 
defined by the context. Especially with words that do not differentiate in spelling (e.g., spring). 
Therefore, it is important to have an estimation of the level of word knowledge, so that 
problems regarding comprehension can be excluded. In this study, the vocabulary size will be 
assessed to measure the receptive word knowledge of the participants’ vocabulary by 
measuring the understanding of spoken words. Moreover, we will make use of the estimate of 
the vocabulary size to see if participants who have greater vocabulary size are relying more 
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heavily on forward association processing, compared to participants with smaller vocabulary 
size.  
Working memory may also be an important factor in the process of word-to-text integration 
(Perfetti, Yang & Schmalhofer, 2008; Perfetti & Stafura, 2014). The working memory refers to 
a brain system providing temporary storage and manipulation of incoming information for 
complex cognitive tasks such as language comprehension. The working memory has a limited 
capacity for holding information (Baddeley, 1992).  
   A crucial part of understanding the text is to remember the words within a sentence, 
retrieving the information stored in the working memory from the preceding text (Perfetti, 
Landi & Oakhill, 2005). Baddeley (1979) proposed that there are different subsystems of the 
working memory. One of these is the phonological loop (phonological working memory), 
which provides for storage and manipulation of phonological information. The phonological 
working memory is needed to keep the information active until the end of the sentence or 
text, meaning it is a crucial factor in reading performance (Perfetti, Landi & Oakhill, 2005). 
Interferences of this process, or of working memory capacity, can affect the ability to learn 
the meanings of words from the context they are in (Perfetti, Yang & Schmalhofer, 2008). 
Based on this theory, we hypothesize that participants who have a larger working memory 
capacity, which we will assess, will rely more heavily on backward memory-based processing 
than participants with smaller working memory capacity. Kutas and Federmeier (2000) 
demonstrated that when a reader is shown a critical noun, which is a member of a specific 
category (e.g., in a sentence about birds the critical noun could be: swallow), the N400 
amplitudes are smaller as to non-specific category nouns. This can be due to the reader’s 
expectation of associated words from his/her memory that are pre-activated by the 
associated word in a certain context of the story, before the second word of the word pair is 
presented. Theoretically, these expectations could make the assimilation and the processing 
of text easier and therefore smooth the integration of the words in the text; creating smaller 
N400 amplitudes. Thus, we hypothesize that there will be no significant difference in the N400 
between the stories when backward memory-based processing is more important for text 
integration. Because of the pre-activation of the word in the participant’s working memory, 
whether this is the first associated word aap [ape] in (1) or gorilla [gorilla] in (2), the second 
word of both word pairs should in both cases be equally easy integrated (i.e., gorilla [gorilla] 
 
10 
in (1) or ape [ape] in (2). Therefore, no differences in N400 of the critical word pairs between 
the stories should be seen. We further hypothesize that participants with a greater working 
memory size will rely more heavily on backward memory-based processing in word-to-text-
integration in comparison with participants with a smaller working memory size.  
 In addition, we will investigate if there are differences in N400 amplitudes across the 
differences in working memory size and/or vocabulary size, across differences in association 
strength or across the experimental/neutral conditions in the scalp distribution. It is known 
that in the centro-parietal area of the scalp the N400 effect in word-to-text integration occurs 
(Stafura & Perfetti, 2014; Perfetti, Yang & Schmalhofer, 2008) and the semantic memory 
system is regionally distributed in this region (Price, 2000). In the centro-frontal area the 
integration of semantic knowledge is integrated into the context and the N400 can also occur 
in this region (Perfetti & Stafura, 2014). So, perhaps, backward memory-based processes or 
more pronounced in the centro-parietal area and forward-association processes in the centro-
frontal area.   
Methods 
  Participants 
 The experiment was conducted with 34 native speakers of Dutch (28 female, mean age 22 
years, range 18 to 28 years). All participants were either students at Leiden University or at 
the Leiden University of Applied Sciences. All had normal or corrected-to-normal vision and 
had no known language deficits. Participants received 10 euros/4 study pool credits for their 
participation. All participants gave informed consent. The data of two participants was 
removed due to technical difficulties. This experiment is part of a broader research, 
investigating reading comprehension, and is as such approved by the ethics committee of the 
Leiden University.  
  Materials 
 We created 64 short stories in Dutch, describing imaginary events (see Appendix A for some 
examples of stories used in the EEG experiment, the complete set of materials can be 
obtained from the author). The experimental items consisted of a set of 64 pairs of 
semantically associated critical words. As mentioned before, these critical word pairs had 
inequality of association strength, meaning that every second noun of each pair was not or 
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only slightly associated with the first noun, e.g., gorilla [gorilla] has a strong association with 
aap [ape], but not vice versa (see Appendix B for the full list of Dutch association words). The 
associations of the pairs we used, were based on a list of Dutch word associations composed 
by De Deyne & Storms (2008). A noun was selected from this list and a corresponding highly 
associated noun was used. Subsequently, we looked up the highly associated word in the list 
and checked what the highly associated word was with this noun. When the first noun was 
not listed as a (highly) associated word, a pair was made, resulting in an inequality of 
association strength.  
  For this survey, every associated word pair was used in four different weak or strong 
experimental conditions. In the four neutral (control) conditions other word pairs which were 
not strongly associated with each other nor with the critical words of the experimental 
conditions, were used. Together, there were eight conditions of 64 stories each, so in total 
512 different stories. The eight conditions were balanced by a Latin-square design in which 
each version of a story was assigned to one of the eight lists. It was made sure that each 
participant was only exposed to eight stories of each condition, without repetition of any 
story. The first condition (sterk2) consisted of sentences with strongly associated word pairs in 
it; the second condition (sterk1) consisted of sentences with a strong word pair plus a neutral 
sentence in between. The third condition (zwak2) consisted of sentences with weak word 
pairs, and finally the fourth condition (zwak1) consisted of sentences with a weak word pair 
plus a neutral sentence in the middle. In addition, four neutral conditions were added. In 
these conditions the neutral words in the first sentences (which were the former critical 
words) were in no way associated with the words in the second sentences. These neutral 
stories were added as a baseline condition, to correct for possible errors invoked by the 
sentences in general. The first and third neutral conditions (neutral_sterk2 and 
neutral_zwak2) were the sentences with the neutral word pairs. The second and fourth 
neutral conditions (neutral_sterk1 and neutral_zwak1) were the sentences with the neutral 
words pairs plus a neutral sentence in between. The neutral sentences in these two conditions 
were the same as the neutral sentences in the experimental conditions (sterk1 and zwak1). 
The current experiment only used the stories without the neutral sentence between the 
sentences (i.e., sterk1, zwak1, neutral_sterk2 and neutral_zwak2). 
  In the four experimental conditions, the first half of the first story (a), the first word 
(i.e., the strong associated word: gorilla) of the word pair was used. In the second half of the 
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first story (b), the second word (i.e., the weak associated word: ape) of this pair was used. 
Because the first word of the word pair used in this story is the strong associated word 
(gorilla), this story was the strong condition (sterk1). For the second story of the same word 
pair this was vice versa. So, the weak associated word (ape) was used in the first half of this 
story (a), and the strong associated word (gorilla) was used in the second half (b). Because of 
the order of the word pairs, this story was the weak condition (zwak1). E.g.,  
Strong condition 
1(a: strong associated word) De kinderen zagen in de dierentuin een gorilla.  
The children saw a gorilla at the zoo. 
1(b: weak associated word) Deze aap is de indrukwekkendste in zijn soort.  
This ape is the most impressive of his kind. 
Weak condition 
2(a: weak associated word) In de dierentuin kregen de kinderen uitleg over een aap.  
At the zoo the children got information about an ape. 
 
2(b: strong associated word) De gorilla is de indrukwekkendste in zijn soort.  
The gorilla is the most impressive of its kind. 
The constructed stories were approximately of the same length (mean is 19.78 words per 
story). Furthermore, each participant had to answer a multiple choice comprehension 
question after each presented story. By making use of comprehension questions after each 
story, we could check if participants thoroughly read and understood the stories. This 
experiment was programmed with E-Prime 2.0 (Schneider, Eschman & Zuccolotto, 2012). 
  
Peabody Picture Vocabulary test III and the Swanson Sentence Span test 
We used the Peabody Picture Vocabulary test for adults (PPVT-III; Schlichting, 2005) to give us 
an estimate of the participant’s vocabulary size. The PPVT-III consisted of 72 test plates; on 
each plate four items are depicted (Schlichting, 2005). During the PPVT-III task the participants 
had to listen to an orally presented word and look at the four displayed items (see figure 1. for 
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an example of a training plate). The participants’ task was to choose the item which best 
suited the word.  
 
 
 
 
 
 
 
 
 
Figure 1. Training plate A from the PPVT-III for adults is representative of the items displayed to the 
participants during this test. In this example, participants were presented with the word ‘fork’ and 
their task was to select the matching picture. 
 
 
  Furthermore, the Sentence Span test tasks (SST; Swanson, 1992) is a working memory 
task, which gave us an estimate of the participant’s working memory capacity. The SST can be 
used for both adults and children. First, unrelated sentences were presented auditory to the 
participants and they were instructed to listen to the sentences and to remember the final 
word of each sentence. After that, the participants had to answer a comprehension question 
about one of these sentences. Subsequently, the participants had to repeat the sentence-final 
words. The experimenter wrote these answers down. This task started at level two, with two 
sentences to listen to, and had a maximum of six levels with six sentences. If the participant 
made two mistakes within a set, the task was ended by the experimenter.  
For example: 
There is a beautiful vase standing on the table. 
There is a red car parked on the street.  
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What is standing on the table? (Vase) 
Please repeat the last word in each sentence. (Table and street). 
The version of this task used in this study was a Dutch text, translated by the Brain and 
Education Lab, Leiden University. Permission was given to use this translated version of the 
test for our research. 
EEG recording and Analysis 
BioSemi ActiView 7.05 software was used to register the EEG signal from the thirty-two 
electrode sites that were arranged in the 10/20 system. Moreover, six external electrodes of 
the flat type were applied to record: 1. blinking of the eye (i.e., one electrode above and 
below the left eye). 2. eye-movement in the horizontal direction (i.e., one to the external 
canthi: the corner of each eye), 3. offline re-referencing (an electrode which was placed at 
each mastoid: behind the ear). Furthermore, the EEG signal was sampled at a 512 Hz rate, and 
all electrodes were of the Ag/AgCl type.  
Prior to off-line averaging of the data, the raw data of all participants was screened with 
BrainVision Analyzer 2.0 for eye movements, electrode drifting and EEG artifacts in a critical 
window that ranged from 200 ms before onset of the critical word immediately preceding to 
1000 ms after onset of the critical word itself. Trials containing such artifacts were rejected 
(2,9% - 1 trial: 28). For the datasets an average of 2.5 electrodes were removed due to too 
much noise. Removed channels were replaced by the average of two or three adjacent 
channels, depending on the site of the discarded electrode. The EEG signal was filtered with a 
high-pass filter of 0.01 Hz/24 dB and a low-pass filter of 40 Hz/24 dB. The following criteria 
were used to remove other artifacts: trials which had an amplitude below -100µV, above +100 
µV, or including a voltage step of 50 µV within 200 ms. In addition, epochs of 1000 ms which 
were time-locked to the onset of the critical words were created. A 200 ms pre-stimulus 
baseline between -200 ms and 0 ms was applied.  
  Subsequently, for the data of each participant, average waveforms were computed for 
all conditions. Furthermore, the data was exported to SPSS 20.0 for statistical analyses.  
Procedure  
When the participant entered the EEG lab we first asked him to fill in the informed consent. 
Thereafter, we asked the participant to take a seat on the EEG chair, which was a comfortable 
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chair with armrests located in the EEG lab in an adjacent room. First, participants completed 
the Swanson Sentence Span test, which took approximately five to eight minutes. After that, 
the PPVT-III test was performed, which took approximately ten minutes. Next, we informed 
the participant about the procedures of putting on an EEG cap and the electrodes. It took 
about 15 minutes to set-up the electrodes.   Subsequently, we performed our experiment. The 
subjects were instructed to sit as still as possible and to minimize their blinking; head and eye 
movements could interfere with the EEG and were considered as artefacts.  
  The subject was presented with a fixation point (+) displayed in the centre of the 
screen (9 inch) for 500 milliseconds. Subsequently, the stimulus stories were displayed word-
by-word in the centre of the screen for 400, 500, 600 or 700 milliseconds per word; these 
differences in display time were used to minimize any expectancy bias. After every story, a 
multiple choice comprehension question about this story was presented. The subjects had to 
answer the comprehension question by pressing one of three keys; the "5", "7", "8" 
respectively on the keys on the right armrest. The answer key “6” was defect, therefore the 
participants were instructed to use answer key “8”. The task itself took approximately thirty 
minutes to complete, and after 32 stories the participant had the possibility to take a break.  
  Analysis 
The experiment measured the possible N400 response activated by the critical word pairs. The 
independent variables were the association strengths of the critical words, difference of 
working memory size (smaller or bigger), difference of vocabulary size (smaller or bigger), and 
the experimental versus the neutral condition; the dependent variables were the average 
amplitudes in micro volt, in a time window of 200-450 ms after the onset of a critical word. 
The experiment used a Location (Frontal/Parietal) x Electrode (AF3, AF4, Fz, FC1, FC2/ Cp1, 
CP2, Pz, PO3, PO4) x Condition (Neutral: NeutralSt_2 &NeutralZw_2 /Experimental: Zwak2 
&Sterk2) x Strength (Strong: Sterk2 & NeutralSt_2/Weak: Zwak2 &Neutral_Zw2) repeated-
measure analysis of variance (ANOVA) design. 
   The division of these two clusters was made to check for possible differences of the 
conditions, of the working memory size and of the vocabulary size across the scalp areas. The 
two clusters of each five electrodes covered a large part of the centro-frontal and the parietal-
frontal scalp area. In these two areas the N400 effect in word-to-text integration is known to 
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occur (Perfetti, Yang & Schmalhofer, 2008; Stafura & Perfetti, 2014). The F-test of Wilks’ 
lambda and an alpha level of .05 for all statistical tests  were applied.  
 Results 
   Behavioral data 
The comprehension questions, which were presented directly after each story (n = 64), were 
intended to encourage participants to read the presented stories thoroughly. The results 
confirm a high level of accuracy, averaging over 93.5% across conditions.  
  EEG data 
Vocabulary size (PPVT-III) 
To examine effects across levels of vocabulary size, the participants were divided in groups 
with a median split based on their vocabulary scores on the PPVT-III. This produced two 
groups: small vocabulary size (n = 17), with a mean score of 96.06 (SD = 7.49), and large 
vocabulary size (n = 16) with a mean score of 113.19 (SD = 5.90). To test our hypothesis if a 
larger vocabulary size facilitates forward association processing, a Location (Frontal/Parietal) x 
Electrode (AF3, AF4, Fz, FC1, FC2/ Cp1, CP2, Pz, PO3, PO4) x Condition (Neutral/Experimental) 
x Strength (Strong/Weak) repeated-measure analysis of variance (ANOVA) was conducted to 
compare the different conditions, with the grouped scores on the PPVT-III as a between-
subject factor. This analysis revealed an interaction effect of Location x Electrode x Condition x 
Strength x Vocabulary size (F(4,28) = 2.80, p = .045,  = .04) and an interaction effect of 
Location x Strength (F(1,31) = 1.03, p = .046,  = .12). No significant main effects were found. 
(see Table 1 for statistics; Table 2a and 2b for estimated marginal means of the conditions and 
strengths). So, our results gave no indication for the main effect of vocabulary size on the 
word-to-text integration for the Condition, Location and the Strength conditions.  
Table 1. Statistics for the F-values of the main- and interaction effects of the ANOVAs 
    
Source  Wilk's Lambda df F  
General ANOVA (all factors) with Peabody       
Location * Peabody ,96 1, 31 1,26 
Condition ,94 1, 31 1,87 
Condition * Peabody 1,00 1, 31 ,05 
Strength 1,00 1, 31 ,08 
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Strength * Peabody 1,00 1, 31 ,03 
Location * Condition 1,00 1, 31 ,08 
Location * Condition * Peabody 1,00 1, 31 ,03 
Electrode * Condition * Peabody ,85 4, 28 1,21 
Location * Electrode * Condition * Peabody ,87 4, 28 1,03 
Location * Strength ,88 1, 31 4,32* 
Location * Strength * Peabody ,98 1, 31 ,57 
Electrode * Strength * Peabody ,88 4, 28 ,97 
Location * Electrode * Strength * Peabody ,90 4, 28 ,75 
Condition * Strength ,92 1, 31 2,69 
Condition * Strength * Peabody ,98 1, 31 ,52 
Location * Condition * Strength 1,00 1, 31 ,04 
Location * Condition * Strength * Peabody ,98 1, 31 ,50 
Location * Electrode * Condition * Strength * Peabody ,71 4, 28 2,80* 
1. Location x Electrode x Condition x Strength ANOVA       
Small Vocabulary Group: Condition ,96 1, 16 ,61 
Small Vocabulary Group: Strength ,99 1, 16 ,15 
Small Vocabulary Group: Location*Electrode*Condition*Strength ,46 4, 13 3,84* 
Large Vocabulary Group: Condition ,92 1, 15 1,38 
Large Vocabulary Group: Strength 1,00 1, 15 ,01 
1. Location x Electrode x Condition ANOVA       
Small Vocabulary Group - Sterk: Condition ,85 1, 16 2,80 
Small Vocabulary Group - Sterk: Location*Electrode*Condition 
,32 4, 13 6,77* 
Small Vocabulary Group - Zwak: Condition 
,89 1, 15 1,92 
1. Electrode x Condition ANOVA       
Frontal: Electrode*Condtion ,87 4, 13, 3,89* 
Parietal: Electrode*Condtion ,89 4, 13 5,72* 
2. Location x Strength ANOVA       
Frontal: Electrode*Condition*Strength ,85 1,22 4, 28 
Parietal: Electrode*Condition*Strength ,90 ,81 4, 28 
 
  
Note: Table only displays ANOVA tests results that were 
important for the analysis, conditions with Electrode are omitted.  
* p < .05.  
   Table 2a. Estimated Marginal Means (in μV) for the Condition factor  
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Table 2b. Estimated Marginal Means (in μV) for the Strength factor 
 
 To further investigate the significant interactions, two separate Location x Electrode x 
Condition x Strength ANOVA’s were run; one for the Small-Vocabulary group and one for the 
Large-Vocabulary group. For the Small-Vocabulary group a significant interaction effect for 
Location x Electrode x Condition x Strength was found, F(4,13) = 3.84, p = .028,  = .10; no 
main effects were found (for statistics, see Table 1). In the Large-Vocabulary group no main- 
and/or interaction effects were found (for statistics, see Table 1). To further examine the 
significant interaction effect for Location x Electrode x Condition x Strength, two Location x 
Electrode x Condition ANOVA´s split by the association strength factor were conducted on the 
data of the Small-Vocabulary group. In the strong association condition a significant 
interaction effect for Location x Electrode x Condition was found, F(4,13) = 6.77, p = .004,  = 
.15; no significant main effects were found (for statistics, see Table 1). Furthermore, in the 
weak association condition no significant main- and/or interaction effects were revealed (for 
statistics, see Table 1).  
  The scalp distribution was subsequently explored with a two-level position distribution 
in two Electrode x Condition ANOVA’s. In the frontal area of the strong association condition 
of the Small-Vocabulary group a significant interaction effect of Electrode x Condition (F(4,13) 
= 3.89, p = .027) was found. For the parietal area of the same group a similar interaction effect 
was found (Electrode x Condition; (F(4,13) = 5.72, p = .007; see Tables 3a and 3b for the 
estimated marginal means of the both scalp distributions). Thus, these significant interactions 
with Electrode x Condition in the strong association condition of the Small-Vocabulary group 
in both the frontal and parietal areas might indicate a significant difference between the 
neutral and experimental conditions of this group. As shown in Table 3a, the mean of the 
N400 amplitudes of the neutral condition is 5.20 μV, which is more positive than the mean of 
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the N400 amplitudes of the experimental condition (1.29 μV). Thus, the neutral word pairs 
were more easily integrated in the context, as compared to the associated (experimental) 
word pairs for the Small-Vocabulary group in the frontal areas. As for the parietal areas of the 
Small-Vocabulary group in the neutral condition, the mean N400 amplitudes were 1.37 μV; 
the mean N400 amplitudes of the associated experimental condition were -1.37 μV. Meaning 
the neutral word pairs were also more easily integrated in the context in the parietal areas, as 
compared to the associated experimental word pairs. In short, participants with larger 
vocabulary size showed no significant results; participants with smaller vocabulary size 
showed significant results indicating that for both the frontal and the parietal areas the 
neutral word pairs were more easily integrated, as compared to the strongly associated 
experimental word pairs. Because no significant differences between the weakly and strongly 
associated experimental word pairs were found, our results gave no indication for an effect of 
difference in association strength in different vocabulary sizes for forward association 
processes. 
Table 3a. Estimated marginal means (μV) for the Condition factor of the Small-Vocabulary Peabody 
group for the frontal distribution 
 
Table 3b. Estimated marginal means (μV) for the Condition factor of the Small-Vocabulary Peabody 
group for the parietal distribution  
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Working memory capacity (SST) 
  To test our hypothesis, if a larger working memory load facilitates backward memory-
based processing, a Location x Electrode x Condition x Strength ANOVA with grouped scores 
of the Sentence Span test (SST) as a between-subject factor was conducted to compare the 
different conditions. Two groups were formed, based on the median split: a small working 
memory size (n = 17) with a mean working memory index of 6.82 (SD = 2.30), and a large 
working memory size (n = 16) with a mean working memory index of 14.81 (SD = 3.90). The 
data analysis showed no significant main or interaction effects of the conditions with the 
working memory size (all Fs < 1).Thus, no effects due to the working memory load condition 
were found, no further analyses were carried out. 
Discussion 
In this paper we have investigated the influence of unequal associative strength of word pairs 
on integration costs during an online reading task of short stories. We also examined the 
effect of working memory capacity and vocabulary size of the participants, using an ERP 
indicator of word-to-text integration costs, the N400 amplitude, across different conditions.  
 We hypothesized that if forward association processes are more important for text 
integration, a difference in the N400 amplitude between the word pairs with unequal 
associative strength would be seen; the weaker word pairs would have a higher N400 
amplitude in contrast to the stronger associated word pairs. Our findings do not support this 
hypothesis. We also hypothesized that participants with a larger vocabulary size would 
depend more on forward association processing than participants with a smaller vocabulary 
size. This hypothesis could not be confirmed either.  
  An unexpected outcome of the on-line reading task, in relation with the vocabulary 
size (PPVT-III), is that neutral word pairs are more easily integrated in the context, as 
compared to the associated experimental word pairs for the Small-Vocabulary group in both 
the frontal and the parietal areas. The results showed greater N400 amplitudes with the 
(strongly) associated word pairs in comparison with the neutral word pairs of this group, 
meaning that these (strongly) associated word pairs were less easily integrated in the context 
than the neutral word pairs. There was no explicit hypothesis formulated about the difference 
between the experimental and the neutral condition, but this outcome seems to be the 
opposite of what could be expected, and a dominant role of forward association processing 
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seems unlikely. Moreover, due to the lack of significant differences between the weakly and 
strongly associated word pairs, we cannot conclude anything about a general effect of 
vocabulary size on forward association processing in text integration.  
 We also hypothesized that if backward memory-based processing plays a more 
dominant role in text integration, no significant differences in the N400 between the critical 
word pairs across the stories would be found. This hypothesis can be confirmed. Furthermore, 
we hypothesized that participants with better working memory capacities would depend 
more on backward memory-based processing than participants with smaller working memory 
capacities. Unfortunately, the overall results of the data of the working memory capacity (SST) 
indicate that no effects of working memory load capacity were found. Therefore we are 
unable to determine from this data what possible effect working memory size has on 
backward memory-based text integration processes.     
  As mentioned earlier, it is widely assumed that the N400 amplitude indicates how 
smooth the integration process is of a critical word into its context. A small N400 indicates an 
easy integration, and a large (more negative) N400 indicates that the integration is more 
difficult (Berkum, Hagoort and Brown, 1999; Van Petten et al, 1999; Van den Brink, Brown & 
Hagoort, 2001; Kutas & Federmeier, 2011; Kutas & Hillyard, 1980). This account is not 
supported by our results: we obtained a greater N400 in the strong association strength 
condition and smaller N400 in the neutral association strength condition, suggesting that the 
stronger associated words were less easily integrated in the context in comparison with the 
neutral associated words. As mentioned before, because we did not find significant results for 
the weaker associated words, our findings do not support the hypothesis. 
    We also found an effect of location with association strengths in the general 
Peabody ANOVA; but these effects did not persist in subsequent, more detailed, analysis of 
difference in location. We therefore consider it premature to interpret this finding. 
 Because no differences in the N400 amplitudes were found, supporting evidence for 
the hypothesis of Perfetti and Stafura (2014) is found. Therefore, we propose that memory-
based processes are more dominant in the process of text-integration. 
  Nevertheless, this study has a certain amount of limitations. A possible reason for the 
conflicting findings in our study can be due to the design of our stories. In our design we 
explored the N400 effect in a story of two sentences (i.e., we explored the N400 between the 
sentences), most N400 studies explored the N400 effect within one sentence. The difference 
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in our expected and obtained results may be due to wrap-up processes of our sentences. 
Wrap-up processes reflect an increased processing of critical words associated with intra- and 
inter-clause integration. Wrap-up effects can be larger for more complex sentences and 
punctuation-marked-boundaries (i.e., using periods and commas to divide sentences) in 
comparison with more simple sentences (Warren, White & Reichle, 2009). These effects may 
have interfered with our results in such a way significant results could not be found. Another 
possible reason for the overall differences between expected and obtained results may be 
caused by the large amount of rules that had to be followed in order to create equal 
sentences and thus creating a stronger design. This may have resulted in cumbersome 
sentences. Notwithstanding, the critical word pairs used were based on norms for word 
association strengths by Deyne & Storms (2008), supposedly eliminating any uncertainty 
about the validity or subjectivity of the association strengths of the used critical word pairs. 
 It should be noted that the lack of significant results may also be due to the small 
group sizes per condition. Therefore, sufficient power may not have been achieved to detect 
possible significant effects of the conditions. Further, we would like to point out that we have 
used both right-handed and left-handed participants in this study; due to limited time for 
usage of the available EEG laboratory and equipment, we had to use all eligible participants. 
By also using data of left-handed participants (who may have different lateralization of 
language processing in comparison with right-handed participants), the data could contain 
more errors, thereby diminishing chances for significant results (Davidson, 1988). 
Furthermore, we used only highly educated participants who may have different reading 
strategies or greater working memory capacities and/or larger vocabulary sizes than the 
average person. So, by using participants with more average abilities perhaps more significant 
differences can be found.  
  In short, our results indicated that working memory capacity does not have an effect 
on word-to-text integration; the vocabulary size did have some significant effect, which must 
remain unexplained. Nonetheless, our findings did not support our most of our hypotheses. 
However, the complexity of the design of this study, due to too many conditions and complex 
sentences, made it hard to keep overview. Thus, for future studies we would like to advise to 
reduce the amount of conditions per study and use more simplified sentences (intra-clause 
sentences). Furthermore, we advise to increase the amount of participants and use only right-
handed participants, in order to increase power and reduce the chance of error. Therefore, 
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significant effects of either forward association processes or backward memory-based 
processes may perhaps be found.  
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APPENDIX A – List of example stories used in the EEG study (in Dutch) 
Conditie Neutraal Sterk1: 
In de dierentuin kregen de kinderen uitleg over een dier. De kinderen luisterden geboeid naar het 
verhaal van de juf. De gorilla is de indrukwekkendste in zijn soort. 
Conditie Neutraal Sterk2: 
De kinderen zagen in de dierentuin een bonobo. Deze aap is de indrukwekkendste in zijn soort. 
 
Conditie Neutraal Zwak1: 
De kinderen zagen in de dierentuin een bonobo. De kinderen luisterden geboeid naar het verhaal van 
de juf. Deze aap is de indrukwekkendste in zijn soort. 
 
Conditie Neutraal Zwak2: 
In de dierentuin kregen de kinderen uitleg over een dier. De gorilla is de indrukwekkendste in zijn 
soort. 
Conditie Sterk1: 
In de dierentuin kregen de kinderen uitleg over een aap. De kinderen luisterden geboeid naar het 
verhaal van de juf. De gorilla is de indrukwekkendste in zijn soort. 
Conditie Sterk2: 
De kinderen zagen in de dierentuin een gorilla. Deze aap is de indrukwekkendste in zijn soort. 
 
Conditie Zwak1: 
De kinderen zagen in de dierentuin een gorilla. De kinderen luisterden geboeid naar het verhaal van de 
juf. Deze aap is de indrukwekkendste in zijn soort. 
 
Conditie Zwak2: 
In de dierentuin kregen de kinderen uitleg over een aap. De gorilla is de indrukwekkendste in zijn 
soort. 
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APPENDIX B - List of all association words (in Dutch) 
The first word of every pair, is high associated with the second word. While, the second word 
of every pair is low associated with the first word.  
 
Gorilla – Aap 
Stuur – Auto 
Rijbewijs – Auto 
Luier – Baby 
Wond – Bloed 
Roos – Bloem 
Vaas – Bloemen 
Tractor – Boer 
Tak – Boom 
Krijt – Bord 
Envelop – Brief 
Riem – Broek 
Masker – Carnaval 
Graan – Brood 
Sleutel – Deur 
Stethoscoop – Dokter 
Omelet – Ei 
Tandem – Fiets 
Acteur – Film 
Portemonnee – Geld 
Bank – Geld 
Snaren – Gitaar 
Weide – Gras 
Kam – Haar 
Gereedschap – Hamer 
Spijker – Hamer 
Gewei – Hert 
Splinter – Hout 
Sorbet – IJs 
Brie – Kaas 
Orgel – Kerk 
Priester – Kerk 
Draaimolen – Kermis 
Kuiken – Kip 
Thermoskan – Koffie 
Vork – Mes 
Notenbalk – Muziek 
Ritme – Muziek 
Slurf – Olifant 
Hoefijzer - Paard 
Boete – Politie 
Brievenbus – Post 
Deksel – Pot 
Puntenslijper – Potlood 
Paraplu – Regen 
Cobra – Slang 
Slee – Sneeuw 
Pollepel – Soep 
Racket – Tennis 
Camping – Tent 
Trede – Trap 
Perron – Trein 
Hark – Tuin 
Penseel – Verf 
Kabeljauw – Vis 
Slager – Vlees 
Piloot – Vliegtuig 
Goal – Voetbal 
Snavel – Vogel 
Lucifer – Vuur 
Kraan – Water 
Zuivelproduct - Melk 
Kurkentrekker – Wijn 
Kameel - Woestijn 
Woestijn – Zand 
Golven – Zee 
Peper – Zout 
Chloor - Zwembad 
 
 
 
