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Recently, the weight distributions of the duals of the cyclic codes
with two zeros have been obtained for several cases in Ma et al.
(2011) [14], Ding et al. (2011) [5], Wang et al. (2011) [20]. In this
paper we provide a slightly different approach toward the general
problem and use it to solve one more special case. We make exten-
sive use of standard tools in number theory such as characters of
ﬁnite ﬁelds, the Gauss sums and the Jacobi sums to transform the
problem of ﬁnding the weight distribution into a problem of evalu-
ating certain character sums over ﬁnite ﬁelds, which on the special
case is related with counting the number of points on some ellip-
tic curves over ﬁnite ﬁelds. Other cases are also possible by this
method.
© 2012 Published by Elsevier Inc.
1. Introduction
Denote by GF(q) the ﬁnite ﬁeld of cardinality q, where q = ps , s is a positive integer and p
is a prime number. An [n,k,d]-linear code C is a k-dimensional subspace of GF(q)n with mini-
mum distance d. If in addition C satisﬁes the condition that (cn−1, c0, c1, . . . , cn−2) ∈ C whenever
(c0, c1, . . . , cn−2, cn−1) ∈ C , then C is called a cyclic code. Let Ai denote the number of codewords
with Hamming weight i in C . The weight enumerator of C is deﬁned by
1+ A1x+ A2x2 + · · · + Anxn.
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934 M. Xiong / Finite Fields and Their Applications 18 (2012) 933–945The sequence (1, A1, . . . , An) is called the weight distribution of C . In coding theory it is often desir-
able to know the weight enumerator (or equivalently the weight distribution) of a code because they
contain a lot of important information about the code, for example, they can be used to estimate the
error correcting capability and the error probability of error detection and correction with respect to
some algorithms. This is quite useful in practice. Many important families of cyclic codes have been
studied extensively in the literature, so are their various properties, however the weight distributions
are in general diﬃcult to obtain and they are known only for a few special families.
Given a positive integer m, let r = qm , and α be a generator of GF(r)∗ . Let h be a positive factor of
q − 1, and e be a factor of h. Deﬁne
g = α(q−1)/h, n = h(r − 1)
q − 1 , β = α
(r−1)/e, N = gcd
(
m,
e(q − 1)
h
)
. (1)
The order of g is n and (gβ)n = 1. It is also known that the minimal polynomials of g−1 and (βg)−1
are distinct over GF(q), hence their product is a divisor of xn − 1 (see [14]). Deﬁne the cyclic code
C(q,m,h,e) =
{
c(a,b): a,b ∈ GF(r)
}
,
where the codeword c(a,b) is give by
c(a,b) :=
(
Tr
(
agi + b(βg)i))n−1i=0 .
Here for simplicity Tr is the trace function from GF(r) to GF(q).
When h = q − 1, the code C(q,m,h,e) is the dual of the primitive cyclic linear code with two zeros,
which have been well studied (see for example [1–4,15,18,19,21]); In general the dimension of the
code C(q,m,h,e) is a factor of 2m and its weight distribution could be very complex. The known results
on the weight distribution of C(q,m,h,e) are listed as follows:
1) e > 1 and N = 1 [14];
2) e = 2 and N = 2 [14];
3) e = 2 and N = 3 [5];
4) e = 2 and p j + 1≡ 0 (mod N), where j is a positive integer [5];
5) e = 3 and N = 2 [20].
The purpose of this paper is to compute the weight distribution for one more case, that is for e = 4,
N = 2. As was indicated in [20] and also in several other papers (see [12,13]), the problem of com-
puting the weight distribution of a code often boils down to evaluating certain character sums or
counting the number of points on a curve over a ﬁnite ﬁeld. The strategy is similar, however, our
treatment is different from [20] and [14,5]. Our method, using orthogonality properties of characters
of ﬁnite ﬁelds, allows us to translate the problem directly into the problem of evaluating certain char-
acter sums. This is still diﬃcult in general, but on the special case that e = 4, N = 2, such character
sums can be evaluated by counting the number of points on some elliptic curves over a ﬁnite ﬁeld,
which are fortunately well known for a long time. The case e = 3, N = 2 which was resolved in [20]
can also be handled by this method.
We remark that the case e = 3, N = 3 can also be computed explicitly, however, the results are
quite complicated for the following reasons: for N = 3, the three Gaussian periods may have two
or three distinct values depending on the parameters, and the choice of g as a cubic power or not
and the prime p such that p = 2, p ≡ 1 (mod 3) or p ≡ 2 (mod 3) all have a subtle inﬂuence on the
weight distribution of the code. There are simply too many cases to consider and a lot of computation
is involved. For the sake of clarity, it seems more appropriate to write a separate paper for the case
e = 3, N = 3. Some other special cases may also be possible.
Related to this work, a class of new triple-error-correcting cyclic codes were proposed in [22], and
the weight distributions of their dual codes were also determined in [22]. Compared with the current
M. Xiong / Finite Fields and Their Applications 18 (2012) 933–945 935paper, the codes that were dealt with in [22] seem more complicated, and the computation relies on
carefully analyzing the weight divisibility of the codewords, a method developed by Hollmann and
Xiang in [6,7]. The desired weight divisibility property required in the computation was also obtained
alternatively by McGuire [16], using a nice and simple argument. It seems that this method does
apply in the paper.
The paper is organized as follows: in Section 2 we use standard theory of characters of ﬁnite
ﬁelds to set up our strategy, then in Section 3 we use the method to compute explicitly the weight
distribution for the case e = 4, N = 2 (see Tables 1–4 in Section 3). Finally in Section 4 we provide
four examples by using Magma. We ﬁnd that the papers [14,5,20] quite inspiring and very well-
written, which we use as general references and starting points of this paper. Interested readers may
refer to them for some preliminary background and other information related with this subject.
2. A general strategy
2.1. A general strategy
We set up our strategy for the general situation. It will be used throughout the paper. The param-
eters p,q, r,α, . . . , etc., are from Section 1.
Denote by C (N,r) the subgroup of GF(r)∗ generated by αN . The subset C (N,r) consists of non-zero
elements which are perfect N-th powers in GF(r). This is also called the cyclotomic class of order N
in GF(r) with respect to 1. Since N|m,N|(q−1), the integer (r−1)/(q−1) = qm−1 +qm−2 +· · ·+q+1
is divisible by N , hence β ∈ C (N,r) . It is also easy to see that GF(q)∗ ⊂ C (N,r) .
For any u ∈ GF(r), deﬁne
η
(N,r)
u =
∑
z∈C (N,r)
ψ(zu), (2)
where ψ is the canonical additive character of GF(r), which is given by ψ(x) = exp( 2π ip Trp(x)), here
Trp is the trace function from GF(r) to GF(p). Obviously η
(N,r)
0 = r−1N . If u = 0, the term η(N,r)u is called
a “Gaussian period”, a well-known important object which has been studied since Gauss. Note that
our notation C (N,r) and η(N,r)u differ slightly from [14,5,20], however, they serve our purpose well.
Also note that the Gaussian periods η(N,r)u , u = 0 depend only on the particular coset of GF(r)∗ with
respect to C (N,r) that u belongs to, so there are N such Gaussian periods.
The starting point of our computation is that, by [5, Lemma 5] (see also [14,20]), for any (a,b) ∈
GF(r)2, the Hamming weight of the codeword c(a,b) is equal to n − Z(a,b), where
Z(a,b) = h(r − 1)
q(q − 1) +
hN
eq
e∑
i=1
η
(N,r)
(a+β ib)gi . (3)
Let us deﬁne for simplicity the “modiﬁed weight” of c(a,b) as
λ(a,b) = hN
eq
e∑
i=1
η
(N,r)
(a+β ib)gi . (4)
It suﬃces to study λ(a,b) only. From (4) we see that the weight λ(a,b) is always a simple linear
combination of η(N,r)0 = (r − 1)/N and the N Gaussian periods η(N,r)u , u = 0. Our strategy is to at ﬁrst
ﬁnd all possible values of λ(a,b), and then for each such value, we count the number of (a,b)’s such
that λ(a,b) attains this value. There are two cases that we need to consider separately, depending on
whether or not the term η(N,r)0 appears in the expression of λ(a,b).
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Suppose
∏e
i=1(a + β ib) = 0. For any c1, . . . , ce ∈ GF(r)∗ , we write c = (c1, . . . , ce) and deﬁne
F(c) = {(a,b) ∈ GF(r)2: (a + β ib)gici ∈ C (N,r) ∀i}.
Then for any (a,b) ∈F(c) we obtain
λ(a,b) = hN
eq
e∑
i=1
η
(N,r)
c−1i
. (5)
Now we need to ﬁnd the cardinality #F(c) for each c, which is denoted by f (c). Applying the
orthogonality property (see [8])
1
N
∑
χN=	
χ(x) =
{
1: if x ∈ C (N,r),
0: if x /∈ C (N,r), (6)
where the sum is over all multiplicative characters χ of GF(r)∗ such that χN = 	 , 	 is the principal
character (we use the convention χ(0) := 0 to extend the deﬁnition of χ to GF(r)), we can write f (c)
as
f (c) =
∑
a,b
e∏
i=1
{
1
N
∑
χNi =	
χi
((
a + β ib)gici)
}
, (7)
where the outer sum is over all a,b ∈ GF(r), and the inner sum for each i is over all multiplicative
characters χi of GF(r)∗ such that χNi = 	 .
Expanding the product on the right side, interchanging the order of summation, separating the
sum for a = 0 and a = 0, and applying the identity (see [8])
1
r − 1
∑
x∈GF(r)
χ(x) =
{
1: if χ = 	,
0: if χ = 	, (8)
we can obtain
f (c) = f1(c) + f2(c),
where
f1(c) = r − 1
Ne
∑
χNi =	
χ1···χe=	
e∏
i=1
χi
(
giβ ici
)
,
f2(c) = r − 1
Ne
∑
χNi =	
χ ···χ =	
e∏
i=1
χi
(
gici
)∑
b
e∏
i=1
χi
(
1+ β ib).1 e
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such that χNi = 	 . Noticing that βe = 1, β ∈ C (N,r) and ge ∈ C (N,r) , we can simplify f1(c) and f2(c)
further as
f1(c) = r − 1
Ne
∑
χNi =	
χ1,...,χe−1
e−1∏
i=1
χi
(
giβ icic
−1
e
)
,
f2(c) = r − 1
Ne
∑
χNi =	
χ1,...,χe−1
e−1∏
i=1
χi
(
gicic
−1
e
) ∑
b =−1
e−1∏
i=1
χi
(
1+ β ib
1+ b
)
.
As for f2(c), make a change of the variable 1 + b → b′ and then b′ → b′−1, and then make up the
term for b′ = 0, we ﬁnd that
f2(c) = r − 1
Ne
∑
χNi =	
χ1,...,χe−1
e−1∏
i=1
χi
(
gicic
−1
e
)(∑
b
e−1∏
i=1
χi
(
β i + (1− β i)b)− e−1∏
i=1
χi
(
β i
))
.
The second term in f2(c) is canceled out with f1(c). Hence combining f1(c) and f2(c) together we
obtain
f (c) = r − 1
Ne
∑
χNi =	
χ1,...,χe−1
fχ1,...,χe−1(c), (9)
where
fχ1,...,χe−1(c) =
e−1∏
i=1
χi
(
gi
(
1− β i)cic−1e )∑
b
e−1∏
i=1
χi(b + γi),
and
γi = β
i
1− β i , i = 1,2, . . . , e − 1. (10)
In general it might be diﬃcult to evaluate f (c) exactly, however, we can get a fairly good estimate.
If χi = 	 for some i, 1 i  e− 1, then appealing to Weil’s bound on character sums over ﬁnite ﬁelds
(see [9, Theorem 11.23]) we have
∣∣ fχ1,...,χe−1(c)∣∣ (e − 2)√r.
On the other hand, if χi = 	 for all i, then
f	,...,	(c) =
∑
b
b+γi =0 ∀i
1 = r − e + 1.
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∣∣∣∣ f (c) − (r − 1)(r − e + 1)Ne
∣∣∣∣ (e − 2)(r − 1)
√
r
N
.
This shows that when
√
r is large compared with eNe−1, then for any c, the simple linear combination
of η(N,r)
c−1i
’s could appear in the weight λ(a,b), and the frequency of such (a,b)’s for this to occur is of
roughly the same amount.
2.3. Case 2
Now suppose that a + βtb = 0 for some t , 1 t  e and (a,b) = (0,0). We have a = −βtb = 0 and
a + β ib = b(β i − βt). Now from (4) we obtain
λ
(−βtb,b)= hN
eq
{
r − 1
N
+
e∑
i=1
i =t
η
(N,r)
bgi(β i−βt )
}
, 1 t  e. (11)
3. The case e = 4, N = 2
When e = 4, N = 2, the parameters are
β = α(r−1)/4, g = α(q−1)/h, 2 = gcd
(
m,
4(q − 1)
h
)
, 4|h|(q − 1).
Hence q is odd and β4 = 1, β2 = −1. We also know that β and any a ∈ GF(q)∗ are all squares in GF(r).
The Gaussian periods are (see [17])
η
(2,r)
1 =
{ −1−(−1)sm√r
2 if p ≡ 1 (mod 4),
−1−(−i)sm√r
2 if p ≡ 3 (mod 4),
i = √−1, (12)
and η(2,r)α = −1− η(2,r)1 , η(2,r)0 = (r − 1)/2.
3.1. Evaluation of f (c)
Denote by χ the non-trivial quadratic character of GF(r)∗ . The f (c) given in (9) can be written
explicitly as
f (c) = r − 1
24
{
f	,	,	(c) + f	,	,χ (c) + f	,χ,	(c) + fχ,	,	(c)
+ f	,χ,χ (c) + fχ,	,χ (c) + fχ,χ,	(c) + fχ,χ,χ (c)
}
.
We will compute each term individually. From (10) it is easy to see that
γ1 − γ3 = β, γ2 − γ3 = γ1 − γ2 = β
2
.
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f	,	,	(c) =
∑
b
b+γi =0 ∀i
1 = r − 3.
As for f	,	,χ (c) we have
f	,	,χ (c) = χ
(
g3
(
1− β3)c3c−14 ) ∑
b
b+γi =0 ∀i
χ(b + γ3).
Since χ is a quadratic character and
χ(aβ) = 1, ∀a ∈ GF(q)∗, (13)
we have
∑
b
b+γi =0 ∀i
χ(b + γ3) =
∑
b
χ(b + γ3) − χ(γ3 − γ1) − χ(γ3 − γ2) = −2.
Using (13) again and that β2 = −1 we obtain
f	,	,χ (c) = −2χ
(
g(1+ β)c3c4
)
.
Similarly we obtain
f	,χ,	(c) = −2χ(c2c4), fχ,	,	(c) = −2χ
(
g(1+ β)c1c4
)
.
Now we compute f	,χ,χ (c). We obtain
f	,χ,χ (c) = χ
(
g2
(
1− β2)c2c−14 )χ(g3(1− β3)c3c−14 ) ∑
b
b+γ1 =0
χ
(
(b + γ2)(b + γ3)
)
.
Making up the term for b + γ1 = 0, this can be simpliﬁed as
f	,χ,χ (c) = χ
(
g(1+ β)c2c3
)(−1+∑
b
χ
(
(b + γ2)(b + γ3)
))
.
Using the well-known fact (see for example [11, Theorem 5.48]) that
∑
b
χ
(
(b + γ2)(b + γ3)
)= −1,
we ﬁnd easily
f	,χ,χ (c) = −2χ
(
g(1+ β)c2c3
)
.
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fχ,	,χ (c) = −2χ(c1c3), fχ,χ,	(c) = −2χ
(
g(1+ β)c1c2
)
.
Finally, we need to evaluate fχ,χ,χ (c). We have
fχ,χ,χ (c) = χ(c1c2c3c4)
∑
b
χ
(
(b + γ1)(b + γ2)(b + γ3)
)
.
Denote by A the number of GF(r)-rational points (x, y) on the elliptic curve
y2 = (x+ γ1)(x+ γ2)(x+ γ3). (14)
Clearly
∑
b
χ
(
(b + γ1)(b + γ2)(b + γ3)
)= A − r.
To count A, we make a change of variable x′ = x+ γ2, and then x′′ = x/22, y′′ = y/23, the curve (14)
is transformed into
E : y2 = x3 + 4x. (15)
The elliptic curve E is well known, its theory and properties have been extensively studied. For ex-
ample, [10, Theorem, p. 59] computed explicitly the Zeta function of the curve y2 = x3 −n2x over any
ﬁnite ﬁeld Fp (see also [10, Exercise 23, p. 64]), and [8, Theorem 4, p. 305] found explicitly the num-
ber of points on the curve y2 = X3 + Dx over any ﬁnite ﬁeld Fp , where p is a prime number, n, D are
any integers. The proofs use standard techniques involving Gauss sums and Jacobi sums. The number
of GF(r)-points on the curve E can also be obtained in a very similar way, with slightest modiﬁcations
in the argument. Interested readers may refer to the two references for details. We record the result
as follows.
Lemma 1. Let E be the elliptic curve given in (15) over the ﬁnite ﬁeld GF(p), where p is an odd prime. For
any positive integer n  1, denote by Nn the number of GF(pn)-rational points on E (including the point at
inﬁnity). Then
Nn = 1+ pn − πn − π¯n,
where π can be computed as follows.
1) If p ≡ 1 (mod 4), then π is any Gaussian integer of norm p such that π ≡ 1 (mod 2+ 2i).
2) If p ≡ 3 (mod 4), then π = i√p.
Using Lemma 1, since r = qm = pms , we have
A = r − πms − π¯ms,
and therefore we can obtain
fχ,χ,χ (c) = −χ(c1c2c3c4)
(
πms + π¯ms).
In summary we obtain
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f (c) = r − 1
24
(
r − 3− 2χ(c2c4) − 2χ(c1c3) − χ(c1c2c3c4)
(
πms + π¯ms)
− 2χ(g(β + 1)){χ(c3c4) + χ(c1c4) + χ(c2c3) + χ(c1c2)}).
3.2. The remaining case
Next we need to evaluate λ(−βtb,b) in (11). We adopt a notation: λ ≡ μ (mod ) means that
λμ ∈ GF(r)∗ is a square; λ = means that λ ∈ GF(r)∗ is a square.
For t = 1, it is easy to see that
β2 − β ≡ β4 − β ≡ β + 1 (mod ), β3 − β ≡ 1 (mod ),
so we obtain
λ(−βb,b) = 2h
4q
{
r − 1
2
+ 2η(2,r)b(β+1) + η(2,r)bg
}
. (16)
Similarly we ﬁnd
λ
(−β2b,b)= 2h
4q
{
r − 1
2
+ 2η(2,r)bg(β+1) + η(2,r)b
}
, t = 2, (17)
λ
(−β3b,b)= 2h
4q
{
r − 1
2
+ 2η(2,r)b(β+1) + η(2,r)bg
}
, t = 3, (18)
λ(−βb,b) = 2h
4q
{
r − 1
2
+ 2η(2,r)bg(β+1) + η(2,r)b
}
, t = 4. (19)
3.3. Conclusion
For any (a,b) ∈F(c) we have
λ(a,b) = 2h
4q
4∑
i=1
η
(2,r)
c−1i
.
Since u = 0,
η
(2,r)
u =
{
η
(2,r)
1 if u =,
η
(2,r)
α if u =.
(20)
Each ci(= 0) has only two values: either ci = or ci =, so λ(a,b) has at most 16 different values,
and for each such value, #F(c) = f (c) is given by Lemma 2. It is clear that the result would depend
on whether or not g(β + 1) =.
Assume ﬁrst that g(β + 1) =. Then, by Lemma 2, we have
f (c) = r − 1
24
(
r − 3− 2χ(c2c4) − 2χ(c1c3) − χ(c1c2c3c4)
(
πms + π¯ms)
− 2χ(c3c4) − 2χ(c1c4) − 2χ(c2c3) − 2χ(c1c2)
)
.
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Part 1: The weight distribution for e = 2, N = 4 on the case g(β +1) =. The values
η
(2,r)
1 and η
(2,r)
α can be found in (12).
Weight Frequency
n − h(r−1)q(q−1) − 2hη(2,r)1 /q (r − 1)(r − 15− πms − π¯ms)/16
n − h(r−1)q(q−1) − 2hη(2,r)α /q (r − 1)(r − 15− πms − π¯ms)/16
n − h(r−1)q(q−1) − 2h(3η(2,r)1 + η(2,r)α )/4q (r − 1)(r − 3+ πms + π¯ms)/4
n − h(r−1)q(q−1) − 2h(η(2,r)1 + 3η(2,r)α )/4q (r − 1)(r − 3+ πms + π¯ms)/4
n − h(r−1)q(q−1) + h/q 3(r − 1)(r + 1− πms − π¯ms)/8
If c1 = c2 = c3 = c4 = , then λ(a,b) = 2h4q 4η(2,r)1 =
2hη(2,r)1
q , and the total number of such (a,b)’s
counted in this F(c) is given by
f (c) = r − 1
24
(
r − 15− πms − π¯ms).
If say c1 = c2 = c3 = c4 =, then λ(a,b) = 2h4q 4η(2,r)α = 2hη
(2,r)
α
q , and the total number of such (a,b)’s
counted in this F(c) is also given by
f (c) = r − 1
24
(
r − 15− πms − π¯ms).
We can calculate for the other 14 cases of c in a similar way. Returning to the Hamming weight of
the code c(a,b) given by
w(c(a,b)) = n − h(r − 1)q(q − 1) − λ(a,b),
we summarize the result in Table 1.
If g(β + 1) =, then
f (c) = r − 1
24
(
r − 3− 2χ(c2c4) − 2χ(c1c3) − χ(c1c2c3c4)
(
πms + π¯ms)
+ 2χ(c3c4) + 2χ(c1c4) + 2χ(c2c3) + 2χ(c1c2)
)
.
The possible weight λ(a,b) that could appear is the same as in Table 1, but the number of the (a,b)’s
that could attain such weight is different. We do a similar analysis and summarize the result in
Table 2.
Next we need to count the frequency of the (a,b)’s such that they attain the modiﬁed weight
λ(−βtb,b) for some t , 1 t  4 which appears in (16)–(19). The results also depend on whether or
not g(β + 1) =.
Assume ﬁrst that g(β + 1) =. Considering λ(−βb,b) in (16), we ﬁnd that
λ(−βb,b) = 2h
4q
{
r − 1
2
+ 3η(2,r)bg
}
.
This is either 2h4q { r−12 +3η(2,r)1 } if bg =, and the number of such b’s is (r−1)/2, or 2h4q { r−12 +3η(2,r)α }
if bg =, and the number of such b’s is also (r − 1)/2. It turns out that the λ(−βtb,b)’s, 2 t  4
all follow the same pattern. Using w(c(a,b)), we summarize the result in Table 3.
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Part 1: The weight distribution for e = 2, N = 4 on the case g(β +1) =. The values
η
(2,r)
1 and η
(2,r)
α can be found in (12).
Weight Frequency
n − h(r−1)q(q−1) − 2hη(2,r)1 /q (r − 1)(r + 1− πms − π¯ms)/16
n − h(r−1)q(q−1) − 2hη(2,r)α /q (r − 1)(r + 1− πms − π¯ms)/16
n − h(r−1)q(q−1) − 2h(3η(2,r)1 + η(2,r)α )/4q (r − 1)(r − 3+ πms + π¯ms)/4
n − h(r−1)q(q−1) − 2h(η(2,r)1 + 3η(2,r)α )/4q (r − 1)(r − 3+ πms + π¯ms)/4
n − h(r−1)q(q−1) + h/q (r − 1)(3r − 13− 3πms − 3π¯ms)/8
Table 3
Part 2: The weight distribution for e = 2, N = 4 on the
case g(β + 1) = . The values η(2,r)1 and η(2,r)α can be
found in (12).
Weight Frequency
n − h(r−1)q(q−1) − h2q ( r−12 + 3η(2,r)1 ) 2(r − 1)
n − h(r−1)q(q−1) − h2q ( r−12 + 3η(2,r)α ) 2(r − 1)
Table 4
Part 2: The weight distribution for e = 2, N = 4 on the
case g(β + 1) = . The values η(2,r)1 and η(2,r)α can be
found in (12).
Weight Frequency
n − h(r−1)q(q−1) − h2q ( r−32 + η(2,r)1 ) 2(r − 1)
n − h(r−1)q(q−1) − h2q ( r−32 + η(2,r)α ) 2(r − 1)
The argument for the case that g(β +1) = is similar. It turns out that the frequency is the same,
but the weight achieved by those (a,b)’s is different. We record the result in Table 4.
If g(β +1) = then Table 1 and Table 3 (or if g(β +1) =, then Table 2 and Table 4 respectively)
with the extra point corresponding to (a,b) = (0,0) give the weight distribution of Cq,m,h,e . There are
always eight different weight in the code.
4. Examples
Example 1. Let p = q = 17, s = 1, m = 2, e = h = 4, N = 2. Since 17 ≡ 1 (mod 4) and 17 = 12 + 42,
we may choose π = 1 + 4i. The Gaussian periods are η(2,r)1 = −9, η(2,r)α = 8. Let α be the generator
of GF(172) constructed from Magma, then g(β + 1) = α166 is a square, so we may use Table 1 and
Table 3 to ﬁnd that the weight distribution of the cyclic code C(q,m,h,e) is
1+ 576x48 + 576x54 + 5472x64 + 18432x66 + 34560x68 + 18432x70 + 5472x72.
This is a [72,4,48]-cyclic code over GF(17).
Example 2. Let p = q = 13, s = 1, m = 2, e = h = 4, N = 2. Since 13 ≡ 1 (mod 4) and 13 = 32 + 22,
we may choose π = 3 + 2i. The Gaussian periods are η(2,r)1 = −7, η(2,r)α = 6. Let α be the generator
944 M. Xiong / Finite Fields and Their Applications 18 (2012) 933–945of GF(132) constructed from Magma, then g(β + 1) = α115 is not a square, so we may use Tables 2
and 4 to ﬁnd that the weight distribution of the cyclic code C(q,m,h,e) is
1+ 336x38 + 336x40 + 1680x48 + 7392x50 + 9744x52 + 7392x54 + 1680x56.
This is a [56,4,38]-cyclic code over GF(13).
Example 3. Let p = 3, q = 32, s = 2, m = 2, e = h = 4, N = 2. Since p ≡ 3 (mod 4), we have π = √3i.
The Gaussian periods are η(2,r)1 = −5, η(2,r)α = 4. Let α be the generator of GF(34) constructed from
Magma, then g(β + 1) = α72 is a square, so we may use Tables 1 and 3 to ﬁnd that the weight
distribution of the cyclic code C(q,m,h,e) is
1+ 160x24 + 160x30 + 240x32 + 1920x34 + 1920x36 + 1920x38 + 240x40.
This is a [40,4,24]-cyclic code over GF(32).
Example 4. The parameters are the same as in Example 3, except that we choose h = 8. Then
g(β + 1) = α71 is not a square, so we may use Tables 2 and 4 to ﬁnd that the weight distribution of
the cyclic code C(q,m,h,e) is
1+ 160x52 + 160x56 + 320x64 + 1920x68 + 1760x72 + 1920x76 + 320x80.
This is an [80,4,52]-cyclic code over GF(32).
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