Abstract
Visuals that Aid Learning
Can a stock-and-flow feedback diagram add pedagogical value to text-only instruction about GDP? That is the question addressed in this article. Less formally, we could ask, "Would students improve their understanding of GDP if their reading material included an annotated stock-and-flow feedback diagram?"
The answer might seem self-evident. The popular belief that a picture is worth a thousand words is supported by education research (Standing 1973) , and the human brain has a remarkable capacity for long-term storage and retrieval of visual images (Bahrick et al. 1976 ). In addition, there is evidence that illustrations and diagrams facilitate learning at levels deeper than mere retention and recall. For students aptly described as "visual learners," comprehension of information is fostered by visualization of that information (Wolfe 2001 , Shaw 2000 .
Less obvious, however, is the instructional value added by supplementary illustrations in economics classrooms and textbooks. There, the standard visual aid is the comparative static graph (Kennedy 2000, Cohn et al. 2001) , and the Cohn study indicates that graphs may add little or nothing to mere verbal instruction. In fact, one experiment found that students in a graph-supplemented lecture actually showed less improvement than those in a lecture-only session. Thus, not every macroeconomics picture appears to be worth its proverbial opportunity cost. This article reports on an experiment to assess the value added by a different type of visual aid for macroeconomics-stock-and-flow feedback diagrams based on system dynamics methodology.
System dynamics is a method for studying and managing complex information feedback systems (Forrester 1961 , Sterman 2000 . When studying the structure and behavior of a complex system, it is necessary to engage in an iterative process of developing and refining a computer model and, at the same time, updating one's mental image of the system under study. If the primary purpose for the study is pedagogical, then properly transforming students' understanding of the system's structure and behavior is the ultimate goal. The computer modeling and all the associated tasks, including feedback loop diagramming, are merely means to an end-to improve students' ability to correctly envision, describe, and explain a process about which they know very little initially. If, on the other hand, the system dynamics project is managerial in nature, there will almost always be a client who is quite familiar with the "system" that needs better management. However, even then, the service is less likely to be development of a computer model than assistance in renovating the client's mental model of the systemic problem. The policy design task for the modeler is helping the client envision additional feedback structure that can be added to the system to improve the client's managerial effectiveness. The role of mental models in shaping perceptions of complex systems has been emphasized by system dynamics computer modelers for decades:
The mental image of the world around us that we carry in our heads is a model. One does not have a city or a government, or a country in his head.
He has only selected concepts and relationships, which he uses to represent the real system. (Forrester 1971, p. 3) Each person carries in his head a mental model, an abstraction of all his perceptions and experiences in the world, which he uses to guide his decisions. (Meadows et al. 1974, p. 3) Mental models are deeply ingrained assumptions, generalizations, or even pictures or images that influence how we understand the world. (Senge 1990, p. 8 
)

A mental model is a network of facts and concepts...that contains our understanding of social and physical phenomena. (Morecroft 1994, p. 7)
A mental model of a dynamic system is a relatively enduring and accessible, but limited, internal conceptual representation of an external system … whose structure is analogous to the perceived structure of that system. (Doyle et al. 2000, p. 5) The mental model concept is rooted in cognitive psychology and stems from Craik (1943) . According to Rouse and Morris (1986) , "mental models are the mechanisms whereby humans are able to generate descriptions of system purpose and form, explanations of system functioning and observed system states, and predictions of future system states." Seel (2001) views mental models as "inventions of the mind that represent, organize, and restructure domain-specific knowledge." More than forty years ago, education psychologist Jerome Bruner (1960) concluded that "the most basic thing that can be said about human memory…is that unless detail is placed into a structured pattern, it is rapidly forgotten." (Bruner, 1960) This suggests that when teaching about a complex system, an effective visual aid is, by definition, one that facilitates the structuring of a student's mental model of that system. Given that system dynamics projects often have this "improving the mental model" requirement-whether the emphasis is on studying or managing-there is always a need for tools that facilitate communication between the modeler and the audience for the model. One such tool is the simple feedback diagram, either in stock-and-flow format (such as the GDP model used in this experiment) or even simple word-and-arrow diagrams that illustrate feedback loops.
At any point in time, students' mental models are imperfect approximations of their perceptions of reality. Moreover, a change in that perception is a prerequisite for a change in the mental model. Indeed, one could define teaching about real-world systems as an attempt to change students' mental models by improving their perception of how those systems work. Since a mental model is "relatively enduring" (Doyle et al. 2000, p. 5) , the requisite perceptual change occurs gradually, by way of a self-adjusting learning cycle or counteracting feedback learning loop (Kolb 1984 , Sterman 2000 that gradually updates prior perceptions and the associated mental model. However, Doyle and others emphasize the limited capacity of persons to form accurate perceptions of the structure of external dynamic systems and make accurate predictions of the behavior of such systems. 1 In the context of teaching about complex dynamic systems, therefore, visual aids that clarify processes of change over time may facilitate desired mental model renovation.
The pedagogical potential of stock-and-flow diagrams was suggested by Forrester's (1994) description of system dynamics as a "framework into which facts can be placed [so that] learning becomes more relevant and meaningful." Forrester's framework is Bruner's structured pattern.
Feedback Method
Over the past five years, an alternative approach to macroeconomics instruction has been developed to address these issues. 2 Called the feedback method, it draws on the mental model concept developed by psychologists and applied by system dynamicists, the tradition of feedback thinking in economics (Richardson, 1991) , and the methodology of system dynamics computer modeling. Its purpose is to make the study of dynamic behavior in the economy accessible to a much broader population of students. For example, since students using the feedback method do not manipulate equations or rely on static graphs for visualization of dynamics, those without an aptitude for math could still appreciate the dynamics of market economies. Students who are gifted in math could understand macroeconomic dynamics before they learn calculus.
The conceptual building blocks for the feedback method are stocks, flows, and feedback loops, generically illustrated in Figure 1 . These are also the central concepts in system dynamics, a method for studying and managing problems in complex feedback systems, based on Forrester (1961) and Sterman (2000) . A stock is an accumulation of material (e.g., inventories) or information (e.g., sales data that are collected and analyzed prior to decisions about future production). A net flow is the rate of change in a stock. Mathematically, the stock integrates the net flow. The feedback loop transmits information about the state of the system from the stock to the decision rules that govern the flow. The flow, in turn, updates the stock. In this experiment, the visual aid was a simple system of material and information stocks and their associated flows. Figure 4 displays the completed version of the stock-and-flow diagram, and its development in stages is described in Appendix I. 
The Experimental Design
Students were randomly assigned to a control group or experimental group. In both groups, students worked alone at individual computers, using the story-telling feature of the STELLA software. 4 Turning the "pages" in the GDP story was similar to advancing slides in presentation software. The first page listed the students' learning objectives:
Successful completion of this learning activity should enable you to…
• define GDP and clarify its meaning, • describe how GDP can be measured, • explain how GDP fits in the "bigger picture" of a national economy.
The story read by the control group contained only textual information about the meaning of GDP, its measurement, and its placement in an overall macroeconomy. Students in the experimental group read the same textual information, but their story was accompanied by an unfolding stock-and-flow feedback diagram that revealed the structure of a simple economy in a manner designed to complement the narrative. Appendix I contains the instructional content for both methods. Pre-and post-tests measured students knowledge and understanding. After a debriefing of those who administered the experiment at site 1, the test instrument for site 2 was clarified by reducing the number of questions and re-wording most of them. Figures 2 and 3 list the questions at sites 1 and 2, respectively. 2. The definition of GDP is the total value of (a) goods & services produced in a nation during a year.* (b) profits, less depreciation, produced in a nation during a year. (c) gross profits produced within a nation during a year.
3. Using "dollars/year" in the measurement of GDP enables the combining of (a) profits from industries with different depreciation rates. (b) profits from domestic production and foreign-owned production. (c) the sales value of diverse goods & services.* 4. If rapidly rising production were followed by slowly rising incomes, that would cause producers' inventories to (a) rise.* (b) fall. (c) remain the same.
5. If rapidly rising incomes were followed by slowly rising sales, that would cause producers' inventories to (a) rise.* (b) fall. (c) remain the same. 8. "GDP minus sales equals inventory changes." (a) That is true, because GDP is production.* (b) That is false, because GDP is production.
9. "Rising inventories is a sign of an imbalance between supply and demand." (a) That is true, because that means sales have been lower than production.* (b) That is false, because supply and demand must be equal.
10. "Rising production tends to raise income and then sales. If so, GDP rises." (a) That is true, because an increase in sales causes production to increase, and production is GDP.* (b) That is false, because production is GDP, and "cause" cannot become the "effect." The effectiveness of the instructional methods was defined in terms of test score improvement, and two measures were utilized: higher score and greater learning gain. The first was the percentage of students in each group with post-test scores higher than pre-test scores. The second was the average normalized percentage learning gain for students in each group. The two measures suggested two distinct hypotheses.
Higher Score Hypothesis. Let PTS and PFS refer to the proportion of students at each Site (1 or 2) who raised their test scores after receiving the Text and Feedback instruction, respectively. The null hypothesis was H0: PTS = PFS , implying no difference in the effects of the two instructional methods.
Greater Learning Gain Hypothesis. The two methods were also compared in terms of student learning gain, defined as each student's normalized percentage gain (NPG) in test scores. The NPG is the difference between individual pre-and post-test scores, expressed as a percentage of the maximum possible improvement in the pre-test score. NPG = 100* (posttest score -pretest score) (100 -pretest score)
The denominator in the NPG equation is the learning "gap" that needs to be closed, based on the pre-test. The quantity in parentheses in the numerator is the absolute gain. Thus, NPG is the percentage of the gap that is closed after the instruction. 5 Let GTS and GFS refer to the mean normalized percentage gain at each Site for the T and F instructional methods, respectively. The second null hypothesis, then, was H00: GTS = GFS .
Sample Selection and Characteristics. At site 1, the forty-six participants were junior and senior economics students at Harvard Public Schools near Boston, Massachusetts. 6 Near Roanoke, Virginia, the site 2 participants included twenty-seven economics students from Dabney Lancaster Community College and twelve political science students from Virginia Western Community College. None of the participants at either site had prior experience with system dynamics stock-and-flow concepts or diagrams. In contrast, at least 85 percent of all the students-100 percent at site 1 and 69 percent at site 2-had completed almost a full semester of economics that included at least some macro instruction. The percentage could be even higher because the number of political science students with prior economics training was unknown and assumed to be zero. 
Results
Despite all the similarities in the experiments at the two sites, the slightly different test instruments seemed to preclude traditional pooling of the data for analysis. A more conservative approach involves meta-analysis, which produced the final results in this study. The pre-meta analysis (or "preliminary") results are summarized in Figures 5 and 6 , and Appendix II contains the raw data. For both measures of improvement at both sites, the students using the feedback method to supplement the textual explanation of GDP outperformed those relying on text alone. The percentage differences ranged from 25-30 percent for the "higher score" measure of improvement, to nearly 100 percent for the "learning gain" measure. However, the samples were small and the variance wide at both sites, and statistical significance was elusive. Only at site 2 on the learning gain measure (Figure 6 ) did the results even break the .10 threshold in a traditional two-tail test. 7
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7 For the tests in Figure 5 , the t values were 1.01 (df = 44) and 1.37 (df = 37) for sites 1 and 2, respectively. For the tests in Figure 6 , the t values were 0.99 (df = 44) and 1.71 (df = 36) for sites 1 and 2, respectively. A common research strategy in similar situations is to boost the sample size by pooling the data from the two sites. Here, however, differences in the test instruments militated against standard pooling techniques. Only three of the questions were identical at both sites, the number of test items was different, and there was reason to believe that site 1 students found some questions hard to understand. Although the experiments at the two sites were variations rather than replications, both test instruments were designed to elicit the same information, and the results at both sites were consistent. A method of aggregating the results was needed, and the selection was meta-analysis, described by Stanley (2001, pp. 131-133) :
Meta-analysis is a body of statistical methods that have been found useful in reviewing and evaluating research results. If a number of independent studies have been conducted on a particular subject, using different data sets and methods, then combining their results can furnish more insight and greater explanatory power than the mere listing of individual results. ... High returns in the advancement of empirical understanding await economic researchers willing to develop and apply meta-analysis.
Stanley documents the contribution that meta-regression analysis is making to empirical research in economics. He also provides a summary of widespread applications in other research fields where, instead of estimating regression parameters, the research goal is often the evaluation of various studies of experimental medical treatments in health care or instructional methods in education. Finally, he illustrates the general methodology of metaanalysis and discusses its strengths and weaknesses. A vast literature exists in this field, and Stanley's references provide an introductory reading list. 8 As typically practiced, meta-analysis involves statistical analysis of a large number of individual studies of a particular research question over a long time period, with the purpose of systematically and objectively aggregating and evaluating the weight of the cumulative evidence. Stanley's (1998) meta-analysis of empirical evidence of Ricardian equivalence, for example, examined twenty-eight separate studies published between 1980 and 1995. The meta-analysis of the minimum wage impact on employment by Card and Krueger (1995) focused on fifteen published studies over a twenty-year period. In a 1994 meta-analysis of the effect of education funding on student outcomes, Hedges et al. reviewed thirty-eight studies spanning a decade. In contrast, the meta-analysis performed here involves just two studies spanning less than six months. Unlike conventional meta-analyses, our purpose was not to strengthen our understanding of studies done by others. Our more limited goal was to strengthen the interpretation of our own two studies, which were probably more similar in design than most pairs of studies in the meta-analysis research literature. The separate experiments at Sites 1 and 2 had so much in common that pooling would have been used if the test instruments had been identical.
The two experiments actually produced four outcomes-two at each site. At each site, one outcome addressed the "higher score" hypothesis and the other evaluated the "greater gain" hypothesis. Both outcomes measured a particular effect of the diagramenhanced instructional method, but they were not statistically independent since the same students were used to test both hypotheses. Thus, two separate meta-analyses were necessary. Each meta-analysis treated a pair of independent outcomes (e.g., "greater gain" results produced at Sites 1 and 2) as a sample of size two. For that sample, a weighted average of the results was calculated, based on the standardized mean and variance and the sample size at each site. That produced an aggregate point estimate of the standardized difference in means for the feedback method (F) and the text-only method (T). Analysis of variance techniques established probability levels and confidence intervals. The results are summarized in Figures 7 and 8 In Figure 7 , PF -PT is the standardized difference in the mean proportion of students scoring higher on the post-test for instructional methods F and T. The p values for Sites 1 and 2 are the same as in Figure 5 . The bottom row, however, displays the results of the metaanalysis, where the weighted-average of the standardized difference in means is 36.4%, with a posterior probability of less than 10 percent that the null hypothesis was true. 
Figure 8. Final Greater Gain Results
In Figure 8 , GF -GT is the standardized difference in the mean normalized percentage gain (NPG) for instructional methods F and T. The p values for Sites 1 and 2 are the same as in Figure 6 , and the bottom row summarizes the meta-analysis. The weighted-average of the standardized difference in means is 41.0%, with an updated probability of a Type I error less than 7 percent.
Discussion
Students with access to the stock-and-flow feedback diagram were more likely to show test score improvement. They also showed larger learning gains. The meta-analyses yielded higher statistical confidence levels than the results at each site considered alone. Are those higher levels credible? One way to answer that question is to compare the metaanalysis confidence levels with those that would have been attained if standard pooling of the data had been done. Recall that pooling was not done because the test instruments at the two sites, though similar, were not identical. If the results had been pooled, the better performance of the feedback method would have shown at .06 and .04 confidence levels for the higher score and greater gain measures, respectively. As expected, the statistical confidence levels associated with the meta-analysis are more conservative than the results that pooling would have produced. Credibility of the meta-analysis is enhanced by the intuitively appealing result that the confidence levels fall in between pooled results and stand-alone results. Nevertheless, even the meta-analysis statistical significance levels are borderline-slightly above the 5 percent cut-off point usually deemed acceptable. We explore issues that are relevant to interpreting the results, with the goal of identifying the potential and direction of any bias. Specifically, we look for potential bias arising from sample selection, instructional content, and time-on-task.
Almost all participants brought prior economics education to the experiment, while none brought system dynamics training. That could affect the outcome in two ways, both of which would dilute the effect of the feedback diagram and push the results in the direction of the null hypothesis. First, sheer familiarity with economic terms and concepts, such as GDP, could have generated pre-test scores for both groups that would be higher than expected from students without any economics education. Higher baseline pre-test scores would reduce somewhat the opportunities for improvement as a result of any instruction, and would diminish the potential for the more effective mode of instruction to display differential effects. Secondly, the use of familiar economic terminology in the text-only instruction could have had a reinforcing effect on students with prior economics education. That would have inflated the impact of the text-only method, making the beneficial impact of the feedback diagram harder to detect. In short, the background of the participants may have biased the results in favor of the null hypotheses-contrary to the actual results. In the absence of such bias, the confidence level achieved by the results might have been even higher.
A comparison of the instructional content for the two methods (reproduced in Appendix I) should confirm that the students in both groups received the same textual information about GDP. The only distinction was that the experimental group also received a stock-and-flow feedback diagram (with minimal additional annotation). Moreover, a careful reading of the instructional content reveals that the text-only instruction contained numerous references to stocks, flows, delays, and even the bathtub analogy, a staple of simple system dynamics exposition. In other words, the students in the control group received textual instruction that was replete with system dynamics concepts. The similarity of the two methods, therefore, was not limited to information content. Both also had a system dynamics conceptual foundation. The only difference was that the control group lacked the visual reinforcement of the stock-and-flow feedback diagram. The instructional content, therefore, could not be considered biased in favor of the diagram.
A criticism could be directed at the relative time requirements of the two instructional methods. Most students in the control group completed the textual instruction and post-test in about fifteen minutes. The students in the experimental group needed about twice as long to complete their task. Arguably, the additional time devoted to studying the feedback method could be partially responsible for the post-test score improvement. However, whenever diagrams are supplementary to textual information, that constitutes extra instructional material for the students. Studying the extra visual material requires extra time. If the textual material is the same-as the experiment required-the overall time requirements will necessarily increase. An experimental solution would be to require students in the control group to repeat their study of the textual material (with predictably less enthusiasm). A more practical solution would be to set a minimum time limit that would be long enough for control group students (and experimental group students, too, if they finished quickly) to review the material before post-testing. However, such experimental "solutions" raise interesting questions about real-world instructional time requirements and efficiency. Would a stock-and-flow feedback diagram supplement a lecture in such a way that the overall impact would be as efficient as giving the lecture twice without the diagram?
The bottom line issue for the time-on-task question is whether the additional time produced commensurate results. Did the benefits outweigh the costs? Was the extra fifteen minutes worth increasing the proportion of improved scores by 25-30 percent? Was the extra fifteen minutes worth doubling the mean normalized percentage gain? Viewed in percentage terms, the extra fifteen minutes doubled the time requirements, and such questions are not trivial. Viewed in absolute terms, however, the payoff seems clear. This paper was motivated by Cohn's (2001) comparison of graphs and narrative instruction, and it may be considered an indirect comparison of system dynamics-based diagramming methods and conventional graphical instruction. The results here suggest that feedback diagramming adds value to mere narrative instruction by facilitating perception of systemic structure and its attendant behavior. Despite the consistency of results in this experiment, there is clearly a need to upgrade its design in ways that justify higher levels of confidence. A larger sample size is needed, and participants should have no prior exposure to economics or system dynamics. Better field-testing of questions is necessary to reduce the variance in mean response measurements, which is a prerequisite for raising statistical confidence. Beyond these design issues, the scope of the research should be widened to learn more about how students' form perceptions of the structure and behavior of economic systems, how that perception formation process is influenced by instructional methods, and -ultimately-how students' mental models of economic systems can be most effectively and efficiently improved.
Appendix I. Instructional Content
In the right-hand column below, any textual differences between the two methods are shown in italics. When a diagram first appears in the feedback method story, it will be shown in the right-hand column. During the instruction received by the students, all diagrams remained visible all the time, even as more text was added. To conserve space in this table, however, the diagrams will not be repeatedly shown. This table will only show diagrams when they are added or modified.
Text-only Method (T)
Feedback Method (F) 
This pipeline icon symbolizes a flow of final goods & services being produced nationally during a year. The annual rate at which that flow moves through the pipeline is the Gross Domestic Product, or just GDP.
3. GDP, therefore, is a measure of the value of final goods & services produced nationally during a year. These days, the production of final goods & services in the U.S. is valued at about 10 trillion dollars/ year.
3. GDP, therefore, is a measure of the value of final goods & services produced nationally during a year. These days, the production of final goods & services in the U.S. is valued at about 10 trillion dollars/year.
4. There is a corresponding flow of income (wages, interest, rent, profits) being paid to the factors of production (those responsible for producing a nation's goods & services).
4. This pipeline icon symbolizes a flow of income (wages, interest, rent, profits) being paid to the factors of production (those responsible for producing a nation's goods & services).
5. The income flows from a stock of money in business firms' bank accounts into another stock of money in households' bank accounts. Income is also measured in trillions of dollars/year.
5. The income flows from a stock of money in Business Firms' bank accounts into another stock of money in Households' bank accounts. As it passes through the "valve" in the middle of the pipeline, income is also measured in trillions of dollars/year.
6. Income is earned as production occurs, but actual distribution occurs sometime thereafter.
6. Income is earned as production occurs, but actual distribution occurs sometime thereafter. A change in the production rate causes a change in the rate of income distribution.
7. Workers typically get paid extra wages in the month following the extra production, and shareholders may wait many months before receiving additional profits.
Information has to be collected and income distribution decisions made before the "income flow" responds fully to changes in the "production flow."
The production rate is the definition of GDP: the annual rate at which the economy produces all final goods & services.
The change in income is not instantaneous.
Workers typically get paid extra wages in the month following the extra production, and shareholders may wait many months before receiving additional profits.
8. Over time, income flowing to the factors of production approximates the value of the goods & services being produced--GDP. Thus, the term "income" is sometimes used interchangeably with GDP.
Even direct income payments are affected by delays (e.g., workers don't receive paychecks at the end of each production day). Other delays are due to roundabout flows (e.g., taxes to government followed by income to households after government spending occurs).
9. How is GDP measured? 9. How is GDP measured?
10. GDP cannot be measured directly. An indirect method is needed.
11. Income flows are approximately equal to the value of production flows. Thus, "adding up the income" flows is one method of estimating GDP.
It takes time for income to respond fully to changes in production. During such transitions--which are normal--income is only an approximation of GDP.
12. Another way to estimate GDP is to "add up the sales" flows.
Goods that have been produced flow into inventories before being sold. When sales occur, goods flow out of those inventories.
13. If the inventories are at the same level at the beginning and end of a month, then the production inflow and the sales outflow must have been equal during that month.
Analogy: If the level of water in a bathtub remains the same even though water is flowing in and out, then the water inflow and outflow rates must be equal.
14. Thus, when there is no change in inventory levels, sales data could be used to estimate the production rate for the goods.
In that case, adding up the sales receipts for the entire economy provides an estimate of GDP.
15. Suppose, however, that the inventory level at the end of the month is DIFFERENT from the inventory level at the beginning of the month.
16. In fact, a change in inventory levels is the rule rather than the exception. Inventories tend to rise and fall from month to month.
17. Inventory levels rise when the production rate is faster than the sales rate. And inventory levels fall when the production rate is slower than the sales rate.
18. When inventory levels are changing, sales data ALONE would not provide a good estimate of production. And, adding up the sales receipts for the entire economy would not provide a good estimate of GDP.
19. However, the change in inventories is equal to the difference between production and sales. When production exceeds sales by $100 billion worth of goods during the year, then inventories will rise by that amount during that year.
Thus, the adding-up-the-sales method still provides a good estimate of GDP when the amount of change in inventories is added to the sales rate. (Inventories fall when sales exceed production; in that case, the change in inventories is subtracted from sales.)
Thus, the adding-up-the-sales method still provides a good estimate of GDP when the amount of change in inventories is added to the sales rate.
(Inventories fall when sales exceed production; in that case, the change in inventories is subtracted from sales.)
20. How does GDP fit into the bigger picture of the economy?
21. The various stocks (e.g., bank accounts and inventories) and flows (e.g., production, sales, and income) mentioned in this story are part of a very simple model of the economy.
21. The various stocks (e.g., bank accounts and inventories) and flows (e.g., production, sales, and income) in this diagram are part of a very simple model of the economy.
22. A change in the production rate causes the income rate to change, but with delays that have been discussed.
22
. A change in the production rate causes the income rate to change, but with delays that have been discussed. 24. A change in sales causes production rates to change, as producers seek to provide supplies that match demand.
24. A change in sales causes production rates to change, as producers seek to provide supplies that match demand.
25. Production adjustments take time, however.
First, producers must decide whether a change in sales is just temporary.
It also takes time to make adjustments in factors of production (e.g., labor and capital) if production goals do change.
26. Therefore, production, income, and sales are part of a mutuallyreinforcing process. The process gains momentum over time, but that momentum is slowed by the decision-making delays along the way. See Figure 2 for wording of questions 1-10 at site 1. A correct answer was scored as "1" and an incorrect answer as "0." 
Appendix II. Data
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