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ABSTRACT
D. K osiorow sk i. Certain Applications o f S tu den t D epth in Robust Economic A n a lysis. Folia  
O econom ica C racoviensia 2010, 51: 27-55 .
In this paper w e  present se lected  ap p lication  o f M izera & M uller location  —  scale depth . W e 
focus our attention o n  a S tudent d ep th  function  an d  p rop ose  severa l statistical procedures  
based on  that statistical d ep th  function.
KEY W O RDS —  SŁOW A KLUCZOW E  
location  —  scale depth , stu d en t m ed ian , robustness  
głęb ia p o łożen ia  —  rozrzutu , m ed iana  stu denta , o d p orn ość
1. WPROWADZENIE
Z formalnego punktu widzenia procedury odporne rozpatruje się obecnie jako 
funkcjonały statystyczne, definiowane na pewnej przestrzeni funkcji rozkładu 
(por. Huber i Ronchetti 2009). Statystyk analizuje zachowanie się procedury 
w pewnym otoczeniu zakładanego przez nią rozkładu. Rozpatrywane w  ba­
daniu rozkłady precyzują wiedzę statystyka na temat mechanizmu losowego,
Niniejsza praca pow stała dzięki częściow em u wsparciu finansowem u, udzielonem u ze strony 
Ministerstwa Nauki i Szkolnictwa W yższego RP w  postaci grantu nr N N  111 193036.
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rządzącego zjawiskiem. Otoczenie zakładanego przez procedurę rozkładu 
ujmuje możliwe odstępstwa od przyjmowanych założeń odnośnie do zjawiska. 
Odstępstwa mogą dotyczyć występowania pośród danych: obserwacji obar­
czonych sporym błędem, błędną specyfikację rozpatrywanego zjawiska itd. 
Otoczenia konstruowane są z wykorzystaniem stosownej odległości pomiędzy 
rozkładami prawdopodobieństwa. Wykorzystuje się w  tym celu między inny­
mi odległość Kołmogorowa, odległość Prohorowa (por. Jureckova i Picek 2006).
Istnieje co najmniej kilka, po części alternatywnych a po części komple­
mentarnych, podejść do pomiaru odporności procedury statystycznej. Znane 
są też podejścia mające charakter wyłącznie jakościowy. Historycznie pierwsza 
własność procedury, która została wykorzystana do pomiaru jej odporności, 
wiązała się z pojęciem efektywności względnej estymatora w pewnym zakre­
sie rozpatrywanych modeli. Obecnie centralną rolę odgrywają pojęcia: f u n k ­
cj i  w p ł y w u  H a m p e l a  (patrz Hampel i in. 1986) oraz punktu załamania 
i p u n k t u  z a ł a m a n i a  p r ó b y  s k o ń c z o n e j  D o n o h o  i H u b e r a  
(Donoho i Huber 1983).
Przypuśćmy, że zastanawiamy się nad wpływem na wartość pewnej sta­
tystyki Tn_x = 7’(x1,...,xn), zmieszania zbioru obserwacji x |v ..,xn l z obserwacją 
odstającą x. Oznaczmy taki zmieszany zbiór danych jako x, , . . .,xfl |,x oraz wartość 
statystyki przy takim zmieszaniu Tn = 7'(x1,...,xn,x~). Wpływ na wartość staty­
styki w  przedstawionej sytuaqi można mierzyć za pomocą zaproponowanej 
przez Tukey'a k r z y w e j  w r a ż l i w o ś c i .
K r z y w ą  w r a ż l i w o ś c i  (ang. sensitivity curve) nazywamy:
SC„(Z) = n (T „ -T ^ ) .  (1)
Z definiqi wynika natychmiast, że:
T„ = T„_\ + l/«5C„(x). (2)
Niezmiernie popularna obecnie funkcja wpływu jest wersją krzywej wraż­
liwości w  przypadku populacji. Funkcja wpływu została zaproponowana przez 
F. Hampela (Hampel 1975).
Rozważmy mieszaninę dwóch rozkładów Fe = (1 -  e)F + eSx, gdzie 8X 
oznacza rozkład skoncentrowany w punkcie. Możemy określić jakościowo od­
porność procedury porównując T(F) i T(Fe) w  sytuacji, gdy £ -» 0. Aby ująć 
odporność ilościowo, wygodnie jest posłużyć się f u n k c j ą  w p ł y w u  (ang. 
influence function) definiowaną:
rn  „  ^  T(Fe) -  T(F)
IF(x; T,F) = l im --------r.-------• (3)
f->0 c
Funkcja wpływu jest jedną z najważniejszych charakterystyk funkcjonału 
statystycznego, estymatora. Wartość IF(x\T,P) mierzy efekt zakłócenia funk­
cjonału T poprzez pojedynczą wartość x. O d p o r n y  funkcjonał T powinien 
mieć o g r a n i c z o n ą  f u n k c j ę  w p ł y w u .
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Bez wątpienia najciekawszą (Davies i Gather 2005, Davies 2002) z prak­
tycznego punktu widzenia miarą odporności procedury statystycznej jest wersja 
koncepcji punktu załamania odnosząca się do prób skończonych, a mianowicie 
tzw. p u n k t  z a ł a m a n i a  p r ó b y  s k o ń c z o n e j ,  wprowadzony przez 
Donoho i Hubera1 (Donoho i Huber 1983).
Przypuśćmy, że dysponujemy próbą X" = {xx,...,xn}, złożoną z n obserwacji 
generowanych przez zakładany model oraz niech Y m = oznacza
m dowolnych (być może szczególnie odstających) obserwacji. Oznaczmy przez 
Z” +m = X ” u  Ym próbę powstałą z połączenia powyższych zbiorów obserwa­
cji. Określimy ją mianem em zmieszanej, próby gdzie £„, = n + m .
Wielkość | T(Xn u Y * ) -  r(X") | oznacza obciążenie statystyki, natomiast 
maksymalne obciążenie statystyki T, powstające przy em zmieszaniu, oznaczy­
my jako:
B(em, T,X") = sup | T(Xn u  Y m) -  T(X") | . (4)
ym
P u n k t  z a ł a m a n i a  p r ó b y  s k o ń c z o n e j  (Donoho i Huber 1983) 
definiujemy jako:
BP(T,X") = inf {em : 5 (fm,r,X”) = o o } . (5)
Punkt załamania próby skończonej posiada odpowiednik w populacji. 
Przypuśćmy, że otoczenia rozkładu generującego dane definiujemy z wykorzy­
staniem odległości mieszaniny dwóch rozkładów. Niech F  oznacza zakładany 
rozkład, natomiast H  oznacza rozkład reprezentujący błąd, zaburzenie (odstęp­
stwo od modelu). Rozważamy model mieszaniny postaci: Fe = (1 -  e)F + eH. 
Wprowadzając pojęcie m a k s y m a l n e g o  o b c i ą ż e n i a  przy tego rodzaju 
£ — zmieszaniu, tzn.:
B(£,T,F) = sup\T(Fe) - T ( F ) \ ,  (6)
otrzymamy definicję p u n k t u  z a ł a m a n i a  procedury statystycznej F. Ham- 
pela (Hampel 1968):
e*(T,F) = inf{£ : B(£,T,F) = oo}. (7)
Punkt załamania próby skończonej wskazuje na maksymalną frakcję ob­
serwacji odstających w próbie, która nie sprawia, że procedura statystyczna 
„łamie się" — np. obciążenie wskazania estymatora staje się nieakceptowalne. 
Koncepcja punktu załamania zależy od odległości wykorzystywanej do kon­
struowania otoczeń zakładanego rozkładu generującego obserwacje. Zależy
1 N ależy podkreślić, że  koncepqa punktu załamania ma w iele, często istotnie różniących się 
wariantów. M amy tutaj m.in. zastosow anie pojęcia w  przypadku prób zależnych, szeregów  cza­
sowych itd. (por. Genton i Lucas 2003).
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także od zagadnienia, do którego się stosuje. Czymś odmiennym jest „załama­
nie się" estymatora położenia centrum, estymatora wielowymiarowego roz­
rzutu czy estymatora parametrów funkcji regresji (por. Davies 2002).
Zagadnienia odporności wiążą się niemalże z każdą procedurą statystycz­
ną wykorzystywaną w  ekonomii. Można mówić o odpornej, bankowej proce­
durze scoringowej, odpornej prognozie inflacji bądź odpornym szacowaniu 
ryzyka ubezpieczeniowego. Warto zauważyć, że statystyka pojawia się w  eko­
nomii nie tylko na poziomie szacowania, weryfikacji pewnego modelu, ale także 
na poziomie pojęć, którymi posługuje się ekonomista. Produkt narodowy brut­
to, tempo wzrostu gospodarczego, dobrobyt, sprawiedliwość społeczna, dys­
kryminacja na rynku pracy — to agregaty statystyczne. Można zadać pytanie: 
czy agregaty te są odporne?
Zdaniem autora zasadę jest wyodrębnienie ze zbioru postępowań, wyko­
rzystujących statystykę w  ekonomii, tzw. o d p o r n e j  a n a l i z y  s t a t y ­
s t y c z n e j .  Analizę, którą można opisać jako ciągłe stosowanie wysoce efek­
tywnych narzędzi statystycznych w procesie decyzyjnym, z naciskiem na 
poszukiwanie t e n d e n c j i  w y z n a c z o n e j  p r z e z  w i ę k s z o ś ć  r o z ­
p a t r y w a n y c h  o b i e k t ó w .  Mamy tu na uwadze analizę opierającą się na 
ustawicznie aktualizowanych danych (co godzinę, co dzień itd.), dotyczących 
np. sytuaq'i na rynku płodów rolnych, na rynku nieruchomości itd. Prezento­
wane w dalszej części pracy odporne procedury indukowane przez uogólnie­
nia statystycznej funkcji głębi Tukey'a mogą — zdaniem autora — znaleźć szereg 
zastosowań w  tak rozumianej odpornej analizie statystycznej. Autor żywi 
nadzieję, że prezentowane pojęcia w  przyszłości znajdą też zastosowanie w  eko- 
nometrycznym modelowaniu zjawisk ekonomicznych, stając się alternatywą 
np. dla procesów GARCH, SV. Zagadnienia te wymagają jednakże dalszych 
studiów.
2. UOGÓLNIENIA GŁĘBI DOMKNIĘTEJ PÓŁPRZESTRZENI TUKEY'A
Rozwijany obecnie nurt odpornej, wielowymiarowej analizy danych, określa­
ny mianem k o n c e p c j i  g ł ę b i  d a n y c h ,  został zapoczątkowany przez 
propozycje Johna Tukey'a — miał on na celu rozszerzenie na przypadek wie­
lowymiarowy jednowymiarowych procedur statystycznych, opierających się 
o statystyki porządkowe i rangi (Tukey 1975). S t a t y s t y c z n a  f u n k c j a  
g ł ę b i  p u n k t u  x e R J względem rozkładu prawdopodobieństwa F określo­
nego na ^przyporządkowująca punktowi x najmniejsze prawdopodobieństwo 
zgromadzone na domkniętej półprzestrzeni, do której brzegu należy x, nazy­
wamy g ł ę b i ą  d o m k n i ę t e j  p ó ł p r z e s t r z e n i  bądź g ł ę b i ą  Tukey' a .
TD(x;F) = infH{P(H) : x s  H  i H  jest domkniętą półprzestrzenią R1'}. (8)
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W przypadku próby X" = {xv ...,x„} rozkład prawdopodobieństwa F za­
stępujemy rozkładem empirycznym F„. W przypadku próby definicję można 
zapisać równoważnie:
7D(y;X") = • min#{i : u'x, < u'y}, (9)
| |u l=l
gdzie, u przebiega wszystkie wektory w Rd z |u| = 1.
Głębia Tukey'a umożliwia porządkowanie punktów x e Rd względem roz­
kładu prawdopodobieństwa F (rozkładu z próby F„) na zasadzie odstawania 
od centrum — punktu, w którym statystyczna funkqa głębi przyjmuje wartość 
maksymalną, określanego m e d i a n ą  Tuke y ' a .
Głębia Tukey'a w punkcie x e przyjmuje wartości z przedziału [0,1]. 
Niewielkie wartości odpowiadają peryferiom rozkładu, wartości bliższe jedno­
ści odpowiadają centrum rozkładu. Zbiór punktów:
Da = {x e R d : D(x,F) > a},
nazywamy a — o b s z a r e m  c e n t r a l n y m ,  zbiór punktów:
Ca = {x e : D(x,F) > a}
nazywamy k o n t u r e m  r z ę d u .  Obszary centralne tworzą zagnieżdżoną  
rodzinę wypukłych obszarów. Rozkład empiryczny dowolnego zbioru danych 
X ” e jest jednoznacznie wyznaczony przez jego empiryczną głębię Tukey'a, 
tzn. listę konturów z próby. Głębia ta jest afinicznie niezmiennicza. Niektóre 
ze statystycznych głębi Tukey'a zostały pokazane przez Donoho i Gąsko (1992) 
oraz Masse i Theoredescu (1994). Mamy tu na uwadze między innymi zbież­
ność konturów z próby do konturów w  populacji, słabą zbieżność głębi z próby 
w punkcie do odpowiednika w populacji, zbieżność prawie na pewno mediany 
Tukey'a z próby do jej odpowiedniczki w  populaqi. O ile głębia Tukey'a w  punkcie 
nie jest zbyt odporna, to mediana Tukey'a ma BP > 20% oraz ograniczoną funkcję 
wpływu. To wystarcza dla wielu zastosowań praktycznych. Głębia Tukey'a nie 
wykorzystuje informacji metrycznych zawartych w  próbie. To jej zaleta w  kon­
tekście zastosowań w badaniach zmiennych o wartościach na słabszych aniżeli 
ilorazowa skalach.
Na rycinie 1 przedstawiono wykres konturowy głębi Tukey'a dla próby 
200 obserwacji, wygenerowanych z mieszaniny dwuwymiarowego rozkładu 
normalnego o udziale 80% i dwuwymiarowego rozkładu T-Studenta o trzech 
stopniach swobody i udziale 20%. Przecięcie linii przerywanej reprezentuje me­
dianę Tukey'a z próby, przecięcie linii koloru czarnego reprezentuje wektor 
średnich. Na rycinie 2 przedstawiono wykres konturowy głębi Tukey'a dla 
próby powiatów województw łódzkiego, dolnośląskiego, mazowieckiego i ma­
łopolskiego, rozpatrywanych ze względu na stopę bezrobocia rejestrowanego 
w latach 2004 i 2009. Przecięcie linii reprezentuje medianę Tukey'a.
32
>?
CMI Źródło: O bliczenia własne.
A 1
Ryc. 1. Kontury głębi Tukey'a dla próby z  m ieszaniny rozkładu norm alnego (80%) 
i rozkładu T-Studenta o trzech stopniach sw obody (20%)
bezrobocie w 2004 [%]
Rys. 2. Kontury głębi Tukey'a dla próby pow iatów  rozpatrywanych co do stopy bezrobocia
rejestr, w  latach 2004 i 2009
Głębia Tukey'a posiada centralną pozyqę w koncepcji głębi danych. Zna­
nych jest wiele sposobów jej uogólnienia, których najbardziej znane jest podej­
ście Zhanga, opierające się na metodologii projection pursuit (Zhang 2002) oraz 
podejście Mizery (Mizera 2002; Mizera i Muller 2004). Niniejsza praca ma na 
celu zaprezentowanie wybranych możliwości zastosowania podejścia Mizery 
i Mullera w odpornej analizie ekonomicznej.
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3. GŁĘBIA POŁOŻENIA-ROZRZUTU MIZERY I MULLER
Przypuśćmy, że staramy się znaleźć d o p a s o w a n i e  (punkt wiernie odda­
jący położenie, postać zależności itp.), element pewnego zbioru parametrów 
0 £ 0  do obserwacji Z"= {zlv..,z„} generowanych przez rozkład wektora lo­
sowego Z. W celu wskazania optymalnego dopasowania przyjmuje się pewne 
kryterium optymalności, np. pewną funkcję obserwacji F. Oznaczmy wartość 
funkcji kryterium w punkcie z, jako Fr Można przyjąć, że im niższa wartość Ft 
tym lepiej 9 odzwierciedla z,. Na ogół nie istnieje dopasowanie jednostajnie 
najlepsze dla wszystkich obserwacji z„ dlatego też decydujemy się na pewien 
kompromis, przykładowo na sumę Ft.
Głębia w  ujęciu Mizery odzwierciedla pewien stopień dopuszczalności 
dopasowania, zważywszy na rozpatrywany zbiór danych. Jest rozwinięciem  
ogólnej definiq'i głębi przedstawionej w  artykule Rousseeuw i Hubert (1999), 
a wywodzącej się od głębi Tukey'a. Głębia dopasowania 9 oznacza najmniejszą 
liczbę obserwacji, których usunięcie z próby sprawia, że 9 przestaje być dopa­
sowaniem, to znaczy staje się wartością parametru, która zważywszy na roz­
patrywany zbiór danych jest niedopuszczalna — wartość głębi równa się w ów ­
czas zero. Mizera proponuje m ianowicie: niech Z" = { z x, . . . , z n} oznacza 
/i-elementową próbę z Z, niech N  = { 1 }  oznacza zbiór indeksów, niech 
A <z N oznacza pewien podzbiór zbioru indeksów. Załóżmy, że funkcja kryte­
rium F działa ze zbioru parametrów 0  w zbiór [0, °°) oraz, że jest określona 
dla każdej obserwacji z, e Z", FZj (9) = Fr
Wartość parametru 9 e 0 e 0  nazwiemy s ł a b o  o p t y m a l n ą  w 0  wzglę­
dem A <z N  (względem obserwacji o indeksach z A), jeżeli A ^ (p i nie istnieje 
9 ę 0  taki, że Ft (9) < F, (9) dla wszystkich i e A.
Definiujemy g l o b a l n ą  g ł ę b i ę  d o p a s o w a n i a 0 € 0  jako:
DG(9,Z") = min#{A <z 7V : 9 nie jest słabo optymalny w 0  względem A ’}, (10)
gdzie A’ oznacza dopełnienie zbioru A. (Ile wynosi minimalna liczba obserwa­
cji, których usunięcie sprawia, że dopasowanie przestaje byś optymalne wzglę­
dem obserwacji, które zostały.)
Typowe funkcje kryterium w wielowymiarowym zagadnieniu położenia mają 
postać: F,(z,) =||z, -  9|| bądź F,(z,) = | | z 9 | | 2. W zagadnieniu regresji liniowej: 
gdzie z, = (xj,yi) powszechnie wykorzystuje się funkcje kryterium postaci: 
Fi (9)= O. -  x'9)2 albo F,- (9)= \y. -  x'9|.
Biorąc pochodne w zagadnieniu optymalizacyjnym funkcji kryterium Mi­
zery definiuje g ł ę b i ę  s t y c z n ą  d o p a s o w a n i a  9 jako:
TD(B; Z") = \  inf# {i : u'VF, (0) > 0}, (10)
u *0
gdzie VF, (9) to gradient funkcji kryterium dla dopasowania 9 w  ustalonym  
punkcie zr
W wielowymiarowym zagadnieniu położenia gradient funkcji kryterium 
ma postać: VF, (0) = 9 -  z, dlatego też:
TD(Q;Z") = min#{i : u'(0 -  z,) > 0} = min#{i : z ,e  / /6„}. (11)
u*0 Iul=l '
Powyższe sformułowanie jest równoważne z oryginalną definicją głębi 
domkniętej półprzestrzeni Tukey'a (1975) oraz Donoho i Gąsko (1992).
W przypadku regresji liniowej dla kryterium F,(0) = l/2(y(. -  x'0)2:
7D(0; Z") = min#{/ : -u'x,( v,--  x'0) > 0} = min#{; : sgn(u'x,)sgn(y, -0 'x ,)  > 0}. (12)
Łatwo zauważyć tu oryginalną definicję głębi regresyjnej Rousseeuw i Hu­
bert (1999).
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0,5 1,0 1,5 2,0 2,5 3,0 3,5
X [%]
Ryc. 3. M iesięczna stopa inflacji (x) vs. m iesięczna stopa bezrobocia w  Polsce w  2009 r. 
Dopasowania uzyskane za pom ocą pięciu kryteriów
log (temperatura gwiazdy)
Ryc. 4. Liniowa funkqa regresji dopasow ana do zbioru danych CYGOB1 
za pom ocą pięciu alternatywnych kryteriów
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Na rycinach 3 i 4 pokazano przykłady zastosowania estymatora maksy­
malnej głębi regresyjnej w  porównaniu z estymatorami NK, M-, LTS (najmniej­
szych przyciętych kwadratów) i LMS (najmniejszej mediany kwadratów). Esty­
mator maksymalnej głębi regresyjnej Rousseeuw i Hubert odznacza się punktem 
załamania bliskim 30%, dobrą szybkością zbieżności oraz efektywnością. 
O modelu generującym dane zakładamy jedynie, że warunkowa mediana od­
powiedzi jest liniowa względem zmiennych objaśniających. Głębia dopasowa­
nia (prostej) równa jest minimalnej liczbie obserwacji, które napotykamy ob­
racając dopasowanie do pozycji pionowej.
Mizera rozszerza swoje rozważania na przypadek populacji. Wprowadza 
pole losowe na rozważanej w  danym zagadnieniu borelowskiej er algebrze zbio­
rów, pole reprezentuje możliwe populaq'e generujące dane. Oznaczając przez 
Oe_l(£) = {z : Oe e E], przeciwobraz zbioru E przy funkcji O, przyjmując, jak 
poprzednio: Oe(Z) = VFZ(Q) oraz przyjmując, że PQ = P  ° C>e 1 definiujemy głębię 
styczną parametru 0 przy rozkładzie prawdopodobieństwa P  jako:
TD(B,P) = D(P6) = D(P o d>9-') = infP(O0-'(//„)). (13)
Mizera pokazuje zastosowanie powyższe definiq'i między innymi w przy­
padku parametru położenia i regresji liniowej, uzyskując dolne ograniczenie 
dla BP procedury indukowanej przez głębię.
Zdaniem autora warto zwrócić szczególną uwagę na rozwinięcie podejścia 
Mizery wiążące się zastosowaniem funkqi kryterium wywodzących się z za­
sady największej wiarygodności. Niech yt oznaczają realizacje niezależnych 
zmiennych losowych o tym samym rozkładzie, o gęsto śc i/ wyznaczone z do­
kładnością do parametru położenia jj i rozrzutu o. W takiej sytuacji logarytm 






-  №  
a + logćT
i = l V V ) /
Mizera i Muller proponują, aby jako funkcję kryterium przyjąć:
^,(/A c ) = -lo g /




+ log a, (15)
oraz jako definiqę głębi — formułę głębi stycznej zaproponowaną przez Mi­
zerę (2002):
D(0,Y") = inf#{/ : -u ' \F,{0) > 0}.
u *0
Uzyskaną w ten sposób rodzinę funkcji głębi, zależną od przyjętej funkqi 
gęstości, nazywają głębiami położenia-rozrzutu.
D E F I N I C J A  1. G ł ę b i a  p o ł o ż e n i a  i r o z r z u t u  M izery  
i Muller punktu (p,d) s  R x [0,°°) względem próby Y" = {yx,...,yn) określona 
jest wyrażeniem:
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£>((//, er, Y") = inf# : (u u )
= #{/ : yt = //}, dla 0 = O, (16)
gdzie Ti jest skrótem dla (y, -  ju)/cr oraz y/,% zależą od gęstości f  y { t )  = 
= (-log/Cr))' = -f(T)/f(T) oraz * (r )  = r ^ (r ) .
Ustalając jeden z parametrów, otrzymujemy definicję głębi położenia bądź 
głębi rozrzutu. Definicja 1 daje wiele możliwości — umożliwia wprowadzenie 
całej rodziny głębi zależnych od gęstości, np. gęstości/rozkładu Studenta z stop­
niami swobody:
" T. \  ]
£>((//,cr,Y") = in f#  ii : (u,,u.)
u* 0 + 1
(r.2 -  1) -  Of •
D E F I N I C J A  2. G ł ę b i a  S t u d e n t a  p o ł o ż e n i a  i r o z r z u t u  
punktu (p ,a ) e R x [0,°°) względem rozkładu prawdopodobieństwa R na R 
określona jest wyrażeniem:
D((ji,o),P) = inf P{y  : ufy  -  //) + u2((y -  juf -  a 2) > 0}. (18)
Empiryczną głębię Studenta otrzymamy zastępując rozkład P jego empi­
rycznym odpowiednikiem  P„. Głębia Studenta jest dwuwym iarową głębią 
Tukey'a na płaszczyźnie Poincare'a, będącej modelem hiperbolicznej geometrii 
Łobaczewskiego. Dla dowolnego rozkładu prawdopodobieństwa o ciągłej dys- 
trybuancie i o spójnym nośniku D((jU,o),P) < 1/2, istnieje punkt o maksymalnej 
głębi i jest on w yznaczony jednoznacznie — istnieje punkt (/7,<5) taki, że 
D({fi,cf),P) > 1/3. Można zdefiniować symplicjalną głębię położenia-rozrzutu, 
która jest niezależna od własności metrycznych próby. Głębia położenia-roz­
rzutu jest ekwiwariantna względem położenia i rozrzutu: jeżeli punkty próby 
przekształcimy za pomocą g(y) = ay + b, wówczas głębia przekształconego pa­
rametru {a/u + b,aa) jest taka sama jak (ju,cf). Głębia Studenta jest niezmiennicza 
względem grupy Mobiusa. Dla symetrycznych rozkładów jJ. mediany Studenta 
leży blisko mediany z próby, dla rozkładów asymetrycznych jednomodalnych 
H mediany Studenta — leży bliżej modalnej niż mediana, o  mediany Studenta 
jest na ogół mniejsze niż MAD. Głębia Studenta dla dowolnego rozkładu P 
zbiega jednostajnie względem (ju,cr) prawie na pewno D((/j,cf),P„) —> D((ju,o),P). 
Można pokazać zbieżność konturów z próby do konturów w  populacji oraz 
zbieżność prawie na pewno estymatora maksymalnej głębi — mediany Stu­
denta. Postać rozkładu asymptotycznego mediany Studenta nie jest znana. Szyb­
kość zbieżności rzędu -Jn wynika z ogólnej teorii, wydaje się, że jest lepsza. 
Punkt załamania BP mediany Studenta wynosi 33%. Pozostaje otwarty pro­
blem: czy głębia Studenta charakteryzuje rozkład jednoznacznie? Głębia Stu­
denta dobrze wychwytuje asymetrię oraz tłuste ogony populacji. Mediana Stu-
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denta jest zgodnym estymatorem centrum symetrii populacji. W kontekście 
zastosowań głębi położenia-rozrzutu wskażmy przykładowo, że ocena własnej 
sytuacji w  grupie przez jednostkę zależy od jej odległości do centrum (poło­
żenie), panującego w grupie zróżnicowania pozycji (rozrzut) oraz przeświad­
czenia o mechanizmie losowym, generującym poszczególne pozycje (gęstość).
Ryciny 5-14 przedstawiają wykresy konturowe głębi Studenta dla wybra­
nych a często wykorzystywanych w  ekonomii, rozkładów oraz dla mieszanin 
rozkładów. Z rysunków jasno wynika, że głębia Studenta jest wrażliwa na typ 
rozkładu. Wykres konturowy może zostać wykorzystany jako alternatywa dla 
wykresu kwantyl-kwantyl. Jego zaletą jest to, że nie musimy skalować danych 
co jest konieczne w przypadku wykresu kwanty-kwantyl. Z rycin wynika, że 
wykres konturowy bardzo dobrze wychwytuje asymetrię rozkładu oraz zmie­
szanie rozkładu z rozkładem reprezentującym zaburzenie.





Źródło: obliczenia w łasne.
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Ryc. 5. Kontury głębi Studenta dla rozkładu Cauchy'ego
O -
Źródło: obliczenia w łasne.
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Ryc. 6. Kontury głębi Studenta dla rozkładu Studenta t o dwóch stopniach swobody
Ryc. 7. Kontury głębi Studenta dla rozkładu N(0,1)
Źródło: obliczenia w łasne.
U
Ryc. 8. Kontury głębi Studenta dla rozkładu lognorm alnego o  parametrach 1 i 0,5
Źródło: obliczenia w łasne.
Ryc. 9. Kontury głębi Studenta dla rozkładu % 2o dwóch stopniach swobody
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Ź ró d ło : o b lic z e n ia  w ła sn e .
Ryc. 10. K ontury głęb i S tudenta dla rozk ład u  w y k ła d n ic z e g o  o  w a r to śc i p a ra m etru  r ó w n ej 1
Ź ró d ło : o b lic z e n ia  w ła sn e .
Ryc. 11. O szacow anie  gęstośc i m iesza n in y  rozk ład u  N (0 ,1) (u d z ia ł 90% ) i r o zk ła d u  N (1 0 ,1 )
(u d zia ł 10%)
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Źródło: obliczenia w łasne.
Ryc. 13. O szacow anie gęstości m ieszaniny rozkładu f(3) (udział 80%) i rozkładu N(10,2)
(udział 20%)
Źródło: obliczenia w łasne.
Ryc. 14. Kontury głębi Studenta dla m ieszaniny rozkładu f(3) (udział 80%) 
i rozkładu N(10,2) (udział 20%)
Procedury statystyczne indukowane przez statystyczne funkcje głębi czę­
sto traktowane są jako niezależne, które nie mają związku z procedurami sta­
tystycznymi, rozwijanymi w  ramach głównego nurtu statystyki odpornej. Po­
dejścia Mizery i Mizery i Mullera pokazują, że istnieje ścisły związek pomiędzy 
koncepcją głębi danych a dorobkiem klasycznej statystyki matematycznej. Dla 
przykładu poniżej wskażem y na związki estymatorów maksymalnej głębi 
z szeroko rozpowszechnioną klasą M-estymatorów (por. Maronna i in. 2006). 
M-estymatory wywodzące się z metody największej wiarygodności występują 
jako estymatory odporne w  większości komercyjnych pakietów statystycznych.
Rozważmy jednowymiarowy zbiór danych X" = {xv ...,xn} o rozkładzie 
empirycznym FnX. Niech //(•) oraz s(-)oznaczają jednowymiarowe, ekwiwariantne
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funkcjonały położenia i rozrzutu na rodzinie jednowymiarowych rozkładów 
prawdopodobieństwa. Wówczas M-estymator położenia i rozrzutu definiuje­
my odpowiednio jako rozwiązanie (/3,0) równań:
i = l






gdzie if/ oraz x  oznaczają stosownie dobrane funkcje, odpowiednio nieparzy­
stą i parzystą.
Zauważmy, że wielkość:
n ( i \  1
5 > {s'(FnZ) ) n
V '
(21)
można potraktować jako miarę odstawańia fi względem zbioru danych X", Fv 
natomiast jako uogólnienie funkcji kryterium Mizery i Mullera.
Aby zdefiniować g ł ę b i ę  p o ł o ż e n i a  można posłużyć się podejściem 
Mizery i określić ją jako:









możemy potraktować jako miarę odstawańia charakterystyki rozrzutu a  wzglę­
dem {|^j -  /J(FnZ)\,.. J -  U(F„Z)\},  G/natomiast jako funkcję kryterium.
Odpowiednią funkcję g ł ę b i  charakterystyki r o z r z u t u  definiujemy 
jako:
D(cr,X",fj) = j + o  (crX ")' ^
Zauważmy zatem, że M-estymatory położenia i rozrzutu są po prostu 
estymatorami maksymalnej głębi zdefiniowanych powyżej funkcji głębi 22 i 24 
bądź estymatorami maksymalnej głębi stycznej Mizery.
4. ZASTOSOWANIA GŁĘBI STUDENTA
Łączne szacowanie charakterystyk położenia i rozrzutu zmiennej losowej po­
jawia się w  wielu szczególnie istotnych z punktu widzenia zastosowań prak­
tycznych zagadnieniach statystyki matematycznej. Dla przykładu wskażmy na 
popularny test f-Studenta, potrzebę łącznego szacowania oczekiwanej stopy 
zwrotu i ryzyka portfela, szacowania składników mieszaniny generujących 
obserwacje w  analizie skupisk. Głębia Studenta odznacza się dobrymi własno­
ściami w próbach o wielkości 30-50 obserwacji. Ryciny 15-18 przedstawiają
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m
Ryc. 15. O szacow anie gęstości m ediany Studenta z próby N(0,1) x 80% + N(5,2) x 20%
m
Ryc. 16. O szacow anie gęstości m ediany Studenta z próby 
/(3 ,-5 ) x 15% + «(3) x 70%+ 1(3,5) x 15%
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m
Ryc. 17. O szacowanie gęstości m ediany Studenta z  próby rozkładu w ykładniczego X -  2
m
Ryc. 18. O szacowanie gęstości m ediany Studenta z  próby rozkładu log  norm alnego (0,1)
oszacowanie jądrowe gęstości mediany Studenta wykonane na podstawie 50 
elementowych prób z rozkładów odpowiednio: mieszaniny N(0,1) * 80% + 
+ N(5,2) x 20%, mieszaniny t (3,-5) x 15% + t (3) x 70% + t (3,5) x 15%, rozkładu 
wykładniczego X -  2 i log normalnego o parametrach 0 i 1. Oszacowania wska­
zują, że mediana Studenta dobrze wskazuje centrum i rozrzut głównych skład­
ników mieszanin, w  przypadkach rozkładów o asymetrycznych gęstościach 
położenie mediany Studenta jest bliższe modalnej, rozrzut mediany Studenta 
przyjmuje mniejszą wartość niż MAD.
Ryciny 19-21 przedstawiają trzy zbiory danych zaczerpnięte z książki Ju- 




Ryc. 19. Przykładow y zbiór danych bez jednostek odstających 
zbiór danych
pomiar
Ryc. 20. Przykładow y zbiór danych z  jednostką odstającą 
zbiór danych
Źródło: Jureckow a i Picek (2006).
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Ryc. 21. Przykładow y zbiór danych ze  skupiskiem  odstających
rycinie 20 dostrzegam y pojedynczą obserwację odstającą, na rycinie 21 
łatwo zauważyć skupisko obserwacji odstających. Wykorzystując odpowied­
nie zbiory danych w celu skonstruowania 95% przedziałów ufności dla war­
tości oczekiwanych otrzymamy odpowiednio (49,19; 50,89), (43,045; 52,664), 
(27,195; 47,763) w  przypadku zastosowania znanej formuły x ± /a/2S/-\fn^T> oraz 
otrzymamy przedziały (49,36; 50,28), (49,401; 50,494), (48,629; 50,188), stosując 
za każdym razem medianę Studenta, tzn. współrzędną położenia zamiast śred­
niej, a współrzędną rozrzutu zamiast odchylenia standardowego. Porównanie 
przedziałów wskazuje na przewagę zastosowania mediany Studenta w  przy­
padku występowania pośród danych jednostek odstających. Na rycinie 22 przed­
stawiono gęstości rozkładu f-Studenta o dwóch stopniach swobody i rozkła­
du N(3,2). Na rycinie 23 pokazano mediany Studenta z prób 30-elementowych
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t
Ryc. 22. Gęstość rozkładu t(2) i N(3,2)
m
Ryc. 23. Mediana Studenta z próby z i(2) — lewa strona i z N(3,2) prawa strona wykresu
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z tych rozkładów. Rycina 23 sugeruje spory potencjał mediany Studenta 
w  kontekście proponowania testów istotności równości dwóch rozkładów.
Na rycinach 24-27 przedstawiono wykresy konturowe głębi Studenta dla 
stopy bezrobocia i przeciętnego wynagrodzenia brutto w  powiatach Polski 
w  latach 2000 i 2005. W przypadku stopy bezrobocia w  roku 2000 mamy osza­
cowanie położenia i rozrzutu za pomocą mediany Studenta jako StudentMed 
= (16.6; 3.97), wobec oszacowania za pomocą średniej arytmetycznej i odchy­
lenia standardowego x = 17,75, sd = 6,55. Sytuacja w  roku 2005 przedstawia się 
jako StudentMed = (21,46; 4,89), wobec x = 22,42, sd = 7,72. W przypadku prze­
ciętnego wynagrodzenia brutto w  roku 2000 mamy StudentMed = (1613,5; 99,7), 
wobec x = 1706,16, sd = 251,2.
M
Ryc. 24. Kontury głębi Studenta —  stopa bezrobocia w  polskich powiatach w  roku 2000
M
Ryc. 25. Kontury głębi Studenta — stopa bezrobocia w  polskich powiatach w  roku 2005
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Ryc. 27. Kontury głębi Studenta —  przeciętne w ynagrodzenie w  polskich pow iatach w  roku 2005
Dla tej samej cechy w roku 2005 StudentMed = (1931,43; 112,85), wobec 
x = 2026,36, sd = 301. Łatwo zauważyć niższe wartości wskazań położenia 
i rozrzutu za pomocą mediany Studenta w porównaniu ze średnią i odchyle­
niem standardowym.
Ryciny 28-31 przedstawiają odpowiednio sto obserwacji wygenerowanych 
z modelu AR(1) o parametrze <px = 0,5, wykres oszacowanej funkcji gęstości dla 
tych obserwacji, wykres kwantyl-kwantyl i konturowy wykres głębi Studen­
ta. Konturowy wykres głębi Studenta sugeruje skośność rozkładu, jednakże 
podobnie jak wykresy kwanty-kwantyl i wykres gęstości wskazanie na auto-
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czas
Ryc. 28. Sto obserwacji w ygenerow anych z  m odelu  AR(1): <pt = 0,5
Ryc. 29. O szacow anie gęstości dla 100 obserw aqi z  m odelu  AR(1): <f> = 0,5
kwantyle rozkładu normalnego 
Ryc. 30. W ykres kw anty-kw anty dla obserw aqi w ygenerow anych z m odelu  AR(1): <px = 0,5
49
M
Ryc. 31. Wykres konturowy głębi Studenta dla obserwacji w ygenerowanych z  m odelu AR(1): 0  = 0,5
2010-08 -1 0  2 01 0 -08-2 9  20 1 0 -09-18 010-10-08 2010- 10-28 2010- 11-17
czas
Ryc. 32. Sto obserwaq'i w ygenerow anych z  m odelu GARCH(2,1) : a { = 0,2, a 2 =  0,4, f i  = -0 ,6
Ryc. 33. O szacow anie gęstości dla 100 obserwacji z  m odelu  GARCH(2,1)
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kwantyle rozkładu normalnego 
Ryc. 34. W ykres kw anty-kw anty dla obserwacji w ygenerow anych z  m odelu GARCH(2,1)
V
Ryc. 35. W ykres konturow y głębi Studenta dla obserwacji w ygenerow anych  
z m odelu  GARCH(2,1) : « , = 0,2, a 2 = 0,4, /?, = -0 ,6
korelację nie jest wyraźne. Nieco lepiej przedstawia się sytuacja w  przypadku 
modelu GARCH(2,1). Ryciny 32-35 przedstawiają analogiczne wykresy co ryciny 
28-31 w  przypadku modelu AR(1). Jednakże i w  tym przypadku manifestacja 
efektu GARCH (ogólniej braku niezależności obserwacji, np. reszt regresji) 
w  postaci wykresu konturowego głębi Studenta nie jest jednoznaczna. W kon­
tekście dalszych studiów zagadnienia wydaje się zasadnym rozważenie w y­
kresu ruchomej mediany Studenta w  charakterze narzędzia wskazującego na 
występowanie efektu GARCH.
Rycina 36 przedstawia wykres dziennych prostych stóp zwrotu z akcji spółki 
IBM 01.02.1970-31.12.2008 roku, dane zaczerpnięto ze strony internetowej kla­
sycznego podręcznika analizy finansowych szeregów czasowych Tsay (2010).
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Źródło: obliczenia w łasne, 
dane Tsay (2010).
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Ryc. 36. Dzienne proste stopy zw rotu z  akcji spółki IBM 01.02.1970-31.12.2008 roku
0 50 100 150 200 250 300
czas
Źródło: obliczenia w łasne, 
dane Tsay (2010).
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Ryc. 37. M iesięczne w spółrzędne położenia i rozrzutu m ediany Studenta dla dziennych  
prostych stóp zw rotu  z  akcji spółki IBM 01.02.1970-31.12.2008 roku
Źródło: obliczenia w łasne, 
dane Tsay (2010).
a { t -  1)
Ryc. 38. Diagram rozrzutu m iesięczne w spółrzędne położenia w  chwili t i rozrzutu w  chwili 
t -  1 m ediany Studenta dla dziennych prostych stóp zw rotu z akcji spółki IBM
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Źródło: obliczenia własne, 
dane Tsay (2010).
Ryc. 39. Diagram rozrzutu m iesięczne w spółrzędne rozrzutu w  chwili t i rozrzutu w  chwili r -  1 
m ediany Studenta dla dziennych prostych stóp zw rotu z  akcji spółki IBM
Opierając się na tym szeregu policzono miesięczne mediany Studenta, które 
przedstawiono na rycinie 37. Na rycinie 38 przedstawiono diagram rozrzutu 
współrzędna położenia mediany Studenta 30-dniowej w okresie t względem współ­
rzędnej rozrzutu w okresie t -  1 wraz z naniesionym dopasowaniem maksymal­
nej głębi regresyjnej. Z ryciny wynika istnienie odwrotnego związku pomię­
dzy średnią stopą zwrotu a zmiennością stopy zwrotu. Z ryciny 39 wynika 
natomiast istnienie dodatniego związku pomiędzy zmiennością stopy zwrotu 
w chwili t a zmiennością w  chwili t -  1. Wniosek opieramy na postaci dopaso­
wania współrzędnych rozrzutu median Studenta w chwili t i t -  1.
Rycina 40 przedstawia wykres 10-minutowych logarytmów stóp zwrotu, 
związanych z kursem DM /USD w  czerwcu 1989, dane zaczerpnięto ze strony
Źródło: obliczenia w łasne, 
: ; dane Tsay (2010).
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Ryc. 40. Logarytm y 10-m inutowych stóp zw rotu zw iązane z  kursem  D M /U S D
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Źródło: obliczenia w łasne, 
dane Tsay (2010).
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Ryc. 41. 6-godzinne w spółrzędne położenia i rozrzutu m ediany Studenta  
dla logarytm ów stóp zwrotu, zw iązanych z  kursem  D M /U S D
Źródło: obliczenia w łasne, 
dane Tsay (2010).
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Ryc. 42. Diagram rozrzutu 6-godzinne w spółrzędne rozrzutu w  chwili t i rozrzutu  
w  chwili t -  1 m ediany Studenta dla logarytm ów  stóp zw rotu D M /U S D
Źródło: obliczenia w łasne, 
dane Tsay (2010).
u ( t -  1)
Ryc. 43. Diagram rozrzutu 6-godzinne w spółrzędne położenia w  chwili t i rozrzutu w  chwili 
t -  1 m ediany Studenta dla logarytm ów  stóp zw rotu D M /U S D
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internetowej klasycznego podręcznika analizy finansowych szeregów czaso­
wych Tsay (2010). Opierając się na tym szeregu policzono miesięczne mediany 
Studenta, które przedstawiono na rycinie 41. Na rycinie 42 przedstawiono dia­
gram rozrzutu współrzędna położenia mediany Studenta 6-godzinnej w okre­
sie t względem  współrzędnej rozrzutu w  okresie t -  1 wraz z naniesionym 
dopasowaniem maksymalnej głębi regresyjnej. Z ryciny wynika istnienie od­
wrotnego związku pomiędzy średnią stopą zwrotu a zmiennością stopy zwro­
tu. Z ryciny 43 wynika natomiast istnienie dodatniego związku pomiędzy 
zmiennością stopy zwrotu w  chwili t a zmiennością w  chwili t -  1. Wniosek 
opieramy na postaci dopasowania współrzędnych rozrzutu median Studenta 
w  chwili t i t -  1.
5. PODSUMOWANIE
Procedury statystyczne indukowane przez statystyczne funkcje głębi cechuje 
odporność przy jednocześnie zadowalającej efektywności. Jednolite spojrzenie 
Mizery i Mizery i Mullera na funkcje głębi, wywodzące się od głębi domkniętej 
półprzestrzeni, z jednej strony pozwala dostrzec związki koncepcji z dorob­
kiem klasycznej statystyki matematycznej, z drugiej strony — zaproponować 
klasę parametrycznych funkcji głębi wywodzących się z zasady największej 
wiarygodności. Przykładem tej klasy parametrycznych funkcji głębi jest głębia 
Studenta. Głębia Studenta jest wrażliwa na typ rozkładu generującego obser­
wacje, co daje nadzieję na jej wykorzystanie w  weryfikaq'i hipotez dotyczących 
rozkładu. Estymator maksymalnej głębi Studenta — mediana Studenta odzna­
cza się bardzo dobrymi statystycznymi własnościami. Mamy tutaj na uwadze 
szybkość zbieżności z próby, wysoki punkt załamania próby skończonej, zadowa­
lającą efektywność. Mediana Studenta może zostać z powodzeniem wykorzysta­
na w  procesie weryfikaq'i hipotez dotyczących równości rozkładów, w analizie 
skupisk, wstępnej analizie szeregów czasowych. Warto podkreślić, że estymator 
ten odznacza się dobrymi własnościami w  próbie o wielkości trzydziestu 
obserwacji. Fakt ten pozwala mieć nadzieję na szereg interesujących zastoso­
wań głębi Studenta w odpornej analizie statystycznej.
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