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THE SUSPENSION OF A GRAPH, AND ASSOCIATED C∗-ALGEBRAS
AIDAN SIMS
Abstract. Given a directed graph E, we construct for each real number l a quiver
whose vertex space is the topological realisation of E, and whose edges are directed
paths of length l in the vertex space. These quivers are not topological graphs in the
sense of Katsura, nor topological quivers in the sense of Muhly and Tomforde. We
prove that when l = 1 and E is finite, the infinite-path space of the associated quiver
is homeomorphic to the suspension of the one-sided shift of E. We call this quiver the
suspension of E. We associate both a Toeplitz algebra and a Cuntz–Krieger algebra to
each of the quivers we have constructed, and show that when l = 1 the Cuntz–Krieger
algebra admits a natural faithful representation on the ℓ2-space of the suspension of the
one-sided shift of E. For graphs E in which sufficiently many vertices both emit and
receive at least two edges, and for rational values of l, we show that the Toeplitz algebra
and the Cuntz–Krieger algebra of the associated quiver are homotopy equivalent to the
Toeplitz algebra and Cuntz–Krieger algebra respectively of a graph that can be regarded
as encoding the lth higher shift associated to the one-sided shift space of E.
1. Introduction
Each finite directed graph E determines a corresponding 1-sided shift space (XE , σ).
Cuntz–Krieger algebras [5], and more generally graph C∗-algebras [8, 18, 19], encode
the dynamics (XE , σ) C
∗-algebraically, and there has been intense interest in these C∗-
algebras ever since their introduction—see, for example [3, 4, 6, 7, 10, 30] and the bibli-
ography of [25].
In addition to the shift space (XE, σ) itself, a directed graph E determines a family
of dynamical systems indexed by the rational numbers. Given a rational number m/n
with n > 0, we first form the directed graph Dn(E) obtained by inserting n − 1 new
vertices along every edge of E—so that each edge of E corresponds to a path of length n
in Dn(E)—and then consider the m
th higher-power graph Dn(E)(0, m) of Dn(E), whose
vertices are those of Dn(E) and whose edges are paths of length m in Dn(E). The shift
space associated to this graph can be regarded as encoding the m/nth higher shift of E
in the sense that the system (XDn(E)(0,m), σ
n
Dn(E)(0,m)
) decomposes into n disjoint copies
of (XE , σ
m
E ).
All of these fractional higher shifts associated to a finite directed graph E are naturally
encoded in the suspension of the base shift XE. The suspension of XE is the quotient
M(σ) := (XE × [0,∞))/∼ by the equivalence relation in which (x, t+m) ∼ (σ
m(x), t) for
any positive integer m. For l ∈ [0,∞), the map (x, t) 7→ (x, t + l) induces a continuous
map ltl on M(σ). For positive rationals m/n, the restriction of ltm/n to {[x, t] : t ∈
1
n
Z}
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is a copy of (XDn(E)(0,m), σDn(E)(0,m)). By analogy, we can regard the dynamics ltl for
arbitrary l as corresponding to the lth higher shift of E.
In this paper we construct from each locally finite directed graph E with no sources a
family of C∗-algebras parameterised by l ∈ R, and we prove that for l = m/n rational,
and for graphs E in which enough vertices both emit and receive at least two edges, the
corresponding C∗-algebra is isomorphic to C([0, 1], C∗(Dn(E)(0, m))).
Our approach is to associate to each directed graph E a family of quivers S lE, one for
each real parameter l. By a quiver here we mean a quadruple (Q0, Q1, r, s) where Q0 and
Q1 are topological spaces, and r, s : Q1 → Q0 are continuous maps. The vertex space S lE0
of the quiver S lE is the topological realisation of E: it is the quotient of E1× [0, 1] by the
equivalence relation under which (e, 1) is glued to (f, 0) if s(e) = r(f). The edge space
S lE1 is, roughly speaking, the collection of directed paths of length l in the vertex space.
We link this construction to suspension flows by showing that if E is finite, then the
infinite-path space of S1E is homeomorphic to the suspension flow M(σ) of the one-sided
shift associated to E. Based on this, we call S1E the suspension of E, and denote it SE.
The quivers S lE, for l 6= 0, are typically not topological quivers in the sense of Muhly
and Tomforde [23] because neither r nor s is typically an open map: if l > 0, then s is
open map if and only if every vertex of E receives exactly one edge and r is open if and
only if each vertex emits exactly one edge; if l < 0 then the roles of emitters and receivers
are reversed. In particular, our quivers are not topological graphs in the sense of Katsura,
and Cc(S
lE1) does not admit a natural C0(S
lE0)-valued inner-product. Thus Katsura’s
modification of Pimsner theory does not help us to construct a C∗-algebra from S lE. The
source map for the natural groupoid associated to the shift map on the infinite-path space
of S lE is also typically not open, so this groupoid does not admit a Haar system, and we
cannot employ Renault’s theory of groupoid C∗-algebras to construct a C∗-algebra from
S lE.
Instead, we associate a Toeplitz algebra and a Cuntz–Krieger algebra to each S lE by
considering natural actions by bounded linear operators of C0(S
lE0) and of Cc(S
lE1)
on the (nonseparable) Hilbert space ℓ2(S lE∗) with basis indexed by all finite paths in
S lE. We define the Toeplitz algebra T C∗(S lE) of S lE to be the C∗-algebra generated
by all of these operators. For each vertex ω of S lE, the subspace ℓ2(S lE∗ω), with ba-
sis indexed by paths whose source is ω, is invariant for T C∗(S lE). Thus, for each
ω, we obtain a homomorphism from T C∗(S lE) to the Calkin algebra Q(ℓ2(S lE∗ω)) =
B(ℓ2(S lE∗ω))/K(ℓ2(S lE∗ω)). We define the Cuntz–Krieger algebra C∗(S lE) to be the im-
age of T C∗(S lE) in
⊕
ωQ(ℓ
2(S lE∗ω)) under the direct sum of these homomorphisms. If E
has just one vertex v and one edge e (so that r(e) = s(e) = v), then S lE is the topological
graph associated to the rotation-by-l homeomorphism of the circle R/Z, and C∗(S lE) is
isomorphic to the rotation algebra Al (see Example 6.8).
Our main results give a complete description of each of T C∗(Sm/nE) and C∗(Sm/nE)
for integers m ∈ Z and n ≥ 1 provided that enough vertices of E emit and receive at
least two edges (the exact technical hypothesis is complicated, but a simple sufficient
condition is that every vertex both emits and receives at least two edges). We prove
that T C∗(Sm/nE) is homotopy equivalent to T C∗(Dn(E)(0, m)), and that C
∗(Sm/nE) is
isomorphic to C([0, 1], C∗(Dn(E)(0, m))). This suggests that the algebras C
∗(S lE) for
irrational l are potential candidates for the role of the C∗-algebras of the lth higher-power
shifts of XE.
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We obtain our description of T C∗(Sm/nE) and C∗(Sm/nE) in stages. We first reduce
the problem to that of describing T C∗(SmE) and C∗(SmE) for nonnegative integers m.
To do this, we first eliminate the case m = 0 by showing that T C∗(S0E) ∼= C0(SE
0)⊗T ,
where T is the classical Toeplitz algebra, and that this isomorphism descends to an
isomorphism C∗(S0E) ∼= C0(SE
0)⊗ C(T). We then show that T C∗(S lE) ∼= T C∗(S |l|Eop)
and C∗(S lE) ∼= C∗(S |l|Eop) for negative l. We then show that for m > 0, we have
T C∗(Sm/nE) ∼= T C∗(SmDn(E)) and C
∗(Sm/nE) ∼= C∗(SmDn(E)). Thus for any graph E
′
and any rationalm/n, we have T C∗(Sm/nE ′) ∼= T C∗(S |m|E) and C∗(Sm/nE ′) ∼= C∗(S |m|E)
for a suitable graph E.
The bulk of the technical work in the paper goes into analysing T C∗(SmE) and then
C∗(SmE) for a locally finite directed graph E with no sinks or sources. We do this by
showing that they are both C(S)-algebras, where S is the circle R/Z, and analysing their
fibres. We make use of the higher dual graphs E(1, m+ 1) and E(0, m) studied by Bates
[1]: E(1, m+1) is the graph with vertices E1 and edges Em+1, and with range and source
maps given by µ1 · · ·µm+1 7→ µ1 and µ1 · · ·µm+1 7→ µm+1 respectively; and E(0, m) is the
graph with vertices E0 and edges Em and the usual range and source maps. It is relatively
straightforward to show that the fibre of T C∗(SmE) over each t ∈ S \ {0} is canonically
isomorphic to T C∗(E(1, m + 1)) and indeed that the ideal of T C∗(SmE) corresponding
to 0 ∈ S is isomorphic to C0((0, 1), T C
∗(E(1, m + 1)). The fibre over 0 ∈ S is more
complicated. Writing SmE∗t for the space of paths in S
mE whose source lies in the image
of E1 × {t} in SE0, we describe natural unitary transformations Ut : ℓ
2(E(1, m+ 1)∗)→
ℓ2(SmE∗t ) for t 6= 0. For each a ∈ T C
∗(SmE) and t 6= 0, this allows us to view the
image of at in the fibre of T C
∗(SmE) over t as an operator on ℓ2(E(1, m + 1)∗). We
prove that a−0 := limtր0 at and a
+
0 := limtց0 at exist in B(ℓ
2(E(1, m+ 1))) and belong to
the image of T C∗(E(1, m+ 1)), and that the map a 7→ a+0 ⊕ a
−
0 descends to an injective
homomorphism η from the fibre of T C∗(SmE) over 0 to T C∗(E(1, m+1))⊕T C∗(E(1, m+
1)). Following the arguments of [1], we show that there is a canonical injection 1,m+1 :
T C∗(E(0, m))→ T C∗(E(1, m+1)) that descends to the isomorphism C∗(E(1, m+1)) ∼=
C∗(E(0, m)) of [1, Theorem 3.1]. We then show that if the set of vertices of E that emit
at least two edges has hereditary closure E0 in E(0, m), then the image of T C∗(SmE)0
under η is precisely T C∗(E(1, m+1))⊕ 1,m+1(T C
∗(E(0, m))). It is then straightforward
to obtain our description of T C∗(SmE), and we prove that it is homotopy equivalent
to T C∗(SE(0, m)), allowing us to compute its K-theory. We prove that the inclusion
T C∗(SmE) →֒ C([0, 1], T C∗(E(1, m+1))) takes T C∗(SmE)∩⊕ω∈SmE0K(ℓ
2(SmE∗ω)) into
C([0, 1],K(ℓ2(E(1, m+1)∗))). We then deduce that C∗(SmE) ∼= C([0, 1], C∗(E(1, m+1)).
By showing that C∗(Dn(E)(1, m+ 1)) is Morita equivalent to C
∗(E(0, m)) when m,n
are coprime, we describe K∗(C
∗(S lE)) for rational l provided that E is locally finite and
enough vertices of E admit and receive at least two edges. A sufficient condition is that
E is a finite, strongly connected graph that is not a simple cycle and has period 1 (in the
sense of Perron–Frobenius theory).
The paper is organised as follows. We present the background that we will need on
directed graphs and their C∗-algebras, on topological graphs, and on C(X)-algebras in
Section 2. We then present the definition of SE in Section 3. In Section 4 we describe
the path space and the infinite-path space of SE, and prove that the latter coincides
with M(σ) if E is finite. We define the C∗-algebras of SE in Section 5. In Section 6, we
describe our general construction of S lE and its C∗-algebras, and prove that the case l = 1
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coincides with our previous definitions of SE and its C∗-algebras, and also that l = −1
corresponds to the suspension of the opposite graph of E. This is not the most efficient
order of presentation: we could have simply defined S lE and its C∗-algebras immediately
after Section 2, and then defined SE := S1E. But we feel that SE, which is the key point
of contact with suspension flows, is important enough to warrant separate discussion, and
also that the later definitions of S lE and its C∗-algebras are better motivated by first
discussing SE and its C∗-algebras. Section 6 also contains our reduction of the analysis
of the C∗-algebras of S lE for rational l to the analysis of the C∗-algebras of SmE for
positive integers m. Our analyses of T C∗(SmE) and C∗(SmE) occupy Sections 7 and 8
respectively.
2. Background
We recall some background about directed graphs and their C∗-algebras, on topological
graphs, and on C(X)-algebras.
2.1. Graphs. We take our conventions for graph C∗-algebras from [25]. Throughout this
paper, all of the graphs that we consider are directed graphs in the sense that the edges
have an orientation. We omit the adjective throughout.
A graph is a quadruple E = (E0, E1, r, s) consisting of finite or countably infinite sets
E0 and E1, and functions r, s : E1 → E0. We think of the elements of E0 as vertices,
and draw them as dots, and we regard the elements of E1 as directed edges connecting
vertices, and draw each as an arrow from the vertex s(e) the vertex r(e).
It is convenient to think of E0 as the objects and E1 as the indecomposable morphisms
in the countable category E∗ of finite paths in E as follows. For n ≥ 2, we define
En := {µ1µ2 . . . µn : µi ∈ E
1 and s(µi) = r(µi+1) for all i}, and refer to the elements of
En as paths of length n in E. We think of vertices as paths of length 0 and edges as paths
of length 1, and then write E∗ :=
⋃∞
n=0E
n for the path space of E. For v ∈ E0, we write
r(v) = s(v) = v, and for n ≥ 1 and µ ∈ En we write r(µ) = r(µ1) and s(µ) = s(µn).
We can concatenate µ, ν ∈ E∗ \ E0 to form the path µν if r(ν) = s(µ). For v ∈ E0 and
µ ∈ E∗, the concatenation vµ is defined if r(µ) = v, in which case, we have vµ = µ, and
similarly the concatenation µv is defined if v = s(µ), in which case µv = µ. If µ ∈ En,
we write |µ| = n.
Given U, V ⊆ E∗, we define UV := {µν : µ ∈ U, ν ∈ V, and s(µ) = r(ν)}. When U is
a singleton U = {µ}, we write µV rather than {µ}V for the set {µν : ν ∈ V and r(ν) =
s(µ)}. In particular, for v ∈ E0 we have
vE1 = {e ∈ E1 : r(e) = v} and E1v = {e ∈ E1 : s(e) = v}.
We extend this notational convention in the obvious ways, so that for example if v, w ∈ E0
then vE1w = vE1 ∩ E1w.
The adjacency matrix of the graph E is the integer matrix AE given by AE(v, w) =
|vE1w|. We then have AnE(v, w) = |vE
nw| for all v, w, n.
We say that E is finite if E0 and E1 are both finite sets. We say that E is locally finite
if each E1v ∪ vE1 is a finite set; that is, if the row-sums and column sums of the matrix
AE are finite. A sink in E is a vertex v such that E
1v = ∅, and a source is a vertex
v such that vE1 = ∅. In this paper, we are concerned exclusively with graphs that are
locally-finite and have no sources.
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A cycle in E is a path µ ∈ E∗ \ E0 such that r(µ) = s(µ). We say that µ has an
entrance if there exists i ≤ |µ| such that |r(µi)E
1| ≥ 2.
2.2. Infinite paths. An infinite path in E is a string x = x1x2x3 · · · of edges of E such
that xi ∈ E
1r(xi+1) for all i. We write E
∞ for the set of all infinite paths in E and call
it the infinite-path space of E. For x ∈ E∞, we define r(x) = r(x1) ∈ E
0; and for µ ∈ E∗
and x ∈ E∞ with r(x) = s(µ) we write µx for the infinite path µ1 · · ·µnx1x2 · · · . We
write µE∞ := {µx : x ∈ E∞}.
We endow E∞ with the topology that it inherits as a subspace of
∏∞
i=1E
∞, a basis for
which is the collection {µE∞ : µ ∈ E∗}. The set µE∞ is called the cylinder set of µ and
is often denoted Z(µ) elsewhere in the literature. When E is locally finite, the sets µE∞
are compact open sets in E∞, and the topology is a locally compact Hausdorff totally
disconnected topology.
The shift map σ : E∞ → E∞ is defined by σ(x)i = xi+1, so σ(x1x2x3 · · · ) = x2x3 · · · ,
and σ(ex) = x for all x ∈ E∞ and e ∈ E1 with s(e) = r(x). This σ is a local homeomor-
phism, as it restricts to a homeomorphism eE∞ → s(e)E∞ for each e ∈ E1.
2.3. Graph C∗-algebras. Let E be a locally finite graph with no sources. A Toeplitz–
Cuntz–Krieger family for E in a C∗-algebra A consists of a map t : E1 → A, written
e 7→ te and a map q : E
0 → A, written v 7→ qv such that the elements qv are mutually
orthogonal projections in A, and such that
(TCK1) t∗ete = qs(e) for all e ∈ E
1, and
(TCK2) qv ≥
∑
e∈vE1 tet
∗
e for all v ∈ E
0.
A Cuntz–Krieger family for E is a Toeplitz–Cuntz–Krieger family (t, q) for E such that
(CK) qv =
∑
e∈vE1 tet
∗
e for all v ∈ E
0.
Relations (TCK1) and (TCK2) imply that for each µ ∈ En the element tµ = tµ1tµ2 . . . tµn
is a partial isometry. As a notational convenience, we write tv := qv for v ∈ E
0. With
this notation, the C∗-algebra generated by the elements te and the elements qv is equal
to the closed linear span
C∗(t, q) = span{tµt
∗
ν : µ, ν ∈ E
∗, s(µ) = s(ν)},
and we have tµtν = δs(µ),r(ν)tµν . An induction shows that t
∗
µtµ = ts(µ) for all µ ∈ E
∗, and
we have
tµt
∗
νtηt
∗
ζ =

tµt
∗
ζν′ if ν = ην
′
tµη′t
∗
ζ if η = νη
′
0 otherwise.
There is a C∗-algebra T C∗(E) generated by a Toeplitz–Cuntz–Krieger family (T,Q)
that is universal in the sense that given any other Toeplitz–Cuntz–Krieger family (t, q)
in a C∗-algebra A, there is a homomorphism πt,q : T C
∗(E) → A such that πt,q(Te) = te
and πt,q(Qv) = qv. The universal property ensures that there is an action γ : T →
Aut(T C∗(E)) called the gauge action such that γz(Te) = zTe and γz(Qv) = Qv for all
e ∈ E1 and v ∈ E0.
There is a faithful representation π : T C∗(E) → B(ℓ2(E∗)) called the path-space rep-
resentation, and determined by π(Te)hµ = δs(e),r(µ)heµ and π(Qv)hµ = δv,r(µ)hµ. (The
existence of π follows from the universal property, and injectivity follows from an appli-
cation of [9, Theorem 4.1].)
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There is also a C∗-algebra C∗(E) generated by a Cuntz–Krieger E-family (s, p) that
is universal in the sense that given any other Cuntz–Krieger family (s′, p′) there is a
homomorphism of C∗(E) taking each se to s
′
e and each pv to p
′
v. This C
∗(E) is isomorphic
to the quotient of T C∗(E) by the ideal IE generated by the projections ∆v := Qv −∑
e∈vE1 TeT
∗
e indexed by v ∈ E
0.
Let E be a locally finite graph with no sources and let (t, q) be a Cuntz–Krieger E-
family. Since the projections ∆v are fixed by the gauge action on T C
∗(E), it descends
to an action, also called the gauge action and denoted γ, on C∗(E). The gauge-invariant
uniqueness theorem [11, 25] states that if there is an action β : T → Aut(C∗(t, q)) such
that βz(te) = zte for all e ∈ E
1, then πq,t : C
∗(E) → C∗(t, q) is injective if and only if
each qv is nonzero. The Cuntz–Krieger uniqueness theorem [5, 25] says that if every cycle
in E has an entrance, then πq,t is injective if and only if each qv is nonzero.
With a little work, one can check that the path-space representation of T C∗(E) carries
the ideal IE to π(T C
∗(E)) ∩ K(ℓ2(E∗)). It follows that there is a homomorphism from
C∗(E) to the Calkin algebra Q(ℓ2(E∗)) := B(ℓ2(E∗))/K(ℓ2(E∗)) given by pv 7→ Qv +
K(ℓ2(E∗)) and se 7→ Te+K(ℓ
2(E∗)). We call this homomorphism the Calkin representation
of C∗(E). An argument using the gauge-invariant uniqueness theorem shows that the
Calkin representation of C∗(E) is injective. The subspaces ℓ2(E∗v) ⊆ ℓ2(E∗) indexed by
v ∈ E0 are invariant for π, and we have π(T C∗(E))∩K(ℓ2(E∗)) =
⊕
v∈E0 K(ℓ
2(E∗v)). So
the Calkin representation can be regarded as an injective homomorphism of C∗(E) into⊕
v∈E0 Q(ℓ
2(E∗v)) given by se 7→
⊕
v(Te|ℓ2(E∗v) +K(ℓ
2(E∗v))).
A set H ⊆ E0 is called hereditary if s(HE1) ⊆ H , or equivalently HE∗ ⊆ E∗H .
2.4. Dual graphs. Given a locally finite graph E with no sources, the dual graph Ê
is the graph Ê = (E1, E2, rˆ, sˆ) where rˆ(ef) = e and sˆ(ef) = f for all ef ∈ E2. The
properties of being row-finite or locally finite and of having no sinks or no sources pass
from E to Ê and vice versa.
There is a homeomorphism E∞ ∼= Ê∞ that carries the infinite path x = x1x2x3 · · · of
E to the infinite path xˆ = (x1x2)(x2x3)(x3x4) · · · of Ê.
Corollary 2.5 of [2] shows that there is an isomorphism C∗(Ê) ∼= C∗(E) satisfying
sef 7→ sesfs
∗
f and pe 7→ ses
∗
e for all ef ∈ Ê
1 and all e ∈ Ê0.
More generally (see [1]), we can construct from any pair of integers 0 < p < q a new
graph E(p, q) from E. We define E(p, q) to be the graph with
E(p, q)0 := Ep and E(p, q)1 := Eq,
with range and source maps given by
rp,q(e1 · · · eq) :=
{
e1 · · · ep if p ≥ 1
r(e1) if p = 0
and sp,q(e1 · · · eq) :=
{
eq−p+1 · · · eq if p ≥ 1
s(eq) if p = 0.
So E(0, 1) ∼= E, E(1, 2) ∼= Ê, and E(0, p) is the pth higher-power graph (E0, Ep, r, s).
Bates shows in [1, Theorem 3.1] that C∗(E(p+ 1, q + 1)) ∼= C∗(E(p, q)) for all 0 < p < q,
and hence, by induction, that C∗(E(p, q)) ∼= C∗(E(0, q−p)) for all 0 < p < q, generalising
the usual isomorphism C∗(Ê) ∼= C∗(E) of [2, Corollary 2.5]. We will need the following
analogue of this result for Toeplitz algebras.
Recall that for any graph E, we denote by IE the ideal of T C
∗(E) generated by the pro-
jections ∆v := Qv−
∑
e∈vE1 TeT
∗
e indexed by v ∈ E
0, and that then C∗(E) = T C∗(E)/IE.
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Lemma 2.1. Let E be a row-finite graph with no sources and fix integers 0 < p < q.
For v ∈ E0 let qv :=
∑
µ∈vEp Qµ ∈ T C
∗(E(p, q)), and for µ ∈ Eq−p = E(0, q − p)1,
let tµ :=
∑
ν∈s(µ)Ep Tµν ∈ T C
∗(E(p, q)). Then there is an injective homomorphism p,q :
T C∗(E(0, q − p)) →֒ T C∗(E(p, q)) such that p,q(Qv) = qv for v ∈ E
0, and p,q(Te) = te
for e ∈ E1. We have
(2.1) p,q(∆v) =
∑
µ∈vEp
∆µ for all v ∈ E
0,
and p,q(IE(0,q−p)) ⊆ IE(p,q). There is an isomorphism ˜p,q : C
∗(E(0, q− p))→ C∗(E(p, q))
such that ˜p,q(a+ IE(0,q−p)) = p,q(a) + IE(p,q) for all a ∈ T C
∗(E(0, q − p)).
Proof. The elements qv are mutually orthogonal projections in T C
∗(E(p, q)) because {Qµ :
µ ∈ E(p, q)0} is a collection of mutually orthogonal projections. For µ, ν ∈ Eq−p, we have
t∗µtν =
∑
α∈s(µ)Ep,β∈s(ν)Ep
T ∗µαTνβ =
∑
α∈s(µ)Ep,β∈s(ν)Eq
δµα,νβQα = δµ,ν
∑
α∈s(µ)Ep
Qα = δµ,νqs(µ).
Hence (t, q) satisfies (TCK1), and the partial isometries {tµ : µ ∈ E
q−p} have mutually
orthogonal range projections. For v ∈ E0 and µ ∈ vEq−p, we have
qvtµ =
∑
ν∈vEq−p
Qν
∑
α∈s(µ)Ep
Tµα =
∑
ν∈vEq−p,α∈s(µ)Ep
δµ,νTµα =
∑
α∈s(µ)Ep
Tµα = tµ.
In particular, each tµt
∗
µ ≤ qr(µ), and since the tµt
∗
µ are mutually orthogonal, it follows that
(q, t) satisfies (TCK2). So the universal property of T C∗(E(0, q − p)) gives a homomor-
phism p,q : T C
∗(E(0, q − p)) → T C∗(E(p, q)) such that p,q(Qv) = qv for v ∈ E
0, and
p,q(Te) = te for e ∈ E
1.
To see that this homomorphism is injective, observe that for v ∈ E0, we have
qv −
∑
ν∈vEq−p
tνt
∗
ν =
∑
µ∈vEp
Qµ −
∑
ν∈vEq−p
∑
α∈s(ν)Ep
TναT
∗
να
=
∑
µ∈vEp
Qµ −
∑
λ∈vEq
TλT
∗
λ =
∑
µ∈vEp
(
Qµ −
∑
β∈s(µ)Eq−p
TµβT
∗
µβ
)
.
(2.2)
Let π : T C∗(E(p, q)) → B(ℓ2(E(p, q)∗)) be the path-space representation. For each
µ ∈ vEp, we have π(Qµ −
∑
α∈s(µ)Eq−p TµαT
∗
µα) = θhµ,hµ ∈ K(ℓ
2(E(p, q)∗)), and hence
π(Qµ −
∑
α∈s(µ)Eq−p) 6= 0. Hence qv −
∑
µ∈vEq−p tµt
∗
µ 6= 0. Theorem 4.1 of [9] therefore
shows that p,q is injective.
The calculation (2.2) establishes (2.1), and since p,q(IE) is an ideal of (T C
∗(E(0, q −
p))), it follows that it is contained in the ideal of T C∗(E(p, q)) generated by the ∆µ,
which is IE(p,q) by definition. So p,q descends to a homomorphism ˜p,q : C
∗(E(0, q−p))→
C∗(E(p, q)) satisfying
˜p,q(pv) = ˜p,q(Qv + IE(0,q−p)) = p,q(Qv) + IE(p,q) =
∑
µ∈vEp
pµ, and
˜p,q(sν) = ˜p,q(Tν + IE(0,q−p)) = p,q(Tν) + IE(p,q) =
∑
α∈s(ν)Ep
sνα.
This is an isomorphism because it agrees on generators with that obtained from [1, Corol-
lary 3.3]. 
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2.5. Topological graphs and their C∗-algebras. We present here a very brief intro-
duction to those parts of Katsura’s theory of topological graphs and their C∗-algebras
that we will need later. For a more comprehensive overview, see [25, Chapter 8]; for full
details, see [14, 15, 16, 17].
As defined by Katsura [14], a topological graph is a quadruple E = (E0, E1, r, s) where
E0 and E1 are locally compact Hausdorff spaces, r : E1 → E0 is a continuous map, and
s : E1 → E0 is a local homeomorphism.
The associated graph bimodule is defined as follows. The space Cc(E
1) is a C0(E
0)-
bimodule with respect to the actions
(
a · ξ
)
(e) = a(r(e))ξ(e) and
(
ξ · a
)
(e) = ξ(e)a(s(e))
for a ∈ C0(E
0) and ξ ∈ Cc(E
1). The formula 〈ξ | η〉C0(E0)(v) :=
∑
s(e)=v ξ(e)η(e) defines a
C0(E
0)-valued inner-product on Cc(E
1), and the completion X(E) of Cc(E
1) in the norm
‖ξ‖ = ‖〈ξ, ξ〉A‖
1/2 is a Hilbert C0(E
0)-bimodule called the graph correspondence of E.
Katsura proves that X(E) is equal to the space Cd(E
1) of functions
(2.3) Cd(E
1) :=
{
ξ ∈ C0(E
1) :
(
v 7→
∑
s(e)=v
|ξ(e)|2
)
∈ C0(E)
0
}
.
The left action of C0(E
0) onX(E) determines a homomorphism φ : C0(E
0)→ L(X(E))
by φ(a)ξ = a·ξ. If r : E1 → E0 is a proper map in the sense that the preimages of compact
sets are compact, then φ takes values in K(X(E)).
A representation of X(E) in a C∗-algebra A is a pair (π, ψ) such that π : C0(E
0)→ A
is a homomorphism, ψ : X(E) → A is a linear map, and we have π(a)ψ(ξ) = ψ(a · ξ),
ψ(ξ)π(a) = ψ(ξ · a) and ψ(ξ)∗ψ(η) = π(〈ξ, η〉C0(E0)) for all ξ, η ∈ X(E). The pair (π, ψ)
induces a homomorphism ψ(1) : K(X(E)) → A such that ψ(1)(θξ,η) = ψ(ξ)ψ(η)
∗ for all
ξ, η ∈ X(E) (see [24, Lemma 3.2]). The representation (ψ, π) is Cuntz–Pimsner covariant
if we have ψ(1)(φ(a)) = π(a) whenever φ(a) ∈ K(X(E)); in particular, if r : E1 → E0 is
proper, then (ψ, π) is Cuntz–Pimsner covariant if ψ(1) ◦ φ = π.
The topological graph C∗-algebra, denoted here by C∗(E) is the C∗-algebra generated
by a universal Cuntz–Pimsner covariant representation of E. Its Toeplitz algebra T C∗(E)
is the C∗-algebra generated by a universal representation of E.
If E is a graph and Y is a locally compact Hausdorff space then the topological graph
E× Y is defined by (E× Y )0 := E0× Y , (E×Y )1 := E1×Y and r(e, y) := (r(e), y) and
s(e, y) := (s(e), y). If E is locally finite, then r : (E × Y )1 → (E × Y )0 is a proper map.
The universal properties of C∗(E × Y ) and of the tensor product C∗(E) ⊗ C0(Y ) imply
(see [15, Proposition 7.7]) that there is an isomorphism C∗(E)⊗C0(Y ) ∼= C
∗(E×Y ) that
carries se ⊗ h to ψ
(
(f, y) 7→ δe,fh(y)
)
and carries pv ⊗ h to π
(
(w, y) 7→ δv,wh(y)
)
for all
e ∈ E1, v ∈ E0 and h ∈ C0(Y ).
2.6. C(X)-algebras. We need only the bare bones of the theory of C(X)-algebras here.
For details, see [32, Appendix C].
Let X be a locally compact Hausdorff space. A C∗-algebra A is called a C(X)-algebra
if there exists a nondegenerate homomorphism ι : C(X) → ZM(A) of C(X) into the
centre of the multiplier algebra of A. For each x ∈ X , the maximal ideal Jx = {f ∈
C(X) : f(x) = 0} of C(X) generates an ideal Ix = ι(Jx)A of A. We define Ax := A/Ix to
be the corresponding quotient. For a ∈ A, the map x 7→ ‖a+Ix‖ is upper semicontinuous.
There is a unique topology on A :=
⊔
x∈X Ax under which the functions x 7→ a + Ix are
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all continuous. In this topology,
(2.4) lim
n→∞
‖a+ Ixn‖ = 0 =⇒ lim
n→∞
a+ Ixn = 0.
SoA is an upper-semicontinuous bundle of C∗-algebras overX , and each a ∈ A determines
a section γa : x 7→ a + Ix of A that vanishes at infinity in the sense that for each ε > 0
there exists a compact set K ⊆ X such that ‖γa(x)‖ < ε for all x 6∈ K. The map a 7→ γa
is an isomorphism of A onto the algebra Γ0(X,A) of continuous sections of A that vanish
at infinity. So every C(X)-algebra is the algebra of sections of an upper-semicontinuous
bundle of C∗-algebras over X . Conversely, if A is an upper-semicontinuous bundle over X
then there is a nondegenerate homomorphism ι : C(X) → ZM(Γ0(X,A)) characterised
by (ι(f)γ)(x) = f(x)γ(x).
3. The suspension of a graph
In this section we define the suspension SE of a graph E and describe its basic prop-
erties. Our motivation is the relationship between the infinite-path space of SE and the
suspension flow of the shift-space associated to E, which we establish in Section 4. The
constructions in this section will be subsumed by the more-general construction of the
quivers S lE parameterised by l ∈ R in Section 6.
Let E be a locally finite graph with no sources. Let ∼ denote the smallest equivalence
relation on ((E∗ \ E0)× [0, 1]) ⊔ E∗ such that
(3.1) (µf, 0) ∼ µ and (eµ, 1) ∼ µ for all µ ∈ E∗, e ∈ E1r(µ) and f ∈ s(µ)E1.
Observe that ∼ restricts to an equivalence relation on (En+1× [0, 1])∪En for each n ≥ 0.
For µ ∈ E∗ \E0 and t ∈ [0, 1], we write [µ, t] for the equivalence-class of (µ, t) under ∼,
and for µ ∈ E∗ we write [µ] for the equivalence class of µ under ∼. Putting µ = v ∈ E0
in (3.1), we see that [e, 1] ∼ [f, 0] whenever s(e) = r(f). For n ∈ N = {0, 1, 2, . . .}, we
write
SEn :=
(
(En+1 × [0, 1]) ⊔ En
)
/∼,
and we define
SE∗ :=
(
((E∗ \ E0)× [0, 1]) ⊔ E∗
)
/∼ =
⊔
n
SEn.
It is straightforward to check that there are well-defined maps r, s : SE∗ → SE0 such
that r([eµ, t]) := [e, t] and s([µf, t]) := [f, t] for µ ∈ E∗ and e ∈ E1r(µ) and f ∈ s(µ)E1.
These maps satisfy r([µ]) = [r(µ)] and s([µ]) = [s(µ)] for µ ∈ E∗.
Definition 3.1. Let E be a locally finite graph with no sources. We call the quadruple
SE := (SE0,SE1, r, s) the suspension of E.
The following lemma will make it easier to work with the suspension of a graph.
Lemma 3.2. Let E be a locally finite graph with no sources. For µ, ν ∈ E∗ and s, t ∈ [0, 1],
we have (µ, s) ∼ (ν, t) if and only if one of the following holds:
(1) µ = ν and s = t;
(2) s = t = 0 and µ1 · · ·µ|µ|−1 = ν1 · · · ν|ν|−1, or s = t = 1 and µ2 · · ·µ|µ| = ν2 · · · ν|ν|;
or
(3) s = 1, t = 0 and µ2 · · ·µ|µ| = ν1 · · · ν|ν|−1, or s = 0, t = 1 and µ1 · · ·µ|µ|−1 =
ν2 · · · ν|ν|.
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Each α ∈ SE∗ has a representative of the form (µ, t) where µ ∈ E∗ and t ∈ [0, 1). If
α 6∈ {[µ] : µ ∈ E∗} then this representative is unique. The map µ 7→ [µ] is an injection of
E∗ into SE∗.
Proof. Consider the relation R0 on (E
∗ \ E0)× [0, 1] given by (1)–(3). Then R0 ⊆ ∼. It
is clear that R0 is reflexive and symmetric, and a quick case-by-case check of the possible
combinations of (2) and (3) shows that it is transitive. If (µ, s) ∼ (ν, t), then there is a
sequence (µ, s) = (µ0, s0) ∼ ν1 ∼ (µ1, s1) ∼ ν2 ∼ · · · ∼ νk ∼ (µk, sk) = (ν, t) where each
of the equivalences in the chain is one of the forms appearing in (3.1). It then follows
that each equivalence (µi, si) ∼ (µi+1, si+1) is of one of the forms appearing in (2) or (3).
Thus ∼ is contained in R0, and the two are equal.
If α ∈ SE∗ then by definition we have either α = [µ] for some µ ∈ E∗ or α = [ν, t] for
some (ν, t) ∈ (E∗ \E0)× [0, 1]. If α = [µ] then, since E has no sources, we can find e ∈ E1
with r(e) = s(µ), and then α = [µe, 0]. Likewise if α = [ν, 1] then we can find f ∈ E1
with r(f) = s(ν), and then α = [νf, 0]. Otherwise α = [ν, t] already has the desired form.
If α 6∈ {[µ] : µ ∈ E∗}, then α = [ν, t] for some t ∈ (0, 1) and ν ∈ E∗ \ E0, and then if
we also have α = [ν ′, s] then in particular (ν, t) ∼ (ν ′, s) with t 6= {0, 1}. In particular,
this equivalence does not appear in (2) or (3), and we deduce that it is of the form (1),
so ν = ν ′ and t = s.
Suppose that µ, ν ∈ E∗ satisfy µ ∼ ν. We can write [µ] = [µe, 0] and [ν] = [νf, 0] for
any e ∈ s(µ)E1 and f ∈ s(ν)E1. We then have (µe, 0) ∼ (νf, 0) which means that the
equivalence is of the form (1) or the first of the forms appearing in (2), each of which
forces µ = ν. So µ 7→ [µ] is an injection. 
We call elements of SE∗ paths in SE, and elements of
SEn :=
(
(En+1 × [0, 1]) ⊔ En
)
/∼
paths of length n in SE.
Notation 3.3. Using Lemma 3.2, we regard E∗ as a subset of SE∗. In particular, for
n ∈ N, we write
SEn \ En = {[µ, t] : µ ∈ En+1 and t ∈ (0, 1)}.
There is a partially defined composition map on SE∗ as follows: the pair ([µ, t], [ν, s]),
is composable if and only if s([µ, t]) = r([µ, s]), which in particular forces t = s. If
s([µ, t]) = r([ν, t]), and if these representatives have been chosen with t 6= 1 as above,
then the composition is defined as
[µ, t][ν, t] = [µ1 · · ·µ|µ|−1ν1 · · · ν|ν|, t].
It then follows that for µ, ν ∈ E∗ with s(µ) = r(ν), we have [µ][ν] = [µν]. We also have
r([µ, t][ν, t]) = r([µ, t]) and s([µ, t][ν, t]) = s([ν, t]) whenever [µ, t][ν, t] makes sense. Under
this concatenation, SE∗ is a small category with objects SE0.
Given α = [µ, t] ∈ SE∗ with t ∈ [0, 1), we can write µ = µ1 · · ·µn+1 with each µi ∈ E
1.
Defining αi := [µiµi+1, t] ∈ SE
1 for i ≤ n, we obtain a factorisation α = α1 · · ·αn. This is
the unique factorisation of α as a composition of edges of SE.
As with directed graphs, given subsets U, V ⊆ SE∗, we write UV := {αβ : α ∈
U, β ∈ V and s(α) = r(β)}. If U is a singleton U = {α}, then we write αV and V α in
place of {α}V and V {α}. In particular, for ω ∈ SE0 and a subset U ⊆ SE∗ we have
ωU = U ∩ r−1(ω) and Uω = U ∩ s−1(ω).
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Throughout the paper, we write S for the circle R/Z. Each element of S has a unique
representative in [0, 1). We often abuse notation slightly and regard elements of [0, 1] as
elements of S (so 1 and 0 are equal as elements of S).
Lemma 3.4. Let E be a locally finite graph with no sources. There is a continuous map
̟ : SE∗ → S such that ̟([µ, t]) = t for µ ∈ E∗ \ E0 and t ∈ [0, 1).
Proof. Lemma 3.2 shows that [µ, t] 7→ t is well-defined from SE∗ to S. To see that it is
continuous, let q :
(
(E∗ \ E0) × [0, 1]) → SE0 be the quotient map. For 0 < a < b < 1,
we have q−1
(
̟−1((a, b))
)
= (E∗ \ E0) × (a, b), which is open. So ̟−1((a, b)) is open.
Likewise, for ε < 1/2, we have q−1
(
̟−1((−ε, ε))
)
= (E∗ \E0)× ([0, ε)∪ (1− ε, 1]), which
again is open. So ̟−1((−ε, ε)) is open. 
Observe that the map ̟ of Lemma 3.4 satisfies ̟(α) = ̟(s(α)) = ̟(r(α)) for all
α ∈ SE∗.
Notation 3.5. For t ∈ S, we define
SE∗t = ̟
−1(t) = {[µ, t] : µ ∈ E∗},
and for n ∈ N, we define
SEnt := SE
n ∩ SE∗t = {[µ, t] : µ ∈ E
n+1}.
We then have SEnt = (SE
n)(SE0t ) = (SE
0
t )(SE
n) for all n, t. With this notation, SE∗1 =
SE∗0 = {[µ] : µ ∈ E
∗}.
We aim to construct a C∗-algebra from SE. The following lemma shows that we can-
not employ Katsura’s theory of topological-graph C∗-algebras, or Muhly and Tomforde’s
theory of topological-quiver C∗-algebras: to get off the ground, both theories require at
least that the source map s is an open map.
Lemma 3.6. Let E be a finite graph with no sources. The maps s, r : SE1 → SE0 are
continuous maps, and restrict to local homeomorphisms from SE1 \ E1 to SE0 \ E0. For
e ∈ E1, the map s is open at [e] ∈ SE1 if and only if |E1s(e)| = 1, and the map r is open
at [e] if and only if |r(E)E1| = 1. In particular, s is an open map if and only if |E1v| = 1
for all v ∈ E0, and r is an open map if and only if |vE1| = 1 for all v ∈ E0.
Proof. The range and source maps are continuous by construction. If 0 < t < 1 and
ef ∈ E2, then for any ε such that (t − ε, t + ε) ⊆ (0, 1), the restrictions of s, r to
{[ef, s] : |t− s| < ε} are homeomorphisms onto open sets.
Fix e ∈ E1. To see that s is open at [e] if and only if |E1s(e)| = 1, first suppose that
|E1s(e)| = 1, so E1s(e) = {e}. Then the sets
Uε := {[fe, t] : f ∈ E
1r(e), t > 1− ε} ∪ {[ef, t] : f ∈ s(e)E1, t < ε}
indexed by ε ∈ (0, 1/2) form a neighbourhood base at [e] and we have s(Uε) = {[e, t] : t >
1− ε}∪{[f, t] : f ∈ s(e)E1, t < ε}. Since E1s(e) = {e}, we deduce that, writing v = s(e),
s(Uε) = {[f, t] : f ∈ E
1v, t > 1− ε} ∪ {[f, t] : f ∈ vE1, t < ε},
which is a basic open neighbourhood of [v]. So s is open at [e].
Now suppose that |E1s(e)| ≥ 2, say f ∈ E1s(e) \ {e}, and write v := s(e). Consider
the set
U := {[he, t] : h ∈ E1r(e), 1/2 < t ≤ 1} ∪ {[eh, t] : h ∈ vE1, 0 ≤ t < 1/2}.
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This set is open in the quotient topology. We have
s(U) = {[e, t] : 1/2 < t ≤ 1} ∪ {[h, t] : h ∈ vE1, 0 ≤ t < 1/2}.
In particular, we have [v] = [e, 1] ∈ s(U), but the sequence ([f, (n−1)/n])∞n=1 is contained
in the complement of s(U) and converges to [v]. So s is not open at [e].
This completes the proof that s is open if and only if each |E1v| = 1. A symmetric
argument (or the same argument applied to the opposite graph) shows that r is open at
[e] if and only if r(e)E1 is a singleton.
The first statement implies in particular that r, s are open at α for every α ∈ SE1 \E1,
so the final statement follows immediately. 
Example 3.7. Consider the simplest example of a finite graph with no sources: E0 = {v}
and E1 = {e}, so r(e) = s(e) = v. Then the map ̟ of Lemma 3.4 restricts to a
homeomorphism ̟ : [e, t] 7→ t from SE0 to S. For each w ∈ SE0 there is a unique
fw ∈ SE
1 with r(fw) = s(fw) = w, and then SE
1 = {fw : w ∈ SE
0} ∼= S, and s and r are
homeomorphisms.
Example 3.8. Now consider the finite graph such that E0 = {v} and E1 = {e, f}, so
r(e) = s(e) = r(f) = s(f) = v. So SE0 is equal to the union {e, f}×S of two circles glued
at a point by gluing (e, 0) to (f, 0). For g ∈ E1 and t ∈ S, consider the vertex [g, t] ∈ SE0.
We have SE1[g, t] = {[eg, t], [fg, t]}, and the ranges of these edges are [e, t] and [f, t]
respectively. So as a set, we have SE1 ∼= {e, f}×SE0. The sequences ([ee, 1−1/n])∞n=1 and
([fe, 1− 1/n])∞n=1 converge in SE
1 to [ee, 1] = [fe, 1], and s([ee, 1− 1/n]) = [e, 1− 1/n] =
s([fe, 1− 1/n]) for all n, so s is not a local homeomorphism at [ee, 1].
4. The infinite-path space of the suspension of a graph
In this section we describe the infinite-path space of the suspension of E, and we show
that if E is finite, then SE∞ is homeomorphic to the one-sided suspension flow of the
shift space of the graph. In Section 5 we will define the Toeplitz algebra T C∗(SE) and
the Cuntz–Krieger algebra C∗(SE) of the suspension of a graph E using analogues of the
path-space representation and Calkin representation of a graph C∗-algebra. We will then
link this to symbolic dynamics by showing that C∗(SE) has a natural representation on
ℓ2(SE∞).
An infinite path in SE is a sequence α1α2α3 · · · of edges αi ∈ SE
1 such that r(αi+1) =
s(αi) for all i. We write SE
∞ for the set of all infinite paths in SE.
Lemma 4.1. Let E be a locally finite graph with no sources. There is a bijection
θ∞ : E∞ × [0, 1) → SE∞ such that θ∞(e1e2e3 · · · , t) = [e1e2, t][e2e3, t][e3e4, t] · · · for
all e1e2 · · · ∈ E
∞ and t ∈ [0, 1).
Proof. To see that θ∞ is surjective, fix ξ = α1α2 · · · in SE
∞. Write each αi = (eifi, ti)
with ti ∈ [0, 1) as in Lemma 3.2. Then ti = t1 for all i. Let t := t1. If t 6= 0, then
s(αi) = r(αi+1) forces [fi, t] = [ei+1, t], and hence Lemma 3.2 gives fi = ei+1, for all i.
Thus x = e1e2e3 · · · ∈ E
∞ and we have ξ = θ∞(x, t). If t = 0, then s(αi) = r(αi+1)
forces s(ei) = r(ei+1) for all i, and then since t = 0 we have αi = [eiei+1, 0] for each
i. So again, x = e1e2 · · · belongs to E
∞ and ξ = θ∞(x, t). For injectivity, suppose
that θ∞(x, s) = θ∞(y, t) = α1α2 · · · . Put write x = e1e2 · · · and y = f1f2 · · · . Then
[e1e2, s] = α1 = [f1f2, t], and since s, t 6= 1, Lemma 3.2 forces s = t. The definition of ≈
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shows that if s, t 6= 1 and [ef, s] = [gh, t] then e = g. Since [eiei+1, s] = αi = [fifi+1, s] for
all i, we deduce that ei = fi for all i, and so θ
∞ is injective. 
We next describe a natural topology on SE∞.
Lemma 4.2. Let E be a locally finite graph with no sources. For µ ∈ E∗ and 0 < a <
b < 1, let
Z(µ, (a, b)) := {θ∞(x, t) : x ∈ µE∞ and t ∈ (a, b)},
and for µ ∈ E∗ and 0 < ε < 1
2
, let
Z(µ, ε) := {θ∞(eµx, t) : e ∈ E1r(µ), x ∈ s(µ)E∞, and t ∈ (1− ε, 1)}
∪ {θ∞(µx, t) : x ∈ s(µ)E∞ and t ∈ [0, ε)}
Then there is a second-countable Hausdorff topology on SE∞ with basis
B = {Z(µ, (a, b)) : µ ∈ E∗ and 0 < a < b < 1}
∪ {Z(µ, ε) : µ ∈ E∗ and 0 < ε <
1
2
}.
Proof. To see that B is a basis, first observe that for t 6= 0 any element of the form θ∞(x, t)
belongs to Z(r(x), (a, b)) for any 0 < a < t < b < 1; and any element of the form θ∞(x, 0)
belongs to Z(x1,
1
2
) for any e ∈ E1 with s(e) = r(x), so
⋃
B = SE∞.
Given µ, ν ∈ E∗, we define
µ ∨ ν :=

µ if µ = νµ′
ν if ν = µν ′
∞ otherwise,
where ∞ is used here purely as a formal symbol. As a notational convenience, we define
Z(∞, (a, b)) = ∅ = Z(∞, ε) for any a, b, ε. We then have
Z(µ, (a, b)) ∩ Z(ν, (c, d)) = Z(µ ∨ ν, (max{a, c},min{b, d})),
Z(µ, ε) ∩ Z(ν, δ) = Z(µ ∨ ν,min{ε, δ}), and
Z(µ, (a, b)) ∩ Z(ν, ε) =
( ⋃
e∈E1r(ν)
Z
(
µ ∨ eν, (a, b) ∩ (1− ε, 1)
))
∪ Z
(
µ ∨ ν, (a, b) ∩ [0, ε)
)
.
So B is a base for a topology on SE∞.
This topology is second countable because restricting the values of a, b, and ε to rational
values in the definition of B yields a countable base for the same topology.
To see that this topology is Hausdorff, fix distinct elements θ∞(x, s) and θ∞(y, t) of
SE∞. First suppose that s = t. Then x 6= y so we can find µ, ν ∈ E∗ \ E0 such that
x ∈ µE∞, y ∈ νE∞ and µ ∨ ν = ∞. If s 6= 0 then for any 0 < a < s < b < t, the sets
Z(µ, (a, b)) and Z(ν, (a, b)) are disjoint neighbourhoods of θ∞(x, s) and θ∞(y, t). If s = 0,
then that µ, ν 6∈ E0 implies that eµ ∨ fν = ∞ for any e ∈ E1r(µ) and f ∈ E1r(ν). We
already have µ∨ν =∞, so we deduce that Z(µ, 1
2
) and Z(ν, 1
2
) are disjoint neighbourhoods
of θ∞(x, s) and θ∞(y, t). Now suppose that s 6= t; without loss of generality, s 6= 0. Fix
µ with x ∈ µE∞ and y ∈ νE∞. Choose 0 < a < s < b < 1 such that t 6∈ (a, b). If t = 0,
then for any ε < min{a, 1− b} and any f ∈ E1 with s(f) = r(ν), the sets Z(µ, (a, b)) and
Z(fν, ε) are disjoint neighbourhoods of θ∞(x, s) and θ∞(y, t); and if t 6= 0 then for any
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0 < c < t < d < 1 such that (a, b) ∩ (c, d) = ∅, the sets Z(µ, (a, b)) and Z(ν, (c, d)) are
disjoint neighbourhoods of θ∞(x, s) and θ∞(y, t). 
Let ∼σ be the equivalence relation on E
∞× [0, 1] defined by (x, s) ∼σ (y, t) if and only
if either x = y and s = t or y = σ(x), s = 1 and t = 0 or x = σ(y), s = 0 and t = 1;
that is, the smallest equivalence relation such that (x, 1) ∼σ (σ(x), 0) for all x ∈ E
∞. The
suspension of (E∞, σ) is the topological quotient space
M(σ) := (E∞ × [0, 1])/∼σ.
For t ∈ [0, 1], we write
M(σ)t := {[x, t] : x ∈ E
∞} ⊆M(σ).
So M(σ)1 = M(σ)0 ∼= E
∞.
Remark 4.3. We can identify M(σ) with the quotient space (E∞ × [0,∞))/∼σ where
(x, s) ∼σ (y, t) if and only if s − ⌊s⌋ = t − ⌊t⌋ and σ
⌊s⌋(x) = σ⌊t⌋(y). The identification
sends [x, t] ∈Mσ to the corresponding class Jx, tK in (E
∞×R)/∼σ; the inverse sends Jx, tK
to [σ⌊t⌋(x), t− ⌊t⌋].
Proposition 4.4. Let E be a finite graph with no sources. The suspension M(σ) is a
compact Hausdorff space, and the map θ∞ : E∞ × [0, 1)→ SE∞ described in Lemma 4.1
induces a homeomorphism of M(σ) onto SE∞.
Proof. The equivalence classes for ∼σ in E
∞ × [0, 1] are finite: if t 6∈ {0, 1} then the
equivalence class of (x, t) is a singleton; if t = 0 then the equivalence class of (x, t)
is {(x, 0)} ∪ {(ex, 1) : e ∈ E1r(x)}, and if t = 1 then the equivalence class of (x, t)
is {(σ(x), 0)} ∪ {(eσ(x), 1) : e ∈ E1r(σ(x))}. In particular, the ∼σ-equivalence classes
in E∞ × [0, 1] are discrete, and so the quotient topology on M(σ) is Hausdorff. Since
E∞ × [0, 1] is compact, so is M(σ).
The quotient map q from E∞× [0, 1] toM(σ) restricts to a bijection from E∞× [0, 1) to
M(σ), and so θ∞ induces a bijection τ from M(σ) to SE∞ such that τ(q(x, t)) = θ∞(x, t)
for x ∈ E∞ and t ∈ [0, 1). Since SE∞ is Hausdorff and M(σ) is compact, to see that τ is
a homeomorphism, it suffices to show that it is continuous.
For this, observe that for µ ∈ E∗ and 0 < a < b < 1, we have q−1
(
τ−1
(
Z(µ, (a, b))
))
=
µE∞ × (a, b), and so τ−1
(
Z(µ, (a, b))
)
is open by definition of the quotient topology.
Similarly, q−1
(
τ−1(Z(eµ, ε))
)
=
(
eµE∞× (1− ε, 1]
)
∪
(
µE∞× [0, ε)
)
, which again is open
in E∞ × [0, 1]; so again by definition of the quotient topology, τ−1(Z(eµ, ε)) is open, and
hence τ is continuous. 
5. The C∗-algebras of the suspension of a graph
In this section we define two C∗-algebras associated to the suspension of a graph E. We
define the first of these algebras in terms of a concrete representation on a non-separable
Hilbert space, for which we use the following notational convention.
Notation 5.1. Throughout the rest of the paper, given any set X , we write
ℓ2(X) := {f : X → C : f−1(C \ {0}) is countable, and
∑
x∈X
|v(x)|2 <∞},
which is a Hilbert space with inner product given by 〈f, g〉 =
∑
x∈X v(x)w(x). We denote
the canonical basis elements of ℓ2(X) by {hx : x ∈ X}; so hx(y) = δx,y for x, y ∈ X .
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Remark 5.2. Using Notation 3.5, the set SEn0 = SE
n
1 is the canonical copy {[µ] : µ ∈ E
n}
of En in SE∗. In particular, there is a unitary U0 : ℓ
2(E∗)→ ℓ2(SE∗0) satisfying
U0hµ = h[µ].
For t ∈ (0, 1), and for each n ∈ N, there is a bijection SEnt → Ê
n given by [µ, t] 7→
(µ1µ2)(µ2µ3) · · · (µnµn+1). In particular, for each t ∈ (0, 1) there is a unitary Ut : ℓ
2(Ê∗)→
ℓ2(SE∗t ) given by
Uth(µ1µ2)(µ2µ3)···(µ|µ|−1µ|µ|) = h[µ,t].
Lemma 5.3. Let E be a locally finite graph with no sources. There is an injective non-
degenerate representation ρ : C0(SE
0)→ B(ℓ2(SE∗) such that
ρ(a)hα = a(r(α))hα for all a ∈ C0(SE
0) and α ∈ SE∗.
There is a linear map ψ : Cc(SE
1)→ B(ℓ2(SE∗)) such that
(5.1) ψ(ξ)hα =
∑
β∈SE1r(α)
ξ(β)hβα for all ξ ∈ Cc(SE
1) and α ∈ SE∗.
We have ‖ψ(ξ)‖ ≤ ‖ξ‖∞ · |{ef ∈ E
2 : ξ([ef, t]) 6= 0 for some t ∈ [0, 1]}|.
Proof. The representation ρ is the direct-sum of the representations a 7→ a(ω) Idℓ2(ωSE∗)
indexed by ω ∈ SE0. It is nondegenerate because for each α ∈ SE∗ and any a ∈ C0(SE
0)
with a(r(α)) = 1 we have ρ(a)hα = hα. To see that it is injective, note that ‖ρ(a)‖ ≥
supω∈SE0 ‖ρ(a)hω‖ = ‖a‖∞.
To see that there is a linear map ψ as claimed, let π be the path-space representation
of T C∗(E). For t ∈ (0, 1), the operator
At :=
∑
ef∈Ê1
ξ([ef, t])π(tetf t
∗
f ) ∈ π(T C
∗(E)) ⊆ B(ℓ2(E∗))
satisfies ‖At‖ ≤
∑
ef∈Ê1 |ξ([ef, t])| ≤ |ξ|∞ · |{ef ∈ E
2 : ξ([ef, t]) 6= 0 for some t}| because
the π(tetf t
∗
f) are partial isometries. Similarly, the operator
A0 :=
∑
e∈E1
ξ([e])π(te)
satisfies ‖A0‖ ≤
∑
e∈E1 |ξ([e])| ≤ |ξ|∞ · |{ef ∈ E
2 : ξ([ef, t]) 6= 0 for some t}|. Let
Ut : ℓ
2(SE∗t ) → ℓ
2(Ê∗), 0 < 1 < t, and U0 : ℓ
2(SE∗0) → ℓ
2(E∗) be the unitaries of
Remark 5.2. Let U :=
⊕
Ut : ℓ
2(SE∗)→
⊕
t∈[0,1) ℓ
2(E∞). Then
ψ(ξ) := U∗
( ⊕
t∈[0,1)
At
)
U ∈ B(ℓ2(SE∗))
satisfies (5.1). The map ψ∞ thus defined is clearly linear, and satisfies the desired norm
estimate because the At all do. 
We are now ready to define the Toeplitz algebra of SE.
Definition 5.4. Let E be a locally finite graph with no sources. We define T C∗(SE) to
be the C∗-subalgebra of B(ℓ2(SE∗)) generated by ρ(C0(SE
0)) and ψ(Cc(SE
1)).
To define C∗(SE) we first need to observe that the operators ρ(a) and ψ(ξ) above
respect the fibration of ℓ2(SE∗) over S.
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Lemma 5.5. Let E be a locally finite graph with no sources. For each ω ∈ SE0, the
subspace ℓ2(SE∗ω) ⊆ ℓ2(SE∗) is invariant for T C∗(SE). In particular, each ℓ2(SE∗t ) is
invariant for T C∗(SE). For each t ∈ S and each ω ∈ SE0t , we have T C
∗(SE)|ℓ2(SE∗ω) ∩
K(ℓ2(SE∗t )) = K(ℓ
2(SE∗ω)).
Proof. For a ∈ C0(SE
0), ξ ∈ Cc(SE
1) and α ∈ SE∗, the element ρ(a)hα is a scalar
multiple of hα. We have ψ(ξ)hα =
∑
β∈SE1r(α) ξ(β)hβα, and a quick calculation using
inner-products shows that
ψ(ξ)∗hα =
{
ξ(α1)hα2···α|α| if |α| ≥ 1
0 otherwise.
In particular, ρ(a)hα, ψ(ξ)hα and ψ(ξ)
∗hα all belong to ℓ
2(SE∗s(α)). Since the elements
ρ(a) and ψ(ξ) generate T C∗(SE), it follows that each ℓ2(SE∗ω) is invariant. Consequently
each ℓ2(SE∗t ) =
⊕
ω∈SE0t
ℓ2(SE∗ω) is invariant as well.
To prove the final statement, we first show that θω,ω ∈ T C
∗(SE)|ℓ2(SE∗t ) for each t ∈ S
and ω ∈ SE0t . For this, fix ω ∈ SE
0. Fix a ∈ C0(SE
0) such that a|SE0t = δω (this is
possible since SE0t is a discrete subset of SE
0). Likewise, the set SE1t is discrete in SE
1,
so for each α ∈ ωSE1 we can choose ξα ∈ Cc(SE
1) such that ξα|SE1t = δα. Using the
formulas described in the preceding paragraph for the actions of ρ(a) and the ψ(ξα) and
their adjoints on basis elements, we see that
θhω ,hω =
(
ρ(a)−
∑
α∈ωSE1
ψ(ξα)ψ(ξα)
∗
)∣∣∣
ℓ2(SE∗t )
∈ T C∗(SE)|ℓ2(SE∗t ).
Now fix t ∈ S, ω ∈ SE0t , and α ∈ SE
∗ω \ {ω}. Factor α = α1 · · ·αm where each
αi ∈ SE
1. Using that SE1t is discrete, we choose ξ1, . . . , ξm ∈ Cc(SE
1) such that ξi|SE1t =
δαi . Again calculating with basis vectors, we see that θhα,hω = ψ(ξ1) · · ·ψ(ξm)θhω ,hω ∈
T C∗(SE)|ℓ2(SE∗t ). Since each ℓ
2(SE∗ω) is invariant for T C∗(SE), we deduce that θhω ,hα =
θhω ,hω(ψ(ξ1) · · ·ψ(ξm))
∗ ∈ T C∗(SE)|ℓ2(SE∗t ). Now for arbitrary α, β ∈ SE
∗ω we have
θhα,hβ = θhα,hωθhω ,hβ ∈ T C
∗(SE)|ℓ2(SE∗t ).
It follows that K(ℓ2(SE∗ω)) ⊆ T C
∗(SE)|ℓ2(SE∗t )∩K(ℓ
2(SE∗t )) for each t ∈ S and ω ∈ SE
0
t .
Since we also know that each ℓ2(SE∗ω) ⊆ ℓ2(SE∗t ) is invariant for T C
∗(SE), we have the
reverse containment as well. 
Given a Hilbert space H, we write Q(H) for the Calkin algebra B(H)/K(H).
Definition 5.6. Let E be a locally finite graph with no sources. We define ρ˜ : C0(SE
0)→⊕
t∈SQ(ℓ
2(SE∗t )) by
ρ˜(a) =
⊕
t∈S
ρ(a)|ℓ2(SE∗)t +K(ℓ
2(SE∗t )),
and for ξ ∈ Cc(SE
1), we define
ψ˜(ξ) =
⊕
t∈S
ψ(ξ)|ℓ2(SE∗)t +K(ℓ
2(SE∗t )).
We define C∗(SE) to be the C∗-subalgebra of
⊕
t∈SQ(ℓ
2(SE∗t )) generated by ρ˜(C0(SE
0))
and ψ˜(Cc(SE
1)).
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Remark 5.7. For each t ∈ S and each ω ∈ SE0t , the subspace ℓ
2(SE∗ω) ⊆ ℓ2(SE∗t ) is
invariant for T C∗(SE). It follows that there is an injective homomorphism from C∗(SE)
to
⊕
ω∈SE0 Q(ℓ
2(SE∗ω)) that carries
⊕
t∈S
(
a|ℓ2(SE∗t )+K(ℓ
2(SE∗t ))
)
to
⊕
ω∈SE0
(
a|ℓ2(SE∗ω)+
K(ℓ2(SE∗ω))
)
for all a ∈ T C∗(SE).
We link our definition of C∗(SE) to the suspension of one-sided shift of E using the
infinite-path space of SE described in the preceding section.
Proposition 5.8. Let E be a locally finite graph with no sources, and suppose that every
cycle in E has an entrance. Then there is a faithful representation Θ : C∗(SE) →
ℓ2(M(σ)) such that for x ∈ E∞ and t ∈ [0, 1)
Θ(ρ˜(a))h[x,t] = a([x1, t])h[x,t] for all a ∈ C0(SE
0)
and
Θ(ψ˜(ξ))h[x,t] =
∑
e∈E1r(x)
ξ([e, t])h[ex,t] for all ξ ∈ Cc(SE
1).
Proof. Since every cycle in E has an entrance, the Cuntz–Krieger uniqueness theorem [19,
Theorem 3.7] shows that the infinite-path-space representations π∞ : C
∗(E)→ B(ℓ2(E∞))
and πˆ∞ : C
∗(Ê) → B(ℓ2(Ê∞)) are both faithful. As discussed in Section 2.3, the Calkin
representations πQ : C
∗(E) → Q(ℓ2(E∗)) and πˆQ : C
∗(Ê) → Q(ℓ2(Ê∗)) are also faithful.
Hence θ := π∞ ◦ π
−1
Q : πQ(C
∗(E)) → π∞(C
∗(E)) is an isomorphism that carries Qv +
K(ℓ2(E∗)) to Pv := projℓ2(vE∞) and carries Te + K(ℓ
2(E∗)) to Se : hx 7→ δs(e),r(x)hex.
Similarly, θˆ := πˆ∞ ◦ πˆ
−1
Q : πˆQ(C
∗(Ê)) → πˆ∞(C
∗(Ê)) is an isomorphism carrying Qe +
K(ℓ2(Ê∗)) to Pe := projℓ2(eÊ∞) and carrying Tef + K(ℓ
2(Ê∗)) to Sef : hx 7→ δf,r(x)h(ef)x.
It follows that θ ⊕ (
⊕
t∈S\{0} θˆ) : C
∗(SE) → ℓ2(E∞) ⊕
(⊕
t∈S\{0} ℓ
2(Ê∞)
)
is a faithful
representation.
As in the proof of Lemma 5.3, let Ut : ℓ
2(SE∗t )→ ℓ
2(Ê∗), 0 < 1 < t, and U0 : ℓ
2(SE∗0)→
ℓ2(E∗) be the unitaries of Remark 5.2, and let U :=
⊕
Ut : ℓ
2(SE∗) →
⊕
t∈[0,1) ℓ
2(E∞).
Then Θ(x) := U∗
(
θ ⊕ (
⊕
t∈S\{0} θ̂)
)
(x)U defines a faithful representation of C∗(SE) on⊕
t∈S ℓ
2(SE∞t ) = ℓ
2(SE∞). Direct calculation using the definitions of ρ˜, ψ˜, θ and θˆ shows
that Θ satisfies the prescribed formulae. 
6. Fractional higher-power graphs and their C∗-algebras
In this section, given a graph E, we generalise the construction of Section 3 by con-
structing, for each real number l a quiver S lE in such a way that S1E = SE and
S−1E = SEop. To each S lE we associate a Toeplitz algebra T C∗(S lE) and a C∗-algebra
C∗(S lE) so that T C∗(S1E) ∼= T C∗(SE) and T C∗(S−1E) ∼= T C∗(SEop), and similarly
at the level of Cuntz–Krieger algebras. We show that T C∗(S0E) ∼= C0(SE
0) ⊗ T and
C∗(S0E) ∼= C0(SE
0)⊗ C(T).
We then show that if l = m
n
is rational, then there is a graph F , closely related to E,
such that T C∗(S lE) ∼= T C∗(S |m|F ), and this isomorphism descends to an isomorphism
C∗(S lE) ∼= C∗(S |m|F ). This motivates the next section, in which we give a concrete
description of each of T C∗(SmE) and C∗(SmE) for a large class of graphs E and all
positive integers m. Combining this result with those of the current section yields an
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explicit description of T C∗(S lE) and C∗(S lE) for all rational l and for a large class of
graphs E.
We use the following notation: given integers 0 ≤ m ≤ n ≤ L, if µ = µ1µ2 . . . µL ∈ E
L,
then
µ(m,n) =
{
µm+1 · · ·µn if n > m
r(µm+1) if n = m.
It will be convenient in this section to use the following alternative description of
SE0: it is homeomorphic to the quotient of
⊔
n≥0E
n × [0, n] by the equivalence relation
(µ, s) ∼ (ν, t) if s− ⌊s⌋ = t− ⌊t⌋ and µ(⌊s⌋, ⌈s⌉) = ν(⌊t⌋, ⌈t⌉) (see [12]).
Definition 6.1. Let E be a locally finite graph with no sources. Fix l ∈ R. Let ≈l be
the equivalence relation on {(µ, t) : µ ∈ E∗ and t, t + l ∈ [0, |µ|]} given by (µ, s) ≈l (ν, t)
if and only if s− ⌊s⌋ = t− ⌊t⌋ and{
µ(⌊s⌋, ⌈s+ l⌉) = ν(⌊t⌋, ⌈t + l⌉) if l ≥ 0,
µ(⌊s+ l⌋, ⌈s⌉) = ν(⌊t + l⌋, ⌈t⌉) if l ≤ 0.
We define
S lE1 := {(µ, t) : µ ∈ E∗ and t, t+ l ∈ [0, |µ|]}/≈l.
We write [µ, t]l for the equivalence class of (µ, t) under ≈l. Define rl, sl : SE
l → SE0 by
rl([µ, t]l) := [µ, t]l and sl([µ, t]l) = [µ, t + l]l. The quadruple (SE
0,S lE1, r, s) is denoted
S lE.
Remark 6.2. The special case l = 1 coincides with the space SE1 and range and source
maps r, s : SE1 → SE0 of Section 3. When l = −1 there is a homeomorphism from
the space S−1E1 to the space (SEop)1 associated to the opposite graph of E satisfying
[ef, t] 7→ [f opeop, 1 − t], and this homeomorphism intertwines r−1 with r : (SE
op)1 →
(SEop)0 and intertwines s−1 with s : (SE
op)1 → (SEop)0. When l = 0, we see that S0E1
is a copy of the vertex space, and r0, s0 are both just the identity map SE
0 → SE0.
Notation 6.3. We will frequently just write r, s in place of rl, sl, and [µ, t] in place of
[µ, t]l, when the parameter l is clear from context.
As with SE, the quivers S lE are not usually topological graphs, except if l = 0.
Lemma 6.4. Let E be a locally finite graph with no sources. The range and source maps
s0 and r0 on S
0E are homeomorphisms. Fix l ∈ R \ {0}. Then rl and sl are continuous
maps. If l > 0, then the map sl is an open map if and only if each |E
1v| = 1 and rl is an
open map if and only if each |vE1| = 1. If l < 0, then the map sl is open if and only if
each |vE1| = 1, and rl is open if and only if each |E
1v| = 1.
Proof. The final statement of Remark 6.2 shows that s0 and r0 are homeomorphisms. The
proof of the remaining statements is very similar to that of Lemma 3.6. 
A path in S lE is a sequence [µ1, t1][µ2, t2][µ3, t3] · · · [µk, tk] of elements of S
lE1 such that
sl([µi, ti]) = rl([µi+1, ti+1]) for all 1 ≤ i < k. We write S
lE∗ for the space
⊔∞
i=0 S
lEi
of all paths in S lE, including the vertices, which are regarded as paths of length 0. So
S lE0 = SE0. We define r(v) = s(v) = v for each v ∈ SE0, and for
α = [µ1, t1][µ2, t2][µ3, t3] · · · [µk, tk] ∈ S
lEk
we define r(α) = r([µ1, t1]) and s(α) = s([µk, tk]).
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Remark 6.5. For each t ∈ S we write S lEnt for {α ∈ S
lEn : ̟(s(α)) = t} = (S lEn)(SE0t ).
We have r(S lEnt ) = SE
0
t−l, where addition on the subscript is modulo Z. If l = m ∈ Z is
an integer, then as in Remark 5.2, the space SmEn0 = S
mEn1 is the canonical copy {[µ] :
µ ∈ Enm} of Enm in SmE∗. In particular there is a unitary U0 : ℓ
2(E(0, m)∗)→ ℓ2(SmE∗0)
satisfying
U0hµ = h[µ].
For m ≥ 0, t ∈ (0, 1), and each n ∈ N, there is a bijection SmEnt → E(1, m + 1)
n such
that [µ, t] 7→ (µ1 · · ·µm+1)(µm · · ·µ2m+1) · · · (µ(n−1)m · · ·µnm+1). Thus for each t ∈ (0, 1)
there is a unitary Ut : ℓ
2(E(1, m+ 1)∗)→ ℓ2(SmE∗t ) given by
Uth(µ1···µm+1)(µm···µ2m+1)···(µ(n−1)m···µnm+1) = h[µ,t]
The space S lE1 is endowed with the quotient topology inherited from SE⌈l⌉+1 × [0, 1].
Lemma 6.6. Let E be a locally finite graph with no sources and fix l ∈ R. Let {hα :
α ∈ S lE∗} denote the canonical orthonormal basis for ℓ2(S lE∗). There is an injective
nondegenerate representation ρl : C0(SE
0)→ B(ℓ2(S lE∗) such that
ρl(a)hα = a(r(α))hα for all a ∈ C0(SE
0) and α ∈ S lE∗,
and there is a linear map ψl : Cc(S
lE1)→ B(ℓ2(S lE∗)) such that
ψl(ξ)hα =
∑
β∈SlE1r(α)
ξ(β)hβα for all ξ ∈ Cc(S
lE1) and α ∈ S lE∗.
We have
(6.1) ‖ψl(ξ)‖ ≤ ‖ξ‖∞ · |{µ ∈ E
⌈|l|⌉+1 : ξ([µ, t]) 6= 0 for some t ∈ [0, 1]}|.
For each ω ∈ SE0, the subspace ℓ2(S lE∗ω) ⊆ ℓ2(S lE∗) is invariant for the C∗-subalgebra
of B(ℓ2(S lE∗)) generated by the images of ρl and ψl.
Proof. The first two statements follow from an argument almost identical to that of
Lemma 5.3. The final statement follows from an argument nearly identical to the proof
of the first statement of Lemma 5.5. 
Definition 6.7. Let E be a locally finite graph with no sources.
(1) We define T C∗(S lE) := C∗
(
ρl(C0(SE
0)) ∪ ψl(Cc(S
lE1))
)
, the C∗-subalgebra of
B(ℓ2(S lE∗)) generated by the images of ρl and ψl.
(2) We define ρ˜l : C0(SE
0)→ ⊕ω∈SE0Q(ℓ
2(S lE∗ω)) by
ρ˜l(a) =
⊕
ω∈SE0
(
ρ(a)|ℓ2(SlE∗ω) +K(ℓ
2(S lE∗ω))
)
and we define ψ˜l : Cc(S
lE1)→ ⊕ω∈SE0Q(ℓ
2(S lE∗ω)) by
ψ˜l(ξ) =
⊕
ω∈SE0
(
ψ(ξ)|ℓ2(SlE∗ω) +K(ℓ
2(S lE∗ω))
)
.
(3) We define C∗(S lE) to be the subalgebra of
⊕
ω∈SE0 Q(ℓ
2(S lE∗ω)) generated by
ρ˜l(C0(SE
0)) and ψ˜l(Cc(S
lE1)).
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Example 6.8. If E consists of a single vertex v and a single edge e, then each S lE is a copy of
the topological graph Fl := (S, S, t 7→ t−l, id) determined by the rotation homeomorphism
t 7→ t − l of S. We have Cc(S
lE1) = C(S lE1) = C(F 1l ) = X(Fl), the topological-graph
bimodule of Fl. It is routine to verify that (ρl, ψl) is a representation of X(Fl) in the sense
of Section 2.5. So there is a surjective homomorphism ψl×ρl : T C
∗(Fl)→ T C
∗(S lE) that
carries iX(Fl)(ξ) to ψl(ξ) and carries iC(S)(a) to ρl(a). The space S
lE∗ can be identified
with S × N by the map that sends α ∈ S lEn to (s(α), n). Under this identification,
the map a 7→ ρl(a)(1 − ψl(1)ψl(1)
∗) is the canonical faithful representation of C(S) on
ℓ2(S × {1}) ∼= ℓ2(S), so the uniqueness theorem [9, Theorem 2.1] shows that ψl × ρl
is injective. Therefore T C∗(S lE) is isomorphic to the Toeplitz algebra T C∗(Fl). Since
1 − ψl(1)ψl(1)
∗ belongs to
⊕
t∈SK(S
lE∗t), we see that ψ˜l(1)ψ˜l(1)
∗ = 1 in C∗(S lE). For
any a ∈ C(S lE0) the left action of a on Fl is given by a · ξ = θa,1(ξ), and so we see that if
φ : C(S lE0)→ L(Fl) denotes the homomorphism implementing the left action, we have
ρ˜l(a)− ψ˜
(1)
l (φ(a)) = ρ˜l(a)− ψ˜l(a)ψ˜l(1)
∗ = ρ˜l(a)(ρ˜l(1)− ψ˜l(1)ψ˜l(1)
∗) = 0.
Hence (ψ˜l, ρ˜l) is a covariant representation of Fl, and therefore induces a homomorphism
ψ˜l × ρ˜l : C
∗(Fl) → C
∗(S lE). The action of T on B(ℓ2(S lE∗)) determined by conjuga-
tion by the unitaries {Wz : z ∈ T} given by Wz(ht,n) = z
nht,n induces an action on⊕
t∈SQ(ℓ
2(S lE∗t)), and it is routine to check that ψ˜l × ρ˜l is equivariant for this action
and the gauge action on C∗(Fl). Since ρ˜l : a 7→
⊕
ω a(ω)1Q(ℓ2(SlE∗ω)) is injective, it
follows from the gauge-invariant uniqueness theorem [14, Theorem 4.5] that ψ˜ × ρ˜ is
injective. So C∗(S lE) ∼= C∗(Fl). By [15, Proposition 10.5] there is an isomorphism of
the rotation algebra Al—the universal C
∗-algebra generated by unitaries U, V such that
UV = e2πilV U—onto C∗(Fl) that carries U to iC(S)(t 7→ e
2πit) and carries V to iX(F1)(1).
So we deduce that there is an isomorphism Al ∼= C
∗(S lE) that carries U to ρ˜l(t 7→ e
2πit)
and carries V to ψ˜l(1SlE1).
Remark 6.9. More generally, if E is a row-finite graph with no sources and satisfying
|E1v| = 1 for all v, then for each l > 0 the quadruple F := (SE0,SEl, r, s) is a topological
graph in the sense of Katsura, and an analysis like that of Example 6.8 shows that
T C∗(S lE) and C∗(S lE) coincide with the topological-graph C∗-algebras T C∗(F ) and
C∗(F ) respectively.
In the next few sections we will give a recipe for describing both T C∗(S lE) and C∗(S lE)
for rational values of l provided that sufficiently many vertices of E both emit and receive
at least two edges. We do not yet have a concrete description of C∗(S lE) for arbitrary
l ∈ R and an arbitrary graph E.
The following theorem relates the constructions described in this section with those of
Section 3 and Section 5. For the following result, we denote by T the classical Toeplitz
algebra generated by a non-unitary isometry S.
Theorem 6.10. Let E be a locally finite graph with no sources.
(1) There is an isomorphism T C∗(S1E) ∼= T C∗(SE) that carries ρ1(a) to ρ(a) for
a ∈ C0(SE
0) and carries ψ1(ξ) to ψ(ξ) for ξ ∈ Cc(S
1E1). This isomorphism
descends to an isomorphism C∗(S1E) ∼= C∗(SE).
(2) There is an isomorphism T C∗(S0E) ∼= C0(SE
0)⊗T that carries ρ0(a) to a⊗1 and
carries ψ0(ξ) to (ξ ◦ r
−1
0 )⊗ S for ξ ∈ Cc(S
0E1) = Cc(SE
0), and this isomorphism
descends to an isomorphism C∗(SE0) ∼= C0(SE
0)⊗ C(T).
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(3) There is an isomorphism T C∗(S−1E) ∼= T C∗(SEop) that carries ρ−1(a) to the el-
ement ρ([eop, t] 7→ a([e, 1− t])) for a ∈ C0(SE
0) and carries ψ−1(ξ) to ψ
(
[ef, t] 7→
ξ([f opeop, (1− t)])
)
for ξ ∈ Cc(S
−1E1). This isomorphism descends to an isomor-
phism C∗(S−1E) ∼= C∗(SEop).
Proof. The proofs of the first and third statements are almost identical. For the first
statement, observe that the identification S1E1 ∼= SE1 of Remark 6.2 intertwines r, s
with r1 and s1, and so induces a homeomorphism S
1E∗ ∼= SE∗, which induces a unitary
U1 : ℓ
2(S1E∗) ∼= ℓ2(SE∗). This unitary intertwines ρ and ρ1 and intertwines ψ and ψ1, and
so AdU1 restricts to the desired isomorphism T C
∗(S1E) ∼= T C∗(SE). Since U1 carries each
ℓ2(S1E∗ω) to ℓ2(SE∗ω), the map AdU1 carries each K(ℓ
2(S1E∗ω)) to K(ℓ2(SE∗ω)), and so
descends to an isomorphism C∗(S1E) ∼= C∗(SE) as claimed. For the third statement, we
argue exactly the same way, using the homeomorphism S−1E1 ∼= (SEop)1 of Remark 6.2
to induce a unitary U−1 : ℓ
2(S−1E∗) ∼= ℓ2((SEop)∗).
For the second statement, first identify ℓ2(S0E∗) with ℓ2(SE0)⊗ℓ2(N) by the unitary U0
that carries h[µ,t] to h[µ1,t]⊗h|µ|−1. Let π : C0(SE
0)→ B(ℓ2(SE0)) be the canonical faithful
representation π(a)hω = a(ω)hω. Direct calculation shows that U0ρ0(a)U
∗
0 = π(a) ⊗ id,
and U0ψ0(ξ)U
∗
0 = π(ξ ◦ r
−1
0 ) ⊗ S for a ∈ C0(SE
0) and ξ ∈ Cc(S
0E1). So AdU0 carries
T C∗(S0E) onto the subalgebra of B(ℓ2(SE0)⊗ ℓ2(N)) generated by products of the form
(π(a) ⊗ id)(id⊗S). This is precisely the tensor product C0(SE
0) ⊗ T . Moreover, AdU0
carries each K(ℓ2(S0E∗ω)) to K(Chω ⊗ ℓ
2(N)), and so it carries the kernel of the quotient
map T C∗(S0E)→ C∗(S0E) to C0(SE
0)⊗K(ℓ2(N))⊳C0(SE
0)⊗T . It therefore descends
to an isomorphism
C∗(S0E) ∼= (C0(SE
0)⊗ T )/(C0(SE
0)⊗K) ∼= C0(SE
0)⊗ (T /K) ∼= C0(SE
0)⊗ C(T). 
The remainder of the section is devoted to reducing the study of the C∗-algebras
T C∗(S lE) and C∗(S lE) for rational values of l to the study of the C∗-algebras T C∗(SmF )
and C∗(SmF ) for nonnegative integers m and appropriate graphs F . We will analyse these
latter in the next two sections.
Our first step is to show that we need only consider l ≥ 0 by showing that T C∗(S lE) ∼=
T C∗(S |l|Eop) for l ∈ (−∞, 0).
Lemma 6.11. Let E be a locally finite graph with no sources. Fix l ∈ (−∞, 0). There is
an isomorphism T C∗(S lE) ∼= T C∗(S |l|Eop) that carries ρl(a) to ρ|l|
(
[eop, t] 7→ a([e, 1− t])
)
for a ∈ C0(SE
0) and carries ψl(ξ) to ψ|l|
(
[µop, t] 7→ ξ([µ, |µ|− t])
)
for ξ ∈ Cc(S
|l|E1). This
isomorphism descends to an isomorphism C∗(S lE) ∼= C∗(S |l|Eop).
Proof. This follows the argument of Theorem 6.10(3): The map [µ, t] 7→ [µop, |µ| − t]
defines homeomorphism τl of S
lE∗ onto (S |l|Eop)∗ that intertwines the range and source
maps. This homeomorphism determines a unitary U : ℓ2(S lE∗)→ ℓ2(S |l|Eop, conjugation
by which implements an isomorphism T C∗(S lE) ∼= T C∗(S |l|Eop) that satisfies the desired
formulae. Since U(ℓ2(S lE∗ω)) = ℓ2(S |l|Eopτl(ω)) for each ω ∈ SE
0, we have
UK(ℓ2(S lE∗ω))U∗ = K(ℓ2(S |l|Eopτl(ω)))
for each ω. Hence AdU descends to the desired isomorphism C
∗(S lE) ∼= C∗(S |l|Eop). 
In the remainder of the section we must show that ifm ∈ N and n ∈ N\{0}, then there is
a graph F such that T C∗(S
m
nE) ∼= T C∗(SmF ) and similarly at the level of Cuntz–Krieger
algebras.
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Given a graph E and an integer n ≥ 1, the nth delay of E is the graph Dn(E) described
as follows. We set
Dn(E)
0 := E0 ⊔ {we,j : e ∈ E
1, 1 ≤ j ≤ n− 1} and
Dn(E)
1 := {fe,j : e ∈ E
1, 1 ≤ j ≤ n}.
The range and source maps are given by
r(fe,j) =
{
we,j−1 if j ≥ 2
r(e) if j = 1
and s(fe,j) =
{
we,j if j < n
s(e) if j = n.
In words, Dn(E) is the graph obtained by inserting n− 1 new vertices along each edge of
E. The example below pictures a graph E on the left and the delayed graph D3(E) on
the right.
v
eg
E
v
we,2
we,1
wg,2
wg,1
fe,3
fe,2
fe,1
fg,3
fg,2
fg,1
D3(E)
We will prove that for m ≥ 0 and n > 0, the graph S
m
nE is isomorphic to Sm(Dn(E)).
Observe that there is a range and source preserving map D∗n : E
∗ →
⋃∞
k=0Dn(E)
kn
given by
D∗n(e1 . . . ek) = fe1,1 . . . fe1,n fe2,1 · · · fe2,n · · ·fek,1 · · · fek,n.
Lemma 6.12. Let E be a locally finite graph with no sources, and fix integers n ≥ 1
and m ≥ 0. There are homeomorphisms SD0n : S
m
nE0 → SmDn(E)
0 and SD1n : S
m
nE1 →
SmDn(E)
1 such that for j ∈ {1, . . . , n} and t ∈ [0, 1],
SD0n
([
e,
j − 1 + t
n
])
= [fe,j, t]
for all e ∈ E1, and
SD1n
([
µ,
j − 1 + t
n
])
= [D∗n(µ), j − 1 + t]
for all µ ∈ E∗ such that 0 ≤ j−1+t
n
, j−1+m+t
n
≤ |µ|. We have SD0n(s(α)) = s(SD
1
n(α)) and
SD0n(r(α)) = r(SD
1
n(α)) for all α ∈ S
mDn(E)
1.
Proof. Define SDn
0
: E0 ⊔ (E1 × [0, 1]) → SDn(E)
0 = SmDn(E)
0 by SDn
0
(v) := [v] for
v ∈ E0, and SDn
0
((
e, j−1+t
n
))
= [fe,j, t] for e ∈ E
1, 1 ≤ j ≤ n and t ∈ [0, 1]. Then
SDn
0
((e, 0)) = [fe,0, 0] = [r(fe,0)] = [r(e)] = SDn
0
(r(e)),
and similarly, SDn
0
((e, 1)) = SDn
0
(s(e)), so SDn
0
descends to a map SD0n : S
m
nE0 →
SmDn(E)
0. Since SDn
0
is continuous, so is SD0n. It is routine using Lemma 3.2 to see
that SD0n is injective, and it is clearly surjective. To see that it is open, fix ω ∈ SE
0.
If ω = [e, j−1+t
n
] with t ∈ (0, 1), then the sets {[e, j−1+t+s
n
] : s ∈ (−δ, δ)} indexed by
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sufficiently small δ form a neighbourhood basis at ω and are carried to the open sets
{[fe,j, t + s] : s ∈ (−δ, δ)}. If ω = [e,
j−1
n
] for some 1 < j ≤ n, then the sets {[e, j−1+s
n
] :
s ∈ (−δ, δ)} indexed by δ ∈ (0, 1
2
) form a neighbourhood base at ω and are carried
to the open sets {[fe,j−1, t] : t > 1 − δ} ∪ {[fe,j, t] : t < δ}. Finally, if ω = [v] for
v ∈ E0, then the sets {[e, s] : e ∈ E1v : s > 1 − δ} ∪ {[e, s] : e ∈ vE1 : s < δ}
indexed by δ < 1
n
are a neighbourhood base at E, and are carried to the open sets
{[fe,n, t] : e ∈ E
1v, t > 1 − nδ} ∪ {[fe,1, t] : e ∈ vE
1, t < nδ}. Therefore SD0n is an open
map, and therefore a homeomorphism.
A similar argument shows that SD1n exists and is a homeomorphism, and a simple
comparison of formulas shows that SD0n and SD
1
n are compatible with the range and
source maps as claimed. 
Corollary 6.13. Let E be a locally finite graph with no sources. Fix integers n ≥ 1 and
m ≥ 0. There is a unitary Um,n : ℓ
2(S
m
nE∗)→ ℓ2(SmDn(E)
∗) such that
Um,nρm/n(a)U
∗
m,n = ρm(a ◦ SD
0
n) for a ∈ C0(S
mDn(E)
0)
and
Um,nψm/n(ξ)U
∗
m,n = ψm(ξ ◦ SD
0
n) for ξ ∈ Cc(S
mDn(E)
1).
Conjugation by Um,n restricts to an isomorphism Θm,n : T C
∗(S
m
nE) → T C∗(SmDn(E)).
This Θm,n induces an isomorphism Θ˜m,n : C
∗(S
m
nE)→ C∗(SmDn(E)) such that
Θ˜m,n(ρ˜m/n(a)) = ρ˜m(a ◦ SD
0
n) for a ∈ C0(S
mDn(E)
0)
and
Θ˜m,n(ψ˜m/n(ξ)) = ψ˜m(ξ ◦ SD
0
n) for ξ ∈ Cc(S
mDn(E)
1).
Proof. For k ≥ 1 there is a bijection SDkn : S
m
nEk → SmDn(E)
k given by SDkn(α1 · · ·αk) =
SD1n(α1) · · · SD
1
n(αk). Combining these bijections SD
k
n for k > 0 with the bijection SD
0
n we
obtain a length-preserving bijection SD∗n : S
m
nE∗ → SmDn(E)
∗, which induces a unitary
Um,n : ℓ
2(S
m
nE∗)→ ℓ2(SmDn(E)
∗).
This Um,n intertwines ρm/n and a 7→ ρm(a ◦ SD
0
n) and intertwines ψm,n with ξ 7→ ψm(ξ ◦
SD1n). This proves the first statement. Since the unitary Um,n carries ℓ
2(S
m
nE∗ω) to
ℓ2(SmDn(E)
∗SD0n(ω)) for each ω ∈ S
m
nE0, we have
AdUm,n
( ⊕
ω∈S
m
nE0
K(ℓ2(S
m
nE∗ω)
)
=
⊕
ω∈SmDn(E)0
K(ℓ2(SmDn(E)
∗ω).
Hence Θm,n carries the kernel of the quotient map T C
∗(S
m
nE)→ C∗(S
m
nE) to the kernel
of the quotient map T C∗(SmDn(E)) → C
∗(SmDn(E)). It follows that Θm,n descends to
the desired isomorphism Θ˜m,n. 
7. Analysis of T C∗(SmE)
We now analyse the C∗-algebras T C∗(SmE) and C∗(SmE) for integers m ≥ 1 (both
T C∗(S0E) and C∗(S0E) are described by part (2) of Theorem 6.10). This will complete
our analysis of the C∗-algebras T C∗(S lE) and C∗(S lE) for rational l.
To analyse T C∗(SmE) we will first establish that the ideal of T C∗(SmE) generated by
the image of C0(SE
0 \E0) is isomorphic to T C∗(E(1, m+1))⊗C0((0, 1)), and show that
T C∗(SmE) itself is a C(S)-algebra. We begin with some preliminary structural results.
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Given a locally compact Hausdorff space X , we write Cb(X) for the algebra of bounded
continuous complex-valued functions on X .
Lemma 7.1. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. The
space Cc(S
mE1) is a Cb(SE
0)-bimodule with respect to the actions (a ·ξ)(α) = a(r(α))ξ(α)
and (ξ · a)(α) = ξ(α)a(s(α)). For each ξ ∈ Cc(S
mE1) there exists a ∈ Cc(SE
0) such that
a · ξ = ξ = ξ · a.
Proof. For a ∈ Cb(SE
0) and ξ ∈ Cc(S
mE1), the function a · ξ is the pointwise product of
a◦ r and ξ and therefore a continuous function. Since its support is contained in that of ξ
it belongs to Cc(S
mE1). Similarly ξ · a ∈ Cc(S
mE1). It is routine that these actions make
Cc(S
mE1) into a Cb(SE
0)-bimodule. For the final assertion, fix ξ ∈ Cc(S
mE1). Since
r, s : SmE1 → SE0 are continuous, K := r(supp(ξ)) ∪ s(supp(ξ)) ⊆ SE0 is compact,
so Tietze’s theorem yields a function a ∈ Cc(SE
0) such that a|K ≡ 1. We then have
a · ξ = ξ = ξ · a by definition of the actions of C0(SE
0) on Cc(S
mE1). 
To analyse the ideal of T C∗(SmE) generated by C0(SE
0 \E0), we first observe that the
subgraph of SmE with vertex set SE0 \E0 is a topological graph in the sense of Katsura.
Lemma 7.2. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. Then
(SE0 \E0,SmE1 \E1, r, s) is a topological graph isomorphic to the product E(1, m+ 1)×
(0, 1).
Proof. Lemma 3.2 shows that the quotient maps from E1× [0, 1] to SE0 and from Em+1×
[0, 1] to SmE1 restrict range and source preserving homeomorphisms from E(1, m+1)0×
(0, 1) to SE0 \ E0 and from E(1, m+ 1)1 × (0, 1) to SmE1 \ E1. 
We can now describe the ideal of T C∗(SmE) generated by C0(SE
0\E0). In the following
proof, given e ∈ E1 and g ∈ C0((0, 1)), we denote by 1e×g the element of C0(SE
0 \E0) ⊆
C0(SE
0) given by
(1e × g)([f, t]) := δe,fg(t) for all f ∈ E
1 and t ∈ (0, 1),
and likewise for µ ∈ Em+1 and g ∈ C0((0, 1)), we write 1µ×g for the element of C0(S
mE1\
Em) ⊆ C0(S
mE1) given by
(1µ × g)([ν, t]) := δµ,νg(t) for all ν ∈ E
m+1 and t ∈ (0, 1).
Lemma 7.3. Let E be a row-finite graph with no sources and fix m ∈ N \ {0}. Let
J be the ideal of T C∗(SmE) generated by ρm(C0(SE
0)). There is an isomorphism κ0 :
C0((0, 1))⊗ T C
∗(E(1, m+ 1))→ J such that
κ0(g ⊗Qe) = π(1e × g) and κ0(g ⊗ Tµ) = ψ(1µ × g)
for all g ∈ C0((0, 1)), all e ∈ E(1, m+ 1)
1 = E1 and all µ ∈ E(1, m+ 1)1 = Em+1.
Proof. By Lemma 7.2, we have (SE0 \ E0,SmE1 \ Em, r, s) ∼= E(1, m + 1) × (0, 1) as
topological graphs. Recall from [22] that an s-section in a topological graph F is an open
set U ⊆ F 1 such that s : U → s(U) is a homeomorphism onto an open subset of F 0. The
collection
B :=
{
{[ν, t] : t ∈ (a, b)} : ν ∈ E(1, m)1 and 0 < a < b < 1
}
is a basis of open s-sections for the topology on SmE1 \ Em. Let F := {1ν × g : ν ∈
E(1, m + 1)1 and g ∈ C0((0, 1))}. Then this F and B satisfy [22, Equation (4.4)]. Di-
rect computation with basis elements on each ℓ2(SmEt) show that (ρm, ψm|spanF) satisfy
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[22, Equation (4.5)] and [22, Equation (4.6)]. Thus [22, Proposition 4.12] shows that
(ρm|C0(SE0\E0), ψm|Cc(SmE1\E1)) is a representation of the topological graph E(1, m+ 1)×
(0, 1).
The range of ρm|C0(SE0\E0) belongs to J by definition. The image of ψm|Cc(SmE1\Em)
belongs to J by the argument of Lemma 7.1. These elements generate J because C0(SE
0\
E0) · Cc(S
mE1) is contained in the space Cd(S
mE1 \ Em) described at (2.3). Thus [22,
Theorem 2.4] shows that there is a surjective homomorphism (ρ| × ψ|) : T C∗(E(1, m +
1) × (0, 1)) → J such that (ρ| × ψ|) ◦ iE(1,m+1)0×(0,1) = ρm|C0(SE0\E0) and (ρ| × ψ|) ◦
iE(1,m+1)1×(0,1) = ψm|Cc(SmE1\Em). To see that this homomorphism is injective, recall that
J is a subalgebra of B(ℓ2(SmE∗ \E(0, m)∗)), and observe that
ℓ2(SE0 \ E0) ⊆ {ψm(ξ)v : ξ ∈ Cc(SmE1 \ Em), v ∈ ℓ2(SmE∗)}
⊥
.
For a ∈ C0(SE
0 \ E0), the restriction of ρm(a) to ℓ
2(SE0 \ E0) is given by ρm(a)hω =
a(ω)hω, and so the reduction of ρm to this subspace is faithful. Hence [9, Theorem 2.1]
shows that (ρ| × ψ|) is injective.
The argument of [15, Proposition 7.7] shows that T C∗(E(1, m+1)×(0, 1)) ∼= C0((0, 1))⊗
T C∗(E(1, m+1)), so we obtain a surjective representation of C0((0, 1))⊗T C
∗(E(1, m+1))
in J that carries g ⊗Qe to π(1e × g) and g ⊗ Tν to ψ(1ν × g). 
We observe next that the actions of Cb(SE
0) on Cc(S
mE1) induce a central action of
C(S) via the surjection SE0 → S of Lemma 3.4.
Corollary 7.4. Let E be a locally finite graph with no sources and fix m ∈ N \ 0. There
are left and right actions of C(S) on Cc(S
mE1) given by (g · ξ)([µ, t]) = g(t)ξ([µ, t]) =
(ξ · g)([µ, t]) for g ∈ C(S) and ξ ∈ Cc(S
mE1).
Proof. The surjection ̟ : SE0 → S of Lemma 3.4 induces an injection ̟∗ : C(S) →
Cb(SE
0) given by ̟∗(g)([e, t]) = g(̟([e, t])) = g(t). So g · ξ := ̟∗(g) · ξ and ξ · g :=
ξ ·̟∗(g) satisfy the formulae given for the desired action. The definition of ̟ shows that
g · ξ = ξ · g. 
Proposition 7.5. Let E be a locally finite graph with no sources and fix m ∈ N \ 0.
The pair (ρm, ψm) is a bimodule homomorphism in the sense that ρm(a)ψm(ξ) = ψm(a ·
ξ) and ψm(ξ)ρm(a) = ψm(ξ · a) for all a ∈ C0(SE
0) and ξ ∈ Cc(S
mE1). Writing ρ¯m
for the extension of ρm to Cb(SE
0) = M(C0(SE
0)) and ̟∗ : C(S) → Cb(SE
0) for the
homomorphism induced by the map ̟ : SE0 → S of Lemma 3.4, and writing ιm := ρ¯m◦̟∗,
the action of C(S) on Cc(SE
1) of Corollary 7.4 satisfies
ιm(g)ψm(ξ) = ψm(g · ξ) = ψm(ξ)ιm(g) for all g ∈ C(S) and ξ ∈ Cc(S
mE1).
In particular, ιm is an injective unital inclusion of C(S) in ZM(T C
∗(SmE)).
Proof. We just calculate with basis vectors: for a, b ∈ C0(SE
0) and ξ ∈ Cc(S
mE1), and
for α ∈ SmE∗, we have
ρm(a)ψm(ξ)ρm(b)hα =
∑
β∈SmE1r(α)
a(r(β))ξ(β)b(r(α))hβα
=
∑
β∈SmE1r(α)
(a · ξ · b)(β)hβα = ψm(a · ξ · b)hα.
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Taking a such that a · ξ = ξ as in Lemma 7.1 gives ψm(ξ)ρm(b) = ψm(ξ · b). Likewise,
taking b such that ξ · b = ξ gives ρm(a)ψm(ξ) = ψm(a · ξ).
Now fix ξ ∈ Cc(S
mE1) and g ∈ C(S). Choose a ∈ Cc(SE
0) such that a · ξ = ξ = ξ · a.
Then by definition of ρ¯,
ιm(g)ψm(ξ) = ιm(g)ψm(a · ξ) = ρ¯m(̟
∗(g))ρm(a)ψm(ξ)
= ρm(̟∗(g)a)ψm(ξ) = ψm((̟∗(g)a) · ξ) = ψm(g · (a · ξ)) = ψm(g · ξ).
Likewise ψm(ξ)ιm(g) = ψm(ξ · g). Corollary 7.4 shows that g · ξ = ξ · g, so we obtain
ιm(g)ψm(ξ) = ψm(g · ξ) = ψm(ξ)ιm(g) as claimed.
Since ψm(Cc(SE
1) and ρm(C0(SE
0) generate T C∗(SmE), we deduce that
ιm(C(S))T C
∗(SmE) ⊆ T C∗(SmE),
and taking adjoints gives T C∗(SmE)ιm(C(S)) ⊆ T C
∗(SmE) as well. So we can regard ιm
as a homomorphism of C(S) into M(T C∗(SmE)). Since C(SE0) is abelian, the elements
of ιm(C(S)) commute with the elements ρm(a), and we have just established that they
commute with the elements of ψm(Cc(S
mE1). Again, since the ρm(a) and the ψm(ξ)
generate T C∗(SmE) we see that ι takes values in ZM(T C∗(SmE)). Finally, the identity
function 1 ∈ C(S)) satisfies 1 · ξ = ξ = ξ · 1 for all ξ ∈ Cc(S
mE1). So we obtain
ιm(1)ψm(ξ) = ψm(1 · ξ) = ψm(ξ) for all ξ, and clearly ιm(1)ρm(a) = ρm(a) for all a by
definition of ιm and ̟
∗. Hence ιm is unital. 
The general theory of C(X)-algebras (see Section 2.6) now implies that T C∗(SmE) is
isomorphic to the algebra of continuous sections of an upper-semicontinuous bundle of
C∗-algebras over S.
Notation 7.6. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. For
each t ∈ S we write Jt for the ideal of T C
∗(SmE) generated by ι({g ∈ C(S) : g(t) = 0}).
Following the standard conventions for C(X)-algebras, we then write T C∗(SmE)t for the
quotient T C∗(SmE)/Jt. For each a ∈ T C
∗(SmE), we write γa : S→
⊔
t∈S T C
∗(SmE)t for
the section given by γa(t) := a+ Jt.
We first show that for t ∈ (0, 1), the fibre T C∗(SmE)t is a copy of T C
∗(E(1, m)), and
describe standard representatives in T C∗(SmE) of its canonical generators.
The following notation will be helpful for the next few results.
Notation 7.7. Let E be a locally finite graph with no sources. By Remark 6.5 the space
SmE∗0 can be identified with E(0, m)
∗ via the map [µ] 7→ µ. Let π0 be the representation of
T C∗(E(0, m)) on ℓ2(SmE∗0) obtained from the path-space representation of T C
∗(E(0, m))
and this identification; so
π0(Qv)h[ν] = δv,r(ν)h[ν] and π0(Tµ)h[ν] = δs(µ),r(ν)h[µν].
For t ∈ S \ {0}, the set SmE∗t can be identified with E(1, m + 1)
∗ via the map SmEkt ∋
[µ, t] 7→ (µ1 · · ·µm+1)(µm+1 · · ·µ2m+1) · · · (µ(k−1)mµkm+1) ∈ E(1, m + 1)
k for k ∈ N, µ ∈
Ekm+1 and t ∈ (0, 1). We write πt for the representation of T C
∗(E(1, m+1)) on ℓ2(SmE∗t )
obtained from this identification and the path-space representation of T C∗(E(1, m+1)).
So
πt(Qe)h[µ,t] = δe,µ1h[µ,t] and πt(Tµ)h[ν,t] = δµ|µ|,ν1h[µν2···ν|ν|,t].
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Lemma 7.8. Let E be a locally finite graph with no sources, fix m ∈ N \ {0}, and take
t ∈ [0, 1). If a, a′ ∈ C0(SE
0) satisfy a|SE0t = a
′|SE0t , then πm(a) + Jt = πm(a
′) + Jt
in T C∗(SmE)t. If ξ, ξ
′ ∈ Cc(S
mE1) satisfy ξ|Cc(SmE1t ) = ξ
′|Cc(SmE1t ), then ψm(ξ) + Jt =
ψm(ξ
′) + Jt in T C
∗(SmE)t.
Proof. Let d be the quotient metric on S induced by the usual metric on R. For each n,
fix a function fn ∈ C0(S\{t}) such that 0 ≤ fn ≤ 1 and fn(s) = 1 whenever d(s, t) ≥ 1/n.
For the first statement, note that C0(SE
0 \ {[e, t] : e ∈ E1}) belongs to the ideal
generated by the ̟∗(fn), and so ρ(C0(SE
0 \ SE0t )) ⊆ Jt. Since a − a
′ ∈ C0(SE
0 \ SE0t )
this proves the first statement.
For the second statement, let
N := |{µ ∈ E(1, m+ 1)1 : max{|ξ([µ, s])|, |ξ′([µ, s])|} > 0 for some s ∈ [0, 1)}|.
Since ξ and ξ′ have compact support, N is finite. Fix ε > 0. The set Xε := r({α ∈ S
mE1 :
|(ξ − ξ′)(α)| ≥ ε/N}) is a compact subset of SE0 \ SE0t and so there exists n > 0 such
that fn|Xε ≡ 1. For this n, we have∥∥(ξ − ξ′)− fn · (ξ − ξ′)‖∞ ≤ ε/N,
and supp
(
(ξ − ξ′)− fn · (ξ − ξ
′)
)
⊆ supp(ξ) ∪ supp(ξ′).
For any η ∈ Cc(S
mE1), we have, using the representations πt of Notation 7.7,
‖ψm(η)‖ = sup
s∈S
‖ψm(η)|ℓ2(SmE∗s )‖
≤ max
{
sup
s∈(0,1)
∥∥∥ ∑
µ∈Em+1
η([µ, s])πs(Tµ)
∥∥∥, ∥∥∥ ∑
ν∈Em
η([ν])π0(Tν)
∥∥∥}
≤ sup
s∈S
∑
α∈SmE1s
|η(α)|.
Applying this to η = (ξ − ξ′)− fn · (ξ − ξ
′) and using the definition of N , we deduce that∥∥ψm((ξ − ξ′)− fn · (ξ − ξ′))∥∥ ≤ ε. Since the fn all vanish at t, it follows that ξ − ξ′ ∈ Jt
as claimed. 
We can now prove that for each t ∈ (0, 1), the corresponding fibre T C∗(SmE)t is
isomorphic to T C∗(E(1, m+ 1)).
Proposition 7.9. Let E be a locally finite graph with no sources and fix m ∈ N\{0}. Take
t ∈ (0, 1). For each e ∈ E1, fix a function ae,t ∈ C0(SE
0, [0, 1]) such that supp(ae,t) ⊆
{[e, s] : 0 < s < 1} and ae,t([e, t]) = 1. For each µ ∈ E
m+1, fix a function ξµ,t ∈ Cc(S
mE1)
such that supp(ξµ,t) ⊆ {[µ, s] : 0 < s < 1} and ξµ,t([µ, t]) = 1. There is an isomorphism
θt : T C
∗(E(1, m+ 1))→ T C∗(SmE)t such that
θt(Qe) = ρm(ae,t) + Jt for all e ∈ E(1, m+ 1)
0 = E1,
and such that
θt(Tµ) = ψm(ξµ,t) + Jt for all µ ∈ E(1, m+ 1)
1 = Em+1.
Proof. Lemma 7.8 shows that the elements ρm(ae,t) + Jt and ψm(ξef,t) + Jt generate
T C∗(SmE)t, so it suffices to construct an injective homomorphism θt satisfying the given
formulae.
For this, define qe := ρm(ae,t) + Jt for each e ∈ E
1 and tµ := ψm(ξµ,t) + Jt for each
µ ∈ Em+1. We will show that (q, t) is a Toeplitz–Cuntz–Krieger E(1, m+ 1)-family.
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Since a2e,t([f, t]) = ae,t([f, t]) = ae,t([f, t]) for all f , Lemma 7.8 shows that the qe are
projections. We have ae,taf,t = 0 in C0(SE
0) for e 6= f , so the qe are mutually orthogonal.
Fix µ ∈ Em+1. Define a′µ,t : SE
0 → C by
a′µ,t([e, s]) =
{
|ξµ,t(s)|
2 if µm+1 = e
0 otherwise.
Since supp(ξµ,t) is a compact subset of {[µ, s] : 0 < s < 1}, we have a
′
µ,t ∈ Cc(SE
0), and
by construction, a′µ,t and aµm+1,t agree at [g, t] for every g ∈ E
1. So Lemma 7.8 implies
that qµm+1 = ρm(a
′
µ,t) + Jt. Using the representations πt of Notation 7.7, we have
ψm(ξµ,t)
∗ψ(ξµ,t) =
( ∑
α,β∈Em
ξµ,t([α])ξµ,t([β])π0(T
∗
αTβ)
)
⊕
⊕
0<s<1
∑
η,ζ∈Em+1
ξµ,t([η, s])ξµ,t([ζ, s])πs(T
∗
η Tζ)
= 0⊕
⊕
0<s<1
|ξµ,t([µ, s])|
2π˜∞(Qµm+1) = ρm(a
′
µ,t).
Thus t∗µtµ = ρ(a
′
µ,t) + Jt = ρ(aµm+1,t) + Jt = qs1,m+1(µ).
Now fix e ∈ E1. For each µ ∈ s(e)Em, define ξ′eµ,t by ξ
′
eµ,t([ν, s]) = δeµ,ν
√
ae,t([e, s]) for
ν ∈ Em+1 and s ∈ [0, 1). Each ξ′eµ,t ∈ Cc(S
mE1) because ae,t is supported on {[e, s] : 0 <
s < 1}. Lemma 7.8 shows that teµ = ψm(ξ
′
eµ,t) for each µ ∈ E(1, m + 1)
1. Arguing as
above, we see that∑
eµ∈eE(1,m)1
teµt
∗
eµ =
∑
µ∈s(e)Em
ψ(ξ′eµ,t)ψ(ξ
′
eµ,t)
∗
= 0⊕
⊕
0<s<1
∑
µ∈s(e)Em
|ξ′eµ,t(eµ, s)|
2πs(TeµT
∗
eµ)
= 0⊕
⊕
0<s<1
ae,t(e, s)1span{h[µ,s]:µ∈eE(1,m+1)∗\{e}}.(7.1)
Also,
(7.2) ρm(ae,t) = 0⊕
⊕
0<s<1
ae,t(e, s)1span{h[µ,s]:µ∈eE(1,m+1)∗}.
We deduce that ρm(ae,t) >
∑
eµ∈eE(1,m+1)1 ψm(ξ
′
eµ,t)ψm(ξ
′
eµ,t)
∗. In particular, in the quo-
tient, qe ≥
∑
eµ∈eE(1,m+1)1 teµt
∗
eµ.
So (q, t) is a Toeplitz–Cuntz–Krieger E(1, m + 1)-family as claimed. The universal
property of T C∗(E(1, m+1)) therefore yields a homomorphism θt : T C
∗(E(1, m+1))→
T C∗(SmE)t such that θt(Qe) = ρm(ae,t) + Jt and θt(Tµ) = ψm(ξµ,t) + Jt.
It remains to prove that θt is injective. Since Jt is contained in the kernel of the
restriction map x 7→ x|ℓ2(SmE∗t ) on T C
∗(SmE)t, we see that (with the functions ξ
′
ef used
in the calculation (7.1) above), each
‖qe −
∑
eµ∈eE(1,m+1)1
teµt
∗
eµ‖ ≥
∥∥∥(ρm(ae,t)− ∑
eµ∈eE(1,m+1)1
ψm(ξ
′
eµ,t)ψm(ξ
′
eµ,t)
)∣∣∣
ℓ2(SmE∗t )
∥∥∥.
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The calculations (7.1) and (7.2) therefore show that∥∥∥qe − ∑
eµ∈eE(1,m+1)1
teµt
∗
eµ
∥∥∥ ≥ ‖1Che‖ = 1.
So each qe−
∑
eµ∈eE(1,m+1)1 teµt
∗
eµ 6= 0, and the uniqueness theorem [9, Theorem 4.1] shows
that θt is injective. 
Corollary 7.10. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
Take t ∈ (0, 1). Let Ut : ℓ
2(E(1, m+ 1)∗) → ℓ2(SmE∗t ) be the unitary of Remark 6.5. Let
π : T C∗(E(1, m+ 1)) → B(ℓ2(E(1, m+ 1)∗)) be the path-space representation. Then the
map a+Jt 7→ π
−1(U∗t a|ℓ2SmE∗t Ut) is an isomorphism of T C
∗(SmE)t onto T C
∗(E(1, m+1)).
Proof. Consider the inverse θ−1t of the isomorphism described in Proposition 7.9. It is
straightforward to check that for a ∈ C0(SE
0) and ξ ∈ Cc(S
mE1), we have
θ−1t (ρm(a) + Jt) =
∑
e∈E1
a([e, t])Qe = π
−1(U∗t ρm(a)|ℓ2(SmE∗t )Ut)
and
θ−1t (ψm(ξ) + Jt) =
∑
µ∈E(1,m+1)1
ξ([µ, t])Tef = π
−1(U∗t ψm(ξ)|ℓ2(SE∗t )Ut).
Since the elements ρm(a) + Jt and ψm(ξ) + Jt generate T C
∗(SmE)t, it follows that x 7→
π−1(U∗t x|ℓ2(SmE∗t )Ut) agrees with θ
−1
t , so is an isomorphism as claimed. 
We must now describe the fibre T C∗(SmE)0. The idea is that for a ∈ T C
∗(SmE0),
using the unitaries Ut : ℓ
2(E(1, m + 1)∗) → ℓ2(SmE∗t ) of Remark 6.5, the function t 7→
U∗t a|ℓ2(SmE∗t )Ut from (0, 1) to B(ℓ
2(E(1, m + 1)∗)) converges in norm as t → 0 and as
t → 1, and the limits ε0(a) and ε1(a) belong to the image of T C
∗(E(1, m + 1)) in its
path-space representation. We use these limits to construct an injective homomorphism
of T C∗(SmE)0 into T C
∗(E(1, m+ 1))⊕ T C∗(E(1, m+ 1)).
Lemma 7.11. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
For t ∈ (0, 1), let Ut : ℓ
2(E(1, m + 1)∗) → ℓ2(SmE∗t ) be the unitary of Remark 6.5.
Let π : T C∗(E(1, m + 1)) → B(ℓ2(E(1, m + 1)∗)) be the path-space representation. For
a ∈ C0(SE
0) we have
lim
tց0
U∗t ρm(a)|ℓ2(SmE∗t )Ut =
∑
e∈E1
a([r(e)])π(Qe).
For ξ ∈ Cc(S
mE1), we have
lim
tց0
U∗t ψm(ξ)|ℓ2(SmE∗t )Ut =
∑
µ∈Em,e∈s(µ)E1
ξ[µ]π(Tµe).
For a ∈ T C∗(SmE), the limit limtց0 U
∗
t a|ℓ2(SmE∗t )Ut exists and belongs to π(T C
∗(E(1, m+
1))), and ε0 : a 7→ π
−1(limtց0 U
∗
t a|ℓ2(SmE∗t )Ut) is a homomorphism from T C
∗(SmE) to
T C∗(E(1, m+ 1)).
Proof. Fix a ∈ C0(SE
0). Fix ε > 0, and let
F := {e ∈ E1 : |a([e, t])| ≥ ε/2 for some t ∈ [0, 1]}.
Then F is finite, and for each e ∈ F there exists δe > 0 such that 0 < t < δe =⇒
|a([e, t]) − a([e, 0])| < ε. Let δ = mine∈F δe. Then for e ∈ E
1 and 0 < t < δ, if
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e ∈ F then |a([e, t])− a([e, 0])| < ε by choice of δ and if e 6∈ F , then |a([e, t])− a([e, 0])| ≤
|a([e, t])|+|a([e, 0])| < ε by choice of F . By definition of ρm, we have U
∗
t ρm(a)|ℓ2(SmE∗t )Ut =∑
e∈E1 a([e, t])π(Qe). Since [e, 0] = [r(e)] for each e and since each ‖Qe‖ = 1 it follows
that
(7.3) lim
tց0
U∗t ρm(a)|ℓ2(SmE∗t )Ut =
∑
e∈E1
a([r(e)])π(Qe).
Now fix ξ ∈ Cc(S
mE1). Let F = {µ ∈ Em+1 : ξ([µ, t]) 6= 0 for some t ∈ [0, 1]}. Fix
ε > 0. For each µ ∈ F there exists δµ > 0 such that 0 < t < δµ implies |ξ([µ, t]) −
ξ([µ, 0])| < ε/|F |. Let δ := minµ∈F δµ. Fix t ∈ (0, δ). We have∥∥∥U∗t ψm(ξ)|ℓ2(SmE∗t )Ut − ∑
µ∈Em,e∈s(µ)E1
ξ[µ]π(Tµe)
∥∥∥
=
∥∥∥ ∑
µe∈F
(ξ[µe, t]− ξ([µ]))π(Tµe)
∥∥∥
≤
∑
µe∈F
|ξ[µe, t]− ξ([µ])|‖π(Tµ)‖ < ε
since each ‖π(Tµ)‖ = 1. Hence
(7.4) lim
tց0
U∗t ψm(ξ)|ℓ2(SmE∗t )Ut =
∑
µ∈Em,e∈s(µ)E1
ξ[µ]π(Tµe).
For the final statement, first consider a finite linear combination x =
∑
i αi,1αi,2 · · ·αi,ki
where each αi,j ∈ ρm(C0(SE
0))∪ψm(Cc(S
mE1))∪ψm(S
mE1)∗. By the first two statements,
for each i, j we have limtց0 U
∗
t αi,j|ℓ2(SmE∗t )Ut = π(βi,j) for some βi,j ∈ T C
∗(E(1, m+ 1)),
and it follows that limtց0 U
∗
t x|ℓ2(SmE∗t )Ut = π
(∑
i βi,1 . . . βi,kj
)
∈ π(T C∗(E(1, m+ 1))).
Now fix x ∈ T C∗(SmE). Fix ε > 0. Fix a linear combination a =
∑
i αi,1αi,2 · · ·αi,ki
where each αi,j ∈ ρm(C0(SE
0)) ∪ ψm(Cc(S
mE1)) ∪ ψm(S
mE1)∗ such that ‖a − x‖ < ε/4.
Then in particular, ‖(a−x)|ℓ2(SmE∗t )‖ < ε/4 for all t ∈ (0, 1). By the preceding paragraph,
a0 := limtց0 U
∗
t a|ℓ2(SmE∗t )Ut exists and belongs to T C
(E(1, m+ 1)), so there exists δ > 0
such that ‖U∗t a|ℓ2(SmE∗t )Ut − a0‖ < ε/4 for all t < δ. In particular, there exists δ > 0 such
that 0 < s, t < δ implies
‖U∗s x|ℓ2(SmE∗s )Us − U
∗
t x|ℓ2(SmE∗t )Ut‖
≤ ‖U∗s (x|ℓ2(SmE∗s ) − a|ℓ2(SmE∗s )Us)‖+ ‖U
∗
s a|ℓ2(SmE∗s )Us − a0‖
+ ‖a0 − U
∗
t a|ℓ2(SmE∗t )Ut‖+ ‖U
∗
t (a|ℓ2(SmE∗t ) − x|ℓ2(SmE∗t ))Ut‖ < ε.
Hence
(
U∗1/nx|ℓ2(SmE∗1/n)U1/n
)∞
n=1
is a Cauchy sequence, and therefore converges to some
x0 ∈ π(T C
∗(E(1, m+ 1))).
We show that limtց0 U
∗
t x|ℓ2(SmE∗t )Ut = x0. Fix ε > 0. Using that U
∗
1/nx|ℓ2(SmE∗1/n)U1/n →
x0 and also the preceding paragraph, we can choose δ > 0 such that ‖U
∗
1/nx|ℓ2(SmE∗1/n)U1/n−
x0‖ < ε/2 whenever n > δ
−1, and such that ‖U∗s x|ℓ2(SmE∗s )Us − U
∗
t x|ℓ2(SmE∗t )Ut‖ < ε/2
whenever s, t < δ. In particular, for t < δ, and any choice of n > δ−1, we have
‖U∗t x|ℓ2(SmE∗t )Ut − x0‖
≤ ‖U∗t x|ℓ2(SmE∗t )Ut − U
∗
1/nx|ℓ2(SmE∗1/n)U1/n‖+ ‖U
∗
1/nx|ℓ2(SmE∗1/n)U1/n − x0‖ < ε.
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Hence U∗t x|ℓ2(SmE∗t )Ut → x0 ∈ π(T C
∗(E(1, m+ 1))) as claimed.
Since π is injective, we deduce that the map ε0 exists. It is a homomorphism because
each a 7→ a|ℓ2(SmE∗t ) is a homomorphism and the algebraic operations in T C
∗(SmE) are
continuous. 
Lemma 7.12. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
For t ∈ (0, 1), let Ut : ℓ
2(E(1, m + 1)∗) → ℓ2(SmE∗t ) be the unitary of Remark 6.5.
Let π : T C∗(E(1, m + 1)) → B(ℓ2(E(1, m + 1)∗)) be the path-space representation. For
a ∈ C0(SE
0) we have
lim
tր1
U∗t ρm(a)|ℓ2(SmE∗t )Ut =
∑
e∈E1
a([s(e)])π(Qe).
For ξ ∈ Cc(S
mE1), we have
lim
tր1
U∗t ψm(ξ)|ℓ2(SmE∗t )Ut =
∑
µ∈Em,e∈E1r(µ)
ξ[µ]π(Teµ).
For a ∈ T C∗(SmE), the limit limtր1 U
∗
t a|ℓ2(SmE∗t )Ut exists and belongs to π(T C
∗(E(1, m+
1))), and ε1 : a 7→ π
−1(limtր1 U
∗
t a|ℓ2(SmE∗t )Ut) is a homomorphism from T C
∗(SmE) to
T C∗(E(1, m+ 1)).
Proof. The proof is essentially identical to that of Lemma 7.11. 
Proposition 7.13. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
There is an injective homomorphism η : T C∗(SmE)0 → T C
∗(E(1, m+1))⊕T C∗(E(1, m+
1)) such that, for any a ∈ C0(SE
0) we have
η(ρm(a)0) =
∑
v∈E0
a([v])
(( ∑
e∈E1v
Qe
)
⊕
( ∑
f∈vE1
Qf
))
,
and such that for any ξ ∈ Cc(S
mE1) we have
η(ψm(ξ)0) =
∑
µ∈Em
ξ([µ])
(( ∑
e∈E1r(µ)
Teµ
)
⊕
( ∑
f∈s(µ)E1
Tµf
))
.
Proof. Let ε0, ε1 : T C
∗(SmE) → T C∗(E(1, m + 1)) be the homomorphisms of Lemmas
7.11 and 7.12. Since ε0, ε1 vanish on ρm(C0(SE
0 \E0)), they descend to homomorphisms
ε˜0, ε˜1 : T C
∗(SmE)0 → T C
∗(E(1, m + 1)). The homomorphism η := ε˜0 ⊕ ε˜1 satisfies the
formulae above, so it suffices to show that this homomorphism η is injective.
For this, fix x ∈ T C∗(SmE) such that η(x0) = 0; so ε0(x) = ε1(x) = 0. We must show
that x0 = 0. We have
(7.5) 0 = ‖ε0(x)‖ = lim
tց0
‖x|ℓ2(SmE∗t )‖, and 0 = ‖ε1(x)‖ = limtր1
‖x|ℓ2(SmE∗t )‖.
Corollary 7.10 implies that ‖x|ℓ2(SmE∗t )‖ = ‖xt‖ for x ∈ T C
∗(SmE) and t ∈ (0, 1), and
so (7.5) implies that limt→0 ‖xt‖ = 0. It now follows from the properties of upper semi-
continuous C∗-bundles—see equation 2.4—that xt → 0 ∈ C
∗(SE)0. Since t 7→ xt is a
continuous section, we deduce that x0 = 0. 
We will show that the image of η is isomorphic to T C∗(E(1, m+ 1))⊕ T C∗(E(0, m))
provided that enough vertices in E admit at least two edges.
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Proposition 7.14. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
Suppose that for every v ∈ E0 there exist n ≥ 1 and µ ∈ Enmv such that |E1r(µ)| ≥ 2.
Let η : T C∗(SmE)0 → T C
∗(E(1, m + 1)) ⊕ T C∗(E(1, m + 1)) be the homomorphism of
Proposition 7.13. Then the range of η is T C∗(E(1, m+ 1))⊕ 1,m+1(T C
∗(E(0, m))), and
(id⊕−11,m+1)◦η is an isomorphism of T C
∗(SmE)0 onto T C
∗(E(1, m+1))⊕T C∗(E(0, m)).
Proof. By Proposition 7.13, we just need to show that the range of η is T C∗(E(1, m +
1))⊕ (T C∗(E(0, m))).
For each v ∈ E0, let wv :=
∑
e∈E1v Qe ∈ T C
∗(E(1, m+ 1)), and let xv :=
∑
f∈vE1 Qf ∈
T C∗(E(1, m+ 1)). For each µ ∈ Em, let yµ :=
∑
e∈E1r(µ) Teµ ∈ T C
∗(E(1, m+ 1)) and let
zµ :=
∑
f∈s(µ)E1 Tµf ∈ T C
∗(E(1, m+ 1)).
We first show that the elements wv and yµ generate T C
∗(E(1, m+ 1)). For this, let
A := C∗({wv : v ∈ E
0} ∪ {yµ : µ ∈ E
m}) ⊆ T C∗(E(1, m+ 1)).
We must show that T C∗(E(1, m + 1)) ⊆ A. Fix µ ∈ Em. For e, f ∈ E1r(µ), we have
T ∗eµTfµ = δe,fQµm . Therefore
(7.6) y∗µyµ =
∑
e,f∈E1r(µ)
T ∗eµTfµ = |E
1r(µ)|Qµm .
Since E has no sinks, |E1r(µ)| 6= 0, so Qµm ∈ A. Again since E has no sinks, for each
e ∈ E1, the set Em−1r(e) is nonempty, so for any e ∈ E1, we have Qe = y
∗
λeyλe ∈ A for
any λ ∈ Em−1r(e). Since the Qe are mutually orthogonal projections, for e ∈ E
1 and
µ ∈ s(e)Em we have
Teµ = QeTeµ = Qe
∑
f∈E1r(µ)
Tfµ = Qeyµ ∈ A.
We have now established that all the generators of T C∗(E(1, m + 1)) belong to A, and
so T C∗(E(1, m+ 1)) ⊆ A.
Next note that we have xv = 1,m+1(Qv) for v ∈ E
0 and zµ = 1,m+1(Tµ) for µ ∈ E
m,
so (x, z) is a Toeplitz–Cuntz–Krieger E(0, m)-family, and C∗({xv : v ∈ E
0} ∪ {zµ : µ ∈
Em}) = 1,m+1(T C
∗(E(0, m))).
We show next that (0, xv) ∈ η(T C
∗(SE)0) for each v ∈ E
0. First, fix v ∈ E0 and
µ ∈ Em satisfying |E1r(µ)| ≥ 2. Equation (7.6) and that (x, z) is a Toeplitz–Cuntz–
Krieger family show that
η(T C∗(SE)0) ∋ ((yµ, zµ)
∗(yµ, zµ))
2 − (yµ, zµ)
∗(yµ, zµ)
= (|E1r(µ)|2Qµm , xv)− (|E
1r(µ)|Qµm , xv)
=
(
(|E1r(µ)|2 − |E1r(µ)|)Qµm , 0
)
.
Since |E1r(µ) ≥ 2|, we have |E1r(µ)|2 − |E1r(µ)| > 0, and so (Qµm , 0) ∈ η(T C
∗(SE)0).
We then obtain
η(T C∗(SE)0) ∋ (ye, ze)
∗(ye, ze)− |E
1r(µ)|(Qµm, 0) = (0, xv).
Now take any v ∈ E0. By hypothesis, there exists n ∈ N and µ ∈ Enmr(e) such that
|E1r(µ)| ≥ 2. Write µ = µ1 · · ·µn where each µi ∈ E
m. We have
(0, xs(µ)) = (yµn , zµn)
∗ · · · (yµ2, zµ2)
∗(0, xs(µ1))(yµ2, zµ2) · · · (yµn, zµn) ∈ η(T C
∗(SE)0).
This shows that (0, xv) ∈ B for every v ∈ E
0 as claimed.
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It follows that (0, ze) = (0, xr(e))(ye, ze) ∈ η(T C
∗(SE)0) for each e ∈ E
1. Since each
xv = (Qv) and each ze = (Te), we deduce that 0⊕ (T C
∗(E(0, m))) ⊆ η(T C∗(SE)0).
It now suffices to show that T C∗(E(1, m + 1)) ⊕ 0 ⊆ η(T C∗(SE)0) as well. Since we
have already proved that 0 ⊕ 1,m(T C
∗(E(0, m))) ⊆ η(T C∗(SE)0), we know that each
(wv, 0) = (wv, xv)− (0, xv) and each (yµ, 0) = (yµ, zµ) − (0, zµ) belongs to η(T C
∗(SE)0).
We saw above that the elements wv and yµ generate T C
∗(E(1, m + 1)). This completes
the proof. 
If x ∈ T C∗(SmE) belongs to the ideal generated by C0(S \ {0}), then x|ℓ2(SmE∗0 ) = 0.
Consequently, there is a homomorphism T C∗(SmE)0 → B(ℓ
2(SmE∗0)) such that x0 7→
x|ℓ2SmE∗0 for x ∈ T C
∗(SmE). It therefore follows from Proposition 7.13 that
∥∥x|ℓ2SmE∗0∥∥ ≤
‖η(x0)‖ for all x ∈ T C
∗(SmE). The following result gives a direct proof of this by
showing that in fact we can use the injection 1,m+1 to see that the x 7→ xℓ2(SmE∗0 ) can
be identified with the map obtained by following η with the second-coordinate projection
T C∗(E(1, m+ 1))⊕ T C∗(E(1, m+ 1))→ 0⊕ T C∗(E(1, m+ 1)). We will also make use
of this identification in our analysis of C∗(SmE) in Section 8.
Lemma 7.15. Let E be a locally finite graph with no sources. Let U0 : ℓ
2(E(0, m)∗) →
ℓ2(SmE∗0) and, for 0 < t < 1, Ut : ℓ
2(E(1, m + 1)∗) → ℓ2(SmE∗t ) be the unitaries of Re-
mark 6.5. Let πE(0,m) : T C
∗(E(0, m)))→ B(ℓ2(E(0, m)∗)) and πE(1,m+1) : T C
∗(E(1, m+
1)))→ B(ℓ2(E(1, m+1)∗)) be the path-space representations. For x ∈ T C∗(SE), we have
lim
tց0
U∗t x|ℓ2(SmE∗t )Ut = πE(1,m+1)(1,m+1(π
−1
E(0,m)(U
∗
0x|ℓ2(SmE∗0 )U0))).
Proof. For x ∈ ρm(C0(SE
0)), this follows from Equation 7.3 in the proof of Lemma 7.11,
and for x ∈ ψm(Cc(S
mE1)), it follows from Equation 7.4 in the same proof. Since
T C∗(SmE) is generated by ρm(C0(SE
0)) ∪ ψm(Cc(S
mE1)), the result follows. 
We are now able to give an explicit description of T C∗(SmE) provided that enough
vertices of E emit at least two edges.
Theorem 7.16. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
Suppose that for every v ∈ E0 there exist n ≥ 1 and µ ∈ Enmv such that |E1r(µ)| ≥ 2. Let
1,m+1 : T C
∗(E(0, m)) →֒ T C∗(E(1, m+1)) be the injective homomorphism of Lemma 2.1.
There is an isomorphism
κm : T C
∗(SmE)→ {f ∈ C([0, 1], T C∗(E(1, m+ 1))) : f(0) ∈ 1,m+1(T C
∗(E(0, m)))}
such that for a ∈ C0(SE
0) and ξ ∈ Cc(S
mE1), we have
κm(ρm(a))(t) =

∑
v∈E0 a([v])1,m+1(Qv) if t = 0∑
e∈E1 a([e, t])Qe if t ∈ (0, 1)∑
v∈E0 a([v])
∑
e∈E1vQe if t = 1
and
κm(ψm(ξ))(t) =

∑
µ∈Em ξ([µ])(Tµ) if t = 0∑
ν∈Em+1 ξ([ν, t])Tν if t ∈ [0, 1)∑
µ∈Em ξ([µ])
∑
e∈E1r(µ) Teµ if t = 1.
Proof. For t ∈ S let qt : T C
∗(SmE) → T C∗(SmE)t be the quotient map a 7→ a + Jt. For
t ∈ (0, 1), let θt : T C
∗(E(1, m+1))→ T C∗(SmE)t be the isomorphism of Proposition 7.9,
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and define εt := θ
−1
t ◦ qt : T C
∗(SmE) → T C∗(E(1, m + 1)). Let ε1 : T C
∗(SmE) →
T C∗(E(1, m+1)) be the map of Lemma 7.12, and let ε0 : T C
∗(SmE)→ T C∗(E(1, m+1))
be the homomorphism of Lemma 7.11. Proposition 7.14 shows that ε1 is surjective and
that the range of ε0 is 1,m+1(T C
∗(E(0, m))).
Fix a ∈ C0(SE
0) and ξ ∈ Cc(S
mE1). Lemma 7.3 implies that for any a ∈ T C∗(SmE)
the function t 7→ εt(a) is continuous at each t ∈ (0, 1); Lemmas 7.11 and 7.12 show that
it is continuous at 0 and 1 as well. Hence there is a homomorphism κm : T C
∗(SmE) →
C([0, 1], T C∗(E(1, m+1))) given by κm(a)(t) = εt(a) for all a ∈ T C
∗(SmE) and t ∈ [0, 1].
To see that κ is injective, suppose that κ(a) = 0. We must show that a = 0. Propo-
sition C.10(c) of [32] shows that, ‖a‖ = supt∈S ‖qt(a)‖, so it suffices to show that each
qt(a) = 0. Since κ(a) = 0, we have εt(a) = 0 for all t. Since θt is an isomorphism
for t ∈ (0, 1), we deduce that qt(a) = 0 for t 6= 0, and Proposition 7.14 shows that
‖q0(a)‖ = max{‖ε0(a)‖, ‖ε1(a)‖} = 0.
It remains to show that
(7.7) κ(T C∗(SmE)) = {f ∈ C([0, 1], T C∗(E(1, m+ 1))) : f(0) ∈ (T C∗(E(0, m)))}.
The containment ⊆ follows from Proposition 7.14. For the reverse containment, fix
an element f of the right-hand side of (7.7). Proposition 7.14 shows that there ex-
ists a ∈ T C∗(SmE) such that η0(a) = f(0) and η1(a) = f(1). Hence f − κ(a) ∈
C0((0, 1), T C
∗(E(1, m + 1))). Consequently Lemma 7.3 shows that there exists b ∈
T C∗(SmE) such that κ(b) = f − κ(a). Hence f = κ(a + b) ∈ κ(T C∗(SmE)). 
We deduce that under the hypotheses of the preceding theorem, T C∗(SmE) is homotopy
equivalent to T C∗(E(0, m)), and hence compute its K-theory.
For this, recall from [28, Definition 3.2.5] that C∗-homomorphisms ϕ0, ϕ1 : A→ B are
homotopic if there is a homomorphism ϕ : A → C([0, 1], B) such that ϕ(a)(0) = ϕ0(a)
and ϕ(a)(1) = ϕ1(a) for all a ∈ A. Also recall that C
∗-algebras A and B are homotopy
equivalent if there are homomorphisms ϕ : A → B and ψ : B → A such that ϕ ◦ ψ is
homotopic to idB and ψ ◦ϕ is homotopic to idA. We use the following elementary lemma.
Lemma 7.17. Let A and B be C∗-algebras, and let ι : B → A be an injective homomor-
phism. Then the C∗-algebra Cι := {f ∈ C([0, 1], A) : f(0) ∈ ι(B)} is homotopy equivalent
to B.
Proof. Define ϕ : Cι → B by ψ(f) = ι
−1(f(0)) and define ψ : B → Cι by ψ(b)(t) = ι(b)
for all t ∈ [0, 1]. Then ϕ ◦ ψ is equal, and in particular homotopic, to idB. Define
ρ : Cι → C([0, 1], Cι) by
(
ρ(f)(s)
)
(t) =
{
f(0) if t ≤ s
f(t− s) if t > s.
Then ρ is a homomorphism, and ρ(f)(0) = f = idCι(f) and ρ(f)(1) = ψ(ϕ(f)) for all
f ∈ Cι. So ψ ◦ ϕ is homotopic to idCι . 
Corollary 7.18. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}.
Suppose that for every v ∈ E0 there exist n ≥ 1 and µ ∈ Enmv such that |E1r(µ)| ≥ 2.
Then T C∗(SmE) is homotopy equivalent to T C∗(E(0, m)), and we haveK0(T C
∗(SmE)) ∼=
ZE0, and K1(T C
∗(SmE)) = 0.
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Proof. By Theorem 7.16, for the first statement we just have to show that the algebra
A := {f ∈ C([0, 1], T C∗(E(1, m+1))) : f(0) ∈ (T C∗(E(0, m)))} is homotopy equivalent
to T C∗(E(0, m)). This follows from Lemma 7.17 applied to ι = 1,m+1.
Now [28, Proposition 3.2.6] shows that K0(A) ∼= K0(T C
∗(E(0, m))), and [28, Propo-
sition 8.2.2(vi)] shows that K1(A) ∼= K1(T C
∗(E(0, m))). By [9, Theorem 4.1], the al-
gebra T C∗(E(0, m)) is isomorphic to the Toeplitz algebra of a Hilbert bimodule over
C0(E(0, m)
0) = C0(E
0). Theorem 4.4 of [24] therefore implies that T C∗(E(0, m)) is
KK-equivalent to C0(E
0), and hence K∗(T C
∗(E(0, m))) ∼= K∗(C0(E
0)) ∼= (ZE0, 0). 
8. Analysis of C∗(SmE)
In this section we analyse the quotient C∗(SmE), using the analysis of T C∗(SmE) from
the previous section. The quotient map T C∗(SmE) → C∗(SmE) induces a homomor-
phism πt : T C
∗(SmE)t → C
∗(SmE)t on each fibre. We show that under the isomor-
phisms T C∗(SmE)t ∼= T C
∗(E(0, m + 1)) (for t 6= 0) and T C∗(SmE)0 ∼= T C
∗(E(1, m +
1))⊕T C∗(E(0, m)) described in the preceding section, these homomorphisms πt become
the canonical quotient maps T C∗(E(1, m + 1)) → C∗(E(1, m + 1)) (for t 6= 0), and
T C∗(E(0, m))⊕ T C∗(E(1, m+ 1))→ C∗(E(0, m))⊕ C∗(E(1, m+ 1)) (for t = 0).
Recall that given any graph E, we denote by IE the ideal of T C
∗(E) generated by the
projections ∆v := Qv −
∑
e∈vE1 TeT
∗
e indexed by v ∈ E
0. The path-space representation
πE : T C
∗(E) → B(ℓ2(E∗)) restricts to an isomorphism of IE onto ⊕v∈E0K(ℓ
2(E∗v)) ⊆
K(ℓ2(E∗)), and in particular satisfies π(Tµ∆s(µ)T
∗
ν ) = θµ,ν ∈ K(ℓ
2(E∗s(µ))) for all µ, ν ∈
E∗ with s(µ) = s(ν).
Lemma 8.1. Let E be a locally finite graph with no sources and fix m ∈ N \ {0}. Let
K ⊳ T C∗(SmE) be the ideal
K := {x ∈ T C∗(SmE) : x|ℓ2(SmE∗t ) ∈ K(ℓ
2(SmE∗t )) for all t ∈ S}.
Let κm : T C
∗(SmE) → {f ∈ C([0, 1], T C∗(E(1, m+ 1))) : f(0) ∈ 1,m+1(T C
∗(E(0, m)))}
be the isomorphism of Theorem 7.16. Then κm(K) = {f ∈ κm(T C
∗(SmE)) : f(t) ∈
IE(1,m+1) for all t}.
Proof. Fix x ∈ K. Corollary 7.10 shows that for t 6∈ {0, 1}, we have
κ−1m (x)t = π
−1
E(1,m+1)(U
∗
t x|ℓ2(SmE∗t )Ut).
So the discussion preceding this lemma shows that κm(x)t ∈ K(ℓ
2(E(1, m + 1))) for
t 6∈ {0, 1}. Since K(ℓ2(E(1, m + 1))) is closed, we deduce from the definitions of ε0 and
ε1 that κ
−1
m (x)0 and κ
−1
m (x)1 belong to K(ℓ
2(E(1, m + 1))) as well. So κm(K) ⊆ {f ∈
κm(T C
∗(SmE)) : f(t) ∈ IE(1,m+1) for all t}.
For the reverse inclusion, suppose that f ∈ κm(T C
∗(SmE)) and that f(t) ∈ IE(1,m+1)
for all t. Let x := κ−1m (f). Corollary 7.10 shows that for t 6= 0 we have x|ℓ2(SmE∗t ) ∈
K(ℓ2(SmE∗t ), and Lemma 7.15 shows that
πE(1,m+1)(1,m+1(π
−1
E(0,m)(U
∗
0x|ℓ2(SmE∗0 )U0))) = limtց0
U∗t x|ℓ2(SmE∗t )Ut.
Since each U∗t x|ℓ2(SmE∗t )Ut ∈ K(ℓ
2(E(1, m+ 1)∗)), we deduce that
(8.1) πE(1,m+1)(1,m+1(π
−1
E(0,m)(U
∗
0x|ℓ2(SmE∗0 )U0))) ∈ K(ℓ
2(E(1, m+ 1)∗)).
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Lemma 2.1 shows that −11,m+1(IE(1,m+1)) = IE(0,m). Since πE(1,m+1) carries IE(1,m+1) into
K(ℓ2(E(1, m+ 1)∗)) and πE(0,m) carries IE(0,m) to K(ℓ
2(E(0, m)∗)), we deduce that
πE(0,m)(
−1
1,m+1(π
−1
E(1,m+1)(K(ℓ
2(E(1, m+ 1)∗))) ⊆ K(ℓ2(E(0, m)∗)).
So (8.1) gives U∗0x|ℓ2(SmE∗0 )U0 ∈ K(ℓ
2(E(0, m)∗)) and hence x|ℓ2(SmE∗0 ) ∈ K(ℓ
2(SmE∗0)). So
we have x|ℓ2(SmE∗t ) ∈ K(ℓ
2(SmE∗t )) for all t ∈ S, and therefore f = κm(x) ∈ κm(K). 
Theorem 8.2. Let E be a locally finite graph with no sources and fix m ∈ N\{0}. Suppose
that for every v ∈ E0 there exist n ≥ 1 and µ ∈ Enmv such that |E1r(µ)| ≥ 2. There is
an isomorphism κ˜m : C
∗(SmE) → C([0, 1], C∗(E(1, m + 1))) such that for a ∈ C0(SE
0)
and ξ ∈ Cc(S
mE1), we have
κ˜m(ρ˜m(a))(t) =

∑
v∈E0 a([v])
∑
e∈vE1 pe if t = 0∑
e∈E1 a([e, t])pe if t ∈ (0, 1)∑
v∈E0 a([v])
∑
e∈E1v pe if t = 1
and
κ˜m(ψ˜m(ξ))(t) =

∑
µ∈Em ξ([µ])
∑
e∈s(µ)E1 sµe if t = 0∑
ν∈Em+1 ξ([ν, t])sν if t ∈ [0, 1)∑
µ∈Em ξ([µ])
∑
e∈E1r(µ) seµ if t = 1.
Proof. Let
A := {f ∈ C([0, 1], T C∗(E(1, m+ 1))) : f(0) ∈ 1,m+1(T C
∗(E(0, m)))}, and
I := {f ∈ A : f(t) ∈ IE(1,m+1) for all t}.
Lemma 8.1 and the definition of C∗(SmE) show that the isomorphism
κm : T C
∗(SmE)→ {f ∈ C([0, 1], T C∗(E(1, m+ 1))) : f(0) ∈ (T C∗(E(0, m)))}
of Theorem 7.16 descends to an isomorphism κ′ : C∗(SmE)→ A/I.
The last statement of Lemma 8.1 shows that I = {f : f(t) ∈ IE(1,m+1) for t 6=
0 and f(0) ∈ IE(0,m)}. It follows that there is an injective homomorphism κ
′′ : A/I →
C([0, 1], C∗(E(1, m+ 1))) that carries x+ I to the function
t 7→
{
x(t) + IE(1,m+1) if t 6= 0
−11,m+1(x(0)) + IE(0,m) if t = 0.
We claim that κ′′ is surjective. For each t ∈ (0, 1], we have {κ′′(x)(t) : x ∈ A/I} =
C∗(E(1, m + 1)) because {x(t) : x ∈ A} = T C∗(E(1, m + 1)). At t = 0 we have
κ′′({x(0) : x ∈ A/I}) = ˜1,m+1(C
∗(E)) = C∗(E(1, m + 1)) because {x(0) : x ∈ A} =
1,m+1(T C
∗(E(0, m))). The extension κ˜′′ of κ′′ to M(A/I) carries the canonical copy of
C([0, 1]) in M(A/I) to the canonical copy of C([0, 1]) ∈ M(C([0, 1], C∗(E(1, m + 1)))).
Thus for f ∈ C([0, 1]) and x ∈ A we have f ·κ′′(a+I) = κ′′((f ·a)+I) ∈ κ′′(A/I). It there-
fore follows from [32, Proposition C.24] that κ′′(A/I) is dense in C([0, 1], C∗(E(1, m+1))),
and therefore all of C([0, 1], C∗(E(1, m+ 1))) because the range of a C∗-homomorphism
is closed. 
To finish this section, we use our earlier results to describe, up to Morita equivalence, the
C∗-algebras C∗(S lE) for rational values of l and for locally finite graphs E with no sources
or sinks such that for every v and every m there exist p, q ≥ 1, µ ∈ vEpm and ν ∈ Eqmv
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such that |s(µ)E1| ≥ 2 and |E1r(ν)| ≥ 2. In particular, we show that this applies to any
finite, strongly connected graph with period 1 (in the sense of Perron–Frobenius theory).
We first need the following elementary result about the Cuntz–Krieger algebras of the
delayed graphs associated to a graph E.
Lemma 8.3. Let E be a locally finite graph with no sinks or sources, and let m,n be
coprime positive integers. Then C∗(Dn(E)(1, m+1)) is Morita equivalent to C
∗(E(0, m)).
Proof. By [1, Theorem 3.1], we have C∗(Dn(E)(1, m + 1)) ∼= C
∗(Dn(E)(0, m)), so it
suffices to show that the latter is Morita equivalent to C∗(E(0, m)).
To see this, observe that, by [2, Lemma 1.1], the series
∑
v∈E0 pv converges to a multi-
plier projection P ∈MC∗(Dn(E)(0, m)).
We claim that P is full. For this, first partition Dn(E)
0 as Dn(E)
0 =
⋃
j∈Z/nZ Vj by
setting
Vj :=
{
E0 if j = 0
{we,j : e ∈ E
1} if j 6= 0.
Then for α ∈ Dn(E)
1, we have r(α) ∈ Vj if and only if s(α) ∈ Vj+1, and it follows that
for λ ∈ Dn(E)
∗, we have r(λ) ∈ Vj if and only if s(λ) ∈ Vj+[|λ|]n. Now fix u ∈ Dn(E)
0, say
u ∈ Vj . Sincem,n are coprime, there exists k ∈ N such that km ≡ j (mod n). Since E has
no sinks, there exists λ ∈ Ekmu, and since s(λ) ∈ Vj, it follows that r(λ) ∈ Vj−[km] = V0,
and therefore pr(λ) ≤ P . Hence pu = s
∗
λpr(λ)sλ belongs to the ideal generated by P . Now
for α ∈ Dn(E)
1, the generator sα = sαps(α) also belongs to the ideal generated by P , and
it follows that P is full.
To complete the proof, it suffices to show that PC∗(Dn(E)(0, m))P ∼= C
∗(E(0, m)).
We begin by constructing a Cuntz–Krieger E(0, m)-family in PC∗(Dn(E)(0, m))P . First,
for µ ∈ Em, we define α(µ) ∈ Dn(E)(0, m)
n by
α(µ) = fµ1,1 · · · fµ1,nfµ2,1 · · · fµ2,n · · · fµm,1 · · ·fµm,n.
For v ∈ E(0, m)0 = E0, we define Pv := pv ∈ PC
∗(Dn(E)(0, m))P , and for µ ∈
E(0, m)1 = Em, we define Sµ := sα(µ) ∈ PC
∗(Dn(E)(0, m))P . It is routine to see
that (P, S) is a Cuntz–Krieger E(0, m)-family, so the universal property of C∗(E(0, m))
implies that there is a homomorphism π : C∗(E(0, m)) → PC∗(Dn(E)(0, m))P such
that π(pv) = Pv for all v ∈ E
0 and π(sµ) = Sµ for all µ ∈ E(0, m)
1. We have
α(Em) = (Dn(E)(0, m)
n)E0 ⊆ Dn(E)(0, m)
n. The universal property of C∗(Dn(E)(0, m))
shows that there is an action β of T on C∗(Dn(E)(0, m)) such that βz(sν) = sν for
all ν ∈ (Dn(E)(0, m)
1) \ (Dn(E)(0, m)
1)E0, and such that βz(sν) = zsν for all ν ∈
(Dn(E)(0, m)
1)E0. Since gcd(m,n) = 0, for each µ ∈ Dn(E)(0, m)
n, if we factor α(µ) =
α1 · · ·αn with each αi ∈ Dn(E)(0, m)
1, we have s(αn) ∈ E
0 and s(αi) 6∈ E
0 for i < n.
Consequently βz(sα(µ)) = sα1sα2 · · · sαn−1(zsαn) = zsα(µ). Hence, writing γ for the gauge
action on C∗(E(0, m)) we have π ◦ γz = βz ◦ π. The gauge-invariant uniqueness theorem
[2, Theorem 2.1] therefore implies that π is injective.
It now suffices to show that the range of π is PC∗(Dn(E)(0, m))P . We have
PC∗(Dn(E)(0, m))P = span{sηs
∗
ζ : η, ζ ∈ V0Dn(E)(0, m)
∗, s(η) = s(ζ)}.
Fix η, ζ ∈ V0(Dn(E)(0, m)
∗) such that s(η) = s(ζ), say η ∈ Dn(E)(0, m)
k = Dn(E)
km
and ζ ∈ Dn(E)(0, m)
l = Dn(E)
lm. Then s(η) ∈ V[km] and s(ζ) ∈ V[lm] forcing km ≡
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lm (mod n). Since gcd(m,n) = 1, we deduce that k ≡ l (mod n). Fix p such that
k + p ∈ nZ. Then l + p ∈ nZ too, and the Cuntz–Krieger relation forces
sηs
∗
ζ =
∑
ξ∈s(η)Dn(E)pm
sηξs
∗
ζξ =
∑
ξ∈s(η)Dn(E)(0,m)p
sηξs
∗
ζξ
By construction, each ηξ has the form α(µ1) · · ·α(µk+p) for some µi ∈ E(0, m)
1, and so
each sηξ ∈ π(C
∗(E(0, m))), and similarly for each sζξ. So sηs
∗
ζ ∈ π(C
∗(E(0, m))). Thus π
is an isomorphism of C∗(E(0, m)) onto PC∗(Dn(E)(0, m))P as required. 
Corollary 8.4. Let E be a locally finite graph with no sinks or sources. Suppose that
for every v ∈ E0 and every m ∈ Z \ {0}, there exist n ≥ 1 and µ ∈ Enmv such that
|E1r(µ)| ≥ 2. For n ∈ N \ {0} and m ∈ Z such that gcd(m,n) = 1,
C∗(S
m
nE) ∼Me C([0, 1], C
∗(E(0, m))) if m > 0,
C∗(S
m
nE) ∼= C0(SE
0)⊗ C(T) if m = 0, and(8.2)
C∗(S
m
nE) ∼Me C([0, 1], C
∗(Eop(0,−m))) if m < 0.
In particular,
K∗(C
∗(S
m
nE)) ∼=

(
coker(1− (AtE)
m), ker(1− (AtE)
m
)
if m > 0,(
K0(SE0)⊕K1(SE0), K0(SE0)⊕K1(SE0)
)
if m = 0, and(
coker(1− AmE ), ker(1− A
m
E )
)
if m < 0.
Proof. For m > 0, Theorem 8.2 combined with Lemma 8.3 shows that C∗(S
m
n) ∼Me
C([0, 1], C∗(E(0, m))), and then for m < 0, it follows from Lemma 6.11 that C∗(S
m
n) ∼Me
C([0, 1], C∗(Eop(0,−m))). Combining this with Theorem 6.10(2) proves the first state-
ment.
For the second statement, since K∗(C([0, 1], C
∗(E(0, m)))) ∼= K∗(C
∗(E(0, m))) (for
example, apply Lemma 7.17 to ι = idC∗(E(0,m)), and then use [28, Proposition 3.2.6 and
Theorem 8.2.2(vi)]), the computation [26, Theorem 3.2] ofK-theory for graph C∗-algebras
gives
K∗(C([0, 1], C
∗(E(0, m)))) ∼=
(
coker(1− (AtE)
m), ker(1−AtE)
m
)
for m > 0.
A similar argument gives
K∗(C([0, 1], C
∗(E(0, m)))) ∼=
(
coker(1−AmE ), ker(1− A
m
E )
)
for m < 0
because AtEop = AE and our hypotheses are symmetrical in E and E
op. Finally, the
Ku¨nneth theorem and that operator K-theory agrees with topological K-theory for com-
mutative C∗algebras implies that Ki(C0(SE
0) ⊗ C(T)) ∼= K0(C0(SE
0)) ⊕ K1(C0(SE
0))
for i = 1, 2. 
We finish by applying Corollary 8.4 to strongly connected finite graphs with period 1.
We say that a graph E is strongly connected if for all v, w ∈ E0 the set vE∗w \ E0 is
nonempty (we take the convention that a graph consisting of a single vertex and no edges
is not strongly connected). If E is a strongly connected finite graph, then the period of
E is defined as P (E) := gcd{|µ| : µ ∈ E∗ \ E0, r(µ) = s(µ)}.
Also recall that if E is a graph, then there is a map ∂ : ZE0 → ZE1 given by
∂(a)(e) = a(r(e)) − a(s(e)). The 0th and 1st homology groups of E are defined by
H1(E) = ZE
1/∂1(ZE
0), and H0(E) = ker(∂1). The higher homology groups Hn(E),
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n ≥ 2 are trivial (see, for example, [20, Remark 3.6]). The group H0(E) is isomorphic to
the free abelian group generated by the connected components of E.
We say that a finite graph E is a simple cycle if, putting n = |E0|, there are bijections
i 7→ vi and i 7→ ei of Z/nZ onto E
0 and E1 respectively such that r(ei) = vi and
s(ei) = vi+1 for all i.
Corollary 8.5. Let E be a finite strongly connected graph that is not a simple cycle, and
suppose that P (E) = 1. Then for every v ∈ E0 and every m ∈ Z \ {0}, there exist n ≥ 1
and µ ∈ Enmv such that |E1r(µ)| ≥ 2. For n > 0 and m ∈ Z with m,n coprime,
C∗(S
m
nE) ∼Me C([0, 1], C
∗(E(0, |m|))) if m 6= 0, and
C∗(S
m
nE) ∼= C0(SE
0)⊗ C(T) if m = 0.
In particular,
K∗(C
∗(S
m
nE)) ∼=
{(
coker(1−AmE ), ker(1− A
m
E )
)
if m 6= 0(
Z⊕H1(E),Z⊕H1(E)
)
if m = 0.
Proof. First observe that the opposite graph Eop is also strongly connected with P (Eop) =
1, and is also not a simple cycle. To prove the first statement, it therefore suffices to
consider m > 0 (the case m = 0 follows from the second line of (8.2)).
So fix m ≥ 1 and v ∈ E0. Since E is strongly connected, we have |E1v| ≥ 1 for all v,
and since E is not a simple cycle, a counting argument shows that there exists w ∈ E0
such that |E1w| ≥ 2. Since E is strongly connected, the set wE∗v is nonempty, say
α ∈ wE∗v. It is standard (see for example [21, Lemma 6.1] applied with k = 1) that
P (E) = {|λ| − |ν| : λ, ν ∈ vE∗v}. In particular, there are cycles λ, ν ∈ vE∗v such that
|λ| − |ν| = m − |α|. It follows that |αλνm−1| = |α|+ (|λ| − |ν|) +m|ν| = m(|ν| + 1). So
n := |ν|+ 1 and µ := αλνm−1 satisfy µ ∈ Enmv and |E1r(µ)| = |E1w| ≥ 2.
By Corollary 8.4, it now suffices to show that
C([0, 1], C∗(Eop(0, m))) ∼Me C([0, 1], C
∗(E(0, m))) for all m ≥ 1,
and that K∗(C(SE
0 × S)) ∼=
(
Z⊕H1(E),Z⊕H1(E)
)
.
Fix m > 0. Since E has period 1, it is easy to see that E(0, m) and Eop(0, m) are
strongly connected finite graphs that are not simple cycles. Since
ker(At) ∼= ker(A) and coker(At) ∼= coker(A),
(see, for example [13, Section 6.2]), we have K∗(C
∗(Eop(0, m))) ∼= K∗(C
∗(E(0, m))), and
so [27, Theorem 6.1] shows that C∗(Eop(0, m)) ∼Me C
∗(E(0, m)). Thus the function
algebras C([0, 1], C∗(Eop(0, m))) and C([0, 1], C∗(E(0, m))) are Morita equivalent as well.
Now take m = 0. We have K∗(S) = (Z,Z). Thus, by the Ku¨nneth theorem in K-
theory, it suffices to show that K0(SE0) ∼= Z and K1(SE0) ∼= H1(E). Since SE
0 and its
suspension are finite CW-complexes of dimension at most 2, [31, Theorem 1] shows that
K0(SE0) ∼=
⊕
n≥0H2n(SE
0) = H0(SE
0) and that K1(SE0) is isomorphic to the direct
sum of the even homology groups of the suspension of SE0, and hence to the direct sum
of the odd homology groups of SE0. Theorem 6.3 of [20] gives H∗(SE
0) ∼= H∗(E), and we
have H0(E) ∼= Z because E is connected. 
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