Measurement Processes and Analytical Details of GASIE Measurement Techniques
Further information about how these techniques performed in GASIE and improvements made since GASIE may be found in papers in this issue. aCollection efficiency was 98.7% +_ 6.4% [Jaeschke et al., this issue].
bNo paper was submitted in this special section for the ID-GC/MS method.
CCollection efficiency for mist chambers using water was measured to be 100 _+ 2% [Talbot et al., August 21, 1994, and UI began setting up for the intercomparison (see Figure 1) . A conduit of 4 inch PVC pipe was installed among the three trailers in which the Teflon© (PFA) manifold and wiring for the associated sensors were housed. The ASGDS and all the monitoring and quality assurance (QA) equipment were tested to confirm the performance specifications of the system at the GASIE field site in Lewes. The ambient temperature in Lewes dropped as the experiment progressed, and it became necessary to insulate the conduit and install a resistive heater inside the manifold to prevent condensation during the phases where water vapor was added.
Details of the installation and performance of the ASGDS are presented by MacTaggan et al. [this issue]. Briefly, the UI equipment consisted of a commercially available proportioning-valve dilution apparatus (PVDA) that was extensively modified to allow finer proportion control. Diluent was provided by a commercial "zero" air generator and was not further purified. Sulfur dioxide and interference gases (except H20 and 03) were added from aluminum cylinders of compressed certified mixtures of these gases. Water vapor was added by passing the zero air output through a commercial humidity and temperature controller and adding it to the manifold downstream of the PVDA. Ozone was added from a commercial 03 generator downstream of the PVDA. In addition, analytical systems monitored the concentrations of SO2 and all the added matrix gases, as well as cloud condensation nuclei, temperature, and pressure in the manifold. This information was logged in real time and became part of the UI data record.
The PIs, with the exception of the ID-GC/MS group from Drexel, arrived the week of September 5, 1994, and installed their equipment in the UD trailers as shown in Figure 1 At the beginning of each day, the UI group started delivering the concentration for the first run of the day and then synchronized their computer clock to digital clocks with one second resolution in each of the UD trailers. This fixed concentration was delivered throughout the run and at least 2 min into the changeover period between runs, at which time the concentration for the next run was set. It was determined both in the field and in the UI laboratory that within the precision of the QA instrumentation the SO2 concentration required _<20 min to stabilize in the manifold. This was borne out by examination of the time-resolved PI data. The PIs were asked to make as many replicate measurements within the 90-min run as possible, but the timing of these was at their discretion. They were also asked to calculate their best estimate of the SO2 concentration for each replicate and to report it by the following day to the UD group (see Data Handling below). After the last run of the day, the manifold was flushed with zero air until the next morning.
On October 7, 1994, after the conclusion of phase 2b the delivery manifold was modified for the diluted ambient air experiment, as shown in Figure 2 . Ambient air was introduced into the sampling manifold using two metal bellows pumps run in parallel. Each pump had a nominal, no-load flow rating of 12 lpm.
The dilution factor was estimated by measuring the flow between the metal bellows pump and the connection with the zero air line with a mass flowmeter (MFM), while the zero air was adjusted to deliver a total flow of 100 standard liters per minute (slpm). The MFM was removed before sampling by the PIs began. This system lowered the ambient SO2 concentration to levels more relevant to this intercomparison while retaining all of the matrix components in ambient air, albeit at reduced levels because of the dilution. This is particularly significant for CO2 and H20 and may be for other interferences as well. The quality assurance instrumentation in the UI trailer used in the first three phases (continuous total sulfur monitor, GC/SCD sulfur species detector, cloud condensation nuclei (CCN) counter, and 0 3 and NOx monitors [see MacTaggatt et al., this issue]) was employed to characterize the diluted ambient air and to track the temporal variability of the total sulfur concentration.
Data Handling Procedure
The following procedure was used to strike a balance between maintaining blindness and monitoring quality during the data collection. Each day, UI would report to one member of the UD group (Luther) the nominal set points from the previous day. Another member of the UD group (Stecher) was designated to receive the PI data (start/stop times for each replicate, replicate SO2 concentrations, and any comments) the day after they were generated, to code them and then to pass them along to Luther. Because the methods had widely different integration times and inherent precision levels, the within-run variability and number of replicates were removed by reporting only the run mean for each investigator. Luther compared this coded, run-averaged data to the theoretical set points to monitor the progress of the experiment. Thus Stecher monitored the within-run homogeneity of the samples delivered and Luther the correspondence of the PI data with the ASGDS set points. These coded, run-averaged data were shared with the Advisory Committee on a regular basis.
In the case of one PI, the filter pack-IC system, it was necessary to modify this procedure. Under normal field conditions, this PI collects filters in the field and sends them back to the home laboratory for analysis. Because of problems at the home lab, which did not become apparent until after the experiment started, this PI was not able to report data within the time frame necessary to assess the progress of the experiment. coded results, the filter pack data were substituted for the TECO data.
As mentioned above, one method (the ID-GC/MS) was absent for a substantial amount of the experiment. In order to protect this investigator's anonymity, "dummy" numbers were manufactured by Stecher, passed along to Luther, and became part of the "preliminary data set" used for the blind data evaluation. It was determined after the code was broken that there were no faulty conclusions reached as a result of the dummy data.
Amendments to the Procedure
As with any field experiment, unforeseen circumstances occur which require changes in planned procedure. Significant changes are explained below.
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2. Any value reported as "below the limit of detection" was recoded as 0.5 x (limit of detection) + 0.5 x (limit of detection) as stated by the PI. Some PIs calculated an average LaD for the whole experiment, some for each run and some for each replicate. The most detailed system provided by the investigator was used in calculating the run statistics. Superscript-a values indicate runs in which all replicates were reported below the detection limit. Superscript-b values indicate that at least one replicate of the run (but not all) was reported as below detection limit and that 0.5 x (det. lim.) was used to calculate the average and the standard deviation. This procedure, while statistically unsatisfactory, was undertaken to provide a rough numerical estimate of measurements near an instrument's limit of detection for the purposes of plotting. This is particularly useful in the figures demonstrating low-level performance (Figure 4) .
3. Limits of detection for the fluorescence-HPLC system depend on daily calibration and thus can change from day to day. In some cases, drift in the daily blanks required the calibration to be corrected for drift. For these days the maximum daily LaD for the experiment (excluding phase 2a) was used (5.6 pptv), and the value 2.8 pptv was taken as the estimate of "below LAD" for run averages.
4. Some of the investigators (aq. chemilum., mod. TECa, ID-GC/MS, mist-IC) reported replicate values for at least one run that represented different integration times. Strictly speaking, the mean of these replicates should be a time-weighted mean. In order to avoid the problems associated with calculation of time-weighted standard deviations, the means reported herein are not time-weighted.
5. There were 38 measurements reported in which all or part of the integration time fell outside the run window due to accidental mistiming, typographical or transcribing error, etc. The following replicates were discarded before the run statistics were calculated: any replicate for which more than half of the integration time fell outside the run window; any replicate for which the start time was reported to be more than 5 min before the start of a run or the stop time was reported to be more than 2 min after a run was discarded before the average was computed. The following replicates were included in calculation of the run statistics: any runs in which the start time was reported to be less than 5 min before the start of a run and the stop time was reported to be less than 2 min after a run, and in which more of the integration time fell within the run window than outside of it.
6. Because none of the techniques (as used during GASIE) were capable of taking more than one sample simultaneously, any replicate datum (measurement) which overlapped in time with any other was discarded. This resulted in the deletion of 13 data points in four runs for the ID-GC/MS. several of the PIs noticed it. The unintentional "drop-outs" in SO2 concentration during runs 10 and 11 were due to electrical noise being introduced to the ASGDS connection to its on-line PC triggering a shut-down command to the PVDA. When this was discovered, the PVDA was operated manually. Results for these runs are provided but were not used in any data analysis. It must be noted that all PIs with the temporal resolution sufficient to track these drop-outs did so.
2. On September 15 (the last day of phase 1), with data from the first seven runs, it became clear that the set points were significantly higher than the PI data. (The delay in obtaining the data was due to the late arrival of filter pack results from the home lab; see above.) Luther indicated to the UI group that the PIs were reporting concentrations significantly different from the set points and suggested that they perform checks on the ASGDS system to verify its performance. The UI personnel searched for leaks but found none at that time (see item 4 below).
3. On September 18 during runs 32 and 34, large droplets of water were observed in the delivery manifolds in both UD trailers. It was discovered that the ambient temperature in trailer B was 4øC colder than in either of the other trailers (see Figure 1 ). In addition, the manifold plumbing in trailer A had been incorrectly plumbed such that a substantial local pressure drop was possible. These problems were corrected; in addition, the conduit, which housed the manifold, was insulated, and a resistive heater was installed. A number of the PIs expressed concern about the control of water vapor in the manifold, and they requested that RH, temperature, and pressure sensors be placed in the manifold with displays for PI use. The Planning Committee agreed with this and modified the schedule to allow the appropriate equipment to be ordered and installed. This required splitting phase 2 into two parts, with the second part, phase 2b, near the end of the experiment. Information from these additional sensors was also monitored and recorded by UI. 4. A storm on September 22 (rest day between phases 2a and 3a) caused the electric power in Lewes to fail at -1600. The power was restored at -1730 but then failed again shortly thereafter. The second failure only affected the trailers, but this was not discovered and corrected until 0830 on September 23. Several of the investigators and the Idaho group needed time on September 23 to warm up and test their instrumentation. The schedule was revised to make September 23 an off day and to reduce the number of days in phase 4 to two. The ASGDS purged the manifold with dry zero air for part of the day and then delivered a constant, high concentration of SO2. During the day off after the power outage the UI team conducted a systematic search for leaks in the ASGDS. Two gas leaks were discovered, one in the mixing chamber and another in the fittings within the proportioning valve dilution apparatus. These leaks were repaired; it is not known why they went undiscovered in the previous examinations.
5. During the first run of October 9 (run 111, the second day of phase 4) the total sulfur was extremely high and variable as judged by the UI continuous SCD. The dilution factor was doubled (from 1:5 to 1:10) in order to bring the SO2 down to a more relevant level. The next run (run 112) showed a much lower SO2 concentration, and the dilution factor was returned to its original value for the remainder of the experiment.
Data Evaluation and Dissemination
The data turned in during the experiment constituted the preliminary data. The PIs were given 2 months (until December 15, 1994) to recalculate these data based on instrument and standard recalibrations and submit it to Stecher of the UD group. This period was considered to be consistent with the processing of typical field data. The final run averages were calculated, the dummy numbers were revised slightly to protect their anonymity, and the data set was annotated to explain the processing methods used. The same code was maintained, and the final coded, run-averaged data were disseminated to the rest of the Planning Committee and to the PIs on January 3, 1995. Note that this was the first time the PIs had any knowledge of the SO2 and interference set points. The blind data analysis carried out by the Planning Committee culminated in a meeting (March 30 to April 1, 1995) at which the conclusions reached by each member during the previous three months were discussed and refined. The conclusions reached at this meeting were integrated into a preliminary report by UD which was distributed to the PIs and to National Science Foundation (NSF) on May 26, 1995 [Stecher et al., 1995] . The last page of that report contained the code key and the key to the dummy values; this was the first time that anyone except Stecher had access to this information.
After the preliminary report was issued, the final replicate data were compiled into a single electronic file and distributed to the Planning Committee and to the PIs. This full data set is available in electronic form from George Luther at the University of Delaware, Lewes. The Planning Committee and the PIs met together in January 1996 to discuss the final conclusions from the project and the presentation and publication of the work. Conclusions from that meeting form the basis of this special section.
Results and Discussion
Because of the enormity of the raw data set, only the most relevant subset of the data will be considered here. Because of problems with the dilution system and the accompanying set point inconsistencies outlined in the Experiment section, only results for phases 2b, 3, and 4 will be discussed in detail; discussion of phases 1 and 2a are given by Stecher et al., [1995] . The run-averaged data, within-run standard deviations, and the number of replicates for phases 2b and 3 are given in Table 4 .
Results for the interference phases (phases 3a, 3b, and 2b) are shown in Plate 1 as plots of average PI response for a given It must be noted that this unusual format was chosen during discussions with the PIs during a meeting in January 1996 in preference to plotting against the set point or one of the PI data sets for three reasons. First, while the delivered concentration of SO2 within each run was quite consistent, the concentration did vary from one run at a given set point to another (see Precision section). Although the UI/QA system is not a "proven" technique, it would be expected to (and indeed did) respond to these variations in actual SO 2 concentration. Secondly, the UI/QA data set provided a neutral variable against which to plot the PI data. It was judged unfair to use the data of any one PI as an x axis for comparison because it would suggest a superiority or a validation of that technique. Finally, using the set points leads to very cluttered plots that are quite difficult to interpret because there is no variation in the x direction within a group of data from a single set point. Using the UI/QA data as an x axis maintains the relative ordering of responses for the investigators but separates the points for each set point horizontally so that the PI data may be viewed more easily. One-way regression parameters for the plots of PI response versus UI/QA data shown in Plate 1 are given in Table 5a . The one-way regression parameters for plots of PI data versus the set points yield valuable information about the dilution system and are presented in Table 5b . Finally, the one-way regression parameters for plots of data from each versus each other PI are presented in Table 5c in order to make direct comparisons.
The data for the diluted ambient air (phase 4) are presented graphically in Plates 2a and 2b. In this case, time-resolved plots of the individual replicates are plotted so that both the instrumental response and the ability of the PIs to track changes in concentration can be compared. Given the wide variation in integration time and number of replicates per run, the methods cannot easily be compared quantitatively, as expected from the CITE 3 results [Gregory et al., 1993] . However, viewing the time-resolved results this way allows a direct qualitative comparison.
General PI Response
Six of the seven techniques compared well with one another with no evidence of interference from 03, NOx, DMS, CO, CO2, or CH 4 and only minor interference from water vapor (see Interferences section). In addition, these techniques tracked one another quite well during the diluted ambient air portion of the experiment (see Results with Diluted Ambient Air). The other method exhibited mild to severe difficulties during the interference phases, but these problems appeared reversible (see Interferences section). When the data from the investigators were plotted against the UI quality control data (Table 5a) , against the set points (Table 5b) or against each other (Table 5c ), good linear relationships were observed with a range of slopes of about 50%. The broad range of slopes is attributed to calibration differences among the laboratories and is discussed under Accuracy.
Precision
Before any statement of precision of an analytical technique can be made, the variability of the samples being measured must be assessed; this is particularly important when the samples are being prepared in situ. Upper limit estimates of the variability in SO2 concentration delivered by the ASGDS were based on the precision of the PI data because, collectively, the With this in mind, it is possible to assess precision for the methods themselves, keeping in mind that at least some of the ASGDS variability must be subtracted from the values obtained for the PIs. The regression parameters from Plates 3a and 3b are summarized in Table 6 and must be treated as upper limits of PI variability. Note that the filter pack method generated a single measurement for each run, so no within-run analysis was possible. Also note that for the diffusion-denuder SCD, only the data from control runs were used. Three items are noted. First, the aqueous chemiluminescence system is set up to trap SO2 samples in the field as the bis-sulfitomercurate complex and to analyze the resulting stable solutions in the laboratory after the field work. This procedure allows more time to construct the calibration curve and allows all the samples to be run on the same calibration curve, leading to much better precision. During the GASIE campaign, separate calibration curves were constructed daily by this group, as mandated by the experimental protocol. Thus it may be expected that this method would exhibit more precise data under normal operating conditions. Secondly, both the mist chamber-IC and the filter pack-IC methods were constrained to sample sizes lower than they could have taken (by factors of about 2 and 3, respectively). Since a large portion of the error in both methods comes from random errors in the blank, a larger sample should significantly increase the signal/ noise ratio. Thus a more accurate estimate of the precision requires that the intercepts of these regression data be adjusted down accordingly. Finally, the modified TECO system showed by far the least dependence of variability on the measured concentration, both within run and run to run, suggesting a single, constant source of random error.
Accuracy
Determination of accuracy for specific techniques is problematic because there is no validated standard for SO2 at these and validation involves certifying both the standard and the dilution system (including the diluent). However, because this experiment probably represents the best technology available for the measurement of SO2 in this concentration range, the "calibration differences" discussed above can be used to estimate an experiment-wide (and, it might be argued, community wide) accuracy. These differences (Table 7) are taken from the regression statistics given in Table 5a . The absolute numbers have no absolute relevance because they are based on the UI/QA data, but they may be used to compare the calibrations of the techniques. This is displayed graphically in Figure 3 and indicates that the best accuracy currently attainable for SO2 below a half a part per billion within the atmospheric community is about ___25%. The implication is that a report of 500 pptv from any given investigator constrains the value of SO 2 at best between about 375 and 625 pptv. The fact that the precision of most of the methods is much better than the range of calibrations indicates that the major source of error in absolute measurement of SO2 below 500 pptv lies with the standardization and not the measurement itself. This suggests that there is a substantial discrepancy in either the commercial standards as obtained by the PIs and UI or in the way these standards are diluted during calibration (or in the case of UI, during delivery). A summary of the calibration standards appears in Table 1 2a and 2b), 0 3 and NOx (phase 3a), and DMS, CO2, CO, and CH 4 (phase 3b). Because of the operating difficulties experienced in phase 2a, the humidity test was repeated in phase 2b, and the following discussion is limited to phases 3a, 3b, and 2b. It must be noted in any discussion of phase 3 that the experiment was set up to overtest the PIs. While SO2 levels were chosen to span a range of values commonly observed from remote marine environments to coastal areas, the interference gases were delivered at or above concentrations associated with continental air.
Except for the diffusion-denuder/SCD, which is discussed in detail below, none of the methods suffered from serious interference due to any of the added matrix gases, nor due to species present in the diluted ambient air. However, two minor interferences were noted.
First, the filter pack/IC method gave a significantly lower slope (10-15%) for measurements in the presence of water vapor than for dry air, while the intercept appeared to be unaffected. This phenomenon was observed in both the late phases (3a/3b versus 2b) and by comparing phases 1 and 2a control runs with phase 2a wet runs.
Second, phase 3a data suggest that the aqueous chemiluminescence method has a negative slope interference due to O3/NOx. This is most apparent when only the data for phase 3a (interference and controls separated) are plotted [Stecher et al., 1995] . However, all but one of the control runs for phase 3a were performed on the same day, and other data throughout the experiment indicate that this method suffered from dayto-day calibration changes during GASIE [Stecher et al., 1995] . As stated in the Precision section, the aqueous chemiluminescence system used separate calibration curves each day in contrast to the normal operation. Thus there is no conclusive evidence that can discern a real interference from a daily In phase 3b the DD/SCD exhibited a negative intercept bias of 80-100 pptv versus the control data that has been attributed to scavenging of DMS by the uncoated stainless steel denuder tube but not by the carbonate-coated denuder prior to analysis. This would lower the total sulfur signal but leave the signal for (total minus SO2) unchanged, resulting in a negative bias pro- 
Response Under 50 pptv
Approximately half the runs in the late phases were devoted to SO2 concentrations below 50 pptv, with approximate nominal concentrations of 0, 20, and 40 pptv. These data were examined from the perspective of discrimination among these set points, and the data are presented in Figure 4 and summarized in Table 8 . As discussed in the Precision section, a caveat must be placed on the conclusions reached from Figure 4a relating to the amount of sample allowed the filter-IC and mist-IC methods. Since a substantial amount of the random error resides in the blank, the precision of the low-level data for these methods will be particularly affected. This was remedied at least for the former method by constructing a similar plot and including the nominal 127 pptv set point (Figure 4b ). An attempt was made to include the DD-SCD by using just the control data, but there were very few control runs below 50 pptv; this was remedied by including the 127 pptv set point as well (Figure 4c) . The caveats mentioned above are reflected in Table 8 except for the DD-SCD, the instruments tracked rapid changes of SO2 over 2 orders of magnitude and appeared to agree within the calibration differences discussed above in the Accuracy section. The ability of a method to detect these changes depends on the integration time of a single replicate measurement, the precision of the replicate, and the amount of time between replicates. For some of the methods (mist-IC, illter-IC, aqueous chemiluminescence, in particular) the integration time and the precision are almost inversely proportional, and this combination can be tailored to the field situation and the research question. Because the former two methods sampled smaller volumes than normal, they were forced to compromise either precision or time resolution (or both). Thus while we can observe the general agreement of the methods in this experiment (both in the measurement and in the response to changes), we cannot assess how these methods would compare if they had chosen different integration times. One exception to this general agreement is the apparent lower response of the fluorescence-HPLC method compared to the other phases of GASIE. This method exhibited a calibration very near the mean of the other techniques during the first three phases (see Table 7 and Figure 3 in Despite the necessary qualifications, these results are illuminating given the recent SO2 and DMS measurements reported by Bandy et al. [1996] in the equatorial Pacific atmosphere. Clear diurnal oscillations of SO2 concentration were observed over the range of 10-80 pptv. We conclude from the GASIE data that above 50 pptv, six of the seven systems have the capability to respond to large SO2 variations on this timescale. For the lower SO2 levels, measurement ability is dependent on the minimum detection limit and the integration time necessary to achieve it for each system.
General Conclusion
The general outcome of this intercomparison was that there are six viable methods available for measurement of SO2 below 500 pptv with a seventh nearly ready. This array of methods offers a wide range of precision, time resolution, detection limit, cost, transportability, and labor intensity that must be taken into consideration for a given application. In addition, a mobile system is now available for production of diluted trace gases that in principal can be used for field standardization. It must be stressed that these results, while relevant to other sampling platforms, are only strictly applicable to groundbased measurements. This program uncovered two general areas that require attention. The discrepancy among the calibrations of otherwise worthy methods is troubling because it suggests that either the commercially available "standards" used by the atmospheric community are not meeting the stated specifications or that the processing of the standards by the investigators is flawed. In addition, the complexity of the dilution system and the tasks asked of it require a much greater attention to detail in the field.
