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ABSTRACT 
We study several cases in which for a given pair of mutually orthogonal vectors 
there exists a (maybe specified) acyclic (symmetric) matrix having the given vectors as 
eigenvectors. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION AND PRELIMINARIES 
By an acyclic matrix we shall mean, as in [2], a real symmetric matrix 
A = (a,,> for which the products ak,k,ak,k, V-e 
ever s > 2 and k,, k,, . . . , 
ak,_ ,k,ak,k, are all zero when- 
k, are distinct indices. In graph-theoretical terms 
this means that the nondirected graph of A is a forest, i.e., each of its 
components is a tree. It follows that an acyclic matrix of order n has at most 
n - I off-diagonal symmetric pairs of nonzero entries. This means that such a 
matrix is fully described by the combinatorial structure of its nonzero entries 
and (at most) 2n - 1 real parameters. For example, every symmetric tridiag- 
onal matrix is acyclic, and acyclic matrices can thus be considered as a natural 
generalization of symmetric tridiagonal matrices. 
In [I], D-stability f 0 more general (not necessarily symmetric) acyclic 
matrices was studied. 
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In the sequel, we shall need the following property which relates the signs 
of coordinates of an eigenvector of an acyclic matrix with the order of the 
corresponding eigenvalue ordered by magnitude. 
THEOREM A 12, corollary 2.51. Let A = (aik) be an irreducible acyclic 
matrix of order n with eigenvalues A, > A, B e.0 > A,,. Zf y = ( yi> is an 
eigenvector of A with all coordinates diferent from zero and there are s 
(unordered) pairs (i, k), i z k, for which 
‘ik Yk Yk ’ ‘, 
then y corresponds to A,, 1 and this eigenvalue is simple. 
Let us introduce several notions. We shall say that a system of m > n 
vectors in a Euclidean n-space E, is Haar ino!ependent if any n vectors of 
the system are linearly independent. In the following lemma, e,, . . . , e, are 
basic vectors with one coordinate equal to one and the rest equal to zero in 
the Euclidean vector space of column vectors with inner product ( y, Z> = 
Ci yi z,. We have immediately: 
LEMMA B. Two vectors y = ( y,), z = ( zi) and the basic vectors 
e,, . . . , e, in E, are Haar independent if and only if all yi and zi are different 
from zero and yi zj - yjzi # 0 for all pairs (i, j>, i # j. 
Further, we shall say that a square matrix A is essentially trtdiagonal if 
PAPT is tridiagonal for some permutation matrix P. Clearly, an irreducible 
symmetric matrix is essentially tridiagonal if and only if its nondirected graph 
is a path. 
In graph theory, a tree with the property that after removing all vertices 
of degree one (and incident edges) one obtains a path is called a caterpillar. 
The vertices of such graph G can be numbered as follows: We choose one 
longest path P = (v,, . . . , v,) in G and one of its end vertices, say vi; we 
assign vi the number 1, then we number all vertices adjacent to va, except 
va, with the numbers 2, 3, etc., continuing with va, then all vertices adjacent 
to va, except v4, etc., till v,_ i, and then v, (there is no other edge incident 
with v,). 
We shall say that an irreducible matrix is quasitrtdiagonal if its graph is a 
caterpillar whose vertices are numbered as above. 
We also say that a square matrix A has subdiagonal rank r if r is the 
order of the largest nonsingular submatrix of A all of whose entries are 
strictly below the main diagonal; if there is no such submatrix, r = 0. 
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Finally, we shall say that a matrix A = u,~ is a perfect elimination matrix 
if it enjoys the property that whenever i > k and aik # 0, then for all j 
satisfying i > j > k, ajj # 0 as well. 
2. RESULTS 
THEOREM 1. Let A = (aij) be a symmetric n X n matrix, n > 3. Then 
the following are equivalent: 
(i) A is quusitridiagonul; 
(ii) A is irreducible acyclic, a,, _ s, n = 0, and in addition, A is a perfect 
elimination matrix; 
(iii) A is a pe$ect elimination matrix, it has in each of its first n - 1 
columns exuctly one nonzero subdiagonal entry, and a, _ s. n = 0; 
(iv) the subdiagonal rank of A is one, there is exactly one nonzero 
subdiagonal entry in each of the first n - 1 columns, and a,_ 2V n = 0; 
(v) A can be written in a block tridiagonal form A = ( Ai,) (where 
Ai, = 0 if Ii - kl > 1) such that all diagonal blocks are diagonal matrices, in 
the blocks A, + 1, k the first row consists of nonzero entries and all remaining 
rows of zeros, and the lust two diagonal blocks have order one. 
Proof. (i) -+ (ii): By (i), A is irreducible and acyclic. Suppose that 
ai, k z 0 for i > k and i > j > k. If the corresponding edge (i, k) belongs to 
the longest path P in G(A), then (i, j) is an edge of G(A), since j was 
chosen before i. If (i, k) is not in P, then i is in P but k is not. It follows 
that (i, j) is again an edge of G(A). In both cases, uij Z 0 and A is a perfect 
elimination matrix. To show that a,_ s n = 0, observe that (n - 2, n - 1) 
and (n - 1, n> are edges of G(A), so that (n - 2, n) is not. 
(ii) --) (iii): Let i, j, k satisfy 1 < i <j < k < n. If both aji and uki were 
different form zero (i.e., if there were two subdiagonal nonzero entries in the 
ith column), then aij # 0 by (ii); thus akjuJiaik # 0, a contradiction with 
acyclicity of A. If there were no nonzero subdiagonal entry in the ith column 
for i < n, there would be a block of zeros in the first i columns and the last 
n - i rows, and A would be reducible. 
(iii) -+ (iv): We have only to show that (iii) implies that the subdiagonal 
rank of A is less than two. Suppose thus that for some indices i, j, p, q, 
p < q < i <j, we have uipajs - urpai4 z 0. By (iii), uiP and ujP are not 
both different from zero. If uip # 0, then aJp # 0 as well as aiq # 0 by (iii), 
a contradiction. If ujP # 0. Then again both uiq and ujq are different from 
zero. 
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(iv> + (v>: In the first column, let a,,,, t, > 1, be the unique nonzero 
subdiagonal entry. By the rank-one property, nonzero entries in the first 
t, - 1 columns can occur only in the t,th row, and in addition all these 
entries are different from zero by (iv). Consequently, the block A,, of A in 
the first t, rows and column is a diagonal matrix. Since an-s, fl = 0, t, < n. 
Let a,*,*, t, > t,, be the unique nonzero entry in the t,th column. Again, 
nonzero entries in columns with indices j, t, < j < t, - 1, can occur only in 
the tsth row, and all these entries are different from zero. Denote by A,, the 
block of entries of A with both such indices j, and by A,, the block with 
these rows indices in the first t, - 1 columns. A,, is thus diagonal, and A,, 
satisfies the condition in (v) for k = 1. By continuing this construction, we 
complete the decomposition of A into blocks satisfying (v). Also, the last two 
diagonal blocks are one-by-one. 
(v) + (8: Immediate. 
THEOREM 2. Let y, z be linearly independent and mutually orthogonal 
vectors in E,, and let A,, A,, h, > h,, be real numbers. Then there exists an 
acyclic matrix A such that y is an eigenvector corresponding to the largest 
eigenvalue h, of A, and z is an eigenvector corresponding to the smallest 
eigenvalue A, of A. The matrix A can even be chosen as permutation similar 
to a direct sum of quasitridiagonal matrices. 
Also, if A is irreducible, there is no other acyclic matrix with the same 
properties as above and such that its graph is contained in the tree corre- 
sponding to A. 
Proof. We shall first find an acyclic matrix A which meets our require- 
ments. Without loss of generality, we can assume that hi = 1 and A, = 0, 
since the general case is easily obtained by a suitable linear combination of 
the identity and the solution of this restricted problem. 
Further, it suffices to solve the problem for the case that all coordinates 
of both vectors y and z are different from zero. Indeed, let the first r > 1 
coordinates of y be equal to zero, and let A be the solution of the problem 
for the vectors 5, z’ consisting of the last n - r coordinates of y, Z, respec- 
tively. (Clearly, g, Z are also orthogonal.) Then the matrix 
0 0 
i 1 0 A 
is again acyclic and has the largest eigenvalue 1 with a corresponding 
eigenvector y and the smallest eigenvalue 0 with a corresponding eigenvector 
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If y has all coordinates different from zero but the first s 3 1 coordinates 
of 2 are equal to zero, set similarly 
where A^ is the solution of the problem for the vectors e, i having the last 
n - s coordinates equal to those of y and Z. 
Finally, we can suppose that all coordinates of the vector y are positive, 
since the solutions of the original problem can be transformed by two-side 
multiplication by a diagonal (1, - 11 matrix. 
Thus from now on we shall suppose that y is positive and that all 
coordinates of z are different from zero. If p is the number of positive 
coordinates of z, then 0 < p < n and the indexing of the coordinates of both 
vectors y, z will be chosen in such a way that 
21 22 zP Zp+l Z” -a--_ *-* >-->o>- > -** > -. (1) 
Yl Yz YP Yp+1 Yn 
Denote by S,, S, the sets (1,. . . , p}, { p + 1,. . . , n), respectively. We 
shall define a set of pairs 
recursively as follows: We set i, = p, k, = p + 1. Supposing that t > 1 and 
that all (i,, k,) have been defined for 1 < T < t, we distinguish: 
If CiLityjzj > 0, we set i,+l = i,, k,,, = k, + 1; such t will be called t 
of the first kind. Observe that since due to orthogonality Cj yj zj = 0, we have 
k, < n and k,,, E S,. 
If Cj:ityjzj < 0 and k, < n, or Cjkilyjzj < 0 and k, = n, we set 
at+1 = 2, . - 1, kt,, = k, and call such t of the second kind. Observe that now 
it > 1 and it+l E S,. 
If Cj,it yjzj = 0 and k, = n, we end the process of defining 8. Then 
every index in each S, and S, has been used as some ij and some kj. 
It is immediate that the undirected graph with the set of vertices S, U S, 
and the set of (undirected) edges 8 is a tree, since with every new edge 
(it, k,) for t > 1 we join one new vertex. 
Denote by Z’i and T, the sets of indices t of the first and second kind, 
respectively. 
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Let us show now that this construction yields a caterpillar. Let us first 
order the edges in the same order as in 8. We distinguish two cases: 
(i) if p E T,, we set p + 1 as vertex number n, p as number n - 1, and 
continue to assign to every not yet numbered vertex of the next edge a new 
number one less than the previous; 
(ii) if p E T2, we set p as vertex number n, p f 1 as number n - 1, 
and continue as above. 
The longest path P in the reverse direction starts with n and n - 1 and 
continues with those indices which are not end vertices, i.e. which belong to 
at least two edges. By the construction, the newly indexed vertices belonging 
to the path come before end vertices adjacent to this new index; this means 
that in the ordering from 1 to n, the ordering is as asserted in the caterpillar 
ordering. 
We shall define now the upper triangular part of the matrix A = (uik) as 
follows: For i < k, uik = 0, unless (i, k) = (i,, k,) for some t, 
YktZk, 
ait k = - . L 
- zk, Yi, 
if JET,, 
‘i, Yk, 
t--l~T~ (ort=l), 
Yi,‘i, 
'il. k, = 
‘i, Yk, 
if FETE, t - 1 E T2 
- ‘k, Yi, 
(or t = l), 
ai,, k, = - 
~i,<j<k,Yj’j 
‘i, Yk, - ‘k, Yi, 
if t E T,, t - 1 E T,, 
‘i, k = 
&,<j<k,Yj’j 
. f 
‘i, Yk, - ‘k, !/i, 
if FETE, t-lcT1. 
The lower-triangular part is then defined by symmetry, and the diagonal by 
the condition that 
Ay = y. 
Let us prove that for this matrix A, 
AZ = 0. 
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Since for every j 
YjCajkzk = YjCajkzk - zj 
k k 
(C’jkYk - Yj) 
k 
= Yj’j + c’jk(‘k!/j - ‘jYk)T 
k 
it suffices to prove that 
Fajk(zjyk - zkyj) = yjzj foreveryj. 
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(2) 
Let first j E S,. In the previous notation, there exists an s > 1 and an 
r > 0 such that j = i, = is+l = *-- = is+,. z is+r+l and either s = 1 or 
i s-l # j. By the definition of A, we obtain 
= c 'i,k,( ‘i, Yk, - zk, yi,)* 
t=s 
If r = 0, then either s = 1 or s - 1 E T,. In both cases, s E T,, the only 
term on the right-hand side is yizzi,, and (2) is true. Let now r satisfy r > 1. 
Then either s = 1 and (since s E T,) the only term is yi,zi , or s - 1 E T,, 
s E T,, s + 1 E T,, . . . , s + r - 1 E T,, s + r E T,. The sum on the 
right-hand side is then equal to 
which is again yjzj. 
Now let j E S,. Then there exists an s 3 1 and an r > 0 such that 
j=k,=k s+l = *-* = k s+r # ks+r+l and either s = 1 or k,_ 1 # j. We 
obtain again 
Fajk(zjYk - zkyj) = iz ‘ji(‘jYi - ‘iYj) 
1 
= - C ai,k,( %, Yk, - zk, Yi,). 
t=s 
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If r = 0, then either s = 1 or s - 1 E T,. In both cases, s E T,, the only 
term on the right-hand side is equal to yk,zk,, and (2) is true. Let now r 
satisfy r > 1. Then either s = I and (since s E T,) the only term is yi,zi,, or 
s - 1 E T,, s E T2, s + 1 G T,, . . . , sfr-l~T,,s+r~T,.Thesurn 
on the right-hand side is then equal to 
which is again yj zj. 
It is easy to observe that if some off-diagonal entry aik defined by the 
formulae above is equal to zero, then the matrix becomes reducible, which 
does not influence the form of the remaining part. 
It remains to show that 0 is the minimal and 1 the maximal eigenvalue of 
A. Let us show that all off-diagonal entries of A are nonnegative. This, 
however, follows immediately from the definition of A. Since y > 0, Theo- 
rem A assures that for each its irreducible principal submatrix, 1 is the largest 
eigenvalue. On the other hand, for every pair (i,, k,), uilk,zi,zk, < 0. Again by 
Theorem A, 0 is the smallest eigenvalue of every irreducible principal 
submatrix of A. 
The uniqueness of the matrix A whose graph is contained in a given tree 
follows from the fact that the weights of the edges, i.e. the nonzero off-diago- 
nal entries of the matrix A, can be determined, step by step, uniquely by 
solving at each step a system of two equations originating from the system 
Ay - y = 0 and AZ = 0 corresponding to a pending edge of the remaining 
tree. ??
The construction in the proof of Theorem 1 yields the following 
COROLLARY 3. Let y = ( y,), z = (zi) be linearly independent mutually 
orthogonal vectors with all coordinates diferent from zero. Let their coordi- 
nates be ordered in such a way that 
Zl 22 zP Zp+l 
--->--_*“* >,->o>- 
2, 
> **a > -. 
Yl Y2 YP Yp+l YTl 
Let A, and h,, A, > h,, be real numbers. Zf p is the whole part of n/2 and 
either 
P 
Yl’l < IYnZnl < Yl’l + yZz2 < lyn’n + Yn-lZ”-ll < ‘** < C yizi 
i=l 
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lynq$l < y1q < lynzn + yn_lz,_ll < *** < I I i YiZi 7 i=p+l 
then there exists an irreducible tridiagonal matrix A and a permutation matrix 
P such that Py is an eigenvector corresponding to the largest eigenvalue h, of 
A and Pz is an eigenvector corresponding to the smallest eigenvalue h, of A. 
REMARK. The example y = ( y,), z = (zi>, yi = I for all i, zi = 
+(n + 1) - i - ??i, n even, ??i > 0 for all i # n/2 + 1, - + < ??k < 0 for 
k = n/z + 1 and CJ’= iej = 0, shows that the conditions above can be 
satisfied. 
THEOREM 4. Let z be a real vector in R” with sum of coordinates equal 
to zero. Then there exists a positive semidefinite C-acyclic stochastic matrix D 
such that Dz = 0. 
Proof. Without loss of generality, we can assume that all coordinates of 
z are different from zero, since the direct sum of the result of this case and 
an identity matrix corresponding to the zero coordinates solves the general 
problem. Let now A be the acyclic matrix resulting from Theorem 1 for 
A, = 1, A, = 0, the given vector z, and y = e, the vector of all ones; the 
vectors y and z are indeed orthogonal. Let first A be irreducible. By 
Theorem A applied to the vector y, all off-diagonal entries of A are 
nonnegative. The smallest eigenvalue of A is zero, so that A is positive 
semidefinite. Thus also the diagonal entries of A are nonnegative and A is 
stochastic. 
If A is reducible, the reasoning above proves that every component of A 
is positive semidefinite stochastic. ??
THEOREM 5. Let y = ( y,), z = (zi) be mutually orthogonal vectors in 
E,, n B 2, such that y, z, and the basic vectors e,, . . . , e, form a Haar 
independent set. Let h and t..~, A > t.~, be real numbers, and let k be an 
integer, 1 < k < n. Then there exists an essentially tridiagonal irreducible 
n X n matrix A for which h is the k th largest and t.~ the (k + 1)st largest 
eigenvalue with corresponding eigenvectors y , z , respectively. 
More specijcally, let p be the number of indices t for which zt/yt > 0, 
and let the indexing of the coordinates of y and z be chosen in such a way that 
““,_ zk-l > . . . > “1 > zk+l -> . . . > 2 
Yk !ik-1 Yl Yk+l Yn 
if k<p (3) 
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“‘> 
YP 
> 
zp-1 
-> . . . > “1 > - Zp+l > . . . 
Yp-1 Yl Yp+l 
Zptn-k-l > 2 > . . . > - Zpfn-k 
Yp+n-k-l Y?l Yp+n-k 
(4 
if k > p. Then A = (aij> is tridiagonal, where 
ai,i+l = ai+i,i = CA - P) 
Ill;= 1 Yj zj 
Yitlzi - Yi’itl ’ 
i=l ,...,n - 1, 
aii = 0 for i #j and Ii -jl > 1, (5) 
a,, = A - yi-’ C aij yj, i = l,...,n. 
j+i 
Proof. By Lemma B, the indexing (3) and (4) can always be arranged by 
some permutation of indices. It thus suffices to show that for the matrix A 
from (5), all required properties are fulfilled. Observe first that by (3) or (41, 
allsumsCj=,yjzj,i = l,..., n - 1, are positive, so that A is irreducible. By 
the definition of the diagonal entries, y is an eigenvector corresponding to A. 
Also, 
Pzi 1 ( = yi Caijzj - /.LZi - Zi CaijfJj - hyi 
j 
1 ( 
i 
1 
= (A - P)yi’i + CaijtzjYi - ‘iYj) 
= 0 
by (5). 
Thus z is an eigenvector of A corresponding to /.L. It remains to show 
that A and I_L are the kth and (k + l)st largest eigenvalues of A, respec- 
tively. It is easy to check that by (3) or (41, the number of those i for which 
ai itlyiyi+l <Ois k - landthenumberofthose i forwhich ai,i+izizi+l 
< 0 is k, since i = p also contributes in the latter case. By Theorem A, the 
proof is complete. W 
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