• '-l in which the kernel, or Green's function, is symmetric and is strictly positive in the open square (-1,1) X (-1,1) but vanishes everywhere on the boundary of the square. The positive character of G has the implication that u > 0 in (-1,1) if f+> f in (-1,1). However, the condition /+> f~ is certainly not necessary in order to ensure that u > 0, and we propose to establish the sufficiency of an alternative condition which depends upon the lemma which follows.
Lemma. Let g and h be defined on [-1,1] It is clear, from the fact that G is positive, that g itself is strictly positive in (-1,1) and it is clear that g and h both vanish at the end points. In addition, the inequality (1.5) is an immediate consequence of the definition of h, and so is the inequality h < 1. What is not clear, and it is here that we encounter a genuine difficulty, is that h is strictly positive in (-1,1); to prove this requires detailed examination of the behaviour of G.
When the beam is uniform, that is when the flexural compliance k is constant, g and h can be determined explicitly and turn out to be
If, momentarily, we take the lemma for granted and return to the representation (1.2), we see that (1.5) implies that /' G(x, y)f+{y) dy > g(x) J' h(y)f+(y)dy, while the definition (1.3) implies that /* G(x, y)f-(y)dy < g(x) J^f~(y) dy.
Thus,
and we conclude Theorem 1. The condition C h(y)f+(y)dy> C f~(y)dy (1.8)
•M •'-l is sufficient to ensure that u > 0 in (-1,1).
Theorem 1 has an interesting interpretation. A horizontal beam, whose ends are clamped, is subjected to a nonuniform load, of amount /" (> 0) per unit length, which is applied from above and acts in the downward vertical direction, causing the beam to sag.
It is required to shore up the beam by applying from below a load, of amount f+ (> 0) per unit length, which acts vertically upwards. Thus the question arises as to which loads f+ are sufficient to ensure that the upward deflection of the beam is positive.
As we have seen, one way of ensuring what is required is to arrange that f+> f~ in (-1,1), but such an apparently straightforward choice of f+ suffers from the defect that it demands prior knowledge of /" at each point of the beam. By contrast, the criterion (1.8) demands only minimal knowledge of /", through the value of the net downward force C f~(y)dy (1) (2) (3) (4) (5) (6) (7) (8) (9) causing the beam to sag. The presence on the left-hand side of (1.8) of some such weighting factor as h, which vanishes at the ends of the beam, is only to be expected. It would be highly inefficient to attempt to shore up the beam by applying a load /+ concentrated near to a clamped end,
and to do so would require the expenditure of a large net upward force f f+()')dy.
(1.10)
We can make these considerations more precise by considering what happens when /+ has compact support in the sense that the closure of the set {x: f+(x) > 0} is contained within the open interval (-1,1 ). In these circumstances we do obtain a condition for positive deflection which involves f + and f~ through the net forces (1.9) and (1.10). 
Thus, we have /' G(x,y)f+(y)dy>h(x)f^ G{z. y)f+{y) dy.
Since f~= 0 this says that u(x) > u(z)h(x), and on choosing z so that u(z) = ju we arrive at the inequality u > fih.
It would be of interest to extend our considerations from beams to plates, or even to shells. However, the difficulties in the way of such an extension appear to be formidable, not least because, as the reader will recall, the Green's function of a clamped plate need not be of constant sign [Talenti, 2] .
2. Proof that h is positive. It might be thought possible to make the proof depend upon the fact that the Green's function is totally positive, in the sense of Karlin's treatise [3] , but I have not succeeded in constructing a proof on these lines and have had to rely on an ad hoc argument. (Such a proof is supplied by S. Friedland in a paper which follows this one.) The ad hoc argument, though, establishes rather more than is required in that it shows h(y) to be bounded from below by a positive multiple of (1 -y2)( 1 -\y\)2.
We suppose throughout that the flexural compliance is continuous and strictly positive, and we choose constants m and M in such a way that Schwarz's inequality tells us that the denominator a0a2 -a\ is positive. The numbers a0, a2, b0, b2 are positive, but ax and bx may have either sign or may vanish.
It is a routine, if tedious, matter to check that the Green's function G(x, y) equals
in L, and equals
It is clear from (2.2) and (2.3) that G is continuous in the closed square [-1,1] X [-1,1]
, that it vanishes everywhere on the boundary of the square, and that it is symmetric. It is by no means clear, though, that G is strictly positive in the interior of the square. We proceed to derive estimates which are the key to our proof and, at the same time, make plain that G is positive: we claim that there are positive constants A and B such that and, therefore, in order to prove that (2.5) decreases it will be enough to prove that the ratio J s(y -s)k(s) ds/J (y-s)k(s)ds (2.7)
increases for y e (-1, x) and that J {bx -b0s)(s -x)k(s) ds < 0. It follows that 6 < 0 in [-1, x0] and, hence, that 6 < 0 in [-1,1), which proves (2.8).
Thus, it is indeed the case that the ratio (2.5) is a decreasing function of y e (-1, x). On appealing to (2.6), and noting that the ratio (2.7) tends to the limit -1 as y -> -1, we deduce that the ratio (2.5) tends to
where we have used the fact that ~bl -b2 + (b0 + b^s is an increasing function of 5 and, therefore, does not exceed b0 -b2, the value it takes at s = 1. In summary, we have established that the inequalities
holds in the lower triangle L. Since the integral on the extreme right-hand side is a decreasing function of x we can replace x by y in that integral to deduce that
On the other hand, if we start from (2.3) and argue in much the same way we can readily deduce that the inequalities " /;<.-%'<.)*" {b° ~ "'>*<'>* {2A0)
hold in U. It follows from (2.9) and (2.10) that, in either triangle, G(x, y) < (b0 -b2)J ^ (y -s)k{s) ds J* (s -y)k(s) ds
which establishes the upper bound in (2.4). In order to establish the lower bound we need to estimate G(x,x) from below: we proceed to show that , , ms( 1 -x2)3 . we can rewrite (2.12)*in terms of <f> and <#>' and, after some rearrangement, we discover the identity G(x,x) = 2<t>(x) -4b0<f>(x)2 + 4(b0x -b1)(f>(x)(t>'(x) (b0x2 -2bYx + b2)<j>'(x)2, which provides the means of estimating G(x,x) from below.
For, let
On calculating this derivative with the help of the identity just discovered, and rewriting b0, b1, b2 in terms of a0, av a2 we find that \p(x) equals
or, since a0x2 -2axx + a2= f {x -s)2k(s) ds = 2<p(x) + f (s -x)2k(s) ds,
Each of the terms in this fraction can be estimated readily and, to take two examples, -m(l + x)3 < <p(x) < + x)3>
•m(l + xf < <f>'(x) < ^M( 1 + x)2.
The only combination which causes even slight trouble is 2<f>(x)<p"(x) -<t>'(x)2. This, however, equals The manner in which ip has been defined, and the fact that G(l, 1) = 0, enable us to write G(x, x) = <f>(x) { \p(s)ds
•'x and so we have the estimate
which is (2.11).
When we combine (2.11) with (2.9) and (2.10) we deduce that G(x, y) is bounded from below by
in L,and by
and so we have established the inequalities (2.4).
We are now in position to show that h is strictly positive. If we interchange x and y in (2.4) and appeal to the symmetry of G we see that 32 0 + >00 -y) = 32 -rX1 -bl)-h(y) = §0 ~ y2)(i -1^1)
