Genetic association studies have become increasingly important in unraveling the genetics of diseases or complex traits. Despite their value for modern genetics, conflicting conclusions often arise through the difficulty of confirming and replicating experimental results. We argue that this problem is largely based on the application of statistical relation measures that are not appropriate for genomic data analysis and demonstrate that the standard measures used for Genome-wide association studies or genomics linkage analysis bear a statistic bias. This may come from the violation of underlying assumptions (such as independence or stationarity) as well as from other conceptual limitations in the measures or relations, such as missing invariance with respect to coding or the inability to reflect latent factors. Attempts to introduce unbiased relation measures that avoid these limitations are usually computationally expensive and do not scale for large data sizes being typical for genomics applications.
Genetic association studies have become increasingly important in unraveling the genetics of diseases or complex traits. Despite their value for modern genetics, conflicting conclusions often arise through the difficulty of confirming and replicating experimental results. We argue that this problem is largely based on the application of statistical relation measures that are not appropriate for genomic data analysis and demonstrate that the standard measures used for Genome-wide association studies or genomics linkage analysis bear a statistic bias. This may come from the violation of underlying assumptions (such as independence or stationarity) as well as from other conceptual limitations in the measures or relations, such as missing invariance with respect to coding or the inability to reflect latent factors. Attempts to introduce unbiased relation measures that avoid these limitations are usually computationally expensive and do not scale for large data sizes being typical for genomics applications. To tackle these problems, we propose a straightforwardly computable relation measure called Linkage Probability (LP). This measure provides the posterior probability of a relation between two categorical data sets and considers potential biases from latent variables. We compare several aspects of popular relation measures through an illustrative example and human genomics data. We demonstrate that the application of LP to the analysis of Single Nucleotide Polymorphisms (SNP) reveals latent 3D steric effects within 1D SNP data, that approximate to chromatin loops captured by high resolution Hi-C maps.
Relation measure| Genome Wide Association Studies| Multiscale processes| Information criteria| Numerical methods O ne of the central goals of personalized medicine is to develop methods of diagnostics to establish robust links between patient-specific information and indicators relevant to therapy (disease risk, probabilities of complications from therapies, a susceptibility to certain drugs, etc.) (1) . An important problem in this context is the evaluation of the patient's genetic background. Genome Wide Association Studies (GWAS) are a powerful tool that permits linking traits or diseases to underlying genetics (e.g. genes, Quantitative Trait Locations (QTL) or common point mutation (Single Nucleotide Polymorphisms, or SNP) (2) (3) (4) . Another approach to analyzing the principles of genetic variants is the computation of Linkage Disequilibrium (LD), defined as the nonrandom association of alleles (variant forms of a given gene) at different gene loci in a given population. Especially through the dramatic increase of the number of genomes that have become available over the past decade, LD has become a key approach in the analysis of relations between diverse SNP to make new genetic discoveries related to the pathogenesis of diseases and disorders (5) (6) (7) (8) . LD can be used either to establish pairwise associations between SNP to specific diseases, or, to infer genetic, evolutionary and chronological relationships between SNP of different species and populations Generally speaking, this problem can be seen as the computation of relation for a pair of variables, X and Y , where the value of Y is obtained from m categories y = {y(1), y(2), . . . , y(m)} and the value of X derived from n categories x = {x(1), x(2), . . . , x(n)}. Each set of the SNP datasets {X 1 , . . . , X T } and {Y 1 , . . . , Y T } represent allele states for two particular SNP that were collected from T subjects ( with m = 3 genotype classes and x = y = {'homozygous major', 'heterozygous' and'homozygous minor'}).
In this article, we will demonstrate that common measures currently used to detect pairwise relationships between SNP are either biased or have at least a strong potential to introduce errors due to their non-robust nature. Since the discussion of the various sources of errors in the currently available measures are not only essential to this article, but may also expose a
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Using a very simple example we show that non of the popular measures used in genomics and in Genome-Wide Association Studies (GWAS) are unbiased. We propose a novel computationally-scalable measure for extracting the linkage patterns from categorical data and illustrate its benefits with a human genome data application. Compared to the standard measures (e.g., cross-correlation and linkage disequilibrium), this measure is designed to explicitly account for an eventual implicit impact from latent variables -and, in contrast to the measures based on the p-value concept, it provides a direct estimate of the posterior probability of a relation conditioned on the given data. Provided results exemplify that this new measure helps to capture the latent 3D epigenetic/steric effects based on the 1D SNP data only -by revealing the implicit/latent proximity of SNP in 3D space. We also show that from the conceptual view point this new measure -being based on the exact law of the total probability -is coding-invariant. We believe that this measure has a chance to become one of the main workhorses in GWAS and genomic studies.
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potential bias in the results from hundreds of studies based on them, we will highlight the major sources of such biases here, as well as in the Supplement, in greater details.
The Linkage Disequilibrium measure, LD between two categories i and j for variables Y t and X t has been used since the first GWAS studies and remains one of the most popular methods of capturing correlations between pairs of SNP associated to a condition. This approach measures the nonrandom association of alleles at different loci (9) . The level of linkage disequilibrium between Y t and X t can be quantified by the coefficient Dji (3, 10) , which measures the difference between the frequency of the co-occurence of two SNP within a population and the assumption that the two loci mutate independently one from another. The calculation of this coefficient Dji, however, reflects an assumption that for each pair of categories y(i) and x(j) for m > 2 only two models: total dependence and total independence. Therefore, LD does not allow to study all possible dependence and independence combinations in all of the categories simultaneously. A demonstration that this introduces bias into classical LD measures can be seen in another case as well, for example when a variable Y comprises more than two categories (see section 2 in the Supplemental Information for "Material and Methods"). Classical LD and variations thereof (see (3, 11, 12) for comprehensive reviews) suffer from additional weak points: they are strongly influenced by allele frequencies, which are biased if populations are stratified, or influenced by other confounding factors; additionally, as mentioned above, they are restricted to pairwise comparisons and thus not cannot cope with marker data from multiple loci. Despite these issues, LD has served as the basis of a number of recent high-profile studies and are implemented in state-of the art software packages such as PLINK (13) , INTERSNP (14) and Haploview (15) .
Latent factors distort conclusions regarding SNP relationships
For the most part, the measures currently used in practical applications for categorical variables (such as A, G, C, T) can be subdivided into three general classes: • measures from information theory (e.g., Hamming distance, Jaccard index, Levenshtein distance (20, 21) ).
Despite their diversity, all these measures exhibit a common weakness: the evaluations obtained from these standard statistical measures. In assigning a measure of of significance/insignificance of certain relationships and drawing conclusions about their strength or weakness, conclusions can be spoiled by latent factors (22) . This means that the specific values t obtained when considering variables Y t and X t might be affected by other variables U t that are not explicitly presented as data, where t = 1, . . . , T is an index of realization and T is the sample size. While the nature and type of influence that such latent variables U t exert may be unknown, they can directly affect potential associations between Y t and X t , and changes in U t may alter them, introducing a t-dependence of Y and X. Explicitly incorporating such effects into computations of standard measures might generate ill-posedness and overfitting problems (23, 24) . In the example of an analysis of genomics data presented below, U t may be some other SNP or genes that affect the relationship between two particular SNP X t and Y t as well as other factors, such as sex, the 3D geometrical structure of chromatin, the methylation status of a gene, a dependence on time or environmental factors that are specific to an individual t. Even though no one denies that such factors have strong effects on a phenotype or the relationship between specific variables that have been observed, they are systematically neglected, and this leads to a similar bias in the results of an analysis.
The explicit incorporation of strong a priori assumptions on the underlying derivation of data
is an additional problem of standard measures that lead to biased results if the assumptions are not fulfilled. To provide an example, correlation measures explicitly rely on the Euclidean distance, which is not a proper metric for categorical variables and can vary with respect to a renaming or renumbering of categories, as illustrated below. A prerequisite for applying this measure to categorical data is first that the data must undergo a transformation from categorical into Euclidean space, for example by assigning some real number to every category. However, as the number possible transformations is theoretically infinite, the results from applying this transformation will be neither unique nor robust. As demonstrated in an example below (see Table 1 ), this can lead to a range of results ranging from strong negative correlation and independence to a strong positive correlation; the result is entirely determined by the user's choice of transformation. We elaborate on and demonstrate this conceptual problem of standard measures on an illustrative toy example presented below. For the same reason, this problem extends further, to applications of methods such as linear regression, Principal Component Analysis (PCA) and parametric methods of Gaussian statistics (all of which are based on the Euclidean distance), to issues in categorical data analysis and reductionism in genomics. This means that such widely-used standard approaches may produce biased and non-unique results when applied to genomic data as well.
Errors introduced by the underlying model
are another issue that we will explore in greater depth using the example of INTERSNP (14, 18) , a popular software tool used for GWAS of case-control SNP data and quantitative traits. The algorithm behind INTERSNP belongs to the class of linear Euclidean measures and models relationships between genomic variables such as Y, X and non-genomic variables U as a linear regression (when variables U are assumed to be explicitly available as data -i.e. U is not latent). However, linear regression is subject to a model error if the actual relationship between the variables is unknown and non-linear, or if some of the variables are latent or missing. This implies that even if all linear regression coefficients could be correctly determined from data that is available, the model may still lead to an incorrect and biased understanding of it. 169  170  171  172  173  174  175  176  177  178  179  180  181  182  183  184  185  186   187  188  189  190  191  192  193  194  195  196  197  198  199  200  201  202  203  204  205  206  207  208  209  210  211  212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240  241  242  243  244  245  246 247 248
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Finally, the concept of the p-value that is integrated in many measures frequently leads to faulty results in GWAS and linkage studies. The main problem lies in the fact that p-values can only indicate the degree to which specific data are incompatible with a specific statistical model, but they do not measure the probability that the hypothesis in question is true, or that the given statistical model fits the data, even though these latter two questions are the very questions of interest (25) . All these problems arising with standard measures are additive and corrupt interpretations obtained from genomic data when, for example, trying to understand the differences between contributions of epigenetic/steric (19) , populational and selection-driven (26) factors to LD.
As a means to addressing all of these problems, we propose an unbiased and computationally-tractable method called Linkage Probability (LP) to study the relationships between SNP by inferring information about all eventual relationships between the allele categories. This measure provides the posterior probability of a relationship between two categorical data sets while taking into account various forms of potential bias arising from the latent variables. We use an example to show that this method additionally permits the extraction of latent 3D steric effects from purely 1D SNP data. This allows steric, selection-driven and population-related patterns in SNP linkage relationships to be disentangled in a manner that improves upon the standard measures that are currently used in genomics. We also demonstrate that this approach is helpful in validating associations between SNP when considered in relation to measures of structural/epigenetic features of the genome that are known to influence the expression of genes, a dimension that is not generally considered in the computation of standard measures such as linkage disequilibrium and cross-correlation. Finally, we raise important issues related to the unbiasedness of LP in relationship to the initial coding of categories and demonstrate that the use of this approach is entirely feasible in terms of the computational cost it entails.
RESULTS

The LP measure
LP is the probability of (pairwise) relationships between SNP by inferring Bayesian relatoins between all categories of alleles, while taking into account the possibility that latent/unknown factors influence the outcome. LP is therefore based on an estimation of the posterior Bayesian relation probability between categorical datasets Y t and X t , where the relations are measured in terms of the inferred conditional probabilities for Y and X and taking into account an eventual presence of latent effects U . Essentially, the suggested measure is computed in two steps: (Step 1 ) First, the relations are quantified in terms of matrices (m × n) of conditional probabilities for available data Y and X; and (Step2 ) Secondly, these matrices are used to obtain a single scalar posterior probability for the existence of a relation between Y and X. An extended description of this procedure is given in the Materials and Methods section of this article. The entire methodology is explained in details in the Supplement. Furthermore, the LP score takes into account unknown/latent variables and reveals a stronger relationship between the linkage of genetic variants and genomic contact strength compared to standard methods Application to the analysis of human SNP data. Here, a practical application of the LP measure will be demonstrated using a dataset from the Human Genome Diversity Project (HGDP) (7, (27) (28) (29) . This data has been used as a basis for a number of Genome Wide Association Studies (GWAS), in search of relationships between specific combinations of SNP and diseases (see, for example, (2, 3, 19) ). Another use has been to establish chronological and evolutionary relationships between different human groups in the context of population genetics (7, 8) . We used the dataset to generate results for pairwise relation analyses of SNP computed according to three methods: Cross-correlation measure (CC), the Linkage Disequilibrium measure (LD) and the Linkage Probability measure (LP). The first two measures are contingent on the implicit stationarity assumption (i.e., an assumption that the relation between SNP does not vary between individuals t = 1, . . . , T ). To ensure that the comparison with the LP measure introduced here is fair, we deploy a variant of the LP measure computation using the same stationarity assumption (the details of computing the LP measure using the stationarity assumption are provided in section 3 of the Supplement). To provide a clearer analysis of the differences between the inferences made about patterns of relations using these methods, we considered a specific domain of chromosome 21 and calculated the SNP-SNP relation matrix for the Amyloid Precursor Protein (APP) gene, and its surrounding noncoding region (including 1500 kbp upstream and the same amount of sequence downstream of the APP sequence). Fig.1 illustrates the SNP-SNP relations inferred for the APP gene region using calculations based on the three methods CC, LP and LP. SNP relation matrices obtained for the entirety of Chromosome 21 is given in the Supplemental Figure. S1.
The results obtained with CC and LD measures demonstrate very similar patterns of relation -with smaller blocks of related SNP aligned along the main diagonal and essentially no non-local relations apart from the diagonal, whether in the coding region nor in the non-coding area. The LP measure, in contrast, reveals a more complex picture of relations and at the same time provides values which are sharper than those obtained using the CC and the LD maps, because practically, it provides a close-to binary answer to whether or not an association is present. It shows crisp diagonal blocks of relations that are much larger -also in the coding regionand several non-local off-diagonal signals indicating a pairwise relation between SNP with a probability of almost one. The two standard measures LD and CC yield contradictory results which consider only local SNP-SNP-relations, in comparison to results from LP, which estimate very strong probabilities for the existence of pairwise relations even for SNP that are separated by several hundred kbp, which is rather astonishing. In order to demonstrate that the patterns predicted with LP have biological meaning, we generated hypotheses that could be used to determine whether the 249  250  251  252  253  254  255  256  257  258  259  260  261  262  263  264  265  266  267  268  269  270  271  272  273  274  275  276  277  278  279  280  281  282  283  284  285  286  287  288  289  290  291  292  293  294  295  296  297  298  299  300  301  302  303  304  305  306  307  308  309  310   311  312  313  314  315  316  317  318  319  320  321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336  337  338  339  340  341  342  343  344  345  346  347  348  349  350  351  352  353  354  355  356  357  358  359  360  361  362  363  364  365  366  367  368  369  370  371 373  374  375  376  377  378  379  380  381  382  383  384  385  386  387  388  389  390  391  392  393  394  395  396  397  398  399  400  401  402  403  404  405  406  407  408  409  410  411  412  413  414  415  416  417  418  419  420  421  422  423  424  425  426  427  428  429  430  431  432  433  434   435  436  437  438  439  440  441  442  443  444  445  446  447  448  449  450  451  452  453  454  455  456  457  458  459  460  461  462  463  464  465  466  467  468  469  470  471  472  473  474  475  476  477  478  479  480  481  482  483  484  485  486  487  488  489  490  491  492  493  494 495 496 D R A F T distant linkages between pairwise SNP-SNP relations, exposed through the LP measure, could be associated with specific genomic features.
LP measure allows to reveal 3D steric effects in 1D SNP data.
We computed the probabilities of relations between SNP as functions of a physical 1D-distance along the DNA sequence (measured in thousands of base pairs, kbp) for LD and LP. Since CC and LD produce highly similar results we selected LD and LP as a basis for the analysis. As can be seen from the Fig. 2 , the function for the probability of a relation between two SNP as computed with the LD measure exhibits a monotonically decaying shape. The curve for low range interactions starts to drop very rapidly, descending further beyond distances of 10kb. As a result, most high linkage values are found between SNP separated by very short distances. This shape is in agreement with the generally accepted model that the probability of linkage between two SNP is very high for those in proximity to each other and decays extremely quickly and monotonously with an increase in the linear physical distance (> 50% reduction within a few hundred base pairs). This so-called LD decay rate is typically measured as the chromosomal distance (measured in base pairs) at which the average pairwise correlation coefficient (r2) drops to half its maximum value. (30) (31) (32) . It is assumed that the shape of this curve reflects the high frequency of recombination events which create genotypic diversity in a population. The probability of contacts between SNP obtained through the LP measure, in contrast, reaches a plateau in the range of 1kb to 1Mb, followed by a drop and a plateau of a lower probability of contact over very long distances. We will demonstrate that this pattern is in better agreement with structural data than those obtained using LD and CC.
Genome in 3D.
Several recent publications document not only the importance of the spatial and hierarchical organization of the chromosome architecture in the transcriptional control of genes (33) (34) (35) but also the existence of direct long-range interactions established between chromosomal sequences in socalled topologically associated domains (TAD) (36) (37) (38) . This type of steric information can be obtained using genomic methods such as HiC (39) , which probes the three-dimensional architecture of whole genomes and establishes 2D contact maps of genomic positions based on the sequencing of cross-linked sequences. In order to verify our hypothesis that the observed maxima correspond to a DNA loop, we computed the distribution of contact intensity for the observed region using HiC data from (39) . The HiC map for the APP region is shown in the very right panel of Fig1. It is evident that the LP measure is very close to matching HiC patterns (Spearman's correlation coefficient=0.48) while both LD and CC maps were not able to detect any long distant SNP-SNP relations in regions with strong DNA-DNA contacts (red spots in the HiC map) at all. Both measures show a correlation coefficient of ≈ 0.07 with HiC data. Figure 2A shows that both the intensity of contact (HiC value) and level of linkage (LP) are highly correlated and follow the same general shape, probably due to the fact that LP potentially succeeds at capturing latent factors such as genome structure. Interestingly, contrary to LD and cross-correlation, which are very much in agreement, LP shows that the linkage is strong and similar for all SNP pairs in the low to intermediate distances, up to 1Mb, followed by rapid decay of linkage with distance. HiC follows the same pattern, which could mean that contrary to the classical loop model mostly proposed in the literature (40) , our data can be fittet more exact by a model where domains are bulky, id est all genomic positions are close to each other in 3D space ( Figure  2B ). Further validations of these observed trends were found at least in short ranges (between 0 to 25 kbp) using SNP data from the 1000 genomes projects. For this, SNP data were sampled in define regions of 1Mb in order to make the computation of LP feasible in a reasonable amount of time. Similar trends were found in gene-rich and gene-poor regions (see Supplemental Figure. S2).
LP is not biased by initial coding of categories compared to
cross-correlation and linkage disequilibrium. In the following, we shall provide a simple toy-example, aiming to reveal some important aspects of different relation measures relevant for more advanced genomic applications. Let us consider 10 individual subjects, either showing or not showing a certain symptom/trait. Concerning their genotype -for the purpose of simplification -we will consider differences in only one SNP position with four possible genotypic variants: homozygous major = AA, heterozygous = Aa or aA and homozygous minor = aa. The upper part of table 1 shows this data set of the 10 genotypes and phenotypes we are going to consider. The computational problem -mathematically expressed -can be worded as follows, along the lines of the terminology introduced above:
Two sets of data X = {X 1 , X 2 , ...X 10 } and Y = {Y 1 , Y 2 , ...Y 10 } (i.e., sample size T is 10) are given. For any subject t (t goes from 1 to 10), data X t (genotype) takes values from n = 4 categories {AA, Aa, aA, aa}, and data Y t (phenotype) takes data from m = 2 categories, {yes, no}. The question is to find if there is a relation between X and Y .
Values of relation measures obtained for this problem are summarized in table 1. The standard procedure of processing such categorical data for computational analysis starts by transforming (or coding) the genotypic variants {AA, Aa,aA, aa} as numbers { 1, 0, -1} or {0,1,2} (13, 14, 41) . One assumption here is that Aa = aA, thus eliminating the need to discriminate between maternal and paternal information. In the following we shall start by using the first coding variant and calculate the correlation coefficient using the Matlab function corr(X, Y). The correlation coefficient for the above example with standard coding is −0.34 ( implying an insignificant negative correlation). Another popular statistical test that can provide a measure of relation -the chi-square test (χ 2 )is not applicable for this data set as it can only be performed if at least 80% of the cells have an expected frequency of 5 or greater, and no cell has an expected frequency smaller than 1 (42) . These two conditions may be easily violated for genomics data as there may exist SNP that are very rare for certain phenotypes -resulting in very small values of the respective contingency table cells. Therefore, these two conditions of the standard χ 2 -test limit its applicability as a relation measure in large GWAS studies. Next, we chose 497  498  499  500  501  502  503  504  505  506  507  508  509  510  511  512  513  514  515  516  517  518  519  520  521  522  523  524  525  526  527  528  529  530  531  532  533  534  535  536  537  538  539  540  541  542  543  544  545  546  547  548  549  550  551  552  553  554  555  556  557  558   559  560  561  562  563  564  565  566  567  568  569  570  571  572  573  574  575  576  577  578  579  580  581  582  583  584  585  586  587  588  589  590  591  592  593  594  595  596  597  598  599  600  601  602  603  604  605  606  607  608  609  610  611  612  613  614  615  616  617  618 619 620 it can be applied when the two conditions of the chi-square test are violated; and (ii) it provides an exact p-value -i.e., an exact conditional probability of observing this particular data (described by a contingency table with fixed sums of all rows and columns) if the two data sequences X and Y are independent (43) .
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To compute the p-values of the Fisher's exact test, we used the Matlab functions from (43, 44) , resulting in a pvalue of 1 (the strongest possible outcome of the Fisher's test, indicating that there is absolutely no relation at all between X and Y ). LD and Hamming distances are not applicable to this example, as they can only be computed if X and Y are categorical variables, taking values from the same joint set of categories. For example, they can be straightforwardly used in the genomics context to which they apply for the analysis of relations between two different genotypes. They cannot be applied to infer the relations between the genotypes and the phenotypes. The lowest row of this table presents the results of the LP measure that is introduced above. The LP measure with a standard coding indicates that a relation between X and Y exists with a probability 0.19. At this point, it is important to stress the difference in the meaning of the standard p-values obtained with standard statistical tests (e.g., with a Fisher's exact test) and the LP measure. p-value in standard tests is defined as p = P[{X, Y }|H0] -i.e., it is true as a conditional probability to observe these (or more extreme) two data sequences X and Y under the assumption that the null-hypothesis H0 (i.e., the hypothesis that X and Y are completely independent in all categories). In contrast, as shown above, the LP measure is defined as
-i.e., it is the posterior probability of a null-hypothesis obtained after analyzing the data X and Y . Then, deploying the Bayes theorem we get:
, [2] where P[{X, Y }] is the a priori data probability (before looking at the data) and P[H0] is the a priori probability of the relation model H0 (a model that is independent in all of the categories). A Step-by-step computation of the LP measure can be performed even manually for this data set. Please see the last section of the Supplement for a detailed step-by-step example.
LP is a transformation-invariant, user-independent, and computationally-tractable method to study linkage disequilibrium.
Above we have considered different measures obtained with the standard transformation { 1, 0, -1} that uses the same coding 0 for the two mixed alleles {Aa,aA}. However, there may be scenarios where it would indeed make sense to discriminate between Aa and aA. However, it has been shown that certain epigenetic markers could be inherited over generations, leading to the involvement of epigenetic mechanisms in the intergenerational transmission of, e.g., stress effects or increased susceptibility to disease (41, (45) (46) (47) (48) . Therefore, integration of methylation-or epigenetic data into the GWAS-analysis would not only open completely new perspectives for such studies, but also require a more distinct discrimination between maternal and paternal chromosomes in the heterozygous genomic variants. Same holds true if there are more than three allele-variants. This happens very rarely but also demands the introduction of an additional category. This leads to a 683  684  685  686  687  688  689  690  691  692  693  694  695  696  697  698  699  700  701  702  703  704  705  706  707  708  709  710  711  712  713  714  715  716  717  718  719  720  721  722  723  724  725  726  727  728  729  730  731  732  733  734  735  736  737  738  739  740  741  742 743 744
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new problem: an infinite amount of possibilities for transforming/coding the four categories {AA, Aa, aA, aa} into numbers exists. They might be labeled as e.g. {1, 0,-1,-2} or {1,0,2,-1} or {1,2,3,4} or {0,1,2,3}, ... and so forth. In the lower part of table 1 several transformation alternatives are given, together with the respective correlation measures, varying considerably from −0.55 (negative correlation) over 0.11 (no correlation) to 0.55 (indicating a positive correlation between the two datasets). All of these different values -implying completely different interpretations of a relation -are so different only due to the user-defined choice of coding in these four (out of an infinite number of other) variants. This means that the correlation coefficient is conceptually not appropriate for the analysis of relations between the intrinsically categorical data sets in genomics. In contrast, as can be seen from the table 1, both Fisher's test, and the LP measure are invariant with respect to the user-defined choices of a transformation/coding. Finally, we compare a computational cost of different measures for the artificial data sets of various lengths T (T is changing between 10 and 2'000) and with n = 4, m = 2. Y t again contains phenotypes 'yes'/'no' and X t the four genotypes, subject ID t is going from 1 to T . As can be seen from the Fig. 3 , the computational cost is almost unchanged for the correlation measure and the LP measure. This observation is supported by a derivation shown in the Supplement, demonstrating that the computational cost of these two measures scales linearly in T . In contrast, the cost of relation measure based on Fisher's exact test grows exponentially with T . This is due to the combinatorial explosion in the number of possible contingency tables that are needed to be generated, stored and processed (43, 44) . Moreover, Fisher's exact test assumes independence from latent factors, and would provide biased results when the impacts from latent factors (also known as confounding and population stratification effects (49, 50) ) are not negligible.
It is straightforward to validate (please see the Supplement for more details) that the computational cost for the LP measure is scaling in the leading order as O(2 m mnT ), i.e., the LP relation measure is 2 m times more costly than standard measures such as covariance/correlation and linkage disequilibrium. This price, however, can be easily payed by parallelization. Results of this conceptual and computational comparison of different relation measures are summarized in the table 2.
Discussion
We introduced a measure for linkage probability and illustrated its benefit -the possibility of obtaining a considerably more sharp and pronounced picture of pairwise SNP-relations ( Fig. 1 ). Compared to other tools that are available for this purpose, the LP-measure -being based on the exact law of the total probability -is unbiased and designed to capture also putative latent variables as that may influence or bias GWAS studies. Furthermore, we compared different measures for the linkage of genetic variants with respect to aspects such as dependence on user-defined transformation/coding of the data, computational cost, and the possibility to take into account an eventual impact from latent factors and stratification effects (please see the tables 1, 2 and Fig. 3 ). We showed that the LP measure is less subject to model errors and explicitly takes into account an eventual implicit bias coming from the latent processes and/or stratification effects. Theoretical justifications for this measure were presented, including formal derivations, existence and uniqueness results, investigations of biasedness/unbiasedness in different parameter regimes, complexity estimates, and convergence properties (please see the Supplement). It was also shown ( Fig. 3 ) that, despite of some additional computational effort needed for the inference of latent factors, this measure has the same leading order of computational complexity as the standard measures for linkage, thus making it potentially applicable to large realistic data sets in different areas of genomics.
The application of LP in comparison with Cross-correlation (CC) and Linkage disequilibrium (LD) to the phased HGDP data set from (7) demonstrated that LP is the only measure that is able to capture epigenetic/steric SNP association by revealing the latent proximity in 3D space (Fig. 2) .
This means that the the LP measure has actually the potential to revolutionize GWAS studies since studies investigating also steric effects in GWAS have focused only on interactions between neighboring genes or enhancer-promoter loops (51) (52) (53) . However, also TADs or chromatin hubs in which several regulatory regions are physically connected with their target genes can elicit a coordinated response (54) (55) (56) . A disruption of such an entity through various means (e.g. via a point mutation) can cause significant domain rearrangements, inappropriate gene activation or human diseases (57) . Disruptive SPNs in regulatory regions of such highly-coordinated elements may exert an dysregulative effect to several genes -thus leading to an impact that can be even more powerful than several mutation on the involved genes itself. Such a problematic disease-underlying elicitor in form of a SNP effecting the regulation of various genes, however could never be detected by normal GWAS or QTL-analysis, studis nor via the calculation of standard linkage disequilibrium or other pairwise analysis strategies. A systematic and unbiased integration of the chromatin structure and steric effect in GWAS, however, could be a major step towards understanding complex traits or disease.
MATERIALS AND METHODS
Description of the LP measure:
As a given datapoint, X t can not simultaneously take two different values x(j1) and x(j2) (j1 = j2) at every given instant t (i.e., these events are statistically-disjoint events), relations between X t , U t and Y t can be expressed by means of the law of the total probability:
Λji(t)P[X t = x(j)], [3] where Λji(t) =P Y t = y(i)|U t and X t = x(j)
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D R A F T
In contrast to the above discussed linear Euclidean measures as implementend in INTERSNP, model [3] -being essentially a law of the total probability -is an exact model for all types of linear and non-linear relations between realizations X, Y and U when the coefficients Λji are exact -i.e. it will provide an unbiased understanding of relations between the probabilities for X and Y .
If Λji(t) is available, it can also be used as an indicator for existence of causality relations between the processes Y and X: if {Λ}ij(t) ≡ P[Y (t) = y(i)] for all j and all t, then the process Y is independent of X -meaning that information about process X provides no additional advantage in estimating the probability of the outcomes of Y . If {Λ}ij(t) = P[Y (t) = y(i)] -then there exists a causality relation between X and Y (58).
However, it is very straightforward to validate that the estimates of Λ obtained from the available data {Y 1 , . . . , Y T } and {X 1 , . . . , X T } by means of popular statistical tools, such as maximum log-likelihood approach, may be biased if the relation between the different categories y(m) of Y to X are not a priori known to be dependent or independent. For example, for m = 2 when Λ(t) is t-independent, if we know a priori that a certain category y(m) of Y is dependent on X, then the maximum log-likelihood estimator for Λ iŝ Λij = Nij/ n l=1 N il (where Nij is the number of times t when X t = x(j) and Y t = y(i)). In the same situation, if we would a priori know that Y is independent of X, the maximum log-likelihood estimator for Λ will be different and take a valuê Λij = n l=1 N il / m i=1 n l=1 N il . In general, different combinations of a priori dependence and independence relations between Y and X can be encoded by means of a Boolean vector c(t) = (c1(t), c2(t), . . . , cm(t)), where a particular vector component ci(t) takes the value 1 if the category y(i) is a priori assumed to be independent of X and the value 0 if a priori independence is assumed. It turns out that a particular maximum log-likelihood estimator of Λ(t) exists for each of these particular vectors * c(t) , computational algorithms for inference of the estimated relation matricesΛ(t) for different a priori choices of c(t) are described in sections 2 and 3 of the Supplement.
This procedure results in a set of N relation models (3) corresponding to N different combinations {c (1) (t), . . . , c (N ) (t)} of a priori dependence and independence assumptions between Y and X (where the ordering of models is chosen such that c (1) (t) ≡ (0, 0, . . . , 0) and c (N ) (t) ≡ (1, 1, . . . , 1) for all t -i.e., ranging between the complete independence in all of the categories to a complete dependence in all of them). Yet, after * If vectors c are t-independent then there will be N ≤ 2 m models (3), if c is t-dependent then N ≤ 2 mT models -each characterized by a particular value of estimated matrix Λ. Section 3 of the Supplement presents a procedure to get a computationally-feasible approximation of the full subset of models N in a situation when c is t-dependent. 
performing this first step, we are facing the two following problems: (i) we obtain a set of N (m × n) matrices, but we need to get a single number that would characterize the overall relation between X and Y . (ii) We do not really know ahead what are the dependence and independence relations between the categories of Y and X and what is the "best" c(t) -as a matter of fact, this is what we actually want to find out.
To resolve both of these issues, we suggest adopting a Bayesian approach in a second step of the proposed measure computation. First of all, we observe that the obtained N models represent a full set of disjointed model combinations (i.e., no other model combinations are possible and all of the models are mutually-exclusive -meaning that any particular category of Y cannot be simultaneously dependent and independent of X). The least biased a priori assumption is to set all of the prior model probabilities Pprior c (i) (t) (where i = 1, . . . , N ) to equal 1/N -i.e., to assume that all of the relation combinations are equally probable a priori (i.e., before obtaining the data X t , Y t for analysis) † . Then, using the Bayes' theorem and the N obtained parameter estimatesΛ, one can compute the posterior model probabilities {Ppost c (1) (t) , . . . , Ppost c (N ) (t) }. There are many possibilities to compute these posterior probabilities: in this manuscript, we chose a way to deploy a computation of the Bayesian Information Criterion (BIC) values (59, 61) for each of the N models (3), followed by a computation of the posterior BIC weights. Algorithmic details of the deployed procedure are explained in the section 4 of the Supplement.
Finally, after obtaining these posterior model probabilities, the measure of relation between Y and X can be computed straightforward as the posterior probability, namely that there exists at least some relation between these variables, i.e. as:
Ppost c (j) (t) = 1 − Ppost c (1) (t) [4] where c (1) (t) ≡ {0, 0, . . . , 0}, corresponds to a model with not a single relation between the categories at any t. Thereby, LP is directly interpretable as a posterior probability of existence of at least some impact from X on Y in a presence of the latent/unobserved variables U . More specifically, 0 ≤ LPX→Y ≤ 1.0 is taking the values close to 1, if there is strong evidence of a relation between the variables for a given data and being close to 0 if there is no such evidence from the data. Please also note that this measure does not rely on any external parameters and would provide results that are independent of any user-defined tuning. For further details and derivations of the LP measure please refer to the Supplement.
