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Abstract
Dans ce papier, nous proposons un mode`le de me´ta-ordonnancement dis-
tribue´ de grille. Ce mode`le est base´ sur les Syste`me Multi-Agents (SMA). Le
me´ta-ordonnanceur utilise la The´orie de l’Utilite´ Multi-Attributs (TUMA)
pour l’aide a` la de´cision. Il utilise e´galement un protocole de vente aux dou-
bles enche`res et d’appel d’offre, pour l’ordonnancement des applications sur
les ressources des sites, de fac¸on a` optimiser plusieurs me´triques. Notamment,
l’e´quilibrage de charge, l’utilite´ des participants le de´lai des applications le
temps d’attente et de re´ponse. On s’inte´resse au temps de re´ponse. Il ressort
de l’analyse de performance que le syste`me propose´, en plus des me´triques op-
timise´es par les mode`les a` la base, ame´liore le temps de re´ponse d’un facteur
d’au moins p/2, p > 2 e´tant le nombre de sites.
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Un syste`me multi-agents de me´ta-ordonnancement
distribue´ de grille
J.S. Wouansi, V.C. Kamla and D. Tieudjo
Re´sume´. Dans ce papier, nous proposons un mode`le de me´ta-ordonnancement distribue´
de grille. Ce mode`le est base´ sur les Syste`me Multi-Agents (SMA). Le me´ta-ordonnanceur
utilise la The´orie de l’Utilite´ Multi-Attributs (TUMA) pour l’aide a` la de´cision. Il utilise
e´galement un protocole de vente aux doubles enche`res et d’appel d’offre, pour l’ordonnance-
ment des applications sur les ressources des sites, de fac¸on a` optimiser plusieurs me´triques.
Notamment, l’e´quilibrage de charge, l’utilite´ des participants le de´lai des applications le
temps d’attente et de re´ponse. On s’inte´resse au temps de re´ponse. Il ressort de l’analyse de
performance que le syste`me propose´, en plus des me´triques optimise´es par les mode`les a` la
base, ame´liore le temps de re´ponse d’un facteur d’au moins p/2, p > 2 e´tant le nombre de
sites.
Keywords. Grille, Me´ta-ordonnancement, mode`les e´conomiques, performance, TUMA, SMA.
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I. Introduction
Les grilles sont des infrastructures informatiques distribue´es compose´es des ressources
de calcul haute performance telles que les grappes d’ordinateurs ou des supercalculateurs, qui
appartiennent a` des domaines administratifs divers. Ces derniers sont ge´re´s par des gestion-
naires de ressources couple´s a` des ordonnanceurs locaux. OAR est par exemple un gestionnaire
tre`s utilise´ dans la grille Grid5000. En ge´ne´ral, une grille est ge´re´e par un intergiciel associe´ a` un
me´ta-ordonnanceur dont le roˆle est de choisir les meilleurs sites de ressources pour l’exe´cution
des applications candidates. On peut citer Gridway de la grille Globus, eNanos Grid Resource
Broker de GT3, Gridbus Broker de Gridbus et Community Scheduler Framework [21]. Les au-
teurs de [2,15] pre´sentent quelques technologies de grilles. Dans une grille, le me´ta-ordonnanceur
doit ne´gocier avec les gestionnaires associe´s aux ordonnanceurs des sites, sans toutefois intervenir
dans leur administration. Il doit aussi tenir compte de la nature tre`s dynamique des ressources
de la grille, qui sont la plupart du temps utilise´es localement. Dans ce contexte, plusieurs appli-
cations concurrentes sollicitent des ressources, qui dans la plupart des cas ne suffisent pas pour
satisfaire la demande. D’un autre coˆte´, chaque gestionnaire de ressources dispose de ses propres
applications locales a` placer sur le site. Les premiers me´ta-ordonnanceurs, comme le spe´cifient
les auteurs de [6,11,13,24], visaient surtout l’optimisation des me´triques de performance base´es
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sur le syste`me, telles l’utilisation des ressources, l’e´quilibrage de charge ou le temps d’exe´cution
des applications des utilisateurs. Aujourd’hui, la croissance des exigences en terme de besoins
en QoS des clients et meˆme des fournisseurs ne´cessite des me´ta-ordonnanceurs beaucoup plus
sophistique´s pouvant y re´pondre efficacement. En d’autre terme, le me´ta-ordonnanceur doit
prendre en compte dans ce contexte de marche´, les me´triques de performance application-
centre´e, base´es sur des exigences telles les de´lais d’exe´cution des applications, le nombre de CPU
re´quis, et celles ressource-centre´e, comme la priorite´ des sites de ressources des fournisseurs.
Il doit en effet offrir des me´canismes e´conomiques lui permettant de reconstituer le sce´nario
de marche´ re´el en place, tel les enche`res, le marche´ des commodite´s, l’appel d’offre et bien
d’autres. Depuis quelques anne´es, comme on peut le constater dans [5, 8, 9, 16, 22], des auteurs
s’inte´ressent a` une approche e´conomique pour mettre en oeuvre de tels me´ta-ordonnanceurs.
Certains dans [3,4,10,12,24] ont utilise´ des syste`mes multi-agents pour avoir plus de flexibilite´.
Enfin, d’autres dans [1,7,14,17–20,24] ont utilise´ une approche distribue´e pour obtenir plus de
performance, et un syste`me plus tole´rant. Dans ce travail, nous nous inte´ressons a` trois travaux
re´cents offrant de bonnes performances, a` savoir celui d’Aguilar et al. (2009) [3], de Mauricio
Solar et al. (2012) [24], et enfin de Saurabh et al. (2013) [16]. En effet, Aguilar utilise une ap-
proche multi-agents pour coordonner un processus de me´ta-ordonnancement centralise´ base´ sur
la vente aux enche`res et le protocole ”contract-net”. Cependant, il fait intervenir explicitement
et a` plusieurs tours, les participants dans le processus de coordination ; ce qui ne re´duit pas le
temps de re´ponse. D’un autre coˆte´, le seul crite`re de choix est base´ sur l’unique valeur qu’est la
monnaie. Solar, avec l’approche multi-agents aussi, propose un protocole de ne´gociation base´
sur la disponibilite´ des ressources, pour re´aliser un me´ta-ordonnancement distribue´ avec sur-
veillance des taˆches. Une des insuffisances do Solar est que la priorite´ est toujours donne´e aux
taˆches dont la date limite est plus proche, sans souci de leur ordre d’arrive´e, ce qui force les
taˆches moins urgentes a` toujours les attendre. Par ailleurs, au pire des cas, il faut consulter
tous les noeuds de la grille, en mode point a` point, ce qui fera attendre tre`s longtemps la taˆche
concerne´e. Enfin Saurabh propose un protocole qui utilise la the´orie de l’utilite´ multi-attributs
pour e´valuer les ressources ainsi que les demandes afin de re´aliser un me´ta-ordonnancement
centralise´ base´ sur la double vente aux enche`res. Cependant, la centralisation de la prise des
de´cisions impose de nombreuses communications longues, pour la soumission des taˆches et des
offres, et ne´cessite en plus que le me´ta-ordonnanceur entretienne une base d’information glo-
bale de l’ensemble de la grille ; ce qui peut entraˆıner une perte de cohe´rence d’information due
aux temps de communication et de prise de de´cision. Par ailleurs l’urgence conside´re´e dans la
formule ne permet pas d’extraire a` priori les demandes dont le de´lai ne peut eˆtre satisfait.
Le mode`le de Saurabh re´sout donc les limites du mode`le d’Aguilar et en partie celui
de Solar, mais perd d’une part les avantages qu’offre la distribution que ce dernier propose, et
d’autre part augmente la saturation du re´seau et le temps de re´ponse [23]. Dans cet article,
nous de´crivons un syste`me de me´ta-ordonnancement distribue´ de grille, qui ame´liore le temps
de re´ponse et diminue la saturation du re´seau. Ce syste`me combine les politiques de Solar et
Saurabh pour offrir de meilleures performances.
II. Revue de la litte´rature
Saurabh dans [16] de´finit un syste`me d’e´valuation des demandes et des ressources pour
un syste`me centralise´, par les fonctions d’utilite´. Il e´value a` tout instant t l’enche`re d’une
demande i, note´e bi(t), comme suit :
bi(t) = Hi × vi
vmax
× dmax − t
di − t ×
t+ 1− sti
t+ 1− stmin ×
Demande
Offre
; di 6= t; (1)
Demande : ensemble des demandes d’un type de ressource ; Offre : ensemble des ressources
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disponibles du type demande´ ; di − t : indique l’urgence de la demande Di a` eˆtre exe´cute´e a`
mesure que t augmente, di (deadline) est la date limite de Di donne´e par l’utilisateur ; sti :
estampille, qui est la date d’arrive´e de la demande Di dans le syste`me ; vi : la valeur initiale
de la demande Di, donne´e par l’utilisateur l’ayant soumise ; Hi : constante de proportionnalite´
qui vaut 1 pour la simulation ; vmax / dmax / stmin : respectivement maximum des vi / di
et minimum des sti. De meˆme, il e´value a` tout instant t l’offre d’un site j de ressources aj(t)
comme suit :
aj(t) = Oj × wj,t × cj,t
cmax,t
× Lj,t
Lmax,t
× Demande
Offre
; (2)
wu,t : temps d’attente de disponibilite´ de la queue de ressources a` partir de l’instant t ; ck,t :
valeur initiale donne´e par le fournisseur du site a` t ; lj,t : charge de la queue de ressources a` t ;
Oj : constante de proportionnalite´ valant 1 pour la simulation.
Dans ce mode`le, le me´ta-ordonnanceur effectue les ope´rations de´crites par le tableau
1. tcpu est le couˆt en temps d’une ope´ration e´le´mentaire de calcul du CPU, tcom le couˆt en
Table 1. Type d’ope´rations avec leurs consommations
temps d’une ope´ration e´le´mentaire de communication du CPU, et com le couˆt d’une commu-
nication sur la bande passante d’un lien, α1 le nombre d’ope´rateurs dans le calcul des enche`res
des demandes, α2 celui des offres. On pose tcpu = ∆t et tcom = a∆t, a > 1 et entier, vu que
les communications sont plus couˆteuses que les calculs locaux en CPU. Soit Trep le temps de
re´ponse a` un demandeur de ressources.
- Meilleur des cas : de´cision dans le meˆme cycle, le premier a` recevoir.
Trep =
[
n(n− 1)
2
+
p(p− 1)
2
+ (α1 + a)n+ (β1 + a)p
]
×∆t+ TO|np ; (3)
- Pire des cas : de´cision a` l’expiration du de´lai apre`s k cycles, le dernier a` recevoir.
Trep =
k∑
i=1
T irep; (4)
T irep e´tant le temps de re´ponse dans le cycle i, le demandeur n’ayant pas rec¸u apre`s toutes les
re´ponses, c’est-a`-dire :
T irep =
[
Ni(Ni − 1)
2
+
p(p− 1)
2
+ (α1 + 2a)Ni + (β1 + 2a)p
]
×∆t+ TOi|Nip ; (5)
avec Ni le nombre total des taˆches pre´sentes dans la grille au cycle i.
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Dans le syste`me de Solar [24], il n’existe pas de syste`me d’information central. Les
taˆches sont directement soumises sur chaque noeud local, et le syste`me multi-agents de me´ta-
ordonnancement ge`re la commutation entre une queue locale pour les taˆches du site et une queue
globale pour les taˆches de la grille. Quand une taˆche est dans la queue locale, elle est susceptible
de s’exe´cuter sur le site ou de retourner dans la queue globale, et dans cette dernie`re elle peut
eˆtre exe´cute´e a` distance. Le protocole de distribution utilise une ne´gociation point a` point entre
l’agent de soumission et celui dont ce dernier sollicite le service, jusqu’a` consensus. Ici, un
ensemble de services distribue´s collaborent pour ordonnancer les applications des utilisateurs
sur les ressources de la grille. On suppose ni =
n
ki
, (ki > 1, un re´el), une proportion du nombre
total des taˆches dans la grille n. Le me´ta-ordonnanceur distribue´ effectue les ope´rations de´crites
par le tableau 2.
Table 2. Type d’ope´rations avec leurs consommations
- Au meilleur des cas : Comportement global et comportement local sans ne´gociation
Trep =
[
ni(ni − 1)
2
+ 5cni + (2α1 + β1 + (a+ 1)(p− 1))
]
×∆t+ TO|ni1 ; (6)
En remplac¸ant par la relation ni =
n
ki
, ki > 1 un re´el, on obtient :
Trep =
[
n(n− ki)
2k2i
+ 5c
n
ki
+ (2α1 + β1 + (a+ 1)(p− 1))
]
×∆t+ TO|
n
ki
1 ; (7)
- Au pire des cas : Comportement global et comportement local avec ne´gociation point
a` point avec les p-1 autres agents
Le temps consomme´ pendant la ne´gociation pour une taˆche attendant dans un site est
donne´ par la relation :
Tnegoce = a(p− 1)∆t+
p−1∑
i=1
(T irep − TO|
n
ki
1 ); (8)
ou` T irep est le temps de re´ponse au meilleur des cas dans le site local i diffe´rent du site ayant
e´mis la demande de ne´gociation. La taˆche soumise a` la ne´gociation au pire des cas doit alors
en plus de l’attente locale initiale, attendre la ne´gociation avec le dernier des p− 1 autres sites,
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c’est-a`-dire, Tnegoce et ensuite le temps d’assignation dans le site choisi. Ce temps est donne´
par la relation 9 :
Trep =
[
p∑
i=1
n(n− ki)
2k2i
+ 5c
p∑
i=1
n
ki
+ (2α1 + β1 + (2a+ 1)(p− 1))p
]
×∆t+ TO|
n
ki
1 + TO|
n
kelu
1 ;
(9)
n
kelu
, kelu > 1 re´el, e´tant le nombre de taˆches du site e´lu pour recevoir la taˆche en ne´gociation.
III. Syste`me propose´
Les mode`les pre´sente´s offrent des avantages qu’il est possible d’exploiter en les mettant
ensemble, pour produire un syste`me palliant les diffe´rents inconve´nients de l’un et l’autre. Nous
proposons dans le point suivant, un syste`me distribue´ de me´ta-ordonnancement qui offre un
meilleur temps de re´ponse. Notre de´marche consiste a` faire l’analyse des exigences fonctionnelles,
ensuite identifier les entite´s du syste`me multi-agents et de´crire les interactions entre elles, apre`s
de´crire les diffe´rentes contraintes et formules d’aide a` la prise de de´cision et enfin nous faire une
analyse de performance.
III.1. Exigences fonctionnelles
Ce point nous permet de de´crire le syste`me. L’environnement ξ est une grille constitue´e
d’un nombre fini p (p > 1, entier) de clusters Ci (i ≤ p), interconnecte´es a` travers l’Internet.
ξ = {C1, C2, ..., Cp} (10)
Chaque cluster Ci, i ≤ p, contient un nombre fini mi de machines M ij de meˆmes
caracte´ristiques, i e´tant l’indice du cluster, et j l’indice de la machine.
Ci =
{
M i1,M
i
2, ...,M
i
mi
}
(11)
Chaque machine M ij , j ≤ mi, contient e´galement un nombre fini qj de processeurs P ijk
de meˆmes caracte´ristiques, i e´tant l’indice du cluster, j l’indice de la machine, et k l’indice du
processeur.
M ij =
{
P ij1 , P
ij
2 , ..., P
ij
qj
}
(12)
A` tout cycle de me´ta-ordonnancement, n taˆches distinctes t1, ..., tn venant des utilisateurs des
diffe´rents processeurs des clusters, sont a` placer. Le re´seau est homoge`ne et on conside`re les
communications uniquement entre les clusters. Dans l’organisation centralise´e, les n taˆches
sont soumises directement au me´ta-ordonnanceur central de la grille. Par contre dans celle dis-
tribue´e, a` chaque site Cj , j = 1, ..., p, est soumis sa liste de nj taˆches tij i = 1, ..., nj , de fac¸on
que n = n1 + ...+ np.
Le me´ta-ordonnancement distribue´ de grille ne´cessite un ensemble d’e´le´ments pour son
fonctionnement :
– les fournisseurs (Manager) et consommateurs (Broker) de ressources ;
– un gestionnaire des profils des demandes (Job Profile Manager - JPM) et un gestion-
naire des profils des offres (Offer Profile Manager - OPM) ;
– une table de me´ta-ordonnancement enregistrant les diffe´rentes listes de demandes,
offres et contrats (Metaschedule - MS) ;
– une page des contacts du me´ta-ordonnanceur (Local Yellow Page - LYP) ;
– un directeur des ventes pour la coordination des enche`res et des appels d’offre (Co-
ordinator).
La figure 1 de´crit l’organisation des participants.
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Figure 1. Structure organisationnelle du syste`me de me´ta-ordonnancement propose´
1. : Le client (Broker) soumet sa demande de ressources au JPM du service distribue´ du
me´ta-ordonnanceur (Mo) en spe´cifiant ses exigences ;
2. : Le me´ta-ordonnanceur du noeud fait un me´ta-ordonnancement local une fois que la table
de me´ta-ordonnancement est mise a` jour ;
3. : L’assignation des ressources n’est pas possible sur le noeud de soumission ; Le JPM du
me´ta-ordonnanceur du noeud de soumission engage un appel d’offre pour la demande (Call
For proposal : cfp), aux me´ta-ordonnanceurs (Mo) re´plique´s de la meˆme grille, le suit, puis
choisit le site approprie´ pour accueillir et traiter la demande.
III.2. Interaction entre les agents du syste`me
Ici nous de´crivons notre syste`me multi-agents avec les diffe´rentes communications entre
les entite´s. Les e´le´ments recense´s pre´ce´demment sont les roˆles de notre syste`me, auxquels on
ajoute les roˆles tjpm (roˆle fils cre´e par jpm pour la collecte des demandes), topm (roˆle fils cre´e
par opm pour la collecte des offres), le cfpm (roˆle fils cre´e par jpm pour les appels d’offre) et
monitor (roˆle de surveillance des ressources). Les protocoles d’interaction de´crivent les commu-
nications par e´change de messages entre les diffe´rents roˆles. La figure 2 de´crit les interactions
au niveau local, c’est-a`-dire de chaque cluster, et la figure 3 les interactions au niveau global,
c’est-a`-dire de la grille.
Figure 2. Diagramme d’interaction au niveau local
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Les messages transmis entre les roˆles de la figure 2 sont les suivants : 1 : initialiser
opm() ; 2 : demander connexion ; 3 : cre´er processus topm() ; 4 : transmettre donne´es connexion
du manager() ; 5 : soumettre offre ; 6 : collecter et trier offre selon le temps d’attente ; 7 :
re´cupe´rer offres de´ja` disponibles dans la table et la verrouiller ; 8 : fusionner avec l’offre en
cours ; 9 : remplacer l’offre de la table par celle fusionne´e ; 10 : cre´er le moniteur monitor() ; 11 :
transmettre les dates des tranches de temps disponibles au moniteur ; 12 : surveiller le rebours
des dates de de´but et de fin ; 13 : mettre a` jour les dates des tranches ; 14 : initialiser jpm() ;
15 : demander connexion ; 16 : cre´er processus tjpm() ; 17 : transmettre donne´es connexion
du broker() ; 18 : soumettre demande ; 19 : collecte demande ; 20 : transmettre liste demande ;
21 : e´valuer localement liste demande ; 22 : mettre a` jour l’utilite´ des demandes de la table
et fusionner avec liste demande e´value´e ; 23 : associer demandes aux ressources ; 24 : collecter
demandes non ordonnance´es ; 25 : engager et suivre un appel d’offre ; 26 : mettre a` jour la table
de me´ta-ordonnancement, pour les demandes traite´es a` distance.
Figure 3. Diagramme d’interaction au niveau global
Les messages e´change´s entre les roˆles de la figure 3 sont les suivants : 1 : envoyer
SIGNAL CFP ; 2 : envoyer attributs locaux ; 3 : calculer les valeurs locales des demandes ; 4 :
envoyer la liste d’information sur les demandes non ordonnance´es (valeurs demandes, de´lais,
...) ; 5 : classer les demandes, ve´rifier le test QoS, calculer la probabilite´ des demandes ; 6 :
envoyer la liste des probabilite´s des demandes ; 8 : envoyer l’accord au site se´lectionne´ ; 7, 9 :
Choisir le site (7), mettre a` jour la table de me´ta-ordonnancement en local.
Quatre principaux agents sont retenus pour les jouer les diffe´rents roˆles : l’agent broker qui va
jouer les roˆles broker, jobprofiler, tjpm ; l’agent cfpm qui va jouer le roˆle du cfpm ; l’agent
manager qui va jouer les roˆles manager, offerprofiler, topm et monitor ; l’agent coordinator
qui va jouer le roˆle coordinator.
Les services a` offrir par le syste`me e´tant : Le profilage d’offre, le profilage local des
demandes, la coordination des ventes et la surveillance.
III.3. Contraintes de distribution
a- Synchronisation
Le cfpm() e´metteur est synchronise´ avec les cfpm() voisins. Quand un cfpm() voisin
rec¸oit un signal d’appel d’offre, il retire la liste courante des demandes de la collecte et la traite,
apre`s avoir ouvert une nouvelle liste pour les collectes ulte´rieures. A` la fin du traitement de
l’appel d’offre, tous les cfpm() voisins se´lectionne´s dans l’appel proce`dent a` l’ordonnancement,
qu’ils soient e´lus ou non. Ceci assure que la de´cision prise par un e´metteur d’appel d’offre
s’appuie sur des donne´es a` jour dans le cycle d’ordonnancement, et donc est vraie dans toute
la grille pour ce cycle. Le cfpm() proce`de par plusieurs phases :
1. Initialisation de la liste courante des demandes (il la met a` vide) ;
2. Re´ception d’exception ;
3. Copie de liste de demande, re´initialisation et e´valuation locale ;
4. Mise a` jour de la table de me´ta-ordonnancement locale ;
5. Copie des demandes non ordonnance´es ;
6. Appel d’offre (CFP : Signal, communication, de´cision et soumission) ;
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7. Mise a` jour de la table de me´ta-ordonnancement locale ;
8. Attente d’exception et passage a` l’e´tape 2.
- Protocole de synchronisation
– L’exception provoque´e au niveau d’une part global est ignore´e si le cfpm() n’est pas
a` la phase d’initialisation, de re´ception ou d’attente, et d’autre part au niveau local
est mise en attente si le cfpm() est dans d’autres phases ;
– Un cfpm() voisin non e´lu est soumis a` l’exception suivante qui le libe`re de l’attente ;
il fusionne sa liste avec celle collecte´e ;
– Un site recevant un appel d’offre ne peux plus l’envoyer a` son e´metteur ;
– Tout appel d’offre est valide dans un de´lai infe´rieur au temps de collecte pour le
prochain cycle d’ordonnancement. Toute re´ponse en dehors de ce de´lai est ignore´e.
- Conditions d’arreˆt de collecte de la liste courante des demandes : temps d’attente
d’une queue de ressources du site atteint ou maximum de demandes (seuil) que prend la liste
courante de collecte de demandes atteint ou signal d’appel d’offre rec¸u.
b- Terminaison
Un cfpm() ne recevant plus de demandes sur une pe´riode fixe´e proce`de comme suit :
1. Envoi de signal de terminaison aux cfpm() voisins ;
2. Test si le nombre de signaux de terminaison rec¸us est e´gal au nombre de sites : si c’est le
cas, alors envoi de signal de terminaison aux autres agents du site et terminaison, sinon
attente des demandes et appels d’offre.
3. Si un agent local du site rec¸oit un signal de terminaison de son agent cfpm(), alors il se
termine.
III.4. Aide a` la de´cision : fonctions d’utilite´ propose´es
a- Niveau local pour le site de soumission i
blocali (t) = Hi ×
vi
vmax
×
(
dmax − t
di − pki − t
)
× t+ 1− sti
t+ 1− stmin ×
Demande
Offre
; di 6= pki + t; (13)
b- Niveau local pour un site distant j
blocalij (t) = Hi ×
vi
vjmax
×
(
djmax − t
di − pji − t
)
× t+ 1− sti
t+ 1− stjmin
× Demande
j + 1
Offrej
; di 6= pji + t; (14)
c- Niveau global
- Utilite´ d’une demande
bglobali (t) = Hi×
vi
maxj{vjmax}
×
(
maxj{djmax} − t
di − pji − t
)
× t+ 1− sti
t+ 1−minj{stjmin}
×
∑
j Demande
j∑
j Offre
j
; di 6= t;
(15)
- Utilite´ d’un site de ressources
aj(t) = Oj × wj,t × cj,t
maxk{ck,t} ×
Lj,t
maxk{Lk,t} ×
∑
kDemande
k∑
k Offre
k
; (16)
d- Re`gle de de´cision du cfpm()
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Calcul de Prki : Probabilite´ pour qu’une demande Di soit ordonnance´e a` l’instant dans
un site accointant k.
Prki (t) =
Demandek − (rg(Di)− 1)
Demandek
; (17)
Condition de participation d’un fournisseur a` la se´lection :
minni=1{bglobali (t)} > maxpj=1{aj(t)}; (18)
E´lection de site : Site e´lu pour traiter la demande Di = site de plus forte probabilite´.
III.5. Sche´ma fonctionnel de´taille´ et organigramme ge´ne´ral du syste`me
La figure 4 de´crit la structure et le fonctionnement du syste`me propose´ et la figure 5,
l’organigramme ge´ne´ral.
Figure 4. Sche´ma fonctionnel du syste`me
IV. Analyse de performance et discussion
Cette analyse portera sur le temps de re´ponse, et permettra de comparer le syste`me
propose´ avec les autres. L’environnement et le contexte sont celui distribue´ de´crit au de´but
de cet article, les meˆmes que ceux de Solar, c’est-a`-dire p clusters Cj interconnecte´s, recevant
localement chacun nj taˆches tij (i = 1, ..., nj ; j = 1, ..., p), avec n = n1 + n2 + ... + np. On
suppose le re´seau homoge`ne et on ne conside`re pas les communications a` l’inte´rieur d’un cluster,
moins couˆteuses. Cependant celles entre les clusters sont conside´re´es. On suppose aussi ni =
n
ki
,
(ki > 1 un re´el), une proportion de n. On va calculer le temps de re´ponse au meilleur tout
comme au pire des cas. Les ope´rations sont donne´es dans le tableau 3.
- Au meilleur des cas : Me´ta-ordonnancement local, sans appel d’offre (CFP)
En remplac¸ant dans la formule du tableau 3 par la relation ni =
n
ki
, ki > 1 un re´el, on obtient
le temps de re´ponse pour une taˆche soumise dans le cluster Ci :
T irep =
(
n(n− ki)
2k2i
+ α1
n
ki
)
×∆t+ TO|
n
ki
1 ; (19)
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Figure 5. Organigramme du syste`me de me´ta-ordonnancement
Table 3. Type d’ope´rations avec leurs consommations
avec ki > 1, et α1 une constante.
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- Au pire des cas : Me´ta-ordonnancement global, et un site j rec¸oit des CFP des p− 1
autres sites
D’apre`s la relation du tableau ci-dessus :
Nj =
p∑
i=1
ni −
(
p∑
k=1
n′k − n′j
)
= n−
p∑
k=1
n′k + n
′
j ; (20)
n′k e´tant le nombre de taˆches traite´es au premier cycle dans le cluster Ck et nj le nombre de
taˆches du cluster Cj recevant les p−1 demandes de CFP. En posant Mj = n′1+n′2+· · ·+n′p−n′j ,
c’est-a`-dire :
Mj =
p∑
k=1
n′k − n′j ; (21)
on obtient Nj = n−Mj . Avec la relation ni = nki , ki > 1 un re´el, Trep devient :
Trep = T
i
rep+
[
(n−Mj)(n−Mj − 1)
2
+ 5a+ (α1 + α2)expr + βpr +
pr(pr − 1)
2
+ α1(n−Mj)
]
∆t+TO|
n
kelu
1
(22)
avec expr = maxpm=1,m6=j(
n
km
− ( nkm )′), pr le nombre de site recevant les CFP et T irep le temps
de re´ponse au meilleur des cas dans le site de soumission Ci. Ici, pr = 1, d’ou` pour une taˆche
soumise dans le cluster Ci :
Trep =
[
n(n− ki)
2k2i
+ α1
n
ki
+
(n−Mj)(n−Mj − 1)
2
+ 5a+ (α1 + α2)expr + β + α1(n−Mj)
]
∆t+TO|
n
ki
1 +TO|
n
kelu
1
(23)
En posant n−Mj = nkj , kj > 1 un re´el, la relation 23 devient :
Trep =
[
n(n− ki)
2k2i
+ α1(
n
ki
+
n
kj
) +
n(n− kj)
2k2j
+ 5a+ (α1 + α2)expr + β
]
∆t+TO|
n
ki
1 +TO|
n
kelu
1
(24)
Comparaison des temps de re´ponse
Il est vrai que le mode`le de Saurabh optimise plus de crite`res que celui de Solar et
prend en prenant en compte l’utilite´ des participants. Celui de Solar re´alise un temps de re´ponse
the´orique plus petit, au meilleur tout comme au pire des cas. Tirant de´ja` profit de l’approche
multi-crite`res de Saurabh, il nous reste alors a` montrer que notre temps de re´ponse est plus petit
que celui de Solar, c’est-a`-dire TSolar > qTDDAGM , avec q > 1, ou encore TSolar/TDDAGM > q.
- Au meilleur des cas, en observant l’e´quation 7 il est e´vident en comparant les termes
des deux formules, qu’on a TDDAGM < TSolar.
- Au pire des cas, observons ce que donne le rapport TSolar/TDDAGM . Pour minorer
cette expression, le re´sultat serait davantage inte´ressant si l’on peut minorer TSolar de l’e´quation
9, et majorer TDDAGM . En exploitant la relation :
pnk1 ≤
p∑
k=1
nk ≤ pnk2 ; (25)
avec nk1 = min
p
l=1{nl} et nk2 = maxpl=1{nl}, d’une part, dans TSolar, on a :
p∑
i=1
n(n− ki)
2k2i
≥ pn(n− kj)
2k2j
; (26)
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avec
n(n−kj)
2k2j
= minpl=1{n(n−kl)2k2l }, et
5c
p∑
i=1
n
ki
≥ 5cp n
kj
; (27)
avec nkj = min
p
l=1{ nkl }, d’ou`
TSolar ≥ p
[
n(n− kj)
2k2j
+ 5c
n
kj
+ 2α1 + β1 + (2a+ 1)(p− 1)
]
×∆t+ TO|
n
ki
1 + TO|
n
kelu
1 ; (28)
D’autre part dans TDDAGM , conside´rant n−Ml = nkl , kl > 1, on a :
n(n− ki)
2k2i
+
n(n− kl)
2k2l
≤ 2n(n− kr)
2k2r
=
n(n− kr)
k2r
(29)
avec n(n−kr)2k2r = max{
n(n−ki)
2k2i
, n(n−kl)
2k2l
}, ensuite
α1(
n
ki
+
n
kl
) ≤ 2α1 n
kr
≤ 2× 5c n
kr
(30)
a` une constante pre`s, avec nkr = max{ nki , nkl }, et enfin
5a+(α1+α2)max
p
m=1,m 6=j{
n
km
−( n
km
)′}+β ≤ 4a(p−1)+2(p−1)+4α1+2β1 quand p est grand
(31)
≤ 2(2α1 + β1 + (2a+ 1)(p− 1)) (32)
dou`
TDDAGM ≤ 2[n(n− kr)
2k2r
+ 5c
n
kr
+ 2α1 + β1 + (2a+ 1)(p− 1)]×∆t+ TO|
n
ki
1 + TO|
n
kelu
1 ; (33)
TSolar et TDDAGM ayant des temps d’assignation identiques, c’est-a`-dire TO|
n
ki
1 + TO|
n
kelu
1 ,
on peut les ne´gliger dans le rapport TSolar/TDDAGM . En choisissant judicieusement un kz
co¨ıncidant a` la borne supe´rieure de TDDAGM et a` la borne infe´rieure de TSolar, on obtient pour
ce kz :
TSolar/TDDAGM ≥
p
[
n(n−kz)
2k2z
+ 5c nkz + 2α1 + β1 + (2a+ 1)(p− 1)
]
2
[
n(n−kz)
2k2z
+ 5c nkz + 2α1 + β1 + (2a+ 1)(p− 1)
] ; (34)
d’ou`
TSolar/TDDAGM ≥ p
2
, avec
p
2
> 1, p le nombre de sites. (35)
IV.1. Discussion
La comparaison des temps de re´ponse pre´ce´dente montre que dans tous les cas, le temps
de re´ponse the´orique du mode`le propose´ est meilleur. En plus, la prise en compte multi-crite`res
comme avec le mode`le de Saurabh est encore un avantage par rapport au mode`le de Solar.
L’inte´reˆt de l’utilisation des protocoles double enche`res et appel d’offre est l’ame´lioration de
l’utilite´ des fournisseurs de ressources et des clients, ce que ne fait pas le mode`le de Solar.
En particulier, le protocole d’appel d’offre permet d’e´quilibrer d’une fac¸on souple et flexible
la charge sur le syste`me, en faisant une se´lection base´e sur plusieurs crite`res, du meilleur site ;
contrairement au mode`le de Solar qui fait une ne´gociation point a` point pour choisir le site le plus
dispose´, avec une e´valuation principalement base´e sur le taux d’occupation des ressources. Notre
syste`me de me´ta-ordonnancement assure qu’une taˆche est ordonnance´e au plus toˆt localement,
et qu’elle n’est rejete´e que si personne ne peut la satisfaire dans la grille. Les techniques utilise´es
permettant de re´duire les communications, les temps de calcul, et par conse´quent le temps de
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re´ponse et la saturation du re´seau. La solution est tole´rante aux fautes, car meˆme si un noeud
tombe en panne, les autres continueront a` fonctionner.
V. Conclusion et perspectives
Dans ce travail, apre`s l’e´tude de quelques mode`les de me´ta-ordonnancement existants,
nous avons de´crit un nouveau syste`me multi-agents de me´ta-ordonnancement distribue´ base´
sur la vente aux doubles enche`res et l’appel d’offre. Le me´ta-ordonnanceur utilise des fonctions
d’utilite´ base´ sur les me´triques a` optimiser, pour l’aide a` la prise de de´cision et il coope`re avec
des services voisins de me´ta-ordonnancement. Un tel syste`me est tole´rant, et nous avons montre´
qu’il inte`gre les me´triques pris en compte par des mode`les conside´re´s a` la base. Il diminue la
saturation du re´seau et pre´sente un meilleur temps de re´ponse d’un facteur de p/2 par rapport
a` ceux-ci, p e´tant le nombre de sites.
En terme de perspectives, d’une part des simulations sur Simgrid a` partir des traces
de charge de travail re´elles des grilles, permettront de renforcer ces re´sultats. D’autre part, la
prise en compte des types de ressources varie´es et l’implantation du syste`me au grilles et clouds
existants seraient inte´ressantes.
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