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Abstract
We give a classification of non-flat totally geodesic surfaces in compact Riemannian symmet-
ric spaces of classical type.
Introduction
Riemannian submanifold M of a Riemannian manifold P is said to be totally geodesic if
the second fundamental form vanishes everywhere. We confine our consideration to totally
geodesic submanifolds in Riemannian symmetric spaces. Totally geodesic submanifolds in
Riemannian symmetric spaces have long been studied. Many efforts have been made toward
the classification of totally geodesic submanifolds. Important results on construction and
classification of totally geodesic submanifolds are summarized in [6]. Recently, a significant
progress has been made by Klein. He classified maximal totally geodesic submanifolds in
compact Riemannian symmetric spaces of rank 2 in a series of papers [4], [5], [6], [7], [8].
His results are summarized in [6]. In spite of many efforts by many mathematicians, the
classification of totally geodesic submanifolds still remains open.
In this paper we focus our attention to totally geodesic submanifolds with smallest di-
mension. Totally geodesic submanifold of dimension one and flat totally geodesic surfaces
are contained in the maximal torus. Thus our targets are totally geodesic surfaces of nonzero
constant curvature. As for the totally geodesic submanifold of constant curvature, we men-
tion about the results by Helgason [3] and Nagano and Sumi [11]. Helgason gave the con-
struction of maximal dimensional totally geodesic submanifolds in compact Riemannian
symmetric spaces of which curvature is equal to the maximal sectional curvature of the am-
bient space. The purpose of this paper is to give a classification of non-flat totally geodesic
surfaces in compact irreducible Riemannian symmetric spaces.
Let G be a compact simple Lie group and θ be an involutive automorphism of G. We
denote by g the Lie algebra of G and denote also by θ the differential of θ. Let k be the
subalgebra of g consisting of all elements fixed by θ. Let 〈, 〉 be a bi-invariant inner product
of g and p be the orthogonal complement of k in g. Let K be a Lie subgroup of G of which Lie
algebra coincides with k. We identify p with the tangent space of the Riemannian symmetric
space P = G/K. Let M be a totally geodesic submanifold of P emanating from the origin eK
of P. The subspace m of p which is identified with tangent space of M at the origin satisfies
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[m, [m,m]] ⊂ m.
A subspace m of p with the above property is called a Lie triple system. There exits a one-
to-one correspondence between the set of totally geodesic submanifold of P through the
origin and the set of Lie triple systems. So the classification of totally geodesic subman-
ifolds of a Riemannian symmetric spaces reduces to the purely algebraic problem. In the
former work on the classification of totally geodesic submanifolds of Riemannian symmet-
ric spaces, there are some ways to classify Lie triple system. The method we adopt in this
paper is based on the representation theory of SU(2) and we give the explicit expression of
the basis of Lie triple systems of totally geodesic surfaces.
Because of the duality, the classification of totally geodesic submanifolds in a compact
Riemannian symmetric space P corresponds to those in the noncompact dual of P′. Fuji-
maru, Kubo and Tamaru [2] studied the classification of totally geodesic surfaces in noncom-
pact Riemannian symmetric space of type AI. Though there is a duality, the tools adopted
in [2] and in this paper are completely different. Part of our result is also obtained by Na-
gatomo, in connection with his study [12].
The author wishes to express his hearty thanks to the referee for valuable comments which
helped to improve the manuscript.
1. Notations
1. Notations
We denote by R, C and Q the field of real, complex and quaternions respectively. We
denote by z the conjugate of z ∈ C and by τ the conjugation of CN with respect to RN ;
τ((zi)) = (zi). We denote by ( , ) the standard inner product on RN and also by ( , ) the
Hermitian inner product ((zi), (wi)) =
∑
ziwi on CN . The standard orthonormal basis of RN
or CN will be denoted by e1,· · · ,eN . We denote by Ei j the endomorphism satisfying
Ei j(e j) = ei, Ei j(ek) = 0 (k  j),
by Gi j (i  j) the skew-symmetric endomorphism
Gi j(e j) = ei, Gi j(ei) = −e j, Gi j(ek) = 0 (k  i, j),
and by S i j the symmetric endomorphism









⎤⎥⎥⎥⎥⎥⎥⎥⎦ (N = p + q),
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Kp,q =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ip O O O
O −Iq O O
O O Ip O
O O O −Iq
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(N = 2(p + q))
where In denote the unit matrix of order n.
We denote by 1, i, j, k the standard orthonormal basis of Q. We consider Qn as right Q
vector space. A Q-linear endomorphism on Qn is expressed by the multiplication of a matrix
with coefficients in Q from the left.
We identify Qn with C2n using the identification a0 + a1 i + a2 j + a3 k ∈ Q with (a0 +
a1 i, a2 − a3 i) ∈ C2. The right multiplication by j on Qn coincides with J̃ = τ ◦ J = J ◦ τ
on C2n. A Q-linear endomorphism on Qn corresponds to a C-linear endomorphism on C2n
which commutes with J̃.
2. Representations of SU(2)
2. Representations of SU(2)
In this section we give a brief review on complex and real irreducible representations of
SU(2).
2.1. Complex irreducible representation.
2.1. Complex irreducible representation. The special unitary group SU(2) is the group
of matrices which acts on C2 and leaves invariant the Hermitian inner product ( , ). We can
identify SU(2) with the 3-dimensional unit sphere S 3 ⊂ C2 by





, g ∈ SU(2).















form a basis of the Lie algebra su(2) of SU(2) with
(1) [X1, X2] = 2 X3, [X2, X3] = 2 X1, [X3, X1] = 2 X2.
If we put














(3) [H, X] = 2 X, [H, Y] = −2 Y, [X, Y] = H.
Let d be a non-negative integer and let V(d) be the set of all homogeneous polynomial
functions on C2 of degree d. By the contragradient action, V(d) is an irreducible representa-
tion of SU(2) of dimension d + 1.
Theorem 2.1. For each positive integer k, there exists a unique complex irreducible rep-
resentation of SU(2) with dim V = k.
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Let H，X，Y be a basis of su(2)C satisfying (3) and let V be a complex irreducible
representation of SU(2) with dim V = k. With respect to an SU(2)-invariant Hermitian
inner product on V, there exists an orthonormal basis ξ1, ξ2, · · · , ξk of V which satisfy
(4)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
H · ξ j = (k + 1 − 2 j) ξ j
X · ξ j =
√
( j − 1)(k + 1 − j) ξ j−1
Y · ξ j =
√
j(k − j) ξ j+1
for 1 ≤ j ≤ k where we put ξ0 = ξk+1 = 0.
Complex irreducible expressions of SU(2) are described in many literatures. But mostly,
the basis with respect to which the representation is described is not an orthonormal one.
For the proof of Theorem 2.1, we refer to [10].
Let V be a complex irreducible representation of SU(2). If we start from an arbitrary basis
which consists of eigenvectors of H, we have the following:
Theorem 2.2. Let V be an irreducible representation of SU(2) and ( , ) be an SU(2)
invariant Hermitian inner product on V. We put k = dim V. Take a basis H, X, Y of su(2)C
which satisfy (3). All eigenvalues of the action of H on V are real numbers. We denote them
by λ1, · · · , λk (λ1 ≥ · · · ≥ λk) and let u1, · · · , uk be unit vectors of V satisfying
H · ui = λi ui (1 ≤ i ≤ k).
Then
(1) λi = k + 1 − 2 i (1 ≤ i ≤ k),
(2) u1, · · · , uk forms an orthonormal basis of V,
(3) if we put u0 = uk+1 = 0 then there exist complex numbers γi with




i (k − i) (0 ≤ i ≤ k).
Proof. For each element of su(2)C, we denote its action on V by the same letter. Since X1
is a skew-Hermitian endomorphism, all eigenvalues of H = −√−1 X1 are real numbers. If
we put v j = Y j−1v1 then v j is an eigenvector of H corresponding to the eigenvalue λ1−2( j−1).
Since it is easily seen that the subspace
∑∞
j=1 Cv j is an su(2)
C-invariant subspace, we have
V =
∑∞
j=1 Cv j. Thus all eigenvalues have multiplicity one and (2) is now obvious. From
H = XY − YX we have traceH = k(λ1 + 1 − k) = 0, which implies (1).
For each j (1 ≤ j ≤ k − 1), we put Yuj = c ju j+1, Xuj+1 = d ju j. We have





If we put  = 1/8
(
X12 + X22 + X32
)

















From 8 = −(k2 − 1) (cf. [9, p.295]), we have
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c jc j = j(k − j).
Similarly we can prove
d jd j = j(k − j).
From
Hu1 = (k − 1)u1 = XYu1 − YXu1 = c1d1u1
we have c1d1 = k − 1 and d1 = c1. Assume that c jd j = j(k − j) (1 ≤ j ≤ k − 2) is proved,
then by
Huj+1 = (k − 1 − 2 j)u j+1 = XYuj+1 − YXuj+1 = (c j+1d j+1 − c jd j)u j+1
we have c j+1d j+1 = ( j + 1)(k − j − 1) and d j+1 = c j+1. Thus (5) and (6) are proved. 
2.2. Real linear irreducible representation.
2.2. Real linear irreducible representation. Let G be a compact connected Lie group.
Let (V, ρ) be a complex representation of G and v1, · · · , vN be a basis of V . We denote by V
the complex conjugate vector space. Namely, V itself is an additive group V but the scalar











and the action ρ of SU(2) on V so that
ρ ◦ S = S ◦ ρ
holds. The representation (V , ρ) is called the conjugate representation of (V, ρ).
A complex irreducible representation (V, ρ) of G is said to be a self-conjugate representa-
tion if there exists a conjugate-linear automorphism, namely a map ĵ : V → V such that
ĵ (av + bw) = ā ĵ (v) + b̄ ĵ (w) (a, b ∈ C, v, w ∈ V),
ĵ (ρ(g)v) = ρ(g) ĵ (v) (g ∈ G, v ∈ V).
A conjugate-linear automorphism commuting with ρ is called a structure map of (V, ρ).
We denote by (VR, ρR) the representation of G over R obtained by the restriction of the
coefficient field from C to R.
Let (V, ρ) be a self-conjugate representation and ĵ be a structure map. By Schur’s lemma,
ĵ2 = c for some constant c  0. It is known that c is a real number and (V, ρ) is said to
be of index 1 (resp. −1) if c > 0 (resp. c < 0). If an irreducible representation (V, ρ) of
G over C is a self-conjugate representation of index −1, then (VR, ρR) is also an irreducible
representation and the complexification of VR admits a direct sum decomposition
VR ⊗R C = (1 +
√−1 ĵ )V ⊕ (1 − √−1 ĵ )V,
where (1 +
√−1 ĵ )V is isomorphic to V and (1 − √−1 ĵ )V is isomorphic to V . If (V, ρ) is a
self-conjugate representation of index 1, then there exists an irreducible subspace V0 in VR
with dimR V0 = dimC V .
For these facts we refer, for instance, to [1], [13].
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Now we confine our attention to the case G = SU(2).
Let ĵ be a conjugate linear automorphism on C2 defined by
ĵ (z, w) = (−w, z) (z, w ∈ C),
and extend it to an automorphism on V(d) by
( ĵP)(z, w) = P( ĵ (z, w)) (z, w ∈ C).
The extension ĵ is a structure map on V(d) with ĵ2 = (−1)dI.
Lemma 2.3. If W is an irreducible representation of SU(2) over R, then one of the fol-
lowing holds:
(i) The complexification WC is also an irreducible representation of SU(2) over C. In
this case dim W is an odd integer.
(ii) The complexification WC is a reducible representation of SU(2) over C. In this case
there exists an irreducible representation V of SU(2) over C such that W = VR and
dim W is divided by 4.
Proof. Note that any irreducible representation V of SU(2) is self-conjugate and the index
of V is equal to (−1)dim V−1. The index of V is 1 [resp. −1] if dim V is odd [resp. even].
If WC is also irreducible over C, the conjugation of WC with respect to W is a structure
map of index 1. Thus dimRW = dimCWC is an odd integer. If WC is reducible over C,
then there exists an irreducible representation V of SU(2) over C, which does not admit any
structure map of index 1, such that W = VR ([13, p.65]). Thus dimRW = 2 dimC V is divided
by 4. 
Proposition 2.4. Let U be a 3-dimensional simple Lie subgroup of SU(2N) and let X1,
X2 and X3 be a basis of the Lie algebra u of U satisfying (1). Put













Let ĵ be a conjugate linear automorphism on C2N commuting with the action of U. Assume
that
X ◦ ĵ = ε2 ĵ ◦ Y, ĵ2 = ε1 I
hold for some constants ε1 and ε2 with ε1 = ±1 and ε2 = ±1. If a U-irreducible subspace V




Proof. Put k = dim V and take a basis ξ1,· · · , ξk of V satisfying (4).
The subspace V is spanned by Yl−1ξ1 (1 ≤ l ≤ k) and the subspace ĵ (V) is spanned by
ĵ (Yl−1ξ1) (1 ≤ l ≤ k). Note that
(Y u, v) = (u, X v)
holds for any u, v ∈ C2N . We have












Note that ĵ ξ1 and Yl+m−2ξ1 are eigenvectors of H corresponding to the eigenvalue 1 − k and






























is either a real number or a pure imaginary number. If α is an arbitrary nonzero
complex number, then ξ′1 = α ξ1,· · · , ξ′k = α ξk is also a basis of V satisfying (4). By the












3. Totally geodesic surfaces
3. Totally geodesic surfaces
Let G be a compact, connected and simple Lie group of classical type. Let θ be an
involutive automorphism on G and let K be the set of elements of G invariant under θ. We
denote by g, k the Lie algebras of G and K respectively and denote also by θ the differential
of θ. We denote by p the orthogonal complement of k in g with respect to the bi-invariant
metric.
Let M be a non-flat totally geodesic surface of P = G/K and m = TeK M ⊂ p be the
corresponding Lie triple system. Because m is a Lie triple system and is non-abelian, if
we put u = [m,m] + m then u is a 3-dimensional Lie subalgebra of g, which is isomor-
phic to su(2). Let (, ) be a G-invariant inner product on g. Let X′2, X
′
3 be an orthonormal















= 0, thus [X′1, X
′































































> 0, c is a positive constant. If






X3, then we have
(7) [[X2, X3], X2] = 4X3, [[X2, X3], X3] = −4X3.
In our classification, we shall describe a totally geodesic surface by giving the basis of the
corresponding Lie triple system satisfying (7).
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3.1. Type AI : SU(n)/SO(n).
3.1. Type AI : SU(n)/SO(n). Let θ be the involutive automorphism on G = SU(n) defined
by
θ(g) = τ ◦ g ◦ τ (g ∈ SU(n)),
and put
K = {g ∈ SU(n) : θ(g) = g} = SO(n).
Note that θ([gi j]) = [ḡi j].
Theorem 3.1. Let M be a non-flat totally geodesic surface of SU(n)/SO(n), m be the
corresponding Lie triple system and U be the connected Lie subgroup of SU(n) with Lie
algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
(i) There exist an orthogonal direct sum decomposition
Cn = V0 ⊕ V1 ⊕ · · · ⊕ Vk,
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are τ-invariant and u-irreducible sub-
spaces with dim Vi ≥ 2.
(ii) Corresponding to the direct sum decomposition in (i), the matrix representations of
X2 and X3 are decomposed into blocks. Thus, without loss of generality, we assume Cn =
V1. There exists an orthonormal basis u1, · · · , un of Cn satisfying τ(ui) = ui and g =












i(n − i)S i,i+1 + ε
√




⎧⎪⎪⎨⎪⎪⎩1 if n ≡ 1 (mod2),±1 if n ≡ 0 (mod2).

















(i) We shall show that if we take a τ-invariant and U-invariant subspace V of Cn, then
for any U-irreducible subspace V ′ in V there exists a τ-invariant, U-irreducible subspace
V1 ⊂ V which is isomorphic to V ′. Then we obtain (i) by induction.
Let V be a τ-invariant and U-invariant subspace of Cn, and V ′ be a U-irreducible subspace
in V . We put k = dim V ′ and take a basis ξ1,· · · ,ξk of V ′ satisfying (4). Since τ(V ′) is also
a U-irreducible subspace, τ(V ′) ∩ V ′ is either V ′ or {0}. If τ(V ′) ∩ V ′ = V ′ holds then
V ′ is τ-invariant, and we are done. So we now suppose τ(V ′) ∩ V ′ = {0}. If we put
yi =
√−1 (ξi − τ(ξi)), then yi’s are nonzero vectors. Since
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τ ◦ H = H ◦ τ, τ ◦ X = X ◦ τ, τ ◦ Y = Y ◦ τ
hold, the subspace
V1 = ⊕ki=1C yi
is a τ-invariant and U-irreducible subspace of V .
(ii) Assume that the action of U on Cn is irreducible.
We denote also by H the representation matrix of H with respect to the standard orthonor-
mal base. Since H is a real symmetric matrix, there exists a matrix g1 ∈ SO(n) such that
Ad(g1)H = diag(λ1, · · · , λn) (λ1 ≥ · · · ≥ λn).
Then by Theorem 2.2, we have λi = n + 1 − 2i (1 ≤ i ≤ n). By definition, X and Y are real








where γi = ±√i (n − i) (1 ≤ i ≤ n).
If g2 ∈ SO(n) satisfy Ad(g2)Ad(g1)H = Ad(g1)H then
g2 = diag(ε1, ε2, · · · , εn)








εi εi+1 γi Ei,i+1, Ad(g)Y =
n−1∑
i=1
εi εi+1 γi Ei+1,i.
If n is an odd integer, there exist ε1, · · · , εn such that
ε1 ε2 γ1 =
√
n − 1, · · · , εn−2 εn−1 γn−2 =
√
2(n − 2), εn−1 εn γn−1 =
√
n − 1,
and, if n is an even integer, there exist ε1, · · · , εn such that
ε1 ε2 γ1 =
√
n − 1, · · · , εn−2 εn−1 γn−2 =
√




√−1 H and X3 = −
√−1 (X + Y), we obtain (8) and (9). 
Example 1. Let M be a non-flat totally geodesic surface of SU(4)/SO(4) and m be the
corresponding Lie triple system. If the action of the Lie algebra u = [m,m] + m on C4
is irreducible, then, by Theorem 3.1, there exists an element k ∈ SO(4) such that Ad(k)m
coincides with one of the following;
(i) m = RX2 + RX3,1,






3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3






3 0 2 0






⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (ε = ±1).
Proposition 3.2. Lie triple systemsm andm′ given in Example 1 are not congruent under
the action of SO(4).
Proof. Assume that there exists k ∈ SO(4) such that Ad(k)m = m′. If we put X1 =
1
2
[X2, X3,−1] ∈ so(4), then expad(tX1) acts as rotation on m′ through an angle t and as identity
on the orthogonal complement of m′. Thus there exists k′ ∈ SO(4) with Ad(k′)m′ = m′ and
Ad(k′)(Ad(k)X2) = X2. If we put u = k′k ∈ SO(4), we have Ad(u)m = m′ and Ad(u)X2 =
X2. Since u commutes with X2, u is a diagonal matrix. Since Ad(u)X3 is orthogonal to
X2 = Ad(u)X2, either Ad(u)X3 = X3,−1 or Ad(u)X3 = −X3,−1 holds. In either case, we have
det(u) = −1, which is a contradiction. 
Example 2. Let M be a non-flat totally geodesic surface of SU(7)/SO(7) and m be the
corresponding Lie triple system. Assume that the decomposition of C7 given in Theorem
3.1 (i) is
C7 = C3 ⊕ C4.





. There exists an element g ∈ SU(7)
such that Ad(g)m ⊂ {M(X, Y) | X ∈ su(3), Y ∈ su(4)}. By Theorem 3.1 (ii), there exists an
element k ∈ SO(3) × SO(4) such that
Ad(k)m = RM(Y2, X2) + RM(Y3, X3,ε),




















Lie triple systems RM(Y2, X2)+RM(Y3, X3,1) and RM(Y2, X2)+RM(Y3, X3,−1) are congruent
under the action Ad(diag(1, 1, 1,−1,−1,−1,−1)).
3.2. Type AII : SU(2n)/Sp(n).
3.2. Type AII : SU(2n)/Sp(n). Let τ be the conjugation of C2n with respect to R2n and
put J̃ = J ◦ τ. Let θ be the involutive automorphism on SU(2n) defined by
θ(g) = J̃ ◦ g ◦ J̃−1 = J ◦ g ◦ J−1
and put
K = {g ∈ SU(2n) : θ(g) = g} = Sp(n).
Theorem 3.3. Let M be a non-flat totally geodesic surface of SU(2n)/Sp(n), m be the
corresponding Lie triple system and U be the connected Lie subgroup of SU(2n) with Lie
algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
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(i) There exist an orthogonal direct sum decomposition
C2n = Qn = V0 ⊕ V1 ⊕ J̃V1 ⊕ · · · ⊕ Vk ⊕ J̃Vk.
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are U-irreducible subspaces of u with
dim Vi ≥ 2.
(ii) Corresponding to the direct sum decomposition in (i), the matrix representations of X2

















i(n − i) (S i,i+1 + S n+i,n+i+1) .(11)
Proof. Let X1 = 1/2 [X2, X3] and put
H = −√−1X1, X = 12(X2 −
√−1X3), Y = 12(−X2 −
√−1X3).
We have
J̃ ◦ H = −H ◦ J̃, J̃ ◦ X = Y ◦ J̃, J̃ ◦ Y = X ◦ J̃.
(i) We shall show that if we take a J̃-invariant and U-invariant subspace V of Cn, then for









J̃-invariant and U-invariant subspace. Thus we obtain (i) by induction.
Let V be a J̃-invariant and U-invariant subspace of Cn and V1 ⊂ V be a U-irreducible
subspace. Since J̃V1 is a U-invariant subspace in V , J̃V1 ∩ V1 is either V1 or {0}. Assume
that J̃V1 = V1 holds. The dimension of V1 is an even integer, for J̃ is a structure map on V1
of index −1. Put k = dim V = 2k′ and take an orthonormal basis ξ1, · · · , ξk of V1 satisfying
(4). From H ◦ J̃ = −J̃ ◦H we conclude that there exist unit complex numbers αi (1 ≤ i ≤ k′)
with
J̃ξi = αi ξk+1−i, J̃ξk+1−i = −αi ξi.
From J̃ ◦ Y = X ◦ J̃, we have(
ξk′ , J̃(Y ξk′)
)
= −k′ αk′ =
(
ξk′ , X(J̃ ξk′)
)
= k′ αk′ ,




(ii) Let V be a U-irreducible subspace of C2n with





Take an orthonormal basis ξ1, · · · , ξn of V satisfying (4) (replacing k by n). Since ξ1, · · · , ξn,
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J̃ξ1, · · · ,J̃ξn is an orthonormal basis of C2n, there exists an element g ∈ Sp(n) such that
g−1(ei) = ξi, g−1(en+i) = J̃ξi (1 ≤ i ≤ n).
From X ◦ J̃ = J̃ ◦ Y and Y ◦ J̃ = J̃ ◦ X we have
X(J̃ξi) =
√
























i(n − i) En+i,n+i+1.
From X2 = X − Y and X3 =
√−1 (X + Y), we obtain (10) and (11). 






2 0 0 0 0
−√2 0 √2 0 0 0
0 −√2 0 0 0 0














2 0 0 0 0√
2 0
√
2 0 0 0
0
√
2 0 0 0 0













3.3. Type AIII : SU(p + q)/S (U(p) × U(q)).3.3. Type AIII : SU(p + q)/S (U(p) × U(q)). Let θ be the involutive automorphism on
G = SU(p + q) defined by
θ(g) = Ip,q ◦ g ◦ Ip,q
and put
K = {g ∈ SU(p + q) : θ(g) = g} = S (U(p) × U(q)).
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Theorem 3.4. Let M be a non-flat totally geodesic surface of SU(p+q)/S (U(p)×U(q)),
m be the corresponding Lie triple system and U be the connected Lie subgroup of SU(p+ q)
with Lie algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
(i) There exist an orthogonal direct sum decomposition
Cp+q = V0 ⊕ V1 ⊕ · · · ⊕ Vk,
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are Ip,q-invariant and u-irreducible
subspaces with dim Vi ≥ 2.
(ii) If V is an Ip,q-invariant, U-irreducible subspace of Cp+q, then we have∣∣∣dim{v ∈ V : Ip,q(v) = v} − dim{v ∈ V : Ip,q(v) = −v}∣∣∣ ≤ 1.
(iii) Corresponding to the direct sum decomposition in (i), the matrix representations of
X2 and X3 are decomposed into blocks. Thus, without loss of generality, we assume that




















2i(p + q − 2i) S i+1,p+i
⎤⎥⎥⎥⎥⎥⎥⎦ .(13)
Proof. Put X1 = 1/2 [X2, X3] and
H = −√−1X1, X = 12(X2 −
√−1X3), Y = −12(X2 +
√−1X3) = tX.
From
Ip,q ◦ X1 = X1 ◦ Ip,q, Ip,q ◦ Xi = −Xi ◦ Ip,q (i = 2, 3),
[X1, X2] = 2X3, [X2, X3] = 2X1, [X3, X1] = 2X2,
we have
(14) Ip,q ◦ H = H ◦ Ip,q, Ip,q ◦ X = −X ◦ Ip,q, Ip,q ◦ Y = −Y ◦ Ip,q.
(i) We shall show that if we take an Ip,q-invariant and U-invariant subspace V , then there





Ip,q-invariant and U-invariant subspace. Thus we obtain (i) by induction.
Let V be an Ip,q-invariant and U-invariant subspace of Cp+q and take an U-irreducible
subspace V ′ ⊂ V . Since Ip,qV ′ is a U-invariant subspace, Ip,q(V ′) ∩ V ′ is either {0} or V ′.
Assume that Ip,q(V ′)∩V ′ = {0} holds. Put dim V ′ = n and take an orthonormal basis ξ1, · · · ,







ξi (1 ≤ i ≤ n).




























V1 = Cv1 ⊕ · · · ⊕ Cvn
is an Ip,q-invariant and U-irreducible subspaces of V .
(ii) Assume that the action of U on Cp+q is irreducible.
There exists an element g ∈ K = S (U(p) × U(q)) such that Ad(g)H is contained in the
maximal torus of k. Namely, we can take an element g ∈ S (U(p) × U(q)) such that
Ad(g)H = diag(a1, · · · , ap; b1, · · · , bq)
where a1 > · · · > ap and b1 > · · · > bq hold.
We denote by ξi the i-th column vector of g−1. Then, by Theorem 2.2, the set
{a1, · · · , ap, b1, · · · , bq} coincides with {p + q − 1, p + q − 2, · · · , 1 − p − q}.
Without loss of generality, we may assume a1 > b1.
• Since a1 is the largest eigenvalue of H a1 = p + q − 1. We have Ip,qξ1 = ξ1 and
H · ξ1 = (p + q − 1) ξ1.
• From Ip,q ◦ Y = −Y ◦ Ip,q, we have Ip,q(Y · ξ1) = −Y · ξ1 and from [H, Y] = −2Y we
have H(Y · ξ1) = (p + q − 3) Y · ξ1. Thus we have b1 = p + q − 3 and there exists a
complex number γi with
Y · ξ1 = γ1 ξp+1, |γ1| =
√
p + q − 1.
• Similarly we have
Y · ξp+1 = γ2 ξ2, |γ2| =
√
2(p + q − 2)
etc.
Finally we have p − q = 0, 1 and the matrix representation of Y with respect to the basis ξ1,








(iii) An element g′ of SU(p + q) satisfying Ad(g′)Ad(g)H = Ad(g)H is of the following
form




We can choose ε1, · · · , εp+q so that all of the coefficients of Ad(g′)Ad(g)(Y) are non-negative
numbers. Thus there exists an element g ∈ S (U(p) × U(q)) such that









2i(p + q − 2i) Ei+1,p+i.
From






we obtain (12) and (13). 
Example 4. The subspace spanned by the following matrices is a Lie triple system of
SU(5)/S (U(3) × U(2))
X2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 2 0
0 0 0 −√6 √6
0 0 0 0 −2
−2 √6 0 0 0











0 0 0 0 2
2
√
6 0 0 0
0
√
6 2 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
3.4. Type CI : Sp(n)/U(n).
3.4. Type CI : Sp(n)/U(n). Let θ be the involutive automorphism on Sp(n) defined by
θ(g) = J ◦ g ◦ J−1 = g
and put
K = {g ∈ Sp(n) : θ(g) = g} = U(n).
Theorem 3.5. Let M be a non-flat totally geodesic surface of Sp(n)/U(n), m be the
corresponding Lie triple system and U be the connected Lie subgroup of Sp(n) with Lie
algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
(i) There exist an orthogonal direct sum decomposition
C2n = Qn = V0 ⊕ V1 ⊕ · · · ⊕ Vk,
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are J-invariant and U-irreducible
subspaces of u with dim Vi ≥ 2.
(ii) Corresponding to the direct sum decomposition in (i), the matrix representations of
X2 and X3 are decomposed into blocks. Thus, without loss of generality, we assume that












i(2n − i) (S i,i+1 − S n+i,n+i+1) + εn S n,2n
⎤⎥⎥⎥⎥⎥⎥⎦ (ε = ±1).(16)
There exists an element g = [u1, · · · , un, J u1, · · · , J un] ∈ U(n) such that
Ad(g)X2 = X̃2, Ad(g)X3 = X̃3,ε.
Lie triple system RX̃2 +RX̃3,1 and RX̃2 +RX̃3,−1 are not congruent under the action of U(n).
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Proof. (i) We shall show that if we take a J-invariant and U-invariant subspace V of C2n,
then there exists a J-invariant and U-irreducible subspace V1 ⊂ V . Note that V ∩ (JV1)⊥ is
a J-invariant and U-invariant subspace. Thus we obtain (i) by induction.
In the proof of (i), We use the following basis
H = −√−1X1, X = 12(X2 +
√−1 X3), Y = 12(−X2 +
√−1 X3)
of uC which satisfy
[H, X] = 2 X, [H, Y] = −2 Y, [X, Y] = H,
J ◦ H = H ◦ J, J ◦ X = −X ◦ J, J ◦ Y = −Y ◦ J.
Let V be a J-invariant and U-invariant subspace ofC2n and V ′ be a U-irreducible subspace
of V . Since J(V ′) is a U-invariant subspace, J(V ′) ∩ V ′ coincides with V ′ or {0}. Assume
that J(V ′) ∩ V ′ = {0}. We put k = dim V ′ and take an orthonormal basis ξ1, · · · , ξk of V ′
satisfying (4). If we put
ui =
(
1 + (−1)i √−1 J
)
ξi (i = 1, · · · , k)
then it is easily seen that ui  0 and the subspace
V1 = Cu1 ⊕ Cu2 ⊕ · · · ⊕ Cuk
is a J-invariant and U-irreducible subspace of V .
(ii) Assume that the action of U on C2n is irreducible. Here we use the following basis of
uC
H = −√−1X2, X = 12(X3 +
√−1X1), Y = 12(−X3 +
√−1X1) = tX.








λi En+i,n+i (λ1 ≥ · · · λn ≥ 0).















where |γi| = √i(2n − i) (1 ≤ i ≤ 2n − 1). If we denote by ξi the i-th column vector of g−1,
from X ◦ J = J ◦ Y , we have
X(J ξi) = γ2n−i ξn+i+1 = J(Y · ξi) = J(γiξi+1) = γi ξn+i+1 (1 ≤ i ≤ n − 1)
X(J ξn) = γn ξn = J(Y · ξn) = J(γnξ2n) = −γn ξn.
Hence we have
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γ2n−i = γi (1 ≤ i ≤ n − 1), γn = ±
√−1 n.
An element g′ of U(n) satisfying Ad(g′)Ad(g)H = Ad(g)H is of the following form
g′ = diag(ε1, · · · , εn, ε1, · · · , εn), |ε1| = · · · = |εn| = 1.








Since the sign of the coefficient γn of En,2n does not change under the action of Ad(g′), Lie
triple system RX̃2 + RX̃3,1 and RX̃2 + RX̃3,−1 are not congruent under the action of U(n).
Let εi (1 ≤ i ≤ n − 1) be unit complex numbers with
arg εi − arg εi+1 + arg γi = π2 (1 ≤ i ≤ n − 1).
Then the nonzero coefficients εi+1 εi γi (1 ≤ i ≤ n − 1) of Ad(g′)Ad(g)X satisfy
−√−1 εi+1 εi γi > 0. Namely we have









i(2n − i) (Ei,i+1 + En+i+1,n+i) ± n En,2n
⎤⎥⎥⎥⎥⎥⎥⎦ .
From X2 =
√−1 H and X3 = X − tX we obtain (15) and (16). 
Example 5. The subspace spanned by the following matrices is a Lie triple system of




5 0 0 0 0 0
0 3 0 0 0 0
0 0 1 0 0 0
0 0 0 −5 0 0
0 0 0 0 −3 0








5 0 0 0 0√
5 0 2
√
2 0 0 0
0 2
√
2 0 0 0 ε
0 0 0 0 −√5 0
0 0 0 −√5 0 −2√2
0 0 ε 0 −2√2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Lie triple system corresponding to ε = 1 and that to ε = −1 are not congruent under the
action of U(3).
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3.5. Type CII : Sp(p + q)/Sp(p) × Sp(q).3.5. Type CII : Sp(p + q)/Sp(p) × Sp(q). Let θ be the involutive automorphism on G =
Sp(p + q) defined by
θ(g) = Kp,q ◦ g ◦ Kp,q
and put
K = {g ∈ Sp(p + q) : θ(g) = g} = Sp(p) × Sp(q).
Theorem 3.6. Let M be a non-flat totally geodesic surface of Sp(p + q)/Sp(p) × Sp(q),
m be the corresponding Lie triple system and U be the connected Lie subgroup of Sp(p+ q)
with Lie algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
(i) There exist an orthogonal direct sum decomposition
C2(p+q) = Qp+q = V0 ⊕ V1 ⊕ J̃V1 · · · ⊕ Vk ⊕ J̃Vk
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are Kp,q-invariant and U-irreducible
subspaces of u with dim Vi ≥ 2.
(ii) Corresponding to the direct sum decomposition in (i), the matrix representations of
X2 and X3 are decomposed into blocks. Thus, without loss of generality, we assume that




= {0}. There exists an element g = [ξ1, · · · , ξn, J̃ξ1, · · · , J̃ξn]
















(2i − 1)(n + 1 − 2i)
(




















Proof. Put X1 = 1/2 [X2, X3] and
H = −√−1X1, X = 12(X2 −
√−1X3), Y = −12(X2 +
√−1X3).
From
Kp,q ◦ X1 = X1 ◦ Kp,q, Kp,q ◦ Xi = −Xi ◦ Kp,q (i = 2, 3),
[X1, X2] = 2X3, [X2, X3] = 2X1, [X3, X1] = 2X2.
we have
Kp,q ◦ H = H ◦ Kp,q, Kp,q ◦ X = −X ◦ Kp,q, Kp,q ◦ Y = −Y ◦ Kp,q,
J̃ ◦ H = −H ◦ J̃, J̃ ◦ X = −Y ◦ J̃.
(i) It suffices to show that, in any Kp,q-invariant and U-invariant subspace V of C2(p+q),





Non-Flat Totally Geodesic Surfaces 19
Let V be a Kp,q-invariant and U-invariant subspace of C2(p+q) and V ′ be a U-irreducible
subspace of V .
We put k = dim V ′ and take an orthonormal basis ξ1, · · · , ξk of V ′ satisfying (4). It is




C (1 + (−1)i Kp,q) ξi
is a Kp,q-invariant and U-irreducible subspace.
Assume that V1 satisfy J̃V1 = V1. Since J̃ gives a structure map of V1, the dimension of
V1 is an even integer. Put dim V1 = k = 2k′.
From H ◦ Kp,q = Kp,q ◦ H and K2p,q = −1, we have Kp,q ξi = ±ξi for each i (1 ≤ i ≤ k).
Without loss of generality, we may assume Kp,q ξ1 = ξ1. From Y ◦Kp,q = −Kp,q ◦Y , we have
(19) Kp,q ξi = (−1)iξi (1 ≤ i ≤ k).
From H ◦ J̃ = −J̃ ◦ H, we conclude that there exist unit complex numbers αi such that
J̃ξi = αi ξk+1−i (1 ≤ i ≤ k),
and from J̃2 = −1 we have









= −αk+1−i = αi, we have αi = ±1 for each i
(1 ≤ i ≤ k). By changing signs of ξk′+1, · · · , ξk, if necessary, we may assume
J̃ξi = ξk+1−i, J̃ξk′+i = −ξk′+1−i (1 ≤ i ≤ k′).
From J̃ ◦ Kp,q = Kp,q ◦ J̃, we have
Kp,q J̃ξ1 = ξk = J̃Kp,qξ1 = −ξk,
which is a contradiction.
Thus, for each Kp,q-invariant and U-irreducible subspace V1 of V , we have J̃V1∩V1 = {0}.





(ii) We assume that





We denote by n the dimension of V1 and take an orthonormal basis ξ1, · · · , ξn of V1
satisfying (4). Then there exists an element g ∈ Sp(p) × Sp(q) such that
g−1(ei) = ξ2i−1, g−1(en+i) = J̃ξ2i−1 (1 ≤ i ≤ p),
g−1(ep+i) = ξ2i, g−1(en+p+i) = J̃ξ2i (1 ≤ i ≤ q).
By (4), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Ad(g)Y)(ei) =
√
(2i − 1)(n + 1 − 2i) ep+i (1 ≤ i ≤ min(p, q))
(Ad(g)Y)(ep+i) =
√
2i(n − 2i) ei+1 (1 ≤ i ≤ min(p − 1, q))
(Ad(g)Y)(en+i) = −√2i(n − 2i) en+p+i (1 ≤ i ≤ min(p − 1, q))
(Ad(g)Y)(en+p+i) = −√(2i − 1)(n + 1 − 2i) en+i (1 ≤ i ≤ min(p, q))
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From X2 = tY − Y and X3 =
√−1 (tY + Y) we obtain (17) and (18). 
Example 6. (1) The subspace spanned by the following matrices is a Lie triple system






2 0 0 0
0 0
√
2 0 0 0√
2
√
2 0 0 0 0
0 0 0 0 0 −√2
0 0 0 0 0 −√2







2 0 0 0
0 0 −√2 0 0 0
−√2 √2 0 0 0 0
0 0 0 0 0
√
2
0 0 0 0 0 −√2
0 0 0 −√2 √2 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,







3 0 0 0 0 0
0 0 2
√
3 0 0 0 0√
3 2 0 0 0 0 0 0
0
√
3 0 0 0 0 0 0
0 0 0 0 0 0 −√3 0
0 0 0 0 0 0 −2 −√3
0 0 0 0 −√3 −2 0 0







3 0 0 0 0 0
0 0 −2 √3 0 0 0 0
−√3 2 0 0 0 0 0 0
0 −√3 0 0 0 0 0 0
0 0 0 0 0 0
√
3 0
0 0 0 0 0 0 −2 √3
0 0 0 0 −√3 2 0 0
0 0 0 0 0 −√3 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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3.6. Type BDI : SO(p + q)/S (O(p) × O(q)).3.6. Type BDI : SO(p + q)/S (O(p) × O(q)). Let θ be the involutive automorphism on
G = SO(p + q) defined by
θ(g) = Ip,q ◦ g ◦ Ip,q
and put
K = {g ∈ SO(p + q) : θ(g) = g} = S (O(p) × O(q)).
Theorem 3.7. Let M be a non-flat totally geodesic surface of SO(p+ q)/S (O(p)×O(q)),
m be the corresponding Lie triple system and U be the connected Lie subgroup of SO(p+ q)
with Lie algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
(i) There exists an orthogonal direct sum decomposition
Rp+q = V0 ⊕ V1 ⊕ · · · ⊕ Vk,
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are Ip,q-invariant and u-irreducible
subspaces with dim Vi ≥ 3.
(ii) For each Ip,q-invariant, U-irreducible subspace V of Rp+q, we have∣∣∣dim{v ∈ V : Ip,q(v) = v} − dim{v ∈ V : Ip,q(v) = −v}∣∣∣ ≤ 1.
(iii) Corresponding to the direct sum decomposition in (i), the matrix representations of
X2 and X3 are decomposed into blocks. Thus, without loss of generality, we assume that that
the action of U on Rp+q is irreducible.
Case 1: p = q + 1 ≥ 2. We denote by p′ the integer part of p/2 and by q′ the integer part of























p qGp+q,q (if p = 0 (mod 2))√
2
√























p qGp+q,p (if p = 0 (mod 2))√
2
√
p qGp+q,p (if p = 1 (mod 2)).







































Proof. Put X1 = 1/2 [X2, X3] and













Ip,q ◦ X1 = X1 ◦ Ip,q, Ip,q ◦ Xi = −Xi ◦ Ip,q (i = 2, 3),
[X1, X2] = 2X3, [X2, X3] = 2X1, [X3, X1] = 2X2.
(i) It suffices to show that, in any Ip,q-invariant and U-invariant subspace V of Rp+q, there
exists an Ip,q-invariant and U-irreducible subspace V1.
Let V be an Ip,q-invariant and U-invariant subspace of Rp+q and V ′ be a U-irreducible
subspace of V .
Case 1: Assume that V ′C is irreducible over C.
In this case dim V ′ is an odd integer. If V ′ is a τ-invariant subspace then its real part
{v ∈ V ′ : τ(v) = v} is an Ip,q-invariant and U-irreducible subspace of V .
Assume that τ(V ′) ∩ V ′ = {0}. Put dim V ′ = k and take an orthonormal basis ξ1, ξ2, · · · ,
ξk of V ′C which satisfy (4). From τ ◦ H = −H ◦ τ, there exist complex numbers αi with




1 + (−1)i Ip,q
)
ξi,
it is easily verified that the subspace
V ′′ = Cu1 ⊕ · · · ⊕ Cuk ⊂ WC
is an Ip,q-invariant, τ-invariant and U-irreducible subspace over C and its real part V1 = {v ∈
V ′′ : τv = v} is an Ip,q-invariant and U-irreducible subspace of V .
Case 2: Assume that V ′C is reducible over C.
In this case, by Lemma 2.3, dimR V ′ is an integer divided by 4 and, by [1, p.27], there
exists an irreducible subspace V ′′ of V ′C such that
V ′C = V ′′ ⊕ τ(V ′′).
If we put E1 = {x ∈ V ′′ ⊕ τ(V ′′) : H · x = (n − 1)x}, then E1 is an Ip,q-invariant subspace.
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i−1 ξ1 (2 ≤ i ≤ k), ηi = τ(ξi) (1 ≤ i ≤ k),
we can easily verify
(25)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
H · ξi = (k + 1 − 2i) ξi, H · ηi = −(k + 1 − 2i) ηi,
X · ξi = γi−1 ξi−1, X · ηi = −γi ηi+1,
Y · ξi = γi ξi+1, Y · ηi = −γi−1 ηi−1,
Ip,qξi = (−1)i−1 ξi, Ip,qηi = (−1)i−1 ηi
for 1 ≤ i ≤ k, where we put γi =
√
i(k − i) and ξ0 = ξn+1 = η0 = ηn+1 = 0. Thus the
subspaces
W = ⊕ni=1C ξi, τ(W) = ⊕ni=1C ηi,
are Ip,qinvariant and U-irreducible subspaces of VC and the real part
V1 = {x ∈ W ⊕ τ(W) : τx = x}
is an Ip,q-invariant and U-irreducible subspace of V .
(ii) If M is a non-flat totally geodesic surface of SO(p+q)/SO(p)×SO(q) (p ≥ q), then by
the totally geodesic embedding SO(p+ q)/S (O(p)×O(q))→ SU(p+ q)/S (U(p)×U(q)) M
is also a totally geodesic surface of SU(p + q)/S (U(p) × U(q)). Thus we have |p − q| ≤ 1.
(iii) We assume that the action on Rp+q is irreducible. From (ii) there are two possible
cases; p = q + 1 and p = q.
Case 1: p = q + 1. Let g ∈ Ad(S (O(p) × O(q))) be an element such that Ad(g)H is











where a1 ≥ · · · ≥ ap′ > 0 and b1 ≥ · · · ≥ bq′ > 0.
























(1 ≤ i ≤ q′)
up =
⎧⎪⎪⎨⎪⎪⎩gp (if q = 0 (mod 2))gp+q (if q = 1 (mod 2))
so that
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X1 · u2i−1 = ai u2i−1 (1 ≤ i ≤ p′),
X1 · up+q+2−2i = −ai up+q+2−2i (1 ≤ i ≤ p′),
X1 · u2i = bi u2i (1 ≤ i ≤ q′),
X1 · up+q+1−2i = −bi up+q+1−2i (1 ≤ i ≤ q′),
X1 · up = 0
hold.
By Theorem 2.2, we have {a1, · · · , ap′ , b1, · · · , bq′ } = {p + q − 1, p + q − 3, · · · , 1} and
there exist complex numbers γi such that
Xu2 = γ1 u1, Xu3 = γ2 u2, · · · , Xup+q = γp+q−1 up+q−1,
Yu1 = γ1 u2, Yu2 = γ2 u3, · · · , Yup+q−1 = γp+q−1 up+q,
where |γi| =
√
i(p + q − i) (1 ≤ i ≤ p + q − 1). From τ ◦ Y = −X ◦ τ, we have
τ(Yui) = τ(γi ui+1) = γi up+q−i = −X(τui) = −Xup+q+1−i = −γp+q−iup+q−i
for 1 ≤ i ≤ p′ + q′ = q. Thus we have
γi = −γp+q−i (1 ≤ i ≤ q).
Let h be an element of S (O(p) × O(q)) such that the restriction of h on
Rgi ⊕Rgp+q+1−i is the rotation through an angle θi (1 ≤ i ≤ q) and h(up) = up. Then we have
h(ui) = e
√−1θi ui, h(up+q+1−i) = e−
√−1θi up+q+1−i (1 ≤ i ≤ q).
If we put u′i = h(ui) then
X · u′i = e
√−1(θi−θi−1)γi−1 u′i−1, X · u′p = e
√−1θpγp−1 u′p−1
hold. We can choose θi so that
X · u′i+1 =
√
i(p + q − i)u′i (1 ≤ i ≤ q).
Now we put
γi = −γp+q−i =
√



































(1 ≤ i ≤ q′)
gp = up (if p = 1 (mod 2))
gp+q = up (if p = 0 (mod 2)),
we have










γ2i−2 u2i−2 + γp+q+1−2iup+q+1−2i − γ2i−1u2i − γp+q+2−2iup+q+3−2i
)
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=
⎧⎪⎪⎨⎪⎪⎩−γ2i−1 gp+2i−1 + γ2i−2 gp+2i−3 (if 1 ≤ i ≤ q
′)
−√2γp−1 gp+q + γp−2 g2p−3 (if i = p′ = q′ + 1),











γ2i−2 u2i−2 − γp+q+1−2iup+q+1−2i − γ2i−1u2i + γp+q+2−2iup+q+3−2i
)
=
⎧⎪⎪⎨⎪⎪⎩γ2i−2 gp+2i−2 − γ2i−1 gp+2i (if 1 ≤ i ≤ q
′)
γp−2 g2p−2 (if i = p′ = q′ + 1),










γ2i−1 u2i−1 + γp+q−2iup+q−2i − γ2iu2i+1 − γp+q+1−2iup+q+2−2i
)
=
⎧⎪⎪⎨⎪⎪⎩γ2i−1 g2i−1 − γ2i g2i+1 (if 1 ≤ i < q
′ or i = q′ < p′)
γq−1 gq−1 −
√
2γqgp (if i = p′ = q′),











γ2i−1 u2i−1 − γp+q−2iup+q−2i − γ2iu2i+1 + γp+q+1−2iup+q+2−2i
)
=
⎧⎪⎪⎨⎪⎪⎩γ2i−1 g2i − γ2i g2i+2 (if 1 ≤ i ≤ p
′ − 1)
γq−1 gq (if i = p′ = q′),
and {
X2 · gp = (X − Y)up =
√
2 γp−1 gp+q−1 (if p = 1 (mod 2))
X2 · gp+q = (X − Y)up+q =
√
2 γp−1 gp−1 (if p = 0 (mod 2)).
Thus we obtain (20). The formula (21) is obtained similarly.
Case 2: p = q
Since, p + q is divided by 4 from Lemma 2.3, we have p = q ≡ 0 ( mod 2).

















2 (ξ2i − η2i) ,
where i runs through 1 ≤ i ≤ p′, forms an orthonormal basis of Rp+q with
Ip,q ui = ui, Ip,q up+i = −up+i, (1 ≤ i ≤ p).
From (25), for 1 ≤ i ≤ p′, we have










(γ2i−2ξ2i−2 − γ2i−1ξ2i − γ2i−1η2i + γ2i−2η2i−2)
=
⎧⎪⎪⎨⎪⎪⎩−γ1 up+1 (if i = 1)γ2i−2 up+i−1 − γ2i−1 up+i (if 1 < i ≤ p′),











(γ2i−2ξ2i−2 − γ2i−1ξ2i + γ2i−1η2i − γ2i−2η2i−2)
=
⎧⎪⎪⎨⎪⎪⎩−γ1 up+p′+1 (if i = 1)γ2i−2 up+p′+i−1 − γ2i−1 up+p′+i (if 1 < i ≤ p′),









(γ2i−1ξ2i−1 − γ2iξ2i+1 − γ2iη2i+1 + γ2i−1η2i−1)
=
⎧⎪⎪⎨⎪⎪⎩γ2i−1 ui − γ2i ui+1 (if 1 ≤ i < p
′)
γp−1 up′ (if i = p′),











(γ2i−1ξ2i−1 − γ2iξ2i+1 + γ2iη2i+1 − γ2i−1η2i−1)
=
⎧⎪⎪⎨⎪⎪⎩γ2i−1 up′+i − γ2i up′+i+1 (if 1 ≤ i < p
′)
γp−1 up (if i = p′).
Thus we obtain (22). The formula (23) is obtained similarly. 
Example 7. The subspace spanned by the following vectors is a Lie triple system of
SO(5)/S (O(3) × O(2))
X2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 2 0
0 0 0 0 2
0 0 0 −2√3 0
−2 0 2√3 0 0




0 0 0 0 −2
0 0 0 2 0
0 0 0 0 −2√3






Example 8. The subspace spanned by the following vectors is a Lie triple system of
SO(8)/S (O(4) × O(4))
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X2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
√
3 0 0 0
0 0 0 0 −2 √3 0 0
0 0 0 0 0 0
√
3 0
0 0 0 0 0 0 −2 √3
−√3 2 0 0 0 0 0 0
0 −√3 0 0 0 0 0 0
0 0 −√3 2 0 0 0 0





0 0 0 0 0 0 −√3 0
0 0 0 0 0 0 −2 −√3
0 0 0 0
√
3 0 0 0
0 0 0 0 2
√
3 0 0
0 0 −√3 −2 0 0 0 0
0 0 0 −√3 0 0 0 0√
3 2 0 0 0 0 0 0
0
√
3 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
3.7. Type DIII : SO(2n)/U(n).
3.7. Type DIII : SO(2n)/U(n). Let θ be the involutive automorphism on G = SO(2n)
defined by
θ(g) = J ◦ g ◦ J−1
and put
K = {g ∈ SO(2n) : θ(g) = g} = U(n).
Theorem 3.8. Let M be a non-flat totally geodesic surface of SO(2n)/U(n), m be the
corresponding Lie triple system and U be the connected Lie subgroup of SO(2n) with Lie
algebra u = [m,m] +m. Take a basis X2, X3 of m satisfying (7).
(i) There exist an orthogonal direct sum decomposition
R2n = V0 ⊕ V1 ⊕ · · · ⊕ Vk,
where V0 is a trivial u-module and Vi (i = 1, · · · , k) are τ-invariant and u-irreducible sub-
spaces with dim Vi ≥ 2.
(ii) Corresponding to the direct sum decomposition in (i), the matrix representations of X2
and X3 are decomposed into blocks. Thus, without loss of genality, we assume that Cn = V1.
There exists an element g = [u1, · · · , un, un+1, · · · , u2n] ∈ U(n), where un+1 = J u1, · · · ,










(−1)i√i(n − i) (Gn+i,i+1 −Gn+i+1,i) .(27)
Proof. Put X1 = 1/2 [X2, X3] and
H = −√−1X1, X = 12(X2 −
√−1X3), Y = −12(X2 +
√−1X3).
From
J ◦ X1 = X1 ◦ J, J ◦ Xi = −Xi ◦ J (i = 2, 3),
[X1, X2] = 2X3, [X2, X3] = 2X1, [X3, X1] = 2X2.
we have
J ◦ H = H ◦ J, J ◦ X = −X ◦ J, J ◦ Y = −Y ◦ J,
τ ◦ H = −H ◦ τ, τ ◦ X = −Y ◦ τ.
(i) It suffices to show that, in any J-invariant and U-invariant subspace V of R2n, there
exists a J-invariant and U-irreducible subspace V1 of V .
We shall prove that if we take a J-invariant and U-invariant subspace V of R2n, then there
exists a J-invariant, U-irreducible and τ-invariant subspace V ′ of VC with (τ(V ′),V ′) = 0.
For the real part {x ∈ τ(V ′) ⊕ V ′ : τ(x) = x} is a J-invariant and U-irreducible subspace of
V .
Let W = VC be a J-invariant, U-invariant and τ-invariant subspace of C2n and W ′ be an
irreducible component of W.
Put k = dim W ′ and take an orthonormal basis ξ1,· · · ,ξk satisfying (4). If we put
ui = (1 + (−1)i
√−1 J) ξi [resp. vi = (1 − (−1)i
√−1 J) ξi]
for 1 ≤ i ≤ k, then it is easily seen that
W ′1 = ⊕ki=1C ui [resp. W ′2 = ⊕ki=1C vi]
is a J-invariant and U-irreducible subspace. Either W ′1 or W
′
2 is not {0}. We take one of W ′1
or W ′2, which is not {0}, as V ′. The dimension of V ′ is an even integer and thus V ′ admits
a structure map of index (−1). If τ(V ′) = V ′ then τ is a structure map on V ′ of index 1,
which is a contradiction. Namely we have τ(V ′) ∩ V ′ = {0}. By Proposition 2.4, we have
(τ(V ′),V ′) = 0.
(ii) For simplicity, we assume that the action of U on R2n is irreducible.
Let V be the irreducible component of C2n in the proof of (i). Note that C2n = V ⊕ τ(V).
Take an orthonormal basis ξ1,· · · ,ξn of V satisfying (4) (replacing k by n). Without loss of
generality we may assume that J ξ1 =
√−1 ξ1. If we put ηi = τξi (1 ≤ i ≤ n), we have⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
H · ξi = (n + 1 − 2i) ξi, H · ηi = −(n + 1 − 2i) ηi,
X · ξi = γi−1 ξi−1, X · ηi = −γi ηi+1,
Y · ξi = γi ξi+1, Y · ηi = −γi−1 ηi−1,
J · ξi = (−1)i−1
√−1 ξi, J · ηi = (−1)i
√−1 ηi,
where we put γi =
√
i(n − i) and ξ0 = ξn+1 = η0 = ηn+1 = 0.
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(ξi + ηi) , un+i = (−1)i−1
√−2
2
(ξi − ηi) , (1 ≤ i ≤ n),
forms an orthonormal basis of R2n with











(γi−1ξi−1 − γiξi+1 − γiηi+1 + γi−1ηi−1)
= γi−1 ui−1 − γi ui+1,
X2 un+i = (−1)i−1
√−2
2




(γi−1ξi−1 − γiξi+1 + γiηi+1 − γi−1ηi−1)
= −γi−1 un+i−1 + γi un+i+1
hold for each i (1 ≤ i ≤ n), where we put u0 = un+1 = 0, we have (26). The formula (27) is
obtained similarly. 






3 0 0 0 0 0 0
−√3 0 2 0 0 0 0 0
0 −2 0 √3 0 0 0 0
0 0 −√3 0 0 0 0 0
0 0 0 0 0 −√3 0 0
0 0 0 0
√
3 0 −2 0
0 0 0 0 0 2 0 −√3







0 0 0 0 0 −√3 0 0
0 0 0 0
√
3 0 2 0
0 0 0 0 0 −2 0 −√3
0 0 0 0 0 0
√
3 0
0 −√3 0 0 0 0 0 0√
3 0 2 0 0 0 0 0
0 −2 0 −√3 0 0 0 0
0 0
√




4. Remarks on the curvature
4. Remarks on the curvature
The following question was posed by the referee: Is there a classical irreducible Rie-
mannian symmetric space in which there exist two totally geodesic surfaces which have the
same value of the curvature, but which are not congruent to each other.
Let G, g, θ, K, k and p be the same as those in the previous section. Let (, ) be a G-invariant
inner product of g. We denote also by (, ) the G-invariant Riemannian metric on P = G/K
which coincides with the restriction of (, ) to p. We denote by R the curvature tensor of
(P, (, )).
Proposition 4.1. Let M be a non-flat totally geodesic surface of P = G/K and m be the







where X2, X3 is a basis of m satisfying (7).






The restriction of (, ) to the Lie algebra u = [m,m]+m is u-invariant. Thus it is proportional
to the Killing form of u  su(2). From [X1, X2] = 2X3,[X2, X3] = 2X1 and [X3, X1] = 2X2,
we have ||X1|| = ||X2|| = ||X3||. 
Hereafter we consider totally geodesic surfaces of P = SU(n)/SO(n).
Define the SU(n)-invariant inner product on su(n) by
(X, Y) = −trace X Y (X, Y ∈ su(n)).
We denote by p the orthogonal complement of so(n) in su(n) and extend the restriction of
(, ) to p = (so(n))⊥ to the SU(n)-invariant Riemannian metric on P = SU(n)/SO(n). The
maximum of the sectional curvature of P is equal to 2. Before giving examples of pair of
totally geodesic surfaces which are not congruent but with the same value of curvature, we
mention about the topology of totally geodesic surfaces of SU(n)/SO(n).
Proposition 4.2. Let M be a non-flat totally geodesic surface of SU(n)/SO(n), m be the
corresponding Lie triple system and U be the connected Lie subgroup of SU(n) with Lie
algebra u = [m,m] +m. Let
Cn = V1 ⊕ · · · ⊕ Vk
be the decomposition of Cn by τ-invariant and U-irreducible subspaces Vi given in Theorem
3.1 (i).
M is isomorphic to either S 2 or RP2. If there exists an i (1 ≤ i ≤ k) such that dim Vi is an
odd integer then M is isomorphic to S 2 and vice versa.
Proof. Take a basis X2, X3 of m satisfying (7). Since M is isomorphic to RP2 if and only
if exp(π/2 X2) ∈ SO(n), the assertion is obvious. 
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Example 10. Let P = SU(4)/SO(4). The subspaces m1 = RX2 + RX3,1 and m2 = RX2 +
RX3,−1 are Lie triple systems of p = (so(4))⊥, where X2, X3,1 and X3,−1 are those defined in
Example 1. As it was shown that m1 and m2 are not congruent under the action of SO(4).
But, in each case, the sectional curvature of the corresponding totally geodesic surface is
equal to 1/5.

























4 0 0 0 0
0 2 0 0 0
0 0 0 0 0
0 0 0 −2 0
0 0 0 0 −4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Y3 = −
√−1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣












0 0 0 0 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Followings are Lie triple systems;
(i) m1 = RX̃2 + X̃3,
(ii) m2 = RỸ2 + Ỹ3.
In either case, the sectional curvature of the corresponding totally geodesic surface is equal
to 1/10. The totally geodesic surface corresponding tom1 is isomorphic to S 2 and the totally
geodesic surface corresponding to m2 is isomorphic to RP2.
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