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G E N E R A L  I N T R O D U C T I O N  
I used to live in a semi-detached house, with the house next to ours consisting of two 
apartments. The apartment on the ground floor was occupied by a young man, handsome, 
about my age. He had lived alone for quite some time, and had also been quite withdrawn. 
At a given point, he started dating a girl. From the beginning, it was clear that they were a 
‘toxic couple’. Sometimes we’d hear them arguing through the wall of our living room. We’d 
hear stories about her being verbally aggressive towards him from the upstairs neighbor 
who had called the police on them several times for domestic violence. One night, I heard 
them arguing again. The conversation kept getting louder and louder, and the tone got 
more and more aggressive. Suddenly, things got violent: I heard things getting thrown 
around and glass breaking. They were screaming, and I heard them moving around the 
apartment, one chasing the other. And then I heard the beatings. She was screaming at him 
to stop, she cried that he was hurting her. My boyfriend and I stood there, our ears against 
the wall. We thought he was killing her… We should have called the police immediately, but 
we didn’t.  
Instead, we went outside and started knocking forcefully on his door. We yelled at him to 
stop, or else we would call the police. Immediately, the door flew open. He stormed out, 
foaming with rage, fists clenched, heavily breathing; ready to take us on. But then he saw us 
standing there, in our pajamas, and he just started crying. He was shivering from pure 
despair. He couldn’t help it, he said, she had made his blood boil, to the point that he just 
snapped. She apparently had cheated on him, and as they were arguing about it, she had 
thrown a full glass ashtray at his face. That was the moment that his rage had taken over, 
and he had started beating her. His girlfriend had stayed inside, so we could not see her 
injuries. We reasoned with him until he calmed down. And then both our front doors closed 
again, as if nothing happened. I did not sleep that night and kept my ears sharpened. It 
remained silent for the rest of the night. They split up a week or two later. Luckily, I think, 
for both of them. 
Many people have had an experience similar to mine. But even worse, far too many people 
have had a similar experience to our next door neighbor and his girlfriend. Intimate partner 
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violence (IPV) is a pervasive societal problem. The police statistics in Belgium don’t lie: in 
2013, a total of 40.005 police reports on intimate partner violence were drawn up, of which 
20.225 on physical IPV, 18.350 on psychological IPV, 106 on sexual IPV, and 1.324 on 
economical IPV1. Unfortunately, this is only the tip of the iceberg. Intimate partner violence 
has a huge dark number of unreported incidents, with many of the victims never reporting 
such violence perpetrated by their intimate partner. Also in 2013, there were a total of 162 
reported fatalities due to IPV, which means that each week there are three IPV-related 
deaths in Belgium2. Intimate partner violence does not only affect the partners, but also the 
children who are witnessing this violence. Children who witness intimate partner violence 
between their parents are 15 times more likely to also become the victim of child abuse or 
neglect (Holt, Buckley, & Whelan, 2008).  Being exposed to the intimate partner violence of 
their parents can have a severe impact on the mental health of children and on their 
upbringing (Evans, Davies & DiLillo, 2008; Holden, 2003). They also have an increased 
chance of becoming a victim or perpetrator of intimate partner violence as adults 
themselves, which is called the ‘intergenerational transmission of violence’ (Ehrensaft, 
Cohen, Brown, Smailes, Chen, & Johnson, 2003; Margolin & Gordis, 2004).  
A recent study by the European Union Agency for Fundamental Rights (FRA, 2014) on 
violence against women revealed that about 22% of European women have become the 
victim of physical and/or sexual violence3 by an intimate partner since the age of 15. 
According to this study, only 14% of these victims contacted the police following the most 
serious incident of violence (FRA, 2014). However, this study only reports on violence 
against women. This is not uncommon for research, rules and regulations at the European 
level (Brems, 2004; Ooms, 2012). The European Union often views intimate partner violence 
as a gender-based type of violence. For example, the European Convention of preventing 
and combating violence against women and domestic violence, also known as the Istanbul 
Convention, considers violence against women to be structural violence, in which the 
                                                             
1
 http://www.polfed-fedpol.be/crim/crim_statistieken/2014_trim2/pdf/nationaal/rapport_2014_trim2_nat_belgie_nl.pdf 
2
 Flemish Parliament, January 28 2015, Question of Sabine de Bethune to Jo Vandeurzen, Flemish minister of Welfare, 
Health and Family, about the policy against domestic violence, retrieved from 
http://www.vlaamsparlement.be/Proteus5/showHandelingen.action?id=950652. 
3
 About 43% of European women reported expeiencing some form of psychological violence by any intimate partner since 
the age of 15. Such forms of psychological violence are controlling behavior, economic violence, abusive behavior, and 
blackmail (FRA, 2014). 
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violence is used by men to sustain power and control over women4. However, findings from 
other studies suggest otherwise, as they find equal prevalence rates of IPV perpetration for 
both men and women (e.g., Archer, 2000; Nowinski & Bowen, 2012; O’Leary, Barling, Arias, 
Rosenbaum, Malone, & Tyree, 1989; Straus, 2008; Swahn, Simon, Arias, & Bossarte, 2008). 
These were rather controversial findings that were not unanimously accepted as such (e.g., 
Dobash, Dobash, Wilson, & Daly, 1992; Saunders, 1988; White, Smith, Koss, & Figueredo, 
2000). Researchers who advocated that attention should also go to female perpetrated IPV 
were reviled (Straus, 1999) and needed to defend their results consistently (e.g., Straus, 
1999, 2005, 2006, 2007, 2009, 2010). To this date, the gender-debate is still ongoing (e.g., 
Allen, 2011; Ferraro, 2013; Harris, Palazzolo, & Savage, 2012; Johnson, 2011; Kar & O’Leary, 
2010; Straus, 2010). Unfortunately, all the while, the group of male victims has been grossly 
understudied, given the predominant bulk of literature that focuses on female victims and 
male perpetrators.  
Given the fact that intimate partner violence is clearly a pervasive problem in many, if not 
most, societies, it comes as a bit of a surprise that this type of violence has only relatively 
recently begun to get the attention it deserves. Intimate partner violence (IPV) was only first 
publicly identified as a problem by the ‘battered women movement’ in the 1970’s. This 
movement can be viewed as the denominator of all the different social organizations that 
were working with abused women and who wanted to create public awareness for the 
problem of men’s abuse of women (Tierney, 1982). Since 1975, this movement has had a 
substantial influence on the creation of legislation to combat wife beating, the development 
of a government policy concerning IPV, and on the increase of research in the area of family 
violence (Tierney, 1982). Thanks to this movement, the issue of wife beating has become an 
object of public concern (Kurz, 1989; Tierney, 1982). In that same time period, the idea of 
the family as the cornerstone of our society has slowly made way for the idea of ‘personal 
integrity’ (Stevens, 2002). As a result of the efforts of the ‘battered women movement’ and 
the growing importance of personal integrity, IPV has been transformed from a private and 
invisible issue that was viewed as a problem within a couple to an object of public concern; a 
problem that affects all of us (Kurz, 1989; Tierney, 1982). Many authors have supported this 
vision since (e.g., Anglin & Holtzworth-Munroe, 1997; Babcock, Waltz, Jacobson & 
                                                             
4
 www.coe.int/t/dghl/standardsetting/convention-violence/about.en.asp 
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Gottman, 1993; Caetano, Vaeth & Ramisetty-Mikler, 2008; Doumas, Pearson, Elgin & 
McKinley, 2008; Elliot & Johnson, 1995; Garcia-Moreno, Jansen, Ellsberg, Heis & Watts, 
2006; Holtzworth-Munroe & Stuart, 1994; Margoline, John & Foo, 1998; Rhatigan, Moore & 
Street, 2005; Romans, Forte, Cohen, Du Mont & Hyman, 2007; Ronan, Dreer, Dollard & 
Ronan, 2004; Snyder & Fruchtman, 1981; Vatnar & Bjørkly, 2008). In part supported by 
article 8 of the European Convention on Human Rights, it is now the government’s duty to 
protect all members of a family against the violation of the physical, psychological and 
sexual integrity (Marlier, 2014). 
In Belgium, intimate partner violence was only explicitly5 penalized in 1997, with the “wet op 
het partnergeweld [the law on intimate partner violence]”, also known as the “wet Lizin [the 
law Lizin]”, as an answer to the conclusions made on the fourth UN World Conference on 
violence against Women in 1995. Although the UN Conference dealt with violence against 
women, the Belgian law became gender-neutral and did not specify the direction of the 
partner violence in the relationship (Groenen & Matkoski, 2014). The “wet Lizin” made 
violence against an intimate partner an aggravated circumstance of crimes related to the 
intentional killing and the intentional infliction of harm (i.e., articles 398-405 of the Penal 
Code). This new legislation needs to be viewed as predominantly symbolic: it made explicit 
that IPV cannot be tolerated (Verschueren, 1998-1999). In the majority of IPV cases, the 
charges were unfortunately still dropped (Verschueren, 1998-1999). The law of January 28, 
2003, also known as the “nieuwe wet op het partnergeweld [new law on intimate partner 
violence]”6, created the possibility to immediately evict the perpetrator of physical IPV out 
of the home where the victim lives, and to oblige a judge to assign the marital home to the 
victim when the perpetration is convicted (Ooms, 2012). Since the eviction of the 
perpetrator can only take place after the violent acts have occurred, there was a need to 
also be able to temporarily evict the alleged perpetrator preventively or in a crisis situation. 
                                                             
5
 The misconception is that it could not be punished before the “wet Lizin”. However, there were already sections in the 
penal law (Article 398 et seq. of the Penal Code) that made intentional assault and battery against a partner a criminal 
offence (Brems, 2004; Groenen & Matkoski, 2014; Ooms, 2012). However, those cases almost never lead to a conviction 
(Brems, 2004; Groenen & Matkoski, 2014; Ooms, 2012). 
6
 Wet 28 januari 2003 tot toewijzing van de gezinswoning aan de echtgenoot of aan de wettelijk samenwonenede die het 
slachtoffer is van fysieke gewelddaden vanwege zijn partner en tot aanvulling van artikel 410 van het strafwetboek. B.S. 12 
februari 2003. 
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This was made possible by the “wet betreffende het tijdelijk huisverbod in geval van 
huiselijk geweld [law on the temporary eviction from the house]”7. 
The battle against intimate partner violence did also become one of the focal points of the 
Belgian policy makers. On May 11, 2001, Belgium’s first National Actions Plan was 
published, in which was focused on combating intimate partner violence, sexual violence, 
violence at the work place and human trafficking. In the National Actions Plan 2004-2007 
(NAP 2004-2007), intimate partner violence was the sole focus, in which 6 main goals were 
set: the sensitization, education and training, prevention, shelter and protection of victims, 
repressive and other measures, registration and evaluation. The next NAP (NAP 2008-2009) 
reinforced the previous NAP and set out 4 main aims: reinforcing the effectiveness and 
coherence of actions, making the actions durable, developing tools for professionals, and 
inform the general public about IPV. In the latest NAP (NAP 2010-2014), the focus was 
broadened to IPV, forced marriages, honor-related violence and female genital mutilation. 
All these National Actions Plans were primarily focused on violence against women and are 
coordinated by the Institute for Gender Equality8.  
On a more methodical level, two very important circulars were published in 2006, the COL 
nr. 3 and nr. 49. In these circulars, very practical tools and guidelines were described for the 
law enforcement and judicial organization on how to approach intimate partner violence 
(D’Haese, Witters, & Groenen, 2011; Stals, 2008). The COL3/2006 contains a general 
definition on domestic violence and advocates a better registration of incidents of domestic 
violence by the police and on the public prosecutor’s level (D’Haese et al., 2011; Ooms, 
2012). The COL4/2006 specifically defines intimate partner violence and contains a number 
of goals for the approach of intimate partner violence and guidelines for police and public 
prosecutor on how to handle such cases (D’Haese et al., 2011; Ooms, 2012). The COL4/2006 
also obliged every territorial jurisdiction to develop a local actions plan, and to set up 
collaborations with psycho-medical-social services. Also in 2006, a Flemish circular 
                                                             
7
 Wet 15 mei 2012 betreffende het tijdelijk huisverbod in geval van huiselijk geweld, B.S. 1 oktober 2012. 
8
 DSB, partnergeweld, www.dsb-spc.be/web/index.php?option=com_content&task=view&id=132&lang=dutch. 
9
 De COL 3/2006: Omzendbrief van 1 maart 2006 van het College van Procureurs-generaal bij de Hoven van Beroep 
betreffende de definitie van intrafamiliaal geweld en de extrafamiliale kindermishandeling, de identificatie en de 
registratie van de dossiers door de politiediensten en de parketten (retrieved from http://www.om-
mp.be/omzendbrief/4017149/omzendbrief_col_3_d_d__01_03_2006.html). De COL4/2006: De gemeenschappelijke 
omzendbrief van 1 maart 2006 van de Minister van Justitie en het College van Procureurs-generaal bij de Hoven van 
Beroep betreffende het strafrechtelijk beleid inzake partnergeweld (retrieved from http://www.om-
mp.be/omzendbrief/4017098/omzendbrief_col_4_d_d__01_03_2006.html) 
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concerning the reinforcement of the battle against domestic and intimate partner violence 
was published, in which means were made available for the fight against domestic violence 
for Flanders and Brussels. The circular emphasized the need for a better collaboration 
between different social services, police and the Prosecutor’s office (De Groof & Van 
Campenhout, 2011; Groenen & Matkoski, 2014).   
A lot of effort has been made by the work field in Belgium to combat intimate partner 
violence. The police has drastically changed course. Where their role in IPV-conflicts was 
mainly to calm down the emotions of both parties, without drafting up a report, they are 
now obliged to make a report of every complaint on IPV or every intervention for IPV they 
have to do (D’Haese et al., 2011). The Flemish Government has also developed a central 
“helpline”, phone number 1712, as a central hotline for all questions, advice, referrals or 
immediate help about violence, abuse, and child abuse10. Belgium also has a few very good 
initiatives in combating domestic violence by multidisciplinary collaboration between 
mental health organizations, police, the justice system, and policy makers. Such examples 
are the CO3-project in Antwerp (Michaux, Jaspaert, & Vervaeke, 2011; Roevens & Aertsen, 
2013) and LINK in Limburg. Very recently, Belgium also opened its first shelter for male 
victims of intimate partner violence and honor-related violence11. 
Generally, success in cases of IPV is considered when the relationship has ended; when the 
‘victim’ has left the ‘perpetrator’. For many people, it is still hard to believe that love and 
violence can co-exist in a relationship (Migerode & Walravens, 2011; Nicholls, 2014). Many 
victims actually want to remain in the relationship, and want to just try to make the violence 
stop (Migerode & Walravens, 2011; Nicholls, 2014). Therefore, attention should also be paid 
to intervention methods to make the violence stop within an ongoing relationship. Also, it is 
necessary to get away from fragmenting the roles of ‘perpetrator’ and ‘victim’ within a 
couple. Take the example at the beginning of this introduction: one might think that my 
next door neighbor is the perpetrator in the story and his girlfriend was merely a passive 
victim. Although his behavior was by no means defendable, there is no denying that it was, 
in some way, influenced by the behavior of his girlfriend. That is, in most cases, there is no 
                                                             
10
http://www.vlaanderen.be/nl/gezin-welzijn-en-gezondheid/hulp-zoeken/1712-hulplijn-misbruik-geweld-en-
kindermishandeling 
11
http://www.caw.be/caw-boom-mechelen-lier-lanceert-eerste-vluchthuis-voor-mannen; 
http://www.demorgen.be/binnenland/eerste-vluchthuis-voor-mannen-a2232414/. 
  
7 
 
way to view two partners of a couple as independent from each other. Within intimate 
relationships, there is always cross-contamination: behavior of one partner will influence 
the behavior of the other partner, and vice versa. This is not the same as saying that one 
person is to blame for the behavior of the other, only that they are inextricably 
interdependent. For these reasons, research should start focusing more on variables that 
are less static and more dynamic, and on variables that transcend the individual (as 
perpetrator or victim) and focus on interpersonal dynamics. These are the elements that 
can be worked on in therapy, treatment, or intervention programs, both aimed at 
individuals or couples.  
Within this dissertation, an attempt will be made to explore such relationship dynamics and 
their influence on intimate partner violence. Although research on relational characteristics 
is not new, one of the innovating aims of this dissertation is to study these dynamics from a 
truly dyadic point of view (Kenny, Kashy, & Cook, 2006). That is, the dynamic between both 
partners and their mutual influence on each other’s behavior will be the central focus. We 
hope that this dyadic perspective on relationship dynamics will provide new insights into 
the perpetration of intimate partner violence. 
This dissertation comprises ten different chapters. As intimate partner violence is the key 
phenomenon that we are trying to explain, this concept will be explored in chapter I. In this 
exploration, we will discuss different theoretical perspectives, difficulties in studying IPV, 
and the state of the art concerning prevalence, explanations, consequences, and cessation 
of IPV. As the aim of this dissertation is to investigate the influence of couple dynamics on 
the occurrence of IPV in the relationship, a promising mechanism to capture these dynamics 
needed to be found. In chapter II, we therefore explore the usability of such a mechanism: 
the disconfirmation mechanism. This mechanism has not yet been explored in research on 
IPV, but has been focused on in several other research domains, such as research on the 
self-concept, communication research, and research on intimate relationships in general 
(not on IPV). An exploration of the relationships that were found in these research domains 
with disconfirmation provides necessary information for the justification to investigate this 
mechanism further as a possible explanation for IPV. In chapter III, a theoretical framework 
for the concept of disconfirmation is developed. The most well-developed and best suited 
theoretical framework for the ‘disconfirmation hypothesis’ was found in the research on 
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disconfirmation in psychotherapy (Vervaeke, 1994). Therefore, in this chapter, this 
framework is thoroughly described and adapted for use in IPV research. This eventually 
results in the formulation of our initial hypothesis and research question. To answer this 
research question, a first study was set up. This first study will be described in chapter IV, 
both the methodology that was used and the results that were found. After this first study, 
a very thorough reflection on the research design was needed. This critical reflection is 
written down in chapter V. This chapter marks the shift towards a truly dyadic approach to 
the couple data that is used in this dissertation, and ends with a revised conceptual 
framework and new research questions. With this new approach, a second study was set up. 
This study will be described in detail in chapters VI, VII, VIII, and IX. The methodology of the 
second study will be elaborated on in chapter VI. This comprises the changes that were 
made in comparison to the methodology used in the first study. In chapter VII, the 
descriptive results are presented concerning the prevalence and chronicity rates, influence 
of social desirability, exploration of the key concepts under study, insights in other risk 
factors for IPV, results for a newly constructed risk factor, relationships between the socio-
demographic variables and the key concepts, preliminary tests on the relationship between 
the key concepts and IPV, and assessment of the degree of nonindependence between the 
male and female reports. Since part of the data analysis concerns path analyses in SEM, 
chapter VIII describes the preparation for these analyses: the choice of the variables that 
will be included in the path models, a description of the hypothesized path models, and the 
exploration of multivariate normality and empirical distinguishability. In chapter IX, these 
path models are estimated and tested, and the results of this analysis are presented. This 
eventually leads to a conclusion based on these results. Finally, chapter X provides a 
thorough discussion based upon all the elements presented in this dissertation, and based 
upon the experienced opportunities and difficulties throughout this doctoral process.   
This dissertation is a forthright account of the entire research process, including all the 
obstacles that I have tried to overcome and that I have tried to put to my advantage in my 
pursuit to achieve a higher level of quality in this work. It has been an amazing journey and I 
feel really proud to share the end result with you. I hope you enjoy reading it!  
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I .  I N T I M A T E  P A R T N E R  V I O L E N C E  
In this section of the dissertation, the concept of intimate partner violence (IPV) will be 
explored. There is already an abundance of literature on intimate partner violence, and a 
number of high quality books that all provide an excellent overview on the state of the art 
about intimate partner violence. Therefore, we do not strive for an exhaustive overview in 
this chapter, since this would merely be a replication of what has been done before. Rather, 
we only want to inform the reader about some central issues in research on intimate partner 
violence that we consider to be important in light of the current study.  
In the first section, several etiological approaches to IPV are summarized. After all, research 
starts from the theoretical perspectives of the researcher on a certain phenomenon (in casu 
IPV); thus, from an a priori idea about it (Próspero, 2008a). These ideas can influence some 
of the choices researchers make concerning the study design (Romans et al., 2007). 
Therefore, in a second section, some of the difficulties that are encountered when analyzing 
and interpreting results from IPV studies are discussed. These difficulties include defining 
and conceptualizing IPV, choosing research units, and the method of data collection. In a 
third section, a brief overview of the state of the art in IPV research is given, such as 
prevalence rates, risk factors, consequences of IPV and ending IPV or a violent 
relationship.12  
1. DIFFERENT THEORETICAL FRAMEWORKS FOR IPV 
A number of theoretical frameworks have been developed to explain the origins of intimate 
partner violence within a wide variety of disciplines (Jasinski, 2001; Loue, 2001). However, 
there is no consensus between these competing theories as to why IPV occurs in intimate 
relationships (Buzawa, Buzawa, & Stark, 2012). Furthermore, all of these theoretical 
frameworks, even if they are not explicitly mentioned, have different implications for 
                                                             
12
 This section is in part based on the English translation of the following chapter: Jaspaert, E., Groenen, A., & Vervaeke, G. 
(2011). Geweld tussen partners: een stand van zaken na vier decennia onderzoek [Violence between partners: a state of 
the art after four decades of research]. In A. Groenen, E. Jaspaert, & G. Vervaeke (eds), Partnergeweld: als liefde een 
gevecht wordt [Intimate partner violence: when love becomes a battle] (pp. 13-37). Leuven: Acco. 
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policies, intervention, and allocation of resources (Buzawa et al., 2012; Jasinski, 2001; 
Jenkins & Davidson, 2001).  
There are several ways to structure all these theories. Some make the distinction between 
micro-oriented theories that operate at the level of the individual or the couple, and macro-
oriented theories that operate at the societal level (Barnett, Miller-Perrin, & Perrin, 1997; 
Jasinski, 2001; Loue, 2001). Others organize theories into three categories: intra-individual 
theory, social psychological theory, and sociocultural theory (Gelles & Straus, 1979a; 
Jasinski, 2001). Others identify five distinct discourses, or themes, that (co)exist within the 
theoretical literature on IPV: violence as an expression of pathology, violence as an 
expression of inner tension, violence as an instrumental power strategy, violence as a  
consequence of the social system, and violence as learned behavior (O’Neill, 1998).   
In recent years, these separate specific theoretical frameworks are often combined into 
multidimensional models in order to develop a more complete explanation for IPV (Jasinski, 
2001). In a first part of this section, a brief overview of the specific single factor theories can 
be found. In a second part, the development of multidimensional models is discussed.  
1.1. SEPARATE THEORETICAL PERSPECTIVES 
Following the distinction by Barnett and colleagues (1997), two categories of separate 
theoretical perspectives are described: the micro-oriented perspectives and the macro-
oriented perspectives. 
1.1.1. MICRO-ORIENTED PERSPECTIVES 
There are multiple single factor theories that focus on characteristics of the individuals. The 
most commonly used theories are social learning theory, theory of personality 
characteristics and psychopathology, biological theories, and exchange theory and resource 
theory.   
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1.1.1.1. SOCIAL LEARNING THEORY 
The social learning theory, initially developed by Bandura (1971, 1973), posits that 
individuals learn certain aggressive response patterns to particular stimuli through either 
experience or observation in their childhood or adolescence (Anderson & Kras, 2005; 
Bandura, 1973; Shorey, Cornelius, &  Bell, 2008) from three primary sources: family, 
(sub)culture, and the media (Jasinski, 2001). Specifically in the context of intimate violence, 
family is considered to be the central training ground for learning this kind of violent 
behavior (Jasinski, 2001). Individuals learn how to behave against intimate partners through 
the modeling or imitation of behavior that they themselves have been exposed to as 
children (Bell & Naugle, 2008; Jasinski, 2001; Mihalic & Elliott, 1997; Shorey et al., 2005). 
Children who observe violent behavior by their parents or significant others (e.g., siblings, 
relatives, boyfriends/girlfriends) learn what kind of behavior is considered to be 
“appropriate” in such intimate relationships (Bell & Naugle, 2008; Jasinski, 2001; Mihalic & 
Elliott, 1997). These children are at greater risk for exhibiting the same behaviors as 
problem-solving strategies as an adult (Lewis & Fremouw, 2001; Mihalic & Elliott, 1997) and 
can have an increased tolerance for and/or approval of violence (Gelles, 1972; Lewis & 
Fremouw, 2001). This idea that intimate partner violence is learned in the context of 
socialization in the family (Straus, Gelles, & Steinmetz, 1988) is called the ‘intergenerational 
transmission of violence’. Several studies have found some evidence for this hypothesis 
(e.g., Black, Sussman, & Unger, 2010; Ehrensaft et al., 2003; Kwong, Bartholomew, 
Henderson, & Trinke, 2003; Pears & Capaldi, 2001; Stith, Rosen, Middleton, Busch, 
Lundeberg, & Carlton, 2000). However, critics argue that the evidence for this hypothesis is 
limited (Shorey et al., 2005). Not everyone who experiences violence within their family of 
origin will grow up to be violent themselves (Jasinski, 2001).  Also, some argue that the 
effects of childhood exposure to violence can be largely explained by the psychosocial 
context within which this exposure occurs (Fergusson, Boden, & Horwood, 2006). In 
conclusion: there is a weak-to-moderate relationship across studies between growing up in 
an abusive family and becoming involved in a violent relationship (Stith et al., 2000), which 
provides some support for the social learning theory. 
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1.1.1.2. THEORY OF PSYCHOPATHOLOGY AND PSYCHOLOGICAL 
CHARACTERISTICS 
The theory of psychopathology focuses on identifying psychopathology and psychological 
characteristics that increase a person’s risk of perpetrating IPV (Bell & Naugle, 2007; 
Jasinski, 2001).  According to this theory, people commit violent acts against their partner 
because they have some sort of personality disorder or mental illness that eliminates 
inhibitions about using violence (Jasinski, 2001). 
The theory of psychopathology and psychological characteristics has helped in developing 
typologies of male perpetrators (e.g., Gondolf, 1988; Hamberger, Lohr, Bonge, & Tolin, 
1996; Holtzworth-Munroe & Stuart, 1994; Johnson, 1995), where the emphasis is on the 
heterogeneity of the group of (male) perpetrators (Cavanaugh & Gelles, 2005). Such 
classifications are important because they stress the need for different prevention, 
intervention and treatment efforts for these different types of perpetrators (Cavanaugh & 
Gelles, 2005; Jasinski, 2001). A well-known example of such a classification is the 
Developmental Model of Batterer Subtypes (Holtzworth-Munroe & Stuart, 1994). 
Holtzworth-Munroe and Stuart (1994) use three dimensions to distinguish among subtypes 
of batterers: severity of marital violence, generality of violence, and psychopathology 
and/or personality disorders. They suggest three subtypes of batterers: family-only, 
dysphoric/borderline, and generally violent/antisocial (Holtzworth-Munroe & Stuart, 1994). 
The presence of these three subtypes received empirical support in later studies 
(Hamberger et al., 1996; Holtzworth-Munroe, Meehan, Herron, Rehman, & Stuart, 2000; 
Waltz, Babcock, Jacobson, & Gottman, 2000). In a later study, a fourth subtype was also 
identified which was defined as low-level antisocial batterers (Holtzworth-Munroe et al., 
2000). These data were also reassessed during an 18-month and 36-month follow-up to 
examine typology stability over time (Holtzworth-Munroe, Meehan, Herron, Rehman, & 
Stuart, 2003). This study showed some differences in the placement of individual men into 
some subtypes (especially between dysphoric/borderline and generally violent/antisocial 
batterers), and raised the question whether it is best to conceptualize the heterogeneity 
among male perpetrators as clear-cut typology subtypes, or as varying along dimensions 
(Holtzworth-Munroe & Meehan, 2004).  
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1.1.1.3. BIOLOGICAL EXPLANATIONS 
Biological theories of violence focus on genetic, congenital or neurological aspects in the 
explanation of violent behavior (Cunningham et al., 1998; Jasinski, 2001). Four large 
domains of biological processes have been examined with respect to IPV perpetration: head 
injury and neuropsychological functioning; psychophysiology (e.g., heart rate, blood 
pressure, cholesterol in response to a stressor); neurochemistry, metabolism and 
endocrinology (e.g., testosterone and/or serotonin levels); and genetics (Pinto, Sullivan, 
Rosenbaum, Wyngarden, Umhau, Miller, & Taft, 2010). Concerning genetics, the twin study 
by Hines and Saudino (2004) showed that although the majority of variance in IPV is 
explained by non-shared environmental influences, a significant proportion of variance in 
IPV is accounted for by heredity (respectively 16% and 22% of the variance in physical and 
psychological IPV). So, although biological factors alone do not determine the occurrence of 
violence, their contribution should not be minimized (Pinto et al., 2010).  
1.1.1.4. EXCHANGE THEORY AND RESOURCE THEORY 
According to the conceptual framework of the exchange theory, people’s interactions are 
guided by the pursuit of reward (benefits) and the avoidance of punishment (costs) (Gelles 
& Straus, 1979b; Loue, 2001). Violence can be used to obtain their perceived benefits, if 
social control mechanisms (such as the victim hitting back, police intervention, criminal 
charges, imprisonment, loss of social status, and loss of income) are insufficient to make the 
costs exceed the benefits (Gelles & Cornell, 1985; Lockhart, White, Causby, & Isaac, 1994; 
Loue, 2001). When introducing the main principle of resource theory into the framework of 
the social exchange theory, the benefit of using violence against one’s partner is to achieve 
power in the relationship (Jasinski, 2001). This concept of power is the essence of the 
resource theory:  family is a power system (Vyas & Watts, 2009), and power is held by the 
partner who maintains control over the decision making in the relationship and his/her 
partner’s actions (Gage & Hutchinson, 2006). The person who brings the greatest number of 
resources (such as money, property, prestige, and contacts) into the relationship is in 
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possession of more power (Jasinski, 2001; Loue, 2001). Violence may be used as the 
ultimate resource to increase power, when other resources are lacking (Jasinski, 2001).  
1.1.2. MACRO-ORIENTED THEORIES 
Macro- or sociocultural theories focus on the social and cultural conditions that increase the 
risk of violence (Jasinski, 2001). The two predominant theories that will be discussed here13 
are the feminist theory and the family violence theory.  
1.1.2.1. FEMINIST THEORY 
The feminist perspective (e.g., DeKeseredy, 2000; Dobash & Dobash, 1979) focuses 
primarily on the concept of patriarchy (Dobash & Dobash, 1979; Jasinski, 2001). This 
perspective views the societal structure, that is founded on patriarchal ideologies, as the 
cause of intimate partner violence (Winstok, 2007), which socializes men and women in 
gender-specific roles (Bogart, 1988; Kurz, 1989; Pagelow, 1984; Próspero, 2008b). In this 
male-dominated structure, violence is used by men to exert control and power over their 
female partner (Dobash, Dobash, Wilson & Daly, 1992; Próspero, 2008b). This approach 
often assumes there is a clear gender-asymmetry: intimate partner violence is a structural 
problem of violence by men on women (Próspero, 2008b). It is the result of the subordinate 
position that women have in the social structure, and violence is the method by which to 
maintain social control and power over women (Jasinski, 2001).  
This feminist theory has often been criticized for its exclusive focus on gender (Jasinski, 
2001). Feminist views emphasize broader social forces that differentiate men from women, 
and ignore differences among men (Dutton, 1994). They see society’s patriarchal structure 
as the major cause of wife assault, and thus try to explain individual behavior through 
aggregate social categories (Dutton, 1994). This is an example of the ecological fallacy that 
occurs when there is more within-category individual variation than the categorical view 
acknowledges (Dutton, 1994). These broad macro system features will never be able to be 
                                                             
13
 Other macro-oriented theories that are sometimes used as theoretical framework are: subculture of violence theory, 
culture of violence theory, social disorganization theory and evolutionary theory (Jasinski, 2001; Loue, 2001). 
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strong predictors for thoughts or actions of individuals within this system (Dutton, 1994). 
Also, this feminist framework cannot account for intimate partner violence committed by 
women, or by violence within same-sex relationships (Jasinski, 2001). It also cannot explain 
why, if men in general want to exert control and power over women, most men do not use 
violence against women (Jasinski, 2001). 
1.1.2.2. FAMILY VIOLENCE PERSPECTIVE 
The family violence perspective (e.g., Bradbury, Rogge, & Lawrence, 2001; Straus & Gelles, 
1990; Straus, Gelles, & Steinmetz, 1980) argues that the problem of intimate partner 
violence has to be conceptualized as a problem of family violence, not as a problem of 
woman battering (Melton & Belknap, 2003). They view intimate partner violence as a 
possible outcome of a conflict within the family (Winstok, 2007). This perspective focuses on 
the setting in which violence occurs: in this case the family or the dyad. This dyad or family 
is seen as a social system, in which all persons influence each other in some way (Wiehe, 
1998). The unusually high rate of conflict and/or violence within families is due to the 
specific nature of the family structure, which has a number of unique characteristics that 
makes it so prone to violence14 (Gelles & Straus, 1979b; Jasinski, 2001; Loue, 2001; Straus, 
1990).  
Violence becomes socially accepted and legitimized within the family, due to socialization 
to violence within the family and the cultural norms that exist concerning violence in the 
larger sociocultural system (Loue, 2001; Wiehe, 1998). Therefore, family violence theorists 
consider all members of the family – men, women, and children - capable of assault during 
family conflicts (Próspero, 2008b). They argue that intimate partner violence is a gender-
symmetrical problem: men and women can use violence during conflict equally often 
(Próspero, 2008b). It is clear that the statement that women can also be violent, and are 
even equally violent as men, puts the family violence perspective in direct opposition to the 
feminist paradigm (Dutton & Nicholls, 2005; Jasinski, 2001).  
                                                             
14
 These characteristics are: (a) time at risk, (b) range of activities and interests, (c) intensity of involvement, (d) impinging 
activities, (e) right to influence, (f) age and sex discrepancies, (g) ascribed roles, (h) family privacy, (i) involuntary 
membership, (j) high level of stress, (k) normative approval, and (l) socialization into violence and its generalization (Gelles 
& Straus, 1979b). 
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1.1.2.3. RECONCILING FEMINIST AND FAMILY VIOLENCE PERSPECTIVE: 
THE TYPOLOGY OF JOHNSON AND COLLEAGUES 
Johnson and colleagues (Johnson, 1995, 2006; Johnson & Ferraro, 2000; Johnson & Leone, 
2005; Kelly & Johnson, 2008) state that both the feminist and the family violence approach 
study different types/processes of intimate partner violence. Johnson (1995) initially calls 
these two types ‘patriarchal terrorism’ and ‘common couple violence’. Later he replaces 
these terms by respectively ‘intimate terrorism’ and ‘situational couple violence’ (Johnson & 
Leone, 2005). Intimate terrorism, the phenomenon that is predominantly studied by the 
feminist approach, is a product of patriarchal traditions (Johnson, 2005). In this type of 
violence, men think they have the right to control and dominate their female partner. It is a 
form of terrorizing control by male partners over their wives that contains the systematic 
use of violence, including economical subordination, threats, isolation and other control 
tactics (Johnson, 1995). Situational couple violence is, according to Johnson (2005), not so 
much the product of the patriarchal ideas, but more of causal processes that work during 
conflict. Conflicts can occasionally escalate and can then lead to relatively minor acts of 
violence (Johnson, 1995). However, severe violence can also occur. The element of control is 
not predominantly present within this type of couples (Johnson & Leone, 2005). Empirical 
evidence was found for this dual typology (Johnson, 2000, 2006; Johnson & Leone, 2005; 
Graham-Kevan & Archer, 2003; Rosen, Stith, Few, Daly, & Tritt, 2005). However, a recent 
study by Straus and Gozjolko (2014) identifies a hiatus in the typology: although intimate 
terrorism is considered to be predominantly perpetrated by men against their female 
partner, studies indicate that intimate terrorism by women occurs as often as by men.  
This dual typology, which is focused on the behavior of one violent partner, eventually 
evolved toward four different types of violence15, to take into account the dyadic level and 
focus on the behavior of both people in the relationship (Johnson, 2006; Johnson & Ferraro, 
2000; Kelly & Johnson, 2008). The first type, ‘coercive controlling violence’, is the successor 
of the term ‘intimate terrorism’ and contains a pattern of emotionally violent intimidation, 
coercion and control, combined with severe physical violence. The second type, ‘violent 
                                                             
15
 In Johnson (2006) a fifth type is also mentioned: ‘Mutual Violent Control’. This type of violence occurs when both 
partners are violent and controlling. However, not much is known about the frequency, characteristics and consequences 
of this type of violence (Kelly & Johnson, 2008). 
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resistance’, is the violent reaction of an individual to the coercive controlling violence of 
their partner. It is not behavior that has as goal to control the other, but to end the violence. 
‘Situational couple violence’ is the third type and contains violence that does not find its 
roots in the dynamics of power and control (Johnson & Leone, 2005), but more in the 
escalation of conflicts. The fourth type is the ‘separation related violence’, that occurs for 
the first time in a relationship when the couple separates or when there is a threat that the 
relationship will be ended by the other partner (Kelly & Johnson, 2008). Such a 
differentiation in types of intimate partner violence requires an improvement in instruments 
for screening and in judicial procedures in cases of IPV, and offers the possibility to improve 
decision-making, sanctions and punishments, and to optimize intervention programs that 
can be tailored to the characteristics of the different types of IPV (Kelly & Johnson, 2008). 
However, these four types have not yet been the subject of new validation studies.  
1.2. MULTIDIMENSIONAL PERSPECTIVES 
It is clear that single factor theories will always fail short to explain a large proportion of the 
variance in IPV incidents. An integrated, multidimensional explanation of intimate partner 
violence is needed to understand this complex phenomenon (Stith, Smith, Penn, Ward, & 
Tritt, 2004; Dutton, 2011). Such explanations might contain individual characteristics, 
relationship characteristics, and social factors (Jasinski, 2001).   
An example of such a theoretical structure for a multifactor model is called a nested 
ecological theory (Dutton, 2011; Jenkins & Davidson, 2001; Loue, 2001; Stith et al., 2004). 
Intimate partner violence is then predicted by four levels of factors (Dutton, 2011; Loue, 
2001; Stith et al., 2004). The broadest level is the macrosystem, which refers to the cultural 
values and beliefs. The next level is the exosystem, and refers to formal and informal social 
networks that connect the family to the larger culture, such as friendships, support groups, 
and legal institutions. The third level is the microsystem. This refers to the characteristics of 
the immediate setting in which violence occurs, in this case the family and/or relationship. 
Examples of microsystem variables are relationship dynamics and antecedents of violence. 
Finally, the ontogenetic level refers to the individual’s unique developmental history, such 
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as the offender’s characteristics that influence their response to stressors occurring at the 
microsystem and exosystem levels (Stith et al., 2004). 
It is hard to generate empirical evidence for such a multifaceted model, since study designs 
are limited. However, it does acknowledge the complexity of the phenomenon of intimate 
partner violence and counteracts the notion that IPV can be explained from a single factor. 
All kinds of factors can influence the risk of perpetrating (or becoming the victim of) IPV, but 
the value of each of these individual factors in the explanation of IPV should not be 
overestimated.  
2. DESIGN ISSUES WHEN STUDYING IPV 
When conducting research in the domain of intimate partner violence, certain choices will 
have to be made concerning the research design. These choices can be partly influenced by 
the prevailing norms and values of the contemporary society, as well as the a priori 
theoretical perspectives of the researcher on the phenomenon (Próspero, 2008a). 
Study results might differ depending on the decisions that are made concerning the 
definitions that are used, the way key concepts are operationalized, the choice of which 
research units to target, and the way data is collected, analyzed and reported (Romans et 
al., 2007). These variations in study design can have an impact on the comparability of 
results from different studies, and can hamper the development of a general, 
comprehensive theory of IPV (Winstok, 2007). These design issues are briefly discussed 
here. 
2.1. DEFINING AND OPERATIONALIZING THE CONCEPT ‘INTIMATE 
PARTNER VIOLENCE’  
Defining the concept of intimate partner violence is not easy (Blackburn, 1993; De 
Keseredy, 2000; DeKeseredy & Schwarz, 2001; Emery, 1989; Hegarty & Roberts, 1998; 
Jackson, 1999). To define an act as violent, one does not make an objective decision, but 
rather a social judgment (Emery, 1989). This judgment is dependent on the values and the 
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social context that characterizes that person. This makes it difficult to come to a universally 
accepted definition (DeKeseredy, 2000; Gordon, 2000; Kilpatrick, 2004; Moore, 1999; 
Winstok, 2007).  
One of the difficulties in defining IPV is the emphasis that is commonly placed on injury as 
criterion for the identification of IPV (e.g., Straus, Hamby, & Warren, 2003). Should injury be 
included as a part of the operationalization of IPV? Perpetrators often intend to only 
produce pain, not injury. Furthermore, not all potentially injurious acts produce an injury. In 
fact, relatively few severe assaults result in injuries that require medical attention (Straus et 
al., 2003). The connection between violent acts and injury is far from direct: a ‘minor’ slap in 
the face can result in death if the victim falls and hits his head, while a victim can be 
attacked with a knife, but only have superficial cuts on the arms. Violence always has an 
unpredictable outcome (Straus et al., 2003). Therefore, including injury as a necessary 
condition to consider an act as a violent act is not a good idea.  
Another issue in defining IPV is that there is a difference between what one can consider a 
violent act, and what the criminal justice system legally considers to be a violent act. Not all 
acts of violence are unlawful acts of violence (Straus et al., 2003).  
A third issue in defining IPV is the debate on what types of acts can be considered to be 
‘violent’. Some studies only focus on physical violence (e.g., beating, slapping …), thus “acts 
carried out with the intention, or perceived intention, of causing physical pain or injury to 
one’s partner” (Straus et al., 2003, p. 7). Other studies also include sexual coercion and 
violence (e.g., forced penetration), which is “behavior that is intended to compel the partner 
to engage in unwanted sexual activity” (Straus et al., 2003, p. 26). Other studies will also 
incorporate psychological or emotional violence16 (e.g., insulting, yelling, destroying things 
…) (Romans et al., 2007). In some cases, economical violence (e.g., keeping partner from 
becoming financially independent) is also included.  
Some researchers prefer broad definitions in which one or more different types of behaviors 
are included, arguing that IPV is multidimensional in nature and that IPV occurs in a 
‘continuum of unsafety’ (DeKeseredy, 2000). Some studies show that psychological 
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 Others refer to psychological violence as verbal aggression, countering the ‘physical’ aspect in physical violence, but not 
all psychological violence is automatically verbal in nature. It can also be an act, for example destroying something that is 
important to the partner. 
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violence is often experienced by victims as being more painful than physical and sexual 
violence (e.g., Currie, 1998; Straus & Sweet, 1992), and that many victims of IPV experience 
different types of violence at the same time (e.g., Saltzman, Fanslow, McMahon, & Shelley, 
2002). Other researchers exclude psychological and/or economical violence from their 
definition of IPV (DeKeseredy, 2000), because they argue that grouping such types of 
violence with physically violent behaviors obscures the phenomenon in terms of prevalence, 
causal factors and consequences. Psychological violence is then considered as ‘soft-core’ 
abuse (Fox, 1993), or as an early warning sign or precursor for physical and/or sexual 
violence, rather than a violent act on itself (Kelly, 1994). They critique the use of broad 
definitions as being ideologically driven (Fekete, in DeKeseredy, 2000) and as trivializing the 
concept of IPV (Fox, 1993). 
It is obvious that choosing what comprises intimate partner violence is not a clear-cut 
decision. People differ in what they think are acts of intimate partner violence. Not all 
individuals that are classified as ‘victims’ and/or ‘perpetrators’ in a given study, will consider 
themselves as such. And vice versa, some individuals will feel that they endure intimate 
partner violence, while the study does not view them as victims. Therefore, studies that 
choose a definition that is too narrow are at risk of excluding a number of acts that a large 
group of people would qualify as intimate partner violence, and studies that choose a very 
broad definition are at risk of including too many acts that some people qualify as intimate 
partner violence, which will eventually make almost every act a violent act and thus making 
results more or less meaningless. When defining and operationalizing intimate partner 
violence, one should thus try to find some sort of middle ground, keeping in mind that, 
although it is necessary for research to dichotomize what is considered as partner violence 
and what is not, in reality there will always be grey areas that are open for personal 
interpretation. 
2.2. CHOICE OF RESEARCH UNITS 
Study outcomes will also be dependent on the research units that are chosen. When using 
people as the primary data source, random sampling is the ideal method to get a first 
reliable and valid notion of the prevalence of a phenomenon (Billiet, 2005; Tjaden & 
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Thoennes, 2000). However, in practice, resources are often not readily available to draw 
such a sample (Farris & Holtzworth-Munroe, 2007). Also, sometimes it is not possible to 
know the exact population you have to draw from (e.g., cohabiting couples in a given 
country). Therefore, convenience samples are often used, such as samples of convicted 
perpetrators, people who have filed a complaint with the police, people who live in a shelter 
or people who sought emergency-, ambulant or residential treatment (Archer, 2000; 
Christopher et al., 2008; Golding, 1999). Prevalence rates in these samples will presumably 
be much higher and more severe, since risk groups are targeted (Archer, 2000; Christopher, 
Pflieger, Canary, Guerrero, & Holtzworth-Munroe, 2008). When trying to explore 
explanatory factors for and/or consequences of IPV, it is not necessary to work with a 
random sample that is representative for a given population.  
The etiological perspective that directs the research design (e.g., from a feminist or family 
violence point of view) will also influence the choice of research units. For example, the 
feminist approach considers IPV as a consequence of patriarchal attitudes and therefore, 
starts from the presumption that IPV perpetrators are mostly male (cfr. supra). In such 
studies, research units are mostly women (and are often only asked about their own 
victimization). Simply put: what one observes will depend on who one observes and what is 
asked (and what not). The nature of the factors that will be identified, their interrelations 
and their relation to IPV will also be determined by who one investigates.  
2.3. DATA COLLECTION 
Collecting data on sensitive topics such as IPV is a challenging task. Not all individuals in a 
violent relationship think of their relationship as a violent one, or if they do, are 
apprehensive to admit this (Rathus & Feindler, 2004). This makes recruiting individuals, and 
certainly couples, who experience IPV extremely difficult (Christopher et al., 2008). It is 
possible that individuals who experience IPV do not want to participate in the study or fill in 
the survey, because of several possible reasons, such as shame or fear.  
Another difficulty that can be encountered is the fact that researchers often have to rely on 
the reports of the respondents as a representation of reality. There is often no ‘ground truth’ 
at hand. Researchers will thus be dependent on the willingness of respondents to be honest 
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about the existence, frequency and severity of IPV in their relationship. Data concerning 
sensitive topics in relationships, such as IPV, are often subject to serious biases in report 
(Szinovacz & Egley, 1995). This can affect the absence or presence, and the strength of 
relations between IPV and other variables, as well as prevalence rates. The study of Schafer, 
Caetano, & Clark (1998) demonstrates this. They found a general prevalence rate for IPV 
between 7.84% and 21.48%, in which the fist percentage was based on the report of IPV by 
both partners of a couple, and the second percentage on the report of IPV by at least one of 
both partners. 
3. STATE OF ART ON PROMINENT THEMES IN IPV-RESEARCH 
Scientific research in the domain of IPV has truly exploded in the past 50 years. The 
overview in this section will be limited to a brief state of the art about the most important 
topics in IPV research.  
3.1. PREVALENCE 
A first important topic in IPV-research is the estimation of the prevalence of IPV. Prevalence 
studies on IPV are aimed at providing an estimation of the proportion within a population 
that has been victim (or perpetrator) of IPV during a specific time period (Hegarty & 
Roberts, 1998). Prevalence rates between studies often differ greatly, in part because of 
methodological issues discussed earlier (e.g., operationalization of IPV, research units 
targeted, reference periods …).  
To get some idea of the prevalence of IPV, studies that use representative population 
samples are a good reference. Results from such studies allow for generalization to an 
entire population (e.g., the population of a given country). Examples of such studies are 
those of Tjaden & Thoennes (2000) and Breiding, Black, & Ryan (2008), both conducted in 
the US. For Belgium, we can refer to the study by Pieters, Italian, Offermans, & Hellemans 
(2010) and the study by Hellemans, Buysse, De Smet, & Wietzker, (2014). All studies 
reported on the prevalence of being a victim of physical and/or sexual IPV in the 12 months 
preceding the survey. The percentage of female IPV-victims was 1.4% in the studies of 
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Tjaden and Thoennes (2000) and Breiding et al. (2008), and 2.8% in the Belgian study by 
Pieters et al. (2010). The percentage of male IPV-victims was somewhat lower, with a rate 
of 0.8% in the studies of Tjaden and Thoennes (2000) and Pieters et al. (2010), and 0.7% in 
Breiding et al. (2008). In the study of Hellemans and colleagues (2014), 1.3% of the 
respondents (male and female) reported having experienced physical IPV by their current 
partner in the past 12 months, and 0.3% reported having been the victim of sexual IPV (this 
type of IPV was only experienced by women). Furthermore, 14% of the respondents had 
been the victim of psychological IPV (Hellemans et al., 2014). Another representative study 
is that of Williams & Frieze (2005) in the US. They found that 18.4% of their total sample of 
men and women were involved in a violent relationship.  
An additional important study is the International Dating Violence Study by Straus (2008) 
and his consortium of researchers in 32 nations worldwide. This study was conducted with 
university students in these 32 nations, including Belgium. The general prevalence of 
perpetration in dating relationships of minor IPV in the 12 months prior to the study was 
24.4% for men and 31.6% for women. In Belgium, these numbers were respectively 28.9% 
and 34.7%. For serious violence, the prevalence scores for perpetration were 7.6% for men 
and 10.6% for women (Belgium: 7.2% and 11.6%)17. These prevalence rates even differ 
significantly between men and women, with women perpetrating IPV significantly more 
often than men (Straus, 2008).  
In his International Dating Violence Study, Straus (2008) also subdivided the violent 
relationships in three categories: male violence-only, female violence-only and both-violent. 
Physical violence (minor as well as severe) is perpetrated only by the male partner in 9.9% 
of cases, only by the female partner in 21.4%, and by both partners in 68.6% (Belgium: 
11.2%, 19.8%, 68.8%). If only severe violence is included, it is perpetrated only by the male 
partner in 15.7% of cases, only by the female partner in 29.4% of cases and by both partners 
in 54.8% (Belgium: 18.3%; 33.3%; 48.2%). This study thus revealed that the most prominent 
type of IPV is in fact the bidirectional type (Straus, 2008). Williams & Frieze (2005) also 
found that the most frequent patterns of violent relationships were ‘mutually mild violence’ 
(29% of violent relationships) and ‘mutually severe violence’ (20% of violent relationships).  
                                                             
17
 According to Straus (2008), these prevalence rates are higher than in other studies, because the focus in this study is on 
students, and research has shown that IPV decreases with age (Stets & Straus, 1989; Suitor, Pillemer, & Straus, 1990). 
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As has been shown, there is still disagreement about the existence of gender differences in 
the perpetration of IPV. Although some studies find that women are significantly more 
likely to be the victim of IPV (e.g., Coker et al., 2002), an overwhelming body of research 
presents evidence that men and women perpetrate IPV at an equal rate and that 
bidirectional violence is the most common pattern of violence in intimate relationships 
(e.g., Anderson, 2002; Capaldi & Owen, 2001; Hellemans et al., 2014; Kessler, Molnar, 
Feurer & Appelbaum, 2001; Straus, 2008; Whitaker, Haileyesus, Swahn, & Saltzman, 2007; 
Williams & Frieze, 2005). 
Studies concerning prevalence rates have major consequences for the policy making 
concerning IPV. The idea that people have about the occurrence of a phenomenon will also 
direct their reaction to the phenomenon.  In research on sexual violence, for example, it has 
been shown that the financial means that policy makers contribute to efforts to combat a 
certain phenomenon, as well as the attitude of mental health workers concerning the 
phenomenon, is highly dependent on the prevalence rates (Gorey & Leslie, 1997; Jones, 
Finkelhor & Kopiec, 2001; Vervaeke, Bogaerts & Heylen, 2002). Big differences in 
prevalence rates, especially concerning the question of bidirectionality of IPV, can as such 
result in various reactions from police and mental health services. 
3.2. EXPLANATIONS 
The most extensive body of research attempted to explain the occurrence of IPV. Most of 
these studies focus on qualities and characteristics that are empirically related to a greater 
chance of IPV occurring in a given relationship (Stith, Smith, Penn, Ward, & Tritt, 2004; 
Margolin, John, & Foo, 1998). A wide variety of risk (and protective) factors have been 
studied so far. It is of no added value to sum up all these results in a comprehensive 
overview. Findings across these individual studies are often contradictory, making it 
virtually impossible to generate a general conclusion about the importance of a particular 
risk factor in the prediction of IPV (Stith et al., 2004). Furthermore, results from a study are 
most meaningful when replicated across studies. Therefore, our aim is to focus on those risk 
factors that have been proven to have a consistent effect on IPV across studies. The best 
way to examine this is through the use of meta-analytic reviews. A meta-analysis is a 
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statistical method that enables to review multiple studies across the relevant research 
literature and to compare these separate studies by calculating an overall effect size, which 
is a statistical representation of the magnitude of the relationship between two variables 
across these studies (Stith et al., 2004).  
There have been several qualitative literature reviews of risk factors for IPV (e.g., Campbell, 
Alhusen, Draughon, Kub, & Walton-Moss, 2011; Capaldi, Knoble, Shortt, & Kim, 2012; 
Eckhardt, Barbour, & Stuart, 1997; Eckhardt, Norlander & Deffenbacher, 2004; Edleson, 
Eisikovits & Guttmann, 1985; Holtzworth-Munroe, Bates, Smutzler, & Sandin, 1997; 
Holtzworth-Munroe, Smutzler & Bates, 1997; Hotaling & Sugarman, 1986; Moore & Stuart, 
2005; Pinto et al., 2010; Riggs, Caulfield, & Street, 2000; Schumacher, Feldbau-Kohn, Slep, 
& Heyman, 2001; Tolman & Bennett, 1990), but only few have used the formal meta-
analytic analysis techniques. Only formal meta-analyses will be reported on, because they 
calculate overall effect sizes for each risk factor, which allows for a comparison between risk 
factors and gives a good indication of the strength of those risk factors across different 
individual studies (Stith et al., 2004).  
The basis for this discussion will be the meta-analytic review of Stith et al. (2004), because it 
is the most comprehensive and multi-factorial one in this field of research, including 16 risk 
factors for male physical violence against a female partner. Other meta-analyses published 
after the work of Stith and colleagues (2004) will also be discussed. These reviews tend to 
be more specific and focus on only one or two specific risk factors.  
3.2.1. THE BASIS: THE META-ANALYSIS OF STITH ET AL. (2004) 
The meta-analysis of Stith et al. (2004) summarizes data on IPV risk factors between the 
years of 1980 to 2000 for male-to-female and female-to-male physical intimate partner 
violence. Starting with a large computer database search and a further investigation of the 
reference lists of all studies found, they obtained 446 studies for consideration. A further 
selection was then made, based on several inclusion criteria18. Of the initial 446 studies, 207 
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 These inclusion criteria are: (1) the study must examine the relationship between the identified risk factor and IPV, (2) 
the study must include distinct data on physical violence, (3) the study must include the quantitative data necessary for the 
calculation of at least one effect size, (4) the study must have a sample size greater than 20, (5) the sample must include 
heterosexual married and/or cohabiting couples, and (6) the study must use an original sample (Stith et al., 2004). 
  
26 
 
were retained for coding. During this coding process (where a coder level of agreement of 
98% was reached), another 113 studies were excluded, due to several reasons (e.g., sample 
did not meet the inclusion criteria; sample was not described in sufficient detail to 
determine if inclusion criteria were met). A total of 94 studies were left for analysis (Stith et 
al., 2004).  
To calculate a composite effect size across studies for a risk factor, a minimum of four 
studies using different samples was needed (Stith et al., 2004). For nine offender-related 
risk factors, a composite effect size could not be calculated because there were insufficient 
data (i.e., physically abused a child, violent toward nonfamily members, pet abuse, 
controlling behaviors, stalking, prior arrest, marital separation, taking responsibility for 
abusive behavior, and empathy). In the end, 85 different studies could be used to calculate 
composite effect sizes for 16 risk factors associated with male offenders and only one risk 
factor associated with female offenders. A composite effect size ‘r’ was calculated for all risk 
factors. The interpretation of this effect size can vary, depending on the division in 
categories that one chooses to use. Stith et al. (2004) use the interpretation provided by 
Hanson (2000) to interpret the magnitude of the effect sizes: a large effect size if r exceeds 
.30, medium if it ranges from r = .20 to .30, and small if it ranges from r = .10 to .20. 
However, in all other meta-analytic studies that will be discussed here (including a study by 
Stith, Green, Smith, & Ward in 2008), the interpretation by Cohen (1988) is used, which is 
different than the interpretation provided by Hanson (2000). According to Cohen’s 
interpretation, a large effect size exceeds r = .50, a moderate effect sizes ranges from r = .30 
to .50, and a small effect size ranges from r = .10 to .30. Depending on the interpretation 
method used, r’s can be interpreted differently across studies. Since Cohen’s (1988) 
interpretation is most commonly used, all effect sizes in this dissertation that are expressed 
in ‘r’ will be interpreted according to Cohen’s guidelines, including those in this study of 
Stith et al. (2004).  
Stith et al. (2004) use Dutton’s nested ecological theory (cfr. supra) on partner violence to 
divide the studied risk factors into three different levels: the ontogentic level (specific to the 
abuser’s developmental history or what the abuser brings to the current relationship from 
the past), the microsystem level (characteristics of the immediate setting in which the 
abuse takes place) and the exosystem level (the offender’s individual formal and informal 
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social structures)19. In the ontogentic level, two risk factors showed moderate composite 
effect sizes: illicit drug use (r = .31) and having attitudes condoning violence (r = .30). Four 
other risk factors had small effect sizes: traditional sex-role ideology (r = .29), anger/hostility 
(r = .26), alcohol abuse (r = .24) and depression (r = .23). Within the microsystem level risk 
factors, there were three moderate effect sizes: emotionally abusing a partner (r = .49), 
forcing a partner to have sex (r = .45) and marital satisfaction, the latter having a moderate 
effect size for male offenders (r = -.30) and a small effect size for female offenders (r = -.25). 
Small effect sizes were found for having a past history of being physically abusive (r = .24), 
and jealousy (r = .17). The exosystem level risk factors proved to have the weakest effect 
sizes: a small effect size for career and life stress (r = .26), for being unemployed (r = -.10), 
having younger age (r = -.13) and having a lower education (r = -.13). All of the identified risk 
factors have small to moderate effect sizes, considering the interpretation provided by 
Cohen (1988), supporting the complicated nature of intimate partner violence and the 
unlikeliness that one variable would account for a large proportion of the variance in 
explaining IPV (Stith et al., 2004).  
Stith and colleagues (2004) also report a number of possible threats to the validity of their 
results. First, it was impossible to obtain every study containing data on each of the risk 
factors. Some of these studies, when included, could have influenced results. Second, a 
number of the largest effect sizes were obtained with relatively few studies (but always with 
a minimum of four studies), which poses greater threat for bias. A third possible problem is 
the possibility of ‘file drawer bias’: studies that do not find significant results are less likely 
to be submitted (or accepted) for publication (Hunter & Schmidt, 1990; Stith et al., 2004).  A 
fourth problem is that the variability in the magnitudes of study results was often larger 
than would be expected to occur by chance (Stith et al., 2004). This might be the result of 
varying research methodologies, or might indicate that the study variables encompass one 
or more mediating variables and that several of the risk factors are likely to be correlated 
(Stith et al., 2004).  
 The study of Stith et al. (2004) had some additional limitations. Firstly, it only focused on 
physical violence, and left out psychological and sexual violence. Secondly, all studies that 
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 In Dutton’s theory (in Stith et al., 2004) there is also a fourth level, the macrosystem level. This level refers to general 
cultural values and beliefs, but this level is not used by Stith et al. (2004) because they have not included risk factors within 
this level.  
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used dating samples were excluded from the meta-analysis. This is unfortunate because a 
lot of studies on IPV are conducted with dating and/or student samples (e.g., Medeiros & 
Straus, 2007; Vagi, Rothman, Latzman, Teten Tharp, Hall, & Breiding, 2010). There seems 
to be no theoretical ground for this exclusion, and furthermore, this exclusion might have 
resulted in the loss of interesting data and might have potentially influenced the overall 
effect sizes. Even so, the number of studies would have increased, which perhaps would 
have made it possible to compute overall effect sizes for more risk factors. Thirdly, even 
though the study of Stith et al. (2004) also focused on female-to-male IPV, they could only 
compute one effect size for female offenders, thus providing limited information about risk 
factors for female-to-male IPV. Nevertheless, this study provides a solid basis for the 
identification of persistent risk factors for IPV across studies. 
3.2.2. ADDITIONAL AND SPECIFIC META-ANALYSES 
Some other meta-analyses have focused specifically on one or two risk factors, most of 
which were also included in the study of Stith et al. (2004). However, it is worthwhile to 
further discuss more recently published meta-analyses, because they include new studies in 
their analyses, and they might provide confirmation (or falsification) of the results found by 
Stith et al. (2004). Again, only formal meta-analyses will be discussed.  
In their study on the association between alcohol use/abuse and both male-to-female and 
female-to-male IPV, Foran and O’Leary (2008) included 47 separate studies of male-to-
female IPV and 8 studies of female-to-male IPV. Their results show a significant small effect 
size for male alcohol use/abuse and physical aggression (r = .23), which is similar to the 
effect size (r =.24) found in Stith et al. (2004), and a small effect size for female alcohol 
use/abuse and physical aggression (r = .14).  
Another study, conducted by Norlander and Eckhardt (2005), empirically evaluated whether 
the constructs of anger and hostility discriminated between IPV perpetrators and 
nonviolent comparison males20 and between IPV perpetrators and relationship-discordant 
nonviolent men. For 33 studies, derived from 28 independent sample populations, Cohen’s d 
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 It is important to note that all of the samples in this study were samples of men residing in North America, and did not 
include dating relationships (Norlander & Eckhardt, 2005). 
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effects were computed (Cohen, 1988), with small effect sizes ranging from d = .2 to .5, 
moderate effect sizes from d = .5 to .8 and high effect sizes are above d = .8 (Cooper, 1989; 
Norlander & Eckhardt, 2005). As a whole, there was a moderate relationship between 
anger, hostility and IPV (d=.51). The combination of effect sizes from each assessment of 
anger (d = .47) and hostility (d=.58) resulted in moderate effects. Effect sizes obtained from 
measures of hostility were significantly higher than those from anger. When evaluating the 
moderating influence of relationship distress by examining differences among IPV 
perpetrator samples and maritally distressed nonviolent samples on measures of anger and 
hostility, the nine studies included suggest that IPV perpetrators consistently report 
moderately higher levels of anger and hostility compared to relationship discordant 
nonviolent men (d =.60). Individual measures of hostility showed a moderate effect on IPV 
(d = .70) and measures of anger had a small effect on IPV (d = .28). These findings of overall 
moderate effect sizes of hostility and anger on IPV confirm the small effect size (r = .26) 
previously found by Stith et al. (2004), although this study suggests that hostility might be a 
better predictor than anger.  
In the study of Stith et al. (2004), illicit drug use had a moderate effect size (r = .31) on male-
to-female physical violence. In their sample of 96 studies, which yielded 547 reportable 
effect sizes, Moore, Stuart, Meehan, Rhatigan, Hellmuth and Keen (2008) found a mean 
overall effect size (d = .27) of drug use/abuse on partner aggression, which is considered a 
small effect using Cohen’s (1988) guidelines. Post-hoc analyses indicated that the drugs and 
intimate partner aggression relationship was significantly lower for psychological 
aggression compared to physical abuse, sexual coercion and mixed aggression (includes all 
types of IPV). However, after removing one outlying study21, the effect size for 
psychological aggression increased dramatically and even resulted in analyses showing the 
strongest effect of drug abuse on psychological aggression. When comparing the effect of 
different drug types for the different types on intimate partner aggression, cocaine seemed 
to have the strongest overall effect size (d = .38) for all types of violence (psychological, 
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 In meta-analytic studies, the homogeneity statistic Q is often used to indicate the degree of consistency of findings 
across studies (Hedges & Olkin, 1985; in Moore et al., 2008). When this homogeneity statistic is significant (p < .05), 
inconsistency or variability of effect sizes exists across studies. To derive a stable effect size, one can then use a function in 
DSTAT (a software program specifically for meta-analytic studies) that allows for removal of the largest statistical outliers, 
one at a time, until a non-significant homogeneity statistic is achieved (Moore et al., 2008). This can sometimes 
dramatically change overall effect size, as was the case for the relationship between drug abuse and psychological 
aggression.  
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physical, sexual and mixed) with effect sizes ranging from d = .39 for physical abuse (small 
effect) to d = .62 for psychological abuse (moderate effect). Men and women also seem to 
have essentially the same risk of both perpetrating aggression and being the victim of 
aggression, regardless of whether the female or male partner was the identified substance 
user (Moore et al., 2008). The study by Moore and colleagues (2008) thus in general found a 
small effect size for drugs, while Stith et al. (2004) reported a moderate effect size. 
Regardless of this difference, it appears that drugs do have some effect on the occurrence 
of IPV. 
Stith, Green, Smith and Ward (2008) used a meta-analytic review, based on 32 studies, to 
examine the specific relationship between marital satisfaction and marital discord with 
physical IPV. They found a composite effect size that indicates a small effect size (r = -.27) of 
marital satisfaction/discord on perpetration of physical IPV. No significant difference was 
found in the strength of the relationship of marital satisfaction with perpetrating IPV 
compared to marital discord. Both risk factors seem to have an equal effect on the 
occurrence of IPV perpetration. Although the effect size for the relationship between 
marital satisfaction/discord and IPV perpetration was significant for both male perpetrators 
(r = -.28) and female perpetrators (r = -.21), there is a stronger relationship between marital 
satisfaction/discord and IPV for male perpetrators than for female perpetrators. In Stith et 
al. (2004), marital satisfaction has a moderate negative effect on physical violence 
perpetration for male offenders (r = -.30) and a small effect for female offenders (r = -.25).  
The study of Stith et al. (2004) did not include posttraumatic stress disorder (PTSD) as a 
possible risk factor in their analysis. Taft, Watkins, Stafford, Street & Monson (2011) did 
conduct a meta-analytic study specifically into the relationship between PTSD and intimate 
relationship problems, among which physical aggression and psychological aggression 
perpetration. Results based on 31 studies showed that PTSD had a positive association with 
physical aggression (ρ = .31)22 and psychological aggression (ρ = .36). Using Cohen’s (1988) 
framework, these effect sizes are in the medium range of magnitude. However, the causal 
directionality of the PTSD-IPV relationship has yet to be demonstrated (Taft et al., 2011).   
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 The value ‘ρ’ refers to a true score correlation.  
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3.2.3. SUMMARY OF RISK FACTORS BASED ON META-ANALYTIC REVIEWS 
Based on the effect sizes found in these meta-analyses, the following variables can be 
considered important risk factors for IPV, especially for male-to-female physical violence: 
 Prior violence towards a partner (psychological, sexual and physical violence) 
 Drug use/abuse, especially the use of cocaine 
 Having attitudes condoning violence 
 Marital dissatisfaction, marital discord (also risk factor for female perpetrators) 
 Traditional sex-role ideology 
 Hostility 
 Anger 
 Career and life stress 
 Alcohol abuse/use (also risk factor for female perpetrators) 
 Depression 
 Posttraumatic stress disorder symptomatology 
 Jealousy 
This does not mean that these are the only factors that influence the risk of perpetrating 
IPV. This list is extremely limited. It is highly dependent on which factors researchers have 
chosen to include in their meta-analysis. Although Stith et al. (2004) have looked at several 
risk factors, methodological choices and sometimes an insufficient number of studies on a 
given factor have impacted the number of risk factors that could be included in the meta-
analytic study. The other meta-analyses were based on a choice by the researcher, because 
of certain research interests. Other factors might also turn out to be important predictors 
for IPV, but have not been the subject of a meta-analysis, for example. Also, a number of 
risk factors might also apply (or perhaps not) to female perpetrators, or in cases of 
psychological and/or sexual abuse. However, since the operationalization of IPV in these 
meta-analyses was often only limited to male perpetrators and physical violence, it is very 
difficult to make any reliable statements on the effect of these risk factors in other than 
these cases.  
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Still, this list does give an idea about which risk factors are most often studied. In daily 
practice, for example when working with couples who experience violence, these aspects 
definitely deserve extra attention, because they are empirically proven to be quite solid risk 
factors.  
4. CONSEQUENCES OF IPV  
Another topic within IPV-research deals with the possible physical and mental health 
problems that can be caused by IPV victimization. First of all, violence against one’s partner 
can result in immediate physical consequences for the victim. Contusions, abrasions, minor 
lacerations, fractures and sprains are often the consequence of a violent episode (Dutton, 
Green, Kaltman, Roesch, Zeffiro, & Krause, 2006). For female victims23, injuries to the head, 
neck, chest, breast and abdomen are the most common (Dutton et al., 2006; Muelleman, 
Lenaghan, & Pakieser, 1996).  
The aftermath of these injuries, as well as the fear and stress associated with having an 
abusive intimate partner, can also result in several health problems (Campbell et al, 2002; 
Zlotnick, Johnson, & Kohn, 2006). Different studies found that female victims of IPV 
reported much more physical complaints than women who were not victims of IPV 
(Campbell et al., 2002; Coker, Smith, Bethea, King, & McKeown, 2000), such as back pains, 
vaginal bleedings and/or infections, painful intercourse, urinary tract infections, appetite 
loss, abdominal pains (Campbell et al., 2002), disabilities preventing work, arthritis, chronic 
pains, stammering, stomach ulcers, spastic colon (Coker et al., 2000), migraines and 
frequent headaches, sexually transmitted infections, chronic pelvic pains, and digestive 
problems such as indigestion, diarrhea and/or constipation (Campbell et al., 2002; Coker et 
al., 2000). From the study of Campbell and colleagues (2002), it becomes clear that female 
victims of IPV report 50 to 70% more health problems than women who have never been a 
victim of IPV. Zlotnick et al. (2006) also conclude that women who have experienced IPV are 
at risk for long-term health problems, regardless if they are still together with their abusive 
partner or not. 
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 The studies only included female victims as respondents. This does not mean that these physical injuries do not apply to 
male victims. It only means that no statement can be made about male victims based on these studies.  
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Besides (long-term) physical problems, female victims of IPV also appear to experience 
more psychological problems than women who have never been the victim of IPV (Bonomi 
et al., 2006; Mechanic, Weaver, & Resick, 2008; Pico-Alfonso, Garcia-Linares, Celda-
Navarro, Blasco-Ros, Echeburúa & Martinez, 2006). The most studied psychological 
consequences of IPV are depression and post-traumatic stress syndrome (e.g., Bonomi et 
al., 2006; Devries et al., 2013; Graham, Bernards, Flynn, Tremblay, & Wells, 2012; Golding, 
1999; Mechanic et al., 2008; O’Campo et al., 2006; Pico-Alfonso et al., 2006; Vaeth, 
Ramisetty-Mikler, & Caetano, 2010). The longer the duration of IPV in the relationship, the 
poorer the psychological health of the victim (Bonomi et al., 2006). Different studies also 
conclude that psychological violence on itself is often enough to predict these negative 
psychological consequences (e.g., Coker et al., 2002; Mechanic et al., 2008; Pico-Alfonso et 
al., 2006), with the exception of number of suicide attempts, which was significantly higher 
for female victims of physical IPV than for female victims of psychological IPV and non-
abused women (Pico-Alfonso et al., 2006).   
Although most research on the consequences of IPV focuses exclusively on female victims, 
male victims also appear to experience negative consequences (e.g., Carbone-López, 
Kruttschnitt, & Macmillan, 2006; Coker et al., 2002; Devries et al., 2013; Reid, Bonomi, 
Rivara, Anderson, Fishman, Carrell, & Thompson, 2008). Coker and colleagues (2002) found 
that both male and female victims of IPV were at a higher risk of current poor health, 
depressive symptoms, substance use, injuries and developing chronic (mental) illnesses. 
Even though research on consequences for male victims is still scarce, the consequences of 
IPV on the health of male victims cannot be overlooked. 
4.1. ENDING IPV 
Less than half of the female victims of IPV leave their abusive partner at one point. 
However, when they do, about 70% of them eventually return to their partner (Levett & 
Johnson, 1997; Wuest & Merritt-Gray, 2008). It is estimated that at least one third of women 
in shelters return to their abusive partner after leaving the shelter, and that about 60% of 
women return to the shelter within two months after their prior stay in the shelter (Brown, 
1997; Snyder & Fruchtman, 1981). Zlotnick and colleagues (2006) found in their study with 
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3,173 married or cohabiting women that of all the women who reported IPV (n = 148) in the 
beginning of the study, 57.4% (n = 84) of them were still with their partner at the follow-up 
five years later. Also, not all violence necessarily ends when the relationship is terminated 
(Kurz, 1996). On the contrary, the violence can even increase after separation (Wuest & 
Merritt-Gray, 2008). 
Research into ending IPV is, especially in comparison with research on risk factors, rather 
scarce. Two possible roads are studied in ending IPV, namely leaving a violent relationship 
on the one hand and the cessation of IPV in the relationship on the other hand. 
4.1.1. LEAVING A VIOLENT RELATIONSHIP 
Victims of IPV, who want to get out of a violent relationship, are confronted with a number 
of difficulties that can be external as well as internal (Brown, 1997; Schurman & Rodriguez, 
2006). Possible external obstacles are limited financial possibilities, a lack of cheap housing 
accommodations and a heightened concern for personal safety (Anderson & Saunders, 
2003; Hien & Ruglass, 2008; Schurman & Rodriguez, 2006). There are also internal 
psychological, or intra-psychological, barriers that victims have to overcome to decide to 
(definitively) leave their violent partner (Schurman & Rodriguez, 2006). For example, the 
greater the degree of commitment/investment of victims into their relationship (time, 
effort, financial means, legal commitments or love for the partner), the less they choose to 
end the relationship (Anderson & Saunders, 2003). For an extensive review about factors 
that influence the choice to stay with or leave a violent partner (nature of the violence, 
history of previous violence victimization, social-psychological factors, external means, 
previous coping-strategies), we refer to Anderson & Saunders (2003).  
There are different theories and models that can be used to explain the process of leaving. A 
first model is the ‘investment model’ (Rusbult, 1980). This model states that the decision of 
an individual to leave a violent relationship is primarily influenced by the deliberation of the 
perceived advantages and disadvantages of the current relationship as opposed to the 
perceived ‘standard’ for relationships (Strube, 1988). The decision to leave is as such based 
on a cost-benefit analysis of the victim. Truman-Schram, Cann, Calhoun & Vanwallendael 
(2000), however, found that this model could not distinguish between individuals who 
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choose to stay versus individuals who leave. A second possible theory is the theory of the 
learned helplessness. This model was first applied to female victims of IPV by Walker (1977, 
1979). This theory starts from the assumption that women learn not to expect their reaction 
to have the desired effect, since previous efforts they undertook proved to be unsuccessful. 
When attempts to improve or end the relationship are not positively rewarded, these 
women will ascribe this trend to certain qualities depending on their attribution style. 
Women who attribute their lack of success to own internal and stable characteristics will be 
more inclined to go to a state of learned helplessness and hopelessness, which is 
consequently related to depression and a decreased motivation to leave a violent 
relationship (Strube, 1988; Schurman & Rodriguez, 2006). However, not all women remain 
passive as an answer to the violence of their partner. Empirical evidence is found that 
victims use an array of strategies to stop, prevent or escape from the violence (e.g., 
Follingstad, Hause, Rutledge, & Polek, 1992), indicating that women are active participants 
in the process to assure safety for themselves and their families (Goodman, Dutton, 
Weinfurt, & Cook, 2003). A third and much applied model is the transtheoretical model of 
behavior change by Prochaska & DiClemente (1984). Originally designed to capture the 
process of quitting an (smoking)addiction, this model is now also used on a variety of other 
processes of behavioral change (Schurman & Rodriguez, 2006), such as research into IPV 
(e.g., Alexander, Tracy, Radek, & Koverola, 2009; Brown, 1977; Burke, Denison, Gielen, 
McDonnell, & O’Campo, 2004; Babcock, Canady, Senior, & Eckhardt, 2005; Burke, Gielen, 
McDonnell, O’Campo, & Maman, 2001; Edwards et al., 2006; Frasier, Slatt, Kowlowitz, & 
Glowa, 2001; Khaw & Hardesty, 2007, 2009; Schurman & Rodriguez, 2006; Zink, Elder, 
Jacobson & Klostermann, 2004). Applied to the problem of IPV, with the ending of IPV or 
the violent relationship, this model states that change is a process in which a person has to 
pass through five stages (Schurman & Rodriguez, 2006). The first stage, the initiating phase, 
is called the ‘precontemplation-phase’, in which the person does not recognize the violence 
as a problem and does not want change. In the next phase, the ‘contemplation-phase’, the 
person begins to recognize the violence as a problem and starts to think about the benefits 
and disadvantages of change. In the third phase, the ‘preparation-phase’, the person fully 
recognizes the violence as a problem and is actually planning to change the situation. In a 
fourth phase, the ‘action-phase’, the person designs a plan and is actively working on 
implementing changes in order to end the violence. In the fifth and final phase, the 
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‘maintenance phase’, the person undertakes steps to prevent returning to the violent 
situation. This model thus tries to capture the process of leaving a violent relationship, and 
research confirms that the model ‘fits’ the processes that women undergo when deciding to 
leave (Burke et al., 2001, 2004; Khaw & Hardesty, 2007). However, it has one important 
limitation when applied to IPV (Khaw & Hardesty, 2009). The original model or Prochaska & 
Diclemente (1984) focuses on the process of an individual in changing his/her own behavior 
(e.g., quitting smoking) and thus does not incorporate the relational dimension in which the 
problem of IPV is embedded. This dimension possibly plays a major role in the process of 
ending a violent relationship. The choice to leave a violent partner is possibly also 
influenced by individual family members, but for example also by family structures (e.g., 
presence of children, cultural attitudes of the family …) (Khaw & Hardesty, 2009).   
4.1.2. CESSATION OF VIOLENCE IN A RELATIONSHIP 
A general assumption is that violence in relationships is a constant that does not end until 
the relationship ends. However, some violent relationships do appear to move towards a 
non-violent relationship (Bell, Goodman, & Dutton, 2007; Campbell, Rose, Kub, & Nedd, 
1998). Nonetheless, the intended outcome of many intervention programs still entails 
ending the violent relationship. 
Based on a qualitative, feminist, grounded theory study with 27 female respondents, Wuest 
& Merritt-Gray (2008) designed a theory with regard to change within the violent 
relationship. The theory, called ‘shifting the pattern of abusive control’, contains three steps 
that women gradually go through in regaining control over their life and their relationship 
(Wuest & Merrit-Gray, 2008). The first phase is ‘counteracting abuse’ and contains three 
sub-processes: ‘minimizing’, ‘fortifying’ and ‘breaking free’. The second phase is ‘taking 
control’ and involves the sub-processes ‘limiting’, ‘building personal power’ and 
‘renegotiating the relationship’. The final phase, ‘living differently’, contains the sub-
processes ‘interrupting previous patterns’, ‘securing personal power’, and ‘reconfiguring the 
relationship’. Table 1 gives an overview of these three phases and their sub-processes, 
accompanied with short descriptions. 
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TABLE 1: (SUB) PROCESSES OF SHIFTING THE PATTERN OF ABUSIVE CONTROL 
(Sub) processes Description 
 
1. Counteracting 
abuse 
 
Actively struggling to survive day-to-day while exploring ways 
to change, avoid, and/or escape the oppressive behavior 
Minimizing Reducing the intensity and frequency of abusive episodes by doing 
what the partner wants, being careful and fighting back 
Fortifying Efforts to improve day-to-day lives by cautiously opening up to 
others, finding comfort (e.g., in individual activities), and engaging 
in work, education or community 
Breaking free Considering options and beginning to disengage from the abusive 
relationship, which is often characterized by leaving the partner 
for short periods (and to then also return) 
 
2. Taking control 
 
Initiating action to shift the power in the relationship such that it 
is more consistent with the women’s growth in capacity and 
confidence 
 
Limiting Setting and enforcing boundaries on partner behavior (by 
threatening, asserting and physically separating from the partner) 
Building personal power Purposefully acquiring new personal capacities and resources to 
facilitate taking and maintaining control 
Renegotiating the 
relationship 
Agreeing on and living by new standards (not only about the 
violence, but about the entire relationship) 
 
3. Living differently 
 
Honing the shift in the relationship and investing (in varying 
degrees) in the relationship, which eventually leads to a decision 
about the sustainability of the relationship 
Interrupting previous 
patterns 
Emphasizing new expectations and developing more constructive 
patterns of mutual interaction by vigilant enforcing, and defusing 
triggers 
Securing personal power Entrenching and strengthening economic independence and 
personal growth to sustain the altered relationship dynamic into 
the future 
Reconfiguring the 
relationship 
Grounding interactions in the tentative standards reach in 
renegotiation, not only for the present but also into the future 
Source: Wuest & Merritt-Gray, 2008 
The final phase, ‘living differently’, manifests on a continuum of ‘coexisting’ or ‘reinvesting’, 
depending on the degree to which both partners are willing to engage in a  non-violent 
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relationship. Coexisting is living separately together, with the partner abiding by the 
conditions that were negotiated, but with little work on improving the general relationship 
quality. Reinvesting involves, besides putting a stop to the violence, additional rebuilding of 
the relationship by both partners to improve relationship quality. 
5. TO CONCLUDE…  
The state of the art in research on IPV shows that a lot of work has already been done in 
trying to understand the phenomenon of intimate partner violence. The overview clearly 
illustrates the pervasiveness of the problem and the myriad of factors that can increase the 
risk of IPV in the relationship. However, the focus has been predominantly on individual risk 
factors of IPV. Meta-analytic reviews identify several of these, mostly individual, risk 
factors, all with small to moderate effects on the occurrence of IPV: prior violence towards a 
partner, drug (ab)use, attitudes condoning violence, relationship dissatisfaction, traditional 
sex-role ideology, hostility, anger, stress, alcohol (ab)use, depression, PTSD symptoms, and 
jealousy (Foran & O’Leary, 2008; Moore et al., 2008; Norlander & Eckhardt, 2005; Stith et 
al., 2004, 2008; Taft et al., 2011). Although these have brought some clarity to the 
phenomenon of IPV, these individually focused risk factors do not capture the process of 
social interaction between the individuals within a given relationship (Bartholomew & 
Allison, 2006; Capaldi & Kim, 2007). Understanding the dynamics that are at play between 
partners of a couple might add to the understanding of IPV (Jaspaert & Vervaeke, 2014). 
This is of upmost importance, since the literature has also shown that much of the IPV is 
perpetrated by both partners in the relationship (i.e., is bidirectional) and that many couples 
stay together, despite experiencing violence in their relationship, with the hope that the 
violence will end. 
Some research has already been conducted on more contextual risk factors of IPV, such as 
the pairing of partners’ adult attachment styles (e.g., Allison, Bartholomew, Mayseless, & 
Dutton, 2008; Bond & Bond, 2004; Doumas, Pearson, Elgin, & McKinley, 2008; Wilson, 
Gardner, Brosi, Topham, & Busby, 2013) and the demand/withdraw interaction pattern 
(e.g., Babcock, Waltz, Jacobson, & Gottman, 1993; Berns, Jacobson, & Gottman, 1999; 
Christensen & Heavey, 1990; Holtzworth-Munroe, Smutzler, & Stuart, 1998; Schrodt, Witt, 
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& Shimkowski, 2014). Concerning the attachment styles, couples who have a combination 
of two insecure attachment styles are generally more at risk of perpetrating male and 
female IPV, than couples who have an insecure/secure and secure/secure attachment style 
combination24. Furthermore, the most dangerous combination appears to be an anxiously 
attached female partner with an avoidant (dismissive) male partner (Bond & Bond, 2004; 
Doumas et al., 2008), with these couples being nine times more likely to report IPV than 
couples with other attachment combinations (Bond & Bond, 2004). It is assumed that there 
is a strong relation between an individual’s early attachment experiences as an infant and 
his or her later romantic attachment style as an adult (Holtworth-Munroe, Stuart, & 
Hutchinson, 1997). As a consequence, an adult’s attachment style is difficult to change and 
hence, although useful for risk assessment (Wilson et al., 2013), less easy to work on in 
prevention, intervention and treatment settings for IPV (Bell & Naugle, 2008). Especially in 
working with couples who want to stay together, one can identify the attachment styles of 
both partners (and thus establish the ‘toxicity’ of the combination) and increase each other’s 
awareness about the elements that characterize such an attachment style, but it will be very 
difficult for partners to actually change their attachment-based behavior in their 
interactions. The other contextual factor, the demand/withdraw mechanism, is an 
interaction pattern in which the demanding partner tries to discuss conflictual issues and 
criticizes or demands change, whereas the other partner withdraws through silence, 
defensiveness, or refusal to discuss the issue (Jaspaert & Vervaeke, 2014; McGinn, 
McFarland, & Christensen, 2009). This interaction pattern is found often in distressed 
couples and is a known predictor of negative relational outcomes, such as marital 
dissatisfaction, divorce, negative affect, depression (e.g., Caughlin & Huston, 2002; 
Christensen & Heavey, 1990; Christensen & Shenk, 1991; Eldridge, Sevier, Jones, Atkins, & 
Christensen, 2007; Givertz & Safford, 2011; Verhofstadt, Buysse, De Clercq, & Goodwin, 
2005), and intimate partner violence (e.g., Babcock et al., 1993; Berns et al., 1999; Feldman 
& Ridley, 2000; Holtzworth-Munroe et al., 1998; Sagrestano, Heavey, & Christensen, 1999). 
Moderate (to high) correlations are reported between the demand-withdraw interaction 
                                                             
24
 For relational violence, there are significant differences between the insecure/insecure, the insecure/secure, and the 
secure/secure couples in terms of frequency of male and female IPV perpetration. For physical /sexual violence there is no 
significant difference between the insecure/insecure and insecure/secure couples. They both differ significantly from the 
secure/secure couples (Wilson et al., 2013). 
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patterns25 and physical and psychological/verbal IPV (Babcock et al., 1993; Sagrestano et al., 
1999), and the demand-withdraw pattern seems to be able to explain around 5 to 8% of the 
variance in IPV (Feldman & Ridley, 2000)26. This pattern is characterized by discrepant 
desires for intimacy: one partner (the demander) wants greater intimacy, whereas the other 
partner (the withdrawer) wants greater independence (Berns et al., 1999; Christensen, 
1988; Holtzworth-Munroe et al., 1998; Jaspaert & Vervaeke, 2014). A concept that is also 
based on the notion of discrepant desires of, and between, two dyad members is the 
concept of the disconfirmation hypothesis (Goldstein, 1962). However, this disconfirmation 
hypothesis is not limited to the study of discrepancies in intimacies, but can be applied on a 
variety of possible discrepancies. In the next chapter, this disconfirmation hypothesis will be 
investigated further. 
  
                                                             
25
 Sometimes, a specific distinction is made between husband demand/wife withdraw, and wife demand/husband 
withdraw patterns. 
26
 It should be noted, however, that the findings on the ability of the demand-withdraw pattern to predict IPV perpetration 
are not unequivocal. Feldman and Ridley (2000) found that their groups of men who perpetrated IPV (in various frequency 
and severity) reported significantly more mutual avoidance and more male demand/partner withdraw than their non-
violent group of men, and that this explained between 5 to 8% of the variance. They only found an increased partner 
demand/partner withdraw pattern for high-severity violent men compared to non-violent men. In the studies of Babcock 
and colleagues (1993) and Holtzworth-Munroe and colleagues (1998), results indicated that the husband demand/wife 
withdraw pattern was higher for couples with male violence than for both distressed and non-distressed non-violent 
couples, but that the wife demand/wife withdraw pattern was equally high for distressed violent couples and distressed 
non-violent couples compared to non-distressed non-violent couples, suggesting that this pattern has more to do with 
marital distress than with domestic violence (Babcock et al., 1993). The article of Sagrestano and colleagues (1999) is 
ambiguous. They state in their abstract that their regression analyses showed an association between husband 
demand/wife withdraw and husband’s use of verbal aggression, and between wife demand/husband withdraw and 
husband’s verbal aggression and violence and wife’s violence. However, in their ‘results’ section, only a significant 
association for husband demand/wife withdraw and husband’s verbal aggression is reported in the regression analyses. 
They then note in a footnote that they conducted similar regression analysis with a self-report measure for the demand-
withdraw patterns instead of an observational measure, and that they also found associations wife demand/husband 
withdraw and husband’s verbal aggression and violence and wife’s verbal aggression. No further information (or 
coefficients) is given about this analysis, which makes the interpretation of these results very difficult.   
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I I .  T H E  C O N C E P T  O F  D I S C O N F I R M A T I O N  
In our quest of finding a mechanism that would be able to capture the dynamics in intimate 
relationships and that could explain the mutual influence that intimate partners exert on 
each other, we have come across the concept of ‘disconfirmation’. Although many different 
names are used, as will be evident later on in this chapter, the term ‘disconfirmation 
hypothesis’ will be what we will eventually call it throughout the rest of this dissertation. 
The disconfirmation hypothesis stems from the observation that expectations, ideals, 
and/or desires shape our experiences and perceptions, and are as such determinants of 
human behavior (Goldstein, 1962; Greenberg, Constantino, & Bruce, 2006; Tracey & 
Dundon, 1988; Vervaeke, 1994). The general assumption of the hypothesis is that when 
these expectations, ideals, and/or desires are not realized – or ‘disconfirmed’ - in some 
actual situation, this will generate a negative effect.   
Disconfirmation has been conceptualized and studied in many different ways. Michalos 
(2003) used the denominator “gap-theoretical explanations” to refer to the totality of 
theories that try to explain some outcome affect in terms of the perceived gap (discrepancy) 
between one thing and another. He identified six separate species of gap-theoretical 
hypotheses (Michalos, 2003): 
(a) Goal-achievement gap theory: the perceived gap between what one actually has and 
what one wants to have, desires, prefers to have, needs; 
(b) Ideal-real gap theory: the perceived gap between what one actually has and what is 
ideal, desirable, or preferable; 
(c) Expectation-reality gap theory: the perceived gap between what is the case now and 
what one expects or expected to be the case (based on personal likelihoods or 
probability estimates); 
(d) Previous-best comparison theory: the perceived gap between what one has now and 
the best one has ever had in the past; 
(e) Social comparison theory: the perceived gap between what one has and what some 
relevant other person or group has; 
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(f) Person-environment-fit theory: residual class involving the perceived gap between 
some personal attribute of a subject and some attribute of that subject’s 
environment. 
The first two gap theories are similar because they both match something descriptive with 
something that is far less descriptive (desires, ideals, …), but are different because the ‘goal’ 
in the first theory is person-oriented (i.e., it is what is best for that particular person, given 
that person’s preferences and wants), whereas the ‘ideal’ in the second theory is general 
(i.e., it is what is best for any and every person) (Michalos, 2003). The third gap theory 
differs from the first two in that both sides of the gap are descriptive: the ‘expectation’ is 
based on probability, not on desirability or preference (Michalos, 2003).  
In what follows, we will focus primarily on literature that can be categorized in these first 
three gap theories. However, it will become clear that there is quite a lot of conceptual 
confusion and lack of clarity when it comes to using terms as expectations, ideals, and 
preferences, and thus, that it is very difficult to allocate all the different theories that will be 
discussed to their respective gap theory category. Therefore, we will not use this 
categorization in this chapter, but we will categorize the different theories based on their 
use in a specific research domain. In discussing these theories, we will take over the 
terminology that is used by that specific theory. Afterwards, an extensive consideration of 
the conceptual and theoretical difficulties within research on disconfirmation will be 
discussed, as it will be clear that this is highly needed.  
As mentioned already, the disconfirmation hypothesis has been explored, in one way or 
another, in many different research domains. The first research domain that will be 
discussed is the research on the self, in which we will elaborate on one specific theory: self-
discrepancy theory (Higgins, 1987). The second research domain concerns communication 
research. There, two theories will be described that consider the violation of expectations as 
an important factor in determining communication behavior. These theories are the 
Expectation Violations Theory (EVT; Burgoon & Hale, 1988) and the Interaction Adaptation 
Theory (IAT; Burgoon, Stern, & Dillman, 1995). The third research domain comprises 
research on intimate dyads. Within this domain, the Ideal Standards Model (Fletcher & 
Simpson, 2000), the Violated Expectations Framework (e.g., Hackel & Ruble, 1992), and a 
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more diverse line of studies concerning role consensus or partner similarity (e.g., Bahr, 
Chappell, & Leigh, 1983) will be discussed.  
1. DISCONFIRMATION OF THE SELF: SELF-DISCREPANCY 
THEORY 
In the history of psychology, the concept of the ‘self’, and more specifically the presence of 
‘internal conflict’, has received a lot of attention from such psychologists as Freud, James, 
Mead, and Rogers (Higgins, Klein, & Strauman, 1985; Pavot, Fujita, & Diener, 1997). The 
general premise in these studies is that people possess a combination of self-beliefs that 
constitute the ‘working self-concept’ (Gonnerman, Parker, Lavine, & Huff, 2000). People 
also tend to set standards for themselves that they want to achieve. When their actual self – 
or self-concept – fails to live up to these standards, people will experience negative affect 
(Scott & O’Hara, 1993). It is widely accepted that people who hold conflicting or 
incompatible self-beliefs (i.e., when their self-concept is incompatible with some self-
standard) will experience some kind of discomfort or negative emotion (Higgins, 1987; 
Tangney, Niedenthal, Covert, & Barlow, 1998). Mostly, the emotional consequences of 
these discrepancies in self-beliefs have been described in very general terms (Higgins, 1987). 
One theory that tries to predict which kind of negative emotion will be induced by a 
particular type of belief incompatibility is the self-discrepancy theory (SDT; Higgins, 1987; 
Higgins, Klein, & Strauman, 1985).  
1.1. THE BASICS OF THE SELF-DISCREPANCY THEORY 
The self-discrepancy theory (SDT) postulates that people have different kinds of self-
images or self-state representations (Higgins, 1987). The theory identifies six different self-
state representations, based on three basic domains of the self and two standpoints on the 
self (Higgins, 1987; Higgins, Klein, & Strauman, 1985; Higgins, Bond, Klein, & Strauman, 
1986).  
The three basic domains of the self are: (a) the ‘actual’ self, which is your representation of 
the attributes that someone (yourself or another) believes you actually possess; (b) the 
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‘ideal’ self, which is your representation of the attributes that someone (yourself or another) 
would like you, ideally, to possess (i.e., represents someone’s hopes and wishes); and (c) the 
‘ought’ self, which is your representation of the attributes that someone (yourself or 
another) believes you should or ought to possess (i.e., represents someone’s obligations or 
responsibilities) (Higgins, 1987; Higgins et al., 1985, 1986). 
The domains of the self can be judged from two different points of views, or standpoints 
(Higgins, 1987; Higgins et al., 1985, 1986): (a) your ‘own’ personal standpoint, and (b) the 
standpoint of some significant ‘other’ (e.g., mother, partner …). People can possess self-
state representation from multiple significant others, as well as their own (Higgins, 1987). 
The combination of these three domains of the self and the two standpoints on the self 
leads to six basic types of self-state representations (Higgins, 1987):  
(a) the ‘actual/own’: represents  the attributes you think you actually possess 
(b)  the ‘actual/other’: represents the attributes that (you think) someone else thinks you 
actually possess 
(c) the ‘ideal/own’: represents the attributes that you would like to ideally possess 
(d)  the ‘ideal/other’: represents the attributes that (you think) someone else would like 
you to ideally possess 
(e) the ‘ought/own’: represents the attributes that you think you should possess 
(f) the ‘ought/other’: represents the attributes that (you think) someone else thinks you 
should possess 
The first two self-state representations (actual/own and actual/other), and especially the 
actual/own representation, are what constitute a person’s ‘self-concept’. The four other self-
state representations (ideal/own, ideal/other, ought/own, ought/other) are called ‘self-
guides’, or self-directed standards for being (Higgins, 1987; Higgins et al., 1986). According 
to the SDT, people compare their self-concept to specific self-guides and are motivated to 
reach a condition of congruency between the self-concept and the self-guide (Higgins, 
1987). There are individual differences as to which self-guide is (most) important to meet 
(Higgins, 1987; Higgins et al., 1986). When people fail to achieve a match between self-
concept and self-guide, discrepancy occurs, which will lead to a negative psychological 
situation (Higgins, 1987; Higgins et al., 1986).  
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1.2. SPECIFIC CONSEQUENCES FOR SPECIFIC SELF-DISCREPANCIES 
When discrepancy exists between the self-concept and a self-guide, a negative 
psychological situation will occur, depending on which relation between self-concept and 
specific self-guide is at play (Higgins, 1987; Higgins et al., 1986). The self-discrepancy theory 
posits that there are two basic kinds of negative psychological situations: either the absence 
of a positive outcome or the presence of a negative outcome (Higgins, 1987). Both 
outcomes are associated with different kinds of emotional states: the absence of positive 
outcomes will be associated with dejection-related emotions, such as dissatisfaction, 
disappointment, or sadness; the presence of negative outcomes will be associated with 
agitation-related emotions, such as fear, threat, or edginess (Higgins, 1987).  
Different kinds of negative psychological situations will be induced by different self-
discrepancies (i.e., the discrepancy between the actual/self, or the self-concept, and the 
ideal and/or ought self-guides, from both the own and other standpoint). There are four 
different types of self-discrepancies, all with their specific induced emotional states 
(Higgins, 1987; Higgins et al., 1985, 1986). 
The first possible relation is between ‘actual/own’ and ‘ideal/own’. If this relation is 
discrepant, the actual attributes you think you possess do not match the ideal attributes you 
wish to possess. This discrepancy represents the absence of positive outcomes; you are not 
able to fulfill your own desires (Higgins, 1987; Higgins et al., 1985, 1986). People that have 
this discrepancy will be vulnerable to dejection-related emotions, specifically to feelings of 
disappointment and dissatisfaction, since these emotions are associated with people who 
believe that their personal hopes and wishes have been unfulfilled (Higgins, 1987). The 
motivational nature of this discrepancy suggests that it is also associated, to a lesser 
degree, with frustration-related emotions, such as conflict, aggressive impulses and anger 
towards others (Higgins et al., 1985). 
A second possible relation is between ‘actual/own’ and ‘ideal/other’. If this relation is 
discrepant, the actual attributes you think you possess do not match the ideal attributes 
that you believe someone else would like you to have. This discrepancy also represents the 
absence of positive outcomes, since you are not able to fulfill a significant other’s hopes and 
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wishes (Higgins, 1987; Higgins et al., 1985, 1986). People with this kind of discrepancy will 
be vulnerable to dejection-related emotions, and specifically to shame, embarrassment and 
feeling downcast, because these emotions are associated with people who believe that they 
have lost standing or esteem in the opinion of others (Higgins, 1987). The motivational 
nature of this discrepancy suggests that it is also associated with feelings of concern over 
losing the affection of others (Higgins, 1987). 
A third relation is the one between ‘actual/own’ versus ‘ought/other’. In this case, 
discrepancy means that the actual attributes that you think you possess do not match the 
attributes you think someone else thinks you should, or are obliged to, possess. Discrepancy 
then represents the presence of negative outcomes, namely the expectation of punishment 
(Higgins, 1987; Higgins et al., 1985, 1986). People with this type of discrepancy are 
vulnerable to agitation-related emotions, specifically fear and feeling threatened, since 
these emotions occur when danger or harm is anticipated. The motivational nature of this 
discrepancy suggests that it is also associated with feelings of resentment (Higgins, 1987).  
A fourth and final possible relation is between ‘actual/own’ versus ‘ought/own’. If this 
relation is discrepant, the actual attributes you think you possess do not match the 
attributes you feel you are obliged to possess. This discrepancy also represents the presence 
of a negative outcome, i.e., a readiness for self-punishment (Higgins, 1987; Higgins et al., 
1985, 1986). People will then be vulnerable to agitation-related emotions, specifically guilt, 
self-contempt and uneasiness, since these emotions occur when people believe they have 
transgressed a personally accepted moral standard (Higgins, 1987). The motivational nature 
of this discrepancy suggests that it is also associated with feelings of moral worthlessness or 
weakness.  
1.3. AVAILABILITY AND ACCESSIBILITY AS MODERATORS 
People can possess one or more of these self-discrepancies (or none), but not all the 
discrepancies will be equally active or equally likely to induce discomfort (Higgins, 1987). 
This will depend on the availability and the accessibility of the particular self-discrepancy. 
How available a self-discrepancy is, depends on the magnitude of the self-discrepancy, or 
the extent to which the attributes of two conflicting self-state representations differ from 
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each other (Higgins, 1987; Higgins et al., 1986). Subsequently, the greater the magnitude, 
the greater the intensity of the discomfort (Higgins, 1987). The accessibility of an available 
self-discrepancy depends on how recently and how frequently the construct has been 
activated. Not all inconsistencies in someone’s belief system will be salient. A lot of them 
will lie dormant, and will not cause discomfort (Higgins, 1987).   
1.4. EMPIRICAL EVIDENCE 
A number of studies have confirmed the general hypothesis of the self-discrepancy theory 
that actual-ideal discrepancies are uniquely related to dejection-related emotions, and to a 
lesser degree to frustration-related emotions, and that actual-ought discrepancies are 
uniquely related to agitation-related emotions (e.g., Carver, Lawrence, & Scheier, 1999; 
Harrison, 2001; Higgins, 1987; Higgins et al., 1985, 1986; Strauman, 1989; Strauman & 
Higgins, 1987; Strauman, Vookles, Berenstein, Chaiken, & Higgins, 1991). Evidence has also 
been presented for the specific associations between the four types of self-discrepancies 
and their predicted negative emotional consequences (e.g., Fairbrother & Moretti, 1998; 
Higgins, 1987; Strauman & Higgins, 1987). These findings suggest that the self-discrepancy 
theory has good discriminant validity.  
However, there are also other studies that are more equivocal about the theory’s validity.  
Some studies find evidence for a general relationship between self-discrepancy and 
negative emotional states, but fail to find evidence for the specificity of these relations (e.g., 
Ozgul, Heubeck, Ward, & Wilkinson, 2003; Tangney et al., 1998). Others find evidence for 
the actual-ideal self-discrepancy and dejection-related emotions, but not for actual-ought 
self-discrepancy and agitation-related emotions (e.g., Bruch, Rivet, & Laurenti, 2000; 
Gramzow, Sedikides, Panter, & Insko, 2000; Heppen & Ogilvie, 2003), or find that actual-
ideal discrepancies predict both dejection- and agitation-related emotions, while actual-
ought discrepancies predict neither (e.g., Szymanski & Cash, 1995). Some find no difference 
in self-discrepancies between groups who exhibit the studied emotional states (e.g., 
depressive patients, anxious patients) and a normal control group (e.g., Scott & O’Hara, 
1993). Still others find no unique relations at all between specific self-discrepancies and 
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emotional states (e.g., Phillips & Silvia, 2005; Phillips, Silvia, & Paradise, 2007; Polasky & 
Holahan, 1998; Rodebaugh & Donahue, 2007).  
In addition to some studies finding no associations between specific self-discrepancies and 
their respective hypothesized negative emotional affects, some authors have also raised 
questions with regard to the intercorrelations between the different self-discrepancies (e.g 
Phillips & Silvia, 2005; Szymanski & Cash, 1995; Tangney et al., 1998). Indeed, most studies 
find moderate to high intercorrelations, with a range between r = .23 and .83 (e.g., Boldero 
& Francis, 1999, 2000; Bruch et al., 2000; Heppen & Ogilvie, 2003; Higgins, 1987; Higgins et 
al., 1985, 1986; Polasky & Holahan, 1998; Szymanski & Cash, 1995). Some of them conclude 
from this that the different self-discrepancies do not represent distinct constructs as the 
self-discrepancy theory postulates, but are rather all part of a more general type of self-
discrepancy (e.g., Phillips & Silvia, 2005; Tangney et al., 1998; Szymanski & Cash, 1995). 
However, according to Higgins and colleagues (1985) these high correlations are not 
surprising, given that all of the self-discrepancies contain a common variable – the 
actual/own self-concept. 
Also, in a specific response to the failure of one of the studies to find confirming evidence 
for the self-discrepancy theory (i.e., Tangney et al., 1998), Higgins (1999) suggested that 
this is due to the fact that these type of studies mistakenly assume that SDT postulates that 
these effects should always occur. He feels that research should shift from the question “Is 
there an effect?”, for which Higgins (1999) feels sufficient evidence has been found to 
confirm this question, to the second-generation question of “When is there an effect?”. He 
argues that there are four important variables that moderate the likelihood of finding 
unique discrepancy-emotion relations: finding the hypothesized relations is more likely 
when the magnitudes of the self-discrepancies are sufficiently great to detect the emotions 
being examined, when a self-discrepancy is accessible, either momentarily or chronically, 
when self-discrepancies are applicable or relevant in a current context, and when self-
discrepancies are important to the individual (Higgins, 1987). It might be possible that none 
of these moderating variables were salient in Tangney et al.’s (1998) study (or other studies 
for that matter), reducing the likelihood of finding unique relationships (Higgins, 1999). 
Empirical support for these moderators has been found (e.g., Boldero & Francis, 1999, 2000; 
Boldero, Moretti, Bell, & Francis, 2005; Harrison, 2001; Heine & Lehman, 1999; Higgins et 
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al., 1985; Higgins et al., 1986; Higgins, Roney, Crowe, & Hymes, 1994; Higgins, Shah, & 
Friedman, 1997; Gonnerman et al., 2000). Thus, if no (unique) relationships are found, it 
might be because the moderators are not triggered.  
To conclude, although there is some debate as to whether specific self-discrepancies can 
predict specific emotional effects, it is generally accepted that self-discrepancy in general 
indeed has a negative emotional effect. The self-discrepancy that seems most predictive is 
the actual-ideal self-discrepancy rather than the actual-ought self-discrepancy. It appears 
that the inconsistency between one’s actual and ideal self-view can predict a variety of 
negative emotions.  
1.5. ADDING ANOTHER SELF-GUIDE: THE UNDESIRED SELF 
Both the ideal and ought self-guides proposed by Higgins’ (1987) self-discrepancy theory 
are positively framed. That is, they represent what we aspire to achieve; they are desired 
comparison points for our self-concept (Carver et al., 1999). However, some authors argue 
that people also possess a negatively framed self-guide, which Ogilvie (1987) has called ‘the 
undesired self’. This self-guide represents the self at its worst (Heppen & Ogilvie, 2003; 
Phillips et al., 2007). It refers to the type of person or a set of qualities we want to avoid 
becoming, or are afraid of possibly becoming (Carver et al., 1999; Ogilvie, 1987).   
There is some debate as to the position of the undesired self with regard to the ideal and 
the ought self. According to Ogilvie (1987), self-theorists have always implicitly assumed 
that the self is dichotomous with the actual self being the opposite of the ideal self. 
However, Ogilvie (1987) argues, the more logical rival of the ideal self is the un-ideal, or 
undesired, self. In his study, Ogilvie (1987) found that, while both actual/ideal and 
actual/undesired self-discrepancies uniquely predicted life satisfaction27, the distance 
between the actual and the undesired self was a far better predictor. Thus, the closer a 
person is to their undesired self, the less satisfied he or she is. Furthermore, the undesired 
self appeared to be more experienced-based and less conceptual than the ideal self (Ogilvie, 
1987). The ideal self is often abstract, perfectionistic and comprised of unattainable goals 
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 Since he assumed that the undesired self would be related to the ideal self, and not the ought self, Ogilvie (1987) did not 
include the ought self in the analyses. 
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(Phillips et al., 2007), whereas the undesired self is more based on concrete self-images that 
resort from own past experiences or unwanted emotions (Ogilvie, 1987; Phillips et al., 2007). 
This might make the undesired self more ‘applicable’ as a standard, as the ideal self is more 
difficult to actualize (Ogilvie, 1987; Phillips et al., 2007). Phillips, Silvia, and Paradise (2007) 
even found that only discrepancies from the undesired self significantly predicted negative 
affect, whereas the actual/ideal (and actual/ought) discrepancy did not28. 
In contrast, Carver et al. (1999) argue that the undesired self, or as they have termed ‘feared 
self’29, is more similar to the ought self, because they share the same underlying 
motivational force. To obtain congruence between the self-concept and the positive self-
guides, Higgins and his colleagues have stated that behavior to do so might be approach- or 
avoidance based (i.e. focused on positive goals, or focused on avoiding negative 
occurrences respectively) (Higgins & Tykocinski, 1992). Thus, self-discrepancies can 
motivate a person to either approach positive goals or avoid negative situations, such as 
punishment (Carver et al., 1999). In addition, actual-ought discrepancies seem to elicit 
predominantly avoidance motives, whereas actual-ideal discrepancies evoke predominantly 
approach motives (e.g., Higgins & Tykocinski, 1992; cfr. infra). Carver et al. (1999) postulate 
that, similar to the ought self, the undesired self is also avoidance-motivated. That is, 
people are motivated to avoid the negative situation of becoming like their undesired self. 
In their study, however, Carver and colleagues (1999) did find that the undesired self was 
about equally correlated with ought discrepancy (r = -.32) and ideal discrepancy (r = -.29). 
Their results indicate that both the actual/undesired and actual/ideal self-discrepancies 
uniquely predicted dejection-related affects (depression and happiness), but with 
actual/undesired discrepancies being the strongest predictor of both (Carver et al., 1999). 
Actual/undesired discrepancies were also uniquely related to agitation-related affects 
(anxiety and guilt). Actual/ought discrepancies did not uniquely predict these affects. Also, 
an interaction was found between actual/undesired discrepancies and actual/ought 
discrepancies: when the undesired discrepancy was high (thus, when people were far away 
from their undesired selves), ought discrepancies significantly predicted anxiety and guilt. 
                                                             
28
 It should be noted that Phillips, Silvia, & Paradise (2007) also included global self-esteem, together with the self-
discrepancies, in a final model and discovered that none of the self-discrepancies remained significant as a predictor.  
29
 However, both constructs are conceptually similar (Heppen & Ogilvie, 2003). Ogilvie (1987) defined the undesired self as 
the self at its worst, Carver et al. (1999) defined the feared self as ‘the set of qualities the person wants not to become but 
is concerned about possibly becoming’. Both found a similar pattern of results with their respective term. Because these 
terms are also used interchangeably in literature (e.g. Phillips et al., 2007), we will further use the term ‘undesired self’.  
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However, when undesired discrepancy was low (thus, when people were close to their 
undesired selves), ought discrepancies no longer significantly predicted both affects (Carver 
et al., 1999). This study was replicated by Heppen and Ogilvie (2003) who found similar 
results. These results suggest that when the undesired self is close, people are first and 
foremost motivated to move away from it, and it is only when there is a reasonable distance 
between the actual and the undesired self, that people start to be motivated to approach 
their ought values (Heppen & Ogilvie, 2003). 
In general, these studies suggest that people also use negatively valenced standards to 
assess their well-being or satisfaction, and that it generally seems to be a better predictor 
than the positively framed self-guides (Ogilvie, 1987). Satisfaction is perhaps more a 
function of not becoming like their undesired selves than it is a function of becoming like 
their ideal selves (Ogilvie, 1987). Although a rather counterintuitive finding, it suggests that 
the self-discrepancy literature should include this undesired self-guide in their theoretical 
framework (Heppen & Ogilvie, 2003; Ogilvie, 1987). 
2. DISCONFIRMATION IN COMMUNICATION RESEARCH 
Within the communication research, the focus is mostly on the disconfirmation of 
expectations. Central within these studies is the widely accepted notion that people develop 
all kinds of expectancies about the social behavior of others, and that these expectancies 
manifest themselves in day-to-day communication (Burgoon, Newton, Walther, & Baesler, 
1989). Within this research domain, disconfirmation has been prominent in some theories 
that relate to patterns of nonverbal and verbal communication in relationships. Two of 
these theories, that incorporate the notion of ‘expectancy violation’, as it is called in this line 
of research, will be discussed: the Expectancy Violations Theory (EVT; Burgoon & Hale, 
1988) and the Interaction Adaptation Theory (IAT; Burgoon, Stern, & Dillman, 1995). A third 
theory, which will not be further discussed due to limited empirical support, is the 
Discrepancy Arousal Theory (DAT; Cappella & Green, 1984). All three theories are part of 
the arousal-mediated explanations, and all assume that behavior from an interaction 
partner that violates one’s expectations can produce arousal (Cappella & Green, 1984). 
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Although these theories were developed to explain proxemic behavior (i.e., the use of space 
and distance) and communication, and thus focused primarily on the interaction level of 
analysis, Kelley (1999) argues that these theories can also provide useful insights into 
relationship dynamics, since communication interactions can be considered as a microcosm 
of relationships.  
2.1. EXPECTANCY VIOLATIONS THEORY 
The original name of the theory was the ‘Nonverbal Expectancy Violations Theory’, which 
initially attempted to explain proxemic behavior and communication (Burgoon & Hale, 
1988; Burgoon, Stern, & Dillman, 1995). However, it has since been used to explain a wide 
variety of both nonverbal and verbal behavior (e.g., Bachman & Guerrero, 2006; Burgoon, 
1993; Burgoon & Burgoon, 2001; Burgoon & Hale, 1988; Burgoon et al., 1989; Le Poire & 
Burgoon, 1994). Therefore, the specific ‘nonverbal’ element was removed from the theory’s 
name to make it more broadly applicable.   
2.1.1. CENTRAL TENET 
The theory starts with the postulation that people hold expectations30 about the nonverbal 
and verbal behavior of themselves and of others (Burgoon et al., 1995; Burgoon & Hale, 
1988; Burgoon et al., 1989). The term ‘expectancy’31 refers to an enduring pattern of 
anticipated behavior, that may be either generalized or person-specific, and that includes 
cognitive, affective, and conative components (Burgoon, 1993; Burgoon & Hale, 1988; 
Burgoon & Walther, 1990). When interacting with people we don’t know (well), 
expectancies will be primarily based on societal norms and standards about what we 
consider appropriate behavior in that specific context (Burgoon, 1993; Burgoon & Hale, 
1988; Le Poire & Burgoon, 1994). However, when interacting with people we know well, 
                                                             
30
 Burgoon and Burgoon (2001) identify three classes of characteristics that can shape expectancies: expectancies related 
to the actors (i.e., individual differences, such as sex, race, age, personality, ability, and reputation), expectancies related 
to the specific dyadic relationship (i.e., relationship variables, such as the degree of familiarity, liking and attraction, power 
and status), and expectancies related to the communication context (i.e., its setting, purposes, and content).  
31
 Burgoon and colleagues recognize the delicate nature of the term ‘expectancies’. Therefore, to keep a clear 
differentiation between predictive (i.e., regularity of occurrence of behavior) and prescriptive (i.e., idealized standards that 
capture evaluative connotations of behavior) expectations, they made explicit that ‘expectancy’ in their theory refers only 
to what is predicted to occur, rather than what is desired (Burgoon & Burgoon, 2001, Burgoon & Walther, 1990).  
  
53 
 
expectancies will become more person-specific and will therefore also be based on prior 
knowledge of the other, relational history, or observation (Burgoon & Hale, 1988).  
Expectancies are assumed to be learned, and thus, modifiable if necessary (Guerrero & 
Floyd, 2006). They strongly motivate own behavior and the evaluation of other’s behavior 
(Guerrero & Floyd, 2006). 
Expectancies can be either confirmed or violated by actual interaction behavior (Burgoon, 
1993; Burgoon & Hale, 1988; Guerrero & Floyd, 2006). However, EVT assumes that there 
will be some sort of socially tolerated range of variability in expected behavior, rather than 
expectations for very specific behavior (Burgoon & Hale, 1988). Only when deviations from 
expectations fall outside of this tolerated range, they become violations (Burgoon et al., 
1995; Burgoon & Hale, 1988). Expectations that are violated will then trigger an arousal 
change within the person, that will increase the salience of the communicator (i.e., 
interaction partner) and behavioral cognitions, and redirect the attention from the topic at 
hand towards the violation and the violatee (Burgoon, 1993; Burgoon & Burgoon, 2001; 
Burgoon et al., 1995, 1989; Burgoon & Hale, 1988; Guerrero & Floyd, 2006; Le Poire & 
Burgoon, 1994). Thus, arousal can best be described in terms of an orientation response 
(Burgoon & Hale, 1988), or as an attention shift from interaction to characteristics of the 
interaction partner and their dyadic relationship (Burgoon, 1993; Burgoon et al., 1995; Le 
Poire & Burgoon, 1994).  
All expectancy violations will lead to arousal, but not all violations will be negatively 
valenced (Burgoon, 1993; Burgoon & Hale, 1988). After the violation has caused an 
attention shift, an individual will have to come to a decision whether the valence of the 
violation is positive or negative (i.e., is the actual behavior of the interaction partner better 
or worse than what I expected?). To do so, a person will go through a two-step process: the 
interpretation-evaluation process (Burgoon & Burgoon, 2001; Burgoon et al., 1995). After 
experiencing a violation of an expectation, a person will first attempt to interpret the 
violation: what did the act ‘mean’? What is the relational implication of this act? After this 
behavioral interpretation, the violation will be evaluated: is this act desirable or not? 
(Burgoon & Burgoon, 2001; Burgoon et al., 1995). This process will determine whether the 
violation will be considered positively or negatively valenced (Burgoon et al., 1995, 1989). 
This will subsequently determine the behavioral response, with negative violations 
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producing more unfavorable communication patterns, and positive violations more 
favorable (Burgoon et al., 1995, 1989).  
This interpretation-evaluation process can be influenced by the communicator reward level 
(Burgoon et al., 1995; Guerrero & Floyd, 2006; Le Poire & Burgoon, 1994). People have the 
tendency to evaluate others based on pre-interaction features (e.g., physical attractiveness, 
status, gender, acquaintanceship) and on interaction factors (e.g., humor, conversational 
style), and will therefore attribute an overall valence to the communicator (Burgoon & 
Burgoon, 2001; Burgoon et al., 1995, 1989; Guerrero & Floyd, 2006). EVT assumes that the 
interpretation-evaluation process will be moderated by this communicator reward valence, 
by considering the violation as more positive when committed by a positively valenced 
communicator and more negative when committed by a negatively valenced communicator 
(Burgoon & Burgoon, 2001; Burgoon et al., 1995, 1989). This will especially be the case when 
behavior is ambiguous (e.g., a high public display of affection can be a positive violation if 
enacted by a loved one, but a negative violation when enacted by a stranger). 
The outcome of the interpretation-evaluation process will then determine the behavioral 
response of the person who experienced the violation (Le Poire & Burgoon, 1994; Burgoon 
et al., 1995, 1989). This can either result in approach behavior (i.e., increased involvement) 
or in avoidance behavior (i.e., decreased involvement) (Le Poire & Burgoon, 1994), by 
reciprocating or compensating the behavior of the interaction partner (Burgoon et al., 
1995). Both interaction partners go through the same internal processes when their 
expectations are violated. As is summarized in Table 2, the theory postulates several 
possible behavioral outcomes. 
TABLE 2: BEHAVIORAL OUTCOMES BASED ON EVT 
Valence of violation Valence of 
communicator 
Behavioral response 
Positive Positive Reciprocity Approach 
Negative Positive Compensation Approach 
Negative Negative Compensation Avoidance 
Positive Negative 
Reciprocation or 
compensation 
Approach or 
avoidance 
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When one experiences a positive-valence act by a positive-valence communicator (e.g., 
intimate touch), the goal will be to reciprocate this high involvement; when the positive-
valence communicator commits a negative-valenced act (e.g., looking away), the goal will 
be to achieve more desirable interactions, and thus, to compensate for the negative 
behavior by behaving in a positive way (by increasing involvement)32. Conversely, negative-
valence acts by negative-valence communicator (e.g., intimate touch) should result in 
compensating and avoidant behavior. When a negative-valence communicator commits a 
positive-valence act (e.g., smiling), the behavioral response will, according to EVT, depend 
on whether the valence of the act or the valence of the communicator is more salient33 
(Burgoon & Le Poire, 1993). Burgoon and colleagues (1995) do however note that, when 
looking at other forms of violation (besides changes in immediacy and involvement), some 
indeterminacies arise in this reasoning. They illustrate this by questioning if increased 
dominance (i.e., negative-valence behavior) by a spouse (i.e., positive-valence 
communicator) would produce assertions of dominance (i.e., reciprocity) or compensatory 
submission (i.e., compensation). They then conclude that more seems to be needed in 
making predictions in these cases (Burgoon et al., 1995).  
As mentioned earlier (cfr. supra), Kelley (1999) has argued that this specific interaction 
theory can be transposed to the relationship level. Violations of expected behavior will then 
shift attention to characteristics of the partner and the relationship, thus resulting in 
relational consequences (Kelley, 1999). For example, the violation of a specific behavior 
(e.g., not taking out the trash) can shift attention towards relationship and/or partner 
characteristics (e.g., you don’t care about my needs), which subsequently can lead to a 
relational consequences (e.g., I feel dissatisfied with our relationship) (Kelley, 1999).  
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 The theory thus assumes that the desired interaction with a high-valence communicator will always be a highly involved 
interaction, even when the communicator enacts in negative violation behavior.  
33
 However, it appears to us that the salience of violation valence over communicator valence has already been established. 
According to the theory, communicator reward valence moderates the final valence given to the violation (e.g. intimate 
touch will be considered a positive violation by the positive-valence communicator, but a negative violation by a negative-
valence communicator). Therefore, the violation valence is the final outcome on which behavioral responses will be based, 
because they already entail the consideration of communicator valence. Violation behavior that received a positive 
valence, despite it coming from a negative communicator (and the implicit assumption that the desired interaction with a 
negative-valence communicator would be a low-involvement interaction), already expresses the salience of the behavior 
over communicator rewards. Therefore, we would think that the behavioral response would be to reciprocate with positive 
approach behavior.  
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2.1.2. EMPIRICAL RESEARCH 
Since the development of the theory, empirical support for EVT was found in a number of 
content areas (Burgoon & Burgoon, 2001; Guerrero & Floyd, 2006), including interpersonal 
touch (Burgoon & Walther, 1990; Burgoon, Walther, & Baesler, 1992), distance (Burgoon & 
Walther, 1990), posture (Burgoon & Walther, 1990), conversational involvement and 
immediacy (Burgoon & Hale, 1988; Burgoon et al., 1989), and deception (White & Burgoon, 
2001).  
As a general confirmation of the theory, Burgoon and colleagues (Burgoon & Hale, 1988; 
Burgoon et al., 1989; Hale & Burgoon, 1984) found that increases and decreases in 
involvement were in fact experienced as unexpected and as a violation, and that these 
violations indeed increased arousal and distraction.  
With regard to the specific hypothesized behavioral responses following a violation, studies 
found that people tend to show a mix of reciprocation and compensation behavior, but with 
reciprocity prevailing (e.g., Hale & Burgoon, 1984; Le Poire & Burgoon, 1994). Behavioral 
responses also seemed to differ between men and women (Burgoon, Olney, & Coker, 1987). 
Furthermore, the moderating role of the communicator reward valence was largely 
unsupported: all positively valenced violations produced more approach behavior and all 
negatively valence violations produced more avoidance behavior, regardless of the 
communicator reward valence (Burgoon et al., 1989; Burgoon & Hale, 1988; Hale & 
Burgoon, 1984; Le Poire & Burgoon, 1994). Results thus confirmed EVT-assumptions in that 
both reciprocal and compensatory behavior occurred, but could not provide support for all 
the specific hypothesized relations between violation valence and behavioral response (Hale 
& Burgoon, 1984). Most importantly, EVT predictions were incorrect when communicator 
valence and violation valence were incongruent: negative violations committed by positive-
valenced communicators seem to produce reciprocal (avoidant) responses rather than the 
hypothesized compensatory (approach) responses (Le Poire & Burgoon, 1994).  
Kelley’s (1999) study expanded the theory to intimate relationships in general, by studying 
the effects of relational expectancy discrepancies and relationship satisfaction across 
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couple types34.  Expectancy fulfillment and positive expectancy violations were found to 
occur more with traditional couples, and negative expectancy discrepancies more with 
separate couples (Kelley, 1999). Relational expectancy fulfillment mediated the relationship 
between couple type and relationship satisfaction, and even accounted for additional 
variance in satisfaction, above and beyond the couple-type effect (Kelley, 1999). However, 
it should be noted that Kelley (1999) studied ‘prescriptive’ expectations, referring more to 
preferences and personal ideals, rather than the ‘predictive’ expectations that EVT theorizes 
about. Therefore, this study is not as such evidence for the relationship between anticipated 
behavior confirmation and relationship satisfaction, but rather for a relationship between 
preferred partner behavior confirmation and relationship satisfaction.  
To summarize, although expectancy violations were followed by both reciprocal and 
compensating behavior, most violations, both positive and negative, are reciprocated. 
Furthermore, although EVT attributes a strong role to communicator reward valence, it 
appears not to have the hypothesized moderating effect on the relation between violations 
and behavioral responses. That is, negative behavior will be reciprocated, even if the 
communicator has high reward valence. 
2.1.3. HIATUS IN PREDICTING PERSEVERANCE OF INTERACTION PATTERNS 
An important observation that can be made, especially when EVT is applied to intimate 
relationships in general, is that there then appears to be a limitation to the theory. 
According to Burgoon (1993), EVT can provide additional insight into the perseverance or 
discontinuance of certain emotional interaction patterns by analyzing cycles of hostility and 
positive affect in interpersonal relationships. However, we believe that it is exactly this 
perseverance/discontinuance that the theory is not capable to explain. 
                                                             
34
 There are four couple types: traditionals, independents, separates, and mixed. Traditional couples are characterized as 
follows: high on conventional beliefs, value stability, are interdependent, desire lower levels of uncertainty and autonomy, 
emphasize companionship and sharing, expressing positive feelings and disclosing with one another, low on assertiveness 
but will deal with conflict if issues are considered serious. Independents are characterized by the following aspects: value 
companionship and sharing, moderately expressive and disclosing, moderately conventional, value psychological 
closeness, but also value independence, willing to engage in conflict and show assertiveness. Separates are characterized 
as follows: hold traditional values but also an ideology of uncertainty and change, not willing to sacrifice individual 
independence, low on sharing and companionship, sense of psychological distance, expressing less positive feelings, les 
self-disclosing, autonomy through use of space, avoiding conflict. Mixed couples are couples in which the partners are 
different marital types from one another (Kelley, 1999).  
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Burgoon (1993) illustrates her statement with an example about a couple that has fallen into 
a dysfunctional pattern of expressing and reciprocating hostility, such that each episode 
escalates into conflict. She then says that “the expectation now exists that this is how each 
partner will communicate to one another” (Burgoon, 1993, p. 45). So, if we follow EVT’s 
reasoning, the hostile behavior of one partner will no longer violate the expectation of the 
other partner, because it is the behavior that will be predicted and anticipated. However, 
according to EVT, only expectation violations, positive or negative, elicit arousal, but 
behavior that matches expectations will go by hardly unnoticed and will not produce arousal 
and therefore, no behavioral response. It is unlikely that in intimate relationships, hostile 
behavior of an individual’s partner suddenly does no longer elicit a negative affect/effect for 
that individual.  
It seems that expectancy violations alone are not able to explain long-term continuing 
(relationship) problems. In the beginning of the problem (i.e., partners’ communication 
starts to become hostile), EVT is able to explain the situation: the hostile behavior is a 
violation of the expected ‘respectful’ behavior and elicits negative outcomes. However, 
when expectations are rarely confirmed, they are likely to change over time (Guerrero & 
Floyd, 2006), and thus, the hostile behavior becomes the expected behavior. Thus, 
following EVT this will not elicit arousal. However, the negative outcomes for that behavior 
probably still remain. It then must be something else that gets violated. It seems that, in 
case of long-term relational problems, the use of ideals or preferences might be a better 
explanation for the process. Although people might have started to ‘expect’ the negative 
behavior, they will still ‘prefer’ other, more positive, behavior. The expectation will change 
over time, but the preference will remain the same, and as such, contrary to the 
expectation, will keep on being violated, and will thus keep inducing a negative effect on 
the relationship.    
This example, to us, is a good one to illustrate the importance of making a clear conceptual 
distinction between expectations as anticipation/prediction, and preferences. Although 
Burgoon and colleagues (Burgoon & Burgoon, 2001; Burgoon & Walther, 1990) state that 
their definition of expectations only implies the anticipation of behavior, and not the 
affective evaluation of behavior, they do include ‘valence’ to the equation during the 
interpretation-evaluation process (Burgoon, 1993; Burgoon & Hale, 1988). However, this 
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valence is only assigned after the violation has already occurred. Therefore, it is the violation 
that receives a valence, but not the expectation as such. Therefore, the theory assumes that 
confirming expected behavior will not elicit arousal, regardless of the valence of the 
expectation as such. We feel that this assumption will probably be accurate when the 
expected behavior as such is considered positive behavior, but highly unlikely when the 
expected behavior is negatively valence, and thus undesirable.  
2.2. INTERACTION ADAPTATION THEORY 
The Interaction Adaptation Theory (IAT; Burgoon, Ebesu, White, Koch, Alvaro, & Kikuchi, 
1998; Burgoon, Stern, & Dillman, 1995; Floyd & Burgoon, 1999) can be considered as an 
extension to the Expectancy Violations Theory. Although not explicitly mentioned, it seems 
that Burgoon and colleagues also felt that more was needed, besides expectations, to 
predict behavioral outcomes in interactions.  
2.2.1. A MODEL WITH FIVE KEY CONCEPTS 
The Interaction Adaptation Theory (IAT) is a theory of interpersonal adaptation, which 
refers to the extent to which people in an interaction adapt to one another behaviorally 
(Burgoon et al., 1998). The theory uses people’s desires, needs, and expectations to predict 
and explain how people adjust their communication to one another (Burgoon et al., 1998; 
Guerrero & Floyd, 2006).   
In predicting behavioral adaptation in communication, the theory puts forward a model 
with five key concepts (Burgoon et al., 1995). The first three concepts are interrelated, and 
are the required, expected, and desired level of interaction behaviors (Burgoon et al., 1995; 
Floyd & Burgoon, 1999). The requirements, R, are strongly driven by biological factors, and 
refer to what is necessary for a given person at a given point in the interaction, for his 
safety, comfort, or privacy (Burgoon et al., 1995, 1998; Floyd & Burgoon, 1999; Guerrero & 
Floyd, 2006). For example, a person who has impaired hearing will require more physical 
proximity from an interaction partner (Floyd & Burgoon, 1999). The expectations, E, refer to 
the behavior of the interaction partner that is anticipated, based on social and cultural 
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norms and prescriptions, previous experiences with the interaction partner and/or individual 
knowledge of the other’s behavior (Burgoon et al., 1995, 1998; Floyd & Burgoon, 1999). The 
desired level, D, refers to the behavior of the interaction partner that is desired, and captures 
person-specific factors that include one’s personal goals, preferences, likes and dislikes 
(Burgoon et al., 1995, 1998; Floyd & Burgoon, 1999).  
These three factors – the R, E, and D factors – combine to form the fourth key concept: a 
person’s interaction position35, or IP (Burgoon et al., 1995, 1998). The IP is a quotient, a net 
assessment of what is needed, anticipated, and preferred as dyadic interaction behavior in a 
specific situation (Burgoon et al., 1995, 1998). It is the weighted combination of all the 
relevant and salient R, E, and D elements, which reflects a sort of estimate of how an 
individual will behave in an interaction (Burgoon et al., 1998).  
The IP of a person is then compared to the interaction partner’s actual performed behavior, 
A, which is the fifth key concept of the model (Burgoon et al., 1995; Floyd & Burgoon, 1999). 
The IP reflects the behavior that a person needs, expects and prefers, and the actual 
behavior of the interaction partner can either match this IP, or be discrepant. Based on the 
assessment of the discrepancy, a likely response can be predicted (Burgoon et al., 1995; Le 
Poire & Yoshimura, 1999). Two elements of the discrepancy are important for this 
prediction: (a) the magnitude of the discrepancy between IP and A, and (b) the valence 
associated with both IP and A (Le Poire & Yoshimura, 1999), with the latter (i.e., the 
valence) being the most predictive for behavioral response (Burgoon et al., 1995). Thus, IP 
and A can be positioned on a continuum taking into account the valence and the relative 
distance from each other (Burgoon et al., 1995).  
The theory assumes that an individual will initially try to minimize the discrepancy between 
IP and A by adapting his or her behavior to whichever is more positively valenced (Burgoon 
et al., 1995; Le Poire & Yoshimura, 1999). Three possible behavioral responses can thus be 
derived from it (Burgoon et al., 1995, 1998; Floyd & Burgoon, 1999; Guerrero & Floyd, 
2006). A first possibility is that IP matches A (IP = A). There is no discrepancy between a 
person’s interaction position and his partner’s actual behavior, although small discrepancies 
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 Burgoon et al. (1995) deliberately stayed away from calling this either “expectancy” or “desire” because they feared that 
it would be viewed as less than they intended to represent. Expectations could be viewed by readers as either a descriptive 
(i.e., predictive) sense of typical behavior or as an ideal (i.e., prescriptive) sense of appropriate behavior, both of which 
would not include everything, while desires would give a too preeminent status to personal likes and dislikes.  
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can also be tolerated (Floyd & Burgoon, 1999). The behavioral response will be to match or 
reciprocate the partner’s behavior, by behaving in a similar manner as the partner. The 
second possibility is that A and IP are discrepant, and that A is valenced more positive than 
the IP (A > IP). In this case, partner’s behavior, A, will also be reciprocated by converging 
own behavior to the actual behavior of the partner. The third possibility is that A and IP 
again are discrepant, but that a partner’s A is more negative than the IP (IP > A): the 
partner’s behavior does not meet the IP-standard. In this case, the theory predicts that the 
person will compensate or complement his partner’s behavior, by behaving in an opposing 
manner (Burgoon et al., 1995, 1998; Floyd & Burgoon, 1999; Guerrero & Floyd, 2006). The 
magnitude of behavioral change in all these scenarios is assumed to be monotonically 
related to the magnitude of the discrepancy, with large discrepancies resulting in larger 
behavioral changes (Burgoon et al., 1995).  
However, all of these possible scenarios all start from the assumption that all three 
elements – R, E, and D – are congruent, that is: the same behavior is required, expected and 
desired (Floyd & Burgoon, 1999; Guerrero & Floyd, 2006). In these cases, IAT’s predictions 
are very straightforward (Floyd & Burgoon, 1999; Guerrero & Floyd, 2006), since the 
predicted interaction and adaptation pattern is the same, regardless of which element is 
examined (Burgoon et al., 1995; Floyd & Burgoon, 1999). However, it seems to be less clear 
how to predict behavior when the elements are incongruent (Guerrero & Floyd, 2006). A 
person might expect one thing (e.g., I expect my partner to be angry), but may desire 
something completely different (e.g., I want my partner to be understanding). When the 
partner behaves angry, his actual behavior will confirm one part of the person’s IP (i.e., the 
expectation), but will negatively violate another part of it (i.e., the desire), both of which 
predict a different behavioral response, respectively reciprocal and compensatory behavior 
(Guerrero & Floyd, 2006). According to Floyd and Burgoon (1999), the IAT remains silent 
about which element (R, E, or D) is most important in determining the interaction position, 
and thus, which one will dominate in these situations. However, Burgoon and colleagues 
(1995, 1998) have considered the possibility of incongruence between the elements that 
make up the IP, and posit that they do operate in a hierarchical fashion. The IP will be first 
driven by R elements, followed by E elements, and finally influenced by D elements 
(Burgoon et al., 1995). Requirement elements have primacy, because they reflect basic 
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needs for communication. When R is satisfactory, Expectation elements will predominate, 
especially in initial interactions and among strangers (Burgoon et al., 1995, 1998). Finally, 
Desire elements can exert additional influence, and this influence will increase over time, as 
relationships and interactions evolve (Burgoon et al., 1995, 1998). Thus, the behavioral 
response in situations where the elements of the IP are incongruent will depend on which 
element predominates. However, the theory assumes that, if R elements are met, the IP will 
be predominantly influenced by E, and only secondary by D elements36.   
2.2.2. SOME EMPIRICAL RESULTS 
Of importance is the study of Floyd and Burgoon (1999) who examined which of the IP 
elements – E or D – predominates when they are discrepant. A total of 96 adults were paired 
with a trained confederate and engaged in a dyadic interaction, prior to which expectations 
and desires for the interaction were manipulated. They crossed expectations for both 
affectionate and non-affectionate behavior with desires to elicit either affection or no 
affection, and further crossed these with the actual behavior that participants experienced 
(Floyd & Burgoon, 1999). Half of the participants expected and wanted the same thing, and 
half of them expected one thing, but wanted the other. Results confirmed the IAT’s 
predictions about behavioral responses for the cases in which E and D were congruent. 
However, in the cases in which E and D were incongruent, participants behaviorally 
responded more in line with their desires than with their expectations (Floyd & Burgoon, 
1999). Thus, people who wanted affectionate behavior reciprocated when partner’s 
behavior matched their desire, and compensated when partner’s behavior did not match 
their desire, regardless of their expectations for behavior (Floyd & Burgoon, 1999). 
Although expectations had some influence on the person’s behavior, the predominant 
predictor of behavioral response in this study was clearly the individual’s desire (Floyd & 
Burgoon, 1999). They also conclude that the valence that is assigned to IP and A is mostly a 
function of conformation to one’s desires (Floyd & Burgoon, 1999). 
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 To us, this reasoning seems flawed, because of the high importance they place on the valence of the IP and the A in 
predicting adaptation behavior. The valence one ascribes to behavior (i.e., do I like this behavior or not; and do I like my 
partner’s behavior more or less than my behavioral interaction position) seems more likely to be based on preferences for 
behavior, and not so much on expectations about behavior. 
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Another study, by Le Poire and Yoshimura (1999), claimed to study IAT by letting 94 
participants communicate with a confederate that acted as a medical student, who went 
through a medical checklist with the participants. The study only focused on expectations, 
and manipulated this prior to the interaction by describing the medical student to the 
participants as either in a currently good or bad mood. Three minutes into the interaction, 
confederates changed from baseline involvement (moderate) to very high or very low 
involvement. After the interaction, participant’s expectation and experience were 
measured37. Results indicated that women responded to discrepancy between expectations 
and partner’s behavior (both A>E and E>A) with an increase in own pleasant behavior, and 
thus respectively reciprocating and compensating A. Men displayed the most pleasant 
behavior when they expected and experienced pleasant behavior, but did not compensate 
expected and experienced unpleasant behavior with pleasant behavior. Le Poire and 
Yoshimura (1999, p. 27) conclude that “gender may predict that females more than males 
may desire stable interaction patterns”. However, this would imply that their reactions were 
driven by their desires, rather than their expectations, but they did not include this element 
in their study.  
3. DISCONFIRMATION IN INTIMATE RELATIONSHIPS 
When cutting loose from the specific interactional aspect and broadening our perspective to 
dyadic functioning in interpersonal relationship, there seem to be three important, but yet 
quite different, research domains. The first domain concerns the studies that involve the 
‘Ideal Standards Model’ (ISM; Fletcher & Simpson, 2000), where a prominent role has been 
ascribed to relationship and partner ideals, and their discrepancy with reality, to predict 
relationship judgments. The second domain, the Violated Expectations Framework, 
concerns studies that focus on predicting the effect of the transition to parenthood on the 
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 The questions they used were: (1) behaved the way I expect most people to behave, (2) behavior was appropriate, (3) 
behavior was unusual, and (4) engaged in normal conversational behavior. However, one could question the method used. 
First they manipulated the expectations of the participants based on very person-specific information (i.e., the medical 
student is in a good or a bad mood). Thus, by doing this they create very person-specific expectations (i.e., an expectation 
of the specific behavior of this medical student). However, afterwards, they measure the expectation by asking if the 
medical student behaved the way they expect MOST people to behave. This does not measure the same thing. It is 
possible that the participants expected the medical student to behave badly, because they know he is in a bad mood, but 
would have generally expected a medical person to be in a good or neutral mood. By doing this, they look at the 
expectation as the expectation of stereotypical communication behavior, but they manipulated person-based 
expectations, which is not the same.  
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relationship by assessing the extent to which prenatal expectations are violated by 
postnatal reality. The third domain is quite different from the theories on disconfirmation 
that have been discussed so far, since it concerns the study of partner consensus on roles, 
expectations, ideals, and their relative value in the prediction of relationship quality.  
3.1. THE IDEAL STANDARDS MODEL 
In intimate relationship (or prior to getting involved in one), people frequently try to assess 
the quality of their relationship, and decide on important relational decisions, such as 
getting involved, live together, get married, or break up (Fletcher & Simpson, 2000; 
Fletcher, Simpson, Thomas, & Giles, 1999). Fletcher and Simpson (2000) have developed a 
model that uses the function of ideals to explain how people will make such important 
decisions: the Ideal Standards Model. 
3.1.1. THE MODEL’S THEORY 
The general idea behind the Ideal Standards Model (ISM; Fletcher & Simpson, 2000) is that 
people base judgments about their relationship, at least partly, on the consistency between 
their ideal standards and their perceptions of the current partner or relationship38 (Fletcher 
& Simpson, 2000; Fletcher et al., 1999). The more closely individual’s ideals match their 
perceptions, the more positive they will evaluate their relationship (Campbell, Simpson, 
Kashy, & Fletcher, 2001; Fletcher et al., 1999; Fletcher, Simpson, & Thomas, 2000). 
The central assumption of ISM is that people will use partner and relationship ideals39 to 
guide and regulate their interpersonal worlds (Fletcher & Simpson, 2000). Although partner 
ideals (i.e., how the ideal partner would be like) and relationship ideals (i.e., how the ideal 
relationship would be like) are considered to be two separate, semi-independent constructs, 
ISM does assume a substantial interrelation between the two sets of ideals (Fletcher et al., 
1999; Simpson, Fletcher & Campbell, 2003). They are constructed around three evaluative 
                                                             
38
 Their theory is based on two other theories: the Interdependence Theory (Thibaut & Kelly, 1959) and the Self-
Discrepancy Theory (Higgins, 1987; cfr. supra). 
39
 The Ideal Standards Model states that there are three interlocking components in their model: self-ideals, partner-
ideals, and relationship-ideals (Fletcher et al., 1999; Fletcher & Simpson, 2000; Simpson et al., 2003). However, in most of 
the study’s theorizing, the focus is on the partner and relationship ideals. Because this is also the scope of this dissertation, 
we will not further discuss the self-ideals in the Ideal Standards Model.  
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dimensions: (a) ideals about warmth, commitment, and intimacy; (b) ideals about health, 
passion, and attractiveness; and (c) ideals about status and resources (Campbell et al., 2001; 
Fletcher et al., 1999; Fletcher & Simpson, 2000).  
These ideals are constantly accessible knowledge structures and predate – and may causally 
influence – judgments and decisions concerning a person’s intimate relationships (Campbell 
et al., 2001; Fletcher et al., 1999; Fletcher & Simpson, 2000; Overall, Fletcher, & Simpson, 
2006; Simpson et al., 2003). They represent general standards that are located at the 
positive end of evaluative dimensions rather than at the average or mode, which makes 
them different form concepts of love, expectations, or judgments of specific relationships or 
partners (Fletcher et al., 1999). Partner and relationship ideals, and their discrepancy with 
actual perceptions on the partner and the relationship, are used to: (a) estimate and 
evaluate the quality of their partners/relationships, (b) explain or understand relationship 
events, and (c) regulate and adjust their relationships (Fletcher & Simpson, 2000; Fletcher et 
al., 1999; Fletcher et al., 2000; Simpson et al., 2003).  
The theory assumes some degree of tolerance for discrepancy, since it is generally accepted 
that ideals are unlikely to be fully met (Fletcher et al., 1999). What constitutes an intolerable 
discrepancy and what is still deemed acceptable, and why some people will tolerate more 
discrepancy than others, can be explained by the flexibility of ideal standards (Fletcher et 
al., 1999; Simpson et al., 2003). People have a certain flexibility in their ideal standards. That 
is, there is some flexibility in the degree to which partners or relationships can fall below an 
ideal standard and still be considered acceptable (Campbell et al., 2001; Simpson et al., 
2003). This flexibility will be partly influenced by self-assessments on the same dimensions 
(e.g., someone who finds himself highly attractive, might be less flexible in the desired 
attractiveness of his partner). The degree of flexibility, however, can also be expanded or 
narrowed, to be able to maintain one’s ideal standards (e.g., when this highly attractive 
person gets rejected several times in a row) (Simpson et al., 2003). 
According the ISM, two fundamental motives guide how individuals evaluate, explain, and 
regulate their relationship: (a) partner/relationship enhancement or idealization motives, 
and (b) accuracy motives (Fletcher et al., 1999; Fletcher & Simpson, 2000; Simpson et al., 
2003). The prediction of the cognitive, affective, and behavioral consequences of 
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discrepancies between ideals and reality will depend on which of these two motivational 
goals is dominant or salient at a given point in time (Campbell et al., 2001).  
The first motivational goal – the enhancement motive – is based on the notion that people 
have very strong self-serving biases to exaggerate their own positive attributes (Simpson et 
al., 2003). Likewise, they will also be biased in their perception of their partner and 
relationship by idealizing them, since these are inextricably intertwined with the self-
concept (Simpson et al., 2003). Furthermore, it is difficult to rationally justify starting a 
relationship, considering that half of Western marriages end in divorce (Fletcher et al., 1999; 
Fletcher & Simpson, 2000; Simpson et al., 2003). So, to counteract these ‘rational’ forces 
and to justify the leap of faith to start a relationship, individuals are likely to idealize 
partners and relationship (Fletcher & Simpson, 2000; Murray, Holmes, & Griffin, 1996; 
Simpson et al., 2003). Most of the time the enhancement motive will predominate, and 
people will try to reduce ideal-perception discrepancies by using cognitive strategies to 
change perceptions to more closely match ideals, to change ideals to more closely match 
perceptions, and to emphasize ideals that are realized and ignore ideals that are not 
(Fletcher & Simpson, 2000; Simpson et al., 2003).  
However, the second motivational goal – the accuracy goal – will sometimes take the upper 
hand (Fletcher & Simpson, 2000; Simpson et al., 2003). There will be instances when people 
will experience difficulties in maintaining these ‘enhanced’, overly optimistic views of their 
partner and relationship, for example when it becomes almost impossible to consider these 
views as compatible with the reality (Simpson et al., 2003). Also, when important 
relationship decisions (e.g., ending a relationship, getting married, having a child) have to 
be made, people will feel the need to be accurate in their analysis of their partner and/or 
relationship (Fletcher & Simpson, 2000). Then, discrepancies cannot simply be ‘ignored’ by 
idealizing, but require in-depth analysis to make a well-considered decision (Fletcher & 
Simpson, 2000). When the accuracy motive predominates, individuals will use behavioral 
strategies to try to reduce moderate to large ideal-perception discrepancies by changing 
their own or their partner’s behavior (Fletcher & Simpson, 2000). When couples then settle 
back into a comfortable relationship phase, the enhancement motive should take over 
again (Fletcher & Simpson, 2000). 
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3.1.2. EMPIRICAL EVIDENCE 
First of all, it is important to note that Fletcher and colleagues (1999) have developed the 
Partner and Relationship Ideal Scales, in which respondents are asked to indicate how 
important a set of items is in a partner and in a relationship (thus, how ‘ideal’). Factor 
analysis reveals a three-factor solution for the ideal partner items, as theorized in the 
model: (a) ideals about partner’s warmth – trustworthiness, (b) ideals about partner’s 
vitality – attractiveness, and (c) ideals about partner’s status – resources. For the ideal 
relationship items a two-factor solution was suggested: (a) ideals about relationship 
intimacy – loyalty, and (b) ideals about relationship passion40 (Fletcher et al., 1999, study 1-
2). The scales also showed acceptable internal and test-retest reliabilities, good convergent 
and discriminant validity, and were replicated in a second confirmatory factor analyses 
(Fletcher et al., 1999, study 2-5). The second CFA showed that the five subscales also leaded 
on two higher order factors running across both the ideal partner and the ideal relationship: 
the Warmth-Loyalty factor and the Vitality-Status-Passion factor (Fletcher et al., 1999, 
study 3). These scales are used in most of the studies on ideal standards. 
Although parts of the Ideal Standards Model remain speculative, some of its key postulates 
have received empirical support (Campbell et al., 2001). Their central assumption that ideal-
perception consistency is related with higher relationship satisfaction and relationship 
quality, and lower break-up rates (mediated through evaluation of relationship quality), is 
confirmed (Campbell et al., 2001, study 1-2; Fletcher et al., 1999, study 6; Fletcher et al., 
2000). This supports the notion that individuals use these ideal-perception consistencies 
and discrepancies to evaluate their relationship (Fletcher et al., 2000). Furthermore, not 
only does a person’s ideal-perception discrepancy influence his or her own perceived 
relationship satisfaction, but there is also some evidence that it influences his or her 
partner’s relationship satisfaction (Campbell et al., 2001, study 2; Overall et al., 2006, study 
2). 
                                                             
40
 For the Partner Warmth-Trustworthiness scale, the items are: understanding, supportive, considerate, kind, a good 
listener, sensitive; for the Partner Vitality-Attractiveness scale, the items are: adventurous, nice body, outgoing, sexy, 
attractive, good lover; for the Partner Status-Resources scale, the items are: good job, financially secure, nice house, 
appropriate ethnicity, successful, dresses well; for the Relationship Intimacy-Loyalty scale, the items are: honest, 
commitment, caring, trusting, support, respect; and for the Relationship Passion scale, the items are: exciting, challenging, 
humorous, fun, independence, passionate (Fletcher et al., 1999).  
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The importance a person assigns to his or her ideals on a specific dimension also reflects 
their perception of their partner and relationship: people who place high importance to a 
specific category of ideals also perceived their current partner and relationship as having 
these characteristics to a greater degree (Fletcher et al., 2000). Also, more positive self-
ratings were associated with significantly higher ideal ratings and significantly less flexibility 
on that specific dimension, and there was also a significant association between high ideals 
and low flexibility (Campbell et al., 2001, study 1-2). Thus, thinking highly of oneself on a 
specific dimension will make our ideals for our partner on that dimension equally high and 
less flexible, and people who set high ideals will also be less flexible regarding these ideals.  
There was also some indication that partner discrepancies fully mediated the relationship 
between self-perception and perceived relationship quality, in that more positive self-
perceptions are related to lower partner discrepancies, which, in turn, are related to higher 
relationship satisfaction (Campbell et al., 2001, study 1-2). 
With regard to the ideal-perception discrepancies in the prediction of regulation attempts 
(i.e., trying to change partner’s behavior) and outcomes, Overall, Fletcher, and Simpson 
(2006) found strong associations between partner regulation attempts and perceived 
consistency with ideal standards. Additionally, lower perceived regulation success was 
associated with larger partner ideal discrepancies, and moderated the relationship between 
regulation and ideal discrepancy for two dimensions (i.e., warmth-trustworthiness and 
status-resources). Thus, people who tried hard to change their partner but felt unsuccessful 
in their attempts reported the highest ideal-perception discrepancies. Also, ideal-
perception discrepancy mediated the relationship between partner regulation and 
perceived relationship quality: the more one tried to regulate the partner (particularly those 
who felt unsuccessful in doing so), the higher the partner discrepancies, which, in turn, 
predicted lower relationship quality (Overall et al., 2006, study 1-2).  
Although not directly linked to the Ideal Standards Model, Ruvolo and Veroff (1997) also 
examined the relationship between a person’s real-ideal discrepancies about his or her 
partner and the marital well-being of both partners in a longitudinal study with 313 married 
couples over a two-year period. They found that wives had higher partner ideals than 
husbands and rated their husbands more positively than husbands rated their wives. 
Nevertheless, men’s real-ideal discrepancies were marginally higher than wives’ real-ideal 
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discrepancies (Ruvolo & Veroff, 1997). Results showed that wives’ real-ideal discrepancy in 
year 1 significantly predicted both the wives’ own well-being and the husbands’ well-being 
in year 2, whereas husbands’ real-ideal discrepancies in year 1 did not significantly predict 
husbands’ nor wives’ well-being in year 2. Interestingly, husbands real ratings about their 
wives in year 1 did predict husbands’ well-being in year 2, indicating that perceiving many 
positive or negative characteristics of their wives will affect their marital well-being, 
regardless of their ideals (Ruvolo & Veroff, 1997). Overall, the authors conclude that real-
ideal discrepancies are not simply another measure of relationship satisfaction, and that 
wives’ real-ideal discrepancy can be a useful predictor of future relationship satisfaction of 
both partners (Ruvolo & Veroff, 1997).  
In sum, most studies provide support for the model, but more research is still needed to 
empirically validate the entire Ideal Standards Model. However, it does appear that the 
effect of real-ideal discrepancies about partner characteristics and behavior on relational 
outcomes is well-supported and substantial.  
3.2. THE VIOLATED EXPECTATIONS FRAMEWORK 
One of the most commonly studied transitions in the life cycle is the transition to 
parenthood (Belsky & Rovine, 1990; Kalmuss, Davidson, & Cushman, 1992). Research on 
this life-changing transition has focused primarily on the effect of becoming a parent on the 
relationship of the couple (Belsky, Lang, & Rovine, 1985; Belsky & Rovine, 1990; Kalmuss et 
al., 1992). Most studies generally find a decline in marital satisfaction across the transition 
to parenthood (e.g., Belsky, 1985; Belsky et al., 1985; Belsky & Rovine, 1990; Cowan, 
Cowan, Heming, Coysh, Curtis-Boles, & Boles III, 1985; Doss, Rhoades, Stanley, & Markman, 
2009; Hackel & Ruble, 1992; Lawrence, Cobb, Rothman, Rothman, & Bradbury, 2008; 
Lawrence, Nylen, & Cobb, 2007; Mitnick, Heyman, & Smith Slep, 2009; Tomlinson, 1987). 
However, there will be individual differences in satisfaction levels (Belsky, 1985; Kalmuss et 
al., 1992). In an attempt to explain this variation in satisfaction, some authors have used the 
framework of violated expectations41 (e.g., Belsky, 1985; Hackel & Ruble, 1992; Goldberg & 
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 The studies that are reported in this study all concern either the study of only women (but who report on their 
heterosexual relationship) or heterosexual couples. We were not able to find studies concerning this topic that also 
included gay couples. 
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Perry-Jenkins, 2004; Harwood, McLean, & Durkin, 2007; Kalmuss et al., 1992; Lawrence, 
Nylen, & Cobb, 2007; Ruble, Fleming, Hackel, & Stangor, 1988). 
3.2.1. LIMITED THEORETICAL BASIS 
The violated expectations framework does not have a particularly large theoretical base. In 
general, it is assumed that prior to the birth of their first baby, couples will have generated a 
set of expectations about how their lives and their relationship will look like after the baby is 
born (Hackel & Ruble, 1992), for example expectations concerning the division of child care 
and/or household responsibilities, or feelings of closeness towards the partner. The central 
hypothesis of the framework is that some of these expectations will not be fulfilled in the 
postnatal reality of the couple, and as such are violated by the postpartum experience, 
which, in turn, will generate negative affect (Hackel & Ruble, 1992). Thus, our evaluation of 
the current situation (i.e., postnatal reality) will not only be affected by the nature of these 
experiences alone, but also by how our experiences match our previous expectations 
(Kalmuss et al., 1992). Even more so, these violations of prenatal expectations are 
hypothesized to have a greater impact on the marital relationship than the postnatal 
experience itself (e.g., Ruble et al., 1988). 
Hackel and Ruble (1992) claim that ‘expectation’ has two components that can elicit a 
negative effect within the relationship: a predictive or anticipatory component on the one 
hand, and a normative or prescriptive component on the other hand. When expectations 
are based on a prediction or anticipation that a specific behavior or event will occur, it does 
not matter in which direction the violation of the expectation occurs: either way, it is a 
disconfirmation of a prediction (Hackel & Ruble, 1992). However, when expectations are 
based on normative elements, that is, when they express a value judgment, the expectation 
itself represents a personal norm or standard for a specific behavior or event (i.e., “this is 
how it should be”). In this case, violation of expectations will only lead to negative effects 
when the actual situation is valued more negative than the expectation (Hackel & Ruble, 
1992). However, one can debate on the appropriateness to consider these two 
‘components’ as residing under the same concept of ‘expectation’. It is highly possible that 
the anticipatory element of ‘expecting’ would evoke different emotions when violated than 
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the affective element of ‘preferring’. Consider a woman who prefers the household tasks to 
be equally divided after the birth of their baby, but expects, based on previous experiences, 
that she will be the one that does most of the housework after their child is born. It is 
plausible that the violation of this preference results in different, or stronger, emotional 
reactions than the violation of the expectation. These two situations are not conceptually 
similar. Rather, they seem to represent two distinct concepts: expectation and preference. 
Implicitly treating expectation as a multidimensional construct, without making these 
distinctions explicit, leaves too much room for interpretation and variability in answers that 
cannot be controlled for. It is impossible to know if participants have based their answers on 
what they consider most likely to occur or what they prefer that would occur.  
It is evident that this framework does not provide a solid theoretical and conceptual basis. 
However, several studies have been conducted on gaining insight in how the discrepancy 
between prenatal ‘expectations’ (even if they in fact measure two distinct concepts) and the 
postnatal reality has its influence on the emotional affects experienced by the couple.  
3.2.2. THE RELATION BETWEEN PRENATAL EXPECTATIONS AND POSTNATAL 
EXPERIENCES 
A few studies have explored the role of expectation violations throughout the transition to 
first-time parenthood and its influence on certain emotions, such as marital/life satisfaction, 
adjustment, feelings of love, depression, and psychological distress (e.g., Belsky, 1985; 
Goldberg & Perry-Jenkins, 2004; Harwood et al., 2007; Kalmuss et al., 1992; Lawrence et al., 
2007; Ruble et al., 1988).  
Results on whether prenatal expectations are less or more positive than postpartum 
experiences are rather equivocal. Some studies find that people’s postpartum experiences 
were generally less positive (or more negative) than what they had expected (e.g., Belsky, 
1985; Kalmuss et al., 1992). Other studies find that subjects’ postnatal experiences are 
generally more positive than their prenatal expectations (e.g., Harwood et al., 2007; 
Lawrence et al., 2007). Another study found a difference between husbands and wives, in 
that wives report doing more housework and child-care than expected, whereas men report 
doing less than expected (Hackel & Ruble, 1992).  
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However, results all indicate that the postnatal violation of prenatal expectation influences 
the studied measures of postpartum well-being (cfr. supra). For example, in their sample of 
473 married women expecting their first child, Kalmuss et al. (1992) found that experiences 
that were more negative than expected in the domains of ‘relationship with spouse’, 
‘physical well-being’, ‘maternal satisfaction’, and ‘maternal competence’, were associated 
with a more difficult adjustment to parenthood42. Belsky (1985) computed a composite 
violated expectation score across the different domains that were measured43 in a sample of 
67 couples. When the postnatal experience was less positive (or more negative) than 
expected, postpartum marital satisfaction declined and feelings of ambivalence increased 
(Belsky, 1985). This was true for both wives and husbands, but the relationship was stronger 
for wives (30% of the variance accounted for) than for husbands (14% of the variance 
accounted for). The effect of violated expectations also showed to be most pronounced in 
the first three months after the baby was born (Belsky, 1985). In their study with 71 first-
time mothers, Harwood et al. (2007) concluded that when the postpartum experience was 
less positive than expected, there was a decline in relationship adjustment and an increase 
in depressed mood. Hackel and Ruble (1992) studied 50 women44 during the transition to 
parenthood and found that when experiences were more negative than expected before the 
birth of the baby, the postpartum marital satisfaction declined. An interesting note is that 
they also had subjects rate their ‘ideal’ division of household labor, besides their ‘expected’ 
division, to test the hypothesis that dissatisfaction might be more a function of discrepancy 
from desires than from expectations. When controlling for these ideal discrepancy scores, 
however, all the expectation discrepancy scores remained significant. Thus, the significant 
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 Kalmuss et al. (1992) measured expectations and experiences across six domains: relationship with spouse, relationship 
with extended family, relationship with friends, physical well-being, financial well-being, and desire to work at a job for 
pay. They also included expectations/experiences about the maternal role in three domains: maternal satisfaction, 
maternal competence, and caregiving assistance from spouse.  
43
  Six separate domains were assessed (Belsky, 1985): marital conflict and cooperation (e.g. spending money, household 
division of labor, recreation activities), overall marital relationship (e.g. partner’s sensitivity to feelings, partner’s respect, 
having fun with partner, pleasure in sexual relations, expression of love for partner), personal opinion of self (e.g. sense of 
self as an adult, physical attractiveness, respect for oneself, self-confidence, sense of self as caring person), relations with 
extended family (e.g. frequency of contacts, receiving unwanted advice, receiving emotional support, receiving gifts and 
services), relations with friends and neighbors (e.g. strengthening of old friendships, creation of new friendships, receipt of 
emotional support and instrumental assistance), and shared caregiving arrangements (e.g. changing diapers, dressing the 
baby, getting up at night) 
44
 They collected data from 50 couples, husbands and wives, but decided to not include the husbands’ data in the analysis, 
because the data of wives and husbands are not totally independent (Hackel & Ruble, 1992). Multivariate analyses had 
shown, however, significant sex differences in the reports. 
  
73 
 
finding was not due to shared variance with ideal discrepancy45 (Hackel & Ruble, 1992). 
Lawrence, Nylen, & Cobb (2007) studied violated expectations on five domains46 within a 
sample of 56 couples47, and found differences between husbands and wives. Husbands who 
expected to receive more help than was experienced after the baby was born, reported 
steeper declines in marital satisfaction (although only marginally significant). Wives who 
expected infant temperament to be easier than was the case in reality, and who expected to 
feel more positive as parents, also experienced steeper declines in marital satisfaction 
(although feeling more positive as parents was also only marginally significant). Ruble et al. 
(1988) found in their sample of 68 women (longitudinal study) and 670 women (cross-
sectional study) that women who reported doing more of the household or child-care tasks 
than they expected (or who reported their husbands doing less than they expected) 
reported more negative feelings about the husband’s involvement in child care and about 
the effect of the baby on the marital relationship48.  
A rather surprising finding came from Goldberg and Perry-Jenkins (2004), who found that, 
in their sample of 92 first-time (working) mothers49, women who did less child-care tasks 
than expected reported feeling more depressed after the birth of the baby than women who 
did more child-care tasks than expected. In an attempt to find a possible explanation for this 
result, they hypothesized that gender ideology might moderate this relationship (Goldberg 
& Perry-Jenkins, 2004). They found that the relation between violated expectations and 
postpartum feelings of depression was significant (r = .40, p<.05) for traditional women 
(who agreed with the statement that “the man should be the main breadwinner”), whereas 
it was not significant (r = .18, p = .18) for egalitarian women (who disagreed with the 
statement). They conducted separate regression analyses for both traditional and 
egalitarian women and found that ‘violated expectations’ was a significant predictor of 
change in well-being for traditional women, but not for egalitarian women. So, doing less 
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 The authors added ideal discrepancy to their hierarchical regression analysis together with the expected discrepancy. 
They reported that the expected discrepancy remained significant, and therefore uniquely predicted the postpartum 
marital satisfaction. However, the authors do not mention if the ideal discrepancy was significant or not. Thus, concluding 
that the expected discrepancy uniquely predicted the outcome, does not imply that the ideal discrepancy did not.  
46
 These domains were: infant temperament, feelings about being a parent, competency as a parent, outside help and 
emotional support, and division of child-care labor and satisfaction with this division (Lawrence et al., 2007) 
47
 Data of wives and husbands were analyzed separately (Lawrence et al., 2007). 
48
 The authors also reported an unusual finding for which they could not provide an explanation: women who had medium 
expectations about the household division (that is, approximately equally divided between husband and wife) reported the 
most negative feelings postpartum when these expectations were fulfilled (Ruble et al., 1988).  
49
 Goldberg and Perry-Jenkins (2004) also obtained data from couples, but chose to only use the wives’ data in their study.  
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child-care than expected seems to be a negative outcome for traditional women, perhaps 
because they really like to be in the role of being the primary caregiver. Although not 
explored by Goldberg and Perry-Jenkins (2004) this might indicate that the so-called 
‘expectations’ that were studied did actually reflect the women’s hopes, desires, 
preferences, instead of a mere prediction. If a high amount of child-care is preferred, doing 
less than ‘preferred’ induces negative emotions. This finding would then be in contrast to 
much of the work within the violated expectations framework, where it is assumed (without 
much further theoretical consideration) that doing more housework or child-care than 
expected is always experienced as a ‘negative’ violation of expectations, and doing less is 
always a ‘positive’ violation of expectations. In these cases, the researchers themselves 
attribute a certain ‘value’ to the violation of the expectations of participants. This way, they 
actually infer the ‘preferred’ direction of these expectations. This is a clear example of the 
limitations of the conceptual framework of this theory.   
In sum, these results do indicate that postnatal violations of – what they call – prenatal 
expectations have a (mostly) negative effect on postnatal relationship measures. It is 
however conceptually unclear if true expectations have been measured in all studies, or if 
respondents have answered according their expectations or according their preferences.  
3.3. SHARED EXPECTATIONS, ROLE CONSENSUS, AND PARTNER 
SIMILARITY 
The next few studies that will be discussed do not form one cohesive research domain or 
theory, contrary to the previous theories and models that were discussed. They are rather 
fragmented concerning topic and content. However, they share one thing in common: they 
all assess the possible benevolent effect of intimate partners having certain similar 
characteristics on the quality of their relationship.  
The concept of ‘shared expectations’, for example, has been studied a few times. It is then 
argued that if similar expectations are shared by both partners, this would have a positive 
effect on the relationship (Bahr, Chappell, & Leigh, 1983; Ruble et al., 1988). By framing 
their futures similarly, it may be easier for couples to achieve this common goal (Waller & 
McLanahan, 2005). Studies on shared expectations between intimate partners are rather 
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scarce. Waller and McLanahan (2005) found that couples’ shared marriage expectation was 
the best predictor in their model of whether the couple would marry or separate after 
having a child. If both partners shared the expectation of getting married soon after their 
baby was born, they were also more likely to marry and stay together (Waller & McLanahan, 
2005). Similarly, Brown (2000) reported that when both partners report an even to high 
chance of relationship dissolution, the chances of marriage were low and the chances of 
relationship dissolution were high. Interestingly, both Brown (2000) and Waller and 
McLanahan (2005) found that the expectations of the male partner held more weight than 
those of the female partner in predicting the future of their relationship.  
A similar concept to ‘shared expectations’ is the notion of ‘role consensus’ (or ‘role 
expectations’). Role consensus can be defined as “the perceived amount of agreement 
between husband and wife regarding expectations and values in specific roles” (Bahr, 
Cappell, & Leigh, 1983, p.797). Thus, role consensus concerns the agreement as to how 
certain marital roles50 in the relationship need to be shaped as regards content. Bahr and 
colleagues (1983) asked 704 married couples how often they disagreed with their spouse on 
eight activities51. They asked both partners about their perceived role consensus, and thus 
created two perceived consensus scores for husbands and wives, rather than objectively 
comparing both partners’ role ideals and combining them into one role consensus score.  
Perceived role consensus significantly predicted marital satisfaction for both husbands 
(explained 31% of variance) and wives (explained 37% of variance) (Bahr et al., 1983). The 
higher an individual’s perceived consensus on role content, the higher his or her marital 
satisfaction (Bahr et al., 1983).  
There has been quite a lot of research on ‘partner similarities’52 concerning personality 
traits, attitudes, values, and other characteristics (e.g., Acitelli, Douvan, & Veroff, 1993; 
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 Such ‘roles’ are: provider, housekeeper, child care, child socialization, sexual, therapeutic, recreation, and kinship (Nye, 
1976, in Bahr et al., 1983). Tharp (1963) identifies five clusters of role expectations: internal instrumentality (wife adequacy 
and work performance), division of responsibilities (role-sharing, social influence, masculine authority, division of 
influence), external relations (social activity and community affairs), sexuality (premarital chastity, sexual fidelity, sexual 
gratification), and solidarity (factors of intimacy, social and emotional integration, togetherness, understanding and 
companionship). 
51
 These activities are: (a) housekeeping, (b) earning a living, (c) keeping in touch with relatives, (d) physical intimacy, (e) 
recreation, (f) teaching and disciplining children, (g) the amount of time that should be spent together, (h) how money 
should be spent, and (i) aims, goals, and things believed to be important in life (Bahr et al., 1983).  
52
 Partner similarities are often intertwined with the notion of ‘assortative mating’, which is “the nonrandom coupling of 
individuals on the basis of resemblance on one or more genotypic or phenotypic characteristics” (Buss and Barnes, 1986, 
p.560). 
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Arrindell & Luteijn, 2000; Byrne & Blaylock, 1963; Byrne, Clore, & Smeaton, 1986; Gaunt, 
2006; Luo & Klohnen, 2005; Lutz-Zois, Bradley, Mihalik, & Moorman-Eavers, 2006; Markey 
& Markey, 2007; Watson, Klohnen, Casillas, Simms, Haig, & Berry, 2004), but not many deal 
with similarities about ideals. Acitelli, Kenny, & Weiner (2001) have examined the 
congruence between partners’ images of their ideal marriage, and tried to examine how 
much of this congruence is due to stereotypical views regarding the ideal marriage. Thus, 
they examined the extent to which congruence on relationship ideals between relationship 
partners was due to general beliefs (i.e., stereotypes) about what makes a successful 
relationship or due to congruence that is unique between the two partners (Acitelli et al., 
2001). They discovered that similarity in general is positively associated with relationship 
satisfaction, but that this association loses its significance when stereotypical ideals are 
controlled for (Acitelli et al., 2001). Thus the association between congruence and 
satisfaction is due to stereotypes, not due to unique couple congruence (Acitelli et al., 
2001). They did find a negative correlation between congruence and marital discord 
(tension, disagreement, and conflict), even after controlling for stereotypes. Thus, the 
unique couple similarity was negatively associated with discord variables: the more 
congruence, the less tension (for females), disagreements (for males), and conflict (for 
females) (Acitelli et al., 2001).  
These different studies are interesting, because they measure disconfirmation in a different 
way. All previous theories have studied disconfirmation as the discrepancy between an 
expected or ideal situation and the actual situation. These studies, however, have measured 
disconfirmation as incongruence between expectations or ideals of both partners. Although 
totally different, this type of disconfirmation also seems to negatively affect relationships.  
4. CONCLUSION 
This chapter has provided extensive insight in the use of disconfirmation in relevant 
research domains. Even though all the theories that were discussed have their merits and 
their limitations, it seems clear that, overall, disconfirmation seems to have a substantial 
negative impact on relationships. Therefore, it seems warranted to explore this 
disconfirmation hypothesis further as a possible predictor of intimate partner violence. 
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There have been no studies so far, that we know of, that have studied the disconfirmation 
hypothesis in that context. There has been one study, that of Shir (1999), that has explored 
both the current perceptions and ‘ideal expectations’ – which is a very unfortunate 
conceptualization of either expectations or ideals – that battered women have concerning 
their marital relationship. They did find that their ideals for the relationship were that of a 
healthy balanced relationship, whereas their perception of the relationship was a rigid, 
disengaged relationship (Shir, 1999). However, they were unable to evaluate the 
discrepancy between ideals and perceptions, because of insufficient observations to 
effectively test this (Shir, 1999). Thus, the results in this chapter, and the lack of research 
that explores disconfirmation within the IPV-domain, justify the further examination of this 
hypothesized relationship. In the next chapter, the disconfirmation hypothesis, as will be 
used in this dissertation, will be conceptually and theoretically shaped.  
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I I I .  U S I N G  D I S C O N F I R M A T I O N  I N  T H E  
E X P L A N A T I O N  O F  I P V  
As was demonstrated in the previous chapter, the study of disconfirmation appears to be of 
importance in predicting several relationship outcomes, most frequently (relationship) 
satisfaction. These findings legitimize the decision to further explore the disconfirmation 
hypothesis as a mechanism to capture couple dynamics and to assess its value in predicting 
intimate partner violence. To prepare the disconfirmation hypothesis for the empirical 
study, some additional steps need yet to be undertaken.  
In this chapter, we will attempt to conceptually clarify the disconfirmation hypothesis as it 
will be further explored in this dissertation. To do so, we will borrow insights from yet 
another research domain that has studied disconfirmation: the domain of psychotherapy 
and more specifically, the role of disconfirmation in the client-therapist relationship (e.g., 
Beutler, 1983; Goldstein, 1962, Van Audenhove, Vertommen, & Vandereycken, 1989; Van 
Mechelen, 1989b; Vervaeke, 1994). In this domain, researchers have tried to identify under 
which set of circumstances treatment is most effective for a specific individual with a 
specific problem (e.g., Paul, 1967). The active involvement of the client in the therapeutic 
process (rather than merely ‘undergoing’ the treatment) and the therapeutic relationship 
between the client and the therapist was considered a possible factor in reaching the 
desired therapeutic outcome. One way to operationalize this was by using the 
disconfirmation hypothesis. Even though very interesting, we will not dwell on the rationale 
behind the theory and on empirical results in this domain, because it is somewhat outside 
the scope of this dissertation. However, we will borrow the well-elaborated conceptual and 
methodological framework of this research domain. Vervaeke (1994), who reviewed the 
then existing literature53, developed a checklist for future researchers in which he 
formulated several conceptual and methodological points of attention. We will use this 
checklist to refine our own conceptual and methodological framework. At the end of this 
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 After 1994, there have been some new studies on the disconfirmation hypothesis in psychotherapy (e.g. Frankl, Phillips, 
& Wennberg, 2014; Galassi, Crace, Martin, James, & Wallace, 1992; Greenberg, Constantino, & Bruce, 2006; Shappell, 
2004; Watsford & Rickwood, 2014; Westra, Aviram, Barnes, & Angus, 2010). These studies were reviewed, and although 
very interesting, they showed no new conceptual and methodological insights.  
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chapter, this reflection will result in the formulation of a basic hypothesis and research 
question.  
1. DISCONFIRMATION IN PSYCHOTHERAPY IN SHORT 
To be able to understand the conceptual and methodological decisions in Vervaeke’s (1994) 
checklist, it is imperative that at least the basics of the disconfirmation research in 
psychotherapy are outlined.  To start with, the basic assumption of the disconfirmation 
hypothesis is that expectations shape our experiences and perceptions (Goldstein, 1962; 
Greenberg, Constantino, & Bruce, 2006). They are determinants of human behavior (Tracey 
& Dundon, 1988; Vervaeke, 1994).  
When a client first meets with a therapist, he will already have a unique set of ideas about 
what should and must happen in his therapy. This client will then meet his therapist, who 
has a specific pattern of behavior (e.g., in his therapy style, the way he speaks, his treatment 
orientation …). Such a meeting will result in either an agreement between the expectations 
of the client and the real situation, or in a lack of agreement between the expected and the 
real situation (Higginbotham, West, & Forsyth, 1988). The latter is what Goldstein (1962) 
refers to as ‘expectation disconfirmation’. This disconfirmation is assumed to have a 
negative effect on the therapy process and outcome, as it might lead to dissatisfaction, 
premature cessation of therapy, or a delayed start of the therapy process, and have a 
negative influence on treatment effectiveness, therapist ratings and the therapeutic alliance 
(Duckro, Beal & George, 1979; Glass, Arnkoff, & Shapiro, 2001; Goldstein, 1962; Greenberg 
et al., 2006; Higginbotham et al., 1988; VandeCreek & Angstadt, 1985). However, 
‘confirmation’ of the expectations with the real situation will mobilize the affective arousal 
of the client in a positive way and will lead to more satisfying treatment results (Duckro et 
al., 1979; Higginbotham et al., 1988; Vervaeke, 1994).  
Goldstein (1962) not only considered the lack of agreement between the expected and real 
situation as expectation disconfirmation, but also the differences between the expectations 
of both actors in the dyad, which he calls “participant role expectations”. The client, the 
therapist, or both, have preconceived ideas about what they will do and how they should 
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behave toward each other during the process (Galassi et al., 1992). This leads to a second 
description of disconfirmation: “When both members of a dyad are in agreement regarding 
their reciprocal obligations and returns, there is a consensus or similarity of expectations, 
and harmony or stability occurs in their interpersonal relations… But when there is any 
degree of discrepancy or lack of consensus between the participants, and their expectations 
dissimilar…manifestations of strain appear in their interpersonal relations. If expectations 
are too dissimilar, the… system disintegrates unless the differences can be reconciled” 
(Lennard & Bernstein, in Goldstein, 1962, p. 69).  
Results from studies regarding the role of the disconfirmation hypothesis in the therapy 
process were ambiguous, with about half of the studies finding support for the hypothesis 
(Duckro et al., 1979; Higginbotham et al., 1988; Van Mechelen, 1989b). However, the use of 
the hypothesis remained widely accepted in clinical practice (Vervaeke, 1994). Therefore, 
research continued until the end of the twentieth century (Beutler, Machado & Neufeld, 
1994; Galassi et al., 1992; Garfield, 1994; Tinsley, 1992; Vervaeke, 1994). Although interest 
has declined since, some studies have also appeared in the 21st century (e.g., Glass et al., 
2001; Frankl et al., 2014; Shappell, 2004; Watsford & Rickwood, 2014; Westra et al., 2010). 
2. DEVELOPING A SOLID THEORETICAL FRAMEWORK 
The theoretical and conceptual basis of the disconfirmation hypothesis in client-therapist 
relationships has been well developed. As mentioned at the beginning of this chapter, the 
checklist developed by Vervaeke (1994) will further serve as our guide during this 
conceptual and methodological reflection. Table 3 represents the checklist by Vervaeke 
(1994). Note that this was developed for use in research on psychotherapy and will need 
some modifications throughout.   
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TABLE 3: CHECKLIST FOR STUDYING THE DISCONFIRMATION HYPOTHESIS 
A. Conceptual points of attention 
1. Study of preference, expectation, or a combination of both? 
2. Study of agreement between client and therapist (incongruence), between 
expectation/preference and realization (discrepancy), or both? 
3. Is confirmation intertwined with control? 
B. Attention points for formulation of hypotheses: specifying the disconfirmation 
connection  
1. The disconfirmation connection for discrepancy 
a. Linear model 
b. Curvilinear model 
c. Bidirectional model 
d. Unacceptability of discrepancy (disconfirmation tolerance) 
2. The disconfirmation connection for incongruence 
a. Size of the incongruence 
b. Incompatibility of incongruence (disconfirmation tolerance) 
C. Methodological points of attention 
1. Number and nature of the variables (cumulative disconfirmation tolerance) 
2. Indications on foreknowledge on the domain about which preferences or 
expectations are inquired, procedure and indication on stability of preferences 
a. Foreknowledge: 
 Time of the measuring of preferences/expectations and reality 
 Providing information prior to making the choices? 
b. Procedure of administration (open versus closed) 
c. Does one make a distinction between stable and less stable 
preferences/expectations? 
3. Is the specificity of the measurement of the independent (disconfirmation) and 
dependent variables situated on a same or on a different level? 
4. Does the study take place in an analogous or real setting? The issue if one asks the 
therapist directly about his preferences/expectations or if they are deducted by 
e.g., his theoretical orientation. 
5. Perceived or real incongruence and/or discrepancy? 
a. Perceived incongruence/discrepancy 
b. Real incongruence/discrepancy 
6. Is the relative added value of disconfirmation demonstrated, compared to its 
composite parts, in the explanation of the variance of the outcome-measures? 
Source: English translation from Vervaeke (1994, page 25-26). 
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2.1. CONCEPTUAL POINTS OF ATTENTION 
Research on the disconfirmation hypothesis has known a great amount of conceptual 
confusion. Several notions of disconfirmation are used interchangeably, which leads to 
unclear operationalization and results that are difficult to interpret (Vervaeke, 1994). 
Therefore, bringing conceptual clarity to the disconfirmation hypothesis is a first priority.   
2.1.1. PREFERENCE, EXPECTATION, OR BOTH? 
In the literature discussed in the previous chapter, it was clear that there was a lot of 
conceptual ambiguity concerning the concept of ‘expectation’. In some cases, expectations 
were not measured purely and reflected a ‘mix’ of two components: a predictive or 
anticipatory component and a normative or prescriptive component. Terms as 
‘expectations’ and ‘preferences’ (or ‘ideals’) were used interchangeably without further 
reflection on the clear distinction between both. In the Expectancy Violations Theory 
(Burgoon & Hale, 1988), expectations were considered to refer exclusively to the 
anticipation of behavior. Though this was conceptually clear, they did include, at a later 
stage in the causal linkage, the assignment of valence to that expectation (or more 
specifically, to the violation of the expectation). However, by doing this, they incorporated 
an evaluative, or affective, component in the expectation, without distinguishing it as a 
separate concept, namely preference. In the theory that followed, the Interaction 
Adaptation Theory (Burgoon et al., 1995), they acknowledged the distinctive influence of 
preferences, by stating that the interaction position (IP) contained both elements of 
expectation of behavior and desired behavior. However, they seem to assume that 
expectations and desires would most of the time be congruent. When both were 
incongruent, it was assumed that expectations would predominate. However, research 
suggested that it was in fact the desire element that guided behavioral adaptation 
responses. In the Violated Expectations Framework (e.g., Hackel & Ruble, 1992), 
expectation is considered to consist of both the predictive and normative component. The 
fact that these two distinct components are combined in one concept is problematic in 
itself, especially when the components are in contradiction (e.g., I expect one thing, but 
desire another thing), because it is unclear which component is measured. Furthermore, in 
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many of these studies, the normative element is inferred by the researchers themselves 
(e.g., getting more than expected is positive, getting less is negative). The two clearest 
theories of all in making the distinction were the self-discrepancy theory (Higgins, 1987) and 
the Ideal Standards Model (Fletcher & Simpson, 2000). This is not surprising, since their 
starting point was immediately the study of ideals, which is much easier to delineate than 
expectations.  
Although research on disconfirmation in the psychotherapy domain started with the study 
of expectations (Goldstein, 1962), researchers realized rather quickly that the term 
‘expectation’ was used ambiguously (Duckro et al., 1979), with some defining expectation as 
the anticipation of some event, and others as the preference that some event should occur 
(Duckro et al., 1979; Galassi et al., 1992). Although the terms are sometimes used 
interchangeably, there is a conceptual difference between the original ‘expectation’ – or 
anticipation – and ‘preference’ (Atkinson & Wampold, 1993; Duckro et al., 1979; Grantham 
& Gordon, 1986; Hayes & Tinsley, 1989: Richert, 1983; Rosen, 1967; Tinsley, Bowman & Ray, 
1988; Tinsley & Westcot, 1990; Tinsley, Workman & Kass, 1980; Tracey & Dundon, 1988; 
Van Mechelen, 1989a, 1989b; Vervaeke, 1994). Expectations refer to the condition someone 
thinks or expects will occur, whereas preferences refer to the condition that is desired or 
wanted (Watsford & Rickwood, 2014). A question about someone’s expectation will ignite 
different processes and might result in a different answer than a question about someone’s 
preference on the same matter (Vervaeke, 1994). Expectations are based on knowledge and 
previous experiences and observations (e.g., “Do you expect your train to be on time?”). 
They are situated on a cognitive level and refer to the chance that an event or condition will 
happen (Tinsley & Westcot, 1990; Vervaeke, 1994). Preferences will be more internally 
driven and affective (e.g., “Do you want your train to be on time?”), and refer to the extent 
to which a person desires an event or condition (Tinsley & Westcot, 1990; Vervaeke, 1994).  
In the domain of client-therapist relations, far less attention has been paid to preferences 
than to expectations (Glass et al., 2001). However, there are indications that the study of 
preferences is superior to the study of expectations in explaining the negative effects of 
disconfirmation (Van Mechelen, 1989a; Vervaeke, 1994; Zajonc, 1980). A first reason is that 
preference reflects an affective judgment, and as such requires more ‘self-involvement’ of 
the assessor (Zajonc, 1980). A preference is more personal than an expectation and will 
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therefore create a stronger sense of affinity between both members than expectation 
would (Vervaeke, 1994). A second reason is that preference is a more correct predictor than 
expectation, when studying the difference between expectation/preference and the real 
situation. For example, if only expectation is studied, we would assume that if person A gets 
what he expects, he will be satisfied; and if person B does not get what he expects, he will 
be dissatisfied. Now, if we would also look at their preference and find that both of them 
desire the opposite of what they got, than person B did not get what he expected, but did 
get what he preferred. Hence, we would assume that he will be satisfied with the outcome, 
even though it was not in line with his expectation. On the other hand, person A did get 
what he expected, but in fact it is not what he really preferred. In this case, it is difficult to 
predict his satisfaction level. This example illustrates how the effect of expectation 
confirmation can be distorted by adding preference to the equation (Vervaeke, 1994). 
Preferences are more immune to the influence of expectations. 
Based on all these insights, we agree with Vervaeke (1994) that expectations should not 
include both the anticipatory and affective component, but that both should be clearly 
distinguished in separate concepts. We consider intimate relationships to be affective in 
nature. That is, within intimate relationships, partners are led by affective reasoning, and 
not by cognitive reasoning. Partners start a relationship, hoping for the best relationship 
they could have (i.e. the relationship that will last forever). Their choice to enter a 
relationship is based on desires, and not on predictions. This reasoning would also indicate 
that preferences might be a better concept to study within the domain of intimate 
relationships than expectations are. Literature on the disconfirmation hypothesis in 
psychotherapy also indicates that the study of preferences might be superior to the study of 
expectations (Van Mechelen, 1989a; Vervaeke, 1994; Zajonc, 1980), and research on the 
Interaction Adaptation Theory also indicated that when preferences and expectations 
differed, people’s preferences predicted their behavioral response, and not their 
expectations (Floyd & Burgoon, 1999). Based on all these arguments, this study will focus 
only on the concept of ‘preferences’.  
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2.1.2. INCONGRUENCE, DISCREPANCY, OR BOTH? 
A second important conceptual distinction is related to the objects between which 
agreement is investigated (Van Mechelen, 1989a; Vervaeke, 1994). When disagreement – or 
disconfirmation - between the preferences of both members of the dyad is studied, it is 
called ‘incongruence’ (Benbenishty & Schul, 1987; Van Mechelen, 1989a; Vervaeke, 1994). 
When the difference between the preferences of one member and his/her (perception of) 
reality is studied, this is called ‘discrepancy’ (Levitt, 1966; Van Mechelen, 1989a; Vervaeke, 
1994). In the previous chapter, it was evident that most research on disconfirmation has 
operationalized disconfirmation in terms of ‘discrepancy’, or the difference between one 
person’s preference and his/her perception of reality. There has been far less attention to 
disconfirmation as operationalized in terms of ‘incongruence’. However, there has been 
evidence to support the importance of both concepts (cfr. previous chapter; e.g., Bahr et al., 
1983; Belsky, 1985; Ruble et al., 1988; Waller & McLanahan, 2005).  
Vervaeke (1994) recommends studying both discrepancy and incongruence together. He 
states that it does not require much additional effort to study both, especially in comparison 
with the extra profit of exploring both phenomena54. Even more so, it might be possible 
that incongruence and discrepancy are somehow related to each other (Vervaeke, 1994). 
For example, if both members agree on their preference (congruence), their joint 
preference will be more likely achieved in reality, therefore reducing the chance of 
discrepancy between the preference and the real situation. Preference incongruence can as 
such be considered an intermediating variable for preference discrepancy (Vervaeke, 1994). 
However, although Vervaeke (1994) argues that the study of both would not require much 
extra effort, this argument does not really hold when considering the study of intimate 
partner relationship, especially when the main focus is on IPV. Studying only discrepancy 
would require only data from one of both partners, whereas the study of incongruence 
requires data from both partners of the dyad55. Finding couples to participate seems more 
                                                             
54
 However, in research where dyads are studied with regards to intimate partner violence, the collection of data from both 
partners is much more difficult than collecting data from client and therapist. Therefore, within intimate partner 
relationships, it would require much more effort. 
55
 That is, if you want to study ‘real’ incongruence and not ‘perceived’ incongruence. In the latter situation, you could argue 
that you would only need data from one partner of the couple, but then you would only be able to explore the influence of 
perceived incongruence of that particular partner on the occurrence of IPV within that dyadic relationship. 
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challenging than finding individuals to participate in a study. However, because the 
mechanism of disconfirmation has never been studied before with regard to the occurrence 
of IPV in intimate relationship, both will be studied, since the benefits of exploring both still 
outweigh the extra effort needed to collect couple data. 
2.1.3. CONFIRMATION AND CONTROL? 
A third conceptual delineation that Vervaeke (1994) makes is between the concept of 
preference confirmation and the concept of control. It might be that it is not the 
confirmation as such that results in positive outcomes, but rather the amount of decisional 
power that someone has in realizing their preferences (rather than it happening ‘by 
coincidence’) (Liem, 1975). The feeling of having decisional power can stimulate feelings of 
being competent and in control, which lead to an increase in self-esteem, which in turn 
results in higher satisfaction (Liem, 1975). In research on client-therapist relationships, 
authors state that clients who are able to choose what they want and have decisional 
power, will be more positive towards starting treatment and will be more motivated and 
hopeful (Manthei, 1988; Manthei, Vitalo & Ivery, 1982; Strong & Claiborn, 1982; Vervaeke, 
1994). It might thus be important to clearly delineate confirmation from related concepts 
(Van Mechelen, 1989b; Vervaeke, 1994).    
This is a very interesting conceptual distinction: is it the confirmation as such that results in 
positive outcomes, or is it the feeling that one is in control of one’s own decisions in aligning 
what they prefer with their actual situation? Because none of the theories discussed in the 
previous chapters makes this differentiation, this question needs some reflection, because 
the setting of an intimate relationship is very different from the setting of a client-therapist 
relationship. The most important difference is that client-therapist relationships do not 
start from an assumed ‘equality’ between both partners: in general, the client has the 
central place in the relationship, but it is the therapist who outlines the therapy process and, 
as such, perhaps holds most decisional power over the process. Giving some of this 
decisional power to the client can therefore result in positive outcome effects. In intimate 
relationships, however, it is widely accepted that both partners are equal, with about equal 
decisional power and an equal say in the relationship. Relationships are characterized by 
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‘give and take’: we expect both partners to accept that some things are not completely how 
they prefer it would be, but are what the partner wants it to be, and we do it out of love and 
respect for each other. This process of giving and taking, however, should be in balance. 
That is, both partners should experience an equal amount of discrepancy. It can be 
hypothesized that a negative outcome might be expected when there is a large difference 
in the amount of discrepancy that both partners experience. If one partner is systematically 
able to attune the actual situation to their preferences, whereas the other partner sees 
much of his preferences unfulfilled, this might mean that one partner holds all of the 
decisional power. It is possible that it is not (only) the ‘individual’ amount of experienced 
discrepancy that will exert an influence on negative (or positive) outcomes, but also the 
imbalance between both partners’ decisional power.  
2.2. ATTENTION POINTS FOR FORMULATION OF HYPOTHESES 
Special attention should also go to specifying the nature of the relation between 
disconfirmation, in the forms of discrepancy and incongruence, and outcome.  
2.2.1. THE RELATION BETWEEN DISCREPANCY AND OUTCOME 
In literature, a few models have been proposed to explain the relation between discrepancy 
and the outcome-variables (e.g., satisfaction with therapy). A first model is the curvilinear 
model, in which the convergence of preference and realization is considered to be the 
summit in the dependent variable. Thus, a person will be most satisfied when his preference 
is fully realized. Any deviation from the exact realization will result in a more negative 
outcome. This means that when someone gets even more than what he wanted, the 
outcome will also be more negative (Tracey & Dundon, 1988; Vervaeke, 1994).  
A second model is the linear model. This model assumes a linear relation between 
preference and outcome: if you get less than you preferred, your outcome will be negative; 
if you get exactly what you preferred, the outcome would be more or less neutral; and if you 
get more than you preferred, the outcome would be positive (Tracey & Dundon, 1988; 
Vervaeke, 1994).  For the study of preferences, this would be rather odd, since it would 
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mean that people would remain rather indifferent to the exact realization of their 
preferences. 
A third model is the bidirectional-discrepancy model, based on the bipolar model by Helson 
(1964). This model does require the study of both preference and expectation. There will be 
a positive outcome if the reality is discrepant with the expectation, in the direction of the 
preference. There will be a negative outcome if the reality is discrepant with the 
expectation, and goes in the opposite direction of the preference.  
A fourth model is proposed by Beutler (1983) and deals with disconfirmation tolerance. This 
model assumes that it is not the size of the discrepancy between preference and realization 
that truly matters, but rather whether this discrepancy is ‘acceptable’ for a person. A 
discrepancy on itself will not provoke a negative effect, unless it is deemed an unacceptable 
discrepancy for the assessor (Vervaeke, 1994).  
It seems that the latter model is also prominent in other research domains of 
disconfirmation (cfr. previous chapter). The self-discrepancy theory (Higgins, 1987) makes a 
similar distinction between the magnitude of the discrepancy (i.e., the difference between 
the actual and ideal/ought self-guides) and the importance of the topic of the discrepancy 
(i.e., discrepancy on aspects that are considered important versus aspects that are 
considered unimportant for that person). Unacceptable discrepancy can as such reflect 
discrepancies that are of such an importance to the assessor, that they ‘must’ be fulfilled 
and that disconfirmation on this topic is intolerable. Within the communication research, 
EVT assumes that there is some sort of socially tolerated range of variability in expected 
behavior, and that behavior only becomes a violation of expectations when it falls outside 
the limits of this tolerated range (Burgoon & Hale, 1988). The IAT also indicates that small 
discrepancies between one’s interaction position (IP) and actual behavior (A) can be 
tolerated (Floyd & Burgoon, 1999). Likewise, the Ideal Standards Model (ISM; Fletcher & 
Simpson, 2000) also assumes some degree of tolerance for discrepancy, which will be 
different for each individual and can be explained by the flexibility of one’s ideal standards 
(Fletcher et al., 1999; Simpson et al., 2003).  
We accept the idea that some discrepancies can be tolerated. Some preferences are more 
important and more stringent (inflexible) than others (e.g., the preference of having a 
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monogamous relationship or having a faithful partner), and can be experienced as real ‘deal 
breakers’. It is quite possible that the disconfirmation of such preferences will have the 
strongest influence on a negative outcome. However, in intimate relationships, it can be 
hypothesized that such ‘unacceptable’ discrepancies, these ‘deal breakers’, will often lead to 
the quick termination of the relationship. When studying disconfirmation with an ‘outcome’ 
variable, such as relationship termination or divorce, the influence of these unacceptable 
discrepancies might have a greater influence on the outcome. However, when the ‘process’ 
is considered, for example by examining relationship satisfaction or frustration, this means 
that the relationship is still ongoing. We then argue that, although unacceptable 
discrepancies might add more weight to the scale, it is the overall ‘amount’ of discrepancy 
that someone experiences that will influence the negative process variable. This amount 
can be caused by a few large (unacceptable) discrepancies, but can also be caused by a 
great number of smaller discrepancies. On itself, a ‘small’ discrepancy can be acceptable, 
but in combination with many other small discrepancies, the total amount of discrepancy 
becomes unacceptable or intolerable. Disconfirmation of inflexible preferences can have a 
greater impact on the total amount of discrepancy than disconfirmation of more flexible 
preferences. Thus, we accept the notion of disconfirmation tolerance, but we reason that 
this tolerance can also reflect a tolerable ‘amount’ of disconfirmation. It might also be 
possible that it is the (im)balance of decisional power between both partners that is the 
critical factor in deciding when the amount of disconfirmation becomes intolerable.  
2.2.2. THE RELATION BETWEEN INCONGRUENCE AND OUTCOME 
Based on the similarity-attraction hypothesis, it is assumed that congruence between both 
members’ preferences will result in the highest outcome: a perfect agreement between 
both preferences will give the most positive outcome. The more incongruence, the lower 
the outcome (Vervaeke, 1994)  
However, focusing solely on similarities in explaining why two people attract was at a given 
point considered too simplistic, and the idea of ‘complementarity’ emerged. This resulted in 
a new concept of ‘compatibility’ (Beutler, Clarkin, Crago, & Bergan, 1991; Broeckx, 1989; 
Vinacke, Shannon, Palazzo, Balsavage, & Cooney, 1988). Compatibility can be defined as 
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“the relation between two objects or events that are of such nature that the objects or 
events can exist simultaneously” (English & English, in Vervaeke, 1994, p. 15). In other 
words, there is a pattern of similarities and differences between both members that is 
reconcilable (Vervaeke, 1994). Differences between preferences, stated that they are not 
incompatible, can still positively influence the quality of a relationship (Vervaeke, 1994). 
This again refers to some sort of ‘tolerated range’ of disconfirmation. The same reasoning 
as mentioned for discrepancy can apply here (cfr. supra). Some incongruence between 
preferences will be tolerable and other incongruence will be intolerable and considered 
incompatible. However, we argue again that a range of seemingly ‘tolerable’ incongruent 
preferences can produce a total amount of intolerable incongruence.  
2.3. METHODOLOGICAL POINTS OF ATTENTION 
Finally, Vervaeke (1994) also focuses on some methodological aspects that need to be 
looked at when conducting research on the disconfirmation hypothesis.  
2.3.1. FOREKNOWLEDGE ON THE DOMAIN OF INTEREST AND THE STABILITY OF 
PREFERENCE 
In the client-therapist literature, two observations were made concerning the study of 
preferences/expectations: (a) different data collection methods seem to lead to different 
answering percentages and differences in preference statements (Lazare & Eisenthal, 1979), 
and (b) preferences/expectations change throughout the therapy process (Higginbotham et 
al., 1988; Tracey & Dundon, 1988).  
There are two hypotheses in literature that might explain these observations. The first 
hypothesis is that people who have a limited level of knowledge about, or experience in, the 
domain in question, might be able to give their preferences, but these will be based on ‘top 
of the head – choices’ (Taylor & Fiske, 1978). Such superficial and unfounded preferences 
will be more prone to change and will not result in negative effects when disconfirmed 
(Vervaeke, 1994). They do not reflect the truly ‘affective’ component of preferences as 
much as well substantiated preferences do, as the expression of the true ‘desire’ is less 
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present. However, when preferences are based on foreknowledge on the domain or own 
experiences, to what extent can they still be considered ‘true’ preferences, rather than an 
indicator of adaptation to the reality (Higginbotham et al., 1988)? One could then question 
whether the preference does not reflect an expectation in the matter. Nevertheless, when 
interpreting study results, it is important to take into account the amount of foreknowledge 
assessors had on the matter they made preference statements about (Vervaeke, 1994). 
When applied to the domain of intimate relationships, people will generally have a good 
idea of how relationships tend to be, and how they would like their own relationship to be. 
This knowledge and experience comes from own previous relationships, observing 
relationships from significant others (e.g., parents), and the portrayal of romanticized 
relationships in the media. It is possible that the preference of one’s ‘ideal’ relationship 
might in part consist out of unachievable ideals, but because it will also be based on own 
experiences, another part will be construed from realistic hopes and dreams. As it was 
suggested in the self-discrepancy theory (Higgins, 1987; Ogilvie, 1987), it is possible that our 
‘standard’ for our relationship might be construed in part by the ‘ideal’ relationship and a 
more experience-based ‘undesired’ relationship. One might argue that preferences that are 
based on foreknowledge on the domain might no longer reflect ‘true’ preferences, but are 
rather an adaptation to reality (Higginbotham et al., 1988). This argument seems plausible: 
hopes and desires of what constitutes a wonderful relationship will be adjusted based on 
what is deemed realistic, which is based on the foreknowledge and experience one has with 
intimate relationship. Let’s call it an achievable preference.  
The second hypothesis is that when preferences are clear and stable, differences in data 
collection procedures and timing of collecting the data should provoke the same preference 
statements and thus lead to similar study results (Van Mechelen, 1989b). Since the 
observation indicates that this is not the case in client-therapist literature, it can be 
concluded that most people do not have stable preferences (Tversky, Sattah & Slovic, 1988, 
in Van Mechelen, 1989b). 
Within intimate relationships, it will be assumed that most preferences will be rather 
dynamic, and that their importance and magnitude will depend on the present relationship, 
which is continuously changing. People in relationships go through different stages, as 
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individuals, as a couple, or as actors of other roles (e.g., as parents, professionals, as a sick 
person …). Preferences will be adapted to the situation. For example, my preferences for my 
partner and my relationship when it was just the two of us might change once we have 
children. It might also be hypothesized that there will always be some preferences that will 
remain rather stable throughout the relationship. It is possible that these will also be the 
more inflexible preferences, or ‘deal breakers’, that were mentioned before. The most 
stable preferences might also be the most stringent and might results in the most 
unacceptable discrepancies when disconfirmed. 
2.3.2. NUMBER AND NATURE OF THE INDEPENDENT VARIABLES 
An important methodological issue is the choice of variables that preferences are studied 
about. In client-therapist literature, the ambiguous results were in part caused by the 
different nature of the independent variables that were studied (Vervaeke, 1994). In this 
literature domain, the independent variables are often preferences on socio-demographic 
variables, although it was proven that they do not have a lot of influence on the therapy 
process (Beutler & Bergan, 1991). Hence, researchers should always try to identify which 
variables are sufficiently important that they would negatively affect the outcome when 
disconfirmed (Tinsley, 1992; Vervaeke, 1994). Another remark is that the number of 
independent variables should not be reduced too much. When considering that people 
might have some degree of tolerance for disconfirmation, it is possible that they have a 
‘cumulative disconfirmation tolerance’: they can accept incompatibility or unacceptability, 
not only on one aspect or one variable, but also across variables. When too little different 
variables are under study, the effect of disconfirmation might be obscured (Vervaeke, 
1994).  
This suggests that disconfirmation in intimate relationships should be studied across a 
variety of different relationship domains, or specific topics that are of importance within 
relationships. Not all relationship domains will probably be equally important for 
individuals, and the level of disconfirmation might differ between these domains. In the 
previous chapter, discrepancy has been studied on a number of relationship domains. 
Within the violated and shared expectations framework, the following independent 
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variables have been proposed: housekeeping (Bahr et al., 1983; Belsky, 1985; Hackel & 
Ruble, 1992; Kalmuss et al., 1992; Lawrence et al., 2007; Nye, 1976), earning a living (Bahr et 
al., 1983; Kalmuss et al., 1992; Nye, 1976), keeping in touch with relatives (Bahr et al., 1983; 
Belsky, 1985; Kalmuss et al., 1992; Nye, 1976), physical intimacy (Bahr et al., 1983; Belsky, 
1985; Nye, 1976), recreation (Bahr et al., 1983; Belsky, 1985; Nye, 1976), teaching and 
disciplining children (Bahr et al., 1983; Nye, 1976), child-care tasks (Belsky, 1985; Hackel & 
Ruble, 1992; Kalmuss et al., 1992; Lawrence et al., 2007), child socialization (Nye, 1976), 
relationship with friends (Belsky, 1985; Kalmuss et al., 1992), the amount of time that should 
be spent together and how it should be spent (Bahr et al., 1983; Belsky, 1985), how money 
should be spent (Bahr et al., 1983; Belsky, 1985), aims, goals and things believed to be 
important in life (Bahr et al., 1983). Nye (1976) also mentions the ‘therapeutic role’ of 
partners, which seems similar to Belsky’s (1985) aspect of ‘partner’s sensitivity to feelings’. 
Kalmuss and colleagues (1992) also describe ‘physical well-being’, ‘desire to work’, and 
‘relationship with spouse’; although the latter could also be viewed as a dependent outcome 
variable. Belsky (1985) also includes ‘expression of love for partner’ and ‘partner’s respect’. 
Concerning role consensus, Tharp (1963) identifies five clusters of role expectations: internal 
instrumentality (wife adequacy, work performance), division of responsibilities (role-sharing, 
social influence, masculine authority, division of influence), external relations (social activity, 
community affairs), sexuality (premarital chastity, sexual fidelity, sexual gratification), and 
solidarity (factors of intimacy, social and emotional integration, togetherness, 
understanding and companionship). The Ideal Standards Model (Fletcher & Simpson, 2000) 
identifies three evaluative dimensions of ideals: ideals about warmth, commitment, and 
intimacy; ideals about health, passion, and attractiveness; and ideals about status and 
resources (Campbell et al., 2001; Fletcher et al., 1999; Fletcher & Simpson, 2000). In their 
Partner and Relationship Ideal Scales, Fletcher and colleagues (1999) asked about a number 
of items concerning these evaluative dimensions in five different scales: partner warmth-
trust scale (understanding, supportive, considerate, kind, a good listener, sensitive), partner 
vitality-attractiveness scale (adventurous, nice body, outgoing, sexy, attractive, good lover), 
partner status-resources scale (good job, financially secure, nice house, appropriate 
ethnicity, successful, dresses well), relationship intimacy-loyalty (honest, commitment, 
caring, trusting, support, respect), relationship passion scale (exciting, challenging, 
humorous, fun, independence, passionate).  
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Outside the domain of preferences and expectations, other studies have also identified 
relationship domains that are of importance in predicting negative relationship outcomes, 
such as increased conflict or dissatisfaction. Such domains are the division of household 
chores and the way they are carried out (Cubbins & Vannoy, 2004; Kluwer, Heesink, & Van 
de Vliert, 1996; Thompson & Walker, 1991), the upbringing of the children and division of 
child-care tasks (Cowan et al., 1985; Papp, Cummings, & Goeke-Morey, 2009), how free time 
is spent (Levenson, Carstensen, & Gottman, 1993; Papp et al., 2009; Storaasli & Markman, 
1990), the amount and content of quality time spent together (Hatch & Bulcroft, 2004; 
Roxburg, 2006), the lack of adequate communication between partners (Carrol, Badger, & 
Yang, 2006; Folger, Poole, & Stuttman, 2001; Grimshaw, 1990), how couples deal with 
financial matters (Grable, Britt, & Cantrell, 2007; Papp et al., 2009), and the precarious 
equilibrium between work and home (Kluwer et al., 1996; Papp et al., 2009). 
2.3.3. LEVEL OF SPECIFICITY OF THE MEASUREMENT 
Another issue that has to be taken into account is the level of specificity in the 
operationalization of independent (disconfirmation) and dependent (outcome) variables 
(Vervaeke, 1994). Often, the operationalization of these two types of variables is not 
situated at the same level of specificity, for example when disconfirmation is studied on a 
specific level by asking the preference for a certain behavior, and the outcome is studied on 
a global level by measuring the perception of change. This can obscure the possible 
negative effect of disconfirmation (Higginbotham et al., 1988). If no connection is found 
between disconfirmation and the outcome, it might be that a global outcome measure is 
not sensitive enough to detect the effect of disconfirmation on very specific variables 
(Vervaeke, 1994). Ideally, both independent and dependent variables should relate to the 
same specific aspects that one deems important (e.g., studying the influence of 
disconfirmation on therapist features on the client’s satisfaction with that therapist).  
It seems that most of the theories in the previous chapter have chosen their independent 
and dependent variables accordingly. They have studied disconfirmation on rather specific 
variables: different characteristics of the self, of the partner and of the relationship; 
different communication aspects; different relationship domains; and different relationship 
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roles. The dependent variable, or outcome, that has been predominantly studied is 
(dis)satisfaction (with the self, the communication, the partner or the relationship). The self-
discrepancy theory assumed dejection-related emotions, such as relationship 
(dis)satisfaction, would be the result of actual-ideal self-discrepancies. Kelley’s (1999) 
expansion of the expectancy violations theory (Burgoon & Hale, 1988) to intimate 
relationships in general, studied the effects of disconfirmation on relationship satisfaction. 
Studies that explored the Ideal Standards Model (Fletcher & Simpson, 2000) have also used 
variables that represent some form of relationship judgment, such as relationship quality 
and relationship satisfaction. Studies about the Violated Expectations Framework have 
studied the influence of disconfirmation on several relationship assessment variables, such 
as marital satisfaction, marital adjustment and love. When studying role consensus, the 
outcome variables were either relationship satisfaction or discord variables, such as tension, 
disagreement and conflict.  
Since there is a good deal of evidence in the current and previous chapter that a well-
established negative effect of disconfirmation in a given relationship is (dis)satisfaction, and 
that relationship (dis)satisfaction can be considered as one of the most stable and 
important risk factors for the occurrence of intimate partner violence (cfr. supra, chapter I), 
the hypothesis that the relationship between disconfirmation and intimate partner violence 
might be mediated through relationship satisfaction seems plausible. This hypothesis can at 
least rely on more available empirical support than the hypothesis of a direct relationship 
between disconfirmation and intimate partner violence. Also, since not all disconfirmation 
is considered to immediately cause a negative effect, because of some degree of 
disconfirmation tolerance, it seems that disconfirmation will cumulate until some negative 
condition is reached, that will trigger a situational and behavioral response, such as intimate 
partner violence. The outcome of disconfirmation is considered in many theories as a 
negative psychological situation or emotional state. Intimate partner violence cannot be 
considered an emotional state, but rather the inadequate response to a negative emotional 
state. Therefore, relationship (dis)satisfaction seems to be an appropriate variable to link 
disconfirmation to intimate partner violence, with the hypothesis that disconfirmation will 
lead to increased relationship dissatisfaction, which in turn, will increase the risk of intimate 
partner violence. 
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2.3.4. ANALOGOUS OR REAL SETTING? 
The use of analogous settings can also decrease the effect of disconfirmation. In client-
therapist literature, a lot of studies use students and/or therapists in training to play the 
roles of clients and therapists. Their level of involvement in the therapy process will differ 
from the involvement level of real clients and therapists, which might result in a decline of 
the effect of disconfirmation (Vervaeke, 1994). Therefore, real settings are preferred. In 
research on intimate partner relationships, the use of a real setting is of course essential.  
2.3.5. REAL OR PERCEIVED INCONGRUENCE AND/OR DISCREPANCY? 
Another issue is deciding how to measure the ‘agreement’ between preferences and reality, 
and between the preferences of both partners (Vervaeke, 1994). The researcher can choose 
to set his own criterion to measure the level of discrepancy or incongruence, or can let both 
members of the dyad judge on the level of agreement themselves.   
When the researcher sets his own criterion to measure the level of agreement, this is called 
‘real incongruence or discrepancy’. Both parts of the equation – preference and reality for 
discrepancy, and both partners’ preferences for incongruence - are then judged on their 
similarity (Vervaeke, 1994). The ‘real situation’ can be judged by the observer (researcher) 
or by the participants in the study. When one or both members assess the level of 
agreement themselves, this is called ‘perceived incongruence or discrepancy’. The assessors 
are then asked to rate the degree of agreement between their own preferences and what 
they think are the other member’s preferences (congruence) and between their own 
preferences and their realization (discrepancy).  
According to Vervaeke (1994), both approaches are defendable, but the choice has to be 
made explicit in the study, since results from one approach cannot be simply generalized to 
the other approach (Vervaeke, 1994). In this study, we chose to measure ‘real’ discrepancy 
and incongruence. When studying dynamics in intimate relationships, and collecting couple 
data, it seems more logical to ‘standardize’ the interpretation of the dynamic, rather than 
having the interpretation of the dynamic being dependent on (characteristics of) the person 
or partner that is interpreting it. Also, the literature on the Ideal Standards Model suggest 
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that people are often motivated by an enhancement goal, in which they try to reduce 
discrepancy by using strategies to adjust their perceived reality to match their ideals (or 
preferences) or to match their ideals to their reality (Fletcher & Simpson, 2000; Simpson et 
al., 2003). To reduce the possible influence of this ‘bias’, we feel that it is best to measure 
‘real’ discrepancy and incongruence. 
2.3.6. ADDED VALUE OF THE AGREEMENT COMPARED TO THE PARTS OF THE 
AGREEMENT 
A final methodological issue is the question about the added value of the agreement 
compared to the influence of both parts of the equation separately (Vervaeke, 1994). 
Preferably, the influence of each of the aspects on the dependent variable should also be 
examined, in order to be able to demonstrate the added value of the (dis)agreement 
between them in explaining the variance in the dependent variable. When studying 
incongruence, one should assess if the preferences of both partners on itself result in 
variation in the dependent variable. When studying discrepancy, the separate influence of 
preference and realization on the dependent variable should also be examined. Vervaeke 
(1994) suggests using multiple regression analyses to explore if the separate parts explain 
all the variance in the outcome-variable, or if the joint measurement (the agreement) is able 
to explain additional variance. Within most of the research domains discussed in the 
previous chapter, results partialed out the possible effects of either the 
preferences/expectations as such or the actual perception as such. In this dissertation, we 
will attempt to do the same, or something similar.  
3. INITIAL HYPOTHESIS AND RESEARCH QUESTION 
After the theoretical exploration of the disconfirmation hypothesis, and more specifically, of 
preference disconfirmation, it will be examined whether empirical evidence can be found 
that links preference disconfirmation to intimate partner violence. Since this will be the first 
time that preference disconfirmation is explored in the context of violent relationships, the 
study starts with an open, explorative research question.  
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Because there is no theoretical basis to already formulate firm specific hypotheses 
concerning the relationship between preference disconfirmation and intimate partner 
violence, it is precarious to only hypothesize a direct influence of disconfirmation on IPV. It 
is assumed that preference disconfirmation has a negative effect on a given relationship 
(Goldstein, 1962), but it is unclear if IPV is a good operationalization of this negative 
outcome, since it has never been operationalized like this in previous studies. Instead, most 
of these studies, as discussed in chapter II and the present chapter, have used relationship 
(dis)satisfaction as the negative outcome of disconfirmation in a given relationship, and 
with success. Furthermore, relationship satisfaction has been identified as a well-known and 
relatively strong risk factor for the occurrence of IPV (cfr. chapter I). That is, if a person is 
less satisfied with the romantic relationship, his or her chances of perpetrating IPV increase. 
Since there is evidence that relationship satisfaction is a suitable operationalization for the 
negative effect caused by preference disconfirmation, and since it is known to predict the 
perpetration of IPV, it might be possible that preference disconfirmation might not (only) 
have a direct influence on the occurrence of IPV, but rather an indirect influence, via 
relationship satisfaction. That is, besides a possible direct relationship, it might also be 
plausible that relationship satisfaction mediates the effect of disconfirmation on IPV.  
Furthermore, this study is intended to examine whether initial evidence can be found on the 
suitability of preference disconfirmation as a predictor of IPV (either directly or mediated via 
relationship satisfaction). Since this is merely a first exploration, it has been decided to only 
focus on preference discrepancy in a first study, and to leave preference incongruence out 
of the analyses for now. If this study can provide evidence of a significant association 
between preference discrepancy and IPV, the concept of preference incongruence can be 
further included in a follow-up study.      
Taking into account these arguments, the research question that will be the central focus in 
the first study is: “What is the relation between preference discrepancy, relationship 
satisfaction, and intimate partner violence?”. In the next chapter (chapter IV), this study will 
be described.  
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I V .  A  F I R S T  S T U D Y :  B A S I C  E X P L O R A T I O N  
In the current chapter, a first exploration of the relation between preference discrepancy, 
relationship satisfaction, and intimate partner violence will be reported on56. First, we will 
focus on the methodology that was used in this study: procedure and participants, 
measures and data analysis. Second, results from our analyses will be presented and 
discussed.  
1. METHOD 
This study used a cross-sectional survey design to explore the relationship between 
preference discrepancy and intimate partner violence. First, information is provided on the 
procedure and the participants. Next, the different instruments that were used in this 
survey will be presented. Finally, information is given about the data analysis method that 
was used, namely the bias-corrected bootstrapping method.  
1.1. PARTICIPANTS AND PROCEDURE 
The aim of this study was to collect couple data; that is, data from both partners of a couple. 
A nonrandom procedure was used to recruit couples to participate: couples within our social 
networks57 (e.g., friends, family, colleagues, friends of friends, local organizations …), with 
the specific attempt to diversify as much as possible on socio-demographic characteristics 
(e.g., age, relationship status …) across the couples that were approached. Only 
heterosexual couples were included in this study. Furthermore, partners had to be both at 
least 18 years old and needed to understand the Dutch language. The relationship between 
the partners had to be ongoing at the time of the completion of the survey, but there was 
no exclusion based on relationship status: dating, cohabiting, and married couples could all 
                                                             
56
 This chapter is in part based on the following publication: Jaspaert, E., & Vervaeke, G. (2014). The indirect effect of 
preference discrepancy on intimate partner violence. Journal of Family Violence, 29(8), 829-837. doi: 10.1007/s10896-014-
9636-z. 
57
 A special thank you to Tine Vandyck, who helped recruit couples for her master’s thesis.  
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participate58. Overall, approximately 100 couples were asked to participate in this study, of 
which 78 couples completed their surveys.  
Given the delicate nature of the topic of intimate partner violence, the study was presented 
to the couples as a study on the way they experience their intimate relationship59. Although 
not explicitly mentioned in the introduction of the survey, couples who experience severe 
violent episodes in their relationship might have refrained from participating. Contact 
details were given in the introduction with the explicit statement that participants could 
contact us if they encountered problems or had questions. The promotor of this dissertation 
is a licensed clinical psychologist and psychotherapist who could provide immediate 
psychological support if needed, and both the promotor and the researcher could refer to 
general or specialized mental health practitioners all over the country, if deemed 
appropriate. Nobody contacted us with questions of this nature.   
The data were collected in April and May of 2010. Couples who agreed to participate were 
given two paper surveys, two small envelopes, one large envelope and a stamp. Both 
partners had to fill out a (identical) survey. The survey took 30 minutes to complete.  In 
order to minimize the risk of cross-contamination between the answers of both partners, 
couples were asked to fill out the surveys separately and to not discuss the content of the 
survey prior to completion. Afterwards, both partners could seal off their survey in two 
separate envelopes, and return the surveys to the researcher in the larger envelope. Of 
course, we are aware that these efforts do not eliminate interdependence between both 
partners, but it might have increased the privacy of one partner to answer the questions 
without interference from the other partner. It might also have reduced the tendency to 
answer in a socially desirable way or to adjust answers to match the answers of the partner.  
In the introduction of the survey, it was also explicitly mentioned that all the data would be 
processed anonymously. Although the opportunity was given to send the large envelope 
back to the researcher via mail (a stamp was provided), many of the couples handed the 
envelope back to the researcher in person. This could compromise the anonymity 
guarantee: if envelopes were opened immediately, the researcher would know which 
surveys belonged to which couples. Therefore, envelopes were not opened until the data 
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 Contrary to Stith et al. (2004), who excluded dating samples from their meta-analysis.  
59
 The entire survey, including the introduction of the survey, is included in the appendix, page 371.  
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collection phase was closed and all surveys were collected. All envelopes were opened and 
the two surveys belonging to one couple were given an identical count-number (e.g., 27) 
and a suffix ‘A’ for the data from the male respondent and ‘B’ for the data from the female 
respondent. Couples were then sorted according to their count-number. The suffix A or B 
made it possible to distinguish between both partners during analyses.  
Table 4 presents an overview of the socio-demographic characteristics of the convenience 
sample of 78 couples. It was expected that the distribution of socio-demographic variables 
concerning relationship characteristics would be equal for both partners of a dyad (e.g., 
they would both give the status ‘married’ to their relationship). However, a few differences 
were found in the answers of partners for the variables ‘relationship status’ and ‘relationship 
duration’. In these limited cases, the answers obtained by the female respondent were used. 
Some of the variables are reported on the level of the dyads (such as relationship status), 
other variables are reported separately for male and female partners (age and level of 
education).  
TABLE 4: SOCIO-DEMOGRAPHIC CHARACTERISTICS OF THE SAMPLE IN STUDY 1 
 Characteristics of the dyad (N=78) 
Relationship status  
Married 50 (64.1%) 
Cohabiting 20 (25.6%) 
Dating 8 (10.3%) 
Relationship duration  
6 months to 5 years 17 (21.8%) 
5 to 20 years 26 (33.3%) 
More than 20 years 35 (44.9%) 
Children  
Yes 51 (65.4%) 
No 27 (34.6%) 
 Characteristics of males and females (N=156) 
 Males (n=78) Females (n=78) 
Age M = 41.85 (SD = 13.02) M = 40.28 (SD = 12.87) 
Highest education   
Elementary school 7 (9.0%) 4 (5.1%) 
High school 47 (60.3%) 32 (41.0%) 
College 21 (26.9%) 35 (44.9%) 
University 3 (3.8%) 7 (9.0%) 
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1.2. MEASURES 
The survey consisted of three different instruments, which measured the three key 
concepts under study: preference disconfirmation, intimate partner violence, and 
relationship satisfaction. Each of these instruments will be presented next. 
1.2.1. PREFERENCE DISCONFIRMATION 
To measure preference disconfirmation and more specifically, in this study, preference 
discrepancy, a new instrument was developed, based on the principles of the Item-set for 
Personal Treatment-theory (IPB; Vervaeke, 1994). This IPB measures preference 
disconfirmation (both discrepancy and incongruence) of clients and therapists in 
psychotherapy (Vervaeke, 1994). The design of the questionnaire and the way respondents 
need to answer the questions will be transposed to the current questionnaire; the content of 
the items will of course be changed to fit the purpose of this study, that is, to capture 
disconfirmation within intimate partner relationships. This will result in what we will further 
refer to as the Preference Disconfirmation Questionnaire (PDQ). In developing this 
instrument, a few steps need to be further clarified. First, we will discuss the construction of 
the item-set. Second, we will elaborate on the operationalization of preference and 
realization of behavior. Third, once we have established how preference and realization will 
be measured, we will further describe how these two aspects merge together in the 
operationalization of discrepancy. Fourth and finally, we will examine the quality of the 
item-set.  
1.2.1.1. THE RATIONALE BEHIND THE ITEM-SET 
The central assumption in constructing the item-set was that ‘intact’ (i.e., ongoing) 
relationships are not characterized by huge and very identifiable manifestations of 
discrepancy (i.e., the lack of agreement between one’s preference and one’s perceived 
actual situation). We assume that discrepancies in intimate relationships will be smaller, but 
that different small(er) discrepancies can coexist and that this accumulation might cause a 
negative effect. Therefore, it was necessary that the items in the questionnaire tapped from 
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several areas, or domains, that are important in intimate relationships. The items needed to 
reflect a broad array of behaviors or situations in which a person might experience 
discrepancies. When people are asked to rate their partner/relationship in very general and 
abstract terms, it is plausible that they will have the tendency to average their final answer, 
because it levels out over a series of situations. For example, I might experience high 
discrepancy when it comes to my partner not showing appreciation for the work I do in the 
household. This might be a very specific and salient discrepancy for me, and might result in 
several arguments with my partner. However, when I am asked to indicate, overall, how 
respectful my partner is to me, I might still consider him to be very respectful, because he is 
respectful on many other occasions. This illustrates how asking to rate the overall extent of 
certain general qualities to be present might lack sensitivity to capture the situation-specific 
discrepancies. This is also the reason why we chose not to work with the Partner and 
Relationship Ideal Standards (Fletcher & Simpson, 2000; cfr. chapter III), because it asks 
individuals to rate to what extent their current partner/relationship possesses certain 
abstract traits or qualities (e.g., caring, respect, independence, successful, considerate …). 
Furthermore, it might also be plausible that a general approach will be more prone to the 
social desirability bias, in that poorly rating an overall quality of the partner or relationship 
can be experienced by participants as a direct attack on, or rejection of, their partner, 
whereas asking people their preferences about, and the actual situation concerning, a series 
of small behavioral situations might not yield such a reaction.  
1.2.1.2. THE CONSTRUCTION OF THE ITEM-SET 
The next question we needed to address is which domains were relevant within intimate 
relationships and needed to be included in the questionnaire. We consider ‘relationship 
domains’ to refer to specific themes that are of importance within an intimate relationship. 
The importance of these domains will differ from person to person, but we can assume that 
a list of domains can be generated that are important (to different extents) to most people. 
In the previous chapter, we have already listed some of the domains that have been 
identified in earlier studies, both related to the study of disconfirmation or the study of 
relationship functioning in general (cfr. supra). Some of the recurrent domains in literature 
are related to housekeeping (e.g., Bahr et al., 1983; Belsky, 1985; Cubbins & Vannoy, 2004; 
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Hackel & Ruble, 1992; Kalmuss et al., 1992; Kluwer et al., 1996; Lawrence et al., 2007; Nye, 
1976; Spanier, 1979; Tharp, 1963; Thompson & Walker, 1991), finances (e.g., Bahr et al., 
1983; Kalmuss et al., 1992; Nye, 1976; Spanier, 1979), relationship with family/relatives (e.g., 
Bahr et al., 1983; Belsky, 1985; Grable et al., 2007; Kalmuss et al., 1992; Nye, 1976; Papp et 
al., 2009; Spanier, 1979), (sexual) intimacy (e.g., Bahr et al., 1983; Belsky, 1985; Fletcher & 
Simpson, 2000; Nye, 1976; Spanier, 1979; Tharp, 1963), recreation (e.g., Bahr et al., 1983; 
Belksy, 1985; Levenson et al., 1993; Nye, 1976; Papp et al., 2009; Spanier, 1979; Storaasli & 
Markman, 1990; Tharp, 1963), child upbringing (e.g., Bahr et al., 1983; Belsky, 1985; Cowan 
et al., 1985; Hackel & Ruble, 1992; Kalmuss et al., 1992; Lawrence et al., 2007; Nye, 1976; 
Papp et al., 2009), relationship with friends (e.g., Belsky, 1985; Kalmuss et al., 1992; Spanier, 
1979; Tharp, 1963), quality time together/expression of love (e.g., Bahr et al., 1983; Belsky, 
1985; Hatch & Bulcroft, 2004; Roxburg, 2006; Spanier, 1979; Tharp, 1963), work/job (e.g., 
Bahr et al., 1983; Belsky, 1985; Kalmuss et al., 1992; Kluwer et al., 1996; Spanier, 1979; Papp 
et al., 2009; Tharp, 1963), (sexual) fidelity (e.g., Tharp, 1963), attractiveness/appearance 
(e.g., Fletcher & Simpson, 2000), and communication between partners (e.g., Carrol et al., 
2006; Folger et al., 2001; Grimshaw, 1990). Because the above-mentioned domains have 
already been identified as important by previous researchers, we will incorporate these 
domains in the PDQ. For each domain, a set of specific items was construed that reflected 
several possible behavioral situations that can occur within that domain. We have also 
added a domain that has not been mentioned before, which is ‘substance use’. It is possible 
that partners experience discrepancies concerning habits of the partner with regard to 
smoking, drinking, or taking drugs.  
Eventually, this resulted in a set of 76 items, referring to very specific behavioral situations 
that can occur, and be of importance, in intimate relationships. Table 5 lists all the domains 
and provides an example of an item of each domain60. The full questionnaire can be 
consulted in the appendix 161 (cfr. page 371).    
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 In addition to these 13 domains, one domain-free item was included: “We both have an equal amount of control in our 
relationship”. 
61
 The entire survey is presented in Dutch in appendix 1, page 371. Some of the measures that are included in the survey are 
a translation of existing English measures. The PDQ is an instrument developed in Dutch. The choice was made to not 
include a superficial translation of the PDQ in English in order to avoid the idea that the English version is already an 
authorized, validated translation of the Dutch PDQ.  
  
107 
 
TABLE 5: LIST OF ALL 13 DOMAINS WITH AN EXAMPLE FOR EACH DOMAIN  
Relationship 
domain 
Number 
of items 
Example 
Finances 8 Everything we earn belongs to us both 
Recreation time 4 When we go out, we always leave and go home 
together 
Friendships 6 We get along well with each other’s friends 
Family/relatives 7 We have close contact with the family 
Quality time  8 We often spontaneously hug and cuddle 
Sexuality 11 There is sufficient sexual variation 
Housekeeping 3 Our household chores are divided equally 
Child upbringing 4 I spend more time in the care of the children 
Work/job 5 There is a good balance between work and personal life 
Substance use 5 I decide if, when, and how much I drink 
Communication 5 My partner tells me spontaneously what’s going on 
Personal care 4 My partner takes care of his/her appearance 
Fidelity/Jealousy 5 We trust each other completely 
 
1.2.1.3. OPERATIONALIZING PREFERENCE AND REALIZATION 
To measure preference discrepancy, two components need to be studied: the preference 
about a certain behavior, and the realization of that specific behavior.  
Preference was measured using the aforementioned relationship domain items with the 
instruction to the respondents to imagine their ideal relationship (Preference Form). Each 
items was preceded by: ‘In my ideal relationship…’. We deliberately chose the word ‘ideal’ 
over ‘preferred’, to emphasize our interest in what they truly want from their relationship, 
regardless of their experiences in real life.  
There are a few options regarding the construction of answering categories (e.g., Likert 
rating scales, rank ordering preferences), but we followed the rationale of Vervaeke (1994). 
These answering options are a combination of the direction of the preference (‘yes’ or ‘no’) 
and the intensity, or flexibility, of the preference (Vervaeke, 1994). Specifically, the 
following four answering categories will be used: ‘Yes, and it must be so’; ‘Yes, but it doesn’t 
have to be so’, ‘No, but it can be so’, ‘No, and it cannot be so’.  This method can be viewed 
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as a sophisticated Likert scale, with the extra advantage of being able to also assess the 
flexibility of the preferences, which can provide more insight in the acceptability or 
incompatibility of discrepancies (Vervaeke, 1994).  
Realization was also measured using the aforementioned relationship domain items, this 
time with the instruction to focus on the current relationship (Realization Form). Each item 
was preceded by: ‘In my current relationship …’. The answering categories for the 
Realization Form were: yes; rather yes; rather no; no. Although this is similar to the 
answering categories used by Vervaeke (1994), there is one difference in that Vervaeke used 
a ‘question mark’-middle point if respondents did not know (yet) what  was realized or not 
(after the first session of therapy). We found this addition in our study where the partners 
are involved in intimate relationships to be redundant and did not use it.   
TABLE 6: QUESTION AND ANSWERING CATEGORIES FOR BOTH THE PREFERENCE FORM AND THE 
REALIZATION FORM  
Preference form  
In my ideal 
relationship… 
Yes, and it must 
be (so) 
Yes, but it 
doesn’t have to 
be (so) 
No, but it is 
allowable 
No, and it is not 
allowable 
Realization form     
In my current 
relationship… 
Yes Rather yes Rather no No 
 
Respondents were asked to first fill out the Preference Form and subsequently the 
Realization Form.  
1.2.1.4. OPERATIONALIZATION OF DISCREPANCY 
Based on the answers on the Preference and the Realization Form, a preference discrepancy 
score for each respondent can be calculated62. It was chosen to work with difference scores 
(between preference and realization). Because we do not expect the direction of the 
difference to be important for exploring the relationship between discrepancy, satisfaction 
and violence, absolute difference scores are used. Table 7 shows the formula to calculate 
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 The operationalization of incongruence will be discussed in chapter VI (study 2). 
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the magnitude of discrepancy for each respondent by weighting differences between 
preference and realization for each item. Since we expect a certain degree of 
disconfirmation tolerance, we will not assess the relation between each individual item and 
the outcome variables, but we will work with the total preference discrepancy that an 
individual experiences in his or her relationship63. Thus, all the items64 were scored following 
the formula in Table 7, and then all scored items were summed up to result in a total 
preference discrepancy sum score per respondent (minimum = 0; maximum = 288).  
TABLE 7: SCORING FORMULA FOR PREFERENCE DISCREPANCY PER ITEM 
 Preference 
 Yes, and 
necessary 
Yes, but not 
necessary 
No, but allowed No, and not 
allowed 
Realization     
Yes 0 0 1 4 
Rather yes 1 0 1 3 
Rather no 3 1 0 1 
No 4 1 0 0 
 
This operationalization is based on the following reasoning. First, the larger the difference 
between preference and realization, the larger the discrepancy value that is awarded. The 
highest discrepancy values are given when inflexible preferences are disconfirmed (values 
‘3’ and ‘4’). When preferences are flexible, but the reality is in the opposite direction of the 
preferred direction, we also consider this difference discrepant, but less discrepant than for 
inflexible preferences (thus, value ‘1’). If flexible preferences and reality share the same 
direction (i.e., reality is in the same direction as preferred direction), it is not considered 
discrepant. However, for inflexible preferences, we do consider a reality that has not quite 
fully reached the preferred level (i.e., ‘rather yes’ or ‘rather no’) to be discrepant (value ‘1’).  
As is evident in Table 7, the values that are used in the scoring are ‘1’, ‘3’, and ‘4’. We could 
have used the formula to represent consecutive values, but we felt that this ‘break’ in the 
scoring was meaningful. This way, extra weight is put on the disconfirmation of inflexible 
                                                             
63
 It might, however, also be interesting to explore which of the relationship domains is (most) responsible for the relation 
with the outcome variables, should a significant relation between the total preference discrepancy and the outcome 
variables be found.  
64
 Of the 76 clauses, only 72 were used to calculate the total sum score with. The four clauses concerning the domain 
children were excluded from further analyses, because there were too many missing values on these variables in the 
Realization Form, due to the fact that about one fourth of the respondents did not have children. 
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preferences with a realization in the opposite affective direction. For example, if a situation 
that is preferred (yes) and highly stringent (and necessary) is not realized (‘rather no’ or 
‘no’), this will cause much more disconfirmation than if it is ‘somewhat’ realized (‘rather 
yes’).  
1.2.1.5. QUALITY OF THE ITEM-SET 
An important consideration that affects the assessment of the quality of the Preference 
Disconfirmation Questionnaire is whether the construct is measured with a reflective 
measurement model or with a formative measurement model. In classical test theory, it is 
generally assumed that the relationship between the construct and its indicators is 
reflective, that is, the direction of causality runs from the underlying construct to its 
observable indicators (Baxter, 2009; Coltman, Devinney, Midgley, & Venaik, 2008; Jarvis, 
MacKenzie, & Podsakoff, 2003; MacKenzie, Podsakoff, & Podsakoff, 2011). Thus, the 
underlying construct ‘causes’ its observable indicators (Baxter, 2009), and indicators are an 
imperfect reflection of the underlying construct (MacKenzie et al., 2011). Empirically, this 
means that items in reflective models are expected to be highly and positively correlated 
and, as such, standard tests for internal consistency and reliability and factor analysis are 
appropriate measures to test the quality of the item-set (Coltman et al., 2008; MacKenzie et 
al., 2011). However, not all constructs are reflective. Sometimes, this type of measurement 
model is not appropriate (MacKenzie et al., 2011), in cases when a construct is ‘formed’ by 
its indicators (Coltman et al., 2008; MacKenzie et al., 2011). In these cases, causality runs 
from the indicators to the construct, instead of vice versa: the observable indicators are the 
independent ‘causes’ of the construct (Baxter, 2009; Coltman et al., 2008; Hair, Black, 
Babin, & Anderson, 2010). These are called formative constructs; the construct is viewed as 
a formative or causal index of all its items/indicators (Coltman et al., 2008; Hair et al., 2010; 
Jarvis et al., 2003), and thus the group of indicators determines the conceptual and 
empirical meaning of the construct (Jarvis et al., 2003). Formative indicators have no 
assumed pattern of intercorrelations (Coltman et al., 2008; Kline, 2011). Because indicators 
are thus not necessarily correlated, internal consistency reliability or factor analysis are not 
appropriate standards for evaluating a formative measure (Franke, Preacher, & Rigdon, 
2008; Jarvis et al., 2003; MacKenzie et al., 2011).  
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A construct should be considered having formative indicators if the following conditions 
prevail (Jarvis et al., 2003): (a) the indicators are viewed as defining characteristics of the 
construct, (b) changes in the indicators are expected to cause changes in the construct, and 
not vice versa, (c) the indicators do not necessarily share a common theme, and thus do not 
necessarily intercorrelate, (d) eliminating an indicator may alter the conceptual domain of 
the construct, (e) a change in the value of one of the indicators is not necessarily expected 
to be associated with a change in all of the other indicators, and (f) the indicators are not 
expected to have the same antecedents and consequences.  
In the case of the construct of preference disconfirmation (and in this study, more 
specifically, preference discrepancy), the total discrepancy can be viewed as an index of all 
items within the different relationship domains where discrepancy can occur. Thus, the 
direction of causality is from the items (via the relationship domains) to the construct: 
discrepancies in several behavioral situations cause an overall level of discrepancy. The 
overall level of discrepancy will change when there are changes in the indicators, that is, in 
the concrete behavioral situations, and not the other way around. Furthermore, because the 
aim of the instrument was exactly to list an array of diverse behavioral situations, tapping 
from several relationship domains, we do not assume that the indicators intercorrelate, and 
as such, we do not expect that individuals will respond to all these indicators in a similar 
way. Hence, change in one item is not assumed to necessarily be associated with changes in 
other items. Based on this reasoning, the Preference Disconfirmation Scale is clearly a 
formative measurement. Therefore, the standard quality checks cannot be performed on 
this instrument. 
Furthermore, our model is a second-order model (Diamantopoulos, Riefler, & Roth, 2008; 
Jarvis et al., 2003). That is, the construct consists of a number of dimensions that can be 
conceptualized under the overall abstraction of the construct (Diamantopoulos et al., 2008). 
There are two levels of analysis: one level relating manifest indicators to (first-order) 
dimensions, and a second level relating the individual dimensions to the (second-order) 
latent construct (Diamantopoulos et al., 2008). More specifically, our model has several 
first-order constructs (i.e., the relationship domains) that have formative indicators (i.e., the 
specific items), and has one second-order construct (i.e., overall discrepancy) that also has 
  
112 
 
formative indicators (i.e., the relationship domains). Figure 1 shows an example of this 
model, which is also called an “aggregate model” (Diamantopoulos et al., 2008). 
FIGURE 1: EXAMPLE OF AN AGGREGATE MODEL  
 
Source: Jarvis et al., 2003, p. 205 
Testing the quality of such an aggregate model is quite difficult, because it cannot be done 
by using the standard classical test theory procedures. A first quality check, on indicator 
level, is to examine the multicollinearity between the items (Diamantopoulos et al., 2008; 
MacKenzie et al., 2011). In formative constructs, items should not intercorrelate highly, 
because it causes estimation difficulties (Diamantopoulos et al., 2008). Several authors 
suggest inspecting the variance inflation factor (VIF), which assesses the degree of 
multicollinearity (Diamantopoulos et al., 2008). Commonly accepted, a VIF larger than 10 is 
considered indicative of multicollinearity (Diamantopoulos et al., 2008; MacKenzie et al., 
2011; Pallant, 2010). The 76 indicators in the current study had VIF-scores ranging between 
1.557 and 5.112, thus it can be concluded that there is no multicollinearity between the 
items of the PDQ. One can do the same for the first-order constructs and thus check for 
multicollinearity between the relationship domains. In the current study, the VIF-scores for 
the relationship domains ranged between 1.122 and 2.499. 
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To assess the content validity of the items, MacKenzie and colleagues (2011) propose 
making two related judgments: (a) is the individual item representative of an aspect of the 
content domain of the construct?, and (b) are the items as a set collectively representative 
of the entire content domain of the construct? Because the disconfirmation construct in this 
study is considered multidimensional, or a second-order construct, we feel that content 
validity can be assessed by examining the inter-rater agreement in classifying the manifest 
indicators in their first-order constructs (i.e., the relationship domains). Four independent 
raters were given a list of all 76 items in a random order, as well as a list of the 13 
relationship domains, and were asked to classify each item in the domain they felt fitted 
best. The level of agreement was calculated with a Fleiss’ Kappa (Fleiss, 1981) and was .80. 
A Fleiss’ Kappa of .75 or higher is considered indicative of a high agreement (Fleiss, 1981). 
Thus, this finding supports the content validity of the items.  
1.2.2. INTIMATE PARTNER VIOLENCE 
There are numerous instruments available to measure different types of intimate partner 
violence (Rathus & Feindler, 2004). Given the conceptual and methodological choices in this 
dissertation, an instrument was needed that (a) could be used in self-report research65, (b)  
measured both perpetration and victimization, and did not exclude participants based on 
gender66, and (c) measured at least both physical and psychological intimate partner 
violence67. After this exclusion process, the choice was made to use the widely spread and 
studied Revised Conflict Tactics Scales (CTS2; Straus, Hamby, Boney-McCoy, & Sugarman, 
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 This excluded instruments that required an interview, or at least face-to-face contact, such as the Control Interview (CI; 
Ehrensaft, Langhinrichsen-Rohling, Heyman, O’Leary, & Lawrence, 1999), the Danger Assessment Instrument (DAI; 
Heyman, Feldbau-Kohn, Ehrensaft, Langhinrichsen-Rohling, & O’Leary, 2001), the Domestic Violence Interview (DVI; 
Fruzetti, Saedi, Wilson, & Rubio, 1998), the Oral History Interview (OHI; Buehlman & Gottman, 1996), the Overt 
Aggression Scale – modified (OAS-M; Coccaro, Harvey, Kupsaw-Lawrence, Herbert, & Bernstein, 1991), the Semi-
Structured Marital Interview (SMI; Vivian, 1990a), and the Spousal Assault Risk Assessment (SARA; Kropp, Hart, Webster, 
& Eaves, 1998). Although this latter instrument, the SARA, is primarily administered as an interview, it is also possible to 
be used without face-to-face contact, but then it has to be based on offender records, and thus not useful for self-report 
research (Rathus & Feindler, 2004). 
66
 This excluded instruments that focus only on either perpetration or victimization, or only on men or women, such as the 
Abuse Assessment Screen (AAS; McFarlane, Parker, Soeken, & Bullock, 1992), the Abusive Behavior Inventory (ABI, 
Shepard & Campbell, 1992), the Index of Spouse Abuse (ISA; Hudson & McIntosh, 1981), the Measure of Wife Abuse 
(MWA; Rodenburg & Fantuzzo, 1993), the Past Feelings and Acts of Violence Scale (PFAV; Plutchik & van Praag, 1990), the 
Psychological Maltreatment of Women Inventory (PMWI; Tolman, 1989), the Severity of Violence Against Men Scales 
(SVAMS; Marshall, 1992a), the Severity of Violence Against Women Scales (SVAWS; Marshall, 1992b), and the Women’s 
Experiences with Battering Scale (WEB; Smith, Earp, & DeVellis, 1995). 
67
 This excluded instruments that focus on only one type of intimate partner violence, such as the Emotional Abuse Scale 
(EAS; Murphy & Hoover, 1999), and the Profile of Psychological Abuse and Fear of Abuse Scale (PPA and FAS; Sackett & 
Saunders, 1999).  
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1996). This is a revision of the original Conflict Tactics Scales (CTS; Straus, 1979), and 
includes more items (and scales) than the original one and has improved wording and varied 
item ordering68 (Rathus & Feindler, 2004).  
The CTS2 is a 39-item self-report instrument that assesses the extent to which partners use 
several different tactics during conflict (Straus et al., 1996). The CTS2 has five subscales, of 
which four deal with the use of tactics: Negotiation (6 items), Psychological Aggression (8 
items), Physical Assault (12 items), and Sexual Coercion (7 items). The fifth subscale, Injury, 
assesses the frequency and severity of partner-inflicted injury during conflict (6 items). 
‘Negotiation’ is defined as “actions taken to settle a disagreement through discussion” 
(Straus et al., 1996, p. 289). ‘Physical Assault’ is “the use of physical force against another 
person as a means of resolving the conflict” (Straus, 1979, p. 77). Defining ‘Psychological 
Aggression’ appears to be more difficult (Vissing, Straus, Gelles, & Hardop, 1991), but we 
refer to the definition used in the original CTS for ‘verbal aggression’69, which is “the use of 
verbal and nonverbal acts which symbolically hurt the other, or the use of threats to hurt the 
other” (Straus, 1979, p. 77). ‘Sexual Coercion’ can be defined as “behavior that is intended to 
compel the partner to engage in unwanted sexual activity” (Straus et al., 1996, p. 290). For 
the three violence subscales (Physical assault, Psychological aggression, and Sexual 
coercion), a subdivision can also be made between minor violent tactics and severe violent 
tactics (Straus et al., 1996). 
An important feature of the CTS2 is its symmetry in measurement: it measures the behavior 
of both the respondent and the respondent’s partner (Straus et al., 1996). Respondents 
report how often they and their partner engaged in each of the tactics during the year prior 
to the completion of the questionnaire on a scale from 0 (never) to 6 (more than 20 times). If 
the tactic had not been used during the past year, respondents were asked to indicate if this 
tactic had been used prior to the last year. The scales are scored by adding the midpoints for 
the response categories: for categories 0, 1, and 2 (never, once, and twice), the midpoints 
are the same as the category number; for categories 3 (3 to 5 times), 4 (6 to 10 times), 5 (11 
                                                             
68
 CTS2 uses interspersed rather than hierarchical item ordering, which reduces response sets, enhances careful reading of 
each item, reduces the ability to detect which items fall on which subscale, and may yield higher prevalence rates 
(Dahlstrom, Brooks, & Peterson, 1999) 
69
 Paradoxically, the definition for ‘Verbal aggression’ also explicitly mentions the use of nonverbal acts. Therefore, we feel 
that it fits as a definition for ‘Psychological aggression’ as well.  
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to 20 times), and 6 (more than 20 times), the midpoints are set respectively at 4, 8, 15, and 
25 (Straus, Hamby, & Warren, 2003).  
Previous psychometric analyses on the CTS generally report adequate to good internal 
consistency. In their preliminary analysis, Straus and colleagues (1996) reported good 
reliability coefficients for all five scales70: Negotiation (α = .86), Psychological Aggression (α 
= .79), Physical Assault (α = .86), Sexual coercion (α = .87), and Injury (α = .95). In another 
sample of 7,179 students from 33 universities in 17 different countries, Straus (2004) again 
found moderate to high reliability scores, ranging from Cronbach’s alpha’s of .74 for 
Psychological Aggression to .89 for Injury. Several other authors have explicitly71 tried to 
replicate these findings, and generally found adequate (alpha > .70) internal consistency for 
most scales (e.g., Calvete, Corral, Estévez, 2007; Connelly, Newton, & Aarons, 2005;  
Newton, Connelly, & Landsverk, 2001; Lucente, Fals-Stewart, Richard, & Goscha, 2001; 
Yun, 2011), with some exceptions of lower alpha’s for Physical Assault (Newton et al., 2001), 
Injury (Anderson & Leigh, 2010) and Sexual Coercion (Anderson & Leigh, 2010; Lucente et 
al., 2001; Yun, 2011). However, when subdividing the violence scales into minor and severe 
violence subscales, the internal consistency of the severe subscales was much lower than 
the internal consistency of the minor subscales (Connelly et al., 2005; Newton et al., 2001), 
which might suggest that the minor subscales fit better as a unit than the severe subscales 
(Newton et al., 2001). Test-retest reliability72 was also explored over a 2-month interval in a 
sample of 82 men court-mandated to a batterer intervention program (Vega & O’Leary, 
2007). Results indicated an excellent test-retest reliability for Psychological Aggression (r = 
.69), Physical Assault (r = .76), Injury (r = .70), and Negotiation (r = .60), but a weaker test-
retest reliability for Sexual Coercion (r = .30) (Vega & O’Leary, 2007). Good cross-cultural 
reliability was also established, based on the finding that reliability coefficients for the 
scales were generally high across countries (Straus, 2004).  
                                                             
70
 Some items used to compute these statistics are different than the items in the final CTS2. The wording of some of the 
items from the scales Physical Assault, Sexual Coercion and Injury were altered after the data was collected (Straus et al., 
1996). According to the authors, it is unlikely that the changes in wording in the Physical Assault scale would result in 
findings that lead to conclusions that differ from those based on these statistics. The Sexual Coercion scale and the Injury 
scale were thoroughly revised after the data collection and the results for those two scales have to be considered highly 
tentative (Straus et al., 1996). 
71
 These authors have dedicated their entire paper to the exploration of the psychometric qualities of the CTS2. There are 
literary thousands of other authors who have used the CTS2 in their study and reported on its reliability, but these will not 
be reported here. 
72
 Test-retest reliability was assessed using Pearson product-moment (PPM) correlations (Vega & O’Leary, 2007). 
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Evidence to support the CTS2’s construct validity73 has also been reported, with high 
correlations between the Physical Assault scale on the one hand, and the Psychological 
Aggression scale, the Injury scale74, corporal punishment, and several established personal 
and relationship risk markers for IPV on the other hand (Straus, 2004; Straus et al., 1996; 
Straus, Hamby, Boney-McCoy, & Sugarman, 2010; Straus, Hamby, & Warren, 2003). Also, 
expected gender-based differences in CTS2 scores were found: the correlations between 
the Sexual Coercion scale and the Psychological Aggression and Physical Assault scales, and 
the correlation between Physical Assault and Injury, were higher for men than for women 
(Straus et al., 1996). The violence scales of the CTS2 also correlated highly with the ABC 
instrument, which is another measure for IPV (Jones, Ji, Beck, & Beck, 2002). Evidence for 
discriminant validity75 was also found in the low and non-significant correlations between 
the Negotiation scale and the Sexual Coercion and Injury scales (Straus et al., 1996), and 
between the Negotiation scale and the three violence scales (Yun, 2011). Evidence for the 
factorial validity of the CTS2 is more equivocal, with some finding a factor structure that 
suggests merging the Psychological Aggression and Physical Assault scales into one larger 
General Assault scale (Jones et al., 2002), some that find a factor structure that supports the 
subdivision of the violence scales into a minor and a severe subscale (Calvete et al., 2007; 
Newton et al., 2001), some that do not find such support (Yun, 2011), and again others that 
find no clear factor structure at all76 (Anderson & Leigh, 2010). However, one might question 
whether the CTS2 is a reflectively measured construct or a formatively measured construct 
(e.g., Jarvis et al., 2003; MacKenzie et al., 2011). Since the instrument measures the 
occurrence of different types of IPV, and in fact the theory does not really expect one 
specific violent act (or ‘tactic’) to necessarily be correlated with another violent act, it would 
also be reasonable to consider it to be a formative measurement. In the latter case, the 
scales reflect the formed total of all the different behaviors, and not latent constructs that 
‘cause’ the tactics. Should the CTS2 be considered a formative measurement, the classic 
reliability and validity measures are less meaningful.    
                                                             
73
 Construct validity is “the extent to which a set of measured variables actually represent the theoretical latent construct 
they are designed to measure” (Hair, Black, Babin, & Anderson, 2010, p. 631) 
74
 However, in their sample 100 deaf female college students, Anderson and Leigh (2010) found that all Physical Assault 
items and Injury items loaded together on one factor, thus indicating little discriminant validity in their study.  
75
 Discriminant validity is “the extent to which a construct is truly distinct from other constructs” (Hair et al., 2010, p. 689). 
76
 Anderson and Leigh (2010) found no clear factor structure for perpetration, but did find support for a four-factor 
structure for victimization, with Physical Assault and Injury combined in a single scale. They argue that the unconfirmed 
factor structure for perpetration is likely caused, in part, by the limited variance of responses (Anderson & Leigh, 2010).  
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In this study, the Flemish version of the CTS (Schoffelen, Vervaeke, & Vandecruys, 2004) 
was used. Participants were asked to report about the use of the tactics in their current, 
ongoing, relationship during the past year. No reliability indices for the Flemish version have 
yet been reported. To measure the reliability of the scales in the present study, the choice 
was made to report Guttman’s lambda2 instead of Cronbach’s alpha, because it is a better 
method for estimating reliability (Sijtsma, 2009a, 2009b). Both alpha and lambda2 always 
report a lower value than the true reliability (and are often gross underestimations), but the 
lambda2-coefficient is always higher than the alpha-coefficient and thus always closer to 
the real reliability of the scale (Sijtsma, 2009a, 2009b). In this study, lambda2 was .88 for 
‘psychological violence’, .58 for ‘physical violence’, and .72 for ‘sexual violence’. Also, the 
subscales of the CTS2 were all highly positively skewed77, meaning that most scores were 
clustered to the left at the low values. In this study, we followed the advice of Straus and 
colleagues (1996) to dichotomize the scales into a violent (≥1) and nonviolent (score of 0) 
category.  
1.2.3. RELATIONSHIP SATISFACTION 
To measure relationship satisfaction, the hypothesized mediator variable in this study, the 
Enrich (Evaluating & Nurturing Relationship Issues, Communication, and Happiness) 
Couples Scales (Olson, 1996) were used. This instrument measures three process variables: 
marital satisfaction, communication, and conflict resolution. It also includes a variable 
‘idealistic distortion’, which is, according to the authors, a measure for social desirability 
(Fowers & Olson, 1989; Fowers, 1991). These four scales are part of the ENRICH Couple 
Inventory (Fowers & Olson, 1989), which contains 20 scales that assess several dimensions 
of marital relationships (Fowers & Olson, 1989; Olson, 2006). Since researchers have 
expressed most interest in these four scales, they have been made available as a smaller 
package. The four-scale instrument consists of 30 items, of which some had to be reversed 
scored. Each item was scored on a 5 point Likert scale, ranging from ‘disagree strongly’ to 
‘agree strongly’ and had a neutral middle point (‘undecided’).  
                                                             
77
 According to Newton, Connely, and Landsverk (2001, p. 322), the recoding scheme that is used “adds considerably to the 
skew and kurtosis of the data, and therefore creates problems for statistical models built on parametric procedures and/or 
assumptions of multivariate normality”. Thus, they argue that it might also be justified to not use this recoding scheme 
prior to certain types of analysis (Newton et al., 2001). In this study, we have dichotomized instead, but not using the 
recoding scheme might have been a good alternative (cfr. infra). 
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Good reliability has been established for these four scales by previous research. The 
Cronbach’s alpha reliability and test-retest reliability for the scales were respectively .86 and 
.86 for Marital satisfaction, .83 and .92 for Idealistic distortion, .82 and .90 for 
Communication, and .84 and .94 for Conflict resolution (Olson, McCubbin, Barnes, Larsen, 
Muxen, & Wilson, in Fowers & Olson, 1989). Fowers and Olson (1986) also reported good 
internal consistency for the Marital satisfaction scale (alpha = .81) and the Idealistic 
distortion scale (alpha = .92). Another study found respectively an alpha and a 4-week test-
retest reliability of .81 and .86 for the Marital Satisfaction scale, and .92 and .92 for the 
Idealistic distortion scale (Olson, Fournier, & Druckman, in Fowers, Montel, & Olson, 1996). 
Not many other authors published the reliability coefficient found in their own study, but in 
the studies of those who did, the Marital satisfaction scale also showed good internal 
consistency (e.g., Gaunt, 2006; Lavee & Katz, 2002; Perrone & Worthington, 2001). 
With regard to the validity of the Marital satisfaction scale, Fowers and Olson (1993) 
reported a strong correlation for men and women with a single-item satisfaction measure, 
indicating good concurrent validity, and a respectively strong and moderate correlation 
with a family satisfaction measure and a single-item divorce proclivity measure, indicating 
good construct validity (Olson, McCubbin, Barnes, Larsen, Muxen, & Wilson, 1989, in 
Fowers & Olson, 1993). There is also some evidence for the concurrent validity of the larger 
ENRICH Couples Inventory in the correlation of .73 for individual scores and .81 for couple 
scores with the Locke-Wallace Marital Adjustment scale (Olson et al., 1983, in Fowers & 
Olson, 1989). Furthermore, the Couples Inventory was found to significantly distinguish 
between distressed and non-distressed couples, which is evidence for its discriminant 
validity (Fowers & Olson, 1989).  
For the present study, the instrument was translated to Dutch by the researcher and then 
translated back to English by a native speaker. The Dutch scales had a Guttman’s lambda2 
of .68 for ‘relationship satisfaction’, .84 for ‘communication’, .78 for ‘conflict resolution’, and 
.79 for the Idealistic distortion scale, which will further be referred to as ‘social desirability’. 
It was decided to include the measure as a whole in the survey, out of respect for the 
instrument and the context within which the scale for relationship satisfaction is embedded. 
Therefore, because data was collected on the other subscales as well, we have also included 
them in the analyses. 
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2. DATA-ANALYSIS 
Data were analyzed using SPSS Statistics 20.0. Descriptive analyses were conducted for the 
main variables under study: preference discrepancy, relationship satisfaction, conflict 
resolution ability, communication quality, and psychological, physical and sexual 
victimization and perpetration. Different tests were conducted to examine possible 
significant relations of the control variables - i.e., gender, age, duration of the relationship, 
children/no children, degree of education, relationship status, and social desirability - with 
the dependent variable (IPV). Those that proved to be significant were included in the final 
mediation analyses.  
In order to test the hypothesis of mediation of the relation between preference discrepancy 
and intimate partner violence by relationship satisfaction, communication and/or conflict 
resolution, a bootstrapping method is used (Shrout & Bolger, 2002). This is a nonparametric 
resampling procedure that involves repeatedly sampling from a given data set and 
estimating the indirect effect in each resampled data set, which leads to the construction of 
confidence intervals for testing the statistical significance of an indirect effect (Mallinckrodt, 
Abraham, Wei & Russell, 2006; Preacher & Hayes, 2008). If zero lies outside this 95% 
confidence interval78, one can conclude that the indirect effect is significantly different from 
zero at p<.05 (two tailed) (Preacher & Hayes, 2004; Preacher, Rucker & Hayes, 2007). 
Consequently, if zero lies within the CI, there is no indirect effect of the independent on the 
dependent variable via the mediator variable.  
The big advantage of bootstrapping is that, unlike other mediation techniques (such as the 
popular causal steps strategy of Baron and Kenny, 1996), no assumption about the 
normality of the sampling distribution is necessary (Mallinckrodt et al., 2006; Preacher & 
Hayes, 2008; Preacher, Rucker & Hayes, 2007) and it still provides great statistical power 
with smaller sample sizes (MacKinnon, Lockwood & Williams, 2004; Preacher & Hayes, 
2004). Furthermore, a bias-corrected bootstrapping method was used, because this 
improves CI’s and inferences when used in the context of simple mediation models 
(MacKinnon et al., 2004; Preacher, Rucker & Hayes, 2007). The bootstrap confidence 
                                                             
78
 In this study we used an α of .05, that resulted in 95% CI’s. 
  
120 
 
intervals in this study were computed with the free macro of INDIRECT for SPSS 
(http://www.afhayes.com/spss-sas-and-mplus-macros-and-code.html; Preacher & Hayes, 
2008).  
3. RESULTS 
In this results section, the descriptive analyses will be described first. Afterwards, the 
mediation analysis, using bootstrapping techniques, will be reported on.   
3.1. DESCRIPTIVES 
An intercorrelation matrix can be found in Table 8, where the mean and standard deviation 
of the total preference discrepancy score, the relationship satisfaction, conflict resolution, 
communication and social desirability scales, are also summarized.  
TABLE 8: CORRELATIONS BETWEEN PREFERENCE DISCREPANCY, MARITAL SATISFACTION, 
COMMUNICATION, CONFLICT RESOLUTION AND SOCIAL DESIRABILITY 
Variable (M, SD) 1 2 3 4 
1. Preference discrepancy (24.00, 13.32)     
2. Relational satisfaction (38.45, 4.55) -.46*    
3. Conflict resolution (36.33, 4.89) -.38* .56*   
4. Communication (34.98, 5.47) -.52* .69* .69*  
5. Social desirability (19.31, 2.95) -.38* .55* .39* .55* 
*p<.01. N = 156.  
The mean scores for the four Enrich Couples Scales (relationship satisfaction, conflict 
resolution, communication and social desirability) suggest that the average respondent 
reports high relationship satisfaction, high conflict resolution ability, high communication 
quality, and high social desirability79. Bivariate correlations between preference 
discrepancy, relationship satisfaction, communication, conflict resolution, and social 
desirability show that all concepts are significantly correlated. However, preference 
discrepancy does not overly correlate with the other concepts, indicating that it measures 
                                                             
79
 Based on the norms reported by Olson (2006) on the basis of a national sample of 21,501 married couples (n = 43,002 
persons). 
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something different and that it is not a pseudo-measure for relationship satisfaction, 
communication or conflict resolution. 
Table 9 provides an idea of the prevalence and chronicity rates in the sample. Prevalence 
rates reveal the number of respondents that have indicated to have experienced (either as 
perpetrator or victim) some type of IPV in the 12 months prior to the survey. The chronicity 
rates80 show the mean number of times that this type of violence has occurred during the 
same reference period.  
TABLE 9: PREVALENCE AND CHRONICITY RATES OF THE DIFFERENT TYPES OF VIOLENCE   
 Prevalence Chronicity 
 % M SD 
Psychological IPV    
Perpetration 71.8 12.9 14.8 
Victimization 67.9 13.2 17.3 
Physical IPV    
Perpetration 12.2 5.8 7.4 
Victimization 14.7 9.7 19.6 
Sexual IPV    
Perpetration 3.8 10.0 15.1 
Victimization 4.5 15.0 19.4 
N = 156. 
Table 10 gives an overview of the number of couples in which male-only, female-only or 
bidirectional violence occurs81. Most of the violence perpetration within couples in this 
sample is bidirectional, meaning that both partners engage in violent behavior. 
  
                                                             
80
 To produce a meaningful estimate of the average number of assaults in the final year, the mean must be based on just 
couples who experienced one or more violent events in the previous year. Thus, the chronicity statistics are the mean 
number of times the acts or events in each index occurred among those who experienced at least one violent act (Straus, 
Hamby, Boney-McCoy, & Sugarman, 1996). 
81
 When there was disagreement between the partners about whether or not violence occurred, we chose to assume that 
the violence had indeed occurred, considering the common and known influence of social desirable responding in this type 
of research due to the negative stigma associated with IPV (Sugarman & Hotaling, 1997). 
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TABLE 10: IPV IN THE COUPLE SAMPLE DIFFERENTIATED BY TYPE OF VIOLENCE AND DIRECTION 
OF VIOLENCE  
 Psychological IPV Physical IPV Sexual IPV 
No IPV 10 (12.8%) 54 (69.2%) 68 (87.1%) 
Only male perpetration 1 (1.3%) 2 (2.6%) 7 (9%) 
Only female perpetration 5 (6.4%) 10 (12.8%) 1 (1.3%) 
Bidirectional 62 (79.5%) 12 (15.4%) 2 (2.6%) 
N = 78 (couples) 
Chi-square tests for independence (with Yates Continuity Correction) reveal that 
respondents without children perpetrate significantly more physical violence than 
respondents with children, χ² (1, n = 156) = 8.84, p = .003, phi = -.26, and are also significantly 
more likely to be the victim of physical violence by the partner, χ² (1, n = 156) = 9.13, p = 
.003, phi = -.26. An independent sample t-test was conducted to compare the age for the 
no-violence and violence respondents. Respondents who did not perpetrate physical 
violence (M = 42.15, SD = 12.63) were significantly older than respondents who did (M = 
33.21, SD = 12.58; t (154) = 2.89, p = .004, two-tailed). The magnitude of this difference was 
(small to) moderate (eta squared = .051). Respondents who were not victims of physical 
violence by their partner (M = 42.22, SD = 12.51) were also significantly older than 
respondents who were (M = 34.40, SD = 13.58; t (154) = 2.74, p = .007, two-tailed). The 
magnitude of this difference was small to moderate (eta squared = .047). Respondents with 
longer lasting relationships reported significantly less perpetration of physical violence in 
comparison with respondents of relationships between six months and five years and five 
years to twenty, χ²(2, n=156) = 6.08, p = 0.04, Cramer’s V = 0.20. Concerning social desirable 
answering, all scales, except for sexual violence perpetration, were significantly related with 
social desirability, meaning that respondents who scored high on social desirability, 
reported less psychological or physical violence perpetration and victimization 
(independent sample t-tests). 
Independent sample t-tests were conducted to compare the mean preference discrepancy 
scores for respondents who reported perpetration of, or victimization by, the different types 
of IPV and those who did not (Table 11). Respondents who reported either psychological 
violence victimization or perpetration, or physical violence perpetration, had significantly 
higher preference discrepancy scores than respondents who did not. No significant 
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differences were found for physical violence victimization, and both sexual violence 
perpetration and victimization. Analysis of the relationship between relationship 
satisfaction and IPV shows the same pattern of results: respondents who reported 
psychological violence victimization or perpetration, or physical violence perpetration, had 
significantly lower satisfaction scores than respondents who did not. No significant 
differences were found for physical violence victimization and both sexual violence 
victimization and perpetration. As to the communication only respondents who reported 
the victimization or perpetration of psychological violence had significantly lower scores on 
communication quality than respondents who did not.  Analyses were also conducted on 
the mean scores for conflict resolution. Respondents who reported psychological or 
physical violence victimization or perpetration had significantly lower scores on conflict 
resolution ability than respondents who did not.   
TABLE 11: INDEPENDENT SAMPLES T-TEST FOR INDEPENDENT AND MEDIATOR VARIABLES WITH 
VIOLENCE AS GROUPING VARIABLE  
Grouping variable  Preference discrepancy Relationship satisfaction 
  M, SD t M, SD t 
Psychological violence 
victimization 
Yes 25.96, 14.18 
-2.74** 
37.85, 4.43 
3.16*** 
No 19.81, 10.22 39.98, 4.53 
Psychological violence 
perpetration 
Yes 26.10, 14.35 
-4.07**** 
37.69, 4.38 
2.68** 
No 18.64, 8.21 40.08, 4.51 
Physical violence 
victimization 
Yes  
 
 
 
No   
Physical violence 
perpetration 
Yes 36.58, 24.78 
-2.49* 
35.59, 5.49 
2.49* 
No 22.25, 9.79 38.85, 4.27 
Grouping variable  Communication Conflict resolution 
  M, SD t M, SD t 
Psychological violence 
victimization 
Yes 35.26, 4.76 
4.18**** 
33.76, 4.99 
4.28**** 
No 38.60, 4.39 37.57, 5.59 
Psychological violence 
perpetration 
Yes 25.46, 4.91 
3.72**** 
34.04, 5.22 
3.52*** 
No 38.56, 3.08 37.35, 5.43 
Physical violence 
victimization 
Yes  
 
31.96, 5.98 
2.94*** 
No  35.50, 5.23 
Physical violence 
perpetration 
Yes  
 
32.26, 6.17 
2.34* 
No  35.35, 5.29 
*p<.05, **p<.01, ***p<.005, ****p<.001. Df = 154. N = 156. Two-tailed  
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3.2. SEARCHING FOR MEDIATION THROUGH BOOTSTRAP ANALYSIS 
Binary logistic regression analyses were conducted by using a bias-corrected bootstrapping 
technique (Preacher & Hayes, 2004) to analyze whether relationship satisfaction mediated 
the relationship between total preference discrepancy and the perpetration and 
victimization of psychological and physical violence. Sexual violence perpetration and 
victimization were excluded from further analysis since independent samples t-tests did not 
show any significant differences in the means of preference discrepancy, relationship 
satisfaction, communication and conflict resolution for those who committed or 
experienced sexual violence and those who did not. The four models (respectively 
psychological victimization and perpetration and physical victimization and perpetration) 
include the total discrepancy as the independent variable, relationship satisfaction, 
communication and conflict resolution as possible mediators, and the control variables that 
were shown to be significant for that particular form of violence. For both psychological 
violence victimization and perpetration, only social desirability had to be included as control 
variable. For physical violence perpetration, four control variables were added: social 
desirability, age, relationship duration, and having children. For physical violence 
victimization, social desirability, age, and having children were included as control variables. 
Table 12 summarizes the results of these bootstrap analyses. 
For psychological violence victimization, there is no significant total or direct effect of 
preference discrepancy (respectively, B = .021, SE = .020, Wald = 1.079, z = 1.039, p = .30, 
and B = .017, SE = .022, Wald = .595, z = .771, p = .44). For the indirect effect82 through 
relationship satisfaction, bootstrap analysis reveals a point estimate of B = -.005 and a 95% 
bias-corrected confidence interval (CI) of -.016 to .028 (see Table 7). The indirect effect is 
not significant as its 95% CI contains zero. The same holds for the indirect effect through 
communication. The indirect effect through conflict resolution is significant, indicating that 
the relationship between preference discrepancy and psychological violence victimization is 
mediated through conflict resolution. The higher the preference discrepancy, the lower the 
conflict resolution ability, and in turn, the higher the risk of victimization of psychological 
                                                             
82
 The difference between the total and direct effect is the total indirect effect exerted through the mediators relationship 
satisfaction, communication and conflict resolution. 
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violence. Detailed inspection reveals a significant partial effect of the control variable social 
desirability on psychological violence victimization, B = - .403, SE = .107, Wald = 13.955, z = -
3.736, p < .000.  
For psychological violence perpetration, neither the total nor the direct effect is 
significant. The indirect effects through relationship satisfaction, communication and 
conflict resolution are also not significant. Detailed inspection reveals again a significant 
partial effect of the control variable social desirability on psychological violence 
perpetration, B = - .348, SE = .106, Wald = 10.801, z = -3.287, p < .001.  
For physical violence victimization, neither the total nor the direct effect of preference 
discrepancy is significant. There are no significant indirect effects through relationship 
satisfaction and communication. However, the bias-corrected CI for conflict resolution 
shows a significant indirect effect of conflict resolution on the relationship between 
preference discrepancy and physical violence victimization. There are no significant partial 
effects of the control variables social desirability, age and having children. 
For physical violence perpetration, the total effect of preference discrepancy is significant, 
but the direct effect is not. No significant indirect effects are found for relationship 
satisfaction, communication and conflict resolution. There are also no significant partial 
effects of the control variables social desirability, relationship duration, age, and having 
children.  
TABLE 12: TOTAL, DIRECT, AND INDIRECT EFFECT FROM BIAS-CORRECTED BOOTSTRAP 
ANALYSES 
Independent 
variable 
Total 
effect 
Direct 
effect Total indirect effect Specific indirect effects 
 
 
Relationship 
satisfaction Communication Conflict resolution 
   
Point 
est. 95% CI 
Point 
est. 95% CI 
Point 
est. 95% CI 
Point 
est. 95% CI 
Psychological IPV           
Victimization .021 .017 .005 -.016 ; .028 -.005 -.016 ; .028 .000 -.023 ; .026 .014* .002 ; .036 
Perpetration .046 .048 .001 -.020; .025 -.010 -.020; .025 .001 -.023; .003 .010 -.023; .026 
Physical IPV           
Victimization .019 .007 .012 -.021; .049 .005 -.013; .029 -.024 -.067; .004 .032* .006; .081 
Perpetration .053* .043 .011 -.020; .053 .012 -.011; .050 -.019 -.080; .014 .018 -.005; .077 
*p<.05; Point est. = Point estimate. 95% CI = 95% confidence interval. N = 156. Number of bootstrap samples = 5,000 
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In sum, preference discrepancy has an indirect effect on becoming a victim of both 
psychological and physical violence through conflict resolution. Respondents who report 
high discrepancies, report lower conflict resolution abilities, and subsequently, higher 
victimization rates. No other indirect effects through the other two mediators, relationship 
satisfaction and communication, are found. A total effect of preference discrepancy on 
physical violence perpetration is also found, indicating that there is some evidence that high 
preference discrepancy scores might also increase the chance of perpetrating physical 
violence. 
4. DISCUSSION 
Until now, the role of preference discrepancy in predicting IPV in intimate relationships has 
never been studied before. There have been several studies to explore the influence of 
preference discrepancy on other negative relationship outcomes, such as relationship 
satisfaction (e.g., Fletcher et al., 1999, 2000; Kelley, 1999; Ruvolo & Veroff, 1997). Within 
intimate relationships, the process variables relationship satisfaction, conflict resolution 
abilities and communication quality, have been extensively studied in relation to IPV (e.g., 
Babcock et al., 1993; De Maris, Benson, Fox, Hill, & Van Wyk, 2003; Stith et al., 2004). 
Therefore, we hypothesized that these process variables will mediate the relationship 
between preference discrepancy and IPV perpetration and/or victimization.  
Descriptive analyses reveal that if there is violence within the couple, most of this violence 
in this sample is bidirectional (i.e., both partners engage in violent behavior against each 
other), which is in line with previous findings (e.g., Langhinrichsen-Rohling, Selwyn & 
Rohling, 2012; Straus, 2008). Intercorrelations between preference discrepancy and the 
mediator variables relationship satisfaction, conflict resolution ability and communication 
quality, show that preference discrepancy measures something different and is not a 
pseudo-measure for one of the other concepts. 
Bias-corrected bootstrapping analyses (Preacher & Hayes, 2004, 2008; Preacher, Rucker & 
Hayes, 2007) were conducted for psychological and physical violence victimization and 
perpetration. An indirect effect of preference discrepancy on psychological and physical 
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victimization was found through conflict resolution ability. There were no significant 
indirect effects through the other two mediators, relationship satisfaction and 
communication. There was also a significant total effect of preference discrepancy on 
physical violence perpetration.  
It was rather surprising that the indirect effect that was hypothesized between preference 
discrepancy and IPV was especially relevant for becoming the victim of psychological and/or 
physical intimate partner violence. High preference discrepancy seemed to be indicative of 
poor conflict resolution skills, which in turn would increase the risk of becoming a victim of 
IPV. The fact that no such indirect effects could be found on the perpetration of IPV, might 
be related to the fact that none of the mediators in this model had a direct effect on the 
dependent variable IPV, even though preference discrepancy was significantly related to 
these mediator variables. This is contradictory to previous research concerning these 
variables, and requires further investigation. The fact that there was a total effect of 
preference discrepancy on physical violence perpetration indicates some relationship 
between preference discrepancy and IPV perpetration. Although we hypothesized that the 
effect of preference discrepancy on IPV would be indirect, future research should also 
include the hypothesis that the effect might be a direct effect. The results suggest that it is 
worthwhile to further investigate preference discrepancy as a possible effect on IPV on 
itself, and to further explore the paths between preference discrepancy and several other 
possible mediators. A confirmation of these findings would offer an additional anchor for 
the treatment of victims and offenders of intimate partner violence, or of couples who 
experience these types of violence in their relationship. More in particular, therapists could, 
among other, explore discrepancies between clients’ preferences in different relationship 
domains and their realization in their actual relationship and invite them to find ways 
(together with their partner) to resolve these discrepancies. Attention towards own 
preferences and their realization could not only contribute to prevent violence in future 
relations but could also be helpful in situations where couples decide to try to find a way out 
of the violence in their relationship together.  
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V .  T H O R O U G H  R E F L E C T I O N  A F T E R  S T U D Y  1  
With this first basic study, the aim was to test the appropriateness of conducting further 
research into the concept of preference disconfirmation. Was it worth our while to conduct 
further testing to the concept as a possible risk factor for intimate partner violence? The 
previous study showed preliminary promising results and warranted the continuation of our 
research. Not only did preference discrepancy have an indirect effect on intimate partner 
violence, we also found a significant total effect. Although neither the direct nor the indirect 
effect was significant in that model, the significant total effect is an indication that the 
combination of the direct and indirect effect had a significant effect on the occurrence of 
intimate partner violence. These results were good reasons to conduct a second study. 
However, the first study can also be viewed as a learning process. Conducting the first study 
and finding these results now leads to a reflection on the complete process of the 
conceptualization, operationalization and methodology for the second study.  
In this chapter, we discuss al the contemplations that occurred after study 1 and discuss the 
responses we deem necessary in the second study.  
1. MOVING TOWARDS A MORE COMPLEX MODEL 
The hypothesized model in the first study was, as we already acknowledged, a very basic 
model. The rationale behind it was that we first wanted to empirically explore if a further, 
more in-depth, research into the role of preference disconfirmation in explaining intimate 
partner violence would be justitied. The first study indeed indicated that preference 
discrepancy had some effect on IPV. There was an indirect effect of preference discrepancy 
on psychological violence victimization, and a total effect of preference discrepancy on 
physical violence victimization. However, now it is necessary to expand the model to assess 
how the concept of preference disconfirmation manifests itself (or not), direct and/or 
indirect, when other well-established risk factors (cfr. infra) for IPV are included in the 
model.  
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First of all, in chapter III, a distinction was made between preference discrepancy and 
preference incongruence as two different expressions of preference disconfirmation. In the 
first study, only preference discrepancy was studied. In the following study, both preference 
discrepancy and incongruence need to be investigated in separate models, as well as in one 
joint model, where their influence relative to one another can be assessed.  
Furthermore, in the first study we hypothesized that the relationship between preference 
discrepancy and IPV would go indirectly, through relationship satisfaction. That is, high 
preference discrepancy would lead to lowered relationship satisfaction, which in turn would 
predict higher IPV-rates. However, our results tentatively suggested that preference 
discrepancy might also have a direct effect on IPV, that is, higher preference discrepancy 
might then directly increase the risk of perpetrating, or being the victim of, IPV. This 
possible direct relationship should therefore also be included in the hypothesized models in 
the second study, certainly for preference discrepancy, but by extension also for preference 
incongruence.  
Thirdly, the model should be extended with some well-established risk factors.  In chapter I, 
an array of risk factors for IPV has already been extensively discussed, based on several 
meta-analytic reviews. This resulted in a list of the most important risk factors for IPV:  
 Prior violence towards a partner (psychological, sexual and physical violence) 
 Drug use/abuse, especially the use of cocaine 
 Having attitudes condoning violence 
 Marital dissatisfaction, marital discord (also risk factor for female perpetrators) 
 Traditional sex-role ideology 
 Hostility 
 Anger 
 Career and life stress 
 Alcohol abuse/use (also risk factor for female perpetrators) 
 Depression 
 Posttraumatic stress disorder symptomatology 
 Jealousy 
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An  instrument that incorporates several risk factors for IPV, among which many of the risk 
factors in our list is the Personal and Relationships Profile (PRP; Straus, Hamby, Boney-
McCoy, & Sugarman, 2010), comprising 25 scales: 17 scales measuring individual 
characteristics and experiences and eight scales measuring relationship-level variables. 
Table 13 provides an overview of all the scales, with a short description of the risk factor that 
it measures, as provided by Straus and colleagues (2010). The only two scales from the list 
of risk factors based on the meta-analyses (cfr. supra) that are not included the PRP are 
‘prior violence toward a partner’ and ‘traditional sex-role ideology’. Although the PRP-scale 
‘criminal history’ assesses previously committed criminal acts, it does not explicitly include 
the act of prior IPV. Nevertheless, the risk factor ‘prior violence toward a partner’ will also be 
included based on the answering category ‘not in the past year, but before’ for the items of 
the CTS2 (cfr. supra). The risk factor ‘traditional sex-role ideology’ will not be measured, 
although we acknowledge that it might hold important information.  
TABLE 13: DESCRIPTION OF ALL THE PRP-SCALES 
Scale Description 
Antisocial Personality 
Symptoms 
Personality features derived from DSM-IV (e.g., irresponsibility, general 
hostility, impulsivity, poor social relationships, …) 
Borderline Personality 
Symptoms 
Personality features derived from DSM-IV (e.g., instability, impulsivity, 
emotional liability, poor social relationships, …) 
Criminal History The extent to which the respondent has committed criminal acts 
Depressive symptoms Disturbances in mood, dysphoric cognitions, and somatic disturbances 
Gender hostility to men Negative beliefs and emotions about men 
Gender hostility to women Negative beliefs and emotions about women 
Limited disclosure The tendency to minimize disclosure of socially undesirable behavior 
Neglect history 
Unfulfilled cognitive, emotional, physical, and supervisory needs in family-of-
origin 
Positive parenting 
The degree to which parents were loving and supportive and properly 
supervised 
Post-traumatic stress 
symptoms 
Experiencing and re-experiencing trauma, avoidance and arousal behavior 
Sexual abuse history 
Sexual abuse by an adult or another child in the respondent’s family or not part 
of the respondent’s family 
Self-control 
Six dimensions of self-control: self-centeredness, risk-taking, temper, 
physicality, impulsivity, ignoring 
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Social integration An individual’s attachment to society and social norms 
Stressful conditions Stresses or hassles experienced in daily living 
Substance abuse Excessive use or alcohol or other mind-altering drugs 
Violence approval 
The extent to which the use of physical force is acceptable in a variety of 
interpersonal situations 
Violent socialization 
The extent of experiencing and witnessing violence and receiving pro-violence 
advice during childhood from family and non-family persons 
Anger management The ability to keep negative emotions under control 
Communication problems The ability to express oneself verbally to one’s current partner 
Conflict Areas of disagreement between the partners 
Dominance 
Hierarchical relationship in which the person with greater advantage uses that 
advantage to gain status, privilege, or control over his or her partner 
Jealousy 
Extreme concern about the possible sexual and social exclusiveness of the 
current partner 
Negative attribution Blame/negative intentions attributed to partner of respondent 
Relationship commitment 
The degree to which the respondent wishes and plans to work for the ongoing 
existence of the relationship 
Relationship distress 
Areas of dissatisfaction with the current relationship, characterized by high 
conflict and few positive interactions 
Source: literal citations from Straus et al., 2010 
Since it might be plausible that some of these variables prove to be stronger predictors for 
IPV than others, we have tried to find studies that include the entire PRP in their analyses. If 
a study provides information on the influence of all the scales on IPV (e.g., via regression 
analysis), then a possible ranking of the most important scales (i.e., strongest predictors) 
can be established.  However, not many studies incorporate all the PRP-scales in their 
analyses (or in their reports about it): a thorough literature search revealed only two studies. 
This might be due to the fact that Murray Straus, first author of the PRP, recommends in an 
online document not to report on all the PRP-scales in one paper, but to focus on just one of 
the risk factors, because it would be very hard to make sense of the results and to present 
them in a way that does not overwhelm the reader (Straus, n.d.). Because of the limited 
number of studies, the discussion of these findings will be only exploratory. There is too 
little evidence for a solid ranking of PRP-scales based on only two studies. Therefore, the 
ranking will not be used to choose scales in the current study. 
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In a first study, possible differences in the causes and motives of men’s and women’s use of 
violence against their dating partner were examined (Medeiros & Straus, 2007). Their 
sample consisted of 854 undergraduate students (213 men and 542 women) that were, or 
had been, in a heterosexual romantic relationship of a month or longer. The authors used 
nested multinomial logistic regression analyses to examine the relationship between 
gender, the PRP scales and minor and severe assault on a dating partner. The study did not 
report reliability coefficients for the scales in this sample.   
When testing the relationship between each of the risk factors measured by the PRP83 and 
minor assault, eight PRP variables were found to be associated with an increased 
probability of perpetrating minor IPV. The odds ratio’s suggested that the strongest 
predictor to minor assault is ‘anger management’ (OR = .21; inverted OR84 = 4.76). The 
weakest of the significant predictors is ‘negative attribution’ (OR = 1.55). Table 14 shows the 
list of significant predictors for minor assault, ranging from the strongest to the weakest 
predictor. 
TABLE 14: SIGNIFICANT PREDICTORS FOR MINOR ASSAULT (MEDEIROS & STRAUS, 2007) 
Scale OR 
Anger management85 4.76 
Communication problems 2.30 
Dominance 2.24 
Antisocial personality traits 1.97 
Borderline personality traits 1.78 
Substance abuse 1.77 
Relationship conflict 1.72 
Negative attribution 1.55 
 
                                                             
83
 In this research, the previous version of the PRP was used, which did not include all the current 25 scales. The current two 
scales ‘Gender hostility towards men’ and ‘gender hostility towards women’ were at that time included in one scale called 
‘gender hostility’. There was also no ‘positive parenting’-scale, and no ‘self-control’-scale. 
84
 The odds ratio (OR) of ‘anger management’ was .21. For each point increase on the ‘anger management’-scale, the odds 
of perpetrating a minor assault is multiplied by .21 (Medeiros & Straus, 2007). Thus, odds ratios that have a value less than 
1 signify a decrease in the dependent variable when the dependent variable increases with one point. Since ‘anger 
management’ is considered a protective factor, this is logical: a person who is more able to manage his or her anger 
(increase on the ‘anger management’-scale) will have a lowered risk of perpetrating a minor assault. One can choose to 
invert the odds ratio, to aid interpretation, by dividing 1 by the odds ratio value (.21) (Pallant, 2010). For this example, this 
gives an inverted odds ratio of 4.76. This then suggests that for each point decrease on the ‘anger management’-scale 
(thus, the less a person is able to manage his or her anger), the odds of perpetrating a minor assault increase by a factor of 
4.76. 
85
 The inverted odds ratio is reported in Table 14. 
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When exploring the relationship between the risk factors of the PRP and severe assault, 12 
PRP-variables were associated with an increased probability of perpetrating severe IPV. The 
strongest predictor is ‘antisocial personality traits’ (OR = 7.39), followed closely by ‘anger 
management’ (OR = .14; inverted OR = 7.14), and the weakest predictor is ‘sexual abuse 
history’ (OR = 1.99). Table 15 presents these 12 risk factors, ranging from strongest to 
weakest predictor of severe IPV. 
TABLE 15: SIGNIFICANT PREDICTORS FOR SEVERE ASSAULT (MEDEIROS & STRAUS, 2007) 
Scales OR 
Antisocial personality traits 7.39 
Anger management86 7.14 
Communication problems 4.92 
Relationship conflict 3.83 
Dominance 3.77 
Violence approval 2.76 
Negative attribution 2.44 
Criminal history 2.29 
Stressful conditions 2.26 
Neglect history 2.01 
Jealousy 2.00 
Sexual abuse history 1.99 
 
The following PRP-scales were not significant, neither for minor assault nor for severe 
assault: ‘depression’, ‘gender hostility’, ‘post-traumatic stress symptoms’, ‘social 
integration’, ‘violent socialization’, ‘relationship commitment’, and ‘relationship distress’. 
Six scales are a risk factor for both minor and severe assault: ‘anger management’, 
‘communication problems’, ‘dominance’, ‘antisocial personality traits’, ‘relationship 
conflict’, and ‘negative attribution’. The fact that there are some scales that are only risk 
factors for either minor (’borderline personality traits’ and ‘substance abuse’) or severe 
violence (’violence approval’, ‘criminal history’, ‘stressful situations’, ‘neglect history’, 
‘jealousy’, and ‘sexual abuse history’), or the fact that risk factors for severe violence have 
more predictive power than the risk factors for minor violence, is not that strange, since the 
perpetration of severe violence might have different etiological explanations than the 
                                                             
86
 The inverted odds ratio is reported in Table 15. 
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perpetration of minor violence (cfr. typology of Johnson and colleagues, chapter I;   
Johnson, 1995, 2006; Johnson & Ferraro, 2000; Johnson & Leone, 2005; Kelly & Johnson, 
2008).  
A second study that included the entire PRP is the study by Chan, Tiwari, Leung, Ho, & 
Cerulli (2007). These authors examined, among others, correlates of dating partner violence 
(Chan et al., 2007). Their sample consisted of 651 university students. Univariate logistic 
regression analysis was used to predict the presence or absence of physical assault based on 
the variables from the PRP. It is important to note that Chan and colleagues did report 
reliability coefficient and that these results indicated that four of the PRP-scales87 failed to 
reach an alpha level of .60. However, they do not question these scales and included them in 
the regression analyses, which seriously challenges the credibility of the results. The 
regression analysis suggested that 11 out of the 21 PRP-scales88 significantly predicted the 
occurrence of physical assault for the total sample89. The odds ratio’s in this study were 
lower than in the study of Medeiros and Straus (2007) with ‘negative attribution’ having the 
highest OR (1.33) and ‘criminal history’ having the lowest OR (1.06). In order of odds ratio 
(highest to lowest), the 11 significant PRP-scales are presented in Table 16. Two of these 
scales did not have adequate reliability and are crossed out in the table. 
TABLE 16: SIGNIFICANT PREDICTORS FOR PHYSICAL ASSAULT (CHAN ET AL., 2007) 
Scale OR 
Negative attribution 1.33 
Anger management 1.16 
Communication problems 1.14 
Antisocial personality traits 1.12 
Post-traumatic stress symptoms 1.10 
Jealousy 1.10 
Social integration 1.10 
Borderline personality traits 1.09 
Gender hostility 1.07 
Violence approval 1.07 
Criminal history 1.06 
Note: the OR’s reported for ‘anger management’ and ‘social integration’ are inverted OR’s 
                                                             
87
 These scales are: ‘social integration’ (alpha = .57), ‘dominance’ (alpha = .53), ‘negative attribution’ (alpha = .45), and 
‘relationship commitment’ (alpha = .56). 
88
 Chan and colleagues (2007) also used a previous version of the PRP instrument. 
89
 It should be noted that there were some problems with the table the authors presented in their publication. There 
seemed to be missing some columns (see Chan et al., 2007, p. 300). Therefore, we will only limit our discussion of the study 
to the first column, which were the odds ratios of the PRP-variables on physical assault for the total sample. 
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When examining the reliable scales, only two scales that were significant in the study of 
Chan and colleagues (2007) were not significant in the study of Medeiros and Straus (2007): 
‘post-traumatic stress symptoms’ and ‘gender hostility’. Results from these studies do 
suggest that there might be some PRP-variables better at predicting IPV than others. 
Although there are some differences in the ranking of the variables in both studies, there 
were four PRP-variables that were not significant in neither study: ‘depression’, ‘violent 
socialization’, ‘relationship commitment’, and ‘relationship distress’. Table 17 presents a list 
of scales that are significant risk factors in both studies90. 
TABLE 17: RISK FACTORS IN BOTH MEDEIROS & STRAUS (2007) AND CHAN ET AL. (2007) 
Risk factors in both studies 
Anger management 
Communication problems 
Antisocial personality traits 
Borderline personality traits 
Violence approval 
Criminal history 
Jealousy 
 
These risk factors might represent the ‘strongest’ risk factors of the PRP. However, since 
this list could only be based on data from two studies, this is insufficient evidence to a priori 
decide on the exclusion or inclusion of specific PRP-variables in the current study. 
Therefore, it is necessary to first explore our own dataset, before deciding on which scales 
to include.  
2. QUESTIONS CONCERNING THE INSTRUMENTS USED 
A second contemplation involved the instruments that were used. It was necessary to 
thoroughly examine the value of these instruments, before uncritically using them again in 
a second study. The first study did indeed raise some questions regarding the relationship 
satisfaction measure and the social desirability measure. 
                                                             
90
 In the study of Chan et al. (2007) and in the study of Medeiros & Straus (2007) as either a risk factor for minor assault, a 
risk factor for severe assault, or both.  
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2.1. THE SURPRISING LACK OF INFLUENCE OF RELATIONSHIP 
SATISFACTION 
Although the independent t-tests in the first study indicated that the mean score on 
relationship satisfaction significantly differed between individuals who reported IPV (except 
for physical violence victimization) and individuals who did not report IPV, it did not perform 
as expected in the mediation analyses. Based on the theory we had expected relationship 
satisfaction to have a consistent significant effect on the occurrence of intimate partner 
violence, but the direct effects of relationship satisfaction on the four violence scales never 
reached significance (psychological violence victimization: B = .095, SE = .065, Wald = 2.172, 
z = 1.474, p = .141; physical violence perpetration: B = -.047, SE = .082, Wald = .331, z = -.576, 
p = .566; psychological violence: B = .100, SE = .066, Wald = 2.287, z = 1.512, p = .130; 
physical violence perpetration: B = -.115, SE = .089, Wald = 1.665, z = -1.291, p = .197). This 
finding is contradictory to the existing literature that suggests that relationship satisfaction 
is a strong predictor for intimate partner violence (e.g., Stith et al., 2004, 2008).  
It might be possible that the instrument was not reliable enough in measuring relationship 
satisfaction. Indeed, the lambda2 in this study was just shy of reaching an adequate level 
(lambda2 = .68). Also, it should be noted that the ‘marital satisfaction’-scale of the ENRICH 
couples scales is in fact a combination of 10 items, of which each item came from a different 
clinical scale from the full-length ENRICH Marital Inventory (Fowers & Olson, 1989). It is 
designed to be a useful short tool in clinical assessment and marital therapy, with the 
emphasis on sampling areas of marital satisfaction broadly (Fowers & Olson, 1993). It does 
not seem to have the intention of being a one-dimensional measure of marital satisfaction. 
These arguments, together with the lack of significant findings concerning the influence of 
relationship satisfaction on the occurrence of IPV, made us decide to look for an alternative 
measurement of relationship satisfaction.  
It also made us question whether the concept of relationship satisfaction was the 
appropriate mediator of choice in this study. Even though in our study the hypothesis was 
supported that relationship satisfaction functions as a negative outcome of preference 
discrepancy, it did not prove to be a successful predictor for IPV. Thus, we were unable to 
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find an indirect relationship between preference discrepancy and IPV, because there was no 
significant relationship between satisfaction and IPV. Therefore, we wanted to include 
another concept, that would capture the negative effect that disconfirmation has on the 
relationship between partners, but would also significantly predict the occurrence of IPV. 
Since most IPV-research has focused on relationship satisfaction, it was unclear which other 
relationship variable could qualify. Eventually, we have chosen to include a measure for 
dyadic trust. One could argue that relationship satisfaction is more of an intrapersonal 
evaluation of the relationship. Although the individual’s partner is indirectly included to 
assess the individual’s feelings about his or her relationship, the satisfaction on itself does 
not directly include the partner. A concept such as trust is more interpersonal, because it 
inherently includes one’s partner: you trust in your partner.    
Dyadic trust can be defined as “the extent that a person believes his or her partner is 
benevolent and honest” (Larzelere & Huston, 1980, p. 596). It is the level of confidence of 
individuals that their partner will respond to their needs and desires (Miller & Rempel, 
2004). Trust consists of two conceptually distinct attributions: the attribution of one’s 
benevolence and the attribution of one’s honesty (Larzelere & Huston, 1980). A partner’s 
benevolence is attributed by assessing whether the partner is individualistically (i.e., 
interested in own welfare) or cooperatively (i.e., seeking joint maximum gain) motivated 
(Larzere & Huston, 1980). The attribution of a partner’s honesty is based on the assessment 
of the genuineness of a partner’s intentions (Larzelere & Huston, 1980). Therefore, the level 
of dyadic trust, as defined by benevolence and honesty, might be affected by high levels of 
preference disconfirmation. Furthermore, Larzelere and Huston (1980) had already 
suggested that future research should assess the relation between dyadic trust and 
interpersonal conflict, but this has, to our knowledge, never been studied yet. Thus, it might 
be interesting to see if a decrease in trust will increase the risk of committing (or becoming 
the victim of) intimate partner violence.     
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2.2. SOCIAL DESIRABILITY OR PSEUDO-MEASURE FOR RELATIONSHIP 
SATISFACTION? 
In our first study, we have used the Idealistic Distortion scale of the ENRICH couples scales 
(Olson, 1996). This scale is a modified version of the Marital Conventionalization Scale 
(MCS; Edmonds, 1967). Marital conventionalization was defined as “the extent to which a 
person distorts his appraisal on his marriage in the direction of social desirability” 
(Edmonds, 1967, p. 681). The scale seemed to perform well, since high correlations were 
found with several relational evaluation measures (Edmonds, 1967; Schumm et al., 1986). 
However, Russell and Wells (1992) found no evidence that the scale influenced marital 
quality responses and concluded that the previously reported high correlations were not 
found because marital conventionalization was a good measure for social desirability, but 
rather a bad measure of marital quality. Since the Idealistic Distortion scale is an adaptation 
of the MSC (Edmonds, 1967), we conducted a study  to test, among others, if this scale in 
fact measured social desirability, or was rather a pseudo-measure for relationship 
satisfaction (Visschers, Jaspaert, & Vervaeke, submitted).  
To understand the aims of our study on the Idealistic Distortion scale, it is necessary to first 
briefly discuss the nature of the social desirability bias. Although originally considered a 
unidimensional construct, the social desirability bias is now commonly viewed as having 
two dimensions: impression management, which is “the conscious presentation of a false 
front, such as deliberately falsifying test responses to create favorable impressions” (Zerbe 
& Paulhus, 1987, p. 253), and self-deception, which is “the unconscious tendency to see 
oneself in a favorable light” (Zerbe & Paulhus, 1987, p. 253). Where the first dimension 
refers to the deliberate manipulation of responses by participants, the second dimension 
refers to an honest, positive self-bias (Dutton & Hemphill, 1992). There has been 
considerable empirical support for this two-dimensional approach to the social desirability 
bias (e.g., Li & Bagger, 2006; McCrae & Costa, 1983; Paulhus, 1984, 1991, 2002; Ventimiglia 
& MacDonald, 2012; Zerbe & Paulhus, 1987). It was our initial hypothesis that, if the 
idealistic distortion scale would indeed measure social desirability, it would predominantly 
be a measure of the self-deception dimension, rather than the impression management 
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dimension91. Thus, we used the Balanced Inventory of Desirable Responding (BIDR; 
Paulhus, 1991; Dutch adaptation: Vorst, 2002), a well-validated instrument that measures 
the two dimensions of social desirability separately (Paulhus, 1991, 2002), to examine with 
which of both dimensions the Idealistic Distortion correlated most. We also included 
another measure of social desirability, that has been used in various studies, namely the 
Limited Disclosure scale of the Personal and Relationships Profile (PRP; Straus et al., 2010), 
and also a measure for relationship satisfaction, namely the Couples Satisfaction Index92 
(CSI; Funk & Rogge, 2007). Because another aim of the study was to explore which of the 
two dimensions was most responsible for the tendency to answer in a socially desirable way 
to questions about IPV, the Revised Conflict Tactics scales (CTS2; Straus et al., 1996) was 
also included.  
We distributed these questionnaires to students in two classes at the Faculty of Law of the 
KU Leuven, which resulted in a final sample of 349 participants (Visschers et al., submitted). 
A bivariate partial correlation, controlling for background variables (i.e., gender, age, 
relationship involvement, relationship status, and relationship duration) examined the 
associations between the scales that are intended to measure social desirability, as shown 
in Table 17.  
TABLE 18: PARTIAL CORRELATIONS BETWEEN THE SOCIAL DESIRABILITY SCALES 
 (M, SD) 1 2 3 4 
1. Impression management (3.27, .48) 
    
2. Self-deception (2.41, .74) .08 
   
3. Limited Disclosure scale (2.65, .36) .57** .29** 
  
4. Idealistic Distortion scale (18.64, 3.80) .13* .07 .09 
 
Note. Sample size varies from n = 293 to 340. * p < .05, **p<.001 
 
The correlations show that the BIDR indeed measures two distinct dimensions, as is evident 
from the lack of association between the two scales (r = .08). The most important result 
presented in this table is the fact that the Idealistic Distortion scale did not correlate highly 
with any of the other social desirability measures. Although there was a significant 
                                                             
91
 We cautiously hypothesized that the Idealistic Distortion scale measures self-deception, because the scale is an adaption 
of Edmonds (1967) Marital Conventionalization Scale, and he also hypothesized that most of the distortion occurs 
unconsciously and unintended, by fooling oneself rather than trying to fool others. 
92
 See chapter VI for a detailed discussion about the instrument. 
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correlation between the scale and the impression management subscale of the BIDR, this 
correlation was very small (Visschers et al., submitted). Furthermore, a strong significant 
positive partial correlation was found between the Idealistic Distortion scale and 
relationship satisfaction (r = .69, p<.001), which makes us conclude that the Idealistic 
Distortion scale is in fact not a measure for social desirability, but rather a pseudo-measure 
for relationship satisfaction (Visschers et al., submitted). This result confirms previous 
findings that the Idealistic Distortion scale does not measure social desirability (e.g., Fowers 
& Applegate, 1996; Russell & Wells, 1992).  
Based on the conclusions of our own study (Visschers et al., submitted), as well as findings 
from other studies (e.g., Fowers & Applegate, 1996; Russell & Wells, 1992), the Idealistic 
Distortion scale could no longer be included in the second study as a social desirability scale. 
It had become clear that the scale was not valid for this matter. Therefore, we decided to 
use a different scale to measure social desirability. When examining Table 17 (cfr. supra) 
again, we see that the Limited Disclosure Scale of the PRP (Straus et al., 2010) had 
significant moderate to strong correlations with both dimensions of the BIDR, but especially 
with impression management (r = .57, p <.001). We conducted hierarchical regression 
analyses to investigate which of the two dimensions of social desirability – impression 
management or self-deception – influenced reports of IPV. These analyses revealed that it is 
impression management that distorts IPV reports (for psychological IPV: Beta = -.14, p = 
.012; for physical IPV: Beta = -.19, p < .001), and not self-deception. This confirms previous 
research that also suggests that reports of IPV were mostly influenced by impression 
management (e.g., Dutton & Hemphill, 1992). Therefore, it was concluded that the use of 
the Limited Disclosure scale as the measure for social desirability in further studies was 
justified 93.   
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 It should be noted however, that we also conducted multiple linear regression analysis to explore how much of the 
variance in the violence reports was caused by social desirability, and the amount of explained variance was very low (3.5% 
for psychological IPV and 2.8% for physical IPV. These results suggest that social desirability distortion might be minimal 
(Visschers et al., submitted), which is convergent with other findings that statistically controlling for social desirability 
biases does not reduce the significance of correlations between other measures (Fernández-González, O’Leary, & Muñoz-
Rivas, 2013; Hunsley; Vito, Pinsent, James, & Lefebre, 1996). The reflection on whether or not it is a necessity to control for 
social desirability will occur later in the dissertation.    
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3. TOWARDS A TRULY DYADIC APPROACH 
Probably the most fundamental consideration with regard to this first study dealt with the 
way that the data were analyzed. There were two major issues with this study that are in 
fact connected to one another. The first issue is that the approach that was used to answer 
the first research question was individualistic in nature. That is, the study did not capture 
the dynamics between both partners. This is unfortunate, because most human behavior, as 
is intimate partner violence, occurs within the context of interpersonal relationships, in 
which the partners interact, and as such, influence each other’s (subsequent) behavior 
(Berscheid & Reis, 1998; Kenny, Kashy, & Cook, 2006; Reis, Collins, & Berscheid, 2000; 
Thompson & Walker, 1982). Even though couple data was collected in the first study, we did 
not use this to our advantage to explore how both partners influenced each other. The 
individual was treated as the unit of analysis, rather than the couple (or ‘dyad’ as we will 
refer to from now on94).  
The second issue is an important consequence of the fact that our data collected from 
couples was treated as data from independent individuals. In classical test theory, as was 
used in the first study, one of the basic assumptions is that the collected data needs to come 
from totally independent individuals, that is, the data cannot be significantly correlated 
(Kashy & Donnellan, 2012; Kenny, Kashy, & Cook, 2006). When this so-called 
interdependence (e.g., between romantic partners) is ignored, one makes an ‘assumed 
independence error’ (Gonzalez & Griffin, 2000). Although researchers frequently ignore 
interdependence in couple research (cfr. infra; Cook & Kenny, 2005; Gonzalez & Griffin, 
2000; Sadler, Ethier, & Woody, 2011), not taking into account the interdependence when 
conducting standard statistical analyses, can invalidate results (Cook & Kenny, 2005; 
Gonzalez & Griffin, 2000). Nonindependence – or interdependence – does not bias the 
effect estimates themselves, but biases the variances, which are then likely to result in 
either too liberal or too conservative p-values, depending on the direction of the correlation 
(positive or negative) and the type of variable (between-dyad, within-dyad, or mixed 
variable; cfr. infra) (Cook & Kenny, 2005; Kenny et al., 2006). In the first study, data from 
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 Dyads are a special type of group, in that the number of individuals in that group always equals two. There are many 
possible dyads, such as couples, roommates, friends, siblings, patient-caretaker, student-teacher … (Kenny & Kashy, 
2010). 
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both partners of a couple (or dyad) were collected. Since interdependence is considered to 
be an inherent characteristic of dyads, especially when the dyad is an intimate couple 
(Sadler et al., 2011; Thompson & Walker, 1982), treating such data as if they were 
independent is not the most correct approach.  In standard statistical analysis, independent 
replication is essential, and thus, the exact number of replications of a phenomenon must 
be known (Kenny et al., 2006). When we treat our sample in the first study as individuals, we 
have 356 individual replications. However, because these data points come from 
interdependent dyad members, we in fact only have 178 unique pieces of data, one from 
each dyad (Kenny et al., 2006). Thus, the conclusions of our analyses are then based upon 
double the number of evidence than it should be (Kenny et al., 2006).  
These two issues make it clear that treating our data as individual data instead of dyadic 
data has important consequences, both conceptually and empirically (Ackerman, 
Donnellan, & Kashy, 2011). We did not do our couple data justice by approaching them from 
an individualistic point of view, especially since we wanted to exactly explore the dynamics 
between the partners. Therefore, it was crucial to conduct truly dyadic research in the 
second study. As we attempt to describe the learning process within this doctoral research 
and use it as the basic structure for this thesis, we will now focus on the specifics of dyadic 
research. We first discuss the importance of conducting dyadic research and also explain 
why dyadic analyses have only truly started to emerge recently. Afterwards, we will 
elaborate on some very essential characteristics of dyadic data analyses that make it 
distinct from standard analysis methods.  
3.1. THE VALUE OF DYADIC RESEARCH 
Dyadic relationships form the core of our social lives (Gonzalez & Griffin, 2000; Kenny et al., 
2006), and as such, many theoretical concepts (e.g., love, conflict, aggression, trust …) 
intrinsically involve two people (Kenny e al., 2006). Although these phenomena are thus 
fundamentally dyadic and interpersonal, they are most often studied by examining 
individuals (Kenny et al., 2006). This error, thinking that such a dyadic measure (e.g., 
relationship satisfaction) refers to only one person of these dyads (e.g., one of both 
romantic partners), is called ‘pseudo-unilaterality’ (Kenny et al., 2006). Similarly, many 
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researchers make a ‘fundamental attribution error’, because they treat this dyadic 
measurement as if only one person caused it (Kenny et al., 2006). That is, all too often 
researchers have attempted to explain dyadic outcome measures by individual properties 
(Reis et al., 2000).   
Thus, until only recently, the majority of (relationship) researchers have studied these 
phenomena from an individual approach (Gonzalez & Griffin, 2000; Kashy & Donnellan, 
2012; Kenny et al., 2006; Reis et al., 2000). Several reasons are listed to explain this one-
sided focus on the individual. First of all, much of the research in the field of social 
psychology and related disciplines has been conducted in the United States, which is the 
most individualistic country in the world (Bond & Kenny, 2002; Kenny et al., 2006). This 
could have contributed to a preference to study the individual. Secondly, the beginning of 
the 20th century was marked by a major controversy in social psychology about whether to 
approach interpersonal relationships from an atomistic or a holistic point of view (Bond & 
Kenny, 2002). Atomists argued that groups (or dyads) had no reality beyond the individuals 
in the group, whereas holists assumed that groups (or dyads) have emergent properties 
over and above the individuals in the group (Bond & Kenny, 2002). The atomist approach 
advocated the study of the individual; the holists argued that the analyses should occur on 
group (or dyad) level (Bond & Kenny, 2002). In the 1930s, the atomistic approach 
surmounted the holistic approach, and social psychology has predominantly studied 
individuals since (Bond & Kenny, 2002). Thirdly, there is also the statistical issue of 
nonindependence (Gonzalez & Griffin, 2000; Kenny et al., 2006; Reis et al., 2000; Sadler et 
al., 2011). As mentioned before, an important assumption to conduct standard analyses 
(e.g., ANOVA, regression analyses …) is that the data are independent. Because this 
assumption is systematically violated when one tries to conduct dyadic research with the 
classical statistical tests, such research studies have long had to depend on more qualitative 
methods (Bond & Kenny, 2002). Since the individualistic approach thus had stronger 
statistical investigative tools, most researcher avoided dyadic research by either studying 
just one dyad member (Acitelli, 1997; Gonzalez & Griffin, 2000), or by trying to get around 
the issue of interdependence in dyadic data95 (Gonzalez & Griffin, 2000; Sadler et al., 2011).  
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 Some researchers tried to ‘resolve’ nonindependence by (a) computing an average value of an outcome variable to 
‘average’ interdependence away (however, this leads to conceptual problems), (b) partialling interdependence out, (c) 
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It is clear that interdependence has long been viewed as an annoying side-effect of dyadic 
data rather than as an interesting opportunity to explore dyadic dynamics (Gonzalez & 
Griffin, 2000). However, quite recently (at the end of the 20th and the beginning of the 21st 
century), there have been remarkable advance in statistical techniques for modeling and 
analyzing dyadic data (Reis et al., 2000; Sadler et al., 2011). This had made the study of 
relationship processes and dyadic interactions more appealing for researchers. Reis and 
colleagues (2000) advocate a new multidisciplinary approach, which they have termed 
‘relationship science’, to study relationship dynamics and their antecedents and 
consequences, by exploring the causal pathways by which an individual’s interpersonal 
relationships influence his or her behavior. It is clear, however, that to come to such a 
‘relationship science’, every step in the research design, from theories, to research methods 
and data analyses, must take into account the interpersonal nature of the concepts that are 
studied (Kenny et al., 2006). Since dyadic research is quite different from standard research, 
it is important to understand the key elements that make dyadic research distinctive. 
3.2. KEY ELEMENTS OF DYADIC DATA ANALYSIS 
There are four key elements of dyadic data analysis that need further elaboration within the 
scope of this dissertation: the issue of nonindependence, the distinction between 
distinguishable and indistinguishable dyads, the different types of dyadic variables, and the 
different possible dyadic designs.  
3.2.1. NONINDEPENDENCE 
It has already become clear that the issue of nonindependence – or interdependence - is 
crucial for analyses involving dyadic data (Kashy & Donnellan, 2012). Cook and Kenny (2005) 
state that there is interdependence in a relationship when “one person’s emotion, 
cognition, or behavior affects the emotion, cognition, or behavior of the partner” (p. 101).  
Scores between dyad members are more similar or dissimilar than are two scores from 
members who are not from the same dyad (Ackerman et al., 2011; Cook & Kenny, 2005; 
                                                                                                                                                                                              
dropping one dyad member’s score (‘deletion error’), or (d) ignoring the nonindependence and treating the data as if they 
were independent (Cook & Kenny, 2005; Gonzalez & Griffin, 2000; Sadler et al., 2011).  
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Kashy & Donnellan, 2012; Kenny et al., 2006; Sadler et al., 2011). This becomes visible in the 
fact that the dyad members’ scores are related to one another; knowledge of one dyad 
member’s score will provide information about the other dyad member’s score (Cook & 
Kenny, 2005; Kenny et al., 2006).  
Most often, but not always, nonindependence results in a positive correlation between dyad 
members’ scores (Kashy & Donnellan, 2012). Therefore, in a study with heterosexual 
couples as dyads, the presence of nonindependence is determined by measuring the 
Pearson product-moment correlation (r) between the dyad members’ scores (Ackerman et 
al., 2011; Gonzalez & Griffin, 2000). If the p-value associated with the Pearson correlation 
coefficient is higher than .2096, one can confidently state that the observations are 
independent. If the p-value is below .20, then there is empirical evidence that the data is 
nonindependent (Cook & Kenny, 2005). If the data is nonindependent, then the correlation 
coefficient provides information about the degree on nonindependence. To interpret these 
coefficients, Cohen’s (1988) guidelines can be used, in which r = .1 is a small correlation (low 
nonindependence), r = .3 is a moderate correlation and r = .5 is a large correlation (high 
nonindependence). The size of the correlation will also depend on the independent variable 
that is measured (r being larger for relational variables) and on the type of dyad that is 
studied (r being larger for intact than experimental dyads).  
Kenny and colleagues (2006) list four possible sources that can generate nonindependence 
in dyads. The first source is the ‘compositional effect’: the two dyad members were already 
similar before they were paired together. A good example is the theory on ‘assortative 
mating’, which states that people tend to look for, and are attracted to, partners who are 
similar on a wide range of variables, such as age, education level, interests (Luo & Klohnen, 
2005; Watson et al., 2004). This is the only source that occurs before the dyad members are 
paired together. The second source of nonindependence is the ‘partner effect’, which occurs 
when a characteristic or behavior of one person affects the outcome of his or her partner. 
For example, the level of jealousy of a wife might affect the relationship satisfaction of a 
husband. The third source is ‘mutual influence’, which refers to a process of feedback. Both 
persons’ outcomes directly affect one another. For example, when one person in an 
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 A more liberal test for statistical significance is recommended when assessing the degree of nonindependence in the 
sample (Cook & Kenny, 2005). 
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interaction starts liking his/her interaction partner, this interaction partner might also start 
liking the other person (more) in return. The last source of nonindependence is the 
‘common fate’, which occurs when both dyad members are exposed to the same causal 
factors (Kenny et al., 2006). For example, two patients in a hospital might have similar 
(dis)satisfaction with their medical care because they share the same nurse.  
3.2.2. (IN)DISTINGUISHABILITY 
Another very important distinction, one with far-reaching consequences for the data 
analysis, is whether the dyads are distinguishable or indistinguishable. Can the two dyad 
members be meaningfully distinguished from one another (Kenny et al., 2006)? The 
question of distinguishability should be assessed on two levels: the conceptual level and the 
empirical level (Kashy & Donnellan, 2012; Kenny & Kashy, 2010). 
On a conceptual level, dyad members are considered to be distinguishable when there is a 
meaningful, dichotomous variable that can identify or differentiate the individuals 
(Ackerman et al., 2011; Kashy & Donnellan, 2012; Kenny & Ledermann, 2010). Thus, it must 
be possible to systematically order each dyad in the same way (e.g., the first score is the 
male score, the second is the female score) (Kenny & Kashy, 2010). Examples of 
distinguishable dyads are heterosexual couples, siblings, child-parent, and student-teacher. 
Conceptual distinguishability means that it can be assumed that there might be differences 
in the process and outcomes for both individuals in the dyad; that there are two populations 
from which the samples are drawn (Ackerman et al., 2011; Kashy & Donnellan, 2012). In 
contrast, dyad members are indistinguishable (or exchangeable or interchangeable) when 
no systematic or non-arbitrary distinction between the dyad members’ scores is possible 
(Kenny & Ledermann, 2010; Kashy & Donnellan, 2012). The ordering of the scores is 
conceptually meaningless; the scores are in fact interchangeable. Such examples are same-
sex couples (e.g., in a male homosexual couple, which male’s score should be put first), 
same-sex friends, and identical twins. With indistinguishable dyads, it can be assumed that 
both dyad members are sampled from the same population (Ackerman et al., 2011; Kashy & 
Donnellan, 2012). Making the choice whether or not the dyads in a study are distinguishable 
is not always a clear-cut decision. If one makes a distinction based on a dichotomous 
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variable, it must make conceptual and theoretical sense (e.g., making a distinction on eye-
color in a study on relationship satisfaction is an arbitrary distinction), and the distinction 
must apply to all the dyads in the study (e.g., in a sample of 50 heterosexual and 20 
homosexual couples, gender cannot be a distinguishing variable).   
Apart from making conceptual and theoretical sense, distinguishability also needs to be 
established empirically (Ackerman et al., 2011; Kenny & Kashy, 2010). That is, there must be 
detectable, and significant, differences in the means, variances, and/or covariances of both 
dyad members’ scores as a function of the distinguishing variable (Ackerman et al., 2011; 
Kenny & Kashy, 2010). Dyadic researchers should always test for empirical distinguishability 
prior to starting the data analysis since the analysis methods are different for 
distinguishable and indistinguishable dyads (Kenny et al., 2006). There is no true consensus 
on whether or not empirical distinguishability is a necessary condition to treat the dyads as 
distinguishable. Kenny and colleagues (2006) consider this a sin of dyadic data analysis, 
whereas Sadler and colleagues (2011) argue that a conceptually and theoretically 
meaningful distinguishability can justify treating the dyads as distinguishable, even if they 
are empirically indistinguishable.  
3.2.3. TYPES OF DYADIC VARIABLES 
Since the couple or dyad is the unit of analysis in dyadic research, the way variables are 
defined is different to the standard approach to categorizing variables (nominal, ordinal, 
and interval). There are three distinct types of variables in dyadic research: between-dyad 
variables, within-dyad variables, and mixed variables (Ackerman et al., 2011; Kashy & 
Donnellan, 2012; Kenny et al., 2006; Kenny & Kashy, 2010). This distinction is important, 
since it will affect, similar to the standard approach, the analysis strategies and the models 
that can be tested. 
A ‘between-dyad variable’ is a variable where both individuals within the same dyad have 
the same score, but where the scores vary from dyad to dyad (Ackerman et al., 2011; Kashy 
& Donnellan, 2012; Kenny & Kashy, 2010; Kenny et al., 2006). Relationship length is a good 
example of a between-dyad variable: the score will be the same for both partners in an 
intimate relationship, but will be different across dyads (couple A = 4 years; couple B = 27 
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years, couple C = 17 years …). A ‘within-dyad variable’ will vary within the dyad, but when 
averaged per dyad, the dyad score will be the same for all dyads (Ackerman et al., 2011; 
Kashy & Donnellan, 2012; Kenny & Kashy, 2010; Kenny et al., 2006). An example might be 
the proportion of housework that each partner does (e.g., partner A does 20% and partner B 
does 80% of the housework, but the average will be 50% across all dyads). Another example 
of a ‘within-dyad variable’ is gender in a heterosexual sample. Finally, a ‘mixed variable’ will 
show variation both within the dyad as across dyads (Ackerman et al., 2011; Kashy & 
Donnellan, 2012; Kenny & Kashy, 2010; Kenny et al., 2006). Such examples are age, IQ, 
relationship satisfaction … Each individual in the sample can have a different score, and 
some dyads may have overall higher or lower scores than other dyads (Kenny et al., 2006).  
3.2.4. TYPES OF DYADIC DESIGNS 
Without elaborating too much on the types of dyadic designs, it is relevant to know that 
there are several types  designs, of which the three most commonly used are the ‘standard 
dyadic design’, the ‘social relations model design’, and the ‘one-with-many design’ (Kenny 
et al., 2006). The key difference between these models is the way the dyad members are 
paired together (Sadler et al., 2011). In the standard dyadic design, each partner is paired 
with only one other partner (e.g., intimate couples): A and B are one dyad, C and D are a 
second dyad, E and F a third dyad (Kenny et al., 2006). In the social relations model design, 
every person is paired with multiple other persons (e.g., study on interactions between jury 
members). Thus, A and B, A and C, and A and D are dyads, as well as B and C, B and D, and C 
and D (Kenny et al., 2006). Finally, in the one-with-many design, each participant is paired 
with multiple dyadic partners, but none of these dyadic partners is paired with anyone else 
(e.g., a doctor and each of his patients). Thus A and B, A and C, and A and D are dyads, but 
B, C, and D are not part of any other dyads (Kenny et al., 2006). 
Figure 2 shows the diagrams for the three design types. The most frequently used design, 
which will also be the design in this dissertation, is the standard dyadic design.  
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FIGURE 2: DIAGRAM AS AN ILLUSTRATION OF THE THREE DYADIC DESIGN TYPES 
Standard dyadic design SRM design One-with-many design 
 
 
 
 
 
 
 
 
  
 
3.3. THE ACTOR-PARTNER INTERDEPENDENCE MODEL 
The most frequently used model to explore mutual influence (interdependence) within 
romantic relationships (or other dyads), is the Actor-Partner Interdependence Model, or 
APIM (Kenny et al., 2006). The basic assumption behind the APIM is that individual’s 
outcomes are not only affected by the characteristics of the individual, but also by the 
characteristics of the individual’s partner (Kashy & Donnellan, 2012; Kenny et al., 2006). This 
model is a way of testing whether individual characteristics have interpersonal 
consequences (Kashy & Donnellan, 2012). The APIM consists of actor effects and partner 
effects97. An actor effect is the association between a person’s own predictor variable and 
that person’s own outcome variable, after controlling for the interdependence in the 
dataset (Ackerman et al., 2011; Kashy & Donnellan, 2012; Kenny et al., 2006). A partner 
effect is the association between the partner’s predictor variable and the person’s outcome 
variable, again after controlling for the interdependence (Ackerman et al., 2011; Kashy & 
Donnellan, 2012; Kenny et al., 2006). An actor effect is an intrapersonal effect, whereas a 
partner effect is an interpersonal effect (Kenny et al., 2006). If the model is used with 
distinguishable dyads, the actor and partner effects will normally be allowed to vary across 
the distinguishable variable (Kashy & Donnellan, 2012; Kenny et al., 2006). That is, they are 
allowed to be different for dyad member A and dyad member B, which is not the case when 
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 The word ‘effect’ in the terms actor effect and partner effect does not necessarily refer to an actual causal effect. In order 
to be a true causal effect, the measures used need to be of excellent reliability and validity, there should be no confounding 
variables left out of the model, and there is no reversed causation from the outcome variable to the predictor variable. 
Since these assumptions are rarely ever met in research, and never in cross-sectional survey data, the word ‘effect’ actually 
refers to the partial slopes between the predictor and the outcome variables (Sadler et al., 2011). 
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dyads are indistinguishable (in that case, it assumed that there is no difference in the effect 
between dyad members). The model can only estimate separate actor and partner effect if 
the predictor is a mixed variable (i.e., scores differ between dyad members and across all 
dyads) (Kashy & Donnellan, 2012; Kenny et al., 2006).  
Figure 3 depicts the basic actor-partner interdependence model (Kenny et al., 2006). There 
are two dyad members (1 and 2) and two variables (predictor X and outcome Y). The APIM 
assumes that X will affect Y. The actor effect is symbolized by a, the partner effect by p. The 
e symbolizes the error term: this represents the variance in the outcome variables that is not 
explained by the model. There are two correlations in the APIM. The two predictor variables 
might be correlated (e.g., due to a compositional effect). To control for the 
interdependence in the dataset, variables should always be correlated between dyad 
members. The second correlation is between the error terms of both partners. This is the 
residual nonindependence in the outcome scores: it is the nonindependence that is not 
explained by the APIM (Kenny et al., 2006). 
FIGURE 3: BASIC APIM MODEL 
 
By including partner effects in the APIM, something truly relational can be captured 
(Ackerman et al., 2011; Kenny & Cook, 1999; Kenny et al., 2006), or as Kenny and Cook 
(1999) formulated: “the presence of partner effects implies that something relational has 
occurred in that a person’s response depends on some property of the partner” (p. 435). 
Furthermore, finding evidence for partner effects in the APIM provides more 
methodologically sound evidence for the hypotheses in the study than only finding actor 
effects (Ackerman et al., 2011). This is because partner effects, unlike actor effects, are not 
subject to shared method variance biases. As Ackerman and colleagues (2011) explain: 
“different informants are providing information about these variables, and thus an 
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explanation that the observed partner effects are merely method driven is simply not 
tenable” (p. 80).  
The APIM might yield four general patterns: the actor-only, the partner-only, the couple, 
and the contrast (or social comparison) pattern (Kenny & Cook, 1999; Kenny & Ledermann, 
2010). In the actor-only pattern, only the actor effects are significant (a ≠ 0, p = 0). There is 
thus no ‘relational’ effect in the dyad. In the partner-only pattern (a = 0, p ≠ 0), which is very 
rare, only the partner effects are significant. In the couple pattern (a = p) both the actor and 
the partner effects are significant and equal to each other. The contrast pattern (a + p = 0) 
occurs if actor and partner effects are significant, but have opposite signs (Kenny & Cook, 
1999; Kenny & Ledermann, 2010; Kenny et al., 2006). These different patterns imply very 
different processes in the dyadic relationship (Kenny & Ledermann, 2010).  
The simplest data-analytic method for estimating the APIM with distiguishable dyads is 
conducting a path analysis in Structural Equation Modeling (Kenny et al., 2006). In SEM you 
can compute the actor and partner effects, controlling for the nonindependence, and you 
can assess whether there are differences in both actor effects and both partner effects. The 
basic APIM can also be expanded by including mediation variables, moderator variables, 
interactions, and/or control variables. 
4. CONCEPTUAL FRAMEWORK REVISITED 
After these reflections, it became very obvious that we wanted to fully turn around our 
research design to adopt a dyadic research strategy, since we believe that this is the correct 
way to approach our research question. Intimate partner violence occurs within a dyad, so it 
is inherently a dyadic concept. It might have been perpetrated by one individual, but that 
does not mean that the buildup to the act itself might not be affected by both partner’s 
behavior. Acknowledging that behavior of both partners might be associated with the 
occurrence of IPV might be perceived by some as a form of ‘victim blaming’. However, it has 
been clear from previous studies (e.g., Straus, 2008; Williams & Frieze, 2005; Whitaker et 
al., 2007), as well as from our first study, that a substantial amount of IPV within couples is 
bidirectional. That is, both partners perpetrate violence on occasion. This in itself might 
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suggest that violence, for many of these couples, has become part of their interactions; part 
of their dyadic processes. Therefore, IPV must be treated as such, and both members of the 
dyad should be included to explore how relationship dynamics are associated with the 
occurrence of IPV.   
For the next study, we again wanted to explore the influence of preference disconfirmation 
on IPV. This time, we wanted to expand our analyses to also include preference 
incongruence, besides preference discrepancy. Furthermore, since the goal is to approach 
the research questions from a dyadic point of view, we will not only look at actor effects, but 
also at partner effects between disconfirmation and IPV. As in the first study, we remain 
open as to whether preference disconfirmation has a direct effect or an indirect effect via a 
mediator variable (or both) on IPV. We also wanted to include an additional test of the 
disconfirmation mechanism by putting it in direct competition with some other risk factors 
for IPV. These objectives have led to the following questions and subquestions: 
1. What is the influence of preference discrepancy on intimate partner violence? 
a. Does it have a direct effect, indirect effect, or both, on IPV? 
b. Does it have an actor effect, partner effect, or both, on IPV? 
c. Does it have a different effect on psychological than on physical IPV? 
d. Does it remain significant when controlling for social desirability and other 
risk factors of IPV? 
2. What is the influence of preference incongruence on intimate partner violence? 
a. Does it have a direct effect, indirect effect, or both, on IPV? 
b. Does it have a different effect on male than on female IPV perpetration? 
c. Does it have a different effect on psychological than on physical IPV? 
d. Does it remain significant when controlling for social desirability and other 
risk factors of IPV? 
 
In the next chapters we will provide a step by step description of how this second study was 
set up and which results were found.   
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V I .  S T U D Y  2 :  A  R E V I S E D  M E T H O D O L O G Y  
Based on the thorough reflection after the first study and the formulation of the new 
research questions described in the previous chapter, a second study was set up. In this 
second study, an answer to the two central research questions and their sub-questions will 
be sought: (a) what is the influence of preference discrepancy on IPV, and (b) what is the 
influence of preference incongruence on IPV. This study will be presented across several 
chapters (i.e., chapters VI, VII, and VIII). In the present chapter, the methodology will be 
described. As will become clear, the study is based on data collected during two separate 
collection phases.  In this chapter, we will first describe the data collection procedure as well 
as issues concerning anonymity. Afterwards, a description of the participant sample will be 
presented, together with a description of how the datasets from two data collection phases 
were merged into one final dataset. Finally, the measures that were included in the survey 
will be elaborated on. 
1. PROCEDURE 
First, the approach to collect the data from participants will be described. This approach 
differs substantially from the first study. Secondly, the issue of anonymity and privacy will 
be discussed, since the changes in the data collection has set out some new challenges in 
this area.  
1.1. DATA COLLECTION 
In line with the first study, a survey was distributed in the second study. However, different 
from the first study was the way in which this survey was presented to the participants. In 
the first study, paper surveys were handed to people who had already agreed to participate. 
For this second study, a web survey was developed and distributed to as many individuals as 
possible. A convenience sampling strategy was used98, in which e-mails were sent to 
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 Since the aim of this dissertation is to explore relationships between variables, and not to make firm statements about 
population characteristics, using a convenience sampling strategy is acceptable. 
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friends, family and other social network groups with the request to: (a) participate in this 
study by following a link provided in the e-mail that directed them to the web survey, and 
(b) forward the e-mail to as much of their own friends and family. Via the social network site 
Facebook, friends were also approached and asked to share the link to the web survey on 
their Facebook-page.  
An implication of this new way of working was that, while the recruitment in the first study 
was immediately directed toward couples (i.e., couples were asked to participate and, if 
they agreed, were handed two paper surveys), the request to participate in the second 
study was initially directed at as many individuals as possible, without knowing for each of 
these individuals if they were in an intimate relationship at that point in time. In presenting 
the study, individuals were informed that they could participate if they were in an ongoing 
intimate relationship. Because the aim was to collect data from both partners in the 
relationship, the explicit request was made in the introduction of the web survey that, if 
possible, both partners would fill out a separate survey. However, we had less control over 
this aspect compared to the first study, in which couples were selected prior to the filling 
out of the survey and were invited to send both of the surveys back together. In the second 
study, it was also possible that one partner filled out the survey online, whereas the other 
partner did not (before the deadline). Even though the unit of analysis in this study is the 
dyad, the data of respondents whose partner did not participate were not immediately 
excluded from analyses (cfr. infra).  
1.2. THE ISSUE OF ANONYMITY 
Similar to the first study, partners needed to be able to complete the survey with a 
maximum of privacy, without risk of interference by one partner during the other partner’s 
completion of the survey. This will be addressed first. The change in procedure in the 
second study also resulted in a somewhat altered approach to the issue of anonymity. The 
use of a web survey posed a new challenge in guaranteeing the anonymity of the data 
through the data collection and data analysis, while still being able to correctly link data 
from both partners to each other. This will be discussed secondly. 
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1.2.1. PRIVACY BETWEEN PARTNERS 
When studying sensitive topics, such as IPV, a researcher should always be cautious not to 
jeopardize the safety of the participants (Becker-Blease & Freyd, 2006). Although studies 
conclude that victimization as a result of participation in IPV-research is not very common 
(e.g., Black et al., 2006; Sikweyiya & Jewkes, 2012), we did provide contact details in the 
introduction of the survey in case people would have questions and/or require psychological 
assistance (cfr. study 1). Similar to study 1, nobody contacted us with questions of such 
nature. 
In order to keep the risk of cross-contamination between partners to a minimum, it was 
important that each partner was able to complete the survey privately, without interference 
of the other partner. For example, partners might compare answers, or answer in a more 
positive way about characteristics of their partner or their relationship, because of fear that 
the other partner might be able to read their answers. To maximize the chance that 
responses are truthful, the privacy issue needed to be warranted. In this study, participants 
needed to go online and follow a URL-link that directed them to the web survey. Because 
each partner needed to fill out a survey (and not one survey for both partners), this provided 
them with the opportunity to fill out their own survey at different times and/or in different 
locations. There was also the opportunity to save the answers already given and continue 
the survey at a later time by accessing it with a password. Thus, partners could choose when 
and where they wanted to complete the online survey. A major advantage of the web 
survey compared to the paper survey used in study 1 was the fact that once the web survey 
of one partner was completed, it was electronically transmitted to the database of the 
researcher, and was then no longer accessible for the participant (or his or her partner). In 
the first study, both paper surveys had to be sent back to the researchers together, 
increasing the risk to read or compare each other’s survey. Thus, in our opinion, using the 
web survey is not a hampering factor for the privacy of both partners in comparison to the 
pencil and paper survey. On the contrary, it might even increase the privacy. 
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1.2.2. ANONYMITY DURING ANALYSES 
The use of a web survey marked new challenges in safeguarding participants’ anonymity 
during the data collection and data analysis. As in the first study, it was imperative that the 
data from both partners’ surveys could be linked together without providing information 
that could easily identify participants99. It was not possible to link the surveys of both 
partners prior to their participation, except if participants would be required to register in 
advance. Following this procedure, participants would have to register online and provide 
an e-mail address, and would then receive a ‘token’ (a code) via e-mail with which both 
partners needed to log in to start the survey. Consequently, nobody could complete the 
survey without registering with an e-mail address first. Because this would require extra 
actions (and effort) from people who might be willing to participate, it delays the actual 
completion of the survey (and as such, does not take advantage of the direct readiness of 
people to participate), and it might decrease the subjective feeling of anonymity (although 
the provided e-mail address would not be linked to the data). Therefore, it was feared that 
this would result in more people declining to participate. Consequently, an alternative way 
to deal with this challenge needed to be found. 
In the end, the decision was made to ask each respondent to construct a unique ‘couple 
code’ at the beginning of the survey. This couple code consisted of several components that 
were chosen by the researcher. The challenge was to find a couple code that both partners 
could identically construct, without first discussing the code with each other. The code also 
needed to be specific enough to avoid multiple couples using the same couple code, but 
general enough so that respondents could not be easily identified based on the couple code.   
After the introduction to the survey100, as a first task, each participant received clear 
instructions on how to compose his or her own unique couple code. The couple code was a 
12-digit code that successively consisted of the day and month (ddmm) of the date of birth 
of the eldest partner + the day and month of the date of birth (ddmm) of the youngest 
                                                             
99
 This linking was much easier in the first study, since both surveys were sent back to the researcher in one envelope. 
When opening the envelope, the researcher could just give both surveys the same count-number (cfr. chapter IV) and this 
enabled the linking of the surveys. 
100
 The survey, including the instructions concerning the design of the couple code, can be found in appendix 2 (page 393). 
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partner + the four-digit postal zip code of the residence of the eldest partner101. For 
example, if the eldest partner’s date of birth was the 28th of August 1982, the youngest 
partner’s date of birth was the 14th of May 1984, and the couple lived together in zip code 
area 3140, their unique couple code would be ‘2808-1405-3140’. An inspection of the dataset 
revealed that most dyad members were able to correctly construct an identical couple code. 
Only a few errors occurred in which, for example, the couple code of both partners differed 
on one digit (e.g., in the postal zip code), or one respondent added the year of birth to the 
code while the other partner (correctly) did not. All couple codes were scrutinized to find 
such possible errors by examining odd looking couple codes (e.g., codes that were longer or 
shorter than 12 digits), or by looking for two couple codes that differed by one digit. If a 
possible error was identified, the two respondents were compared on their answers on the 
socio-demographic variables. In total, 13 couples were matched after finding an error in 
their couple code. 
Because these couple codes do still contain personal information, the codes were only used 
to connect both partners. After the data of both partners were linked together, the couples 
in the study received a simple count-number (e.g., 25) and the couple codes were removed 
from the dataset. 
2. PARTICIPANTS 
As already mentioned, the data for this second study was collected in two separate phases. 
A first collection102 of data occurred in April 2011, the second collection103 of data in 
February-March 2012. In the first collection phase, data was collected from 268 participants, 
of which 97 were couples (n = 194 individuals) and 74 were individuals (i.e., partner did not 
participate). In the second collection phase, a total of 247 persons participated, of which 81 
were couples (n = 162 individual) and 85 were individuals. Since studying dyads has the 
disadvantage that the unit of analysis is the couple, and not the individual, both datasets 
                                                             
101
 This was based on the assumption that not all couples were cohabiting. 
102
 Special thanks to Niels Vanpol and Laurens Lens for their help in collecting data from participants in this data collection 
phase.  
103
 Special thanks to Femke Beerten, Noortje Neyens, and Cathérine Vanderwegen for their help in collecting data from 
participants in this data collection phase. 
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were merged into one larger dataset104 to increase power. This resulted in a final data 
sample of 515 participants, of which 178 were couples and 159 were individuals.  
During both data collection phases, the survey was open to all couples, regardless of their 
sexual orientation. However, there was only data for three homosexual couples in the final 
dataset. It was then decided to remove this data from further analyses, for two reasons. The 
first reason is a theoretical one. In research on IPV, a clear distinction is made between IPV 
in heterosexual couples and IPV in same-sex couples (e.g., Blosnich & Bossarte, 2009; 
Hellemans, Loeys, Buysse, Dewaeale, & De Smet, 2015; Stiles-Shields & Carroll, 2014). Also, 
the possible explanation for the perpetration of IPV in both types of relationships might 
differ (e.g., the feminist perspective cannot be applied on same sex relationships). Chapter I 
primarily describes results from literature on IPV in heterosexual relationships, and it might 
not be appropriate to assume that the same explanations, dynamics and risk factors are at 
play in both types of relationships. Since the presence of three same sex couples in the 
dataset was too little to test if there might be differences between both types of 
relationships, it was best to eliminate this data from the dataset. A second reason is an 
empirical reason related to the analysis of dyadic data (Kenny, Kashy, & Cook, 2006; cfr. 
infra). By having a dataset consisting solely of heterosexual couples, these dyads can be 
meaningfully treated as distinguishable dyads based on gender.  Keeping these three same-
sex couples would make the dyads in this study indistinguishable, which would require more 
complex analysis methods. Thus, the decision was made to exclude the three same-sex 
couples for the final dataset. 
Table 19 provides an overview of the socio-demographic characteristics, both on individual-
level and couple-level, of the dataset. In the first part of the table, individual characteristics 
are presented. For these variables, the total sample of individuals was used (N = 515, 
consisting of 220 men and 295 women). In the second part of the table, couple 
characteristics are presented. Note that when looking at the sample with the couple as the 
unit of analysis, data was collected from both partners in 178 couples. Additionally, data 
from only one of both partners was collected in 159 relationships. Because only the report of 
                                                             
104
 Both surveys (from data collection phases 1 and 2) were virtually identical, with the exception of the way some socio-
demographic questions were asked. This required some recoding prior to the merging of both data-files. After being 
merged, it was noticed that two couples filled out the survey in both collection phases, so their data from the second 
collection phase was removed. 
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one partner of a couple was needed to have sufficient information with regard to the 
couple-level socio-demographic characteristics, it was possible to use the sample of 337 
couples for these variables.  
TABLE 19: SOCIO-DEMOGRAPHIC CHARACTERISTICS OF RESPONDENTS IN STUDY 2 
 Individuals (N=515) 
 Males (n=220) Females (n=295) 
Education level   
Low 115 (52.8%) 130 (44.1%) 
High  103 (47.2%) 165 (55.9%) 
Professional status   
Student 47  (21.4%) 97 (32.9%) 
Working 144 (65.5%) 162 (54.9%) 
Unemployed/retired 29 (13.2%) 36 (12.2%) 
Age M= 37.81, SD= 15.13 M= 34.03, SD= 14.02 
   
 Couples (N=337) 
Relationship status  
Married 138 (40.9%) 
Cohabiting 78  (23.1%) 
Dating 121 (35.9%) 
Children  
Yes 143 (42.4%) 
No 194 (57.6%) 
Relationship duration M = 14.93, SD = 14.05 
Diversion from reported sample sizes: Level of education men (n = 218), Age women (n = 293), Relationship duration (n = 
165). 
Concerning the individual-level characteristics, about half of the male and female sample 
reported a low education level (high school or less) and the other half reported a high 
education level (college or university degree). More than half of both men and women 
currently have a job. The average participant is in his or her mid-thirties. Concerning the 
couple-level characteristics, there is a good distribution of participating couples with regard 
to their relationship status (dating, cohabiting, or married). A little less than half of the 
couples have children from their current relationship, and the average relationship duration 
is about 15 years.  
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Since, at some point in the analyses (cfr. infra), only the data will be used from the 178 
couples from which data from both partners is available, it might be useful to also present 
the socio-demographic characteristics of this subsample of 178 male and female partners 
(Table 20).  
TABLE 20: SOCIO-DEMOGRAPHIC CHARACTERISTICS OF THE SUBSAMPLE OF 178 'FULL' COUPLES 
 Individuals (N=356) 
 Males (n=178) Females (n=178) 
Education level   
Low 93 (52.8%) 84 (47.2%) 
High  83 (46.6%) 94 (52.8%) 
Professional status   
Student 36  (20.2%) 52 (29.2%) 
Working 118 (66.3%) 100 (56.2%) 
Unemployed/retired 24 (13.5%) 26 (14.6%) 
Age M= 38.34, SD= 14.90 M= 36.17, SD= 14.29 
   
 Couples (N=178) 
Relationship status  
Married 85 (47.8%) 
Cohabiting 41  (23.0%) 
Dating 52 (29.2%) 
Children  
Yes 87 (48.9%) 
No 91 (51.1%) 
Relationship duration M = 17.26, SD = 14.29 
Deviation from N = 178: male education level (n = 176), age women (n = 176), relationship duration (n = 81).  
In general, there are no major differences in the socio-demographic characteristics between 
the total sample of couples (with data from either one or both partners) and this smaller 
sample of only the couples for which data is available from both partners (“full” couples). 
However, when comparing the “full” couples with the “single” couples (i.e., based on data 
from only one partner), there are a few significant differences between them. Concerning 
having children from the current relationship, χ² (1, n = 337) = 5.87, p = .015, ‘full’ couples 
more often report to have children than ‘single’ couples. Also, there is a significant 
difference in the mean age of women between women in a ‘full’ couple (M = 36.17, SD = 
14.73) and women in a ‘single’ couple (M = 30.81, SD = 12.24; t (291) = 3.26, p = .001, two-
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tailed), but not for the mean age of men. There is a significant difference in the report of 
relationship duration between ‘full’ couples (M = 17.26, SD = 14.29) and ‘single’ couples (M = 
12.69, SD = 13.53; t (163) = 2.11, p = .036, two-tailed). Finally, there is also a significant 
difference between the reported relationship status, χ² (2, n = 337) = 8.97, p = .011, with 
‘single’ couples being married less often than ‘full’ couples and dating more often than ‘full’ 
couples.  
3. MEASURES 
In this study, some new concepts (i.e., dyadic trust, several risk factors) were added that 
require an instrument to be included. Other concepts were again studied in the current 
study, but with a new instrument (i.e., relationship satisfaction, social desirability). And 
finally, some instruments remained the same, be it with some minor alterations in the 
instrument itself or in its coding or use (i.e., preference disconfirmation, intimate partner 
violence). All these measures will be described. 
3.1. PREFERENCE DISCONFIRMATION 
The study of the concept of preference disconfirmation is broadened by not only exploring 
preference discrepancy (cfr. study 1), but also preference incongruence (i.e., the difference 
between both partner’s preferences; cfr. page 86). First, we discuss the process that 
resulted in some small changes to the already existing item-set. Afterwards, the 
operationalization of incongruence will be described (the operationalization of discrepancy 
has already been described in study 1). Then, the possible re-inclusion of the domain 
‘children’ in the total discrepancy and incongruence score is reflected on. In the first study 
this domain was omitted from the total preference discrepancy sum-score, but there might 
be some arguments to include it in this second study after all. Finally, an attempt is made to 
find a way to include the two separate parts of discrepancy (preference and reality) or 
incongruence (preference partner A and preference partner B) in the analyses.   
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3.1.1. SMALL CHANGES TO THE ITEM-SET 
Prior to the second study, several changes105 were made to the PDQ, based upon a 
thorough screening of the items after study 1. This led to the reformulation of a few items. 
For example, some statements were formulated more strongly (e.g., from ‘My family gets 
involved in our relationship’ to ‘My family (in law) interferes with our relationship’), other 
statements were re-formulated so that they applied more to actual behavior (e.g., from ‘My 
partner can watch pornography’ to ‘My partner watches pornography’), and in some 
statements a double negation was removed (e.g., from ‘I have a partner that doesn’t use 
(soft)drugs’ to ‘I have a partner that uses (soft)drugs’). Other items were removed (e.g., ’We 
usually go out together’) and replaced by new items (e.g., ’My partner does not attach much 
importance to intimacy’). The content of these new items was based on a small enquiry. 
A small online survey was sent to a number of friends, family members, colleagues, and 
acquaintances106. All the domains that were included in the PDQ in study 1 were given, and 
respondents were asked to list their three most important topics (‘items’) within each 
domain107 in their relationship. A total of 75 respondents participated in the study. Based on 
the full list of reported important topics (‘items’) for each domain, we determined which 
topics could be used to replace removed items from the PDQ. The list of topics was 
examined to see which topics were not yet captured in the PDQ and which were the most 
frequently cited topics. Based on this analysis, 10 new statements108 were formulated and 
included in the PDQ. This has led to a revised PDQ with a total of 70 statements (instead of 
76)109.   
These changes led to an improvement of the sensitivity of the PDQ to detect discrepancies. 
If we examined for how many of the items more than 80% of the participants reported no 
discrepancy whatsoever, this was the case for 22 out of a total of 76 statements (39% of 
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 A full overview of all the changes can be found in appendix 3, page 413. 
106
 This survey can be found in appendix 4, page 421. 
107
 Note that the items for the domains were not given. The question was an open-ended question and asked respondents 
what they felt were important topics in their relationship that concerned that specific domain (e.g. finances). Respondents 
were also asked to rank the domains according to their importance in the respondent’s relationship, and were given the 
option to add other domains. This was done to assess whether the PDQ contained the most important domains, and to 
perhaps consider giving greater weight to discrepancy in the most important domains. It was eventually decided to not 
include weights to the domains in this dissertation, but it might be an interesting path to explore in future research.  
108
 These new statements can also be found in the overview of all the changes, in appendix 3, page 413. 
109
 This survey can be found in appendix 2, page 393. 
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items) in the first study, compared to only 7 out of 70 items110 (10% of items) in the current 
study. 
3.1.2. OPERATIONALIZING PREFERENCE INCONGRUENCE 
In the present study, preference incongruence was also explored, besides preference 
discrepancy. The incongruence score is computed based on the Preference Forms of both 
partners. Preference congruence is the agreement – similarity – between both partners’ 
preferences for their relationship: the more their preferences are in agreement, the more 
‘congruent’ they are. A lot of differences in the preferences of the partners reflect a higher 
preference incongruence. Similar to the operationalization of discrepancy, absolute 
difference scores will be calculated. The content of the preference is not valued (good or 
bad), so including a direction to the difference would be meaningless and not interpretable.  
Contrary to the calculation of preference discrepancy, not all preference items can be used 
for the calculation of preference incongruence. Since it consists of a comparison between 
both partners’ preferences, it is crucial that their preferences deal with the exact same 
behavior. Therefore, only the items that refer to ‘we’ or to the relationship in general can be 
included. Items in which the statement concerns own behavior or partner behavior, do not 
refer to the same behavior of the same partner if compared between both partners. For 
example, if partner A answers ‘yes, and it must be so’ on the item “I am the only person who 
manages our finances”, and partner B also answers ‘yes, and it must be so’, they both state 
that they want to be in control over the finances themselves. So, it would be a mistake to 
conclude that both preferences are the same. Similarly, it is not because the male partner 
prefers that ‘he himself will decide if, when, and how much he will drink’, that we 
automatically can assume that he feels that his partner can do the same. In total, 39 out of 
70 items could be included111.  
Table 21 shows the formula that was used to compute the degree of incongruence for each 
item. Since, again, a certain degree of disconfirmation tolerance is expected, the 
                                                             
110
 Those seven items are: item 30 (‘I get a monthly budget of my partner to spend’), item 14 (‘We both get along with each 
other’s friends’), item 38 (‘I can be proud of the job my partner has’), item 46 (‘One of us is a housewife/houseman’), item 
61 (‘I have a partner that smokes’), item 29 (‘I have a partner that uses (soft)drugs’), and item 66 (‘Infidelity is possible’). 
111
 See appendix 5 for a list of these 39 items (page 429). 
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association between each individual item and the outcome variables will not be examined, 
but only the total preference incongruence within a couple will be used. Thus, all the 39 
items were scored following the formula in Table 21, and then all scores were summed to 
result in a total preference incongruence score per couple (minimum = 0; maximum = 78). 
TABLE 21: SCORING FORMULA FOR PREFERENCE INCONGRUENCE 
 Partner 1 
 Yes, and Yes, but No, but No, and 
Partner 2     
Yes, and 0 0 1 2 
Yes, but 0 0 0 1 
No, but 1 0 0 0 
No, and 2 1 0 0 
 
This scoring formula is based on the idea that, when one partner has an inflexible 
preference, this will lead to incongruence whenever the preference of the other partner is in 
the opposite direction. However, the incongruence will be larger when both partner’s 
preferences are inflexible (in the opposite direction), than when one of both partners’ 
preference is more flexible. We do not consider two opposite flexible preferences as 
incongruent, because in fact both partners would accept if the reality would be in the 
opposite direction.  
A last important remark is that preference incongruence is a couple score. To put it in true 
dyadic research terms: it is a between-dyad variable (i.e., both individuals within the same 
dyad have the same score, but scores can vary from dyad to dyad). Because these scores are 
completely interdependent between partners (i.e., they are exactly the same), we can only 
conduct analyses with the preference incongruence scores when the dyad is the unit of 
analysis.  
3.1.3. CHANGE CONCERNING THE INCLUSION OF THE DOMAIN ‘CHILDREN’ 
In the first study, we excluded the domain ‘children’ from the calculation of the total 
discrepancy score, because respondents who did not have children did not fill out these 
statements in the Realization Form. At that point, we reasoned that including this domain 
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would make the interpretation of the total discrepancy score more difficult: some people 
(people without children) could have lower discrepancy scores than others (people with 
children) just because they filled out fewer items than others. However, in the current study, 
we did decide to include this domain in the calculation of the total discrepancy score. Our 
reasoning changed in that people with children might have higher discrepancy scores not 
because they could answer more items than people without children, but just because they 
might experience discrepancy on an additional domain (i.e., the upbringing of children) 
compared to people without children. Adding a few items specifically related to the 
upbringing of children to the discrepancy scores of people with children is theoretically 
justifiable. It is just an additional domain that is of importance in the relationships of these 
participants112.  
3.1.4. INCLUDING THE CONSTITUENT PARTS OF DISCREPANCY? 
Combined scores are often accompanied by their constituent parts in statistical tests (cfr. 
supra, chapter III). In the case of preference discrepancy, this would be the preferences as 
such and the reality as such. However, because we are not able to give a valence to the 
preference (or to the reality), it was not interesting to calculate a sum or average score 
across all preferences (or real situations). A high or a low score would not have a 
meaningfully different interpretation. Therefore, it was decided to check for the extremity 
of preferences instead, based on the assumption that somebody who systematically reports 
having very rigid, inflexible preferences might be more demanding in general, and will 
perhaps be less satisfied about his or her relationship, regardless of how their preferences 
match their reality or the preferences of the partner. The ‘extreme preferences’ score was 
calculated by summing all instances where the individual has scored their ideal preference 
as ‘yes, and it must be so’ or ‘no, and it is not allowable’.  
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 Another option would have been to calculate a mean discrepancy score by summing all item-scores and then dividing by 
the total number of items that were filled out. However, by doing so, we felt we would not do justice to the discrepancy 
present within the domain ‘children’. Since this truly is an additional or extra domain in which discrepancy can be 
experienced, we wanted to take into account the reality as much as possible. By taking the mean to come to ‘equal’ scores 
for respondents with and respondents without children, we would devaluate discrepancy within this domain.  
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3.2. INTIMATE PARTNER VIOLENCE 
For this second study, the Revised Conflict Tactics Scales (CTS2; Straus et al., 1996) were 
again used113. The instrument itself will not be discussed again. However, there are a few 
important remarks that have to be made. 
3.2.1. DIFFERENT SCORING TO REDUCE SKEWNESS AND KURTOSIS 
In the first study, it was decided to dichotomize the scales into a violent (≥ 1) and nonviolent 
(score of 0) category, because the subscales were highly skewed and kurtotic. However, 
dichotomizing a continuous scale results in a huge loss of information and should be 
avoided (D. Kashy, personal communication, July 12, 2013). Therefore, a different strategy 
will be used in the present study. As already reported in study 1 (cfr. chapter IV), the scores 
on the response categories (0 through 6114) are usually recoded to reflect a frequency-count 
(Straus et al., 1996). However, Newton, Connelly, & Landsverk (2001) argue that this 
recoding scheme increases the skew and kurtosis of the scales (and as such, non-normality), 
and suggest not recoding it, but simply to use the response categories115. Table 22 presents 
both scoring options.  
TABLE 22: RESPONSE CATEGORIES OF THE CTS2, THEIR MEANING AND THE FREQUENCY 
RECODE FOR EACH ITEM  
Response 
category 
Meaning Frequency 
recode 
0 0x 0 
1 1x 1 
2 2x 2 
3 3-5x 4 
4 6-10x 8 
5 11-20x 15 
6 >20x 25 
                                                             
113
 In this second study, some linguistic changes were made to the translation provided by Schoffelen et al. (2004). These 
changes merely improved wording and grammar of some of the questions, not the content. 
114
 There was also a seventh category, ‘not in the past year, but before’. This category was not taken into account to assess 
IPV, since we only wanted to make a statement about IPV in the past year. However, this seventh category will be used to 
form an additional variable (cfr. infra). 
115
 Newton et al. (2001) have had a positive personal communication with M.A. Straus on this matter. 
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Table 23 presents the skewness and kurtosis values for both the scales as coded with the 
generally used frequency-coding and as coded following the suggestion by Newton and 
colleagues (2001), using the original response categories. The skewness value provides an 
indication of the symmetry of the distribution: positive skewness means that scores are 
clustered to the left at low values; negative skewness indicates clustering of scores at the 
high end of the values (Kline, 2011; Pallant, 2010; Tabachnik & Fidell, 2007). Kurtosis 
provides information about the ‘peakedness’ of the distribution: positive kurtosis means a 
peaked distribution (clustered in the center), negative kurtosis indicates a relatively flat 
distribution with many cases in the extremes (Kline, 2011; Pallant, 2010; Tabachnik & Fidell, 
2007). A distribution with positive kurtosis is described as leptokurtic, and a distribution 
with negative kurtosis is described as platykurtic (Kline, 2011). Values of zero indicate a 
normal distribution (Kline, 2011). 
TABLE 23: SKEWNESS AND KURTOSIS OF FREQUENCY-CODED CTS2  AND CTS2 WITH ORIGINAL 
RESPONSE CATEGORIES  
 Scales based on frequency 
scoring 
Scales based on response 
categories 
 M, SD Skew Kurtosis M, SD Skew Kurtosis 
Psychological violence       
Perpetration 7.79, 14.32 3.70 18.89 4.17, 5.38 1.99 5.38 
Victimization 7.57, 15.08 3.99 20.34 3.95, 5.42 2.21 6.30 
Physical violence       
Perpetration 2.19, 8.54 9.63 128.79 1.27, 3.78 7.40 79.84 
Victimization 2.16, 11.99 12.56 189.68 1.20, 4.28 8.20 89.98 
N = 515 individuals. 
To interpret the extremity of the skewness and kurtosis indices, there is no clear consensus 
on what is an “acceptable” degree of non-normality (Finney & DiStefano, 2006; Kline, 2011). 
Kline (2011) suggests considering variables with absolute skew values > 3.0 as ‘extremely’ 
skewed, and absolute values of kurtosis > 10.0 as problematic and > 20.0 as a serious 
problem. As can be seen in the table, the skewness and kurtosis values decreased with the 
alternative coding method (column 2: original response categories). The values of 
psychological violence perpetration and victimization now fall within the acceptable range, 
but the values for physical violence perpetration and victimization are still very high, but 
nonetheless lower than for the frequency-coded scales. In standard analysis methods, 
  
170 
 
skewness will not make a substantive difference in an analysis with a reasonably large 
sample, and kurtosis can result in an underestimation of the variance, but this risk is also 
reduced with a sample size of over 200 cases (Pallant, 2010; Tabachnik & Fidell, 2007). For 
analyses in SEM, particularly the presence of excessive kurtosis can be troublesome (Byrne, 
2010). However, it is possible to overcome non-normal distributions in SEM by using a 
bootstrapping method in estimating the model in SEM (Byrne, 2010; Kline, 2011) (cfr. infra). 
3.2.2. RISK FACTOR ‘PRIOR PERPETRATION OF IPV’ 
In chapter I, we reviewed several meta-analytic studies to come to a list of most important 
risk factors for IPV. The strongest risk factor appeared to be ‘prior violence toward a 
partner’. Then, in chapter V, we motivated the choice to use the Personal and Relationships 
Profile (PRP; Straus et al., 2010) to measure several risk factors. However, prior violence 
toward a partner is not measured by the PRP.  
The CTS2 has a total of seven answering categories, the first six referring to the frequency 
of occurrence of IPV in the past year (0 = 0 times, 6 = more than 25 times), and the seventh 
referring to IPV that occurred prior to the last year (7 = not in the past year, but before). 
Since the latter category was not used to calculate the perpetration/victimization of IPV in 
the past year, it was used to create a new dichotomous variable that measures prior 
perpetration of IPV. This variable then refers to IPV that occurred more than one year ago. 
However, it will only provide information on prior IPV toward the current partner, because 
participants were asked to report about the use of violence in their current relationship. This 
means that prior IPV perpetration toward a former partner cannot be assessed with this 
variable.  
3.2.3. WHICH REPORT OF IPV TO USE? 
Most IPV-research uses individual data, but does want to make assertions about the 
violence perpetrated by both partners and about the possible bidirectionality of IPV. For this 
purpose, the CTS2 is the ultimate instrument, since it asks respondents about their own use 
of violence and about their partner’s use of violence. However, when examining the 
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correlations in this study between one person’s reports of their own and their partner’s use 
of violence, it appears that these correlations are extremely high: r = .90 (p<.001) for reports 
of psychological IPV and r = .91 (p<.001) for reports of physical IPV116. Such an extreme 
collinearity suggests that both variables are redundant (i.e., own perpetration is partner 
perpetration, and vice versa) despite their different labels (Kline, 2011). Although it is 
normal that both partners’ use of violence is correlated to some degree due to 
bidirectionality, such an extreme collinearity might suggest that there is also something 
else going on. For example, it is plausible that part of this extreme correlation is due to what 
Ackerman and colleagues (2011) refer to as a ‘shared method variance bias’. That is, that an 
individual has the tendency to report about own and partner violence in a similar manner. 
Since this study is different from most research on IPV, in that data has been collected from 
both partners of the couple, it is possible to investigate this hypothesis a bit further.  
In this study, data was collected from both partners. This means that there are not two, but 
four different scores available: (a) men’s report about their own use of violence (men’s 
perpetration, women’s victimization117), (b) men’s report about their female partner’s use of 
violence (women’s perpetration; men’s victimization), (c) women’s report about their own 
use of violence (women’s perpetration; men’s victimization), and (d) women’s report about 
their male partner’s use of violence (men’s perpetration; women’s victimization). Figure 4 
shows the different scores more graphically.  
  
                                                             
116
 These are the correlations when examining the entire sample of individuals (N = 515). If we would examine men’s (n = 
220) and women’s (n = 295) correlations separately, the correlations for psychological IPV would be r = .94 for men’s 
reports and r = .88 for women’s reports, and the correlations for physical IPV would be r = .96 for men’s reports and r = .82 
for women’s reports (all p<.001). 
117
 Behavior perpetrated by one partner of a couple, will be the behavior that victimizes the other partner. Thus, one 
partner’s perpetration will be the other partner’s victimization. 
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FIGURE 4: OVERVIEW OF REPORTS ON THE CTS2 AND THE TYPE OF IPV THEY CAN ASSESS  
 
Since we have data from both partners at our disposal, it seems more logical to assess male 
and female IPV perpetration by both their reports. In that case, there are two options: we 
use both partners’ reports about their own perpetration of IPV, or we use both partners’ 
reports about their partner’s perpetration of IPV (i.e., own victimization). If the extreme 
collinearity between one person’s report of both own and partner violence (A-B, C-D) would 
be solely due to bidirectionality, similarly high correlations should exist between both 
partners’ reports on their own perpetration (A – C), and their partner’s perpetration (B – 
D)118. However, for psychological IPV, the correlation between men and women’s report of 
own perpetration is r = .49 (p<.001), and between men and women’s report of their partner’s 
perpetration is r = .56 (p<.001). For physical IPV, the correlations are even lower: r = .24 
(p<.005) and r = .27 (p<.001) for both partners’ reports of own perpetration and both 
partners’ reports of their partner’s perpetration respectively. All these correlations are 
clearly much lower than the extreme correlation between one person’s report of both own 
and partner violence (r = .90 and .91; cfr. supra), which is a good indication that there is in 
fact a shared method variance bias when using both reports from one individual that is not 
present when using reports from both dyad members. 
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 For these correlations, N = 178, because data from both partners is needed to calculate the correlation. 
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It is highly likely that this finding will also be evident in the amount of prevalence and 
bidirectionality that is found with each of these combinations of reports. When we look at 
the prevalence, we calculate the percentage of couples in which at least one partner 
commits IPV119. When we look at bidrectionality, we examine only the couples in which IPV 
has occurred and assess in how many of these couples the violence has been committed by 
both partners. Table 24 presents these percentages based on different combinations of 
reports: both reports by one individuals (A-B; C-D), the reports by both partners about their 
own perpetration (A – C), and the reports by both partners about their partner’s 
perpetration (B – D).  
TABLE 24: PREVALENCE BASED ON DIFFERENT COMBINATIONS OF IPV-REPORTS 
 
Neither 
One 
partner 
Both 
partners 
Prevalence Bidirectionality 
Psychological IPV 
A-B (1 person: man) 69 18 91 61.2% 83.5% 
C-D (1 person: woman) 54 18 106 69.7% 85.5% 
A-C (2 partners: perp) 38 61 79 78.7% 56.4% 
B-D (2 partners: vict) 49 47 82 72.5% 63.6% 
Physical IPV    
A-B (1 person: man) 126 16 36 29.2% 69.2% 
C-D (1 person: woman) 123 28 27 30.9% 49.1% 
A-C (2 partners: perp) 106 52 20 40.5% 27.8% 
B-D (2 partners: vict) 114 50 14 36.0% 21.9% 
 
When using one person’s reports, the prevalence is lower and the bidirectionality is (much) 
higher than when using both partners’ reports. The shared method variance bias is not only 
at play when reporting on own and partner’s use of violence, but also when reporting no 
violence. That is, when using only one person’s reports, there are more reports in both the 
‘no violence by both partners’ and ‘violence by both partners’ categories, and very few 
reports in the ‘violence by only one of us’ category in comparison to the numbers when both 
partners’ reports are used. This results in a lower prevalence rate and a higher 
bidirectionality rate. The rates are very different, and as such, findings from studies on 
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 For the assessment of prevalence and bidirectionality, N = 178.  
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prevalence and bidirectionality will differ substantially depending on the combination of 
reports used.  
For this study, it is clear that data from both partners should be used. This approach is not 
subjected to the shared method variance bias. The question is now whether to use both 
partners’ reports on their own perpetration or both partners’ reports on their partner’s 
perpetration. From table 24, it becomes clear that in fact, the prevalence rate of IPV is 
higher when using the reports of own perpetration than when using the reports of partner 
perpetration. Apparently, respondents in this study appear to be not less inclined to report 
on their own use of violence. Also, our main focus in this dissertation is the influence of 
preference disconfirmation on the perpetration of IPV. For these reasons, we will use both 
partners’ report on their own perpetration of violence120.  
Another important finding from the bivariate analysis are the relatively low correlations 
found between one partner’s report about his/her own use of IPV, and the other partner’s 
report about his/her partner’s use of IPV. Since these two reports actually refer to the same 
behavior (e.g., men’s report on own IPV and women’s report on male partner’s IPV both 
refer to the men’s perpetration of IPV), the correlations would be expected to be very high. 
For psychological IPV, both partners’ report on male perpetrated IPV is r = .58 (p<.001) and 
both partners’ report on female perpetrated IPV is r = .50 (p<.001). For physical IPV, both 
partners’ report on male perpetrated IPV is r = .33 (p<.001) and both partners’ report on 
female perpetrated IPV is r = .17 (p<.05). These findings, especially for physical IPV suggest 
that there is in fact not much consensus on the presence and frequency of violence 
committed by one of the partners.  
  
                                                             
120
 Another possibility is to take the highest of both partner’s reports on violence of the same partner, for example men’s 
report on women’s violence and women’s report on their own violence. We have in fact calculated item-scores (i.e. ‘men’s 
use of the tactic’ and ‘women’s use of the tactic’) based on the maximum of both partner’s reports, but found that the 
scores of the two variables for each item (men’s violence and women’s violence) then were mostly extremely highly 
correlated. This, in our opinion, is also due to the high correlation found between one person’s report about own and 
partner violence. If we always take the highest score of men’s and women’s report for male violence, it is likely that the 
person giving the highest score will also have the highest score for female violence, and that it will be a similar score, 
because of the high intercorrelation between both scores given by one partner. Thus, we excluded this as an option. 
Another option was to take the average score between men’s and women’s reports about the use of violence of one 
partner. But again, given the high intercorrelation between both reports of one partner, this would result in very similar 
perpetration scores for men and women. Therefore, it seemed best to just use a person’s own report about own violence. It 
is recognized that this might be prone to a social desirability response bias, which will be dealt with accordingly (cfr. infra), 
but it seemed the most correct way to report perpetration of IPV. 
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3.2.4. RELIABILITY OF THE CTS2 SCALES IN STUDY 2 
The scales showed adequate to good internal reliability, based on the Guttmann’s lambda2 
coefficient (cfr. Table 25). It should be noted that the reliability for the physical violence 
scales is high, because internal consistency is reached by the fact that most of the items are 
scored similarly, that is, are scored ‘0’ (no such type of violence has occurred).  
TABLE 25: RELIABILITY COEFFICIENTS (LAMBDA2) FOR PSYCHOLOGICAL AND PHYSICAL IPV 
PERPETRATION 
Scales 
Total   
(N = 515) 
Men  
(n = 225) 
Women  
(n = 295) 
Psychological IPV perpetration .80 .76 .75 
Physical IPV perpetration .85 .90 .57121 
 
As can be seen, when calculating reliability coefficients separately for the male and female 
respondents, the scale for physical violence perpetration does not reach an adequate 
reliability for the female sample. This might be due to the removal of three items from the 
analysis, because they had zero variance. However, given our earlier reflection on the 
possibility that the CTS2 might also reflect a formative measurement (cfr. chapter IV), and 
its consequence that classical tests such as internal consistency statistics might be less 
meaningful, we will continue using these scales in further analyses.  
3.3. RELATIONSHIP SATISFACTION 
In the first study, relationship satisfaction was measured with the Enrich Couples Scales 
(Olson, 1996). However, the reliability of that measure did not reach an adequate level, with 
a lambda2 of .68. Furthermore, results from the first study, indicating that relationship 
satisfaction did not seem to have a significant impact on intimate partner violence, were 
quite surprising and contradicted findings from previous studies that found relationship 
satisfaction to be a consistent risk factor (e.g., Stith et al., 2004; cfr. chapter I). Perhaps this 
lack of significant findings might have been due to measurement error? Therefore, a new 
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 Three items were removed from this analysis for women, because they had zero variance. 
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search for a better (i.e., more reliable) instrument was conducted. We also wanted 
relationship satisfaction to be measured as purely as possible. Some of the most well-
known instruments that are often used to measure relationship satisfaction (e.g., the 
Dyadic Adjustment Scale, DAS; Spanier, 1976) had shown problems with the homogeneity 
of their items and were prone to possible confounding variance with other relationship 
constructs, such as communication (Funk & Rogge, 2007; Rathus & Feindler, 2004).  
As an answer to these kinds of critiques, Funk and Rogge (2007) developed the Couples 
Satisfaction Index (CSI). They used item response theory (IRT) to examine the items of the 
most well-known measures of relationship satisfaction122 (Funk & Rogge, 2007). IRT enabled 
them to estimate how much information or precision is provided by each item, and 
consequently for each instrument (Funk & Rogge, 2007). In the end, 32 items were selected 
by identifying the items that contributed the most information to the assessment of 
satisfaction, resulting in the full length Couples Satisfaction Index (CSI32) (Funk & Rogge, 
2007). Two shorter versions were also developed: one with 16 items (CSI16) and one with 
four items (CSI4). The CSI(32) and the CSI(16) provided greater amounts of information 
than other well-known satisfaction scales (e.g., DAS, Spanier, 1976; MAT, Locke & Wallace, 
1959) for all but the highest levels of satisfaction, and even the CSI(4) contributed 
impressive amounts of information, performing equally well as the DAS (Spanier, 1976) and 
better than the Marital Adjustment Test (MAT, Locke & Wallace, 1959).  
The CSI (Funk & Rogge, 2007) demonstrated excellent internal consistency in previous 
studies. Funk & Rogge (2007) themselves found coefficient α’s of .98 for both the CSI(32) 
and the CSI(16), and of .94 for the CSI(4). Other studies also found very high internal 
consistencies for their samples. Most of these studies used the 4-item CSI and found 
internal consistency scores ranging from .84 (N = 23; Fincham, Lambert & Beach, 2010) up 
to .95 (N = 137; Lambert, Clark, Durtschi, Fincham, & Graham, 2010)123. Only one article was 
found where the 16-item version was used, namely that of Reis, Caprariello, and Velickovic 
(2011). In their sample (N = 383) a Cronbach’s α of .83 was reported. 
                                                             
122
 These measures include the 32-item Dyadic Adjustment Scale (DAS; Spanier, 1976), the 15-item Marital Adjustment 
Test (MAT; Locke & Wallace, 1959), the six-item Quality of Marriage Index (QMI; Norton, 1983), the seven-item 
Relationship Assessment Scale (RAS; Hendrick, 1988), the three-item Kansas Marital Satisfaction Scale (KMS; Schumm, 
Nichols, Schectman, & Grigsby, 1983), and the Semantic Differential (SMD; Karney & Bradbury, 1997). 
123
 Within this range, the following other studies were examined: Braithwaite & Fincham (2011), Cui & Fincham (2010), 
Fincham, Beach, Lambert, Stillman, & Braithwaite (2008), Fincham, Cui, Braithwaite, & Pasley (2008), Fincham, Lambert, 
& Beach (2010), Gordon & Chen (2010), Lambert, Clark, Durtschi, Fincham, & Graham (2010). 
  
177 
 
For the current study, it was decided to use the shortest instrument, the CSI(4), because it  
captures as much specific information as other well renowned satisfaction measures and 
was highly reliable, even though it has only four items. Furthermore, a strong convergent 
validity between the CSI(4) and other existing measures of relationship satisfaction was 
found, with correlations ranging from .84 with the DAS(7) to .94 with the Relationship 
Assessment Scale (RAS; Hendrick, 1988) and the Semantic Differential (SMD; Karney & 
Bradbury, 1997). 
The CSI(4) consists of four items, not all with the same answering categories. The first 
question is answered on a 7-item Likert scale, ranging from ‘extremely unhappy’ (1) to 
‘perfect’ (7). The second question has a 6-item Likert scale, ranging from ‘not at all true’ (1) 
to ‘completely true’ (6). The third and fourth question both have a 6-item Likert scale, 
ranging from ‘not at all’ (1) to ‘completely’ (4). The four items were translated into Dutch by 
the researcher and then retranslated into English by a native speaker. When differences in 
the translation occurred, this was discussed and mediated124.  
The Dutch version of the CSI(4) also showed good internal consistency in the current study, 
with a lambda2 of .80 for the total sample125. However, this was not in the region of the 
alpha of .94 that was reported by Funk & Rogge (2007). When examining the Cronbach’s 
alpha in the current study (alpha was also .80), it was discovered that the alpha would 
increase to .91 if the first item of the scale would be removed126. Also, the inter-item 
correlations between the first item and the other items were considerably lower (range of 
.38 to .42) than the inter-item correlation amongst the other three items (range of .74 to 
.84). We then went through the responses of the participants and noticed at first sight that 
at least 50 out of 515 individuals answered the first item in the completely opposite 
direction (response category 1 or 2) as the other three items (response category 5, 6 or 7). It 
appeared that there were some issues with the answering categories for the first question. 
Perhaps, some respondents were misled by the word ‘extremely’, thinking that is was the 
response category for ‘extremely happy’, instead of ‘extremely unhappy’. Other studies that 
used the English CSI have made no mention of this problem, so it might be possible that this 
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 Both the English and the Dutch version of the CSI(4) can be found in appendix 6, page 433. 
125
 When examined separately for the male respondents and the female respondents, lambda2 was .79 for men, and .81 for 
women.  
126
 This was also true in the separate reliability analysis of both the male and the female sample. 
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is a problem due to translation, or to a different language use. Eventually, it was decided to 
use the more reliable 3-items CSI scale. Since another study with the Dutch version also 
showed a similar result with a different sample (Visschers et al., submitted), and since the 
path analyses that will be conducted require instruments to be as reliable as possible (Kline, 
2011; cfr. infra), the 3-item scale was the better option.   
3.4. DYADIC TRUST 
The second possible mediator that was included in this second study was ‘dyadic trust’. To 
measure this concept, the Dyadic Trust Scale (DTS) of Larzelere & Huston (1980) was used. 
This is an 8-item instrument that uses on a 7-point Likert scale ranging from ‘strongly agree’ 
(1) to ‘strongly disagree’ (7). Five of the items are reverse-scored to reduce acquiescence 
response bias (Larzelere & Huston, 1980). The DTS is scored in a way that higher scores 
reflect higher levels of trust. In their study, excellent internal consistency was found, 
resulting in an alpha of .93 (Larzelere & Huston, 1980). The item-total correlations were also 
high, ranging from .72 to .89. The scale showed low correlations with social desirability (r = 
.00, n.s.) and two scales that measure generalized trust (instead of dyadic trust) (r = .17, p < 
.05, and r = .02, n.s.), indicating discriminant validity (Larzelere & Huston, 1980). Other 
studies also report good to excellent internal consistency, with Cronbach’s alpha’s ranging 
from .75 to .95 (Butler, 1986; Canary & Cupach, 1988; Gordon, Hughes, Tomcik, Dixon, & 
Litzinger, 2009; Franklin, Janoff-Bulman, & Roberts, 1990; Hansen, 1985; Jantzer, Hoover, & 
Narloch, 2006; Jones, 2004, 2006; Martin, Anderson, Burant, & Weber, 1997; Myers & 
Goodboy, 2006; Myers & Weber, 2004; Peschken & Johnson, 1997; Ringer & Boss, 2000; 
Weber, Johnson, & Corrigan, 2004).  
The DTS was translated into Dutch by the researcher and then re-translated back into 
English by a native English speaker. Differences in the translation were discussed and 
mediated. In the present study, Guttmann’s lambda2 was .88, indicating good internal 
consistency127. Larzelere & Huston (1980) present their instrument as being unidimensional. 
Indeed, when conducting a principal components analysis (PCA) with the present sample, 
only one component showed an eigenvalue above 1 (4.627) and this component explained a 
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 The separate lambda2 for the male sample was .89, for the female sample .88. 
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total of 57.84% of the variance. The screeplot also revealed a clear break after the first 
component. 
3.5. RISK FACTORS FOR IPV 
As mentioned in chapter V, the Personal and Relationships Profile (PRP; Straus, Hamby, 
Boney-McCoy, & Sugarman, 2010) will be used to collect information on several known risk 
factors for IPV. The PRP contains 25 scales, of which 17 scales measure individual 
characteristics and experiences (one of which measures social desirability) and eight scales 
measure relationship-level variables128. The instrument consists of 187 items that are scored 
on a 4-point Likert scale, ranging from ‘strongly disagree’ (1) to ‘strongly agree’ (4). Several 
items were reverse-scored (Straus et al., 2010). For research purposes, the use of mean 
scale scores is recommended (Straus et al., 2010). Norms are available based on a student 
sample (N = 17,404) and a community sample (N = 726). 
Straus and colleagues (2010) examined the reliability in two large samples: a sample of 
university students (part of the International Dating Violence Study; N = 4,533), and a 
sample of a general, non-clinical community population (N = 726). Table 25 presents the 
alpha coefficients of internal consistency for the student and the community sample, as well 
as the Guttmann’s lambda’s for the scales in the current study (N = 515). Evidence for 
construct and concurrent validity is also provided. Straus and colleagues reviewed several 
publications and found significant relationships between the PRP-scales and the 
perpetration of IPV (construct validity; see Straus et al., 2010, p. 7), and several high 
correlations between one of the PRP-scales and another measure of the same construct 
(concurrent validity; see Straus et al., 2010, p. 6).  
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 For a description of the scales, see chapter V, page 131-132. 
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TABLE 26: RELIABILITY OF THE PRP IN A STUDENT AND COMMUNITY SAMPLE, AND IN THE 
CURRENT SAMPLE 
 Straus et al. (2010)  Current 
study (λ2)  Student 
Sample (α) 
Community 
Sample (α) 
Measures of Individual Characteristics and Experiences 
ASP Antisocial Personality Symptoms .73 .77 .68 
BOR Borderline Personality Symptoms .76 .74 .73 
CH Criminal History  .80 .87 .83 
DEP Depressive Symptoms  .83 .79 .82 
HTM Hostility to Men  .80 .77 .69 
HTW Hostility to Women  .75 .72 .81 
LD Limited Disclosure  .71 .70 .74 
NH Neglect History  .73 .73 .71 
POS Positive Parenting  .74 .69 .74 
PTS Post-Traumatic Stress Symptoms .72 .72 .73 
SUB Substance Abuse  .81 .83 .79 
SC Self-Control  .64 .67 .43 
SI Social Integration  .65 .67 .52 
STR Stressful Conditions  .67 .69 .67 
SAH Sexual Abuse History  .82 .81 .88 
VA Violence Approval  .70 .69 .68 
VS Violent Socialization  .74 .78 .78 
Measures Of Couple Relationships (scales which include items that refer to behavior 
towards or beliefs about the partner) 
AM Anger Management  .62 .61 .68 
CP Communication Problems  .68 .66 .64 
CON Conflict  .79 .74 .74 
DOM Dominance  .66 .66 .62 
JEL Jealousy  .84 .75 .86 
NA Negative Attribution  .74 .69 .61 
RC Relationship Commitment  .68 .71 .69 
RD Relationship Distress  .86 .78 .82 
N = 515 in the current sample. 
As can be seen in Table 26, the alpha coefficients in the samples of Straus and colleagues 
(2010) range from .61 to .87. The range of lambda2 coefficients in the current sample goes 
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from .43 to .88129. However, since the importance of specific risk factors might differ 
between men and women, and as such, different risk factors might be included in the final 
model for the male and the female partner, it might be better to start from an analysis of 
reliability of the scales for men and women separately. It is possible that some scales are 
measured reliably for only one gender. Table 27 indeed shows that, in general, PRP-scales 
are measured less reliably for the women in the current sample, in comparison to the men. 
When using the general cut-off score of alpha = .70 (or in this case: lambda2 = .70)130 to 
determine adequate reliability, there are only seven scales that are below the generally 
accepted cut-off of alpha lambda2 of .70 for men, whilst there are 11 scales with inadequate 
reliability for women131.  
TABLE 27: RELIABILITY OF PRP-SCALES FOR MEN AND WOMEN SEPARATELY 
 Lambda2 
Men (n = 
220) 
Women (n = 
295) 
Total (N = 
515) 
Measures of Individual Characteristics and Experiences 
ASP Antisocial Personality Symptoms .74 .53 .68 
BOR Borderline Personality Symptoms .74 .74 .73 
CH Criminal History  .83 .74 .83 
DEP Depressive Symptoms  .83 .81 .82 
GHM Hostility to Men  .70 .68 .69 
GHW Hostility to Women  .82 .82 .81 
LD Limited Disclosure  .77 .71 .74 
NH Neglect History  .72 .71 .71 
POS Positive Parenting  .74 .74 .74 
PTS Post-Traumatic Stress Symptoms .70 .75 .73 
SUB Substance Abuse  .76 .79 .79 
SC Self-Control  .46 .28 .43 
SI Social Integration  .56 .43 .52 
STR Stressful Conditions  .70 .64 .67 
SAH Sexual Abuse History  .83 .90 .88 
VA Violence Approval  .66 .65 .68 
VS Violent Socialization  .76 .77 .78 
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 Chan and colleagues (2007) also found alpha coefficients that were in general lower than the reliability coefficients 
reported by Straus et al. (2010), with 4 of the 21 included scales lower than alpha = .60, and 9 of the 21 scales lower than 
alpha = .70.  
130
 Since several PRP-scales have a limited number of items, Straus et al. (2010) suggest lowering the cut-off alpha 
coefficient to .60 (instead of .70), because alpha is sensitive to the number of items of a scale. However, when conducting 
path analysis in SEM, SEM assumes that there is no measurement error (Byrne, 2010; Kline, 2011). Thus, it is imperative 
that scales are measured as reliable as possible, and thus we hold to the generally accepted cut-off of .70.  
131
 In the study of Chan et al. (2007), 7 scales were below alpha = .70 for men, and 8 scales for women. 
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 Lambda2 
Men (n = 
220) 
Women (n = 
295) 
Total (N = 
515) 
Measures Of Couple Relationships (scales which include items that refer to behavior 
towards or beliefs about the partner) 
AM Anger Management  .73 .64 .68 
CP Communication Problems  .66 .63 .64 
CON Conflict  .75 .74 .74 
DOM Dominance  .65 .60 .62 
JEL Jealousy  .85 .86 .86 
NA Negative Attribution  .67 .57 .61 
RC Relationship Commitment  .69 .68 .69 
RD Relationship Distress  .83 .82 .82 
     
 Number of scales below .70 7 11 11 
 
Further descriptive analyses, in order to determine which scales will be included in the final 
models, will thus be performed separately for men and women, and will also only take into 
account the scales that were measured reliably (>.70) for that specific gender. This means 
that, for men and women, the scales ‘social integration’, ‘self-control’, ‘violence approval’, 
‘communication problems’, ‘dominance’, ‘negative attribution’, and ‘relationship 
commitment’ will be omitted, and in addition, the scales ‘antisocial personality symptoms’, 
‘hostility to men’, ‘stressful conditions’, and ‘anger management’ will be excluded from the 
analyses for women.   
Furthermore, the ‘positive parenting’ scale consists of several items from the ‘neglect 
history’ scale132. Thus, both scales cannot be used in the same analysis (Straus et al., 2010). 
Because the ‘positive parenting’ scale has a slightly better reliability coefficient, both for 
men and women, it was decided to exclude the ‘neglect history’ scale from further analyses. 
It should also be noted that the ‘limited disclosure’ scale measures the social desirability 
bias, and will be used as such, and not as a possible risk factor for IPV. This resulted in a total 
of 16 PRP-scales that will be analyzed further in the results section for men, and 12 PRP-
scales for women.  
  
                                                             
132
 All six items from the ‘positive parenting’ scale are also used in the ‘neglect history’ scale, which has 8 items in total 
(Straus et al., 2010). 
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4. DATA ANALYSES 
The data-analysis can be subdivided in two large sections. A first set of analyses deals with 
gaining insight in the key concepts and in the general associations between the concepts. A 
second set of analyses is intended to explore explanatory models in answering the research 
questions. 
Descriptives were analyzed through classical test statistics, such as (partial) Pearson 
correlation, multivariate analysis of covariance analysis (MANCOVA), and multiple linear 
regression analysis. The main goal of the descriptive analyses is to provide insight into the 
relations between the key concepts in this study (i.e., preference discrepancy, preference 
incongruence, relationship satisfaction, dyadic trust, intimate partner violence). All these 
analyses are performed separately for men and women, for two reasons. The first reason is 
to avoid breaking the assumption of independence. Since our data is dyadic (male and 
female partner of a couple), the data collected from both dyad members is inherently 
interdependent (Kenny et al., 2006; cfr. supra). Therefore, separate analyses were 
conducted to ensure the independence in the samples. The second reason is because the 
final step in the analyses will be to test path models (which is a type of structural equation 
modeling), specifically constructed to test dyadic data. In such models, all variables are 
entered twice, once for males and once for females (e.g., male preference discrepancy and 
female preference discrepancy). Given the limited sample size in this study, the descriptive 
analyses are also a means to select the most important variables to be included in the final 
models. Since all variables in the path models are separate for men and women, it seemed 
acceptable to also assess their relative importance for men and women separately.  
As already mentioned, the actor-partner interdependence models, or APIM (with the 
inclusion of mediator variables and covariates), will be tested with structural equation 
modeling (SEM). SEM is a data-analytic technique that is often used in the social and 
behavioral sciences and that is particularly useful for dyadic data, especially when dyad 
members are distinguishable (Kenny et al., 2006). The goal of SEM is to evaluate if the 
model that was hypothesized based on theory is in fact consistent with the data - if there is 
model-data fit (Lei & Wu, 2007). Traditional SEM-models (i.e., ‘full latent models’) have both 
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a measurement and a structural model (Byrne, 2010; Lei & Wu, 2007). The measurement 
model examines the relations between the latent variables and its indicators (confirmatory 
factor analysis); the structural model examines the paths among the latent variables 
themselves (Byrne, 2010). An analysis of only the structural model (or path model) is called 
path analysis (Lei & Wu, 2007). In this case, the latent variables are considered as observed 
variables (Kline, 2011). 
Applying path analysis to dyadic data means that the dyad is the unit of analysis instead of 
the individual (Kenny et al., 2006). Thus, the path model will generally represent two 
‘models’, one for each member of the dyad (Kenny et al., 2006). That is, since dyad is the 
case, there is a ‘male partner-‘ and ‘female partner-‘ variable for each of the concepts (e.g., 
male perpetration of IPV and female perpetration of IPV). Furthermore, since the actor-
partner interdependence model hypothesizes both actor and partner effects, paths have to 
be drawn from a male variable X and a female variable x to both the male and female 
variable Y. An inherent aspect of dyadic data is the fact that it is interdependent (cfr. supra). 
To account for this nonindependence in the data, all exogenous pairs of variables need to be 
correlated across dyad members, and the error terms of the endogenous variables also need 
to be correlated across dyad members (Kenny et al., 2006). The latter then represents the 
degree of nonindependence that was not explained by the model (Kenny et al., 2006).  
In this dissertation, path analyses are performed in AMOS (Analysis of Moment Structures), 
version 22.0 (Arbuckle, 2013), more specifically in AMOS Graphics. The default estimation 
method of Maximum Likelihood (ML) was used, together with bootstrap analyses (to deal 
with the non-normality in the sample; cfr. infra). Applying path analysis to dyadic data 
means that the dyad is the unit of analysis instead of the individual (Kenny et al., 2006). This 
required several adaptations to the regular path model, which will be discussed in due time 
(cfr. infra). Given the fact that neither ML nor bootstrapping handles missing data very well, 
cases for which only the data of one of both partners was available could not be used. 
Therefore, only the data from the 178 ‘full’ couples (i.e., data from both partners) was used 
for the path analysis.  
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V I I .  D E S C R I P T I V E  R E S U L T S  F R O M  S T U D Y  2  
This chapter constitutes nine sections. In the first section, we will describe the prevalence 
and chronicity of intimate partner violence in our sample, for perpetration and 
victimization, and for psychological and physical IPV. The findings on the direction of 
violence in the sample (i.e., male-only, female-only, bidirectional) will also be presented. In 
the second section, the possible distorting influence of the social desirability bias will be 
evaluated and responded to if necessary. The third section discusses the concept of 
preference disconfirmation (discrepancy and incongruence) and its association with other 
concepts. In the fourth section, norms and intercorrelations of all the risk factors are 
presented. The fifth section deals with the newly constructed risk factor for ‘prior 
perpetration of IPV’. In the sixth section, the socio-demographic variables are related to the 
key concepts in this study (i.e., IPV, preference discrepancy, preference incongruence, 
dyadic trust, and relationship satisfaction). In the seventh section, preliminary results for 
correlations between the key concepts are presented. In section eight, the degree of 
nonindependence between the key concepts for men and women is examined. This results 
in a preliminary state of play, described in section nine. 
1. PREVALENCE AND CHRONICITY RATES OF IPV IN THE 
SAMPLE 
To have an idea about the prevalence and chronicity of violence rates in the sample, 
descriptives are provided in Table 28. In the methodology section (cfr. supra), prevalence 
and bidirectionality rates have already been reported for couples. However, no rates were 
given on the prevalence (and chronicity) of perpetration by men and by women separately; 
the so-called Dyadic Concordance Types, as recommended by Straus (2014; cfr. chapter I). 
To calculate these rates, the respondent’s report of own use of violence (i.e., own 
perpetration) will be used. Prevalence rates reveal the number of male and female 
respondents in the current sample that have perpetrated psychological and/or physical IPV 
in the year prior to the survey. The chronicity rates are the mean number of times the acts 
(or ‘tactics’) in each type of violence occurred for respondents who have perpetrated at least 
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one such act. It is important to note that the chronicity rates (number of times) were 
calculated based on the frequency-coded IPV-scales, and not on the IPV-scales based on the 
original response-categories that will be used for all other analyses133.  
TABLE 28: PREVALENCE AND CHRONICITY RATES OF PSYCHOLOGICAL AND PHYSICAL IPV 
PERPETRATION 
 Prevalence (%) Chronicity (M; SD) 
 Men  (n = 220) Women (n = 295) Men Women 
Psychological IPV  130 (59.1%) 198 (67.1%) 13.48; 19.79 11.41; 14.56 
Physical IPV  59 (26.8%) 93 (31.5%) 8.42; 19.98 6.80; 9.53 
N = 515. 
As can be observed in the table, prevalence rates are quite high. About 60% of the men in 
the sample reported having perpetrated psychological violence, and about 27% of the men 
reported the perpetration of physical IPV. Those who reported the use of violence 
perpetrated psychological IPV approximately 13 times and physical IPV 8 times in the past 
year. For women, these rates are even higher: 67% reported the perpetration of 
psychological IPV, and 32% reported physical IPV perpetration. They report perpetrating 
psychological IPV approximately 14 times and physical IPV 9 times in the past year.  
These prevalence percentages are a little lower compared to the first study (cfr. chapter IV) 
for psychological violence, but have more than doubled for physical IPV. 26.8% of men and 
31.5% of women reported having perpetrated some type of physical IPV towards their 
partner, whereas this was ‘only’ 12% in the first study (for men and women combined134). 
For physical violence, chi-square analyses revealed that there was a significant difference in 
men’s perpetration, χ² (1, n = 298) = 13.04, p < .001, between study 1 (no IPV: 93.6%, IPV: 
6.4%) and study 2 (no IPV: 73.2%, IPV: 26.8%), as well as for women’s perpetration (study 1 
= no IPV: 82.1%, IPV: 17.9%; study 2 = no IPV: 68.7%, IPV: 31.3%), χ² (1, n = 372) = 4.75, p = 
.03. There was no significant difference between both studies concerning male 
psychological violence perpetration, χ² (1, n = 298) = .71, p = .40, nor for female 
psychological violence perpetration, χ² (1, n = 371) = 3.00, p = .08.  
                                                             
133
 The frequency-coded scales transform the answering categories 0 through 6 by coding each category as the average 
number of violent acts that this category represents (e.g. category 3 in fact refers to 3-5 times, and thus its frequency-code 
is 4, the average). This allows for the estimation of a frequency of occurrence. 
134
 For men and women separately: 18.0% of women and 6.4% of men reported having perpetrated physical IPV. 
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To get an idea of the bidirectionality of IPV in the current sample, we have examined per 
couple whether the reported violence was only perpetrated by the male partner, only by the 
female partner, or by both partners135. Table 29 provides these numbers, when only looking 
at the couples who indicated the occurrence of violence in their relationship (for 
psychological IPV: n = 140 out of 178 couples; for physical IPV: n = 72 out of 178 couples). 
TABLE 29: IPV IN THE COUPLE SAMPLE DIFFERENTIATED BY TYPE OF VIOLENCE AND DIRECTION 
OF VIOLENCE  
 Only male 
violence 
Only female 
violence 
Bidirectional 
violence 
Psychological IPV (n = 140) 25 (17.9%) 36 (25.7%) 79 (56.4%) 
Physical IPV (n = 72) 24 (33.3%) 28 (38.9%) 20 (27.8%) 
 
These numbers differ substantially from the numbers on bidirectionality in the first study. 
Where about 90% of all couples who reported some act of psychological violence 
experienced bidirectional violence in study 1, only about half do so in study 2. Similarly, in 
study 1 about half of the couples that reported physical IPV experienced bidirectional 
violence, whereas only one third of the couples do so in study 2136. This difference is 
significant across both studies for psychological IPV, χ² (2, n = 208) = 25.81, p < .001, and 
physical IPV, χ² (2, n = 94) = 7.23, p = .027. However, bidirectionality was established in a 
different way in study 1, compared to study 2. In study 1, to establish whether a partner had 
perpetrated IPV, we examined both the report of own perpetration of partner 1 and the 
                                                             
135
 In the methodology section (cfr. supra) the bidirectionality has already been reported. The number of couples in which 
only one of both partners had perpetrated IPV was also reported, but no division into male and female IPV was reported. 
136
 Because of the differences that were found between both studies concerning prevalence and bidirectionality of IPV, we 
also examined the socio-demographic characteristics of both studies and found some significant differences. There was a 
significant difference in men’s age between study 1 (M = 41.85, SD = 13.02) and study 2 (M = 37.81, SD = 15.12; t (155) = 
2.25, p = .03), and similarly for women (study 1: M = 40.28, SD = 12.87; study 2: M = 34.03, SD = 14.02; t (369) = 3.56, p < 
.001). Respondents were significantly younger in the second study. Concerning education level, there were also significant 
differences for men across both studies, χ² (1, n = 296) = 5.71, p = .02, with more men having a lower education level in 
study 1 (low: 69.2%, high: 30.8%) compared to study 2 (low: 52.8%, high: 47.2%). Education level was not significantly 
different between studies for women, χ² (1, n = 371) = .043, p = .84. There was also a significant difference across studies 
with regard to relationship status, χ² (2, n = 415) = 21.07, p < .001, with study 1 comprising less dating couples and more 
married couples (dating: 10.3%, cohabiting: 25.6%, married: 64.1%) than study 2 (dating: 35.9%, cohabiting: 23.1%, 
married: 40.9%). Also, a significantly larger proportion of couples had children in study 1 (no: 34.6%, yes: 65.4%) than in 
study 2 (no: 53.3%, yes: 42.4%), χ² (1, n = 415) = 12.50, p < .001. Finally, the continuous scale ‘relationship duration’ in study 
2 was made categorical to be able to compare to the categories in study 1. This analysis revealed a significant difference in 
relationship duration between study 1 (0-5 years: 21.8%, 5-20 years: 33.3%, > 20 years: 44.9%) and study 2 (0-5 years: 
40.6%, 5-20 years: 23.0%, > 20 years: 36.4%), χ² (2, n = 243) = 8.54, p = .014, with fewer couples having a relationship 
duration of less than 5 years in study 1 compared to study 2. Since the aim of both these studies is to explore relationships, 
these differences should not be seen as problematic. However, it is important to take note of it, and to reflect on it when 
comparing results from both studies.  
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report of partner perpetration of partner 2. If there was disagreement between both, we 
assumed that the violence (committed by partner 1 in this example) had indeed occurred. 
Then, both partners’ violence perpetration (based on the previous calculation) was 
combined to see if there was bidirectionality. Since we have decided to only use the own 
reports of IPV perpetration in study 2 (cfr. supra), the presence of a partner’s IPV 
perpetration was only established by one report, the partner’s own report of perpetration, 
instead of the two reports used in study 1. This might be the reason why these 
bidirectionality numbers are so much higher137.    
2. FIRST THING’S FIRST:  DETERMINING THE INFLUENCE OF 
THE SOCIAL DESIRABILITY BIAS 
It is important to first explore the relationship between the social desirability bias and the 
most important dependent and independent variables in this study, in order to assess the 
degree of threat this bias poses to the validity of the results. If this bias poses a substantive 
threat, it should be recommended to control for this bias in further analyses. According to 
Straus and Mouradian (1999), one can determine the level of threat by evaluating the 
correlations of the social desirability scale with the scales of other key concepts. They 
suggest considering the social desirability response bias as a minimal threat to validity if 
correlations are .19 or under, as a moderate threat with correlations between .20 and .29, 
and as a severe treat if correlations are .30 and above (Straus & Mouradian, 1999).  
Table 30 shows the effect of the social desirability response bias for men and women on 
their reports of preference discrepancy, preference incongruence, relationship satisfaction, 
dyadic trust, report of psychological IPV perpetration, and report of physical IPV 
perpetration. 
  
                                                             
137
 And also because the method used in study 1, by looking both at partner A’s report of own perpetration and partner B’s 
report of partner perpetration, might be affected by the fact that there is also a high correlation between a person’s 
reports of own and partner perpetration. See also the explanation in footnote nr. 119. 
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TABLE 30: CORRELATIONS BETWEEN SOCIAL DESIRABILITY AND THE KEY CONCEPTS FOR MEN 
AND WOMEN 
 Men (n = 220) Women (n = 295) 
 Social 
desirability 
Level of 
threat 
Social 
desirability 
Level of 
threat 
Preference discrepancy -.39*** Severe -.23*** Moderate 
Preference incongruence -.07 - .08 -  
Relationship satisfaction .28*** Moderate .12* Minimal 
Dyadic trust .40*** Severe .26*** Moderate 
Psychological IPV perpetration -.40*** Severe -.36*** Severe 
Physical IPV perpetration -.20** Moderate -.26*** Moderate 
*p<.05, **<.005, ***p<.001 
It is shown in the table that, in general, the associations with the social desirability response 
bias seem to be stronger for men than for women.  Especially for preference discrepancy, 
relationship satisfaction, and dyadic trust – the relationship variables – it appears that the 
effect size of their correlation with social desirability is much higher for men than for 
women. Overall, using the guidelines of Straus and Mouradian (1999), there is a severe 
threat to the validity of preference discrepancy and dyadic trust for men, and to reports of 
psychological IPV perpetration for both men and women.  
For the significant correlations, it was then established how much of the variance in the key 
concepts would be explained by social desirability by squaring the correlation coefficient. 
Previous research has shown that statistically controlling for social desirability biases does 
not reduce the significance of correlations between other measures, nor does it account for 
much of the variance in the dependent variable (IPV; cfr. Fernández-González et al., 2013; 
Hunsley et al., 1996; Visschers et al., submitted). Table 31 provides the value of the squared 
correlation (R squared), which tells us how much of the variance in the dependent variable is 
explained by the model.  
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TABLE 31: PERCENTAGE OF THE VARIANCE EXPLAINED BY SOCIAL DESIRABILITY (R SQUARED) 
 Men  
(n = 220) 
Women  
(n = 295) 
Preference discrepancy 15.1% 5.3% 
Relationship satisfaction 8.0% 1.5% 
Dyadic trust 15.6% 6.9% 
Psychological IPV perpetration 15.9% 12.9% 
Physical IPV perpetration 4.1% 6.9% 
 
Thus, for those variables where correlations indicated a severe threat to the validity of social 
desirability, the variance explained by social desirability does appear to be quite large: 
men’s social desirability is responsible for around 15 % of the variance in their report of 
preference discrepancy, dyadic trust, and psychological IPV perpetration. Social desirability 
only accounts for more than 10% of the variance in women’s reports on psychological IPV 
perpetration.  
TABLE 32: CORRELATIONS BETWEEN SOCIAL DESIRABILITY AND THE PRP-SCALES 
 Men (n = 220) Women (n = 295) 
 Social 
desirability 
Level of 
threat 
Social 
desirability 
Level of 
threat 
Anger management .51**** Severe / / 
Antisocial personality traits -.63**** Severe / / 
Borderline personality traits -.49**** Severe -.50**** Severe 
Criminal history -.50**** Severe -.34**** Severe 
Conflict -.56**** Severe -.36**** Severe 
Depressive symptoms -.55**** Severe -.44**** Severe 
Dominance -.27**** Moderate -.16** Minimal 
Hostility to men -.44**** Severe / / 
Hostility to women -.47**** Severe -.41**** Severe 
PTSD -.40**** Severe -.39**** Severe 
Positive parenting .33**** Severe .19*** Moderate 
Relationship distress -.41**** Severe -.20*** Moderate 
Sexual abuse history -.17* Minimal -.10 None 
Stressful conditions -.59**** Severe / / 
Substance abuse -.36**** Severe -.21**** Moderate 
Violent socialization -.42**** Severe -.30**** Severe 
*p<.05; **p<.01, ***p<.005, ****p<.001 
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Table 32 also presents the correlations of the PRP-scales with social desirability138. As is 
immediately evident, most scales are severely threatened by social desirability. Although 
the influence of social desirability is high for both men and women, it seems that men’s 
responses, again, are more influenced by this bias than women’s responses. However, it 
remains problematic for both sexes. 
Now that it is established that social desirability might seriously distort some of the findings 
that include these variables, especially for men, the question arises of how to overcome this 
problem. It was decided to control for social desirability in all further preliminary descriptive 
analyses, by including it as a covariate in all analyses.  
3. EXPLORING THE CONCEPTS OF PREFERENCE DISCREPANCY 
AND PREFERENCE INCONGRUENCE 
Next, we will investigate the concepts of preference discrepancy and incongruence more in-
depth, and compare them with other relationship variables.  
3.1. DESCRIPTION OF PREFERENCES AND PERCEIVED REALITY 
An overview of the response rates for each of the categories in the Preference Form and the 
Realization Form can be found in appendix 7 (page 435). For most statements in the 
Preference Form, the majority of the respondents expressed a preference in the same 
direction. In rare cases, answers were more or less spread over both directions. 
Furthermore, the answers on the categories in the Realization form were largely in the same 
direction as the categories for the ideal relationship, although respondents tended to use 
the entire scale more, rather than only one direction.  
Concerning the expression of the (in)flexibility of preferences, the table in the appendix 
clearly indicates that a lot of respondents have rather inflexible preferences. That is, they 
are relatively rigid about their preferences.  
                                                             
138
 Thus, analyses are only performed on the PRP-scales that proved to have adequate reliability.  
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3.2. PREFERENCE DISCREPANCY/INCONGRUENCE VERSUS 
RELATIONSHIP VARIABLES: DISTINCT CONCEPTS? 
It is necessary to empirically confirm that preference discrepancy and/or incongruence are 
not merely (pseudo-)measures for other relationship concepts, but that they are, at least to 
a certain degree, distinct concepts. An important examination is the investigation of the 
amount of shared variance between preference discrepancy, preference incongruence, and 
other relationship measures in this study. It is expected that all these measures will have 
quite high correlations, as they do all attempt to capture something that is inherently 
created by the dyad, but also that preference discrepancy and preference incongruence do 
not correlate higher with the other relationship scales than the other relationship scales 
among each other.  
Table 33 examines the partial correlations between the relationship scales for men. Included 
in the analysis are preference discrepancy and preference incongruence, relationship 
satisfaction as measured by the Couples Satisfaction Index (CSI; Funk & Rogge, 2007), 
dyadic trust as measured by the Dyadic Trust Scale (DTS; Larzelere & Huston, 1980), and 
conflict and relationship distress measured by the Personal and Relationships Profile (PRP; 
Straus et al., 2010). All these correlations are controlled for the possible confounding 
influence of the social desirability bias. An extremely high negative correlation is expected 
between relationship satisfaction (CSI) and relationship distress (PRP), since relationship 
distress is defined as ‘areas of dissatisfaction with the current relationship’ (Straus et al., 
2010), suggesting that it might measure the inverse of relationship satisfaction.  
TABLE 33: PARTIAL INTERCORRELATION MATRIX FOR THE RELATIONSHIP SCALES FOR MEN, 
CONTROLLING FOR SOCIAL DESIRABILITY  
  (M, SD) 1 2 3 4 5 
1 Pref. discrepancy (27.22, 14.28)      
2 Pref. incongruence (3.96, 3.44) .23*     
3 Rel. satisfaction (15.24, 2.71) -.44** -.37**    
4 Dyadic trust (48.65, 7.13) -.42** -.36** .59**   
5 Conflict (1.76, .46) .30** .32** -.45** -.40**  
6 Rel. distress (1.55, .49) .51** .34** -.70** -.60** .50** 
*p<.005, **p<.001, N = 220.  
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As can be seen in the table, the partial correlations between preference discrepancy and the 
other relationship measures (except preference incongruence) range between .30 and .51. 
These are, overall, moderate correlations, suggesting a range of shared variance between 9 
and 26% with the other relationship scales. This supports our expectation that preference 
discrepancy measures something truly different than other relationship concepts, especially 
since these other concepts have intercorrelations within an even higher range. A special 
note is the very high correlation between relationship satisfaction and relationship distress 
(r = -.70), as was expected. This is evidence for multicollinearity (r ≥ .70) and also provides 
evidence for the construct validity of both scales. 
Concerning preference incongruence, this concept also correlates moderately with most of 
the other relationship concepts. The intercorrelation between preference incongruence and 
preference discrepancy is rather low (r = .23), but still significant, which is not surprising 
since they in part share items (i.e., the preference items of the men). 
TABLE 34: PARTIAL INTERCORRELATION MATRIX FOR THE RELATIONSHIP SCALES FOR WOMEN, 
CONTROLLING FOR SOCIAL DESIRABILITY  
  (M, SD) 1 2 3 4 5 
1 Pref. discrepancy (29.44, 16.74)      
2 Pref. incongruence (3.96, 3.44) .31**     
3 Rel. satisfaction (15.43, 2.66) -.53** -.16*    
4 Dyadic trust (48.09, 7.22) -.53** -.15* .58**   
5 Conflict (1.69, .45) .50** .21* -.58** -.53**  
6 Rel. distress (1.46, .46) .57** .17* -.77** -.59** .60** 
*p<.05, **p<.001, N = 295. 
In the table for women (Table 34), stronger effect sizes were found for the association 
between preference discrepancy and the other relationship scales (except preference 
incongruence), with a range between .50 and .57. All these correlations are indicative of a 
strong effect size (whereas for men, most were moderate), suggesting a range of shared 
variance between 25 and 32.5%. The intercorrelations between the other relationship 
concepts have a similar range, except for the correlation between relationship satisfaction 
and relationship distress (r = -.77), which again points to the expected multicollinearity.  
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A very distinctive difference with the table for men is the low association of preference 
incongruence with the other relationship measures (with the exception of course of 
preference discrepancy). It seems that preference incongruence is more strongly related to 
other relationship concepts for men than for women, and that preference discrepancy is 
more strongly related to other relationship concepts for women than for men. 
It can be concluded that preference discrepancy and preference incongruence are in fact 
empirically (and conceptually) distinct from other relationship concepts, such as 
relationship satisfaction. It needs not be said that they are moderately to strongly related, 
but they both have a lot of unique variance besides their shared variance. Preference 
disconfirmation in general is thus not a pseudo-measure for relationship satisfaction.  
4. INSIGHT IN THE OTHER RISK FACTORS FOR IPV 
In order to put preference disconfirmation in competition with other risk factors, a number 
of other already proven risk factors for IPV (via the PRP) were included in this second study 
(cfr. chapter V). We will now inspect how respondents have scored on these scales, if there 
are significant differences in scores for men and women, and how these scales 
intercorrelate with each other.  
4.1. NORMS FOR THE PRP-SCALES  
The Personal and Relationships Profile (PRP; Straus et al., 2010) is the only instrument in 
this study that provides norms for its scales, expressed in percentiles. Thus, we will first 
explore how the respondents in the current sample score in comparison to a normal 
population. To do so, Straus and colleagues (2010) recommend using sum scores, rather 
than mean scores (which are recommended for research purposes), to calculate an 
individual’s scale scores. The median of all the respondents’ sum scores on the PRP-scales in 
the current study will be compared to the norms of the community sample reported in 
Straus and colleagues (2010). Table 35 presents the median sum score for the male and the 
female sample in our study and the norm group’s percentile equivalent (only for the scales 
measured reliably in study 2).  
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TABLE 35: COMPARING THE MEDIAN SUM SCORE OF THE CURRENT SAMPLE AGAINST THE NORMS 
FOR THE PRP-SCALES 
 Men (n = 220) Women (n = 295) 
 Median % Median % 
Anger management 27 20.7 / / 
Antisocial personality symptoms 14 24.5 / / 
Borderline personality symptoms 15 22.6 14 16.7 
Criminal history 10 24.8 8 0 
Conflict  16 15.2 15 11.2 
Depressive symptoms 12 14.9 12 14.9 
Hostility to men 9 15.9 / / 
Hostility to women 7 8.7 7 8.7 
Jealousy 19 37.5 21 56.5 
Limited disclosure (social desirability) 37 73.4 37 73.4 
Positive parenting 21 20.1 22 12.5 
Post-traumatic stress symptoms 14 14.7 14 14.7 
Relationship distress 11 9.1 11 9.1 
Sexual abuse history 8 0 8 0 
Stressful conditions 13 5.0 / / 
Substance abuse 12 39.5 9 19.1 
Violent socialization 13 15.3 11 9.2 
 
This table shows that the medians for most of the scales fall below the 50th percentile of the 
norm group scores. For ‘anger management’ and ‘positive parenting’, which are both 
protective factors, this means that the male and female sample’s score is higher than the 
median of the norm groups. For the risk factors ‘antisocial personality symptoms’, 
‘borderline personality symptoms’, ‘criminal history’, ‘conflict’, ‘depressive symptoms’, 
‘hostility to men’, ‘hostility to women’, ‘post-traumatic stress symptoms’, ‘relationship 
distress’, ‘sexual abuse history’, ‘stressful conditions’, ‘substance abuse’, and ‘violent 
socialization’, the medians from the present samples are always below the 50th percentile, 
and often substantially below the norm group’s median. The median for the risk factor 
‘jealousy’ is lower than the 50th percentile for men (37.5th percentile), but is somewhat above 
the norm group’s median for women (56.7th percentile). For ‘social desirability’, the median 
for both the men and women in our sample is above the median from the norm group. With 
a median sum score of 37, our sample’s mean is at the 73.4th percentile in the norm group. 
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This means that, in the norm group, about 75% of the respondents had a similar or lower 
score than the median in our sample.  
4.2. DIFFERENCES BETWEEN MEN AND WOMEN? 
A next step in the exploration of the PRP-scales is to assess if there are significant 
differences in some of these scales for men and women. To investigate this, multivariate 
analyses of covariance (MANCOVA) were performed139, which is an extension of 
multivariate analyses of variance (MANOVA), but that can statistically control for an 
additional variable or covariate, in this case ‘social desirability’. MAN(C)OVA is preferred 
over separate AN(C)OVA analyses, because the latter gives more risk of an ‘inflated Type 1 
error’ (Pallant, 2010). Since dependent variables in a MAN(C)OVA should be (conceptually) 
related in some way (Pallant, 2010), two MANCOVA’s were conducted: one included all the 
scales that measure individual characteristics and experiences (9 scales140), the other 
included all the scales that measure couple relationships (3 scales141).  
The total MANCOVA comprising the 9 scales that measure individual characteristics, when 
controlling for social desirability, was significant, F (9, 504) = 17.89, p<.001; Pillai’s Trace142 = 
.24; ηp²= .24
143. When the results for all the dependent variables (partialling out the effect of 
social desirability) were considered separately, using a Bonferroni adjusted alpha level144 of 
.006, the only differences to reach statistical significance are ‘criminal history’, F (1, 512) = 
67.20, p<.001, ηp² = .12, ‘post-traumatic stress symptoms’, F (1, 512) = 9.18, p=.003, ηp² = .02, 
‘substance abuse’, F (1, 512) = 65.05, p<.001, ηp²  = .11, and ‘violent socialization’, F (1, 512) = 
                                                             
139
 It should be noted that, in order to assess differences between the men and women in the current sample, we did not 
split up the sample into two ‘independent’ groups, but rather performed MANCOVA analyses on the total ‘dependent’ 
sample. These results should therefore only be looked at from an exploratory point of view. 
140
 Only those scales that were sufficiently reliable for both men and women (λ² ≥ .70) were included. Furthermore, ‘neglect 
history’ was removed because of high multicollinearity with ‘positive parenting’. ‘Social desirability’ was also omitted, since 
this variable was entered as the covariate. 
141
 Again, only the scales that are reliable for both men and women are included. 
142
 Pillai’s Trace is used because equal variances could not be assumed, based on the Box’s Test of Equality of Covariance 
Matrices and Levene’s Test of Equality of Error Variances. In those cases, Pillai’s Trace is more robust then Wilks’ Lambda 
(Pallant, 2010).  
143
 According to Cohen’s guidelines, an eta squared of .01 is a small effect, .06 a medium effect and .14 a large effect 
(Pallant, 2010). 
144
 When the multivariate test of significance has a significant result, one needs to look at the ‘tests of between-subjects 
effects’, which consist of a series of separate analyses. It is suggested to set a higher alpha level to reduce the chance of a 
Type 1 error by applying a Bonferroni adjustment. That is, by dividing the original alpha level of .05 by the number of 
dependent variables in the MAN(C)OVA (Pallant, 2010). 
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30.77, p<.001, ηp² = .06. Inspection of the mean scores indicates that men score significantly 
higher on all these scales than women, except for ‘post-traumatic stress symptoms’ for 
which women scored significantly higher.  
The total MANCOVA comprising the three scales that measure couple relationships, and 
partialling out social desirability, is also significant, F (3, 510) = 17.10, p<.001; Wilks’ Lambda 
= .91; ηp² = .09. When the results for the dependent variables were considered separately, 
using a Bonferroni adjusted alpha level of .016, one significant difference is found in  
‘jealousy’, F (1, 512) = 44.58, p<.001, ηp² = .08. Inspection of the mean scores suggests that 
men score significantly lower on ‘jealousy’ than women.  
4.3. INTERCORRELATIONS AMONG THE PRP-SCALES 
Partial correlations were conducted to examine the level of intercorrelations among the 
PRP-scales, controlling for social desirability. It should be noted that most of the effect sizes 
have decreased tremendously after controlling for social desirability. An intercorrelation 
matrix is presented for men and women separately. Only the scales that were measured 
reliably for men will be included in the intercorrelation matrix for men, and similarly for 
women. Table 36 gives an overview of the intercorrelations between the PRP-scales for 
men. Significant correlations are presented, non-significant correlations are marked with a 
slash (i.e., / ).  
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TABLE 36: PARTIAL INTERCORRELATION MATRIX FOR THE PRP-SCALES FOR MEN 
  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 AM                
2 ASP -.17*               
3 BOR -.21* .23*              
4 CH / .38** /             
5 CON -.15* .29** .43** /            
6 DEP -.23* .14* .57** / .21*           
7 HTM -.28** .29** .14* / .16* .16*          
8 HTW -.27** .37** .35** .21* .37** .37** .41**         
9 JEAL -.16* / / / / / .15* .22*        
10 PTS -.15* .14* .54** .19* .43** .43** .17* .42** .25**       
11 POS .31** -.30** -.33** -.25** -.28** -.28** -.23* -.38** / -.25**      
12 RD -.27** .16* .50** .45** .53** .53** .18* .29** / .32** -.31**     
13 SAH -.21* .31** .21* .21* .26** .26** .27** .29** / .17* -.33** .29**    
14 STR -.17* .39** .36** .16* .33** .33** .30** .48** / .43** -.35** .26** .23*   
15 SUB / .30** .19* / / / / / / / -.18* / .20* /  
16 VS -.14* .18* .25** / .21* .21* / .25** / .40** -.27** .18* .19* .15* / 
AM = anger management, ASP = antisocial personality symptoms, BOR = borderline personality symptoms, CH = criminal history, CON = conflict, DEP = depressive symptoms, HTM = hostility to men, HTW = 
hostility to women, JEAL = jealousy, PTS = post-traumatic stress symptoms, POS = positive parenting, RD = relationship distress, SAH = sexual abuse history, STR = stressful conditions, SUB = substance abuse, VS = 
violent socialization; *p<.05, **p<.001, / = not significant. N = 220. 
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Intercorrelations range quite a bit between non-significant correlations (marked with a /) 
and high correlations, the highest being the correlation between ‘depressive symptoms’ and 
‘borderline personality symptoms’ (r = .57). When controlling for social desirability, many 
correlations that initially had a moderate effect size suddenly became non-significant, and 
most of the correlations dropped with at least .10, to sometimes up to .30.  
Table 37 then presents the intercorrelations between the PRP-scales for women, which 
range from non-significant to .60 (the correlations between ‘depressive symptoms’ and 
‘borderline personality symptoms’, and between ‘relationship distress’ and ‘conflict’). 
Overall, the size of the correlations for women is somewhat smaller than those for men. 
These correlations were also quite strongly influenced by social desirability, and as such, 
effect sizes have also decreased dramatically after controlling for social desirability.  
TABLE 37: PARTIAL INTERCORRELATION MATRIX FOR THE PRP-SCALES FOR WOMEN 
  1 2 3 4 5 6 7 8 9 10 11 
1 BOR            
2 CH .21**           
3 CON .37** /          
4 DEP .60** / .36**         
5 HTW .18* .17* .27** .22**        
6 JEAL .20* / .14* .12* .22**       
7 PTS .50** .17* .25** .35** .23** .14*      
8 POS -.25** -.18* -.19* -.29** -.15* / -.30**     
9 RD .45** / .60** .50** .17* / .23** -.20**    
10 SAH .24** .25** .12* .17* / / .28** -.23** /   
11 SUB / .20** / / .13* / / / / /  
12 VS .27** .41** .22** .21** .24** / .34** -.35** / .34** / 
BOR = borderline personality symptoms, CH = criminal history, CON = conflict, DEP = depressive symptoms, HTW = hostility to women, 
JEAL = jealousy, PTS = post-traumatic stress symptoms, POS = positive parenting, RD = relationship distress, SAH = sexual abuse history, 
SUB = substance abuse, VS = violent socialization; *p<.05, **p<.001, / = not significant. N = 29. 
Overall, these correlations show that most of the risk factors for IPV do relate to each other, 
but still are sufficiently different in terms of operationalization to consider them all as 
separate variables in the explanation of IPV.  
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5. THE NEWLY CONSTRUCTED RISK FACTOR ‘PRIOR  
PERPETRATION OF IPV’  
Because ‘prior perpetration of IPV’ was not included as a risk factor in the PRP, but came out 
as a strong risk factor in meta-analytic reviews (cfr. chapter I), a new variable has been 
created based on one of the answering categories (‘not in the past year, but before’) of the  
CTS2 (cfr. supra).  
Of all the men (n = 220), 37 (16.8%) had already perpetrated psychological IPV prior to the 
last year, and 24 (10.9%) had already perpetrated physical IPV prior to the last year. For 
women (n = 295), 41 of them (13.0%) reported prior perpetration of psychological IPV, and 
19 (6.4%) reported prior perpetration of physical IPV. 
A series of MANCOVA analyses will assess whether respondents who report perpetration 
prior to the past year (in their current relationships) of either psychological and/or physical 
IPV, report more psychological and/or physical perpetration during the past year than 
respondents who did not commit IPV prior to the past year. For both men and women, one 
MANCOVA will explore if prior psychological IPV makes a significant difference in ‘current’ 
psychological or physical IPV, and another MANCOVA will explore if prior physical IPV 
makes a significant difference, all controlling for social desirability. 
For men, there was no statistically significant difference in reports of psychological or 
physical IPV in the past year between respondents who perpetrated prior psychological IPV 
and respondents who did not, F (2, 216) = .16, p = .85; Wilks’ lambda = 1.0, nor between 
respondents who perpetrated prior physical violence and those who did not, F (2, 216) = 
2.67, p = .07, Pillai’s Trace = .02.  
For women, the MANCOVA with prior psychological violence perpetration as independent 
variable did not reach statistical significance, F (2, 291) = .69, p = .50; Wilks’ Lambda = 1.00, 
neither did the MANCOVA with prior physical violence perpetration as independent 
variable, F (2, 291) = .81, p = .44; Wilks’ Lambda = .99. 
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To conclude, this potential risk factor of having perpetrated IPV prior to the last year did not 
make a significant difference in reports of IPV during the last year. Therefore, it will not be 
included in further analyses.    
6. SOCIO-DEMOGRAPHIC VARIABLE S IN RELATION TO THE 
KEY CONCEPTS 
In the next sections, the relationship between the socio-demographic characteristics of our 
sample and the key concepts in the study will be examined. The socio-demographic 
variables that were analyzed are age, relationship duration, relationship status, education 
level, professional status, and having children or not. 
6.1. AGE AND RELATIONSHIP DURATION 
Partial correlation analyses, controlling for social desirability, reveal that men’s age is 
significantly related to preference incongruence (r = .23, p = .002), as well as to men’s 
relationship satisfaction (r = -.20, p = .003). Similarly, for women, age is significantly 
correlated with preference incongruence (r = .18, p = .020) and relationship satisfaction (r = -
.23, p<.001), but also with their preference discrepancy score (r = .14, p = .017). Thus, the 
higher men and women’s age, the lower their relationship satisfaction and the higher their 
preference incongruence. For women, the older they are, the higher their preference 
discrepancy. However, all these correlations have small effect sizes.  
The relationship duration is significantly related to men’s relationship satisfaction (r = -.23, p 
= .023) and men’s preference incongruence (r = .41, p<.001): the longer the duration of his 
relationship, the lower his relationship satisfaction and the higher his preference 
incongruence. For women, relationship duration correlates significantly with their dyadic 
trust (r = -.25, p = .002), their relationship satisfaction (r = -.37, p<.001), their preference 
discrepancy (r = .21, p = .012), and preference incongruence (r = .38, p<.001). The longer the 
duration of her relationship, the lower her dyadic trust and relationship satisfaction, and the 
higher her preference discrepancy and incongruence. In this case, some effect sizes do 
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reach a moderate level (i.e., women’s relationship satisfaction and men’s and women’s 
preference incongruence).  
Partial correlations also reveal that men’s age is significantly correlated with men’s 
perpetration of psychological IPV (r = -.16, p = .031), but not with the perpetration of 
physical IPV (r = -.08, p = .29). Women’s age is significantly correlated with both women’s 
perpetration of psychological IPV (r = -.24, p = .002) and physical IPV (r = -.21, p = .004). 
Thus, the older the respondent, the lower their report on the perpetration of psychological 
IPV (both for men and women) and physical IPV (only for women). Relationship duration is 
not significantly related to men’s perpetration of psychological or physical IPV (respectively 
r = -.15, p = .13, and r = -.19, p = .06). For women, relationship duration is significantly related 
to women’s perpetration of psychological IPV (r = -.21, p = .01), but not physical IPV (r = -.15, 
p =.07). Thus, the longer the relationship, the lower women’s report on psychological IPV 
perpetration.   
6.2. RELATIONSHIP STATUS 
The possible influence of relationship status (dating, cohabiting, and married) was 
examined via two one-way MANCOVA’s. Two separate analyses were conducted: one with 
the dependent variables preference discrepancy, preference incongruence, relationship 
satisfaction, dyadic trust, and one with the dependent variables own perpetration of 
psychological violence and own perpetration of physical violence. For both men and 
women, the MANCOVA that includes the relationship variables, while partialling out social 
desirability, was not significant (men: F (8, 342) = 1.60, p = .12; Wilks’ Lambda = .93; women: 
F (8, 344) = 1.39, p = .20; Pillai’s Trace = .06).  
The MANCOVA that includes own perpetration of psychological violence and own 
perpetration of physical violence was not significant for men, F (4, 432) = .68, p = .61; Pillai’s 
Trace = .01. For women, the MANCOVA was significant, F (4, 582) = 3.38, p = .01; Pillai’s 
Trace = .05; ηp² = .023. However, with an effect size of only .023, the impact of relationship 
status on IPV perpetration is extremely small: only 2.3% of the variance in IPV perpetration 
scores can be explained by relationship status. When the results for the two dependent 
variables were considered separately, using a Bonferroni adjusted alpha level of .025, only 
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women’s perpetration of physical violence was significant, F (2, 291) = 4.17, p = .016, ηp² = 
.028. A pairwise comparison of the adjusted means (after controlling for social desirability) 
indicates that dating women (adjusted M = 1.88) report significantly more physical IPV 
perpetration than married women (adjusted M = .75). 
6.3. EDUCATION LEVEL 
Again, MANCOVA’s were conducted to examine possible significant differences in the 
dependent variable education level (low or high education level). For men, the MANCOVA 
comprising the four relationship variables was significant, F (4, 170) = 2.47, p = .047; Pillai’s 
Trace = .06; ηp² = .06. An inspection of the dependent variables separately, using a 
Bonferroni adjusted alpha level of .013, revealed that the difference in education level was 
only significant for men’s dyadic trust, F (1, 173) = 6.96, p = .009, ηp² = .04. Men with a lower 
education level (adjusted M = 47.88) report less dyadic trust than men with a higher 
education level (adjusted M = 50.46). For women, the MANCOVA was also significant, F (4, 
172) = 3.18, p = .015, Wilks’ Lambda = .93; ηp² = .07. An inspection of the dependent 
variables, using a Bonferroni adjusted alpha level of .013, showed only a significant 
difference of women’s education level for preference incongruence, F (1, 175) = 12.61, 
p<.001, ηp² = .07, with women who have a low education level (adjusted M = 4.89) reporting 
higher preference incongruence than women with a high education level (adjusted M = 
3.12).  
The MANCOVA with both violence perpetration scales was not significant for men, F (2, 
214) = 1.38, p = .25; Pillai’s Trace = .01, nor for women, F (2, 291) = 1.75, p = .18; Pillai’s Trace 
= .01. 
6.4. PROFESSIONAL STATUS 
The MANCOVA with all four relationship scales was not significant for men, F (8, 342) = 1.35, 
p = .22; Wilks’ Lambda = .94, nor for women, F (8, 344) = 1.20, p = .30; Pillai’s Trace = .05.  
   
  
204 
 
Furthermore, the MANCOVA with both violence perpetration scales was also not significant 
for men, F (4, 432) = 1.00, p = .41; Pillai’s Trace = .02. This MANCOVA was significant for 
women, F (4, 582) = 2.82, p = .024; Pillai’s Trace = .04; ηp² = .02. However, when using a 
Bonferroni adjusted alpha level of .025, no significant differences are found in either 
psychological145 or physical violence perpetration.  
6.5. HAVING CHILDREN 
For men, the MANCOVA with the four relationship variables was significant, F (4,172) = 
4.98, p = .001; Wilks’ Lambda = .90; ηp² = .10. When investigating the four dependent 
variables separately, using a Bonferroni adjusted alpha level of .013, the difference was 
significant for preference incongruence, F (1, 175) = 15.26, p < .001; ηp² = .08, and men’s 
relationship satisfaction, F (1, 175) = 8.36, p = .004, ηp² = .05. Men without children (adjusted 
M = 2.95) report lower preference incongruence than men with children (adjusted M = 5.00), 
and men without children (adjusted M = 15.82) report higher relationship satisfaction than 
men with children (adjusted M = 14.58).  For women, this MANCOVA is also significant, F (4, 
172) = 5.55, p < .001; Pillai’s Trace = .11, ηp² = .11. Using a Bonferroni adjusted alpha level of 
.013, there is a significant difference for all four relationship scales: dyadic trust, F (1, 175) = 
7.94, p = .005, ηp² = .04, relationship satisfaction, F (1, 175) = 14.55, p < .001, ηp² = .08, 
preference discrepancy, F (1, 175) = 7.33, p = .007, ηp² = .04, and preference incongruence, F 
(1, 175) = 9.88, p = .002, ηp² = .05. Women without children report higher dyadic trust 
(adjusted M = 49.92) and relationship satisfaction (adjusted M = 16.27) than women with 
children (respectively adjusted M = 46.85 and 14.64), and women without children report 
lower preference discrepancy (adjusted M = 26.53) and preference incongruence (adjusted 
M = 3.13) than women with children (respectively adjusted M = 34.08 and 4.82).  
The MANCOVA with psychological and physical violence perpetration is not significant for 
men, F (2, 216) = 1.30, p = .27; Pillai’s Trace = .01, nor for women, F (2, 291) = 2.44, p = .09, 
Pillai’s Trace = .02.  
                                                             
145
 The difference in psychological IPV perpetration reached a significance level of .04, but this is not below the Bonferroni 
adjusted alpha level of .025. 
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6.6. TO CONCLUDE…  
To conclude, male perpetration of psychological violence is only significantly influenced by 
age (the younger, the more perpetration). Male perpetration of physical violence is not 
influenced by any socio-demographic characteristic. Women’s perpetration of psychological 
violence is significantly influenced by age (the younger, the more perpetration) and 
relationship duration (the longer the duration, the less perpetration), and their perpetration 
of physical violence differs depending on relationship status (dating women report more 
physical IPV perpetration than married women). All other socio-demographic variables did 
not significantly influence reports of IPV. Socio-demographic characteristics did 
significantly influence the relationship variables more often, but the effect sizes of these 
influences were very small (i.e., most below .10).  
7. DISCONFIRMATION, TRUST AND SATISFACTION IN 
RELATION TO IPV: PRELIMINARY EVIDENCE FOR THE 
HYPOTHESES? 
Prior to the final path analyses, it is useful to already tentatively examine the correlations 
between the key relationship variables (i.e., preference discrepancy, preference 
incongruence, dyadic trust, and relationship satisfaction) and IPV perpetration. To do so, we 
will examine partial correlations, whilst controlling for social desirability (Table 38). For 
exploratory reasons, we have also correlated men’s and women’s reports on their own 
relationship variables with their partner’s perpetration of IPV. This way, we conduct a 
preliminary exploration of possible ‘partner effects’. For example, is a female partner’s score 
on preference discrepancy related with the male partner’s perpetration of IPV? 
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TABLE 38: PARTIAL CORRELATIONS BETWEEN RELATIONSHIP VARIABLES AND IPV PERPETRATION 
FOR MEN AND WOMEN, CONTROLLING FOR SOCIAL DESIRABILITY  
 Psychological IPV Physical IPV 
 Own 
report 
Partner 
report 
Own 
report 
Partner 
report 
Men’s reports     
Preference discrepancy .31*** .19* .26*** .22** 
Preference incongruence .29*** -.08 .38*** -.02 
Dyadic trust -.18** -.10 -.25*** -.11 
Relationship satisfaction -.19** -.11 -.10 -.12 
Women’s reports      
Preference discrepancy .22*** .12 .18** -.02 
Preference incongruence -.03 .30*** .02 .39*** 
Dyadic trust -.23*** -.19* -.20** .05 
Relationship satisfaction -.29*** -.21** -.19** .01 
*p<.05, **p<.01, ***p<.001; N varies between 178 and 295. 
Concerning preference discrepancy, it seems that men’s discrepancy is more strongly 
related to men’s report of perpetration of IPV (r = .31 for psychological IPV and .27 for 
physical IPV) than women’s discrepancy is to women’s report of perpetration of IPV (r = .22 
for psychological IPV and .18 for physical IPV). Furthermore, there is a significant correlation 
between men’s discrepancy and women’s report of perpetration of IPV (r = .19 for 
psychological IPV and .22 for physical IPV), but conversely, this is not the case for women’s 
discrepancy on men’s report of perpetration of IPV (r = .12 for psychological IPV and -.02 for 
physical IPV).  
 Preference incongruence seems to be strongly related with men’s report of own 
perpetration of IPV (r = .29 for psychological IPV and .38 for physical IPV), but not at all with 
women’s report of own perpetration of IPV (r = -.03 for psychological IPV and .02 for 
physical IPV).  
Both men and women’s dyadic trust and relationship satisfaction seem to be moderately 
related to their own report of perpetration of IPV (except for relationship satisfaction on 
men’s physical IPV). Women’s relationship satisfaction is also significantly correlated with 
men’s report of their own psychological violence (r = -.21).  
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Previously, it was also concluded that it would be meaningless to include the constituent 
parts of discrepancy: preferences as such and reality as such (cfr. supra). Instead, it was 
opted to investigate the possible effect of ‘extreme preferences’. To explore this, partial 
correlations were conducted between ‘extreme preferences’ and reports of psychological 
and physical IPV perpetration, relationship satisfaction and dyadic trust, whilst controlling 
for social desirability. For men, ‘extreme preferences’ did not correlate significantly with 
‘psychological IPV’ (r = .02, n.s.) and ‘physical IPV’ (r = -.05, n.s.). There was a significant, 
correlation with men’s ‘dyadic trust’ (r = .15, p = .025) and men’s ‘relationship satisfaction’ (r 
= .26, p<.001). For women, ‘extreme preferences’ did not correlate significantly with 
‘psychological IPV’ (r = .02, n.s.), ‘physical IPV’ (r = -.04, n.s.), and ‘dyadic trust’ (r = .08, n.s.). 
It only correlated significantly with ‘relationship satisfaction’ (r = .12, p = .038). Thus, the 
variable ‘extreme preferences’ seems to relate predominantly to relationship satisfaction, 
and not to reports of IPV. To assess whether ‘extreme preferences’ would alter in some way 
the relationship between preference discrepancy and relationship satisfaction, two partial 
correlations were compared: one in which the relationship between preference discrepancy 
and relationship satisfaction was controlled only for social desirability, and one in which this 
relationship was controlled for both social desirability and ‘extreme preferences’. If the 
variable ‘extreme preferences’ has a substantive impact on the relationship, this will 
become visible in the partial correlation coefficient. The partial correlation for men between 
preference discrepancy and relationship satisfaction, controlling for social desirability, is r = 
-.44 (p<.001). When also controlling for ‘extreme preferences’, this correlation is r = -.50 
(p<.001). For women, the correlation changes from r = -.53 (p<.001) to r = -.58 (p<.001). Thus, 
there is not much difference in these correlations. Even more so, the relationship seems to 
become stronger when controlling for the extreme preferences. Because the sample size in 
this study is too limited to include many variables in the SEM-models (cfr. infra), it was 
decided to not further control for ‘extreme preferences’, although we acknowledge that it 
might influence, to some small degree, the relationships that are found in the final models, 
especially between preference discrepancy and relationship satisfaction.  
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8. ASSESSING THE DEGREE OF NONINDEPENDENCE 
To measure nonindependence with interval-level scores and distinguishable dyad members, 
a Pearson product-moment correlation coefficient needs to be calculated between the dyad 
members’ scores (Kenny et al., 2006). Thus, we conducted bivariate correlations between 
men’s and women’s preference discrepancy, relationship satisfaction, dyadic trust, and IPV 
perpetration scores. As mentioned earlier (cfr. chapter V), a correlation of .5 is indicative of 
a high nonindependence, .3 of a moderate and .1 of a small nonindependence (Cohen, 
1988), but the size of the correlation will also differ depending on the type of dyad studied 
and the variable being measured (Kenny et al., 2006). The scales that will be used are the 
scales that are adjusted for the social desirability bias. 
TABLE 39: DEGREE OF NONINDEPENDENCE BETWEEN VARIABLES FROM MALE AND FEMALE 
PARTNER 
Scale R 
Psychological IPV .45*** 
Physical IPV .22** 
Dyadic trust .18* 
Relationship satisfaction .57*** 
Preference discrepancy .22** 
*p<.05, **p<.005, ***p<.001, N = 178. 
Table 39 indicates that there is only a large nonindependence between men and women’s 
scores on psychological IPV perpetration and on relationship satisfaction. Remarkably, 
there is only a small interdependence between the scores on dyadic trust, whereas there is 
extreme interdependence between the scores on relationship satisfaction. Thus, although 
these are both relationship variables, male and female partner’s reports are much more 
similar for relationship satisfaction than for dyadic trust. The correlation of .22 indicates 
only a small nonindependence between both partners’ scores on preference discrepancy. 
Thus, there is some variability between the variables concerning level of nonindependence, 
but, bottom line, there is significant nonindependence for all variables. These results 
confirm the need to conduct dyadic data analyses.   
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9. PRELIMINARY STATE OF PLAY 
The descriptive analyses have shown that quite a large percentage of the male and female 
respondents have reported some act of psychological violence perpetration (men: 59.1%, 
women: 67.1%) and physical violence (men: 26.8%, women: 31.5%). For both psychological 
and physical violence, a substantial proportion appears to be bidirectional146 (psychological 
IPV: 56.4%, physical IPV: 27.8%).  
The analyses also made clear that it is important to take into account the possible distorting 
influence of the social desirability bias. Therefore, all descriptive analyses were controlled 
for this influence. It is only evident that we need to keep controlling for this effect in the 
final model analyses.  
It was also established that preference discrepancy and preference incongruence are not 
pseudo-measures for other relational concepts, and can be treated as distinct concepts. 
Furthermore, preliminary analyses also generally show moderate to large significant 
correlations between preference discrepancy and psychological and physical IPV for both 
men and women, and between preference incongruence and psychological and physical IPV 
for men (but not for women). Correlations were also found between male discrepancy and 
female psychological and physical IPV, which might suggest a possible partner effect. 
Therefore, it is of interest to explore the relative value of preference disconfirmation in the 
explanation of IPV, and to explore both actor and partner effects. The research questions 
that will guide this exploration with the use of path analysis are: 
1. What is the influence of preference discrepancy on intimate partner violence? 
a. Does it have a direct effect, indirect effect, or both, on IPV? 
b. Does it have an actor effect, partner effect, or both, on IPV? 
c. Does it have a different effect on psychological than on physical IPV? 
d. Does it remain significant when controlling for social desirability and other 
risk factors of IPV? 
                                                             
146
 Remember that, in study 2, the own reports of both partners are used. Thus, bidirectionality here is determined by 
examining whether both the male and female partner report psychological or physical IPV perpetration, since we had 
established that the report of both own and partner perpetration of IPV by one partner was prone to the shared method 
variance bias and is best not used to assess bidirectionality.  
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2. What is the influence of preference incongruence on intimate partner violence? 
a. Does it have a direct effect, indirect effect, or both, on IPV? 
b. Does it have a different effect on male than on female IPV perpetration? 
c. Does it have a different effect on psychological than on physical IPV? 
d. Does it remain significant when controlling for social desirability and other 
risk factors of IPV?  
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V I I I .  P R E P A R I N G  F O R  P A T H  A N A L Y S E S  
Before starting with the actual path analyses, there are still some necessary steps to go 
through. These steps will be described in the current chapter. In the first section, some 
decisions need to be made about which variables to include in the hypothesized path 
models. Not all the variables in the survey can be included in the final path analyses, 
because the sample size for these analyses (N = 178 ‘full’ couples) is not large enough to 
reliably estimate and test highly complex models. These decisions will lead to the 
description of the hypothesized path models in the second section of this chapter.   A third 
section will investigate if the hypothesized models are multivariately normal. If the models 
show no multivariate normality, the default estimation method in SEM (which is Maximum 
Likelihood) cannot be used, and other estimation methods need to be considered that do 
not assume normality. Finally, in a fourth section, we will deal with the issue of empirical 
distinguishability (cfr. supra). Although there is some debate whether or not it is necessary 
that a theoretically distinguishable dyad is also empirically distinguishable in a specific APIM 
or path model (e.g., Kenny et al., 2006; Sadler et al., 2011), we will examine empirical 
distinguishability via the omnibus test of distinguishability on the hypothesized path 
models  
1. DECIDING ON THE INCLUSION OF VARIABLES 
SEM generally requires rather large sample sizes (Byrne, 2010; Kline, 2011). The more 
parameters147 that need estimation in the model148, the larger the sample that is necessary 
to come to stable results (Kline, 2011). When using Maximum Likelihood (ML) estimation, 
which is the default estimation method in SEM, a commonly used rule of thumb is the N:q 
rule (Jackson, 2003; Kline, 2011). This is the ratio of cases (N) to the number of parameters 
to be estimated (q) (Kline, 2011). Ideally, this ratio should be 20:1 (Kline, 2011), but a ratio of 
                                                             
147
 “Parameters of structural equation models when means are not analyzed include (1) direct effects on endogenous 
variables from other variables, either exogenous or endogenous; and (2) the variances and covariances of exogenous 
variables.” (Kline, 2011, p. 96). 
148
 Although research on the Actor-Partner Interdependence Model is not primarily interested in the goodness-of-fit of the 
model, but rather uses SEM to be able to calculate and interpret coefficient estimates for actor and partner paths, we will 
subsidiary also look at the model fit. The first step will be to merely interpret the estimates, but afterwards we will also 
examine whether the retained model is a good fit to the data.  
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10:1 is still very good and much more achievable (Bentler & Chou, 1987; Kline, 2011). A ratio 
below 5:1 might yield untrustworthy results (Kline, 2011). This means that for our sample, 
when striving for a 10:1 ratio, we should attempt to include a maximum of 18 (17.8 to be 
exact, since our sample size is 178) parameters in the models. Since all the variables that will 
be included in the model are entered twice (i.e., we will always need a variable for men and 
a variable for women; e.g., men’s preference discrepancy and women’s preference 
discrepancy), with the exception of between-dyads (i.e., one dyad score such as preference 
incongruence; cfr. supra), we have to be economical with the variables that are added to the 
model. Therefore, a thorough selection of the ‘best’ variables to be included in the final path 
models is warranted.  
Of course, the main concepts under study, preference disconfirmation (discrepancy and 
incongruence) and psychological and physical IPV perpetration, are necessary to answer the 
research questions (since they are the focus), and need to be included. Then there are three 
elements that need further inspection: the issue of social desirability, the fact that there are 
two potential mediators (i.e., relationship satisfaction and dyadic trust), and the long list of 
PRP-scales that were included in the survey. First, based on the preliminary descriptive 
analyses it has become evident that effect of social desirability should be partialled out from 
the model. However, including social desirability in the models as a separate control 
variable means including two variables (one for men and one for women) and adding a 
number of parameters to the model (since all exogenous variables should be correlated with 
one another). Therefore, we have chosen a different approach to control for social 
desirability in the models. This approach will be discussed first. Secondly, since there was 
evidence for both dyadic trust and relationship satisfaction to be related to psychological 
and physical IPV (except for the correlation between male satisfaction and male physical 
IPV), the potential of both mediators should be explored. We will briefly discuss whether 
these mediators should be included in one model or should be examined in two separate 
models. Thirdly, there is also a need for a thorough selection of the set of other well-known 
risk factors. After eliminating the PRP-scales that did not show adequate reliability, there 
are still 16 risk factors for men and 12 risk factors for women that can be considered. It is 
evident that these cannot all be included in the final model. Thus, some additional analyses 
need to be conducted to select only the most powerful predictors to test the robustness of 
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the effect of preference disconfirmation on IPV, should we find such an effect. A selection of 
the ‘best’ PRP-scales will be made based on three criteria: (a) the scales need to show at 
least adequate, and preferably, good reliability; (b) they should be significantly correlated 
with IPV reports, after controlling for social desirability; and (c) they should uniquely predict 
IPV, after controlling for social desirability. The first selection based on the reliability-
criterion has already occurred (cfr. supra, method-section). The next steps, examining the 
correlations with IPV and including all the scales that correlated significantly in a linear 
regression analyses to examine each PRP-scales’ relative contribution in the explanation of 
IPV, will be described last.  
1.1. HOW TO CONTROL FOR SOCIAL DESIRABILITY? 
In all the analyses that were conducted so far, a separate scale for social desirability was 
used to statistically remove its influence from the relationships under study. In this method, 
an ‘external’ variable is entered into the analyses as a covariate. However, Saunders (1991) 
also describes a procedure to ‘internally’ adjust self-report measures for the social 
desirability response bias. This method has also been used by Straus and Mouradian (1999) 
when establishing the psychometric characteristics of the PRP.  
The procedure to compute the adjusted self-report scores is two-fold (Saunders, 1991). 
First, the variable that needs adjusting (e.g., IPV variable) is regressed on the social 
desirability scale. Second, the unstandardized regression coefficient (B) of this regression 
analysis is used as the adjustment coefficient in the following adjustment formula: 
Adjusted score = Raw score – (adjustment coefficient x social desirability score) 
Thus, for a respondent with a raw score of 18 on the ‘relationship satisfaction’ scale, an 
unstandardized regression coefficient of 1.585, and a social desirability score of 3.46, the 
adjusted score would be: 18 – (1.585 x 3.46) = 12.15. When the adjusted scale would now be 
correlated with the social desirability scale, the correlation would be zero. 
In the final models, we have adjusted all the variables that were significantly correlated with 
social desirability according to Saunders’ (1991) procedure. Thus, all variables in the path 
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analyses are ‘internally’ adjusted for social desirability, and therefore, no external addition 
of social desirability as a control variable is needed. 
1.2. INCLUDING RELATIONSHIP SATISFACTION AND DYADIC TRUST: 
ONLY ONE OR SEPARATE PATH MODELS? 
After the surprising lack of influence of relationship satisfaction on IPV in study 1, although 
the literature suggests it is a strong risk (or protective) factor for IPV, we have also collected 
data for another possible mediator, namely dyadic trust. Research on disconfirmation has 
predominantly operationalized the hypothesized negative outcome as ‘dissatisfaction’. 
That is why this was the first choice for a possible mediator. However, dyadic trust was 
chosen as the additional potential mediator, because we felt that this concept ‘directly’ 
included the partner (cfr. supra).  
In this study, we will test the Actor-Partner Interdependence Model with the inclusion of a 
mediator. This is also termed the APIMeM (Ledermann, Macho, & Kenny, 2011). In order to 
test gender differences between the paths from men and women, the mediator variables 
has to be included for both dyad members. Because of the sample size restriction (adding 
two mediators dramatically increases the number of parameters to be estimated) and 
because adding one mediator variable to an APIM already makes it very complex 
(Ledermann et al., 2011), separate path models will be tested: one with ‘relationship 
satisfaction’ as mediator, and one with ‘dyadic trust’ as mediator. If both mediators show 
significant paths, it can be interesting to combine these paths in a final model.  
1.3. DECIDING ON WHICH ARE THE STRONGEST RISK FACTORS 
Keeping in mind that we preferably only include about 18 parameters (10:1 ratio) in our final 
path analysis models, it is necessary to make a rigorous selection of which PRP-scales to 
include in the models. Since the aim of including such risk factors is not to explore their 
relationship with IPV reports, but only to ‘test’ the main concept of preference 
disconfirmation on its robustness, we wanted to select those risk factors that have the 
strongest effect on IPV reports.  
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In chapter V, we found, and reported on, only two studies (Chan et al., 2007; Medeiros & 
Straus, 2007) that have analyzed all the PRP-scales in one large regression analysis, so that 
the contribution of each independent variable can be compared (Pallant, 2010). From these 
studies, a list of seven risk factors emerged that were present in both studies: ‘anger 
management’, ‘communication problems’, ‘antisocial personality traits’, ‘borderline 
personality traits’, ‘violence approval’, ‘criminal history’, and ‘jealousy’. Since the evidence 
for this list was only based on two studies, this was insufficient to a priori decide on the in- 
or exclusion of specific PRP-variables in the current study. Therefore, it is necessary to 
explore our own dataset, via linear regression analyses to compare each variable’s 
contribution to the explanation of IPV, and to select which risk factors for men and women 
can be incorporated in the final models. Coming to the final choice of PRP-scales will be 
based on three steps: (a) the scales need to be reliable, (b) the scales need to correlate 
significantly with IPV reports, and (c) the scales need to uniquely predict IPV reports.  
The first step is to eliminate all the scales that do not show adequate reliability, for men and 
women separately. In path analysis, only the structural model is tested. This means that all 
variables are treated as observed variables, rather than latent variables (Kline, 2011). 
Observed variables in SEM are treated as if they were measured without error, which means 
that path analysis assumes that all variables are perfectly reliable (Kline, 2011; Lei & Wu, 
2007). Of course, this assumption is almost unachievable, but it does emphasize the need to 
select scales that are as reliable as possible. Therefore, we have excluded all PRP-scales with 
a lambda2-coefficient below .70, which is the commonly accepted cut-off score to assess 
reliability for scales that are used for research purposes (Kline, 2011; Pallant, 2010). Based 
on the reliability analysis in the method section of this chapter (cfr. supra), Table 40 
presents the scales that could be retained for men and women. 
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TABLE 40: PRP-SCALES WITH A LAMBDA2 ABOVE > .70 
Men Women 
Antisocial personality symptoms  
Hostility to men  
Stressful conditions  
Anger management  
Conflict 
Jealousy 
Borderline personality symptoms 
Criminal history 
Depressive symptoms 
Hostility to women 
Positive parenting 
Post-traumatic stress symptoms 
Substance abuse 
Sexual abuse history 
Violent socialization 
 
It should also be noted that one PRP-scale, relationship distress, will also be removed from 
further analyses, even though it proved to have adequate reliability. Because relationship 
distress is in fact the inverse of ‘relationship satisfaction’, which is one of the mediators that 
will be included in the model, they are highly correlated (r = -.70 for men and -.77 for 
women, cfr. supra). Not only would it be completely meaningless to control for the possible 
confounding influence of a variable of which you also hypothesize that it mediates the 
central relationship under study, but multicollinearity will also cause SEM analyses to fail149 
(Kline, 2011). 
The next step is to correlate these reliable PRP-scales with both psychological and physical 
IPV perpetration, both for men and women, to explore which of the scales are significantly 
related to IPV. Again, the PRP-scores adjusted for the social desirability bias will be used. 
The IPV-variables are also adjusted for social desirability (Table 41). 
                                                             
149
 This is then due to the fact that multicollinearity can cause nonpositive definiteness in the data matrix (Kline, 2011). 
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TABLE 41: BIVARIATE CORRELATIONS BETWEEN THE PRP-SCALES AND IPV, ADJUSTING FOR 
SOCIAL DESIRABILITY  
 Men Women 
 Psychological 
IPV 
Physical IPV Psychological 
IPV 
Physical IPV 
AM -.27**** -.16* / / 
ASP .09 .16* / / 
BOR .21** .10 .17* .14 
CH .21** .19* -.01 .10 
CON .10 -.03 .21** .15 
DEP .17* .21** .14 .06 
HTM .03 .01 / / 
HTW .19* .15* .03 .13 
JEAL -.13 -.06 -.04 -.10 
PTS .08 -.01 .14 .09 
POS -.08 -.11 -.11 -.07 
SAH .21** .36**** -.04 -.02 
STR .14 .09 / / 
SUB .07 .04 .08 .11 
VS .04 .06 .07 .14 
AM = anger management, ASP = antisocial personality symptoms, BOR = borderline personality symptoms, CH = criminal 
history, CON = conflict, DEP = depressive symptoms, HTM = hostility to men, HTW = hostility to women, JEAL = jealousy, 
PTS = post-traumatic stress symptoms, POS = positive parenting, SAH = sexual abuse history, STR = stressful conditions, 
SUB = substance abuse, VS = violent socialization. *p<.05, **p<.01, ***p<.005, ****p<.001; N = 178. 
 
Getting rid of the effect of social desirability on the relationship between the PRP-scales 
and IPV has had a tremendous impact on the correlation coefficients found, especially for 
the male sample. To give an example: prior to adjusting for social desirability, 15 scales 
correlated significantly with physical violence perpetration for men. After adjusting for 
social desirability, only six significant correlations remained.  
As can be seen in the table, most significant correlations have a small effect size. Only one 
correlation could be categorized as having a moderate effect size according to Cohen’s 
(1988) guidelines: the correlation between men’s ‘sexual abuse history’ and physical IPV 
perpetration (r = .36). 
The third step is to regress all the scales that are significantly correlated on either 
psychological violence perpetration or physical violence perpetration, separately for men 
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and women. This way, the most important risk factors can be chosen. Standard linear 
regression analyses are conducted. The standardized coefficients, or beta’s, will inform us 
about the magnitude of the contribution of each independent variables (i.e., PRP-scale). 
The scales are again adjusted for social desirability, in order to control for this bias. 
In the linear regression analysis for men’s psychological violence perpetration150, one 
variable in the model made a unique significant contribution, and that is ‘anger 
management’ (Beta = -.21, p = .005). In the regression analysis for men’s physical violence 
perpetration151, only ‘sexual abuse history’ (Beta = .29, p < .001) remained significant. 
 In the linear regression model for women’s psychological violence perpetration152, two 
variables could be included, of which one remained significant: ‘conflict’ (Beta = .16, p = .04). 
No regression analysis for women’s physical violence perpetration could be conducted, 
since there were no significant correlations with the PRP-scales.  
TABLE 42: SIGNIFICANT RESULTS FROM LINEAR REGRESSION ANALYSES WITH IPV REGRESSED ON 
PRP-SCALES FOR MEN AND WOMEN 
 Psychological IPV perpetration Physical IPV perpetration 
PRP-scale Beta PRP-scale Beta 
Men Anger management -.21** Sexual abuse history .29*** 
Women Conflict .16*   
*p<.05, **p<.01, ***p<.001 
In sum (Table 42), for the model that includes psychological violence perpetration, the 
variable ‘anger management’ will be included as risk factors for men and the variable 
‘conflict’ for women. For the model that includes physical violence perpetration, the 
variable ‘sexual abuse history’ will be included as risk factor for men. Because of a lack of 
significant correlations between the PRP-scales and women’s physical IPV perpetration, no 
risk factors will be included in the model for women. 
  
                                                             
150
 The total model was significant, F (6, 171) = 4.757, p<.001, and explained 11.3% of the variance in men’s reports of 
psychological violence.  
151
 The model as a whole was significant, F (6, 171) = 5.191, p<.001, and explained 12.4% of the variance in men’s physical 
violence perpetration. 
152
 The model as a whole was significant, F (2, 175) = 4.835, p = .009, and explained 4.2% of the variance in women’s 
psychological violence perpetration. 
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2. DESCRIBING THE HYPOTHESIZED PATH MODELS 
Based on the decisions in the previous section, the hypothesized path models can be 
presented. However, as an illustration, we will first present a basic APIMeM (Figure 5) with 
all the similar paths named, to identify all the possible effects that can be present in such an 
APIMeM between the predictor (exogenous variable) and the outcome (endogenous 
variable). For this illustration, we have used the model discrepancy – satisfaction – 
psychological IPV153. 
FIGURE 5: ILLUSTRATION OF AN APIMEM WITH ALL ITS PATHS  
 
This figure clearly shows that there are a number of possible effects. There are a total of 
four possible direct effects of preference discrepancy on IPV (paths represented by ‘A’ and 
‘P’). There are also several combinations of paths possible that present the indirect effects 
(paths represented by ‘a1’, ‘p1’, ‘a2’, and ‘p2’). All these paths are presented in Table 43. 
  
                                                             
153
 Note that this model will not be estimated with these labels attached to the parameters. Since there are each time two 
similar labels (e.g. a1 for men and a1 for women), estimating the model as it is presented here would constrain all similar 
dyad paths to be equal. We do want to test these equality constraints, but in separate models, in order to be able to 
interpret the chi-square and its p-value correctly. Thus, this model is purely to clearly illustrate the similar paths, and the 
different indirect effects that are possible in such an APIM with mediation (also termed APIMeM). 
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TABLE 43: OVERVIEW OF ALL POSSIBLE PATHS IN AN APIMEM 
Name Path Example 
A Direct actor effect Discrepancy M  psych IPV M 
P Direct partner effect Discrepancy M  psych IPV F 
a1 + a2 Actor-actor effect Discrepancy M  satisfaction M  psych IPV M 
p1 + p2 Partner-partner effect Discrepancy M  satisfaction F  psych IPV M 
p1+a2 ; p2+a1 Partner-actor effects Discrepancy M  satisfaction F psych IPV F 
a1+p2 ; a2+p1 Actor-partner effects Discrepancy M  satisfaction M  psych IPV F 
 
To examine the influence of relationship discrepancy on psychological IPV perpetration, two 
APIMeM-models will be estimated: one with relationship satisfaction as mediator, and one 
with dyadic trust as mediator (Figures 6 and 7). All scores are adjusted for social desirability, 
so the models already control for this bias. In the end, after the final modes are estimated, 
the control variables from the PRP will be included, which are ‘male anger management’ 
and ‘female report of conflict’. We add these control variables at the final moment, because 
at that point in time some paths might have already been eliminated, which might free up 
some parameters to be then used by the control variables.  
FIGURE 6: BASIC APIMEM FOR DISCREPANCY - PSYCHOLOGICAL IPV, WITH RELATIONSHIP 
SATISFACTION AS MEDIATOR 
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FIGURE 7: BASIC APIMEM FOR DISCREPANCY - PSYCHOLOGICAL IPV, WITH DYADIC TRUST AS 
MEDIATOR 
 
Both these models have a total of 21 parameters that need estimation, which is somewhat 
above the aim of 18 parameters to achieve the ratio of 10:1. However, this is still an 
acceptable ratio of 8.5:1. It is not possible to loose parameters from this model without 
estimating them first, since it would then be impossible to estimate the APIM, and to test 
gender interactions between men and women’s paths. However, as mentioned earlier, 
dyadic research uses SEM primarily to be able to estimate actor and partner effects and 
puts less emphasis on sample size compared to the importance of sample size in testing 
actual model fit. Since we will first test for gender interactions, and then afterwards test the 
model with only the significant paths, chances are high that the number of estimated 
parameters for model fit will be lower. 
The models with discrepancy as a predictor for physical IPV are the same, except for the 
change in the outcome (or endogenous) variable. Again, two separate models will be tested 
with either relationship satisfaction or dyadic trust as the mediator variable (Figures 8 and 
9). 
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FIGURE 8: BASIC APIMEM FOR DISCREPANCY - PHYSICAL IPV, WITH RELATIONSHIP SATISFACTION 
AS MEDIATOR 
 
FIGURE 9: BASIC APIMEM FOR DISCREPANCY - PHYSICAL IPV, WITH DYADIC TRUST AS MEDIATOR 
 
The models with incongruence as a predictor for psychological IPV are simpler, because 
‘incongruence’ is a between-dyads variable (i.e., both members of the dyad have the same 
score), and as such, no actor and partner effects can be estimated. For this reason, they are 
not truly Actor-Partner Interdependence Models (APIMs) and thus need to be referred to as 
path models. In these path models, a direct path from incongruence to both male and 
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female psychological and physical IPV is estimated, as well as an indirect path via male and 
female relationship satisfaction and male and female dyadic trust. These models have only 
15 parameters, which is well below the ratio of 10:1. The control variable, ‘male sexual abuse 
history’ will be included at the end. Figures 10 and 11 present the path models for 
incongruence predicting psychological IPV, Figures 12 and 13 present the path models with 
physical IPV as the outcome.  
FIGURE 10: BASIC PATH MODEL FOR INCONGRUENCE - PSYCHOLOGICAL IPV, WITH 
RELATIONSHIP SATISFACTION AS MEDIATOR  
 
FIGURE 11: BASIC PATH MODEL FOR INCONGRUENCE - PSYCHOLOGICAL IPV, WITH DYADIC TRUST 
AS MEDIATOR 
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FIGURE 12: BASIC PATH MODEL FOR INCONGRUENCE - PHYSICAL IPV, WITH RELATIONSHIP 
SATISFACTION AS MEDIATOR 
 
FIGURE 13: BASIC PATH MODEL FOR INCONGRUENCE - PHYSICAL IPV, WITH DYADIC TRUST AS 
MEDIATOR 
 
Within this context, a brief word about model identification (e.g., Byrne, 2010; Kenny et al., 
2006; Kline, 2011) is also appropriate. The process of identification is a very complex and 
technical topic (Byrne, 2010). In short, to be able to test a model, it has to be ‘identified’. 
This means that the model must have zero degrees of freedom or more, in which the 
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degrees of freedom represents the difference between the number of observations154 and 
the number of parameters in the model (Byrne, 2010; Kline, 2011). When a model is 
identified, a unique solution for the values of the parameters can be found, which means 
that the parameters can be estimated. In a model that is not identified, also called an 
‘under-identified’ model, no unique values for the parameter can be found, and as such, the 
model cannot be estimated (Byrne, 2010).  
Although parameters can be estimated for identified models, not all identified models can 
be tested on their model-fit. A model with exactly zero degrees of freedom (i.e., number of 
observations = number of parameters) is called a ‘just-identified’, or saturated, model 
(Byrne, 2010; Kline, 2011). Such models will always fit the data perfectly, because it does not 
allow for possible model-data discrepancies (Byrne, 2010; Kline, 2011). Degrees of freedom 
are needed to allow for such model-data discrepancies, and as such for the ability to reject a 
model, making it scientifically interesting (Byrne, 2010; Kline, 2011). A model that has more 
than zero degrees of freedom is called an “over-identified” model (Byrne, 2010; Kline, 2011). 
The more degrees of freedom, the greater the potential for rejection, and thus, the more 
impressive when the model proves to be a good fit to the data (Kline, 2011). That is why 
parsimony is so important in SEM: models with fewer parameters will have more degrees of 
freedom.  
A full APIM or APIMeM with distinguishable dyads is always a just-identified model (Kenny 
et al., 2006). Therefore, a full APIM or APIMeM can be estimated, but cannot be tested on 
its model fit. To be able to test such a model, one would have to remove a parameter from 
the model, to increase the model’s degrees of freedom. Therefore, it is not an ideal model 
for model testing (D. Kashy, personal communication, December 2014). Most dyadic 
researchers using the APIM are only interested in estimating actor and partner paths, which 
SEM enables them to do (D. Kashy, personal communication, December 2014). In these 
cases, having a just-identified model is perfectly acceptable. However, when another 
objective is to test the model on its goodness-of-fit, at least one parameter needs to be 
removed from the model to achieve at least one degree of freedom. For this reason, the 
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 The number of observations is calculated as follows: “If v is the number of observed variables, then the number of 
observations equals v(v+1)/2, when means are not analyzed” (Kline, 2011, p. 101). 
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first objective in this dissertation is to be able to estimate the parameters; the test of model 
fit is only a subsidiary objective.  
3. MULTIVARIATE (NON-)NORMALITY? 
A critically important assumption in the conduct of SEM analyses in general is that the data 
are multivariately normal (Byrne, 2010). Maximum Likelihood, which is the default 
estimation method in SEM, assumes univariate and multivariate normality (Kline, 2011). 
Univariate normality can be assessed by investigating the skew and kurtosis values of all 
individual scales (Kline, 2011; cfr supra).  Multivariate non-normality can affect the observed 
value of the tested model’s chi-square (Kline, 2011). Depending on the particular pattern 
and severity of non-normality, the value of chi-square can be either increased so that the 
model fit appears either worse than it really is or decreased so that the model fit looks 
better than it really is (Hayduk, Cummings, Boadu, Pazderka-Robinson, & Boulianne, 2007; 
Kline, 2011). Particularly problematic to SEM analyses are data that are multivariate kurtotic 
(Byrne, 2010). Kurtosis can severely affect tests of variances and covariances (Byrne, 2010). 
Prerequisite to the assessment of multivariate normality is the need to check for univariate 
normality as the latter is a necessary, though not sufficient, condition for multivariate 
normality. AMOS can assess the univariate and multivariate normality of a given model. An 
assessment of the basic model for psychological IPV gives the following results, presented 
in Table 44. 
TABLE 44: ASSESSMENT OF MULTIVARIATE NORMALITY OF THE DATA FOR THE BASIC MODEL 
FOR DISCREPANCY - PSYCHOLOGICAL IPV (N = 178) 
Variable min max skew c.r. kurtosis c.r. 
Female discrepancy -22.417 83.182 1.897 10.333 5.169 14.078 
Male discrepancy -26.782 46.395 .943 5.138 .726 1.978 
Female satisfaction 2.110 15.558 -1.461 -7.959 2.030 5.527 
Female psych IPV 8.004 36.858 1.817 9.898 4.008 10.915 
Male psych IPV 10.466 47.628 2.393 13.033 9.261 25.220 
Multivariate  
    
29.136 23.230 
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In the assessment of kurtosis values, kurtosis values in the AMOS output155 above 7 are 
indicative of extreme kurtosis (Byrne, 2010). As can be seen in the table, the kurtosis value 
of male psychological IPV is 9.261 and thus indicative of extreme kurtosis156. For the other 
variables, the univariate kurtosis is within reasonable bounds. However, the model should 
also be multivariately normal. To assess this, one needs to look at the critical ratio (C.R.) in 
the ‘multivariate’ row, which represents Mardia’s normalized estimate of multivariate 
kurtosis (Byrne, 2010). Critical ratio values above 5.00 are considered indicative of non-
normal multivariate distribution (Byrne, 2010). In the present model, the C.R. is 23.230, 
which suggests that the data for this model is non-normally distributed. 
TABLE 45: ASSESSMENT OF MULTIVARIATE NORMALITY OF THE DATA FOR THE MODEL 
DISCREPANCY - PHYSICAL IPV (N = 178) 
Variable min max skew c.r. kurtosis c.r. 
Female discrepancy -22.417 83.182 1.897 10.333 5.169 14.078 
Male discrepancy -26.782 46.395 .943 5.138 .726 1.978 
Male dyadic trust 14.502 44.451 -.886 -4.826 .272 .742 
Female satisfaction 2.110 15.558 -1.461 -7.959 2.030 5.527 
Female phys IPV 2.885 25.274 4.392 23.921 26.060 70.970 
Male phys IPV 4.030 57.650 8.280 45.097 84.339 229.685 
Multivariate  
    
129.987 88.500 
 
For the hypothesized model for physical violence (Table 45), the data is also, as expected, 
not multivariately normal. The critical ratio of 88.500 clearly indicates multivariate kurtosis. 
Also, the univariate kurtosis of both female and male physical IPV is extreme, especially for 
male perpetration157.  
Since our data appears to be non-normally distributed, we will also conduct nonparametric 
bootstrapping (Beran & Srivastave, 1985; Kline, 2011; Nevitt & Hancock, 2001). As already 
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 The standardized kurtosis index has a value of 3, but is rescaled to 0 in AMOS. Therefore, the cut-off score in AMOS is 7 
(10-3). 
156
 These values are different from the values presented earlier (page 169), because here the skewness and kurtosis has 
been calculated for 178 men and 178 women separately, whereas the skew and kurtosis reports in the method section were 
based on the total sample of 515 individual respondents. 
157
 Since the non-normality is primarily caused by the endogenous IPV-variables, we did not establish multivariate 
normality for the models with incongruence separately. Based on the findings reported here, we argued that all models 
failed to achieve multivariate normality and concluded that the best practice would be to look for an alternative analysis-
method for all the models. 
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mentioned in the first study (cfr. chapter IV), bootstrapping is a computer-based method of 
resampling, in which a large number of data sets are generated by drawing cases with 
replacement from the original data set (Kline, 2011; Nevitt & Hancock, 2001). Bootstrapping 
is commonly applied in SEM to estimate coefficients for non-normal data, since it calculates 
robust statistics with a 95% confidence interval and standard error, and it also provides an 
adjusted model test statistics p-value, the Bollen-Stine test (Bollen & Stine, 1992; Nevitt & 
Hancock, 2001). Thus, for all models, bootstrap analyses will also be conducted. 
3.1. DISTINGUISHABILITY 
Before truly testing the models, it is important to empirically investigate whether the dyad 
members (i.e., male and female partner) are empirically distinguishable (cfr. supra, chapter 
V). According to Ackerman et al. (2011), it is not enough that researchers conceptually have 
a good reason to expect a difference between both dyad members; the data must also 
corroborate this conclusion (Ackerman et al., 2011). Empirical distinguishability refers to 
whether such a conceptual distinction actually matters in terms of observed differences in 
means, variances, and covariances for dyad members (Ackerman et al., 2011). However, 
other authors, such as Sadler and colleagues (2011) argue that the most important thing is 
that the distinguishability makes conceptual and theoretical sense given the type of 
relationship being studied, and whether the tests of dyad differences are interesting 
conceptually and theoretically, regardless of how they turn out.    
Empirically, dyad members are considered indistinguishable if, for each variable, the means 
and the variances for the two members would be the same, and if for each pair of variables, 
both the intrapersonal and the interpersonal correlations would be the same (Kenny et al., 
2006). To test for (in)distinguishability in SEM, we need to include the means and the 
covariance matrix (or the raw data) in the statistical analysis (Kenny et al., 2006). The 
omnibus test of distinguishability involves evaluating the fit of a model that specifies the 
following constraints158: (1) women and men have the same means for the key variables, (2) 
women and men have the same variances for the key variables, and (3) women and men 
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 Only the covariances between the men’s and women’s scores on each variable (e.g. covariance between male and 
female discrepancy, covariance between male and female mediator, and covariance between male and female IPV 
perpetration) are able to vary freely (Ackerman et al., 2011). 
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have the same intrapersonal and interpersonal covariances (Ackerman et al., 2011). Thus, 
the parallel means (m) and variances (v) of the predictor variables, the actor effects (a), the 
partner effects (p), the intercepts (i), and the error variances (ev), are set equal across dyad 
members (Sadler et al., 2011). To evaluate distinguishability in this model, the chi-square is 
used: a non-significant chi-square (i.e., failure to reject the null hypothesis of 
indistinguishability) indicates no overall distinguishability; a significant chi-square suggests 
distinguishability (Ackerman et al., 2011). To conduct the omnibus test of distinguishability, 
we use the APIMeM with relationship satisfaction as mediator for our study159. Figure 14 
represents such an omnibus test for the model with psychological IPV. 
FIGURE 14: OMNIBUS TEST OF DISTINGUISHABILITY IN THE APIMEM FOR PSYCHOLOGICAL IPV 
 
For this model, χ² = 958.782, df = 14, p < .001. Using the bootstrap Bollen-Stine test statistic, 
the test of the null hypothesis that this (indistinguishable) model is correct, is also 
significant (p < .001). Thus, we can reject the null hypothesis, which suggests that the dyad 
members in our study are empirically distinguishable for this model (Kenny et al., 2006). Let 
us conduct a similar test for the model with physical IPV (Figure 15).  
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 No omnibus test of distinguishability can be performed for the models with incongruence, since incongruence is a 
between-dyads variable, and as such, its effect does not differ between men and women. 
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FIGURE 15: OMNIBUS TEST OF DISTINGUISHABILITY IN THE APIMEM FOR PHYSICAL IPV  
 
Again, χ² = 538.912, df = 14, p < .001, Bollen-Stine p < .001, suggests that our dyad members 
are empirically distinguishable. Similar results were found for the APIMeMs with dyadic 
trust as mediator variable160. Therefore, it makes both theoretical and empirical sense to 
treat the heterosexual couples in this study as distinguishable dyads.  
As a conclusion, it is justified to estimate and test the hypothesized models presented 
earlier (cfr. supra) in which dyad members are assumed to be distinguishable. The omnibus 
test of distinguishability has shown that there is empirical distinguishability between the 
dyad members in the models. The examination of the normality of the models did indicate 
that the default estimation method in SEM, which is the Maximum Likelihood estimation, is 
not appropriate given the non-normality of some of the variables in the models. Therefore, 
bootstrap analysis will also need to be performed, since this estimation method does not 
require normality of variables.  
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 For the APIMeM with psychological IPV as outcome: χ² = 654.361, df = 8, p < .001, Bollen-Stine p < .001. For the APIMeM 
with physical IPV as outcome: χ² = 346.341, df = 8, p < .001, Bollen-Stine p < .001.  
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I X .  F I N A L  M O D E L  E S T I M A T I O N  A N D  T E S T I N G  
In this chapter, the final model estimation and testing will be described. In a first section, 
the procedure used to estimate and test these models will be elaborated on. Then, in a 
second and third section, we will discuss respectively the models with preference 
discrepancy as predictor and the models with preference incongruence as predictor. In a 
fourth section, although not included in a specific research question, the combination of the 
models for both discrepancy and incongruence is examined. In a fifth and final section, 
conclusions are made based on the results from these models. 
1. DESCRIPTION OF PROCEDURE 
There are two stages for the analysis of each APIMeM or path model: model estimation and 
model testing.  
The first stage, the model estimation, concerns the estimation of all the parameters in the 
model. As a first step in the model estimation procedure, the free model will be estimated. 
That is, all the parameters are free to vary; there are no constraints placed upon the 
parameters. This will give us insight in the parameter coefficients for each path between 
two variables. The next step is then to test for possible gender interactions. For each ‘set’ of 
paths (e.g., male and female actor effect from discrepancy to IPV), it is necessary to 
examine whether these two paths are in fact significantly different from each other. For 
example, is the actor path from male discrepancy to male psychological IPV significantly 
different from the actor path from female discrepancy to female psychological IPV? It is, for 
example, not because one path is significant and the other is not (or when one path has a 
stronger effect size than the other), that they are significantly different from each other. 
This inferential error can be prevented by testing the model for gender interactions. The 
APIMeM allows for equality constraints to be tested, by estimating a model in which one set 
of paths (e.g., the direct actor paths) is set equal across dyad members (i.e. forcing the 
model to assume that the male and female path have the same estimate; Kenny et al., 
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2006). If the model chi-square is significant161, the model has significantly worsened over 
the saturated model, and thus, there is a gender interaction for those paths. If the model 
chi-square is not significant, then there is no significant difference in the paths across dyad 
members. Several models are tested; with each time another set of paths that is 
constrained to be equal and the rest of the paths that are free to vary. After these gender 
interactions are established, the final step is to estimate a new model in which the paths 
that have shown no significant gender differences are fixed to be equal. This will yield 
different results than the freely estimated model. These parameter estimates will be 
interpreted and discussed.  
To be able to interpret the estimates in dyadic research in a correct way, some things need 
to be taken into account. First of all, all the exogenous and mediator variables in the models 
need to be grand mean centered (i.e. subtracting the grand mean from the scores), so that 
zero becomes a meaningful value (Kenny et al., 2006). Very important here is that the 
scores for both men and women are centered with the same value, which is the mean score 
across all individuals (men and women), so that the unit of measurement stays the same for 
both dyad members (Kenny et al., 2006). Secondly, SEM provides both unstandardized and 
standardized coefficients. Whilst the standardized coefficients are most often reported 
because they allow comparison between variables, they cannot be interpreted as such  
when conducting dyadic data analysis in SEM (Kenny et al., 2006). This is because AMOS 
standardizes each coefficient separately (and thus for men and women separately) to 
compute the standardized estimates. This way of standardizing, similar to the issue in grand 
mean centering, renders the coefficients incomparable between dyad members (Kenny et 
al., 2006). Kenny and colleagues (2006) therefore suggest that the safest way is to just 
report the unstandardized coefficients when doing dyadic data analysis. However, it is 
possible to also report standardized coefficients. To do so, one should standardize all 
variables in the model across the entire sample (men and women) in SPSS prior to entering 
them in the path model. This way, all the variables are correctly standardized, and thus, the 
unstandardized coefficients can be interpreted as standardized (D. Kashy, personal 
communication, 17 December 2014). Because bootstrap analyses (based on 5,000 bootstrap 
samples) will be conducted for all models, it is the bootstrap mean estimate, together with 
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 To test for this significance, the bootstrap Bollen-Stine test will be used (cfr. infra) instead of the Maximum Likelihood 
(ML) estimated p-value. 
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its 95% confidence interval, that will be reported, instead of the general ML-estimates. As 
an additional bonus, testing the hypothesized mediation with the bootstrap approach will 
allow for the interpretation of the significance and size of the indirect effects in the 
models162 (Sadler et al., 2011). 
The second stage concerns testing the model on its goodness-of-fit. Remember that the full 
APIMeM (with all parameters free to vary) is just-identified, and as such, cannot be tested 
on model fit (cfr. supra). Therefore, all the non-significant paths will be deleted from the 
model, to achieve an over-identified model, with a certain degrees of freedom. This way, 
the model is testable on its goodness-of-fit to the data (Byrne, 2010; Kline, 2011). An 
important remark is that a good-fitting model is not necessarily a correct model; it only 
implies that it is a plausible model (Hayduk et al., 2007; Kline, 2011). Model fit will be 
empirically assessed by inspecting both model test statistics and approximate fit indexes. 
However, it is important to not only focus on fit itself, but also on the model providing the fit 
(Hayduk et al., 2007). That is, we need to test models, rather than just judging fit (Hayduk et 
al., 2007). 
The model test statistic that will be examined is the model chi-square, which reflects the 
discrepancy between the sample covariance matrix and the model covariance matrix 
(Byrne, 2010; Kline, 2011; Lei & Wu, 2007). Chi-square is a “badness-of-fit” statistic: the 
higher the chi-square, the worse the model corresponds with the data (Kline, 2011). Thus, in 
this case, the null hypothesis is that the model is consistent with the data matrix (Byrne, 
2010; Kline, 2011). A statistically significant chi-square then suggests that the null 
hypothesis should be rejected, and therefore, that the model does not fit the data well 
(Byrne, 2010; Kline, 2011). Since the model chi-square can be affected by multivariate non-
normality, a Bollen-Stine bootstrap analysis test (Bollen & Stine, 1992) will also be 
performed based on 5,000 bootstrap samples163. This test provides a bootstrapped p-value, 
which is based on a comparison between the bootstrap mean chi-square and the original 
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 If bootstrap analysis is not used, the alternative to estimate the significance and effect size of indirect effects is to use 
the Sobel test (Byrne, 2010; Kline, 2011; Sadler et al., 2011). However, this test can have relatively low power, and the 
bootstrap analysis provides a much better estimate of the confidence interval for the indirect effect (Sadler et al., 2011). 
163
 A large number of bootstrap samples is needed to ensure stable probability estimates (https://stat.utexas.edu/software-
faqs/amos#handlingnonnormdata). It is also important to note that AMOS was commanded to draw the same set of 
subsamples (Arbuckle, 2013). 
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model’s chi-square164. Both the ML-estimated and the bootstrapped p-value will be 
reported, although the bootstrapped p-value will be the only one that is used to assess 
model fit. The chi-square test is the most important test: if chi-square detects an ill-fitting 
model, all the other estimates become unconvincing (Hayduk et al., 2007). 
Besides the chi-square, several approximate fit indexes will be reported on. Whereas the 
chi-square test gives you a dichotomized ‘yes or no’-answer, a fit index quantifies the extent 
to which the (co)variation in the data is accounted for by the model (Hu & Bentler, 1998). 
There is a wide range of fit indices to choose from, but many authors recommend reporting 
only a few, although not always the same, fit indices (e.g., Byrne, 2010; Hu & Bentler, 1998; 
Kenny et al., 2006; Kline, 2011). Hu and Bentler (1998) recommend a two-index strategy of 
reporting the standardized root mean square residual (SRMR), supplemented by one of the 
following indices: the BL89165 (Bollen, 1989), the Relative Noncentrality Index (RNI166; 
(Bentler, 1990), the Comparative Fit Index (CFI; Bentler, 1990), gamma hat (Steiger, 1989), 
the Tucker-Lewis Index (TLI; Tucker & Lewis, 1973), McDonald’s Centrality Index (Mc; 
McDonald, 1989), or the Steiger-Lind root mean square error of approximation (RMSEA, 
Steiger, 1990)167. Since the CFI is one of the four indices that is recommended by Kline 
(2011)168, this index will be used to supplement the SRMR. The SRMR represents the 
average value across all standardized residuals and ranges from zero to 1.0 (Byrne, 2010; 
Kline, 2011). Generally, an SRMR ≤ .08 is indicative of acceptable fit (Hu & Bentler, 1999; 
Kline, 2011), with values ≤ .05 indicating good fit (Byrne, 2010).The CFI is an incremental fit 
index that measures the relative improvement of fit of the hypothesized model over the 
independence (null) model169 (Byrne, 2010; Kline, 2011). The CFI ranges from zero to 1.0, 
and the rule of thumb is that a CFI ≥ .95 indicates good fit (Byrne, 2010; Hu & Bentler, 1999; 
Kline, 2011). A combination of a CFI ≥ .95 and an SRMR ≤ .08 is often considered a 
combination threshold for concluding acceptable fit of a model (Kline, 2011). 
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 http://rudyanto62.blogspot.be/2008/01/handling-non-normal-data-in-sem.html 
165
 Also called the Incremental Fit Index (IFI) 
166
 Also known as  FI  
167
 However, with at small sample sizes (N < 250), TLI, Mc, and RMSEA are not preferred (Hu & Bentler, 1998). Although the 
RMSEA is a very popular fit index, it will not be used, since the RMSEA was found to often falsely indicate poor fit in 
models with small degrees of freedom and/or small sample size (Hu & Bentler, 1998; Kenny, Kaniskan, & McCoach, 2014; 
MacCallum, Brown, & Sugawara, 1996) and have very low power for testing a closeness-of-fit hypothesis with smaller 
sample sizes (MacCallum et al., 1996). 
168
 Klein (2011) also recommends the SRMR, together with the CFI, RMSEA, and the Jöreskog-Sörbom Goodness of Fit 
Index (GFI; Jöreskog & Sörbom, 1982).  
169
 In the independence model all variables are completely independent from each other; all correlations between the 
variables are zero (Byrne, 2010, p. 73). 
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This procedure of model testing is undoubtedly exploratory in nature. Once a hypothesized 
model is modified in one way or another, the model testing is no longer confirmatory. All 
results from these analyses are thus provisional until replication has occurred. When 
researchers have a large sample at their disposal, it is advised to work with a split-half 
method, in which two samples are created and thus, immediate replication can occur (Kline, 
2011). However, with 178 cases in our sample, the sample size was too small to use this split-
half method. Therefore, replication in a new independent study will be necessary to make 
any firm statements about the findings in this study. 
2. MODELS WITH PREFERENCE DISCREPANCY AS PREDICTOR 
The final phase is to estimate and test all the paths models that were specified (cfr. supra). 
So, as mentioned earlier, the testing of each model will contain two major steps. First, we 
will estimate all the parameters and conduct a chi-square test for each set of paths to check 
for a significant gender interaction. Paths that are not significantly different for men and 
women will be kept equal. All the paths will then be interpreted. Secondly, any non-
significant paths will be removed and the remaining model will be tested on its goodness-
of-fit. Based on the results for all the models, combined models might be tested at a later 
stage. 
2.1. APIMEM DISCREPANCY – SATISFACTION – PSYCHOLOGICAL IPV 
The first model is the APIMeM for psychological IPV with preference discrepancy as 
predictor variable and relationship satisfaction as mediator variable. Figure 16 presents the 
basic APIMeM with the standardized170 bootstrap estimates. All the parameters in this 
model are free to vary.  
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 Thus, Beta values in dyadic research with SEM are in fact the unstandardized coefficients of a model that included the 
variables that were standardized in SPSS beforehand across the entire sample, and not for males and females separately. 
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FIGURE 16: BASIC APIMEM DISCREPANCY - SATISFACTION - PSYCHOLOGICAL IPV WITH FREE 
PARAMETERS 
 
Table 46 presents all the regression estimates, as well as the correlations and squared 
multiple correlations, for the model without any equality constraints.  
TABLE 46: LIST OF PATH ESTIMATES FOR FULL APIMEM DISCREPANCY - SATISFACTION - 
PSYCHOLOGICAL IPV  
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 Discrepancy M Satisfaction M -.080 (-.113; -.043) .001 -.445 (-.624; -.240) 
a1 Discrepancy F Satisfaction F -.082 (-.103; -.055) .000 -.453 (-.570; -.305) 
p1 Discrepancy F Satisfaction M -.048 (-.079; -.017) .002 -.266 (-.437; -.092) 
p1 Discrepancy M Satisfaction F -.042 (-.074; -.009) .012 -.232 (-.409; -.051) 
A Discrepancy M Psych IPV M .141 (.052; .248) .001 .418 (.155; .735) 
A Discrepancy F Psych IPV F .009 (-.050; .070) .703 .027 (-.150; .207) 
P Discrepancy F Psych IPV M -.025 (-.075; .032) .454 -.073 (-.224; .095) 
P Discrepancy M Psych IPV F .048 (-.022; .134) .188 .144 (-.066; .399) 
a2 Satisfaction M Psych IPV M .021 (-.408; .402) .902 .011 (-.218; .215) 
a2 Satisfaction F Psych IPV F -.612 (-1.11; -.196) .003 -.327 (-.591; -.105) 
p2 Satisfaction F Psych IPV M -.323 (-.764; .203) .226 -.173 (-.409; .109) 
p2 Satisfaction M Psych IPV F .219 (-.180; .640) .248 .117 (-.097; .342) 
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 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .388 (.231; .557) .000   
 E3 E4 .402 (.215; .580) .000   
  
 Squared multiple correlations R² 95% CI p   
 Psych IPV F  .154 (.021; .260) .004   
 Psych IPV M  .197 (.050; .282) .003   
 Satisfaction M  .307 (.168; .412) .002   
 Satisfaction F  .375 (.192; .521) .001   
 
 Based on this table, it can be established that the actor and partner effects from 
discrepancy to satisfaction are significant, both for men (respectively Beta = -.45, p = .001, 
and Beta = -.27, p = .002) and women (respectively Beta = -.25, p =.000, and Beta = -.23, p = 
.012). There is also a direct actor effect between discrepancy and psychological IPV for men 
(Beta = .42, p = .001), but not for women (Beta = .03, n.s.). Finally, there is also a significant 
actor effect between satisfaction and psychological IPV for women (Beta = -.33, p = .003), 
but not for men (Beta = .01, n.s.). All the other parameter estimates were not significant. In 
this free model, the correlation between men and women’s discrepancy is r = .22 (p = .003), 
which indicates that both partners’ preference discrepancy is significantly interdependent 
(i.e. when the discrepancy of men is high, it is likely that the discrepancy of women is also 
high). The significant correlation between the error terms of male and female psychological 
IPV (r = .39, p = .000) indicates that there is still a substantial amount of nonindependence in 
the causes of psychological IPV between men and women that is not explained by the 
model. A similar finding can be reported for the correlation in the error terms of relationship 
satisfaction (r = .40, p = .000). The variance that can be explained by the model when all 
parameters are free is about 15% for female psychological IPV perpetration, and 20% for 
male psychological IPV perpetration. The model also respectively explains 31% and 38% of 
the variance in male and female satisfaction, which is only due to the direct effects of male 
and female preference discrepancy.  
However, prior to a definite interpretation of this APIMeM, it is imperative to test for gender 
interactions, as explained in the previous chapter. It is not because one path is significant 
and the other path is not, or because one path appears to have a stronger effect than the 
other, that they are significantly different from each other. Thus, before drawing 
   
  
238 
 
conclusions about the path estimates, it is necessary to test whether there are in fact 
gender interactions for certain paths. The APIMeM allows for equality constraints to be 
tested via chi-square tests, in which a set of models are tested, with each model forcing a 
particular set of paths (e.g., the direct actor paths) to be equal across dyad members (Kenny 
et al., 2006). A significant chi-square suggests a gender interaction; a chi-square that is not 
significant suggests that the paths are equal for men and women.  
TABLE 47: LIST OF ALL MODEL TESTS WITH AN EQUALITY CONSTRAINT ON A CERTAIN SET OF 
PATHS, FOR THE APIMEM DISCREPANCY - SATISFACTION - PSYCHOLOGICAL IPV 
Model with… df χ² p Bollen-Stine p 
Equal direct actor effects 1 11.135 .001 .039 
Equal direct partner effects 1 3.482 .062 .159 
Equal actor effects discrepancy – psychol. IPV 1 .050 .822 .869 
Equal partner effects discrepancy- psychol. IPV 1 .158 .691 .775 
Equal actor effects satisfaction – psychol. IPV 1 6.076 .014 .058 
Equal partner effects satisfaction – psychol. IPV 1 4.445 .035 .119 
 
Because our data is not multivariately normal, we use bootstrap analysis to estimate paths 
and test model fit. Therefore, the Bollen-Stine p-value needs to be used to assess the 
significance of the chi-square of the model. However, for illustrative purposes, the regular 
ML-estimated p-value is also presented in Table 47, to indicate how different results would 
be if we were to ignore the non-normality and stick to ML estimation. As can be observed in 
the table, there is only one equality constraint that yields a significant chi-square according 
to the bootstrap analysis: that is the model with the equal direct actor effects (χ² = 11.135, 
Bollen-Stine p = .039). All the other equality constraints are not significant according to the 
Bollen-Stine test and thus, indicate that there is no significant gender interaction for those 
sets of paths. Thus, only the direct actor path from a person’s preference discrepancy to 
his/her psychological IPV perpetration is statistically different for men and women; all the 
other paths do not differ between men and women. However, when looking at the ML-
estimated p-value, two additional equality constraints would be significant: the models with 
the equal actor and partner paths from satisfaction to psychological IPV. The next step is to 
estimate a new model in which all the sets of paths that show no gender interaction are 
constrained to be equal and are interpreted as one combined path estimate. Since the 
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Bollen-Stine test suggests that only the direct actor effects show a significant gender 
interaction, only these paths will be free to vary. The other sets of paths will be fixed to be 
equal. Figure 17 presents this model with the new standardized estimates. 
FIGURE 17: APIM DISCREPANCY - SATISFACTION - PSYCHOLOGICAL IPV WITH FIXED PATHS  
 
The new model with the equality constraints shows that the actor and partner paths from 
discrepancy to satisfaction remain significant (actor path: Beta = -.45, p = .001; partner path: 
Beta = -.25, p = .000), but are now equal for men and women. The actor path between 
satisfaction and psychological IPV was initially only significant for women (cfr. Table 46), 
but since no significant gender interaction was found (i.e. the path for men was not 
significantly different than the path for women, even though it was not significant), the 
combined actor path now is significant for both men and women (Beta = -.15, p = .023). The 
only path that was still allowed to vary was the direct actor path, which indeed suggests a 
direct actor effect of discrepancy on psychological IPV perpetration for men (Beta = .32, p = 
.003), but not for women (Beta = .11, n.s.). A more detailed overview can be found in Table 
48. 
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TABLE 48: LIST OF PATH ESTIMATES FOR APIMEM DISCREPANCY - SATISFACTION - 
PSYCHOLOGICAL IPV WITH FIXED PATHS  
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 
Discrepancy M Satisfaction M -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
Discrepancy F Satisfaction F -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
p1 
Discrepancy F Satisfaction M -.046 (-.068; -.024) .000 -.253 (-.376; -.132) 
Discrepancy M Satisfaction F -.046 (-.068; -.024) .000 -.253 (-.376; -.132) 
A Discrepancy M Psych IPV M .109 (.040; .197) .003 .323 (.118; .584) 
A Discrepancy F Psych IPV F .038 (-.021; .094) .197 .113 (-.064; .277) 
P 
Discrepancy F Psych IPV M .007 (-.036; .054) .724 .020 (-.107; .161) 
Discrepancy M Psych IPV F .007 (-.036; .054) .724 .020 (-.107; .161) 
a2 
Satisfaction M Psych IPV M -.273 (-.594; -.032) .023 -.146 (-.318 ; -.017) 
Satisfaction F Psych IPV F -.273 (-.594; -.032) .023 -.146 (-.318 ; -.017) 
p2 
Satisfaction F Psych IPV M -.043 (-.321; .293) .903 -.023 (-.172; .157) 
Satisfaction M Psych IPV F -.043 (-.321; .293) .903 -.023 (-.172; .157) 
  
 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .407 (.230; .554) .000   
 E3 E4 .402 (.221; .602) .000   
  
 Squared multiple correlations R² 95% CI p   
 Psych IPV F  .098 (.012; .191) .002   
 Psych IPV M  .165 (.043; .264) .001   
 Satisfaction M  .296 (.182; .398) .001   
 Satisfaction F  .375 (.227; .505) .001   
 
It should be noted that by placing constraints on most of the paths so that the paths are 
equal for men and women, the amount of variance that can be explained by the model has 
decreased, especially for female psychological IPV (from 15% to 10%), but also for male 
psychological IPV (from 20% to 17%). Since there is virtually no difference in the amount of 
variance explained by the model in male (from 31% to 30%) and female satisfaction (status 
quo at 38%), it appears that the loss can be placed predominantly in the actor path from 
satisfaction to psychological IPV. According to the bootstrap Bollen-Stine test, these paths 
were not significantly different for men and women, although the path estimate was 
significant for women (Beta = -.33), but not for men (Beta = .01). Since these paths were 
then set to be equal, the new combined estimate (Beta = -.15, p = .023) might be significant, 
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but the effect is now much weaker for women than it was before. The drop in explained 
variance in male psychological IPV might then be explained by the partner path from 
satisfaction to psychological IPV. Although not significantly different according to the 
Bollen-Stine test, the estimate for the freely estimated path from female satisfaction to 
male psychological IPV was negative (Beta = -.17) whereas the path from male satisfaction 
to female psychological IPV was positive (Beta = .12). The consequence of constraining both 
paths to be equal resulted in a Beta-value around zero (Beta = -.02), which thus might be the 
reason for the decrease in the explained variance of both male and female psychological 
IPV.   
FIGURE 18: APIMEM DISCREPANCY - SATISFACTION -  PSYCHOLOGICAL IPV WITH ONLY THE 
SIGNIFICANT PATHS  
 
Figure 18 presents the more parsimonious model in which all the non-significant paths are 
deleted. This ‘trimmed’ model makes interpretation of the effects easier. As can be seen, 
there is one direct actor effect: from male preference discrepancy to male psychological 
IPV. This direct effect is a moderate positive effect (Beta = .32): the higher a man’s 
preference discrepancy, the higher the chance of him reporting the perpetration of 
psychological IPV. Besides this direct effect for men, there is also an indirect actor-actor 
effect of discrepancy on psychological IPV, for men and women. There is no gender 
difference in this indirect path, and thus, an equal path was estimated. The path from 
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discrepancy to satisfaction is relatively strong and negative (Beta = -.45): the higher one’s 
preference discrepancy, the lower one’s relationship satisfaction. Next, the path from 
relationship satisfaction to psychological IPV is small and negative (Beta = -.15): the lower 
one’s relationship satisfaction, the higher the chance of psychological IPV perpetration. This 
indirect actor-actor path is significant (B = .031; 95% CI: .010 ~ .061; p = .002). Furthermore, 
there is also a partner-actor path from discrepancy to psychological IPV. The path from the 
partner’s discrepancy to one’s own relationship satisfaction is small-to-moderate and 
negative (Beta = -.25). This indirect partner-actor path is significant (B = .017; 95% CI: .007 ~ 
.034, p = .001). 
The next step is to evaluate the model fit. For this model, χ² = 12.912, df = 8, p = .115, Bollen-
Stine p = .445, which suggests that the model is a good fit to the data. This is confirmed by 
the other fit indices: CFI = .981, SRMR = .0507. Thus, the retained model with discrepancy as 
predictor, satisfaction as mediator, and psychological IPV as outcome variable is a plausible 
model for the data.   
Now, what would happen if we would include the covariates that were selected previously 
(cfr. supra)? The covariates that will be included are ‘male anger management’ for male 
psychological IPV and ‘female report of conflict’ for female psychological IPV. We will then 
assess whether the model is still a good fit to the data, and how the inclusion of covariates 
affects the predictive value of preference discrepancy. 
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FIGURE 19: ILLUSTRATION OF APIMEM DISCREPANCY - SATISFACTION - PSYCHOLOGICAL IPV 
WITH COVARIATES  
 
Note that the equality constraints still apply in this model (a1, a2, p1), since this was the 
model that was estimated to have a good fit. The number of parameters to be estimated in 
this model is 22, which is above our target number of 18 parameters, but still represents an 
8:1 ratio. These results will be interpreted cautiously. The chi-square for this model is χ² = 
29.697, df = 14, p = .008, Bollen-Stine p = .134. The Bollen-Stine test thus suggests good 
model fit, which is corroborated by the other fit indices: CFI = .955 and SRMR = .0535. 
However, it should be noted that the Modification Indices (MI’s) of the AMOS program 
suggest that model fit would still improve if ‘female report of conflict’ would be covaried 
with the error term of ‘female relationship satisfaction’ (MI = 12.633, ParChange = -.180). 
Although we think that doing so would be theoretically justifiable171, it falls outside the 
                                                             
171
 If we would include this covariance in the model, we accept that, besides a possible direct influence on the variance of 
psychological IPV, female report of conflict correlates with the variance in female satisfaction that is not explained by male 
and female discrepancy. Since earlier correlation analyses had revealed that all these relationship variables are 
substantially correlated, it would make sense to account for this association. 
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scope or our intentions for this dissertation, which was to challenge the model by including 
a direct path from a promising covariate to psychological IPV. 
For ease of interpretation, Figure 20 is presented without the correlations in the model 
(results for these correlations can be found in Table 49). This will facilitate the interpretation 
of the path estimates. 
FIGURE 20: ESTIMATED APIMEM DISCREPANCY - SATISFACTION - PSYCHOLOGICAL IPV WITH 
COVARIATES 
 
From this figure, and from its comparison to the figure of the model without the covariates, 
it can be concluded that the inclusion of these covariates did virtually not affect the 
parameter estimates in the model. All of these paths remain significant and still have the 
same effect size. With the exception of the parameter for the path of male discrepancy to 
male psychological IPV (which decreased from Beta = .32 to .30), all the other path 
estimates have remained exactly the same. The male anger management level significantly 
predicts male psychological violence (Beta = .17), but this effect is small: the better the 
man’s anger management skills, the lower the chance that he perpetrated psychological 
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IPV. Female report of conflict does not significantly predict female psychological IPV (Beta = 
.12). 
TABLE 49: LIST OF ESTIMATES FOR APIMEM DISCREPANCY - SATISFACTION - PSYCHOLOGICAL 
IPV WITH COVARIATES 
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 
Discrepancy M Satisfaction M -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
Discrepancy F Satisfaction F -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
p1 
Discrepancy F Satisfaction M -.046 (-.068; -.024) .000 -.253 (-.376; -.133) 
Discrepancy M Satisfaction F -.046 (-.068; -.024) .000 -.253 (-.376; -.133) 
A Discrepancy M Psych IPV M .101 (.037; .179) .001 .300 (.111; .530) 
a2 
Satisfaction M Psych IPV M -.288 (-.556; -.071) .008 -.154 (-.298 ; -.038) 
Satisfaction F Psych IPV F -.288 (-.556; -.071) .008 -.154 (-.298 ; -.038) 
 Anger man M Psych IPV M -2.464 (-4.76 ; -.391) .019 -.169 (-.328 ; -.027) 
 Conflict F Psych IPV F 1.452 (-.195 ; 3.63) .080 .116 (-.016 ; .289) 
  
 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .396 (.198; .581) .000   
 E3 E4 .383 (.213; .533) .000   
 E3 Conflict F -.201 (-.321; -.084) .002   
 Conflict F Anger man M -.185 (-.314; -.044) .009   
 Discrepancy M Anger man M -.132 (-.281; .044) .139   
 Discrepancy F Conflict F .542 (.431; .639) .000   
 Discrepancy F Anger man M -.164 (-.287; -.022) .020   
 Discrepancy M Conflict F .319 (.181; .443) .000   
  
 Squared multiple correlations R² 95% CI p   
 Psych IPV F  .073 (.010; .180) .000   
 Psych IPV M  .186 (.065; .324) .000   
 Satisfaction M  .295 (.181; .398) .001   
 Satisfaction F  .379 (.233; .508) .001   
 
The inclusion of these covariates slightly decreases the amount of explained variance in 
female psychological IPV (from 10% to 7%) and slightly increases the amount in male 
psychological IPV (from 17% to 19%). The correlations indicate that there is still a 
substantial amount of nonindependence in the unexplained variance of psychological IPV (r 
= .40). Similarly, there is also still quite a lot of interdependence in the variance of 
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satisfaction that is not explained by the model (r = .38). Also interesting is the high 
correlation between female discrepancy and female report of conflict (r = .54). This finding, 
together with the non-significant path from female report of conflict to female 
psychological IPV, suggests that conflict might be better placed as a variable within the 
model (e.g., as a mediator variable between discrepancy and satisfaction), than as an 
‘external’ control variable for IPV.  
2.2. APIMEM DISCREPANCY – DYADIC TRUST – PSYCHOLOGICAL IPV 
We also want to explore a model with the alternative mediator variable, dyadic trust, 
instead of relationship satisfaction. This model is exactly the same as the previous APIMeM, 
but this time relationship satisfaction is replaced by dyadic trust as mediator variable 
(Figure 21).  
FIGURE 21: BASIC APIMEM DISCREPANCY - TRUST - PSYCHOLOGICAL IPV WITH FREE 
PARAMETERS 
 
As a first exploration, the parameters in this ‘free’ model are estimated. These bootstrap 
estimates, together with their confidence intervals and significance value are presented in 
Table 50. 
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TABLE 50: LIST OF PATH ESTIMATES FOR THE BASIC APIMEM DISCREPANCY - TRUST - 
PSYCHOLOGICAL IPV  
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 Discrepancy M Trust M -.177 (-.254; -.090) .001 -.410 (-.591; -.210) 
a1 Discrepancy F Trust F -.220 (-.283; -.153) .000 -.511 (-.657; -.356) 
p1 Discrepancy M Trust F -.004 (-.078; .061) .920 -.010 (-.180; .141) 
p1 Discrepancy F Trust M -.058 (-.118; .002) .056 -.135 (-.275; .005) 
A Discrepancy M Psych IPV M .149 (.069; .246) .000 .443 (.206; .729) 
A Discrepancy F Psych IPV F .027 (-.029; .086) .306 .080 (-.087; .255) 
P Discrepancy M Psych IPV F .057 (-.008; .142) .088 .170 (-.023; .420) 
P Discrepancy F Psych IPV M -.025 (-.073; .022) .312 -.074 (-.216; .065) 
a2 Trust M Psych IPV M -.015 (-.162 ; .106) .766 -.019 (-.206; .135) 
a2 Trust F Psych IPV F -.102 (-.254; .019) .110 -.130 (-.324; .025) 
p2 Trust M Psych IPV F .009 (-.097; .126) .787 .012 (-.124; .160) 
p2 Trust F Psych IPV M -.113 (-.247 ; .018) .095 -.145 (-.316; .023) 
  
 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .399 (.218; .589) .000   
 E3 E4 .059 (-.096; .216) .468   
  
 Squared multiple correlations R² 95% CI p   
 Psych IPV M  .192 (.051; .283) .003   
 Psych IPV F  .105 (.008; .192) .003   
 Trust M  .184 (.071; .279) .001   
 Trust F  .326 (.144; .483) .001   
 
The most important observation from this figure and table is that there is not one 
significant path from dyadic trust to psychological IPV, indicating that dyadic trust does not 
mediate the effect from discrepancy to psychological IPV. There is no indirect effect of 
preference discrepancy via dyadic trust on psychological IPV. There are two significant actor 
effects from discrepancy to dyadic trust, with quite strong effect sizes (Beta = -.41 for the 
male actor effect and Beta = -.51 for the female actor effect). A test of gender equality 
shows that both these actor effects are equal in effect size, χ² (1) = 1.241, p = .265, Bollen-
Stine p = .383. The higher a person’s preference discrepancy, the lower his/her trust in 
his/her partner. There is also no significant correlation between the error terms of dyadic 
trust (r = .06), suggesting that most of the existing nonindependence between male and 
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female dyadic trust has been explained by the model. Similar to the model with relationship 
satisfaction as mediator, there is a direct actor effect from male discrepancy on male 
psychological IPV, and not for women. The test of equality (fixing the direct actor paths to 
be equal) is χ² (1) = 9.061, p = .003, Bollen-Stine p = .036, suggesting that these paths are 
significantly different from each other.   
However, since there is no significant relationship between dyadic trust and psychological 
IPV, and thus, no possibility to find indirect effects, there is no need to further explore this 
model.  
2.3. APIMEM DISCREPANCY – SATISFACTION – PHYSICAL IPV 
The current model is the APIMeM for physical IPV with preference discrepancy as predictor 
variable and relationship satisfaction as mediator variable. Figure 22 presents the basic 
APIMeM with the standardized bootstrap estimates. All the parameters in this model are 
free to vary.  
FIGURE 22: BASIC APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV WITH FREE 
PARAMETERS 
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TABLE 51: LIST OF PATH ESTIMATES FOR THE BASIC APIMEM DISCREPANCY - SATISFACTION - 
PHYSICAL IPV 
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 Discrepancy M Satisfaction M -.080 (-.113; -.043) .001 -.445 (-.624; -.240) 
a1 Discrepancy F Satisfaction F -.082 (-.103; -.055) .000 -.453 (-.570; -.305) 
p1 Discrepancy F Satisfaction M -.048 (-.079; -.017) .002 -.266 (-.437; -.092) 
p1 Discrepancy M Satisfaction F -.042 (-.074; -.009) .012 -.232 (-.409; -.051) 
A Discrepancy M Phys IPV M .092 (.001; .233) .046 .378 (.004; .956) 
A Discrepancy F Phys IPV F -.022 (-.056; .005) .102 -.092 (-.229; .019) 
P Discrepancy F Phys IPV M -.020 (-.044; .029) .380 -.082 (-.181; .117) 
P Discrepancy M Phys IPV F .036 (-.002; .101) .067 .149 (-.007; .415) 
a2 Satisfaction M Phys IPV M -.065 (-.598 ; .238) .704 -.048 (-.444 ; .177) 
a2 Satisfaction F Phys IPV F -.270 (-.560; -.037) .020 -.200 (-.416; -.027) 
p2 Satisfaction F Phys IPV M .101 (-.372; .866) .748 .075 (-.276; .642) 
p2 Satisfaction M Phys IPV F .046 (-.135 ; .242) .635 .034 (-.100 ; .180) 
  
 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .223 (.012; .589) .035   
 E3 E4 .402 (.231; .557) .000   
  
 Squared multiple correlations R² 95% CI p   
 Phys IPV M  .106 (.010; .145) .016   
 Phys IPV F  .121 (.009; .228) .002   
 Satisfaction M  .307 (.168; .412) .002   
 Satisfaction F  .375 (.192; .521) .001   
 
Based on this table (Table 51), we see that the actor and partner effects between 
discrepancy and satisfaction are significant for both men and women (actor effects for men 
and women, respectively: Beta = -.45, p =.001, and Beta = -.45, p = .000; partner effects for 
men and women, respectively: Beta = -.27, p = .002, and Beta = -.23, p = .012). We also see a 
significant direct actor effect between preference discrepancy and physical IPV for men 
(Beta = .38, p = .046), but not for women (Beta = -.09, n.s.). Finally, there is also a significant 
actor effect between satisfaction and physical IPV perpetration for women (Beta = -.20, p = 
.02), but not for men (Beta = -.05, n.s.). All the other path estimates were not significant 
according to the bootstrap analysis.  
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However, again, firm conclusions cannot be drawn from this free model. First, we need to 
examine whether the paths for men and women are in fact significantly different from each 
other; if there is a significant gender interaction for a certain effect. Thus, different models 
were tested, with in each model a different set of paths set to be equal for men and women. 
Table 52 presents the chi-square results for all these separate models. 
TABLE 52: LIST OF ALL MODEL TESTS WITH AN EQUALITY CONSTRAINT ON A CERTAIN SET OF 
PATHS, FOR THE APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV 
Model df Χ² p Bollen-Stine p 
Equal actor effects 1 13.442 .000 .149 
Equal partner effects 1 3.954 .047 .106 
Equal actor effects discrepancy - physical IPV 1 .050 .822 .869 
Equal partner effects discrepancy- physical IPV 1 .158 .691 .775 
Equal actor effects satisfaction - physical IPV 1 1.221 .269 .442 
Equal partner effects satisfaction - physical IPV 1 .092 .761 .873 
 
This table reveals that, according to the Bollen-Stine test, there are no significant gender 
interactions in the model whatsoever172. The ML estimation did reveal significant gender 
interactions for the direct actor and partner effect, but since our data are not normally 
distributed, the Bollen-Stine p-value is a more accurate estimation of significance.  
One explanation for this finding is that the standard errors of the estimates in the model for 
physical IPV are relatively large. In bootstrapping analysis, standard errors represent the 
standard deviation of the parameter estimate across all generated samples (Byrne, 2010; 
Kline, 2011). A large standard error thus suggests that the estimation of a given parameter 
varies substantially across all 5,000 resamples. These standard errors form the basis for 
determining statistical significance (i.e. estimate divided by standard error equals the 
critical ratio) (Byrne, 2010; Hox & Bechger, 1998).   
As an illustration, the standard errors derived from Maximum Likelihood estimation and 
those based on the bootstrap analysis are presented side by side (Table 53). An increase in 
the bootstrap standard error compared to the ML-estimated standard error suggests that 
                                                             
172
 Note that the omnibus test of distinguishability for this model was significant (cfr. supra), indicating distinguishability, 
but this distinguishability might have also been in the variances or the intercepts, which are not included in standard 
APIMeM estimation.  
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the distribution is in fact wider than would be expected under normal theory assumptions 
(Byrne, 2010). 
TABLE 53: STANDARD ERRORS FOR THE PATH ESTIMATES WITH BOTH ML AND BOOTSTRAP 
ESTIMATION 
 Regression paths S.E. Difference 
  ML Boot  
a1 Discrepancy M Satisfaction M .013 .018 38.5% increase in bootstrap SE 
a1 Discrepancy F Satisfaction F .010 .012 20% increase in bootstrap SE 
p1 Discrepancy F Satisfaction M .010 .016 60% increase in bootstrap SE 
p1 Discrepancy M Satisfaction F .013 .017 30.8% increase in bootstrap SE 
A Discrepancy M Phys IPV M .028 .061 117.9% increase in bootstrap SE 
A Discrepancy F Phys IPV F .013 .015 15.4% increase in bootstrap SE 
P Discrepancy F Phys IPV M .023 .017 26.1% decrease in bootstrap SE 
P Discrepancy M Phys IPV F .015 .026 73.3% increase in bootstrap SE 
a2 Satisfaction M Phys IPV M .157 .210 33.8% increase in bootstrap SE 
a2 Satisfaction F Phys IPV F .091 .134 47.3% increase in bootstrap SE 
p2 Satisfaction F Phys IPV M .167 .329 97% increase in bootstrap SE 
p2 Satisfaction M Phys IPV F .085 .095 11.8% increase in bootstrap SE 
 
As can be observed in this table, the largest increase in standard error occurs for the direct 
actor path from male discrepancy to male physical IPV (117.9% increase). There are also 
other paths for which the distribution seems to be much wider than a normal distribution 
(e.g., from discrepancy F to satisfaction M: 60% increase; from discrepancy M to physical 
IPV F: 73.3% increase; from satisfaction F to physical IPV M: 97% increase). This can explain 
why certain paths show significant gender differences (or path estimates that are 
significant) according to the ML estimation, but do not according to the bootstrap analyses. 
The heavy increase in the standard error influences the value of the critical ratio, and as 
such, turns a significant path estimate to non-significant.    
Given the fact that none of the sets of paths in Table 52 show a gender interaction, a new 
model is estimated in which all the similar paths are set equal between men and women. 
Figure 23 shows the standardized estimates for this path, and Table 54 presents more 
detailed information.  
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FIGURE 23: APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV WITH FIXED PATHS  
 
TABLE 54: LIST OF PATH ESTIMATES FOR APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV 
WITH FIXED PATHS  
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 
Discrepancy M Satisfaction M -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
Discrepancy F Satisfaction F -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
p1 
Discrepancy F Satisfaction M -.046 (-.068; -.024) .000 -.253 (-.376; -.132) 
Discrepancy M Satisfaction F -.046 (-.068; -.024) .000 -.253 (-.376; -.132) 
A 
Discrepancy M Phys IPV M -.001 (-.028; .023) .822 -.003 (-.114; .093) 
Discrepancy F Phys IPV F -.001 (-.028; .023) .822 -.003 (-.114; .093) 
P 
Discrepancy F Phys IPV M .008 (-.011; .062) .278 .035 (-.047; .254) 
Discrepancy M Phys IPV F .008 (-.011; .062) .278 .035 (-.047; .254) 
a2 
Satisfaction M Phys IPV M -.180 (-.562 ; -.008) .040 -.133 (-.417 ; -.006) 
Satisfaction F Phys IPV F -.180 (-.562 ; -.008) .040 -.133 (-.417; -.006) 
p2 
Satisfaction F Phys IPV M .015 (-.146; .291) .554 .011 (-.109; .216) 
Satisfaction M Phys IPV F .015 (-.146; .291) .554 .011 (-.109 ; .216) 
  
 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .252 (.032; .606) .017   
 E3 E4 .402 (.230; 554) .000   
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 Squared multiple correlations R² 95% CI p   
 Phys IPV M  .025 (.002; .069) .001   
 Phys IPV F  .068 (.008; .187) .000   
 Satisfaction M  .296 (.182; .398) .001   
 Satisfaction F  .375 (.227; .505) .001   
 
Setting all the paths equal clearly has the biggest impact on the direct actor effect of male 
discrepancy on male physical IPV. Because of the high increase in the standard error of this 
path in the bootstrap analysis, the Bollen-Stine test could not find a significant gender 
interaction, and as such, this actor path, although originally having a moderate effect size 
(Beta = .38), loses all its predictive power (Beta = -.00, n.s.). Furthermore, this also has a 
severe impact on the proportion of explained variance in male physical IPV: this has 
dropped from 11% to only 3%. Setting all the paths equal for men and women also resulted 
in a significant actor path between satisfaction and physical IPV for both men and women 
(Beta = -.13), whereas this path was only significant for women in the previous model where 
both paths were free to vary (Beta = -.20 for women; Beta = -.05 for men). As a result, the 
decrease in predictive power of the indirect actor-actor path for women (from own 
discrepancy to own satisfaction to own physical IPV), also led to a decrease in the amount of 
variance that could be explained in female physical IPV: from 12% to 7%.  
According to this model, the effect of discrepancy on physical IPV only runs indirectly, via 
two paths: an actor-actor path (e.g., male discrepancy  male satisfaction  male physical 
IPV) and a partner-actor path (e.g., female discrepancy  male satisfaction  male physical 
IPV). No direct effects from discrepancy on physical IPV could be retained. The model fit of 
this final model with only the significant paths, as shown in Figure 24, appears to be 
adequate: χ² = 17.671, df = 9, p = .039, Bollen-Stine p = .531, CFI = .958, SRMR = .0623. The 
Modification Indices (MI) do, however, suggest a significant improvement of the chi-square 
if the path from male discrepancy to male physical IPV would be free to vary (MI = 4.492, 
ParChange = .053). But it should be noted that these MI’s are based on ML estimation. 
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FIGURE 24: APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV WITH ONLY THE SIGNIFICANT 
PATHS 
 
Both the indirect actor-actor path (B = .017, 95% CI: .003 ~ .045, p = .011; Beta = .072) as the 
indirect partner-actor path (B = .010, 95% CI: .002 ~ .029, p = .007; Beta = .040) are 
significant. 
The next step is to add the covariate ‘male sexual abuse history’ to the model, to examine 
whether the indirect paths from discrepancy to physical IPV still remain significant (Figure 
25).  
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FIGURE 25: APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV WITH COVARIATE 
  
The chi-square for this model suggests good fit: χ² = 20.317, df = 12, p = .061, Bollen-Stine p 
= .555. The other fit indices are also indicative of adequate fit: CFI = .966, SRMR = .0603. 
Figure 26 shows that all the paths remain significant, and that the path from male sexual 
abuse history to male physical IPV is also significant, with a moderate to high effect size 
(Beta = .47). In the bootstrap analysis, this latter path has a severely high standard error and 
a very high bias (for unstandardized coefficient: SE = 5.126, Bias = .318; for standardized 
coefficient: SE = .308, Bias = .019), suggesting a distribution that deviates far from a normal 
distribution. Figure 26 presents the model without the correlations between the covariate 
and the other exogenous variables, for ease of interpretation. A more detailed overview can 
be found in Table 55. 
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FIGURE 26: ESTIMATED APIMEM DISCREPANCY - SATISFACTION - PHYSICAL WITH COVARIATE 
 
TABLE 55: LIST OF PATH ESTIMATES FOR APIMEM DISCREPANCY - SATISFACTION - PHYSICAL IPV 
WITH COVARIATE  
 Regression paths B  Beta 
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
a1 
Discrepancy M Satisfaction M -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
Discrepancy F Satisfaction F -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
p1 
Discrepancy F Satisfaction M -.046 (-.068; -.024) .000 -.253 (-.376; -.132) 
Discrepancy M Satisfaction F -.046 (-.068; -.024) .000 -.253 (-.376; -.132) 
a2 
Satisfaction M Phys IPV M -.165 (-.497; -.034) .040 -.122 (-.369; -.025) 
Satisfaction F Phys IPV F -.165 (-.497 ; -.034) .040 -.122 (-.369; -.025) 
 Sex ab hist M Phys IPV M 7.871 (.322 ; 21.24) .024 .473 (.019; 1.276) 
  
 Correlations r 95% CI p   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .320 (.067; .623) .008   
 E3 E4 .402 (.230; 554) .000   
 Discrepancy M Sex ab hist M .253 (.031; .469) .021   
 Discrepancy F Sex ab hist M .144 (-.006; .306) .060   
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 Squared multiple correlations R² 95% CI p   
 Phys IPV M  .175 (.003; .347) .001   
 Phys IPV F  .045 (.001; .198) .000   
 Satisfaction M  .296 (.182; .398) .001   
 Satisfaction F  .375 (.227; .505) .001   
 
The path coefficients in this model with the covariate do almost not differ from the 
coefficients in the model without the covariate. The effect of male sexual abuse history on 
the occurrence of male physical IPV is quite strong (Beta = .47), indicating that men who 
have a history of being a victim of sexual abuse are more at risk of perpetrating physical IPV 
in their intimate relationship. The inclusion of this covariate also increases the amount of 
explained variance in physical IPV dramatically: from 3% to 17.5%. So, although this 
inclusion does not alter strength and significance of the indirect effect of preference 
discrepancy, it does appear to be able to explain a substantial amount of additional variance 
in physical IPV. 
2.4. APIMEM DISCREPANCY – DYADIC TRUST – PHYSICAL IPV 
Again, we will also test the model in which the relationship between preference discrepancy 
and physical IPV is mediated by dyadic trust. Figure 27 presents the standardized 
coefficients of the basic APIMeM with dyadic trust as mediator, when all paths are free to 
vary.  
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FIGURE 27: BASIC APIMEM DISCREPANCY - TRUST - PHYSICAL IPV WITH FREE PATHS 
 
TABLE 56: LIST OF PATH ESTIMATES FOR APIMEM DISCREPANCY - TRUST - PHYSCIAL IPV WITH 
FREE PATHS 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
a1 Discrepancy M Trust M -.177 (-.254; -.090) .001 -.410 (-.591; -.210) 
a1 Discrepancy F Trust F -.220 (-.283; -.153) .000 -.511 (-.657; -.356) 
p1 Discrepancy M Trust F -.004 (-.078; .061) .920 -.010 (-.180; .141) 
p1 Discrepancy F Trust M -.058 (-.118; .002) .056 -.135 (-.275; .005) 
A Discrepancy M Phys IPV M .075 (-.003; .192) .072 .307 (-.014; .790) 
A Discrepancy F Phys IPV F -.013 (-.044; .012) .330 -.054 (-.180; .050) 
P Discrepancy M Phys IPV F .042 (.003; .109) .031 .173 (.013; .449) 
P Discrepancy F Phys IPV M -.018 (-.045; .015) .224 -.073 (-.183; .061) 
a2 Trust M Phys IPV M -.107 (-.324 ; .031) .171 -.189 (-.572; .055) 
a2 Trust F Phys IPV F -.046 (-.138; .017) .180 -.082 (-.244; .030) 
p2 Trust M Phys IPV F -.008 (-.062; .042) .760 -.014 (-.110; .075) 
p2 Trust F Phys IPV M .061 (-.053; .255) .367 .108 (-.093; .451) 
  
 Correlations r 95% CI P   
 Discrepancy M Discrepancy F .220 (.080; .349) .003   
 E1 E2 .221 (-.018; .605) .089   
 E3 E4 .059 (-.096; .216) .468   
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 Squared multiple correlations R² 95% CI P   
 Phys IPV F  .081 (.005; .155) .003   
 Phys IPV M  .112 (.01;5 .226) .001   
 Trust M  .184 (.071; .279) .001   
 Trust F  .326 (.144; .483) .001   
 
There are not many significant paths in this model (Table 56). Only the actor paths from 
discrepancy to dyadic trust are significant (for men, Beta = -.41; for women, Beta = -.51). The 
only other significant path is the direct partner effect of male discrepancy on female 
physical IPV (Beta = .17), the other partner path from female discrepancy to male physical 
IPV is not significant. However, the test of gender equality shows that both paths are not 
statistically different from each other, χ² (1) = 4.550, Bollen-Stine p = .074. When 
constraining these paths to be equal, the paths are no longer significant (B = .019, 95% CI: -
.001; .074, p = .076; Beta = .076, 95% CI: -.004; .303). All the other paths are not significant. 
The direct actor path from male discrepancy to male physical IPV is again moderately 
strong, but yet not significant.  
Since there is no significant path from dyadic trust to physical IPV, there is no possibility in 
this model to test indirect effects of preference discrepancy on physical IPV. Therefore, this 
model will not be further explored. 
3. TESTING THE MODEL WITH INCONGRUENCE AS PREDICTOR 
In this section, the path models with incongruence as the predictor for psychological and 
physical IPV will be tested and discussed. Again, we will investigate the mediating capability 
of both relationship satisfaction and dyadic trust in separate models. Since preference 
incongruence is a between-dyad variable, no actor and partner effects of preference 
incongruence can be examined173. 
  
                                                             
173
 Note that the models still include actor and partner effects: from the mediator variable to the IPV-variable (e.g. a 
partner effect from male satisfaction to female psychological IPV).  
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3.1. PATH MODEL INCONGRUENCE – SATISFACTION – 
PSYCHOLOGICAL IPV 
In the first model, we will examine whether incongruence can predict male and female 
psychological IPV, and whether it does so directly or indirectly, via relationship satisfaction. 
In Figure 28, the path model is presented with the standardized coefficients, when all paths 
are free to vary.  
FIGURE 28: BASIC PATH MODEL INCONGRUENCE - SATISFACTION - PSYCHOLOGICAL IPV WITH 
FREE PATHS 
 
TABLE 57: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - SATISFACTION - 
PSYCHOLOGICAL IPV WITH FREE PATHS  
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Satisfaction M -.291 (-.422; -.176) .000 -.355 (-.513; -.214) 
 Incongruence Satisfaction F -.129 (-.295; -.004) .042 -.157 (-.359; -.005) 
 Incongruence Psych IPV M .360 (-.043; .817) .097 .234 (-.028; .532) 
 Incongruence Psych IPV F -.118 (-.326; .086) .249 -.077 (-.213; .056) 
a2 Satisfaction M Psych IPV M -.035 (-.402 ; .323) .843 -.019 (-.215; .173) 
a2 Satisfaction F Psych IPV F -.662 (-1.11; -.220) .004 -.354 (-.593; -.118) 
p2 Satisfaction M Psych IPV F .065 (-.276; .424) .690 .035 (-.148; .227) 
p2 Satisfaction F Psych IPV M -.358 (-.751 ; .117) .148 -.192 (-.402 ; .062) 
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 Correlations r 95% CI P   
 E1 E2 .434 (.242; .615) .000   
 E3 E4 .555 (.425; .665) .000   
  
 Squared multiple correlations R² 95% CI P   
 Psych IPV F .136 (.025; .251) .001   
 Psych IPV M .148 (.022; .243) .004   
 Satisfaction M .137 (.045; .257) .000   
 Satisfaction F .031 (.000; .105) .000   
 
In this model, there are no significant direct paths from incongruence to either male or 
female psychological IPV (Table 57). There is a significant path from incongruence to both 
male and female satisfaction (respectively Beta = -.36 and Beta = -.16). The path to male 
satisfaction seems to be stronger than the path to female satisfaction, but this will need to 
be confirmed by the chi-square test (cfr. infra). There is only one significant path from 
satisfaction to psychological IPV, and that is the actor path from female satisfaction to 
female psychological IPV (Beta = -.35). However, again, the chi-square test will indicate 
whether these paths for men and women are indeed significantly different from each other. 
As can be seen, preference incongruence does not nearly explain as much of the variance in 
satisfaction as preference discrepancy did: it only explains 3% of the variance in female 
satisfaction and 14% of the variance in male satisfaction. This is also evident in the very high 
correlation that exists between the error terms of both satisfaction variables (r = .56), 
suggesting that there is still a lot of interdependence between male and female satisfaction 
that is not explained by the model.  
Next, we will perform chi-square tests to examine possible gender interactions in actor and 
partner paths from satisfaction to psychological IPV, and to assess whether there is a 
significant difference in effect size of the paths from incongruence to male and female 
satisfaction, and from incongruence to male and female psychological IPV (Table 58). 
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TABLE 58: LIST OF ALL MODEL TESTS WITH AN EQUALITY CONSTRAINT ON A CERTAIN SET OF 
PATHS FOR THE MODEL INCONGRUENCE - SATISFACTION - PSYCHOLOGICAL IPV 
Model with… df χ² p Bollen-Stine p 
Equal paths incongruence - satisfaction 1 9.197 .002 .010 
Equal paths incongruence - psych IPV 1 16.911 .000 .008 
Equal actor paths satisfaction - psych IPV 1 5.852 .016 .059 
Equal partner paths satisfaction – psych IPV 1 2.506 .113 .212 
 
These results indicate that the Bollen-Stine p-value for the chi-square test is significant for 
the test where the paths between incongruence and male and female satisfaction are set 
equal and where the paths between incongruence and male and female psychological IPV 
are set equal. Thus, assuming that these paths would be the same for men and women 
would worsen the model fit. This means that incongruence indeed does influence male 
satisfaction more strongly than female satisfaction. Men’s satisfaction is thus more prone to 
the influence of having incongruent preferences. Although the model in which the actor 
paths from satisfaction to psychological IPV are set equal is significant according to the ML-
estimation, it was just shy of significance according to the Bollen-Stine test, indicating that 
these paths are in fact not significantly different from each other. So, although the actor 
path from female satisfaction to female psychological IPV is significant, and the actor path 
from male satisfaction to male psychological IPV is not, they are statistically not different 
from each other. Therefore, these paths can be kept equal. Figure 29 presents the model in 
which the actor and partner paths from satisfaction to psychological IPV are fixed to be 
equal.  
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FIGURE 29: PATH MODEL INCONGRUENCE - SATISFACTION - PSYCHOLOGICAL IPV WITH PATHS 
FIXED 
 
TABLE 59: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - SATISFACTION - 
PSYCHOLOGICAL IPV WITH PATHS FIXED 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Satisfaction M -.291 (-.422; -.176) .000 -.355 (-.513; -.214) 
 Incongruence Satisfaction F -.129 (-.295; -.004) .042 -.157 (-.359; -.005) 
 Incongruence Psych IPV M .286 (-.099; .723) .175 .186 (-.065; .471) 
 Incongruence Psych IPV F -.143 (-.338 ; .030) .094 -.093 (-.220; .019) 
a2 
Satisfaction M Psych IPV M -.376 (-.681; -.130) .003 -.201 (-.365; -.069) 
Satisfaction F Psych IPV F -.376 (-.681; -.130) .003 -.201 (-.365; -.069) 
p2 
Satisfaction M Psych IPV F -.148 (-.374; .121) .338 -.079 (-.200; .065) 
Satisfaction F Psych IPV M -.148 (-.374; .121) .338 -.079 (-.200; .065) 
  
 Correlations r 95% CI P   
 E1 E2 .440 (.244; .624) .000   
 E3 E4 .555 (.425; .665) .000   
  
 Squared multiple correlations R² 95% CI P   
 Psych IPV F .080 (.013; .152) .001   
 Psych IPV M .151 (.036; .285) .001   
 Satisfaction M .137 (.045; .257) .000   
 Satisfaction F .031 (.000; .105) .000   
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Thus, there is a significant path from incongruence to male satisfaction and to female 
satisfaction, but its effect is stronger on male satisfaction (Beta = -.36) than on female 
satisfaction (Beta = -.16). There is no significant direct effect of incongruence on 
psychological IPV. It should be noted that the confidence interval for the path from 
incongruence to male psychological IPV is quite wide (95% CI: -.099 ~ .723) because of the 
high standard error of this path (standardized path: SE= .221; Bias = -.017). There is only an 
indirect path from preference incongruence to psychological IPV, which runs via both male 
and female satisfaction (but male satisfaction more than female satisfaction), to male and 
female psychological IPV equally via an actor effect. This indirect effect is significant for the 
path from incongruence through male satisfaction to male psychological IPV (B = .129, 95% 
CI: .051 ~ .250, p = .001; Beta = .084), as well as for the path from incongruence through 
female satisfaction to female psychological IPV (B = .088, 95% CI: .005 ~ .218, p = .034; Beta 
= .057).  
The next step is to test the model’s goodness-of-fit. The trimmed model (Figure 30), 
eliminated of all the non-significant paths, will be tested on its model fit.  
FIGURE 30: MODEL INCONGRUENCE - SATISFACTION - PSYCHOLOGICAL FOR GOODNESS-OF-FIT 
TEST 
 
The chi-square is not significant according to the Bollen-Stine test: χ² = 22.073, df = 5, p = 
.001, Bollen-Stine p = .071. However, the other fit indices do indicate a slightly poorer fit: CFI 
= .899, SRMR = .0621. Modification Indices (MIs) suggest a significant improvement in the 
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chi-square if the direct paths from incongruence to both male psychological IPV (M.I. = 
11.647; ParChange = .343) and female psychological IPV (M.I. = 6.018; ParChange = -.228) 
would be included. It should be noted that, if we would assume a normal distribution, and 
thus, we would interpret the ML-estimated coefficients, the paths from incongruence to 
male psychological IPV would indeed be significant. Since both the fit indices (CFI and 
SRMR) and the Modification Indices are based on the ML-estimation, this might explain the 
less than good fit. 
A final step is to include the covariates ‘male anger management’ and ‘female report of 
conflict’ in the model, and re-test all the parameter estimates. Figure 31 presents this 
model, together with its standardized parameter coefficients. 
FIGURE 31: PATH MODEL INCONGRUENCE - SATISFACTION - PSYCHOLOGICAL IPV WITH 
COVARIATES 
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TABLE 60: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - SATISFACTION - 
PSYCHOLOGICAL IPV WITH COVARIATES 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI p Est. 95% CI 
 Incongruence Satisfaction M -.293 (-.422; -.176) .000 -.355 (-.513; -.214) 
 Incongruence Satisfaction F -.126 (-.295; -.004) .042 -.157 (-.359; -.005) 
a2 
Satisfaction M Psych IPV M -.432 (-.750; -.186) .000 -.226 (-.365; -.069) 
Satisfaction F Psych IPV F -.432 (-.750; -.186) .000 -.226 (-.365; -.069) 
 Anger man M Psych IPV M -2.79 (-5.47; -.551) .018 -.192 (-.376; -.038) 
 Conflict F Psych IPV F .802 (-.850; 2.67) .297 .058 (-.068; .213) 
  
 Correlations r 95% CI p   
 E1 E2 .399 (.196; .592) .000   
 E3 E4 .555 (.425; .665) .000   
 Anger Man M Conflict F -.200 (-.332; -.055) .007   
 Incongruence Conflict F .206 (.015; .388) .036   
 Incongruence Anger Man M -.245 (-.375; -.088) .003   
  
 Squared multiple correlations R² 95% CI p   
 Psych IPV F .073 (.014; .155) .001   
 Psych IPV M .105 (.024; .202) .001   
 Satisfaction M .137 (.045; .257) .000   
 Satisfaction F .031 (.000; .105) .000   
 
Only male anger management significantly influences male psychological IPV (Beta = -.19, p 
= .018); female report of conflict does not significantly influence female psychological IPV 
(Beta = .06, n.s.). The other paths in the model remain relatively unchanged. Thus, 
according to this model, the indirect paths from incongruence to psychological IPV via male 
and female satisfaction remain significant. The model as a whole explains 11% of the 
variance in male psychological IPV and 7% in female psychological IPV. 
However, the chi-square for this model is significant, χ² = 79.990, df = 11, p = .000, Bollen-
Stine p = .000, suggesting poor fit, which is confirmed by the other fit indices: CFI = .723, 
SRMR = .1273. Modification Indices (MIs) suggest a strong increase in the chi-square if 
‘female satisfaction’ would be regressed on ‘female report of conflict’ (MI = 30.883, 
ParChange = -2.237), or if ‘female report of conflict’ would be correlated with the error term 
of ‘female satisfaction’ (MI = 29.695, ParChange = -.373). It is clear that the covariate ‘female 
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report of conflict’ might be better suited as an actual part of the model, instead of serving as 
a control variable. At least, it seems that conflict does not directly influence psychological 
IPV, but that it might influence satisfaction more.  
3.2. PATH MODEL INCONGRUENCE – DYADIC TRUST – 
PSYCHOLOGICAL IPV 
Although dyadic trust did not show much promise as a mediator in the models with 
discrepancy, we will still test the models with incongruence with dyadic trust as mediator. 
Figure 32 presents this model, with all parameters free to vary.  
FIGURE 32: BASIC PATH MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV WITH FREE 
PATHS 
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TABLE 61: LIST OF PATH ESTIMATES FOR BASIC MODEL INCONGRUENCE - TRUST - 
PSYCHOLOGICAL IPV WITH FREE PATHS  
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Trust M -.666 (-.910; -.357) .001 -.340 (-.464; -.182) 
 Incongruence Trust F -.298 (-.691; .049) .097 -.152 (-.353; .025) 
 Incongruence Psych IPV M .354 (-.039 ; .803) .091 .230 (-.025; .523) 
 Incongruence Psych IPV F -.144 (-.343; .045)  .118 -.094 (-.223; .029) 
a2 Trust M Psych IPV M -.052 (-.185; .049) .285 -.067 (-.236; .063) 
a2 Trust F Psych IPV F -.156 (-.302; -.016) .030 -.200 (-.386; -.020) 
p2 Trust M Psych IPV F -.068 (-.173; .025) .155 -.087 (-.221; .032) 
p2 Trust F Psych IPV M -.087 (-.215; .072) .294 -.111 (-.275; .092) 
  
 Correlations r 95% CI P   
 E1 E2 .451 (.259; .634) .000   
 E3 E4 .140 (-.011; .271) .066   
  
 Squared multiple correlations R² 95% CI P   
 Psych IPV F .076 (.007; .163) .001   
 Psych IPV M .127 (.014; .249) .002   
 Trust M .127 (..031; .236) .001   
 Trust F .029 (.000; .100) .000   
 
There is only a significant effect of incongruence on male dyadic trust (Beta = -.34, p = .001), 
and of female trust on female psychological IPV (Beta = -.20, p = .030). Thus, at this 
moment, incongruence does not significantly predict psychological IPV, neither directly or 
indirectly. However, first we need to assess whether there are gender differences in the sets 
of paths.  
TABLE 62: LIST OF ALL MODEL TESTS WITH AN EQUALITY CONSTRAINT ON A CERTAIN SET OF 
PATHS, FOR THE MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV  
Model with… df χ² p Bollen-Stine p 
Equal paths incongruence - trust 1 3.999 .046 .109 
Equal paths incongruence – psych IPV 1 18.151 .000 .004 
Equal actor paths trust - psych IPV 1 1.494 .222 .272 
Equal partner pahts trust - psych IPV 1 .040 .841 .845 
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These results suggest that there is only one set of paths that is significantly different for 
men and women, which is the path from incongruence to psychological IPV. The path for 
men is stronger than for women, but since both paths are insignificant, this finding is not 
important. All the other sets of paths do not significantly differ for men and women and can 
be set equal. As can be seen in Figure 33, this results in an indirect effect from incongruence 
via dyadic trust on psychological IPV, which is not different for men and women. This 
indirect effect is significant (B = .059, 95% CI: .011 ~ .133, p = .016; Beta = .038) 
FIGURE 33: PATH MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV WITH PATHS FIXED  
 
TABLE 63: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV 
WITH PATHS FIXED 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Trust M -.501 (-.742; -.267) .000 -.256 (-.378; -.136) 
Incongruence Trust F -.501 (-.742; -.267) .000 -.256 (-.378; -.136) 
 Incongruence Psych IPV M .317 (-.068; .757) .123 .206 (-.045 ; .493) 
 Incongruence Psych IPV F -.137 (-.333; .043)  .119 -.089 (-.217; .028) 
a2 
Trust M Psych IPV M -.110 (-.221; -.016) .022 -.141 (-.283; -.020) 
Trust F Psych IPV F -.110 (-.221; -.016) .022 -.141 (-.283; -.020) 
p2 
Trust M Psych IPV F -.079 (-.167; .012) .094 -.101 (-.213; .015) 
Trust F Psych IPV M -.079 (-.167; .012) .094 -.101 (-.213; .015) 
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 Correlations r 95% CI P   
 E1 E2 .451 (.259; .632) .000   
 E3 E4 .124 (-.020; .273) .090   
  
 Squared multiple correlations R² 95% CI P   
 Psych IPV F .051 (.003; .109) .002   
 Psych IPV M .129 (.021; .268) .001   
 Trust M .067 (.018; .157) .000   
 Trust F .062 (.017; .119) .000   
 
Again, the model with only the significant paths is tested on its goodness of fit. As was the 
case with the model with relationship satisfaction as mediator, the present model with 
dyadic trust as mediator also shows a rather poor model fit: χ² = 21.111, df = 6, p = .000, 
Bollen-Stine p = .039, CFI = .793, SRMR = .0856.  
FIGURE 34: MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV FOR GOODNESS-OF-FIT TEST 
 
The Modification Indices (MIs) suggest a significant improvement of the chi-square if the 
paths from incongruence to male and female psychological IPV would be included. But 
again, these indices are based on the ML-estimated parameter coefficients, not on the 
bootstrapped parameters. Because of the high standard error in the bootstrap analyses, 
these paths were not significant. However, according to the ML-estimation, assuming 
normal distribution, the path from incongruence to male psychological IPV was significant. 
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That is why the MI suggests the ML-estimated chi-square would improve if this path would 
be included in the model.  
The final step is to include the covariates, male anger management and female report of 
conflict. In the model with the covariates, there is still a significant path from incongruence 
to male and female dyadic trust (B = -.501, 95% CI: -.742 ~ -.267, p = .000; Beta = -.256), but 
there is no longer a significant path from dyadic trust to psychological IPV (B = -.085, 95% 
CI: -.200 ~ .007, p = .069; Beta = -.108). The effect of male anger management on male 
psychological IPV is again significant (Beta = -.20, p = .014), and the effect of female report 
of conflict on female psychological IPV is not (Beta = .09, n.s.). Figure 36 presents the model 
with the control variables, without all the correlations between the exogenous variables, for 
ease of interpretation. Detailed information can be found in Table 64. 
FIGURE 35: MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV WITH COVARIATES  
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TABLE 64: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - TRUST - PSYCHOLOGICAL IPV 
WITH COVARIATES  
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
Path1 Incongruence Trust -.501 (-.742; -.267) .000 -.256 (-.378; -.136) 
a1 Trust M Psych IPV M -.085 (-.200; .007) .069 -.108 (-.255; .009) 
 Anger man M Psych IPV M -2.84 (-5.58; -.642) .014 -.195 (-.384; -.044) 
 Conflict F Psych IPV F 1.17 (-.372; 3.24) .117 .093 (-.030; .258) 
  
 Correlations r 95% CI P   
 E1 E2 .407 (.200; .602) .000   
 E3 E4 .124 (-.020; .272) .090   
 Anger man M Incongruence -.245 (-.373; -.088) .003   
 Conflict F Incongruence .206 (.015; .388) .036   
 Conflict F Anger man M -.200 (-.332; -.055) .007   
  
 Squared multiple 
correlations 
R² 95% CI P   
 Psych IPV F .038 (.001; .093) .001   
 Psych IPV M .063 (.006; .144) .001   
 Trust M .076 (.018; .157) .000   
 Trust F .062 (.017; .119) .000   
 
Thus, when including the covariates, there is no longer a significant indirect effect from 
incongruence on psychological IPV. Although there is still a significant effect of 
incongruence on dyadic trust, a person’s dyadic trust appears to not influence that person’s 
(or his/her partner’s) psychological IPV perpetration. 
3.3. PATH MODEL INCONGRUENCE – SATISFACTION – PHYSICAL IPV 
In the next path model, we examine whether incongruence predicts physical IPV, either 
directly or indirectly, through relationship satisfaction. In Figure 36, the model is depicted, 
together with the standardized coefficients for all the freely estimated parameters. 
FIGURE 36: BASIC PATH MODEL INCONGRUENCE - SATISFACTION - PHYSICAL IPV WITH FREE 
PATHS 
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TABLE 65: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - SATISFACTION - PHYSICAL 
IPV WITH FREE PATHS 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Satisfaction M -.291 (-.422; -.176) .000 -.355 (-.513; -.214) 
 Incongruence Satisfaction F -.129 (-.295; -.004) .042 -.157 (-.359; -.005) 
 Incongruence Phys IPV M .485 (-.043; 1.22) .140 .437 (-.039; 1.10) 
 Incongruence Phys IPV F -.019 (-.110; .107) .704 -.017 (-.100; .096) 
a2 Satisfaction M Phys IPV M .044 (-.305; .242) .869 .032 (-.226; .179) 
a2 Satisfaction F Phys IPV F -.209 (-.464; -.021) .025 -.155 (-.344; -.015) 
p2 Satisfaction M Phys IPV F -.022 (-.191; .141) .791 -.017 (-.142; .105) 
p2 Satisfaction F Phys IPV M .055 (-.251; .546) .635 .041 (-.186; .405) 
  
 Correlations r 95% CI P   
 E1 E2 .284 (.058; .594) .011   
 E3 E4 .555 (.425; .665) .000   
  
 Squared multiple correlations R² 95% CI P   
 Phys IPV F .073 (.005; .156) .002   
 Phys IPV M .162 (.012; .437) .000   
 Satisfaction M .137 (.045; .257) .000   
 Satisfaction F .031 (.000; .105) .000   
 
In this freely estimated model, incongruence again significantly predicted male and female 
satisfaction (cfr. supra: model incongruence – satisfaction – psychological IPV). Besides a 
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significant path from female satisfaction to female physical IPV (Beta = -.16, p = .025), none 
of the other paths are significant according to the bootstrap analysis. Again, there is still a 
high correlation between the error terms of male and female satisfaction (r = .56), 
suggesting a lot of interdependence between them that is not explained by this model (i.e. 
incongruence). Although this model shows only an indirect effect of incongruence on 
female physical IPV, it explains less of the variance in female physical IPV (7%) than in male 
physical IPV (16%). This is because the coefficient for the path from incongruence to male 
physical IPV has a very strong effect size (Beta = .44). However, this path is not significant, 
due to its high standard error174 (cfr. supra).   
We will again test for gender interactions, based on chi-square tests. Table 66 presents the 
results of these tests.  
TABLE 66: LIST OF ALL MODEL TESTS WITH AN EQUALITY CONSTRAINT ON A CERTAIN SET OF 
PATHS, FOR THE MODEL INCONGRUENCE - SATISFACTION - PHYSICAL IPV 
Model with… df χ² p Bollen-Stine p 
Equal paths incongruence - satisfaction 1 9.197 .002 .010 
Equal paths incongruence – phys IPV 1 26.741 .000 .309 
Equal actor paths satisfaction - phys IPV 1 1.874 .171 .188 
Equal partner paths satisfaction - phys IPV 1 .333 .564 .679 
 
Results from these model tests suggest that there is only one significant gender effect: that 
between the paths from incongruence to male and female satisfaction. Thus, the path to 
male satisfaction is significantly stronger than the path to female satisfaction. All the other 
paths do not differ between men and women, also not the actor path from satisfaction to 
physical IPV, that is significant for women, but not for men. In the next model that is 
presented, all the sets of paths, except for the paths from incongruence to satisfaction, are 
fixed to be equal (Figure 37). 
  
                                                             
174
 Standard error fort his path increased from SE = .090 in the ML-estimation to .332 in the bootstrap estimation (for the 
unstandardized path), which is an increase of 269%. This results in an extremely wide confidence interval around the 
estimate (for this path, 95% CI: -.039 ~ 1.10). Since zero falls within the confidence interval (i.e., there is a possibility that 
the real value is in fact equal to zero), the parameter estimate is not significant. 
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FIGURE 37: PATH MODEL INCONGRUENCE - SATISFACTION - PHYSICAL IPV WITH PATHS FIXED 
 
TABLE 67: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - SATISFACTION - PHYSICAL 
IPV WITH PATHS FIXED  
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Satisfaction M -.291 (-.422; -.176) .000 -.355 (-.513; -.214) 
 Incongruence Satisfaction F -.129 (-.295; -.004) .042 -.157 (-.359; -.005) 
 Incongruence Phys IPV M .062 (-.042; .320) .189 .056 (-.038; .288) 
 Incongruence Phys IPV F .062 (-.042; .320) .189 .056 (-.038; .288) 
a2 Satisfaction M Phys IPV M -.179 (-.549; -.023) .024 -.133 (-.407; -.017) 
a2 Satisfaction F Phys IPV F -.179 (-.549; -.023) .024 -.133 (-.407; -.017) 
p2 Satisfaction M Phys IPV F .022 (-.125; .304) .503 .017 (-.093; .225) 
p2 Satisfaction F Phys IPV M .022 (-.125; .304) .503 .017 (-.093; .225) 
  
 Correlations r 95% CI P   
 E1 E2 .230 (-.023; .606) .088   
 E3 E4 .555 (.425; .665) .000   
  
 Squared multiple correlations R² 95% CI P   
 Phys IPV F .064 (.006; .176) .000   
 Phys IPV M .029 (.002; .080) .001   
 Satisfaction M .137 (.045; .257) .000   
 Satisfaction F .031 (.000; .105) .000   
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Again, there is only an indirect effect of incongruence on physical IPV. Incongruence 
predicts both male and female satisfaction, but predicts male satisfaction more strongly. 
Then, both male and female satisfaction predict the perpetration of own physical IPV. This 
effect is small, but significant, and does not differ between men and women. A remarkable 
observation is the tremendous drop in the explained variance of male physical IPV (from 
17% to 3%), due to the fact that the male and female direct effect from incongruence on 
psychological IPV were set equal.  
The trimmed model, with only the significant paths included, shows some evidence of good 
fit to the data based on the chi-square: χ² = 29.536, df = 5, p = .000, Bollen-Stine p = .391. 
However, the other fit indices do not achieve the desired cut-off levels: CFI = .819, SRMR = 
.0884. These other fit indices, though, are based on the standard ML-estimation, and should 
be interpreted cautiously considering our non-normally distributed data.  
FIGURE 38: MODEL INCONGRUENCE - SATISFACTION - PHYSICAL FOR GOODNESS-OF-FIT TEST 
 
The final step is again to insert the covariate ‘male sexual abuse history’ into this model. 
Figure 39 presents this model with its standardized coefficients, and in Table 68 more 
detailed information can be found. This model again shows relatively good fit to the data, 
with the exception of the CFI: χ² = 28.070, df = 8, p = .000, Bollen-Stine p = .408, CFI = .881, 
SRMR = .0661. ML-based Modification Indices (MI) again suggest an improvement in chi-
square if there would be a direct path from incongruence to male physical IPV (MI = 13.339, 
ParChange = .328). But, again, the bootstrap analyses revealed such a high standard error 
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compared to the standard error under the assumption of normality, that the bootstrapped 
parameter estimate for this path was not significant, whereas it was with normal ML-
estimation. 
FIGURE 39: MODEL INCONGRUENCE - SATISFACTION - PHYSICAL IPV WITH COVARIATE  
 
TABLE 68: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - SATISFACTION - PHYSICAL 
IPV WITH COVARIATE 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Satisfaction M -.291 (-.422; -.176) .000 -.355 (-.513; -.214) 
 Incongruence Satisfaction F -.129 (-.295; -.004) .042 -.157 (-.359; -.005) 
a2 
Satisfaction M Phys IPV M -.165 (-.497; -.034) .015 -.122 (-.369; -.025) 
Satisfaction F Phys IPV F -.165 (-.497; -.034) .015 -.122 (-.369; -.025) 
 Sex ab hist M Phys IPV M 7.871 (.322; 21.24) .024 .473 (.019; 1.276) 
  
 Correlations r 95% CI P   
 E1 E2 .320 (.067 ; .623) .008   
 E3 E4 .555 (.425; .665) .000   
 Incongruence Sex ab hist M .243 (.015; .434) .037   
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 Squared multiple correlations R² 95% CI P   
 Phys IPV F .044 (.002; .194) .000   
 Phys IPV M .173 (.003; .351) .001   
 Satisfaction M .137 (.045; .257) .000   
 Satisfaction F .031 (.000; .105) .000   
 
All the paths in the model remain significant and virtually unchanged with the inclusion of 
the covariate. The covariate ‘male sexual abuse history’ has a strong effect (Beta = .47, but 
only significant at p<.05, due to a high standard error) on male physical IPV, and has caused 
an increase in the amount of explained variance in male physical IPV from 3% to 17%.  
The indirect effect from incongruence over female satisfaction to female physical IPV is 
significant (B = .026, 95% CI = .008 ~ .093, p = .005; Beta = .024), as is the indirect effect from 
incongruence via male satisfaction to male physical IPV perpetration (B = .061, 95% CI: .012 
~.160, p = .010; Beta = .055).  
3.4. PATH MODEL INCONGRUENCE – DYADIC TRUST – PHYSICAL IPV 
Finally, the model testing the relationship between incongruence and physical IPV, and the 
possible mediating effect of dyadic trust, will be examined. Figure 40 presents the freely 
estimated model with the standardized coefficients.  
FIGURE 40: BASIC PATH MODEL INCONGRUENCE - TRUST - PHYSICAL IPV WITH FREE PATHS  
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TABLE 69: LIST OF PATH ESTIMATES FOR MODEL INCONGRUENCE - TRUST - PHYSICAL IPV WITH 
FREE PATHS 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence Trust M -.666 (-.910; -.357) .001 -.340 (-.464; -.182) 
 Incongruence Trust F -.298 (-.691; .049) .097 -.152 (-.353; .025) 
 Incongruence Phys IPV M .445 (-.046; 1.154) .174 .401 (-.042; 1.041) 
 Incongruence Phys IPV F .-.022 (-.097; .115) .693 -.020 (-.088; .104) 
a2 Trust M Phys IPV M -.067 (-.206; .011) .100 -.119 (-.364; .019) 
a2 Trust F Phys IPV F -.035 (-.113; .017) .232 -.062 (-.200; .030) 
p2 Trust M Phys IPV F -.039 (-.093; .007) .090 -.070 (-.165; .012) 
p2 Trust F Phys IPV M .088 (-.015 ; .268) .116 .156 (-.027; .473) 
  
 Correlations r 95% CI P   
 E1 E2 .277 (.042; .607) .019   
 E3 E4 .140 (-.011; .271) .066   
  
 Squared multiple correlations R² 95% CI P   
 Phys IPV F .035 (.001; .060) .009   
 Phys IPV M .173 (.004; .463) .000   
 Trust M .127 (.031; .236) .001   
 Trust F .029 (.000; .100) .000   
 
As is evident from both the figure and the table, the only significant path in this model is the 
path from incongruence to male dyadic trust (Beta = -.34, p = .001). However, the chi-square 
test indicates no significant difference in the paths from incongruence to male and to 
female dyadic trust, χ² (1) = 3.999, p = .046, Bollen-Stine p = .109. When these paths are set 
to be equal, the ‘joint’ parameter estimate is B = -.501, 95% CI: -.742 ~ -.267, p = .000, Beta = 
-.256. Thus, in general, the path from incongruence to both male and female dyadic trust is 
significant. However, there is no significant direct or indirect path from incongruence to 
physical IPV in this model. Even though the direct actor path from incongruence to male 
physical IPV has a high estimate (Beta = .40), it is not significant, due to the very wide 
confidence interval (caused by a high standard error). It seems that dyadic trust does not 
influence the perpetration of physical IPV, and as such, cannot serve as mediator for the 
relationship between incongruence and physical IPV. For this reason, and the fact that there 
is also no direct effect on physical IPV, this model will not be further explored. 
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4. MAKING THE COMBINATION: INCONGRUENCE AS 
PREDICTOR FOR DISCREPANCY 
Now that it is established that both preference discrepancy and preference incongruence 
seem to affect IPV perpetration, either directly or indirectly, it is of interest to combine the 
findings of the respective models for discrepancy and incongruence into one larger model. 
Although this is not a specific research question as such, this model will allow us to examine 
the consideration of Vervaeke (1994) that preference incongruence might be the precursor 
of preference discrepancy (i.e. the more closely two partner’s preferences, the more likely 
that both their preferences will be achieved). And if this is indeed the case, will the 
previously found paths between preference incongruence and other variables still be 
significant? We will test two models that combine the results found in the separate models 
for discrepancy and incongruence. We will also include both the mediator variables in both 
models, with their respective significant paths. Only the paths that were shown to be 
significant in the previous, separate models will be included. This way, we hope to keep the 
number of parameters that need estimation as low as possible (preferably around 18 
parameters). 
4.1. COMBINED MODEL FOR PSYCHOLOGICAL IPV  
Figure 41 presents the combined model for psychological IPV. This model is quite complex, 
since it combines all the significant paths from the models from incongruence and 
discrepancy predicting psychological IPV, both with trust and satisfaction as mediators. It 
might look like there are too many parameters that need estimation in this model. 
However, since many of the paths were proven not be significantly different for men and 
women, these paths are set equal, and as such, account for only one free parameter. The 
number of distinct parameters to be estimated is thus 23, which is slightly above the desired 
number of parameters, but does not fall below the absolute minimum ratio of 5:1. Still, 
these results should be interpreted cautiously. 
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FIGURE 41 : COMBINED MODEL FOR PSYCHOLOGICAL IPV  
 
As we hypothesize, a path is drawn from incongruence to both male and female 
discrepancy. These paths are free to vary, since this is the first time these paths are 
included. Furthermore, incongruence has shown to significantly predict both male and 
female satisfaction (with a different effect size) and dyadic trust (no gender interaction, 
paths set equal with ‘a’). There were no direct effects from incongruence on psychological 
IPV. Discrepancy has shown to have an actor and a partner effect on male and female 
satisfaction. Both these paths were equal for men and women (paths set equal with ‘b’ and 
‘c’). Discrepancy did not predict dyadic trust. It also directly predicted male psychological 
IPV, but not female psychological IPV. Next, there were actor effects for both dyadic trust 
and relationship satisfaction on psychological IPV, but no partner effects. These actor 
effects were equal for men and women (paths set equal with ‘d’ and ‘e’). Finally, as dyadic 
research requires, the error terms of similar variables for men and women were correlated, 
to account for the interdependence between them.  
Testing this model, it immediately becomes clear that this model does not fit the data well: 
χ² = 205.390, df = 22, p = .000, Bollen-Stine p = .000, CFI = .628, SRMR = .1688. Several 
Modification Indices are suggested, but before examining these, let’s look at the 
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bootstrapped path estimates in the current model (Table 70). Because it appears to be 
easier to examine the path estimates of such a complex model in a table, no figure will be 
presented at this point. 
TABLE 70: LIST OF PATH ESTIMATES FOR THE COMBINED MODEL FOR PSYCHOLOGICAL IPV 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence  Discrepancy M .885 (.187; 1.569) .012 .195 (.041; .345) 
 Incongruence  Discrepancy F 1.561 (.774; 2.535) .000 .343 (.170; .557) 
a Incongruence Trust M/F -.501 (-.742; -.267) .000 -.256 (-.378; -.138) 
c Discrepancy F Satisfaction M -.041 (-.062; -.021) .001 -.229 (-.341; -.116) 
b Discrepancy F Satisfaction F -.081 (-.098; -.057) .001 -.449 (-.544; -.318) 
c Discrepancy M Satisfaction F -.041 (-.062; -.021) .001 -.229 (-.341; -.116) 
b Discrepancy M Satisfaction M -.081 (-.098; -.057) .001 -.449 (-.544; -.318) 
 Incongruence  Satisfaction F .035 (-.100; .136) .587 .043 (-.122; .166) 
 Incongruence Satisfaction M -.153 (-.301; -.050) .005 -.186 (-.366; -.061) 
d Trust F Psych IPV F -.008 (-.115; .088) .810 -.010 (-.147; .112) 
d Trust M Psych IPV M -.008 (-.115; .088) .810 -.010 (-.147; .112) 
e Satisfaction F Psych IPV F -.358 (-.666; -.125) .002 -.191 (-.356; -.067) 
e Satisfaction M Psych IPV M -.358 (-.666; -.125) .002 -.191 (-.356; -.067) 
 Discrepancy M Psych IPV M .097 (.033; .178) .003 .289 (.099; .528) 
  
 Correlations r 95% CI P   
 E1 E2 .402 (.208; .594) .000   
 E3 E4 .164 (-.013; .310) .071   
 E5 E6 .429 (.258; .577) .000   
 E7 E8 .124 (-.020; .272) .090   
  
 Squared multiple correlations R² 95% CI P   
 Discrepancy F .099 (.022; .218) .000   
 Discrepancy M .061 (.003; .165) .000   
 Satisfaction F .359 (.199; .482) .001   
 Satisfaction M .362 (.234; .461) .001   
 Trust M .076 (.018; .157) .000   
 Trust F .062 (.017; .119) .000   
 Psych IPV M .156 (.049; .267) .001   
 Psych IPV F .051 (.005; .113) .001   
 
What can we observe from this table? Most of the paths have remained significant. Let’s 
first look at the paths that have become non-significant in this combined model. First of all, 
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the path from incongruence to female satisfaction has become non-significant (B = .035; 
Beta = .043, p = .587), whereas the path from incongruence to male satisfaction has 
remained significant (B = -.153, Beta = -.186, p = .005). The chi-square test of gender 
interaction indeed shows (again) that these paths are significantly different from each 
other, χ² (1) = 13.352, p = .000, Bollen-Stine p = .000. The other path that has become non-
significant is the actor path from dyadic trust to psychological IPV, which was fixed to be 
equal for men and women (B = -.008, Beta = -.010, p = .810). Thus, in this combined model, 
where both the mediator variables are included, dyadic trust no longer significantly predicts 
psychological IPV when controlling for relationship satisfaction. Relationship satisfaction, 
however, still has a significant actor effect on psychological IPV (B = -.358, Beta = -.191, p = 
.002). 
In this model, incongruence significantly precedes male discrepancy (B = .885, Beta = .195, p 
= .012) and female discrepancy (B = 1.56; Beta = .343, p = .000): the higher the incongruence, 
the higher both partners’ discrepancy. The chi-square test reveals a significant gender 
interaction, χ² (1) = 2.419, p = .120, Bollen-Stine p = .000, suggesting that the effect of 
incongruence on discrepancy is stronger for women (moderate effect) than for men (small 
effect).  
The only direct path from either discrepancy or incongruence to psychological IPV that is 
still significant, is the path from male discrepancy to male psychological IPV (B = .097, Beta 
= .289, p = .003). Discrepancy also shows a significant actor path (B = -.081, Beta = -.449, p = 
.001) and a significant partner path (B = -.041, Beta = -.229, p =.001) to relationship 
satisfaction. 
The next step now is to eliminate all the non-significant paths, for ease of interpretation, 
and to examine the Modification Indices for the regression weights for this model (Table 71). 
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TABLE 71: MODIFICATION INDICES FOR THE SIGNIFICANT PATHS IN THE COMBINED MODEL FOR 
PSYCHOLOGICAL IPV  
Regression weights 
From To M.I. Par Change 
Discrepancy M Trust M 20.272 -.157 
Satisfaction F Trust M 11.229 .572 
Satisfaction M Trust M 44.161 1.091 
Discrepancy F Trust F 40.579 -.185 
Satisfaction F Trust F 52.556 1.373 
Satisfaction M Trust F 4.054 .366 
Psych IPV F Trust F 8.942 -.317 
Incongruence Psych IPV M 8.226 .276 
Incongruence Psych IPV F 4.333 -.196 
 
One should keep in mind that these Modification Indices are based on the ML-estimated 
parameters. For this reason, we will not look at the suggestions that were previously 
discarded based on the bootstrap estimates (i.e. some paths were significant according to 
ML-estimation, but not with bootstrap analysis). Thus, we will not change the relationship 
between discrepancy and trust, nor between incongruence and psychological IPV. What is 
interesting, however, is the apparent influence of trust on satisfaction, and vice versa. Of 
course, this is not that far-fetched since they are both relationship variables. But in the 
current model, there is no direct influence of dyadic trust on psychological IPV, which 
resulted in the loss of two indirect effects of incongruence on psychological IPV (i.e. 
incongruence – trust F – psych IPV F; incongruence – trust M – psych IPV M). It might be 
plausible that, since trust and satisfaction seem to influence one another, there is a path 
that runs from incongruence to trust, further to satisfaction, and subsequently to 
psychological IPV175.  
                                                             
175
 This examination is outside the scope of this dissertation, but a model was tested in which an actor path has been added 
from trust M to satisfaction M and from trust F to satisfaction F. In this model, these paths were indeed significant, 
suggesting that there might be an indirect path from incongruence through trust, further to satisfaction and then to 
psychological IPV. However, when also including an intermittent actor path from satisfaction M to trust M and from 
satisfaction F to trust F, the paths from trust to satisfaction turned non-significant, and only the paths from satisfaction to 
trust remained significant. Furthermore, this inclusion also rendered the path from incongruence to trust non-significant. 
This indicates that the effect of incongruence on trust might be mediated through satisfaction, rather than running 
directly. Since trust still does not predict psychological IPV, these findings are not of interest for this study and will not be 
further elaborated on.  
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Since dyadic trust does not function as a mediator for psychological IPV, neither for 
incongruence, nor for discrepancy, these variables are also removed from the model. Figure 
43 presents this model, with a χ² = 35.978, df = 11, p = .000, Bollen-Stine p = .050, CFI = .920, 
SRMR = .0573. This at least indicates better fit than the previous model, but still is not 
indicative of a good fit (the CFI is below the desired cut-off of .95). Modification indices do 
still suggest an improvement of the chi-square if paths would be drawn from incongruence 
to both male and female psychological IPV, but bootstrap analyses have already revealed 
that, when not assuming normality, these effects are not significant. 
Therefore, the path coefficients for the following path model (Figure 42) will be presented in 
Table 72. 
FIGURE 42: RETAINED COMBINATION MODEL FOR PSYCHOLOGICAL IPV 
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TABLE 72: LIST OF PATH ESTIMATES FOR RETAINED COMBINATION MODEL FOR PSYCHOLOGICAL 
IPV 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence  Discrepancy M ..892 (.187; 1.569) .012 .195 (.041; .345) 
 Incongruence  Discrepancy F 1.556 (.774; 2.535) .000 .343 (.170; .557) 
 Discrepancy F Satisfaction M -.040 (-.061; -.020) .000 -.221 (-.337; -.112) 
 Discrepancy F Satisfaction F -.079 (-.096; -.058) .001 -.440 (-.529; -.320) 
 Discrepancy M Satisfaction F -.040 (-.061; -.020) .000 -.221 (-.337; -.112) 
 Discrepancy M Satisfaction M -.079 (-.096; -.058) .001 -.440 (-.529; -.320) 
 Incongruence Satisfaction M -.175 (-.298; -.063) .005 -.207 (-.362; -.077) 
 Satisfaction F Psych IPV F -.379 (-.702; -.132) .002 -.198 (-.376; -.071) 
 Satisfaction M Psych IPV M -.379 (-.802; -.132) .002 -.198 (-.376; -.071) 
 Discrepancy M Psych IPV M .099 (.033; .179) .004 .290 (.097; .531) 
  
 Correlations r 95% CI P   
 E1 E2 .401 (.211; .596) .000   
 E3 E4 .164 (-.013; .310) .071   
 E7 E8 .431 (.255; .577) .001   
  
 Squared multiple correlations R² 95% CI P   
 Discrepancy F .099 (.022; .218) .000   
 Discrepancy M .061 (.003; .165) .000   
 Satisfaction F .354 (.203; .488) .001   
 Satisfaction M .363 (.237; .463) .001   
 Psych IPV M .155 (.052; .284) .000   
 Psych IPV F .049 (.005; .142) .000   
 
Thus, incongruence predicts both male and female discrepancy, with a stronger effect on 
male discrepancy than on female discrepancy. This discrepancy then predicts own 
psychological IPV via the own and the partner’s relationship satisfaction. This effect is the 
same for men and women (i.e. there is no gender difference). Furthermore, there is also a 
direct effect of incongruence on male satisfaction, but not on female satisfaction. That is, 
besides an indirect effect of incongruence on male satisfaction via male discrepancy, 
incongruence also has a direct effect on male satisfaction. Lastly, there is also a direct effect 
of male discrepancy on male psychological IPV. Thus, for men, incongruence indirectly 
affects psychological IPV, via male discrepancy, via male satisfaction, and via a path that 
runs through both (total indirect effect: B = .205, 95% CI: .082 ~ .395, p = .000, Beta = .133). 
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For women, there is only a significant indirect path from incongruence through female 
discrepancy, to female satisfaction, and then to psychological IPV (indirect effect: B = .060, 
95% CI: .024 ~ .123, p = .001; Beta = .039). Table 71 provides an overview of the indirect 
effects of incongruence and discrepancy on psychological IPV. It is important to note that 
these coefficients provide the overall effect on either male or female psychological IPV, via 
all the paths through the two variables (e.g., the indirect effect of incongruence on male 
psychological IPV runs through male discrepancy, male satisfaction, and both). 
TABLE 73: LIST OF INDIRECT EFFECTS IN THE COMBINED MODEL FOR PSYCHOLOGICAL IPV 
Indirect effect B p Beta 
From (cause) To (effect) Est. 95% CI Est. 
Incongruence Psych IPV M .205 (.082; .395) .000 .133 
Incongruence Psych IPV F .060 (.024; .123) .001 .039 
Discrepancy F Psych IPV M .015 (.006; .031) .001 .045 
Discrepancy F Psych IPV F .030 (.010; .058) .002 .089 
Discrepancy M Psych IPV M .030 (.010; .058) .002 .089 
Discrepancy M Psych IPV F .015 (.006; .031) .001 .045 
 
To conclude, this model explains more of the variance in male psychological IPV (15.5%) 
than it does in female psychological IPV (4.9%). Although there are two paths that are equal 
for men and women (the actor-actor and partner-actor path from discrepancy via 
satisfaction to psychological IPV), both incongruence and discrepancy seem to be stronger 
predictors for men: incongruence predicts male satisfaction, but not female satisfaction; 
incongruence has a stronger effect on male discrepancy than on female discrepancy; and 
there is a direct relationship between male discrepancy and male psychological IPV, which is 
not the case for female discrepancy.  
4.2. COMBINED MODEL FOR PHYSICAL IPV 
Since dyadic trust did not significantly predict physical IPV in any of the separate models, 
the combined model for physical IPV only includes relationship satisfaction. Again, 
incongruence is hypothesized to predict male and female discrepancy. Figure 43 presents 
the combined model for physical IPV. Note that, as was found in the previous models, the 
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actor and partner paths from discrepancy to satisfaction (paths ‘a’ and ‘b’) are set to be 
equal, as well as the actor path from satisfaction to physical IPV (paths ‘c’). This model has 
17 distinct parameters to be estimated, which is below the desired 10:1 ratio. 
FIGURE 43: COMBINED MODEL FOR PHYSICAL IPV 
 
TABLE 74: LIST OF PATH ESTIMATES FOR COMBINED MODEL FOR PHYSICAL IPV  
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence  Discrepancy M .885 (.187; 1.569) .012 .195 (.041; .345) 
 Incongruence  Discrepancy F 1.561 (.774; 2.535) .000 .343 (.170; .557) 
 Incongruence  Satisfaction F .035 (-.100; .136) .587 .043 (-.122; .166) 
 Incongruence Satisfaction M -.153 (-.301; -.050) .005 -.186 (-.366; -.061) 
 Discrepancy M Satisfaction M -.081 (-.098; -.057) .001 -.449 (-.544; -.318) 
 Discrepancy M Satisfaction F -.041 (-.062; -.021) .001 -.229 (-.341; -.116) 
 Discrepancy F Satisfaction M -.041 (-.062; -.021) .001 -.229 (-.341; -.116) 
 Discrepancy F Satisfaction F -.081 (-.098; -.057) .001 -.449 (-.544; -.318) 
 Satisfaction M Phys IPV M -.173 (-.523; -.043) .010 -.128 (-.388; -.032) 
 Satisfaction F Phys IPV F -.173 (-.523; -.043) .010 -.128 (-.388; -.032) 
  
 Correlations r 95% CI P   
 E1 E2 .164 (-.013; .310) .071   
 E3 E4 .429 (.258; .577) .000   
 E5 E6 .258 (.032; .610) .016   
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 Squared multiple correlations R² 95% CI P   
 Discrepancy F .099 (.022; .218) .000   
 Discrepancy M .061 (.003; .165) .000   
 Satisfaction F .359 (.199; .482) .001   
 Satisfaction M .362 (.234; .461) .001   
 Phys IPV M .015 (.002; .076) .000   
 Phys IPV F .046 (.002; .196) .000   
 
From Table 74, it can be observed that one path in this model has lost its significance when 
combining all the elements from the previous models: the path from incongruence to 
female satisfaction (Beta = .043, p = .587). We had already established in a previous model 
that the path from incongruence to male satisfaction was stronger for men than for women. 
When including the discrepancy-variable, the direct path from incongruence to female 
satisfaction no longer accounts for a significant effect. However, when testing whether, in 
the present model, the paths from incongruence to satisfaction differ significantly for men 
and women, the chi-square test indicates that they do not: χ² = 62.608, df = 12, p = .000, 
Bollen-Stine p = .297. Thus, we must assess the path coefficient and its significance by 
setting both paths to be equal. When testing such a model (B = -.053, 95% CI: -.169 ~ .033, p 
= .243, Beta = -.065), it appears that both paths in this model are not significant.  
Logically, as was the case in the first combined model, the paths from incongruence to male 
discrepancy (Beta = .195) and female discrepancy (Beta = .343) are significant, and also 
significantly different from each other, with incongruence having a stronger effect on 
female discrepancy than on male discrepancy. Unlike in the combined model for 
psychological IPV, there are no direct effects of discrepancy on physical IPV perpetration. 
Thus, incongruence predicts discrepancy, and the path from discrepancy to physical IPV is 
then mediated via actor and partner effects on satisfaction. Since all these paths are equal 
for men and women, one can conclude that a person’s discrepancy will have a significant 
effect on both the own and the partner’s satisfaction, and each person’s satisfaction will in 
turn increase that person’s chance of perpetrating physical IPV. The final model thus looks 
like the model presented in Figure 44. 
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FIGURE 44: RETAINED COMBINED MODEL FOR PHYSICAL IPV  
 
TABLE 75: LIST OF PATH ESTIMATES FOR RETAINED COMBINED MODEL FOR PHYSICAL IPV 
 Regression paths B   Beta  
 From (cause) To (effect) Est. 95% CI P Est. 95% CI 
 Incongruence  Discrepancy M .885 (.187; 1.569) .012 .195 (.041; .345) 
 Incongruence  Discrepancy F 1.561 (.774; 2.535) .000 .343 (.170; .557) 
 Discrepancy M Satisfaction M -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
 Discrepancy M Satisfaction F -.046 (-.068; -.024) .001 -.253 (-.376; -.132) 
 Discrepancy F Satisfaction M -.046 (-.068; -.024) .001 -.253 (-.376; -.132) 
 Discrepancy F Satisfaction F -.082 (-.098; -.060) .001 -.452 (-.543; -.335) 
 Satisfaction M Phys IPV M -.173 (-.523; -.043) .010 -.128 (-.388; -.032) 
 Satisfaction F Phys IPV F -.173 (-.523; -.043) .010 -.128 (-.388; -.032) 
  
 Correlations r 95% CI P   
 E1 E2 .164 (-.013; .310) .071   
 E3 E4 .402 (.230; .554) .000   
 E5 E6 .258 (.032; .610) .016   
  
 Squared multiple correlations R² 95% CI P   
 Discrepancy F .099 (.022; .218) .000   
 Discrepancy M .061 (.003; .165) .000   
 Satisfaction F .375 (.227; .505) .001   
 Satisfaction M .296 (.182; .398) .001   
 Phys IPV M .014 (.002; .072) .000   
 Phys IPV F .047 (.002; .206) .000   
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Thus, it can be concluded that incongruence affects both male and female discrepancy, but 
has a stronger effect on female than on male discrepancy. From then on, the indirect paths 
(actor-actor and partner-actor) are equal for men and women. Table 76 lists all the indirect 
effects of incongruence and discrepancy on physical IPV.  
TABLE 76: LIST OF INDIRECT EFFECTS FOR COMBINED MODEL FOR PHYSICAL IPV  
Indirect effect B p Beta 
From (cause) To (effect) Est. 95% CI Est. 
Incongruence Phys IPV M .031 (.006; .088) .011 .028 
Incongruence Phys IPV F .036 (.010; .103) .005 .032 
Discrepancy F Phys IPV M .010 (.002; .029) .007 .040 
Discrepancy F Phys IPV F .017 (.003; .045) .011 .072 
Discrepancy M Phys IPV M .017 (.003; .045) .011 .072 
Discrepancy M Phys IPV F .010 (.002; .029) .005 .040 
 
Despite this indirect path from incongruence through discrepancy, through satisfaction 
(actor and partner effect), to physical IPV, the model can only explain about 1.4% of the 
variance in male physical IPV and 4.7% of the variance in female physical IPV. Furthermore, 
the model shows only a limited model fit. Although the Bollen-Stine test suggests good fit, 
χ² = 64.030, df = 13, p = .000, Bollen-Stine p = .299, the other fit indices are below the 
desired value: CFI = .811, SRMR = .0939. Thus, based on the Bollen-Stine test, which does 
not assume normality, this model can be considered a plausible model for the data. 
Modification Indices again suggest an improvement in chi-square if some of the paths, that 
were previously removed, should be included again (e.g., from incongruence to male 
satisfaction, female satisfaction and male physical IPV, and from male discrepancy to male 
physical IPV). However, as already discussed, these modification indices are based on the 
ML-estimation in which these paths were significant.  
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5. CONCLUSION 
In this second study, two central research questions were postulated: (1) what is the 
influence of preference discrepancy on IPV?, and (2) what is the influence of preference 
incongruence on IPV? To answer these questions, dyadic data analyses were conducted by 
estimating and testing Actor-Partner Interdependence Models and path models in SEM. 
 A first interest was whether preference discrepancy and preference incongruence had a 
direct effect on the occurrence of IPV, or rather an indirect effect via a mediator variable. 
Since most previous research (in several domains) on disconfirmation had focused on, and 
found evidence for, (dis)satisfaction as the negative outcome of disconfirmation, and since 
relationship satisfaction has been identified in earlier studies as a consistent risk factor for 
IPV, it was theorized that preference disconfirmation (discrepancy and incongruence) might 
influence relationship satisfaction, which in turn increases the risk of IPV perpetration. 
Because results in study 1 did not confirm this theory since we failed to find evidence that 
satisfaction predicted IPV, another possible mediator variable, besides relationship 
satisfaction, was included in this second study: dyadic trust. This concept was chosen 
because it reflects something very interpersonal (i.e., the trust in the benevolence of the 
partner), and because it had already been suggested that the relation between dyadic trust 
and interpersonal conflict should be assessed (Larzelere & Huston, 1980). Furthermore, 
since the first study also revealed a significant total effect (in which neither the direct nor 
the indirect effect was significant on itself), it was plausible that there would also be a direct 
effect of disconfirmation on IPV. 
A second interest dealt with the presence of actor and partner effects. Since intimate 
partner violence can be considered a dyadic phenomenon, with both partners influencing 
the behavior of the other partner, it was hypothesized that preference disconfirmation 
might not only influence one’s own relationship satisfaction (or trust), or IPV perpetration, 
but also the partner’s relationship satisfaction (or trust), or IPV perpetration. Therefore, IPV 
was approached from a dyadic perspective in this study, by collecting data from both 
partners and examining the consequences of this interdependence. Do both partners 
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influence each other’s behavior, and are there different dynamics at play for the male 
partner and for the female partner? 
A third interest was whether or not the same patterns emerged for preference discrepancy 
and preference incongruence, and when explaining psychological IPV or physical IPV. 
Furthermore, as a fourth interest, we questioned what would happen to the relations that 
were found between preference disconfirmation (discrepancy and/or incongruence) and 
psychological and/or physical IPV when other, already proven, risk factors of IPV were 
included. Would the inclusion of such risk factors change, reduce, or eliminate the patterns 
found between disconfirmation and IPV? 
To answer these questions, data was collected from 515 participants, from which we could 
retain 178 couples of which data from both partners was received. All the scales that were 
included in the final APIMeM’s or path models were adjusted for the social desirability bias. 
Bootstrap analyses were performed in SEM (using AMOS), because the data were not 
normally distributed.  
To answer part of the first research question, namely whether preference discrepancy 
influences the perpetration of psychological IPV, the answer is: yes, to some degree. Since 
dyadic trust did not significantly predict psychological IPV, no indirect effects were found 
between discrepancy and psychological IPV through dyadic trust. However, relationship 
satisfaction did mediate the effect of discrepancy on psychological IPV. There was a 
significant actor and partner effect of discrepancy on satisfaction. These effects showed no 
gender interaction, indicating that the effects are the same for male and female partners. 
Thus, a person’s discrepancy not only influences his/her own satisfaction (Beta = -.45), but 
also his/her partner’s satisfaction (Beta = -.25). The higher a person’s discrepancy, the lower 
both partners’ satisfaction. Relationship satisfaction in turn showed an actor effect on 
psychological IPV perpetration. That is, a person’s relationship satisfaction significantly 
predicts his/her own perpetration of psychological IPV (Beta = -.15). Again, no gender 
interaction was found for this effect. Thus, there is an actor-actor and a partner-actor effect 
of discrepancy via relationship satisfaction on psychological IPV perpetration. There is, 
however, also one direct effect of discrepancy on psychological IPV, and that is the actor 
effect for men (Beta = .32): a higher discrepancy in men will increase the risk of men’s 
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perpetration of psychological IPV. The entire model (with relationship satisfaction as 
mediator) was able to explain 17% of the variance in male psychological IPV and 10% in the 
variance of female psychological IPV. The model with these indirect effects and this direct 
actor effect showed a good fit to the data, suggesting that this is a plausible model. The 
inclusion of covariates (i.e., male anger management and female report of conflict) did not 
significantly alter any of the paths found in the model, suggesting that the effects are 
relatively robust. 
When answering the research questions concerning the influence of preference discrepancy 
on physical IPV perpetration, several similar effects were found as the ones found for 
psychological IPV perpetration. Again, dyadic trust did not significantly predict physical IPV, 
and was thus eliminated a possible mediator for indirect effects between discrepancy and 
physical IPV. Relationship satisfaction, however, did again mediate the effect of discrepancy 
on physical IPV. Similar to the model for psychological IPV, both an indirect actor-actor 
effect and an indirect partner-actor effect were found. Again, these effects showed no 
gender interactions and are hence the same for men and women. Thus, a person’s 
discrepancy significantly predicts his own satisfaction (Beta = -.45) and his/her partner’s 
satisfaction (Beta = -.25). A person’s relationship satisfaction, in turn, significantly predicts 
that person’s physical IPV perpetration (Beta = -.13). Different from the model for 
psychological IPV is that no significant direct effect could be found. Although the path 
estimate for the actor effect of male discrepancy on male physical IPV was quite substantial 
(Beta = .38), whereas the actor effect for the female partner was virtually non-existing (Beta 
= -.09), no gender interaction was found (i.e., results suggested that effect for men was the 
same as the effect for women). Constraining these paths to be identical then eliminated any 
significance in the path estimate for the male direct effect. The reason for this strange 
occurrence is the high non-normality in the variable physical IPV. This has resulted in a large 
standard error when using bootstrap analysis, which in turn has led to a very wide 
confidence interval that includes zero (and thus, is non-significant). Therefore, tests for 
gender interaction or path estimates turn non-significant. Since bootstrap analysis accounts 
for this non-normality, results of such analyses can be quite different from the default 
Maximum Likelihood estimation method that just assumes normality in the variables. Thus, 
in conclusion, physical IPV perpetration is only indirectly influenced by discrepancy, 
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whereas psychological IPV perpetration is also directly influenced by male preference 
discrepancy. The model predicting physical IPV also explains less of the variance in physical 
IPV compared to the model predicting psychological IPV: only 3% of the variance in male 
physical IPV and 7% of the variance in female physical IPV. There is also still some of the 
interdependence unexplained by the model (r = .25). This model also showed a good fit to 
the data, and the inclusion of the covariate (i.e., male sexual abuse history) did not make 
significant changes in the model. 
These results suggest that the effect of preference discrepancy on both psychological and 
physical IPV perpetration is mostly indirectly, via relationship satisfaction. Preference 
discrepancy shows both an actor and a partner effect on relationship satisfaction, 
accounting for 30% of the variance in male satisfaction and 38% of the variance in female 
satisfaction. The actor effect of relationship satisfaction on psychological and physical IPV is 
rather small (Beta = -.15 for psychological IPV and -.13 for physical IPV), but significant, 
suggesting that a person’s satisfaction predicts his/her IPV perpetration, but not his 
partner’s perpetration of IPV. The predominant difference is the fact that male 
psychological IPV is also directly predicted by male discrepancy, but male physical IPV is 
not. The fact that the latter direct effect was not significant was mainly due to the high non-
normality in the physical IPV variable.  
To provide an answer to the second central research question, about the influence of 
preference incongruence on both psychological and physical IPV, we first looked at the 
models for psychological IPV, with relationship satisfaction and dyadic trust as mediator 
variables. Both models found no direct effects of incongruence on psychological IPV. They 
only found one indirect effect, namely an actor-actor effect of incongruence on 
psychological IPV, mediated by relationship satisfaction and dyadic trust. Incongruence 
significantly predicted male (Beta = -.36) and female (Beta = -.16) satisfaction, but had a 
significant stronger effect on male satisfaction than on female satisfaction. Incongruence 
also significantly predicted dyadic trust (Beta = -.26), equally for male and female partners. 
Incongruence accounted for respectively 14% and only 3% of the variance in male and 
female relationship satisfaction, and for respectively 7% and 6% of the variance in male and 
female dyadic trust. Then, both satisfaction and dyadic trust had a significant actor effect 
on psychological IPV (respectively Beta = -.20 and -.14). Again, no gender interaction was 
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found, suggesting that this effect was not different for men and women. However, after the 
inclusion of the covariates (i.e., male anger management and female report of conflict), the 
effect of dyadic trust on psychological IPV was eliminated. That is, there is no longer an 
indirect effect of incongruence on psychological IPV in the model with dyadic trust. 
Relationship satisfaction as a mediator did hold, and thus, the only indirect effect of 
incongruence on psychological IPV runs through relationship satisfaction. The model with 
relationship satisfaction as mediator (and without the inclusion of the covariates176) 
explained 15% of the variance in male psychological IPV and 8% of the variance in female 
psychological IPV. Model fit was not as good as for the models with discrepancy, but still 
suggested an adequate fit according to the Bollen-Stine test.  
Secondly, the influence of incongruence on physical IPV was examined. Dyadic trust did not 
significantly predict physical IPV and was thus excluded as possible mediator variable for 
the effect of incongruence on physical IPV. As for the models with psychological IPV, 
incongruence significantly predicted both male (Beta = -.36) and female (Beta = -.16) 
satisfaction, but was a stronger predictor for male satisfaction. Relationship satisfaction 
then had a small but significant negative effect on physical IPV (Beta = -.13). No gender 
interaction was found for this effect, suggesting that the effect of satisfaction on physical 
IPV does not differ for men and women. There are no direct effects. The total model 
explains 3% of the variance in male physical IPV and 6% in female physical IPV. It should be 
noted that the non-normality of physical IPV again has had a tremendous influence on the 
path from incongruence to male physical IPV. Although this path estimate was very strong 
(Beta = .44), it was not significant due to its high standard error. There is still a very high 
interdependence between both partners’ relationship satisfaction that is not explained by 
the model (r = .56). This model showed some evidence of good fit based on the Bollen-Stine 
test, but not based on the other ML-estimated fit indices. The inclusion of the covariate 
(i.e., male sexual abuse history) did not alter the effects that were found.  
In conclusion, incongruence only had an indirect effect on both psychological and physical 
IPV and, after inclusion of the covariate(s), only via relationship satisfaction. In general, the 
models with incongruence did not explain as much of the variance in relationship 
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the covariates always results in an increase in the amount of explained variance of the IPV-scales. Therefore, we do not 
report it here, because the importance here is on the actual amount of variance that is explained by our central concepts. 
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satisfaction and in psychological and physical IPV as the models with discrepancy. The 
results also suggest that there is no gender difference in the effect of discrepancy on 
satisfaction, but that there is a gender difference in the effect of incongruence on 
satisfaction, with the effect being stronger for male partners than for female partners.   
The finding that discrepancy seemed to be a better predictor of relationship satisfaction and 
IPV than incongruence, made us wonder whether Vervaeke’s (1994) suggestion would be 
plausible. He hypothesized that preference incongruence could be viewed as the precursor 
of preference discrepancy: partners whose preferences are more aligned might experience 
less discrepancy. Although not initially formulated as a research question on itself, we did 
examine this hypothesis, based on the combination of the models for discrepancy and 
incongruence. The analysis for the model with psychological IPV showed a significant effect 
of incongruence on male (Beta = .20) and female (Beta = .34) discrepancy, with the effect 
being stronger on female discrepancy. Discrepancy in turn has a significant actor-actor 
effect and partner-actor effect on psychological IPV through relationship satisfaction. 
Incongruence no longer has an effect on female satisfaction, but only on male satisfaction. 
The direct actor effect of male discrepancy on male psychological IPV still remains. The 
model as a whole is able to explain 15.5% of the variance in male psychological IPV and 
4.9% of the variance in female psychological IPV. The Bollen-Stine test is significant, 
suggesting this model has good fit to the data, but the ML-estimate fit indices suggest a 
rather poor fit. In the model with physical IPV, there was of course again a significant effect 
of incongruence on male and female discrepancy (stronger for females). Discrepancy in turn 
had an indirect actor effect through relationship satisfaction on physical IPV. The most 
important change in this model by including both incongruence and satisfaction is the loss 
of significance of the effect of incongruence on male and female satisfaction. It seems that 
preference discrepancy is the better predictor of satisfaction. This model could only explain 
1.4% of the variance in male physical IPV and 4.7% of the variance in female physical IPV. 
Again, the Bollen-Stine test suggests good fit, but the other ML-estimated fit indices do 
not. This additional exploration of a combined model mainly showed that preference 
discrepancy is a better predictor for relationship satisfaction than preference incongruence. 
There are a number of methodological remarks to be made in light of these results. First of 
all, there were instances where the evaluation of the goodness-of-fit of a model was not 
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straightforward. On some occasions, the bootstrapped Bollen-Stine test suggested that the 
model was a good fit to the data (i.e., when the bootstrapped p-value for the chi-square was 
not significant), but the other fit indices pointed towards a bad fit. It should be noted that 
the latter fit indices were estimated via the Maximum Likelihood estimation method. This 
method assumes normality of the data. Since we have established that our data was not 
multivariately normal, these ML-estimated fit indices might be biased (Bollen & Stine, 1992; 
Nevitt & Hancock, 2001). Therefore, caution is required when interpreting the CFI and 
SRMR fit indices, and most value should be placed on the interpretation of the chi-square, 
since this fit index has been adjusted for non-normality by using the Bollen-Stine p-value 
instead of the ML-estimated p-value. Future research could go the extra mile and explore 
the highly complex procedure to also bootstrap these other fit indices (see for example 
Bollen & Stine, 1992).  
A second methodological remark deals with the sample size in this study. It is known that 
SEM requires rather large samples for testing a model’s goodness-of-fit (Kline, 2011). With 
our sample of 178 ‘full’ couples, we were rather limited in the number of parameters that 
could be included in the models in order to achieve appropriate power. Throughout the 
analyses, we have aimed to approximate the desired ratio of 10:1, that is, 10 units of analysis 
(i.e., couples) for one parameter. In most models, this ratio was achieved. However, in 
dyadic data analyses, the focus is first and foremost on the pure estimation of actor and 
partner paths and on the assessment of gender interactions. According to the practice in 
dyadic research, our sample size of 178 couples is considered relatively large. Kenny and 
colleagues (2006) have examined a set of studies and found a median sample size of 101 
dyads in these studies177. Thus, we can conclude that our sample of 178 couples is large 
enough to make statements about our research with confidence. However, we do advice 
future studies that not only want to purely estimate and interpret actor and partner effects, 
but that also want to test model fit in SEM, to collect as much dyadic data as possible, 
although the collection of couple data is much more difficult. Larger samples will allow 
more complex models to be tested. This reflection also immediately shows the difficulty of 
conducting dyadic research. To be able to estimate both actor and partner effects in SEM, 
the data has to be analyzed on a couple-level instead of on an individual-level. This means 
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 They even notice that their selection included only publications in major journals, and therefore they expect the sample 
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299 
 
that the sample size of the data is immediately decreased by half, because two individuals 
only make up one unit of analysis in dyadic research. However, the benefits of exploring 
different phenomena and processes from a dyadic point of view outweigh these difficulties. 
An third methodological remark is the fact that the possibility of feedback loops (Hair et al., 
2010; Kline, 2011; Reis, Collins, & Berscheid, 2000) is not investigated in this dissertation. A 
feedback loop is a “relationship when a construct is seen as both a predictor and an 
outcome of another single construct (Hair et al., 2010, p. 689). It might be possible that 
preference discrepancy, for example, might predict relationship satisfaction, but that 
relationship satisfaction also predicts preference discrepancy. These types of nonrecursive 
relationships (feedback loops) have not been taken into consideration in this dissertation. 
First of all, nonrecursive models are less straightforward to estimate than recursive models 
and require additional assumptions178 (Kline, 2011). Also, estimating reciprocal effects in a 
feedback loop with cross-sectional data, as is the case in this dissertation, is not ideal. 
Longitudinal data provides more theoretical ground for interpreting nonrecursive 
relationships (Hair et al., 2010). A final, more practical reason why feedback loops were not 
included in the models is because of the fact that this would increase the number of 
parameters that needed estimation (e.g., not only the path from discrepancy to 
satisfaction, but also the path from satisfaction to discrepancy). Since our sample size 
limited us in the number of parameters, feedback loops were not included. However, it 
might be of interest to increase sample size in future research, and to use a longitudinal 
rather than a cross-section design, in order to investigate the possible existence of such 
reciprocal relations or feedback loops.   
The fourth methodological remark concerns the non-normality of the IPV-scales. It is 
understandable that data concerning intimate partner violence does not follow a normal 
distribution in the population. Hence, it came as no surprise that the variables that 
measured IPV were also not normally distributed. This finding should not be problematic. 
However, it becomes problematic when the data analysis methods used are not equipped to 
take this non-normality into account. Results from the bootstrap analysis in SEM differed a 
lot from the default Maximum Likelihood method that assumes normality. This study is a 
great example that ignoring non-normality might severely bias results. Although the 
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analysis methods used for the descriptive analyses often carried the assumption of 
normality, and thus, our results might have been biased in these tests, the final path 
analyses conducted in SEM were performed with bootstrap analysis. Bootstrap analysis is a 
wonderful method to take into account the non-normality of the data and should be used 
more often in research concerning intimate partner violence and other phenomena that are 
assumed not to be normally distributed in the population.  
A fifth methodological remark is the fact that, in path analysis, observed variables are 
treated as if they are measured without error (Kline, 2011; Byrne, 2010). Even though we 
have set stringent demands concerning the reliability of our instruments and scales, none of 
the variables included in the path analyses was measured completely without error. 
Although measurement without error is almost impossible in social sciences research, this 
might have biased estimated of path coefficients (Kenny & McCoach, 2003; Kline, 2011). In 
SEM, it is possible to incorporate reliability estimates into the model to adjust error 
variances to nonzero values (Kenny & McCoach, 2003). Although this might be a better way 
to deal with this issue, this method also has its problems (Kenny & McCoach, 2003). Related 
to this issue is the fact that the reliability of the scale for female physical IPV was too low to 
be considered adequate. However, we still chose to include this scale, because we believe 
that the scales of the CTS2 are in fact formative measurements instead of reflective 
measurements, and as such, the standard reliability tests are meaningless for such scales 
since no internal consistency between the indicators is assumed. 
A sixth and very important remark is the fact that SEM is used in an exploratory way in this 
dissertation. From the moment that post hoc modifications have been made to models that 
are tested in SEM (such as deleting a parameter), the confirmatory approach of SEM is lost 
and the study becomes exploratory in nature (Lei & Wu, 2007). Since the aim of this 
dissertation has been to explore the possible influence of preference disconfirmation on 
IPV, this is not considered problematic. However, if we want to make any firm statements 
about our findings and about the relationship between preference disconfirmation and IPV, 
it is imperative to cross-validate our final retained models with new, independent samples 
(Lei & Wu, 2007).  
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The seventh and final methodological remark concerns considering and testing equivalent 
models (Kline, 2011). Equivalent models have a different configuration of paths, but have 
the same values of fit statistics as the proposed model (Kline, 2010). Therefore, these 
equivalent models are in fact equally plausible alternative explanations that have the same 
fit to the data as the proposed model (Hair et al., 2010). Researchers should acknowledge 
the existence of such models, and should ideally generate a few meaningful equivalent 
versions (Kline, 2011). In this dissertation, we will not present such equivalent versions, but 
we accept the fact that our retained model is only one of several equally plausible 
explanations for the data. Although the proposed model theoretically made sense, it is 
likely that other equivalent or near-equivalent models could also make theoretical sense. 
Since this was the very first exploration of the possible influence of preference 
disconfirmation on IPV, our theoretical assumptions prior to the analysis were not yet 
founded in a very solid theoretical basis. Replication of these results in independent samples 
is thus warranted, and if it is again shown that this model has a good fit to the data, the 
preference of the present model over the equivalent models will need to be explained 
(Kline, 2011).  
Overall, our results provide a first indication that preference disconfirmation, and then 
primarily preference discrepancy, has an influence on the perpetration of psychological and 
physical IPV. This influence is predominantly indirect, mediated by relationship satisfaction. 
More male than female psychological IPV perpetration could be explained by the models 
(discrepancy – satisfaction – psychological IP: 17% for men and 10% for women; 
incongruence – satisfaction: - psychological IPV 15% for men and 8% for women). The 
reverse was true for physical IPV perpetration: more female than male physical IPV 
perpetration could be explained (discrepancy – satisfaction – physical IPV: 3% for men and 
7% for women; incongruence – satisfaction – physical IPV: 3% for men and 6% for women). 
These percentages also show that the models were able to explain more of the variance in 
psychological IPV than in physical IPV. It seems that preference disconfirmation, and its 
mediation via relationship satisfaction, is more at play when it concerns psychological IPV. It 
appears that the dynamics that precede physical IPV are different than the dynamics 
preceding psychological IPV. One hypothesis is that psychological IPV is more the result of 
interpersonal processes within a relationship, whereas physical IPV might be more driven by 
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intrapersonal factors, such as the personality of the person who uses physical aggression. 
However, in psychological IPV, our models were thus able to explain a reasonable amount 
of variance in the reports. Finding a model that is able to explain about 10 to 15% of the 
variance of IPV is not so bad, considering the fact that IPV is a very complex phenomenon 
that is known to be (partially) explained by a large number of risk factors that only have a 
small or moderate effect (Stith et al., 2004).  
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X .  D I S C U S S I O N  
The starting point of this dissertation has been to look at possible explanations for intimate 
partner violence from a relational perspective. Most often, researchers have tried to identify 
intrapersonal characteristics of thé perpetrator or thé victim as possible risk markers for 
IPV. However, by doing so, they often seem to overlook the possible importance of the 
dynamics within the couple or the mutual influence between both partners in an intimate 
relationship.  
A literature review of key elements in IPV-research has taught us that IPV is not only 
perpetrated by men, but equally so by women. Even more so, a large proportion of IPV is 
bidirectional, in which both partners of a couple are both victims and perpetrators of 
violence. This evidence strengthened us in our decision to deviate from the mainstream 
thinking of male perpetrators and female victims, and to focus on the relationship between 
both partners without labelling them as perpetrator or victim. Furthermore, the literature 
showed that IPV is a complex phenomenon that seems to be explained by an abundance of, 
mostly intrapersonal, risk factors that all have a rather small effect on IPV on itself. Also, 
although there has been some attention for more contextual and relational aspects as 
possible risk markers more recently (such as relationship satisfaction, communication 
between partners), such research has almost always used data from only one partner of the 
couple to investigate such relational variables, thereby ignoring the inherent characteristics 
of relationships, namely that partners are not independent from each other. Throughout 
this dissertation (more specifically, in the run-up to the second study), it had become clear 
to us that if relational elements or dynamics are explored, the approach to the data has to 
be dyadic in nature.   
Thus, we had the distinct desire to investigate dynamics between partners in intimate 
relationships and its influence on IPV. Although there are some mechanisms that have 
already been studied in relation to IPV, such as the demand-withdraw pattern and adult 
attachment combinations, these mechanisms are mostly rather static and difficult to 
change. Another concept that has not yet been studied in the context of IPV is the 
disconfirmation hypothesis. Since this mechanism has the quality that it is malleable to 
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change, we chose to explore the suitability of preference disconfirmation as a possible 
mechanism to capture these dynamics. The general assumption behind this mechanism of 
preference disconfirmation is that when people’s preferences are not realized in some 
actual situation (i.e., discrepancy), this will generate a negative effect. Also, when people 
don’t share the same preferences (i.e., incongruence), a similar negative effect can occur. 
An exploration of the study of this mechanism in several different research domains has 
shown that associations were found in several areas (e.g., in research on the self-concept, 
communication with others, pre- versus postnatal relationships) between some type of 
operationalization of disconfirmation and (dis)satisfaction.  
Since there were no previous studies that had explored the relationship between preference 
disconfirmation and intimate partner violence, a first study was set up to investigate 
whether there is such an association at all. Because there was no previous research that has 
used intimate partner violence as the operationalization of the ‘negative effect’ that is 
caused by preference disconfirmation, we considered the possibility that the effect of 
disconfirmation on intimate partner violence would be mediated by another variable that 
represents the ‘immediate’ negative effect of disconfirmation. Given the fact that the most 
used negative outcome of disconfirmation in previous research was ‘satisfaction’ and since 
(dis)satisfaction is consistently considered one of the most important risk factors for IPV, it 
was decided to include relationship satisfaction as the possible mediator of the effect of 
preference disconfirmation on intimate partner violence. In this first study, the focus was 
solely on preference discrepancy. Mediation analysis via bias-corrected bootstrapping was 
conducted to examine whether discrepancy had a direct and/or an indirect effect on 
psychological and physical IPV. Bootstrapping is considered the best technique to conduct 
mediation analysis and allows for non-normal data to be used. These analyses indicated an 
indirect effect of discrepancy on psychological and physical IPV victimization, but not via 
relationship satisfaction, but via conflict resolution. A total effect of discrepancy was found 
on physical IPV perpetration (but not psychological IPV perpetration). What did these 
results indicate? First of all, the fact that a total effect was found on physical IPV 
perpetration suggested that discrepancy did somehow influence physical IPV perpetration. 
Since, however, neither the direct nor the indirect effect was significant, it remained unclear 
which path (the direct or the indirect path) is most at play.  Secondly, an indirect effect was 
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found, but not via the hypothesized mediator of relationship satisfaction. As hypothesized, 
preference discrepancy did indeed significantly influence the level of satisfaction, but 
contrary to previous IPV-literature, satisfaction did not predict reports of IPV perpetration 
and/or victimization. A possible explanation for this lack of significance might have been the 
fact that the scale that was used to measure relationship satisfaction (from the ENRICH 
inventory), was not the best possible operationalization of relationship satisfaction. 
Concluding from this first study is that there is some evidence that discrepancy influences 
IPV reports, which justified further research on the concept of disconfirmation. Since 
relationship satisfaction was not measured very reliably, it is worth re-examining the 
possibility of indirect effects with a more reliable and valid measure for satisfaction.  
A very important change in the research design after this first study is making the switch to 
a truly dyadic analysis. In the first study, data from couples was collected, but no full 
advantage had been made of the fact that data was available from both partners of the 
couples. Having dyadic data (i.e., couple data) on hand allows for the possibility to 
investigate dynamics between both partners and to explore actor and partner effects. That 
is, partners in an intimate relationship are inherently interdependent, with the behavior of 
one partner possibly not only affecting his/her own outcome (actor effect), but also his/her 
partner’s outcome (partner effect). Conducting dyadic data analysis means examining the 
data on a ‘higher’ level, with the focus on the couple as a system rather than on one 
individual. 
A second study was set up, in which the focus was broadened. In this study, both preference 
discrepancy and incongruence were examined. Furthermore, a better instrument for 
relationship satisfaction as a mediator was searched for and a possible alternative mediator 
in the form of ‘dyadic trust’ was also included. Although we attributed the lack of 
significance of relationship satisfaction on IPV in the first study to an unreliable 
measurement of the concept, we did want to explore another alternative just in case 
relationship satisfaction again would not perform as hypothesized. We also included some 
well-studied risk factors for IPV, to investigate whether potential effects of preference 
disconfirmation would remain significant after the inclusion of such ‘competitors’ for 
preference disconfirmation. Most importantly, the data in this second study was analyzed 
from a dyadic perspective, using path analysis in SEM. Different path models, most of them 
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in the form of Actor-Partner Interdependence Models (APIMs), were estimated and tested 
on their goodness-of-fit. Different models tested the influence of discrepancy or 
incongruence on both psychological and physical IPV, and with relationship satisfaction or 
dyadic trust as mediators. Important to notice is that most of the paths in the models are 
not different between men and women. That is, most of the relationships that were found 
are the same for both partners and show that, in general, there appears to be little 
difference in the way preference disconfirmation (and relationship satisfaction) influences 
the behavior of men and women. Also, in this study, relationship satisfaction is in fact the 
better mediator variable of the two: dyadic trust was a poor predictor of psychological and 
physical IPV. Thus, for this study, the association found between relationship satisfaction 
and IPV is in line with previous research. Furthermore, the fact that this indirect effect via 
satisfaction was not found in the first study, but was found in this second study, will likely be 
due to the improved measurement of relationship satisfaction. 
Results of this study indicate that the effect of both discrepancy and incongruence on IPV 
runs predominantly indirectly, via relationship satisfaction. Discrepancy has both an actor-
actor and partner-actor effect on psychological and physical IPV: a partner’s discrepancy 
significantly predicts his/her own relationship satisfaction as well as the satisfaction of 
his/her partner, and subsequently, a person’s satisfaction significantly predicts his/her own 
IPV perpetration. Thus, the relationship satisfaction of one partner does not increase the 
chance of IPV perpetration from the other partner. However, a partner’s level of discrepancy 
concerning relationship behavior will influence both partners’ level of satisfaction with the 
relationship. Only one direct effect of discrepancy on IPV was found: the effect of male 
discrepancy on male psychological IPV perpetration. So, in the model for psychological IPV, 
male discrepancy not only had an indirect effect via satisfaction, but also a direct effect on 
male psychological IPV. Only an indirect effect was found from preference incongruence to 
IPV. In these models, incongruence predicted both male and female satisfaction, but had a 
stronger effect on men’s than on women’s satisfaction. Subsequently, a person’s 
relationship satisfaction predicted his/her own IPV perpetration (both psychological and 
physical). All the models with satisfaction as mediator remained unchanged after the 
inclusion of other previously studied risk factors, indicating that the associations that were 
found appear to be relatively robust. 
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In conclusion, preference discrepancy and preference incongruence indirectly influence the 
perpetration of psychological and physical intimate partner violence. There is some 
evidence of couple dynamics, since one partner’s discrepancy affects both partners’ 
satisfaction. However, no partner paths were found from discrepancy or satisfaction to IPV. 
The discrepancy of one partner does not predict the IPV perpetration of the other partner. 
Similarly, one partner’s satisfaction does not predict the other partner’s IPV perpetration. 
More partner effects were expected, but only relationship satisfaction (and dyadic trust) 
was influenced by partner variables. There is also some evidence for a direct effect of 
discrepancy on psychological IPV. In general, it seems that the effects of incongruence and 
discrepancy are somewhat stronger for men than for women. Although there is no gender 
difference for most paths (i.e., the effect is the same for men as for women), incongruence 
does have a stronger effect on male than on female satisfaction, and the only direct effect 
of discrepancy on IPV is found for men. Also, preference discrepancy and incongruence 
could explain more of the variance in psychological IPV than in physical IPV: about 15 to 17% 
of the variance in male psychological IPV versus 3% of the variance in male physical IPV, and 
about 8 to 10% of the variance in female psychological IPV versus 6 to 7% of the variance in 
female physical IPV. Overall, this suggests that a reasonable proportion of the variability in 
IPV reports can be explained by the (indirect) effect of preference discrepancy and 
incongruence.  
In the following section, a reflection on several methodological issues throughout the 
process of this dissertation is warranted. In the second section, some elements concerning 
the content of the studies and the findings need discussing. In the third and final section, a 
personal reflection on the process and some recommendations for practice and future 
research will be the closing topic of this dissertation. 
1. METHODOLOGICAL REFLECTION 
Within this methodological reflection, we want to focus on four important issues that 
concern the methodology of the two studies in this dissertation. 
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A first methodological issue within this dissertation process concerns the use of formative 
measurements. There are two instruments that are formative, namely the Preference 
Disconfirmation Questionnaire (PDQ) and the revised Conflict Tactics Scales (CTS2). 
Concerning the PDQ, the causality clearly runs from the items to the latent construct, rather 
than the other way around as would be expected when the measure is reflective. 
Furthermore, unlike for reflective measures, we did not expect or assume clear 
interrelations between the items of the PDQ. That is, it was not because a person 
experienced discrepancy on one aspect that he/she is automatically assumed to experience 
similar discrepancy on other aspects. Thus, we did not assume internal consistency between 
the items. Therefore, it is much more difficult to establish the validity and reliability of 
formative measures, because the standard methods, such as calculating Cronbach’s alpha 
(or Guttmann’s Lambda2) or performing a factor analysis, are inappropriate since internal 
consistency is not necessarily expected. Alternative quality checks were performed, such as 
checking whether the items do not correlate too highly and assessing content validity by 
exploring the inter-rater reliability. These provided a first support for the validity of the 
PDQ, but further research on the reliability and validity of the PDQ is warranted. One might 
argue that using a reflective measure would have been better (or at least easier). However, 
using reflective items to measure ‘preference disconfirmation’ seems like a daunting task, 
especially when it is not clear from previous research which specific indicators could be used 
that are ‘caused’ by disconfirmation. A formative measure seems to be more at place, 
because it is exactly this indexing, this culmination of causes, that represents the extent of 
the preference disconfirmation in the relationship.  
Also important to note is that formative measures in a full structural equation models (i.e., 
with both a measurement and a structural model included) cannot always be identified 
(Diamantopoulos et al., 2008; Jarvis et al., 2003; MacKenzie et al., 2011). To overcome this 
issue, it is recommended to use a MIMIC (multiple indicators, multiple causes) model 
structure, which is attained by including two reflective indicators to the latent construct, 
besides the formative indicators (Diamantopoulos et al., 2008; Jarvis et al., 2003; MacKenzie 
et al., 2011). Since we only performed path analysis in this dissertation, and thus considering 
the latent variables as observed variables, we did not encounter problems with 
identification. However, if future research wants to include a measurement model in their 
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structural equation modelling, it is recommended to supplement the current PDQ with two 
reflective indicators in order to easily achieve model identification.  
Similarly, we consider the measurement of intimate partner violence in this study to be 
formative as well. In this dissertation the choice was made to use the well-renowned 
Conflict Tactics Scales (CTS2; Straus et al., 1996). These scales have been tested on their 
psychometric fit several times and have been used in a plethora of research in which 
reliability was often also reported. However, we questioned if the CTS2 is in fact a reflective 
measure for which standard reliability and validity tests are suited. That is, it seems that the 
CTS2 is, like the PDQ, a formative index. For example, the latent variable ‘physical violence’ 
reflects the sum of all the different physical tactics listed in the indicators. The latent 
variable does not ‘cause’ these tactics, but rather is formed by these tactics. A change in one 
of the indicators will result in a change in the latent construct, and not the other way 
around, as would be expected in reflective measures. Furthermore, it also does not seem 
necessary that the different indicators, or tactics, are all intercorrelated. It is not expected 
that a person who has hit his partner has necessarily also tried to burn his partner. So, 
although the CTS2 has, until now, always been treated as if it is a reflective measure, we 
think it is in fact a formative measure. 
A second issue concerns the measurement of bidirectionality. By using the CTS2 as a 
measure for IPV, the researcher has the possibility to ask respondents about their own and 
their partner’s use of violence (or other tactics) in the relationship. This allowed examining 
the use of violence by both members of a relationship, without the need to collect data from 
both partners. It also enabled the researcher to investigate the extent of bidirectional 
violence, that is, violence that is perpetrated by both partners in the relationship. However, 
findings from this dissertation suggest that caution is required when using both reports 
(about own and partner violence) from only one partner to assess bidirectionality. Since we 
have collected data from both partners of the couples, we had four reports per couple at 
hand, thus allowing us to explore the similarities or differences between the reports of both 
partners. Correlations revealed that both reports of one partner (about own and partner 
violence) were extremely highly correlated, whereas the reports about own (and similarly, 
about partner) violence from both partners were only moderately correlated. This 
suggested that the reports of one respondent appear to be influenced by a shared method 
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variance bias that is not present when comparing reports from both partners, that is, a 
person has the tendency to answer the questions about own and partner’s use of violence in 
a similar manner. This might also impact the results concerning prevalence and 
bidirectionality depending on which reports are used. Indeed, when comparing prevalence 
rates and data concerning bidirectionality obtained by the two reports of one respondent or 
by the reports of both respondents, the bidirectionality was much higher when data from 
only one partner was used to assess own and partner’s use of violence (about 20 to 30% 
higher) and the prevalence rates were lower when data from only one partner was used 
(about 10% lower). It is clear that deducing information about dyadic behavior via the report 
of only one member of the dyad poses a potential risk of bias in the results. Therefore, we 
strongly advocate the collection of data from both partners to make firm statements about 
bidirectionality, or when comparing perpetrator and victim reports. 
A third methodological remark is the high importance of using reliable measures. When 
conducting path analysis in SEM, it is assumed that the variables are measured without 
error. This means that the constructs that are used are expected to have scales with perfect 
Cronbach’s alpha (or Guttmann’s Lambda2) coefficients. Needless to say, this assumption is 
untenable in social science research. However, this does emphasize the necessity to use the 
most reliable and valid scales possible and to actively select those scales that show the best 
psychometric qualities. Measurement error can influence results in SEM, and thus, 
researchers cannot be lenient when it comes to reliability and validity. This needs to always 
be one of the focal points in designing research methodology. 
A fourth issue concerns the sample sizes in our studies. Especially in the second study, 
where the couple is the unit of analysis, and as such, data from two individuals (partners) 
only represent one case (i.e., one couple), achieving a large sample size is much more 
difficult. However, working with models in SEM requires sufficient units of analysis. 
Furthermore, focusing on dyadic analyses with two variables for each concept (e.g., male 
and female discrepancy) and both actor and partner effects drastically increases the number 
of parameters that need estimation. Thus, even though the collection of dyadic data is 
much more difficult, the very nature of dyadic analysis requires more data than a regular 
analysis. Collecting large amounts of dyadic data comes with a price (literally and 
figuratively), but being able to test more complex models from a dyadic perspective can 
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also be very enriching and can be of added value to the currently available knowledge on 
such phenomena that are essentially dyadic in nature.  
2. REFLECTION ON CONTENT 
Some reflections on the content of the studies and the results might be warranted. Of 
course, these reflections cannot be viewed completely independently from the 
methodological choices that were made. 
First of all, these studies have focused on heterosexual relationships. Usually, research on 
IPV focuses on either heterosexual or on homosexual relationships. Our choice to focus 
solely on heterosexual relationships was mainly motivated by methodological 
considerations. That is, including same sex couples would make the dyads indistinguishable, 
and as such, would make the analyses much more complex. This does mean that it might be 
possible that the effects that were found for our sample of heterosexual couples might not 
be present, or in a different constellation, for homosexual couples. However, our reflection 
also moves beyond this dichotomy that can be found in heterosexual and homosexual 
couples. In our changing society, it becomes more and more difficult to view gender as a 
dichotomous distinction, as being either male or female. The boundaries between the sexes 
have become blurred, and gender might be gradually becoming a continuum, rather than a 
dichotomy, between male and female. One might think of masculine females and feminine 
males, and of transgenders and transsexuals. Do we still have a cultural standard of gender? 
Can we still talk about some prototypical male and female partner? Will the gender (roles) 
of both partners in a heterosexual (and similarly, a homosexual) relationship always be so 
clear? In this dissertation, the heterosexual couples were considered as having 
distinguishable dyad members. However, when gender is viewed as a more continuous, or 
at least a categorical rather than a dichotomous, characteristic, this way of distinguishing 
between partners in a relationship becomes superseded. Also, in this dissertation we have 
explicitly steered away from the common idea of a male perpetrator and female victim. 
With the fading of gender boundaries, this seems the more contemporary approach. 
Furthermore, the gender debate will also have implications on how one looks at intimate 
partner violence. For example, will the feminist perspective on IPV, where IPV is viewed as 
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structural violence, still be attainable? Definitely not all IPV within relationships will be able 
to be explained from this perspective. Rather, a more gender-neutral perspective might be 
more appropriate. The gender debate is definitely not over yet. 
A somewhat related consideration concerns the cultural background of partners. In this 
dissertation, culture was not taken into account, because most of the couples in our studies 
were Caucasian couples from Belgium. No differentiation could thus be made based on 
culture and/or ethnicity. Thus, again, it is possible that the effects found in this study do not 
apply on couples with a different cultural and/or ethnic background. Culture might be an 
important element on how people view the gender roles in a relationship, what behavior is 
admissible within relationships (for example, can a wife be raped by her husband?), how IPV 
is viewed and dealt with by police and policy makers. However, we can again argue that the 
categorization of individuals within a certain culture or as being from a certain ethnicity 
becomes increasingly difficult. The opening of borders, the ability to travel and make 
contact with people from all over the world, the huge global migration patterns, have 
resulted in very diverse societies. Our societies have become a melting pot of elements of 
different cultures for people to ‘choose’ from. Similarly, people themselves have become a 
wonderful blend of ethnic elements. When the culture and ethnicity of individuals is not 
always clear-cut, defining a couple as being part of one culture and/or ethnicity becomes 
almost impossible. The time that couples usually consisted of partners from the same 
culture and ethnicity is long gone. This raises questions about the usability of 
categorizations for culture and ethnicity in our contemporary world. Also, such interracial 
and intercultural relationships do pose new challenges for these couples. It might be 
possible that the preferences of partners in such relationships might be more incongruent 
on some areas that are highly influenced by different cultural elements, for example. Future 
research might benefit by using preference disconfirmation as a mean to expose such 
difficulties. It shifts the focus to the dynamics between both partners, rather than taking 
into account the possible influence of culture and ethnicity of one partner on his or her risk 
to become a perpetrator or victim of IPV.  
Another reflection concerns the content of the Preference Disconfirmation Questionnaire. 
How much of our personal experiences and ideas are included in the choice of the 
relationship domains and items within these domains? For the choice of relationship 
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domains, the literature has provided useful insights that were incorporated in our decisions. 
However, for the formulation of items within all these relationship domains, there was far 
less information at hand from previous studies. Hence, many items were chosen based on a 
personal reflection about which items might represent realistic areas of possible 
discrepancy (and incongruence). Even though the domains and items were later further 
validated in a small side study, it might be possible that these items and domains do not 
apply for everyone, or that some people might experience meaningful discrepancy and 
incongruence in other aspects in their relationships. This especially holds for the items that 
represent each domain. These items were chosen via a personal reflection to represent 
some of the issues that might be experienced in that specific relationship domain. However, 
it might be plausible that other items would work equally well in capturing (other) areas of 
disconfirmation. 
Although the content of the questionnaire might be based to some degree on a subjective 
idea about the areas within a relationship where disconfirmation might occur, we do feel 
strongly that this questionnaire does work as a first exploration of disconfirmation within 
some important relationship domains. When working with this mechanism in treatment 
settings, it will of course be also possible that a further reflection about other possible 
disconfirmed aspects in the specific relationship at hand needs to occur. But this 
questionnaire will provide a first, general indication of the amount of disconfirmation that is 
present within a relationship.  
3. PERSONAL REFLECTION 
After the completion of these two studies, there are some final feelings that need a more 
personal reflection. 
An important issue concerns the definition and operationalization of IPV. It has become 
clear that it is impossible to come to a collectively approved definition of IPV. People have 
different opinions about what is IPV, which behaviors can be considered as IPV, and how 
many times such behavior should occur before it is defined as IPV. Since people might have 
different conceptions about what exactly entails IPV, measures for IPV, such as the CTS2 
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used in this study, often comprise an array of (psychological and physical) behaviors that 
one might consider to be IPV. Therefore, not everyone might think of every behavior listed 
in the instrument as being IPV. In some way, because such a measure is an 
operationalization of IPV, the mere presence of one of the behaviors listed in the measure 
should be viewed as the presence of IPV. However, to me at least, I am not sure if I think 
that this is in fact the case. Can every couple that ticks off one of these behaviors be viewed 
as a couple that has experienced IPV? Especially when dealing with psychological violence, 
it is clear that not everyone would think so. Even with physical violence, some behaviors can 
be debatable (for example, do people regard one slap as IPV?). In the end, what do we 
measure with these instruments? We try to include all the behaviors that some people 
might consider to be IPV, but the results is then, in the end, that we need to define almost 
every behavior in our study as IPV, while a lot of (other) people might not define it as such. 
Therefore, do our prevalence rates truly reflect the amount of IPV in our sample? Do people 
that are being viewed as having experienced IPV (either as perpetrator or victim) in our 
sample consider themselves as perpetrator and/or victim? And how does one interpret 
associations found with measures of IPV then? It is clear to us that this issue requires further 
investigation. In the second study, a control question was included that asked respondents 
about whether they thought that IPV had occurred in their relationship. The first results 
based on this control question do indicate that there might be substantial differences 
between the respondent’s perception of the presence of IPV in his/her relationship and the 
way researchers operationalize IPV. There are a few ways that we could minimize this 
discrepancy. For example, the CTS2 offers the possibility to distinguish between minor and 
severe IPV, both for physical and psychological IPV. One could argue that people would 
more collectively agree on the more ‘severe’ behaviors as indicative of IPV than on the 
‘minor’ behaviors. In these studies, however, the number of people that experienced these 
‘severe’ behaviors was limited and there was insufficient variance in the severe IPV-scales to 
conduct reliable analyses with. This shows that a so-called community sample might not be 
a very efficient way to explore severe IPV, and that a more explicit targeting of couples (e.g., 
via police, shelters, social services) is recommended to be able to distinguish between minor 
and severe IPV. This also confirms that community samples show relatively large amounts 
of less severe violence (e.g., common couple violence) and only a limited amount of severe 
violence. 
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Overall, these two studies have shown that preference disconfirmation does affect the 
occurrence of IPV in some way. Although most of the effect is indirect, via a negative effect 
on relationship satisfaction, there is also a clear indication that it also directly influences the 
perpetration of IPV for men. The disconfirmation mechanism was able to explain a 
reasonable percentage of the variance in IPV, especially in psychological IPV. However, it is 
clear that this mechanism, like most other risk factors for IPV, only explains part of the 
variance in IPV. That is, the disconfirmation mechanism is just one other element that can 
be taken into account when trying to assess the risk of perpetrating IPV. Although the effect 
of discrepancy and incongruence on relationship satisfaction is relatively strong (moderate 
effect), the effect of relationship satisfaction on IPV perpetration is rather small. Even 
though it is significant, relationship satisfaction in this dissertation does not prove to be the 
strong predictor for IPV, as was expected based on previous research. As the negative 
relational outcome of disconfirmation, it surely proved to be a good operationalization. But 
as a strong predictor for IPV, it did not perform that well. Furthermore, apart from one 
association for men, the disconfirmation mechanism was not very able to directly predict 
IPV perpetration. Thus, the negative effect of preference disconfirmation is not IPV on 
itself.  
Our idea that the interpersonal aspects of a relationship might have more predictive power 
than all the intrapersonal characteristics that show small to moderate effects on IPV did not 
fully materialize in the results. However, our findings should not be minimized. The major 
advantage of this mechanism over intrapersonal characteristics is that the disconfirmation 
mechanism is much more malleable to change than the rather static intrapersonal factors. 
The finding that preference disconfirmation affects the relationship satisfaction of both 
partners in an intimate relationship can provide useful tools for treatment programs 
working with distressed couples and/or with couples who have already experienced IPV in 
their current relationship. Trying to identify the relationship domains win which the partners 
feel disconfirmed and trying the find a way to discuss and resolve these issues in order to 
decrease the disconfirmation that is experienced by both partners, will increase their 
satisfaction with the relationship, and in turn, decrease the risk of the occurrence, or 
recurrence, of IPV in their relationship. For men, decreasing their preference discrepancy 
might even directly decrease their chance of perpetrating IPV. Thus, the preference 
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disconfirmation questionnaire can be used as a tool to identify these disconfirmed domains 
and can be the starting point for couple therapy. It has become obvious that violence, both 
psychological and physical, happens in many relationships and that this does not always 
mean that these couples do not love each other. Most of the time, love and violence seem 
to coexist, and seem to be both inherent aspects of the couple dynamic. Therefore, we 
advocate that prevention and treatment programs should also focus on the couple as a 
whole, to achieve the outcome of continuing the relationship without violence, rather than 
ending the relationship. Especially when dealing with common couple violence that is 
bidirectional, couple therapy might be an effective prevention and treatment option. Of 
course, to truly recommend the concept of preference disconfirmation as a working tool in 
these settings, additional research to replicate these findings in new couple samples is 
needed. The results in this dissertation are merely a first exploration and require further 
testing. In addition, as already mentioned in the conclusion of the second study, the 
possibility of equivalent and alternative models should also be examined more in detail.   
The data that was collected still contains a lot of information that has not been explored to 
its fullest in this dissertation. Due to the fact that (a) our sample size was reduced 
dramatically because the couple, and not the individual, was the unit of analysis, (b) 
structural equation modelling requires larger sample sizes, and (c) estimating actor and 
partner effects doubles the number of parameters that need estimation, the models that 
were estimated and tested in this dissertation were relatively ‘simple’. Not many different 
variables could be included in one model. However, there are still a lot of interesting paths 
to explore. For example, data for several risk factors of IPV was collected. It might be 
interesting to investigate how such intrapersonal and interpersonal risk factors might 
moderate and/or mediate several relationships between preference disconfirmation and 
IPV. Also, if we leave our focus on disconfirmation for a minute, it would also be very 
enriching to investigate the interrelationships between all these known risk factors for IPV 
and explore them from a dyadic point of view. One can then examine how these 
intrapersonal characteristics affect the own as well as the partner’s behavior (e.g., whether 
depressive symptoms in one partner might increase perpetration of IPV from the other 
partner). Also, since dyadic data is at hand, as well as data on a range of risk factors for IPV 
from both partners, it would be extremely interesting to explore if there are differences in 
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couples when categorized according to the Dyadic Concordance Types (Straus, 2014; 
Straus, in press). The present study did not examine possible variation in couple dynamics 
between couples that experience bidirectional violence, couples that experience only male 
violence and couples that experience only female violence. Thus, in sum, our data has not 
yet been fully depleted and many interesting paths are still waiting to be explored. 
However, in future research, we do recommend collecting larger couple samples to be able 
to test more complex models.   
Based on our findings in this dissertation and on the review of the literature on IPV, we think 
that research on IPV might benefit from a change of focus. It is clear that IPV is a very 
complex phenomenon that is explained by a myriad of risk factors, including preference 
disconfirmation, that all have small to moderate effects on the occurrence of IPV. Predicting 
IPV based on one, or a few, of these risk factors will most of the time fail short. People who 
perpetrate IPV, especially common couple violence, are very diverse. They cannot be 
categorized in a specific group of people who all have the same risk factors. There are just 
too many factors that can be a potential risk for the occurrence of IPV. Therefore, we 
advocate a shift towards the couple. Perhaps it is the combination of risk factors exhibited 
by both partners, and the way they react as an interdependent couple on these risk factors, 
that might have most predictive power. That is, the concept of ‘toxic couples’ deserves 
further exploration. Are there especially ‘toxic’ combinations of partners who somehow 
bring out violence in each other? How do all these risk factors relate to each other and how 
do they affect both partners’ behavior? These questions deserve further attention, because 
it fits the idea of violence being encapsulated in the couple’s dynamics.  
To conclude, although the number of partner effects found in this study was limited (only 
from discrepancy to satisfaction), we have become ardent defenders of dyadic research in 
criminology and other social sciences. Criminal behavior, especially when dealing with 
interpersonal crime, and behavior within the police and judicial domain (e.g., interrogations, 
lawyer-client relationships, judicial decision-making …), is often inherently dyadic. Studying 
only one side might ignore the influence of the other side, and might result in missing out 
on very meaningful information that might contribute to an adequate early detection of 
some types of crimes as well as a better, integrated approach to combat such crimes. 
Similarly, it might improve our knowledge on the police and judicial process and on the way 
   
  
318 
 
that dynamics between people can influence outcome. To understand these dynamics, the 
possible role of both partners in the dyad needs to be investigated and the ‘cross-
contamination’ of each other’s behavior deserves to be documented. Although conducting 
dyadic data is much more difficult, because it requires the collection of data from all the 
dyad or group members, the richness of this data might raise the understanding of the 
phenomenon to a higher level. 
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A P P E N D I X  
1. PAPER SURVEY FROM STUDY 1 
Geachte mevrouw, mijnheer, 
In het kader van een doctoraatsonderzoek aan het Leuvens Instituut voor Criminologie 
(Faculteit Rechtsgeleerdheid, KULeuven), zijn we geïnteresseerd in de manier waarop 
koppels hun relatie samen beleven. Hiervoor hadden wij graag de medewerking gevraagd 
van u en uw partner. 
Uw deelname aan dit onderzoek is uiteraard niet verplicht. Indien u bereid bent om mee te 
werken, vragen wij u vriendelijk om deze vragenlijst zo volledig en juist mogelijk in te vullen. 
In het belang van het onderzoek verzoeken wij u en uw partner om dit apart te doen, en om 
ook achteraf de ingevulde vragenlijsten niet met elkaar te vergelijken. Er zijn twee 
verschillende vragenlijsten, waarbij de man lijst A en de vrouw lijst B invult. Neem rustig uw 
tijd. Bij deze vragen zijn er geen juiste of foute antwoord; ze gaan over wat u persoonlijk 
denkt en meemaakt. De door u gegeven antwoorden zijn strikt vertrouwelijk en anoniem. 
Het invullen van de vragenlijst zal ongeveer een half uur van uw tijd in beslag nemen. 
Achteraf kunt u de vragenlijsten in een gesloten enveloppe terug bezorgen aan de persoon 
waarvan u de vragenlijsten ontvangen heeft of via post (met bijgevoegde postzegel) naar 
Emma Jaspaert, H. Hooverplein 10 bus 3418, 3000 Leuven. 
Indien u nog vragen heeft, aarzel dan niet om contact met ons op te nemen. 
Alvast hartelijk dank voor uw deelname! 
Dra. Emma Jaspaert 
 
Leuvens Instituut voor Criminologie 
H.Hooverplein 10, bus 3418 
3000 Leuven 
 
Tel: 016/32.54.61 
E-mail: Emma.Jaspaert@law.kuleuven.be 
Prof. Dr. Geert Vervaeke 
 
Leuven Instituut voor Criminologie 
H.Hooverplein 10, bus 3418 
3000 Leuven 
 
Tel: 016/32.53.03 
E-mail: Geert.Vervaeke@law.kuleuven.be 
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1. Wat is je geslacht? 
o Man 
o Vrouw 
 
2. Wat is je geboortejaar?     _____________ 
 
3. Wat is je relationele status? 
o Ik ben getrouwd 
o Ik woon feitelijk samen 
o Ik woon wettelijk samen 
o Ik heb een verkering 
 
4. Wat is de duur van je relatie? 
o 6 maanden tot een jaar 
o Eén tot vijf jaar 
o Vijf tot tien jaar 
o Tien tot vijftien jaar 
o Vijftien tot twintig jaar 
o Twintig tot dertig jaar 
o Meer dan dertig jaar 
 
5. Hoeveel kinderen heeft u, eigen kinderen en van uw partner samen? 
o Geen 
o 1 
o 2 
o 3 
o 4 
o 5 
o Meer dan 5 
 
6. Wat is je hoogst behaalde diploma? 
o Basisonderwijs 
o Beroepssecundair onderwijs 
o Technisch secundair onderwijs 
o Algemeen secundair onderwijs 
o Hoger, niet-universitair onderwijs 
o Universitair onderwijs 
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Duid aan in welke mate u het eens of oneens bent met de stellingen 
1 = zeer oneens, 2 = oneens, 3 = eens noch oneens, 4 = eens, 5 = zeer eens 
 
1 Ik ben tevreden met de manier waarop we beslissingen nemen en conflicten 
oplossen 
 
2 Ik kan mijn ware gevoelens uiten tegenover mijn partner  
3 Om een dispuut (discussie) te beëindigen, ben ik geneigd snel toe te geven  
4 Mijn partner en ik begrijpen elkaar volledig  
5 Ik ben ontevreden over de manier waarop we communiceren en ik heb het gevoel 
dat mijn partner me niet begrijpt 
 
6 Wanneer we een probleem hebben, weigert mijn partner vaak om erover te 
praten 
 
7 Mijn partner en ik hebben zeer verschillende ideeën over de manier waarop we 
onze meningsverschillen het best kunnen oplossen 
 
8 Mijn partner toont begrip en sympathie voor al mijn gemoedstoestanden  
9 Ik ben tevreden met de manier waarop we de verantwoordelijkheden in het 
huishouden delen 
 
10 Mijn partner maakt soms opmerkingen die me naar beneden halen  
11 Wanneer we problemen bespreken, begrijpt mijn partner mijn mening en ideeën  
12 Elk nieuw feit dat ik heb geleerd over mijn partner bevalt me  
13 Ik ben ontevreden over sommige van mijn partners’ persoonlijkheidstrekken of 
gewoontes 
 
14 Ik zou willen dat mijn partner meer bereid was om zijn/haar gevoelens met me te 
delen 
 
15 Zelfs tijdens discussies kan ik mijn gevoelens en ideeën delen met mijn partner  
16 Ik heb nooit spijt gehad van de relatie met mijn partner  
17 Ik ben tevreden over de manier waarop we onze vrijetijdsbesteding indelen en 
over de tijd die we samen doorbrengen 
 
18 Soms vind ik het moeilijk om mijn partner te vragen wat ik wil  
19 Soms hebben we ernstige discussies over onbelangrijke zaken  
20 Mijn partner bezit alle kwaliteiten die ik altijd wilde in een partner  
21 Ik ben ontevreden over onze financiële positie en de manier waarop we financiële 
beslissingen nemen 
 
22 Soms heb ik moeite om alles te geloven wat mijn partner me vertelt  
23 Ik doe heel veel moeite om conflicten met mijn partner te vermijden  
24 Ik ben tevreden over de manier waarop we onze affectie uiten en op een seksuele 
manier met elkaar omgaan 
 
25 Mijn partner is een zeer goede luisteraar  
26 Soms heb ik het gevoel dat sommige van onze onenigheden nooit opgelost raken  
27 Ik ben ontevreden over de manier waarop we beiden omgaan met onze 
verantwoordelijkheden als ouders 
 
28 Vaak begrijpt mij partner niet hoe ik me voel  
29 Als we discussiëren, ben ik doorgaans diegene die zich achteraf verantwoordelijk 
voelt voor het probleem 
 
30 Ik ben tevreden over onze relatie met mijn ouders, met mijn schoonouders en  
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met de vrienden van mijn partner 
31 Ik ben zeer tevreden over de manier waarop mijn partner en ik met elkaar praten  
32 Om de gevoelens van mijn partner niet te kwetsen tijdens een discussie, zeg ik 
vaak gewoon niets 
 
33 Soms neemt mijn partner onze onenigheden niet serieus  
34 Ik vind het moeilijk om negatieve gevoelens met mijn partner te delen  
35 Ik ben zeer tevreden over de manier waarop we beiden onze religieuze waarden 
en overtuigingen beleven 
 
 
Hoe vaak is dit voorgekomen in het afgelopen jaar? 
 1 = één keer  2 = twee keer 3 = drie tot vijf keer 
4 = zes tot tien keer 5 = elf tot twintig keer 6 = meer dan twintig keer 
7 = niet in het afgelopen jaar, maar het is daarvoor wel gebeurd 
8 = dit is nooit gebeurd 
 
36 Ik liet mijn partner zien dat ik om hem/haar gaf, hoewel we van mening 
verschilden 
 
37 Mijn partner liet mij zien dat hij/zij om mij gaf, hoewel we van mening 
verschilden 
 
38 Ik legde mijn kant van de zaak uit als ik van mening verschilde met mijn partner  
39 Mijn partner legde zijn/haar kant van de zaak uit als we van mening verschilden  
40 Ik heb mijn partner beledigd of ik vloekte tegen hem/haar  
41 Mijn partner beledigde mij of vloekte tegen mij  
42 Ik heb iets naar mijn partner gegooid dat hem/haar pijn zou kunnen doen  
43 Mijn partner deed dit met mij  
44 Ik heb de arm van mijn partner omgedraaid of aan zijn/haar haren getrokken  
45 Mijn partner deed dit met mij  
46 Ik heb een verstuiking, blauwe plek of kleine wonde opgelopen omdat ik met 
mijn partner vocht 
 
47 Mijn partner had een verstuiking, blauwe plek of kleine wonde opgelopen omdat 
hij/zij met mij vocht 
 
48 Ik toonde respect voor de gevoelens van mijn partner over iets  
49 Mijn partner toonde respect voor mijn gevoelens over iets  
50 Ik dwong mijn partner tot seks met mij zonder condoom  
51 Mijn partner dwong mij tot seks zonder condoom  
52 Ik heb mijn partner geduwd of weggeschoven  
53 Mijn partner deed dit bij mij  
54 Ik heb geweld gebruikt (bv. slaan, hoofd neerduwen of een wapen gebruiken) om 
te zorgen dat mijn partner orale of anale seks met mij zou hebben 
 
55 Mijn partner deed dit bij mij  
56 Ik heb een mes of een vuurwapen gebruikt tegen mijn partner  
57 Mijn partner deed dit bij mij  
58 Ik ben bewusteloos geraakt nadat ik tijdens een vechtpartij met mijn partner 
door hem/haar op het hoofd ben geraakt 
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59 Mijn partner raakte bewusteloos nadat ik hem/haar tijdens een vechtpartij op het 
hoofd had geraakt 
 
60 Ik zei tegen mijn partner dat hij/zij dik of lelijk was  
61 Mijn partner zei tegen mij dat ik dik of lelijk was  
62 Ik stompte of sloeg mijn partner met iets dat pijn kon doen  
63 Mijn partner stompte of sloeg mij met iets dat pijn kon doen  
64 Ik heb wel eens iets kapot gemaakt dat van mijn partner was  
65 Mijn partner heeft wel eens iets van mij kapot gemaakt  
66 Ik moest naar mijn (huis)arts omdat ik met mijn partner had gevochten  
67 Mijn partner moest naar de (huis)arts omdat hij/zij met mij had gevochten  
68 Ik heb de keel van mijn partner dichtgedrukt  
69 Mijn partner deed dit bij mij  
70 Ik heb tegen mijn partner geschreeuwd of gegild  
71 Mijn partner deed dit tegen mij  
72 Ik heb mijn partner tegen de muur geslagen  
73 Mijn partner deed dit bij mij  
74 Ik heb gezegd dat ik er zeker van was dat we een probleem zouden kunnen 
uitpraten 
 
75 Mijn partner heeft gezegd dat hij/zij er zeker van was dat we een probleem 
zouden kunnen uitpraten 
 
76 Ik moest eigenlijk naar de (huis)arts vanwege een gevecht met mijn partner, 
maar ik ben niet gegaan 
 
77 Mijn partner moest eigenlijk naar de (huis)arts vanwege een gevecht met mij, 
maar hij/zij is niet gegaan 
 
78 Ik heb mijn partner in elkaar geslagen  
79 Mijn partner heeft mij in elkaar geslagen  
80 Ik heb mijn partner hard vastgegrepen  
81 Mijn partner deed dit bij mij  
82 Ik heb geweld gebruikt (zoals slaan, neerdrukken of een wapen gebruiken) om er 
voor te zorgen dat mijn partner seks met mij had 
 
83 Mijn partner deed dit bij mij  
84 Ik ben stampvoetend de kamer of het huis uitgelopen tijdens een ruzie  
85 Mijn partner deed dit bij mij  
86 Ik stond er op dat we seks hadden toen mijn partner dat niet wilde, maar ik 
gebruikte geen fysiek geweld 
 
87 Mijn partner stond er op dat we seks hadden toen ik niet wilde, maar hij/zij 
gebruikte geen fysiek geweld 
 
88 Ik heb mijn partner geslagen  
89 Mijn partner heeft mij geslagen  
90 Ik heb iets gebroken vanwege een gevecht met mijn partner  
91 Mijn partner heeft ooit iets gebroken vanwege een gevecht met mij  
92 Ik heb gebruik gemaakt van dreigementen om mijn partner te dwingen tot orale 
of anale seks 
 
93 Mijn partner heeft gebruik gemaakt van dreigementen om mij te dwingen tot 
orale of anale seks 
 
94 Ik heb een compromis voorgesteld om een ruzie op te lossen  
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95 Mijn partner stelde een compromis voor om een ruzie op te lossen  
96 Ik heb mijn partner expres een brandwonde toegebracht  
97 Mijn partner deed dit bij mij  
98 Ik stond er op dat mijn partner orale of anale seks met mij had, maar ik gebruikte 
geen fysiek geweld 
 
99 Mijn partner stond er op dat ik orale of anale seks met hem/haar had, maar hij/zij 
gebruikte geen fysiek geweld 
 
100 Ik heb mijn partner er van beschuldigd een waardeloze minnaar te zijn  
101 Mijn partner zei dat tegen mij  
102 Ik deed iets om mijn partner te treiteren  
103 Mijn partner deed dit tegen mij  
104 Ik dreigde mijn partner te slaan of iets naar hem/haar te gooien  
105 Mijn partner deed dit tegen mij  
106 Ik had de volgende dag nog (fysieke) pijn na een gevecht met mijn partner  
107 Mijn partner had de volgende dag nog (fysieke) pijn na een gevecht met mij  
108 Ik heb mijn partner geschopt  
109 Mijn partner heeft mij geschopt  
110 Ik heb dreigementen gebruikt om mijn partner te dwingen tot seks met mij  
111 Mijn partner gebruikte dreigementen om mij tot seks met hem/haar te dwingen  
112 Ik stemde toe een oplossing van een conflict te proberen dat voorgesteld werd 
door mijn partner 
 
113 Mijn partner stemde toe een oplossing van een conflict te proberen dat ik 
voorstelde 
 
 
114. Als je ooit je partner hebt geslagen, vastgepakt of weggeduwd, of hij/zij heeft jou 
ooit geslagen, vastgepakt of weggeduwd, wie was dan de eerste die dit deed, de laatste 
keer dat gebeurde? Omcirkel het antwoord: 
1 = ik 2 = mijn partner 3 = dit is noot gebeurd 
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De volgende vragenlijst bestaat uit twee opeenvolgende delen. Wij willen u vragen om eerst het eerste deel volledig in te vullen en vervolgens pas het 
tweede deel. Ook willen we u vragen om deze vragenlijst onafhankelijk van uw partner in te vullen en de antwoorden ook niet achteraf met elkaar te 
vergelijken. We zijn enkel geïnteresseerd in hoe u staat tegenover de hieronder aangeboden stellingen. Er zijn geen foute antwoorden, dus kies de 
antwoorden die het best passen voor u.  
In dit eerste deel worden 76 stellingen aangeboden, telkens met dezelfde vier antwoordmogelijkheden: 
JA, EN DAT MOET/ JA, MAAR DAT MOET NIET/ NEE, MAAR DAT MAG/ NEE, EN DAT MAG NIET  
De betekenis van deze antwoordmogelijkheden is de volgende: 
o Ja, en dat moet: dat wil ik en ik vind dat dit zo zou moeten gebeuren 
o Ja, maar dat moet niet: dat wil ik wel, maar ik zou aanvaarden dat het niet zo is 
o Nee, maar dat mag: dat wil ik liever niet, maar ik zou aanvaarden dat het toch zo is 
o Nee, en dat mag niet: dat wil ik niet en ik vind dat dit niet zo zou mogen gebeuren 
Hoe gaat u best te werk? 
Een voorbeeld. 
  Ja, en dat moet Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat mag 
niet 
In mijn relatie zou ik het liefste hebben dat…         
1. We grote uitgaven steeds eerst met elkaar bespreken         
 
 
Eerst gaat u bij uzelf na of u dit gedrag in uw ideale relatie eerder wel of niet wil (JA of NEE). 
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Indien u dit gedrag wil, maakt u vervolgens uw keuze tussen de eerste en tweede antwoordmogelijkheid (JA, EN DAT MOET of JA, MAAR DAT MOET NIET). Bij de 
eerste antwoordmogelijkheid (ja, en dat moet) wil u echt wat er in de stelling wordt vermeld, en vindt u dat het ook zo zou moeten gebeuren. Bij de tweede 
antwoordmogelijkheid (JA, MAAR DAT MOET NIET) wil u wel wat er in de stelling wordt vermeld, maar zou u het ook aanvaarden dat het niet zo is. Indien uw 
keuze gemaakt is, kruist u het antwoordvakje van uw keuze aan en gaat u over naar de volgende vraag. 
Indien u dit soort gedrag niet wil, maakt u uw keuze tussen de derde en de vierde antwoordmogelijkheid (NEE, MAAR DAT MAG of NEE, EN DAT MAG NIET). Bij de 
derde antwoordmogelijkheid (NEE, MAAR DAT MAG) wil u dit gedrag liever niet, maar zou u het ook aanvaarden moest dit gedrag wel gesteld worden. Bij de 
vierde antwoordmogelijkheid (NEE, EN DAT MAG NIET), wil u dit soort gedrag niet en vindt u dat ze niet mag gebeuren. Indien uw keuze gemaakt is, kruist u het 
antwoordvakje van uw keuze aan en gaat u over naar de volgende vraag. 
We vragen u om alle vragen afzonderlijk te beantwoorden, dus los van het antwoord dat u op de vorige vragen gegeven heeft. Zoals reeds eerder vermeld, 
zijn er geen foute of juiste antwoorden. 
 
Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
1 ik de enige ben die het geld beheert         
2 ik voldoende vrijheid krijg om dingen te doen zonder mijn partner         
3 mijn partner uit eigen beweging dingen doet in het huishouden (zonder dat ik 
hem/haar er steeds moet op wijzen) 
        
4 ik weet wat mijn partner doet met zijn/haar vrienden         
5 ik goed overeen kom met de familie van mijn partner         
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Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
6 we op seksueel gebied perfect weten wat de ander graag heeft         
7 er ruimte is om te groeien in mijn job         
8 we elkaar gemakkelijk begrijpen         
 
Stel dat we kinderen hebben, zou ik het liefste hebben dat… 
       
9 we dezelfde opvatting hebben over de opvoeding van de kinderen         
 
In mijn relatie zou ik het liefste hebben dat… 
        
10 mijn partner rekening houdt met mijn opmerkingen over zijn/haar drinkgedrag         
11 we gedeelde interesses hebben         
12 we grote uitgaven steeds eerst met elkaar bespreken         
13 we elkaar af en toe verrassen met iets liefs         
14 we beiden goed opschieten met elkaars vrienden         
15 er complimentjes worden gegeven, wanneer iemands iets doet in het 
huishouden 
        
16 een verliefdheid bespreekbaar is         
17 we elkaar bijna dagelijks een tongkus geven         
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Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
18 als we samen uitgaan, we het principe volgen van: samen uit, samen thuis         
19 we vaak knus gezellig samen zitten         
20 de familie vaak over de vloer komt         
21 mijn partner zijn werk graag doet         
22 ik zicht heb op wat mijn partner van geld uitgeeft         
 
Stel dat we kinderen hebben, zou ik het liefste hebben dat… 
       
23 we consequent zijn in de opvoeding van de kinderen         
 
In mijn relatie zou ik het liefste hebben dat… 
        
25 we elkaar 's avonds weinig zien         
24 ik naar porno kan kijken         
26 ik zelf beslis of, wanneer, en hoeveel ik drink         
27 ik meer vertel tegen mijn vrienden dan tegen mijn partner         
28 de familie zich mengt in onze relatie         
29 ik een partner heb die geen (soft)drugs gebruikt         
   
  
381 
 
Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
30 ik per maand een budget krijg van mijn partner om zelf op te doen         
31 we elkaar dikwijls spontaan vastpakken en knuffelen          
32 ik de vrijheid heb om te masturberen         
33 er veel contact is met de familie         
34 onze huishoudelijke taken evenredig zijn verdeeld        
35 ik mijn eigen persoonlijke zicht- of spaarrekening heb, waar mijn partner niet 
aan kan 
        
36 we samen naar porno kunnen kijken         
 
Stel dat we kinderen hebben, zou ik het liefste hebben dat… 
       
37 ik het meeste tijd steek in de zorg van de kinderen        
 
In mijn relatie zou ik het liefste hebben dat… 
       
38 ik fier kan zijn op de job die mijn partner uitoefent         
39 ik een partner heb die zijn/haar uiterlijk verzorgt         
40 we af en toe een romantisch avondje voor ons twee plannen         
41 mijn partner spontaan vertelt wat er in hem/haar omgaat         
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Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
42 ik seks kan hebben met andere mensen dan mijn partner         
43 wat we verdienen toebehoort aan ons allebei         
44 we meestal samen op stap gaan         
45 er een goed evenwicht is tussen tijd voor het werk en tijd voor de relatie         
46 familie een grote rol speelt in ons leven         
47 we een sportief leven hebben         
48 mijn partner naar porno kan kijken         
49 één van ons beiden huisvrouw/huisman is         
50 mijn partner in zijn/haar vrije tijd veel thuis zit          
51 er afspraken worden gemaakt over drinkgedrag bij avondjes uit         
52 we voldoende sparen voor moest er iets gebeuren         
53 we elkaar regelmatig strelen, kussen, liefkozen          
54 we beiden bevredigd zijn in ons seksleven         
55  we elkaar altijd kunnen zeggen wat er op onze lever ligt         
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Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
56 ik de vrijheid heb om naar andere mensen te kijken         
57 we al eens apart op vakantie kunnen gaan         
58 er voldoende variatie is op seksueel gebied         
59 onze families onderling goed overeen komen         
60 we elkaar volledig vertrouwen         
61 we samen op hetzelfde uur gaan slapen         
 
Stel dat we kinderen hebben, zou ik het liefste hebben dat… 
       
62 we evenveel zeggenschap hebben over de kinderen         
 
In mijn relatie zou ik het liefste hebben dat… 
        
63 ik een partner heb die er op let dat hij/zij op zijn/haar gewicht blijft         
67 ontrouw bespreekbaar is         
64 mijn partner de vrijheid heeft om te masturberen         
65 we geld kunnen uitgeven zonder elkaar verantwoording verschuldigd te zijn         
66 ik een partner heb die niet rookt         
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Kruis per stelling slechts één vakje aan 
  Ja, en dat 
moet 
Ja, maar dat 
moet niet 
Nee, maar dat 
mag 
Nee, en dat 
mag niet 
 
In mijn relatie zou ik het liefste hebben dat… 
        
68 ik voor mijn partner op de eerste plaats kom         
69 mijn partner meteen ziet wanneer ik met iets zit         
70 we een even groot seksueel verlangen hebben 
  
        
71 we veel tijd samen met ons twee spenderen         
72 ontrouw mogelijk is         
73 we een gezond leven leiden         
74 mijn partner over het algemeen mee naar mijn 
familiefeesten/familiebezoekjes gaat 
        
75 ik meer zeggenschap heb dan mijn partner in onze relatie         
76 we openlijk kunnen praten met elkaar over wat ons bezig houdt         
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Nu volgt het tweede deel van deze vragenlijst. In dit deel zijn we geïnteresseerd in welke mate elk van de aangeboden stellingen in uw relatie 
gerealiseerd/aanwezig zijn. In dit deel geven we u wederom 76 stellingen, telkens met vier dezelfde (maar andere dan het voorgaande deel) 
antwoordmogelijkheden.   
JA / EERDER WEL / EERDER NIET / NEE  
De betekenis van deze antwoordmogelijkheden is de volgende: 
o Ja: Ja, het is zo 
o Eerder wel: Dit is eerder wel gerealiseerd 
o Eerder niet: Dit is eerder niet gerealiseerd 
o Nee: Nee, het is niet zo 
Een voorbeeld. 
  Ja Eerder wel Eerder niet Nee 
In mijn huidige relatie…        
1 Schieten we beiden goed op met elkaars vrienden         
 
Wij vragen u om steeds het best passend antwoord voor u aan te kruisen. Beantwoord alle vragen afzonderlijk, dus los van de antwoorden die u op vorige 
vragen gegeven heeft. Er zijn geen foute of juiste antwoorden.  
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Kruis per stelling één vakje aan 
    
Ja Eerder wel Eerder niet Nee 
 
In mijn huidige relatie… 
       
1 ben ik de enige die het geld beheert         
2 krijg ik voldoende vrijheid om dingen te doen zonder mijn partner         
3 doet mijn partner uit eigen beweging dingen in het huishouden (zonder dat ik 
hem/haar er steeds op moet wijzen) 
        
4 weet ik wat mijn partner doet met zijn/haar vrienden         
5 kom ik goed overeen met de familie van mijn partner         
6 weten we op seksueel gebied perfect wat de ander graag heeft         
7 is er ruimte om te groeien in mijn job         
8 begrijpen we elkaar gemakkelijk         
9 hebben we dezelfde opvatting over de opvoeding van de kinderen (enkel 
indien minstens 1 van beiden kinderen heeft) 
        
10 houdt mijn partner rekening met mijn opmerkingen over zijn/haar drinkgedrag         
11 hebben we gedeelde interesses         
12 bespreken we grote uitgaven steeds eerst met elkaar         
13 verrassen we elkaar af en toe met iets liefs         
14 schieten we beiden goed op met elkaars vrienden         
15 worden er complimentjes gegeven, wanneer iemand iets doet in het         
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Kruis per stelling één vakje aan 
    
Ja Eerder wel Eerder niet Nee 
 
In mijn huidige relatie… 
       
huishouden 
16 is een verliefdheid bespreekbaar         
17 geven we elkaar bijna dagelijks een tongkus         
18 volgen we, als we samen uitgaan, het principe van: samen uit, samen thuis         
19 zitten we vaak knus gezellig samen         
20 komt de familie vaak over de vloer         
21 doet mijn partner zijn werk graag         
22 heb ik zicht op wat mijn partner van geld uitgeeft         
23 zijn we consequent in de opvoeding van de kinderen (enkel wanneer minstens 
1 van beide partners kinderen heeft) 
        
25 zien we elkaar 's avonds weinig         
24 kan ik naar porno kijken         
26 beslis ik zelf of, wanneer, en hoeveel ik drink         
27 vertel ik meer tegen mijn vrienden dan tegen mijn partner         
28 mengt de familie zich in onze relatie         
29 heb ik een partner die geen (soft)drugs gebruikt         
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Kruis per stelling één vakje aan 
    
Ja Eerder wel Eerder niet Nee 
 
In mijn huidige relatie… 
       
30 krijg ik per maand een budget van mijn partner om zelf op te doen         
31 pakken we elkaar dikwijls spontaan vast en knuffelen we         
32 heb ik de vrijheid om te masturberen         
33 is er veel contact met de familie         
34 zijn onze huishoudelijke taken evenredig verdeeld         
35 heb ik mijn eigen persoonlijke zicht- of spaarrekening, waar mijn partner niet 
aan kan 
        
36 kunnen we samen naar porno kijken         
37 steek ik het meeste tijd in de zorg van de kinderen         
38 kan ik fier zijn op de job die mijn partner uitoefent         
39 heb ik een partner die zijn haar uiterlijk verzorgt         
40 plannen we af en toe een romantisch avondje voor ons twee         
41 vertelt mijn partner spontaan wat er in hem/haar omgaat         
42 kan ik seks hebben met andere mensen dan mijn partner         
43 behoort wat we verdienen toe aan ons allebei         
44 gaan we meestal samen op stap         
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Kruis per stelling één vakje aan 
    
Ja Eerder wel Eerder niet Nee 
 
In mijn huidige relatie… 
       
45 is er een goed evenwicht tussen tijd voor het werk en tijd voor de relatie         
46 speelt familie een grote rol in ons leven         
47 hebben we een sportief leven         
48 kan mijn partner naar porno kijken         
49 is één van ons beiden huisvrouw/huisman         
50 zit mijn partner in zijn/haar vrije tijd veel thuis         
51 worden er afspraken gemaakt over drinkgedrag bij avondjes uit         
52 sparen we voldoende voor moest er iets gebeuren         
53 strelen, kussen, liefkozen we elkaar regelmatig         
54 zijn we bevredigd in ons seksleven         
55 kunnen we altijd zeggen wat er op onze lever ligt         
56 heb ik de vrijheid om naar andere mensen te kijken         
57 kunnen we al eens apart op vakantie gaan         
58 is er voldoende variatie op seksueel gebied         
59 komen onze families onderling goed overeen         
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Kruis per stelling één vakje aan 
    
Ja Eerder wel Eerder niet Nee 
 
In mijn huidige relatie… 
       
60 vertrouwen we elkaar volledig         
61 gaan we samen op hetzelfde uur slapen         
62 hebben we evenveel zeggenschap over de kinderen (enkel indien minstens 1 
van beide partners kinderen heeft) 
        
63 heb ik een partner die er op let dat hij/zij op zijn/haar gewicht blijft         
67 is ontrouw bespreekbaar         
64 heeft mijn partner de vrijheid om te masturberen         
65 kunnen we geld uitgeven zonder elkaar verantwoording verschuldigd te zijn         
66 heb ik een partner die niet rookt         
68 kom ik voor mijn partner op de eerste plaats         
69 ziet mijn partner meteen wanneer ik met iets zit         
70 hebben we een even groot seksueel verlangen         
71 spenderen we veel tijd samen met ons twee         
72 is ontrouw mogelijk          
73 leiden we een gezond leven         
74 gaat mijn partner over het algemeen mee naar mijn 
familiefeesten/familiebezoekjes 
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Kruis per stelling één vakje aan 
    
Ja Eerder wel Eerder niet Nee 
 
In mijn huidige relatie… 
       
75 heb ik meer zeggenschap dan mijn partner in onze relatie         
76 kunnen we openlijk praten met elkaar over wat ons bezig houdt         
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2. SURVEY FROM STUDY 2 
Geachte mevrouw, mijnheer, 
In het kader van het doctoraatsonderzoek van drs. Emma Jaspaert, met als promotor prof. dr. Geert 
Vervaeke, vragen wij de medewerking van u en uw partner aan deze vragenlijst. In dit onderzoek 
staan de dynamieken tussen koppels in een intieme relatie centraal. Meer concreet zijn wij 
geïnteresseerd in hoe u en uw partner jullie relatie beleven. Hiervoor wensen wij een aantal vragen 
te stellen die onder meer gaan over hoe u en uw partner zich verhouden ten aanzien van een aantal 
centrale thema’s binnen partnerrelaties. Deelname is uiteraard volledig vrijblijvend, maar uw 
medewerking zou ten zeerste op prijs worden gesteld. Uw antwoorden zijn immers van grote 
meerwaarde om inzicht te verwerven in hoe partners met elkaar omgaan! Er zijn geen goede of 
foute antwoorden, wij zijn enkel geïnteresseerd in uw mening en ervaringen! De ingevulde 
vragenlijsten zullen volledig anoniem worden verwerkt. Deelname is uiteraard volledig vrijblijvend, 
maar uw medewerking zou ten zeerste op prijs worden gesteld. Uw antwoorden zijn immers van 
grote meerwaarde om inzicht te verwerven in hoe partners met elkaar omgaan!  
Indien u en uw partner bereid zijn om deze vragenlijst in te vullen, dan kan u beiden onafhankelijk 
van elkaar én anoniem deze vragenlijst invullen via deze link. Er zijn geen goede of foute 
antwoorden, wij zijn enkel geïnteresseerd in uw mening en ervaringen! De Ingevulde vragenlijsten 
zullen volledig anoniem worden verwerkt.  
De invultijd per persoon wordt geschat op 45 minuten. De koppeldynamiek is afhankelijk van een 
uitgebreid aantal factoren, die allemaal worden bevraagd. Wij hopen ten zeerste dat dit gegeven u 
er niet van zal weerhouden deze vragenlijst in te vullen, en kunnen u alleen maar hartelijk danken 
indien u bereid bent deel te nemen aan dit onderzoek!  
Als u vragen heeft over de vragenlijst of het onderzoek, dan kan u steeds contact opnemen met 
Emma Jaspaert (tel. 016/325461; Emma.Jaspaert@law.kuleuven.be).  
Wij willen u en uw partner alvast hartelijk bedanken voor uw deelname aan dit onderzoek!  
Dra. Emma Jaspaert 
Leuvens Instituut voor Criminologie 
H.Hooverplein 10, bus 3418 
3000 Leuven 
 
Tel: 016/32.54.61 
E-mail: Emma.Jaspaert@law.kuleuven.be 
Prof. Dr. Geert Vervaeke 
Leuvens Instituut voor Criminologie 
H.Hooverplein 10, bus 3418 
3000 Leuven 
 
Tel: 016/32.53.03 
E-mail: Geert.Vervaeke@law.kuleuven.be  
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Om bij de verwerking en analyse van de verzamelde gegevens de 
vragenlijsten van beide partners aan elkaar te kunnen koppelen, 
en tegelijkertijd de volledige anonimiteit van onze respondenten 
te garanderen, zouden wij u en uw partner willen vragen om 
op beide vragenlijsten een IDENTIEKE, PERSOONLIJKE CODE 
in te vullen. Deze code bestaat uit de geboortedatum (dag en 
maand) van de oudste partner, de geboortedatum (dag en 
maand) van de jongste partner en vervolgens de postcode van de 
oudste partner. 
 
Bv. De oudste partner verjaart op 22 augustus, de jongste op 14 
januari en de postcode van de oudste partner is 3140. Dan is de 
unieke code: 220814013140.  
 
JULLIE KOPPELCODE:  
 
 
 
DEEL 1: Persoons- en relatiekenmerken 
In dit onderdeel worden enkele algemene persoons- en relatiekenmerken 
bevraagd. Mogen wij u vragen om alle vragen correct in te vullen? 
1. U bent: 
o Man 
o Vrouw 
 
2. Wat is uw geboortejaar: 19________ 
3. Wat is uw nationaliteit? ……………………………………….. 
 
4. Hoe lang heeft u reeds een relatie met uw huidige partner?  
  jaar   maanden 
 
5. Wat is uw huidige relationele status: 
o Niet samenwonend 
o Samenwonend 
o Wettelijk samenwonend 
o Verloofd 
o Getrouwd 
 
6. Hoeveel kinderen heeft u samen met uw partner? _____ 
7. Hoeveel kinderen heeft u uit een eerdere relatie? _____ 
 
8. Wat is uw hoogst behaalde diploma? 
o Lager onderwijs 
o Lager secundair onderwijs 
o Hoger secundair onderwijs 
o Professionele bachelor 
o Academische bachelor 
o Master of licentiaat 
o Andere: ………………………………………………………… 
 
9. Wat is uw beroepsstatus? 
o Student(e) 
o Werkzoekend 
o Werkende 
o Huisman of –vrouw 
o Gepensioneerd 
o Andere: …………………………………………………………
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DEEL 2: De ideale relatie 
Iedereen heeft wel een idee van wat hoe zijn/haar ideale relatie er zou uitzien, moest je die helemaal zelf kunnen invullen naar wens. Daar zijn we in dit deel in geïnteresseerd. U krijgt stellingen te 
lezen, waarbij we u telkens vragen aan te duiden wat hierin uw voorkeur zou zijn als u aan uw ideale relatie denkt. Er zijn telkens 4 antwoordmogelijkheden: 
o JA, EN DAT MOET: Dat wil ik en ik vind dat dit zo zou moeten gebeuren 
o JA, MAAR DAT MOET NIET: Dat wil ik wel, maar ik zou aanvaarden dat het niet zo is 
o NEE, MAAR DAT MAG: Dat wil ik liever niet, maar ik zou aanvaarden dat het toch zo is 
o NEE, EN DAT MAG NIET: Dat wil ik niet en ik vind niet dat dit zou mogen gebeuren   
We vragen uw voorkeur, dus ook als deze stellingen niet van toepassing zijn op uw huidige relatie (bv. bij vragen over kinderen), vragen we u toch een antwoord te geven over hoe u het in uw 
ideale relatie zou willen. Er zijn geen juiste of foute antwoorden! 
 
IN MIJN IDEALE RELATIE ZOU IK HET LIEFSTE HEBBEN DAT… 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
1 Ik de enige ben die het geld beheert O O O O 
2 Ik voldoende vrijheid krijg om dingen te doen zonder mijn partner O O O O 
3 Mijn partner uit eigen beweging dingen doet in het huishouden (zonder dat ik hem/haar 
er steeds moet op wijzen) 
O O O O 
4 Ik weet wat mijn partner doet met zijn/haar vrienden O O O O 
5 Mijn schoonfamilie mij met respect behandelt O O O O 
6 We op seksueel gebied perfect aanvoelen wat de ander graag heeft  O O O O 
7 Er ruimte is om te groeien in mijn job O O O O 
8 We elkaar gemakkelijk begrijpen O O O O 
9 We dezelfde opvattingen hebben over de opvoeding van de kinderen O O O O 
10 Mijn partner rekening houdt met mijn opmerkingen over zijn/haar drinkgedrag O O O O 
11 We gedeelde interesses hebben O O O O 
12 We grote uitgaven steeds eerst met elkaar bespreken O O O O 
13 We elkaar af en toe verrassen met iets liefs O O O O 
14 We beiden goed opschieten met elkaars vrienden O O O O 
15 Er complimentjes worden gegeven wanneer iemand iets doet in het huishouden O O O O 
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IN MIJN IDEALE RELATIE ZOU IK HET LIEFSTE HEBBEN DAT… 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
16 Een verliefdheid bespreekbaar is O O O O 
17 We elkaar bijna dagelijks een lange, innige kus geven O O O O 
18 Als we samen uitgaan, we het principe volgen van: samen uit, samen thuis O O O O 
19 We vaak knus gezellig samen zitten O O O O 
20 Mijn partner steeds voor mij op komt tegenover zijn/haar familie O O O O 
21 Mijn partner zijn werk graag doet O O O O 
22 Ik zicht heb op wat mijn partner van geld uitgeeft O O O O 
23 We consequent zijn in de opvoeding van de kinderen O O O O 
24 We elkaar ’s avonds weinig zien O O O O 
25 Mijn partner soms naar pornografische beelden kijkt  O O O O 
26 Ik zelf beslis of, wanneer, en hoeveel ik drink O O O O 
27 Mijn partner veel over onze relatie vertelt tegen zijn/haar vrienden O O O O 
28 De (schoon)familie zich moeit in onze relatie O O O O 
29 Ik een partner heb die (soft)drugs gebruikt O O O O 
30 Ik per maand een budget krijg van mijn partner om zelf op te doen O O O O 
31 We elkaar dikwijls spontaan vastpakken en knuffelen O O O O 
32 We bewust tijd vrij maken om met elkaar te vrijen O O O O 
33 Er veel contact is met beide families O O O O 
34 Onze huishoudelijke taken evenredig zijn verdeeld O O O O 
35 Ik mijn eigen persoonlijke bankrekening heb, waar mijn partner niet aan kan O O O O 
36 Mijn partner soms masturbeert  O O O O 
37 Ik de meeste tijd steek in de zorg van de kinderen O O O O 
38 Ik fier kan zijn op de job die mijn partner uitoefent O O O O 
39 We af en toe een romantisch avondje voor ons twee plannen O O O O 
40 Mijn partner spontaan vertelt wat er in hem/haar omgaat O O O O 
41 Mijn partner vooral aan zijn/haar eigen genot denkt tijdens het vrijen O O O O 
42 Wat we verdienen toebehoort aan ons allebei O O O O 
43 Mijn partner moeite doet om overeen te komen met mijn vrienden O O O O 
44 Er een goed evenwicht is tussen tijd voor het werk en tijd voor de relatie O O O O 
45 We weinig vrijen  O O O O 
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IN MIJN IDEALE RELATIE ZOU IK HET LIEFSTE HEBBEN DAT… 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
46 Eén van ons beiden huisvrouw/huisman is O O O O 
47 Mijn partner in zijn/haar vrije tijd veel thuis zit O O O O 
48 Er afspraken worden gemaakt over drinkgedrag  O O O O 
49 We voldoende sparen voor moest er iets gebeuren O O O O 
50 We elkaar regelmatig strelen, kussen, liefkozen  O O O O 
51 We elkaar altijd kunnen zeggen wat er op onze lever ligt O O O O 
52 Ik de vrijheid heb om naar andere mensen te kijken O O O O 
53 Ik volledig gerust ben als hij/zij alleen op stap is met zijn/haar vrienden O O O O 
54 Er weinig variatie is op seksueel gebied  O O O O 
55 We elkaar volledig vertrouwen O O O O 
56 We samen op hetzelfde uur gaan slapen O O O O 
57 We evenveel zeggenschap hebben over de kinderen O O O O 
58 Ontrouw bespreekbaar is O O O O 
59 Mijn partner veel belang hecht aan intimiteit O O O O 
60 We geld kunnen uitgeven zonder elkaar verantwoording verschuldigd te zijn O O O O 
61 Ik een partner heb die rookt O O O O 
62 Mijn partner zijn/haar vrienden vaak boven mij kiest O O O O 
63 Mijn partner meteen ziet wanneer ik met iets zit O O O O 
64 We een even groot seksueel verlangen hebben O O O O 
65 We veel tijd samen met ons twee spenderen O O O O 
66 Ontrouw mogelijk is O O O O 
67 Mijn partner moeite doet om goed op te schieten met mijn familie O O O O 
68 Ik meer zeggenschap heb dan mijn partner in onze relatie O O O O 
69 We openlijk kunnen praten met elkaar over wat ons bezig houdt O O O O 
70 We enkel gemeenschappelijke vrienden hebben O O O O 
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DEEL 3: Relaties 
Hieronder volgen beweringen die betrekking hebben op je relatie met je partner of over je relatie(s) met belangrijke anderen zoals personen uit je gezin of je familie. Lees iedere bewering 
zorgvuldig en ga na in welke mate je het er mee eens of oneens bent. 
De volgende antwoorden zijn mogelijk: ‘Helemaal oneens’, ‘Eerder oneens’, ‘Eerder eens’, ‘Helemaal eens’. 
 
 
Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
1.  De relatie met mijn partner is de belangrijkste relatie die ik heb O O O O 
2.  Mijn ouders gaven er niet om als ik dingen deed zoals kleine winkeldiefstalletjes O O O O 
3.  Ik zou bijna alles opgeven voor mijn partner O O O O 
4.  Mijn partner heeft niet genoeg verstand om verstandige beslissingen te nemen O O O O 
5.  Ik voel me vaak ‘leeg’ O O O O 
6.  Ik breek vaak expres dingen die van een ander zijn O O O O 
7.  Mensen vinden mijn partner meestal aardig O O O O 
8.  Ik doe er bijna alles aan om te voorkomen dat mensen mij verlaten O O O O 
9.  Ik kan mijzelf kalmeren als ik kwaad ben op mijn partner O O O O 
10.  Voordat ik mijzelf toesta echt kwaad te worden op mijn partner, denk ik aan wat er zal gebeuren  als 
ik mijn geduld verlies 
O O O O 
11.  Mijn ouders zorgden er niet voor dat ik proper (‘netjes’) was O O O O 
12.  Een vrouw die verkracht wordt, vraagt er waarschijnlijk zelf om O O O O 
13.  Ik heb gezins- of familieleden die me zouden helpen als ik een probleem heb O O O O 
14.  Mannen zijn oneerlijker dan vrouwen O O O O 
15.  Mijn partner treitert me vaak O O O O 
16.  Ik hou me zelden bezig met godsdienstige zaken O O O O 
17.  Mijn partner is in wezen een goed mens O O O O 
18.  Ik ben altijd beleefd, zelfs tegen mensen die onaardig zijn O O O O 
19.  Soms kan ik me niet herinneren wat er de vorige avond is gebeurd omdat ik te veel gedronken had O O O O 
20.  Ik vind het moeilijk om aardige dingen tegen mijn partner te zeggen, zelfs als ik ze wel denk O O O O 
21.  Sinds mijn 15
e
 heb ik iets gestolen of proberen te stelen dat duurder was dan 50€ O O O O 
22.  Toen ik jong was, heb ik gezien hoe mijn vader of mijn moeder zijn/haar partner schopte, stompte of O O O O 
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Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
sloeg 
23.  Ik ben vaak boos op vrouwen O O O O 
24.  Ik voel dat mijn bloed gaat koken als ik boos begin te worden op mijn partner O O O O 
25.  Ik lieg om mijzelf beter voor te doen O O O O 
26.  Ik geniet van het alledaagse leven O O O O 
27.  Ik probeer niet te denken aan de vreselijke dingen die mij zijn overkomen O O O O 
28.  Als ik wakker word, voel ik me meestal redelijk goed O O O O 
29.  Sinds mijn 15
e
 heb ik geld gestolen (van iemand, inclusief gezin/familie) O O O O 
30.  Toen ik een kind was, hebben volwassenen of kinderen die niet tot mijn gezin of familie behoorden 
mij (weg)geduwd, geslagen of dingen naar mij gegooid 
O O O O 
31.  Ik praat mezelf goed wanneer ik iets tegen mijn partner heb gezegd dat ik niet had mogen zeggen O O O O 
32.  Mannen behandelen vrouwen slecht O O O O 
33.  Mijn leven verloopt over het algemeen goed O O O O 
34.  Een jongen die geslagen wordt door een andere jongen moet terug slaan O O O O 
35.  Mijn partner doet dingen enkel en alleen om mij te ergeren O O O O 
36.  Er zijn momenten geweest dat ik geprofiteerd heb van iemand O O O O 
37.  Toen ik een kind was, heeft iemand (volwassene of kind) die niet tot mijn gezin of familie behoorde, 
mij gezegd dat ik terug moest slaan als iemand mij sloeg of beledigde 
O O O O 
38.  In mijn relaties zijn er hoge pieken en diepe dalen O O O O 
39.  Voordat ik 16 was, heeft een volwassen gezins- of familielid seks met mij gehad (vaginaal, oraal of 
anaal) 
O O O O 
40.  Mannen irriteren me veel O O O O 
41.  Soms twijfel ik of de relatie met mijn partner wel zal blijven duren O O O O 
42.  Mijn partner en ik zijn het er niet over eens wat voor soort affectieve uitingen (bv. zoenen, knuffelen) 
gepast zijn in het openbaar 
O O O O 
43.  Mannen respecteren vrouwen O O O O 
44.  Wanneer ik als kind overstuur was, stelden mijn ouders me niet gerust O O O O 
45.  Vrouwen behandelen mannen slecht O O O O 
46.  Ik maak me zorgen dat ik een drugsprobleem heb O O O O 
47.  Ik denk niet na over hoe mijn doen en laten een invloed kan hebben op andere mensen O O O O 
48.  Ik geef moeilijke zaken (taken) gemakkelijk op O O O O 
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Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
49.  Het huwelijk is voor eeuwig O O O O 
50.  Ik hou niet van mijn werk of mijn opleiding O O O O 
51.  Als seks voorbij een bepaald punt komt, heeft een man zichzelf niet meer in de hand en gaat hij door 
tot hij bevredigd is 
O O O O 
52.  Het doet er niet toe met wie ik praat, ik ben altijd een goede luisteraar O O O O 
53.  Ik vertel het mijn partner niet wanneer ik het over belangrijke zaken niet met hem/haar eens ben O O O O 
54.  Ik heb het recht alles te weten wat mijn partner doet O O O O 
55.  Ik weet meestal wel wanneer ik ongeveer mijn geduld ga verliezen tegenover mijn partner O O O O 
56.  Toen ik een tiener was, ben ik vaak geslagen door mijn vader of moeder O O O O 
57.  Voor mijn 16
e
 werd ik door een kind uit mijn gezin of familie gedwongen naar zijn/haar 
geslachtsdelen te kijken of die aan te raken, of hij/zij keek naar mijn geslachtsdelen of raakte die aan 
O O O O 
58.  Voor mijn 15
e
 heb ik iets gestolen of proberen te stelen dat duurder was dan 50€ O O O O 
59.  Het is geen probleem om de wet te overtreden, zolang je maar niet gewond raakt O O O O 
60.  Mijn vader of moeder heeft mij gezegd terug te slaan als iemand mij sloeg of beledigde O O O O 
61.  Ik vermijd dingen te doen die mij herinneren aan de vreselijke dingen die mij zijn overkomen O O O O 
62.  Ik heb mij nooit geërgerd wanneer mensen hun ideeën uitdrukten, die sterk afweken van die van mij O O O O 
63.  Toen ik een kind was, heb ik vaak gezien dat kinderen die niet tot mijn gezin of familie behoorden, 
vochten of elkaar sloegen 
O O O O 
64.  Ik ben meestal in een goede stemming O O O O 
65.  Ik kan me een situatie voorstellen waarin ik het zou goedkeuren dat een vrouw haar man in zijn 
gezicht slaat 
O O O O 
66.  Ik ben soms geïrriteerd als mensen mij een gunst vragen O O O O 
67.  Ik breng tijd door met vrienden die moeilijkheden met justitie hebben O O O O 
68.  Ik heb mijzelf in het leven doelen gesteld die ik tracht te bereiken O O O O 
69.  Ik zou me verraden voelen als mijn partner het te druk had om tijd met mij door te brengen O O O O 
70.  Ik doe vaak dingen die tegen de wet zijn O O O O 
71.  Ik denk dat er in de toekomst goede dingen met mij zullen gaan gebeuren O O O O 
72.  Als een vrouw seks weigert, dan kan het soms toch goed zijn als je haar ertoe dwingt O O O O 
73.  Als ik alcohol drink, dan drink ik meestal vijf of meer glazen O O O O 
74.  Ik zou het haten als mijn partner ook iemand anders in vertrouwen nam O O O O 
75.  Ik drink soms vijf of meer glazen alcohol, maar alleen in het weekend O O O O 
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Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
76.  Ik heb vrienden die misdaden gepleegd hebben O O O O 
77.  Als een jongen opgroeit, dan is het belangrijk dat hij af en toe eens vecht O O O O 
78.  Er is niets wat ik kan doen om mijn gevoelens te controleren als mijn partner me ergert O O O O 
79.  Toen ik een kind was, heb ik gezien dat een volwassene uit mijn familie (niet mijn vader of moeder) 
een ander (weg)duwde, sloeg of iets naar hem/haar gooide 
O O O O 
80.  Voor mijn 16
e
 heeft een volwassen gezins- of familielid mij gedwongen naar zijn/haar geslachtsdelen 
te kijken of ze aan te raken, of deed hij/zij dit bij mij 
O O O O 
81.  Ik heb er serieus over gedacht om mijn relatie met mijn partner te beëindigen O O O O 
82.  Ik ben altijd aan het zoeken naar tekenen van gevaar O O O O 
83.  Het ene moment denk ik dat mijn partner perfect is en het andere moment dat hij/zij verschrikkelijk 
is 
O O O O 
84.  Ik kan me wel een situatie voorstellen waarin ik het zou goedkeuren dat een man zijn vrouw in haar 
gezicht slaagt 
O O O O 
85.  Om vooruit te komen heb ik wel eens iets gedaan wat niet in orde was O O O O 
86.  Ik word snel gefrustreerd door vrouwen O O O O 
87.  Mijn partner vindt het leuk om mij kwaad te maken O O O O 
88.  Het is soms moeilijk voor mij om door te gaan met mijn werk als ik niet gestimuleerd word O O O O 
89.  Ik doe vaak dingen die andere mensen gevaarlijk vinden O O O O 
90.  Zorgen voor mijn partner vind ik belangrijker dan zorgen voor mijzelf O O O O 
91.  Voor mijn 12
e
 kreeg ik veel kletsen of klappen van mijn vader of moeder O O O O 
92.  Ik besef het wanneer ik boos begin te worden op mijn partner O O O O 
93.  Mijn partner moet onthouden dat ik de baas ben O O O O 
94.  Mijn partner en ik zijn het niet eens over elkaars irritante gewoonten O O O O 
95.  Als mijn partner iets lelijks tegen mij zegt, zeg ik meestal iets lelijks terug O O O O 
96.  Het is meestal de fout van mijn partner als ik kwaad word O O O O 
97.  Mensen storen mij vaak als ik een taak probeer af te werken O O O O 
98.  Ik schrik snel O O O O 
99.  Mijn partner en ik zijn het er niet over eens of we elkaar moeten vertellen dat we het ergens niet over 
eens zijn 
O O O O 
100. Voor mijn 16
e
 had een volwassene die niet tot mijn gezin of familie behoorde seks met mij (vaginaal, 
oraal, anaal) 
O O O O 
101.  Soms drink ik zoveel dat ik me echt high of dronken voel O O O O 
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Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
102. Sinds mijn 15
e
 heb ik wel eens iemand die niet tot mijn gezin of familie behoorde geslagen of 
gedreigd te slaan 
O O O O 
103.  Ik heb meestal het laatste woord als mijn partner en ik het niet eens zijn O O O O 
104. Mijn partner behandelt mij goed O O O O 
105.  Vrouwen irriteren mij vaak O O O O 
106. Ik heb niet genoeg geld voor mijn dagelijkse behoeften O O O O 
107.  Mijn partner en ik zijn het oneens over zijn/haar vrienden en familie O O O O 
108. Mijn ouders hebben mij niet gestimuleerd om mijn best te doen op school O O O O 
109. Ik ben altijd bereid om toe te geven dat ik een fout gemaakt heb O O O O 
110.  Ik kan een adempauze inlassen als ik ruzie heb met mijn partner O O O O 
111.  Ik ben soms boos als het niet gaat zoals ik wil O O O O 
112.  Mannen zijn onbeleefd O O O O 
113.  Mijn relatie met mijn partner is de moeite die ik daar in steek waard O O O O 
114.  Ik ga 1 of meer keer per maand naar de kerk, de synagoge of de moskee O O O O 
115.  Een man zou niet mogen weglopen voor een gevecht met een andere man O O O O 
116.  Ik heb er wel eens aan gedacht om mijzelf te snijden of te branden O O O O 
117.  In het verleden heb ik vaker dan 1 of 2 keer cocaïne, crack of andere harddrugs (zoals xtc, heroïne of 
amfetaminen) gebruikt  
O O O O 
118.  Mijn seksleven met mijn partner is goed O O O O 
119.  Ik word getreiterd omwille van wie ik ben O O O O 
120. Voor mijn ouders maakte het niet uit als ik op school in de problemen kwam O O O O 
121.  Ik raak vaak gewond door dingen die ik doe O O O O 
122.  Ik heb wel eens een overdosis genomen, of heb ernstige gezondheidsproblemen gehad door drugs 
te gebruiken om high te worden 
O O O O 
123.  Voor mijn 16
e
 heeft een kind dat niet tot mijn gezin of familie behoorde, mij gedwongen tot het 
bekijken of aanraken van zijn/haar geslachtsdelen, of deed hij/zij dit bij mij 
O O O O 
124. Als ik voel dat ik boos aan het worden ben op mijn partner, zeg ik tegen mijzelf dat ik moet kalmeren O O O O 
125.  Het is soms noodzakelijk dat ouders hun tiener een klets geven als hij/zij opstandig is of in 
moeilijkheden komt 
O O O O 
126. Ik heb het recht om betrokken te zijn bij alles wat mijn partner doet O O O O 
127.  Ik voel me zo triest dat ik me soms afvraag waarom ik nog wil leven O O O O 
128. Voor mijn 16
e
 heeft een volwassene die niet tot mijn gezin of familie behoorde mij gedwongen O O O O 
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Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
zijn/haar geslachtdelen te bekijken of aan te raken, of deed hij/zij dat bij mij 
129. Er zijn momenten geweest waarop ik redelijk jaloers was op het geluk van anderen O O O O 
130.  Sinds mijn 15
e
 heb ik wel eens iemand fysiek aangevallen met het idee om hem/haar serieus pijn te 
doen 
O O O O 
131.  Ik heb vreselijke dingen meegemaakt waardoor ik me hulpeloos en ontzet voelde O O O O 
132.  Ik zou het haten als mijn partner, behalve aan mij, ook veel aandacht besteedde aan iemand anders O O O O 
133.  Als ik niet begrijp wat mijn partner bedoelt, vraag ik om meer uitleg O O O O 
134.  Ik zou willen dat mijn partner en ik beter met elkaar zouden kunnen opschieten O O O O 
135.  Als mijn partner en ik problemen hebben, geef ik hem/haar de schuld O O O O 
136.  Mijn huisvesting is niet goed (bv. te veel lawaai, vervallen woonst, problemen met de buren, enz.) O O O O 
137.  Ik zou van streek raken als mijn partner iemand anders iets te lang zou knuffelen O O O O 
138.  Mijn partner en ik verschillen van mening over wanneer we seks moeten hebben O O O O 
139.  Ik deel mijn gedachten met een gezins- of familielid O O O O 
140. Ik probeer soms eerder om mensen iets betaald te zetten dan om te vergeven en te vergeten O O O O 
141.  Ik voel me vaak verdrietig O O O O 
142. Ik zou jaloers zijn als mijn partner hulpvaardig zou zijn voor iemand van het andere geslacht O O O O 
143.  Vrouwen zijn onbeleefd O O O O 
144. Als mijn partner aardig tegen mij doet, vraag ik me af wat hij/zij wilt O O O O 
145.  Ik behandel andere mensen alleen slecht als ze het verdienen O O O O 
146. Voor mijn 16
e
 heeft een kind uit mijn gezin of familie dingen met mij gedaan waarvan ik nu denk dat 
het seksueel misbruik was 
O O O O 
147.  Als mijn partner over onze problemen wil praten, dan probeer ik dat te vermijden O O O O 
148. Ik heb moeite met het volgen van de regels op school of op mijn werk O O O O 
149. Ik lieg vaak om mijn zin te krijgen, of om te krijgen wat ik wil O O O O 
150.  Het is moeilijk voor mij om tijd vrij te maken om te eten O O O O 
151.  Er zijn momenten geweest dat ik in opstand wilde komen tegen mensen in een autoritaire positie, 
zelfs als ik wist dat zij gelijk hadden 
O O O O 
152.  Ik sta er op altijd te weten waar mijn partner is O O O O 
153.  Mijn partner en ik zijn het oneens over mijn vrienden en familie O O O O 
154.  Als ik boos ben op mijn partner, zeg ik wat ik denk zonder na te denken over de gevolgen O O O O 
155.  Mijn ouders gaven mij genoeg kleding om mij warm te houden O O O O 
  
404 
 
 
 
Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
156.  Mijn partner en ik verschillen van mening over hoeveel geld we uitgeven als we ergens naar toe gaan O O O O 
157.  Voor mijn 15
e
 sloeg ik of dreigde ik (één van) mijn ouders te slaan O O O O 
158.  Ik zeg gemene dingen tegen mijn partner, maar zeg vervolgens dat ik alleen maar een grapje maakte O O O O 
159.  Voor mijn 16
e
 heeft een kind dat niet tot mijn gezin of familie behoorde, dingen met mij gedaan 
waarvan ik nu denk dat het seksueel misbruik was 
O O O O 
160. Soms ben ik met dingen gestopt omdat ik dacht dat ik het toch niet zou kunnen O O O O 
161.  Het is soms noodzakelijk om een kind te disciplineren met een goed pak slaag O O O O 
162. Mijn stemming wisselt altijd O O O O 
163.  Mijn ouders hielpen mij wanneer ik moeilijkheden had om iets te begrijpen O O O O 
164. Mijn vrienden dwingen mij om dingen te doen die ik niet wil O O O O 
165.  Ik kan snel van persoonlijkheid wisselen O O O O 
166. Soms moet ik mijn partner er aan herinneren wie de baas is O O O O 
167.  Er zijn meer vervelende dan goede dingen in mijn relatie met mijn partner O O O O 
168. Mijn partner en ik zijn het oneens over hoeveel tijd we met elkaar zouden moeten doorbrengen O O O O 
169. Mijn ouders hielpen mij als ik problemen had O O O O 
170.  Ik heb overwogen om mijn partner te verlaten O O O O 
171.  Er zijn mij vreselijke dingen overkomen waar ik steeds aan moet denken O O O O 
172.  Voor mijn 15
e
 heb ik wel eens iemand fysiek aangevallen met het idee om hem/haar serieus pijn te 
doen 
O O O O 
173.  Ik heb nooit met opzet iets gezegd om iemand te kwetsen O O O O 
174.  Ik ben doodsbang door dingen die mij zijn overkomen O O O O 
175.  Ik heb anderen verteld dat ik zelfmoord zou willen plegen O O O O 
176.  Ik zou van streek raken als iemand anders mijn partner iets te lang zou knuffelen O O O O 
177.  Ik zou het haten als iemand anders veel aandacht aan mijn partner zou besteden O O O O 
178.  Voor mijn 15
e
 heb ik geld gestolen (thuis of ergens anders) O O O O 
179.  Mijn partner en ik hebben een zeer goede relatie O O O O 
180. Ik heb een goed sociaal leven met mijn partner O O O O 
181.  Ik heb spijt als ik iemand pijn doe O O O O 
182. Ik heb aan zelfmoord gedacht O O O O 
183.  Mensen op school of op mijn werk kunnen niet met mij opschieten O O O O 
184. Ik ben behandeld voor een drugsprobleem O O O O 
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Helemaal 
oneens 
Eerder 
oneens 
Eerder 
eens 
Helemaal 
eens 
185.  Mijn partner en ik verschillen van mening over het vertellen van zaken die tussen ons gebeuren aan 
anderen 
O O O O 
186. Ik zou kwaad worden als mijn partner met iemand anders flirtte O O O O 
187.  Ik heb nachtmerries (akelige dromen) over de vreselijke dingen die mij zijn overkomen O O O O 
 
In wat volgt treft u opnieuw stellingen aan. Duid bij elke stelling aan of dit al dan niet zo is in uw HUIDIGE relatie. Gelieve alle stellingen te beantwoorden! Er zijn geen juiste of foute antwoorden. 
Er zijn telkens 4 antwoordmogelijkheden:  
o JA 
o EERDER WEL 
o EERDER NIET 
o NEEN  
Opmerking: vier stellingen handelen over kinderen. Indien u en/of uw partner geen kinderen hebben, dan mag u deze vragen open laten.  
 
IN MIJN HUIDIGE RELATIE … 
JA EERDER WEL EERDER NIET NEEN 
1 Ben ik de enige die het geld beheert O O O O 
2 Krijg ik voldoende vrijheid om dingen te doen zonder mijn partner O O O O 
3 Doet mijn partner uit eigen beweging dingen in het huishouden (zonder dat ik hem/haar 
er steeds moet op wijzen) 
O O O O 
4 Weet ik wat mijn partner doet met zijn/haar vrienden O O O O 
5 Behandelt mijn schoonfamilie mij met respect  O O O O 
6 Voelen we op seksueel gebied perfect aan wat de ander graag heeft  O O O O 
7 Is er ruimte om te groeien in mijn job O O O O 
8 Begrijpen we elkaar gemakkelijk  O O O O 
9 Hebben we dezelfde opvattingen over de opvoeding van de kinderen O O O O 
10 Houdt mijn partner rekening met mijn opmerkingen over zijn/haar drinkgedrag O O O O 
11 Hebben we gedeelde interesses  O O O O 
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IN MIJN HUIDIGE RELATIE … 
JA EERDER WEL EERDER NIET NEEN 
12 Bespreken we grote uitgaven steeds eerst met elkaar  O O O O 
13 Verrassen we elkaar af en toe met iets liefs O O O O 
14 Schieten we beiden goed op met elkaars vrienden O O O O 
15 Worden er complimentjes gegeven wanneer iemand iets doet in het huishouden O O O O 
16 Is een verliefdheid bespreekbaar  O O O O 
17 Geven we elkaar bijna dagelijks een lange, innige kus O O O O 
18 Volgen we het principe van “samen uit, samen thuis” als we samen uitgaan O O O O 
19 Zitten we vaak knus gezellig samen  O O O O 
20 Komt mijn partner steeds voor mij op tegenover zijn/haar familie O O O O 
21 Doet mijn partner zijn werk graag  O O O O 
22 Heb ik zicht op wat mijn partner van geld uitgeeft O O O O 
23 Zijn we consequent in de opvoeding van de kinderen O O O O 
24 Zien e elkaar ’s avonds weinig  O O O O 
25 Kijkt mijn partner soms naar pornografische beelden  O O O O 
26 Beslis ik zelf of, wanneer, en hoeveel ik drink O O O O 
27 Vertelt mijn partner veel over onze relatie tegen zijn/haar vrienden O O O O 
28 Moeit de (schoon)familie zich in onze relatie O O O O 
29 Heb ik een partner heb die (soft)drugs gebruikt O O O O 
30 Krijg ik per maand een budget van mijn partner om zelf op te doen O O O O 
31 Pakken we elkaar dikwijls spontaan vast en knuffelen we elkaar O O O O 
32 Maken we bewust tijd vrij om met elkaar te vrijen O O O O 
33 Is er veel contact met beide families O O O O 
34 Zijn onze huishoudelijke taken evenredig verdeeld O O O O 
35 Heb ik mijn eigen persoonlijke bankrekening, waar mijn partner niet aan kan O O O O 
36 Masturbeert mijn partner soms  O O O O 
37 Steek ik de meeste tijd in de zorg van de kinderen O O O O 
38 Kan ik fier zijn op de job die mijn partner uitoefent O O O O 
39 Plannen we af en toe een romantisch avondje voor ons twee  O O O O 
40 Vertelt mijn partner spontaan wat er in hem/haar omgaat O O O O 
41 Denkt mijn partner vooral aan zijn/haar eigen genot tijdens het vrijen O O O O 
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IN MIJN HUIDIGE RELATIE … 
JA EERDER WEL EERDER NIET NEEN 
42 Behoort wat we verdienen toe aan ons allebei O O O O 
43 Doet mijn partner moeite om overeen te komen met mijn vrienden O O O O 
44 Is er een goed evenwicht tussen tijd voor het werk en tijd voor de relatie O O O O 
45 Vrijen we weinig  O O O O 
46 Is één van ons beiden huisvrouw/huisman O O O O 
47 Zit mijn partner in zijn/haar vrije tijd veel thuis  O O O O 
48 Worden er afspraken gemaakt over drinkgedrag  O O O O 
49 Sparen we voldoende voor moest er iets gebeuren O O O O 
50 Strelen, kussen, liefkozen we elkaar regelmatig  O O O O 
51 Kunnen we elkaar altijd zeggen wat er op onze lever ligt O O O O 
52 Heb ik de vrijheid om naar andere mensen te kijken O O O O 
53 Ben ik volledig gerust als hij/zij alleen op stap is met zijn/haar vrienden O O O O 
54 Is er weinig variatie op seksueel gebied  O O O O 
55 Vertrouwen we elkaar volledig  O O O O 
56 Gaan we samen op hetzelfde uur slapen O O O O 
57 Hebben we evenveel zeggenschap over de kinderen O O O O 
58 Is ontrouw bespreekbaar O O O O 
59 Hecht mijn partner veel belang aan intimiteit O O O O 
60 Kunnen we geld uitgeven zonder elkaar verantwoording verschuldigd te zijn O O O O 
61 Heb ik een partner die rookt O O O O 
62 Kiest mijn partner zijn/haar vrienden vaak boven mij  O O O O 
63 Ziet mijn partner meteen wanneer ik met iets zit O O O O 
64 Hebben we een even groot seksueel verlangen  O O O O 
65 Spenderen we veel tijd samen met ons twee  O O O O 
66 Is ontrouw mogelijk O O O O 
67 Doet mijn partner moeite om goed op te schieten met mijn familie O O O O 
68 Heb ik meer zeggenschap dan mijn partner in onze relatie O O O O 
69 Kunnen we openlijk praten met elkaar over wat ons bezig houdt O O O O 
70 Hebben we enkel gemeenschappelijke vrienden  O O O O 
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DEEL 4: OMGAAN MET CONFLICTEN IN RELATIES 
In iedere relatie is er wel eens wat, zelfs als het een hele goede relatie is. Soms erger je je wel eens aan de ander, of wil je net iets anders dan je partner. Soms heb je gewoon ruzie omdat je moe 
bent of in een slechte bui. Ieder koppel heeft zo zijn eigen manieren om meningsverschillen of ruzies op te lossen. In de lijst hieronder wordt alles genoemd wat er zou kunnen gebeuren bij 
meningsverschillen en/of ruzies.  
Kan u invullen hoe vaak dit soort dingen in het afgelopen jaar tussen u en uw partner zijn voorgevallen? Als ze in het afgelopen jaar nooit zijn voorgevallen, maar wel in het verleden (dus in de 
jaren voor het afgelopen jaar), zet dan een kruisje bij ‘Eerder’. 
 Hoe vaak is dit voorgevallen in het afgelopen jaar? 1x 2x 3-5x 6-10x 11-20x >20x Nooit Eerder 
1.   Ik liet mijn partner zien dat ik om hem/haar gaf, hoewel we ruzie hadden O O O O O O O O 
2.  Mijn partner liet mij zien dat hij/zij om mij gaf, hoewel we ruzie hadden O O O O O O O O 
3.  Ik legde mijn kant van de ruzie uit aan mijn partner  O O O O O O O O 
4.  Mijn partner legde zijn/haar kant van de ruzie aan mij uit O O O O O O O O 
5.  Ik beledigde mijn partner of ik vloekte tegen hem/haar O O O O O O O O 
6.  Mijn partner beledigde mij of vloekte tegen mij O O O O O O O O 
7.  Ik heb iets naar mijn partner gegooid dat hem/haar pijn kon doen O O O O O O O O 
8.  Mijn partner deed dit bij mij O O O O O O O O 
9.  Ik heb de arm van mijn partner omgedraaid of aan zijn/haar haren 
getrokken 
O O O O O O O O 
10.  Mijn partner deed dit bij mij O O O O O O O O 
11.  Ik liep een verstuiking, blauwe plek of kleine wonde op door een gevecht 
met mijn partner 
O O O O O O O O 
12.  Mijn partner liep een verstuiking, blauwe plek of kleine wonde op door 
een gevecht met mij 
O O O O O O O O 
13.  Ik toonde respect voor de gevoelens van mijn partner over een kwestie O O O O O O O O 
14.  Mijn partner toonde respect voor mijn gevoelens over een kwestie O O O O O O O O 
15.  Ik dwong mijn partner tot seks zonder condoom O O O O O O O O 
16.  Mijn partner dwong mij tot seks zonder condoom O O O O O O O O 
17.  Ik duwde of schoof mijn partner weg O O O O O O O O 
18.  Mijn partner deed dit bij mij O O O O O O O O 
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 Hoe vaak is dit voorgevallen in het afgelopen jaar? 1x 2x 3-5x 6-10x 11-20x >20x Nooit Eerder 
19.  Ik heb geweld gebruikt (bv. slaan, neerduwen of een wapen gebruiken) 
om te zorgen dat mijn partner orale of anale seks met mij zou hebben 
O O O O O O O O 
20.  Mijn partner deed dit bij mij O O O O O O O O 
21.  Mijn partner deed dit bij mij O O O O O O O O 
22.  Ik raakte bewusteloos nadat ik tijdens een vechtpartij door mijn partner 
op het hoofd ben geraakt 
O O O O O O O O 
23.  Mijn partner raakte bewusteloos nadat ik hem/haar tijdens een 
vechtpartij op het hoofd had geraakt 
O O O O O O O O 
24.  Ik noemde mijn partner dik of lelijk O O O O O O O O 
25.  Mijn partner noemde mij dik of lelijk O O O O O O O O 
26.  Ik stompte of sloeg mijn partner met iets dat pijn kon doen O O O O O O O O 
27.  Mijn partner deed dit bij mij O O O O O O O O 
28.  Ik maakte iets kapot dat van mijn partner was O O O O O O O O 
29.  Mijn partner maakte iets kapot dat van mij was O O O O O O O O 
30.  Ik moest naar mijn (huis)arts omdat ik met mijn partner had gevochten O O O O O O O O 
31.  Mijn partner moest naar de (huis)arts omdat hij/zij met mij had 
gevochten 
O O O O O O O O 
32.  Ik duwde de keel van mijn partner dicht O O O O O O O O 
33.  Mijn partner deed dit bij mij O O O O O O O O 
34.  Ik schreeuwde of brulde tegen mijn partner O O O O O O O O 
35.  Mijn partner deed dit bij mij O O O O O O O O 
36.  Ik duwde of sloeg mijn partner tegen de muur O O O O O O O O 
37.  Mijn partner deed dit bij mij O O O O O O O O 
38.  Ik zei dat ik zeker was dat we een probleem zouden kunnen uitpraten O O O O O O O O 
39.  Mijn partner zei dat hij/zij zeker was dat we een probleem zouden 
kunnen uitpraten 
O O O O O O O O 
40.  Ik moest eigenlijk naar de (huis)arts vanwege een gevecht met mijn 
partner, maar ik ben niet gegaan 
O O O O O O O O 
41.  Mijn partner moest eigenlijk naar de (huis)arts vanwege een gevecht 
met mij, maar hij/zij is niet gegaan 
O O O O O O O O 
42.  Ik sloeg mijn partner in elkaar O O O O O O O O 
43.  Mijn partner sloeg mij in elkaar O O O O O O O O 
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 Hoe vaak is dit voorgevallen in het afgelopen jaar? 1x 2x 3-5x 6-10x 11-20x >20x Nooit Eerder 
44.  Ik greep mijn partner hard vast O O O O O O O O 
45.  Mijn partner deed dit bij mij O O O O O O O O 
46.  Ik gebruikte geweld  (bv. slaan, neerduwen of een wapen gebruiken) om 
er voor te zorgen dat mijn partner seks had met mij 
O O O O O O O O 
47.  Mijn partner deed dit bij mij O O O O O O O O 
48.  Ik liep stampvoetend de kamer of het huis uit tijdens een ruzie O O O O O O O O 
49.  Mijn partner liep stampvoetend de kamer of het huis uit tijdens een ruzie O O O O O O O O 
50.  Ik drong aan op seks wanneer mijn partner dat niet wilde, maar ik 
gebruikte geen fysiek geweld 
O O O O O O O O 
51.  Mijn partner drong aan op seks wanneer ik dat niet wilde, maar hij/zij 
gebruikte geen fysiek geweld 
O O O O O O O O 
52.  Ik sloeg mijn partner O O O O O O O O 
53.  Mijn partner sloeg mij O O O O O O O O 
54.  Ik heb iets gebroken vanwege een gevecht met mijn partner O O O O O O O O 
55.  Mijn partner heeft iets gebroken vanwege een gevecht met mij O O O O O O O O 
56.  Ik gebruikte dreigementen om er voor te zorgen dat mijn partner orale 
of anale seks had met mij 
O O O O O O O O 
57.  Mijn partner deed dit bij mij O O O O O O O O 
58.  Ik stelde een compromis voor om een ruzie op te lossen O O O O O O O O 
59.  Mijn partner stelde een compromis voor om een ruzie op te lossen O O O O O O O O 
60.  Ik bracht mijn partner expres een brandwonde toe O O O O O O O O 
61.  Mijn partner deed dit bij mij O O O O O O O O 
62.  Ik drong bij mijn partner aan op orale of anale seks, maar ik gebruikte 
geen fysiek geweld 
O O O O O O O O 
63.  Mijn partner drong bij mij aan op orale of anale seks, maar hij/zij 
gebruikte geen fysiek geweld 
O O O O O O O O 
64.  Ik beschuldigde mijn partner er van een waardeloze minnaar te zijn O O O O O O O O 
65.  Mijn partner beschuldigde mij hiervan O O O O O O O O 
66.  Ik deed iets om mijn partner te treiteren O O O O O O O O 
67.  Mijn partner deed dit bij mij O O O O O O O O 
68.  Ik dreigde mijn partner te slaan of iets naar hem/haar te gooien O O O O O O O O 
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DEEL 5: Uw mening 
Onderstaande vragen hebben specifiek betrekking op uw relatie met uw partner. Lees de vragen zorgvuldig en kies de antwoordcategorie die het meest overeenkomt met uw gevoel. Let er op dat 
de antwoordcategorieën van vraag tot vraag kunnen verschillen!  
1. Hoe gelukkig bent u in uw relatie, alles in acht genomen. 
Uitermate ongelukkig Behoorlijk ongelukkig Een beetje ongelukkig Gelukkig Heel gelukkig Uitermate ongelukkig Perfect 
O O O O O O O 
 
2. Ik heb een warme en aangename relatie met mijn partner 
Helemaal niet waar 
Overwegend niet 
waar 
Enigszins waar Overwegend waar Bijna volledig waar Volledig waar 
O O O O O O 
 
 Hoe vaak is dit voorgevallen in het afgelopen jaar? 1x 2x 3-5x 6-10x 11-20x >20x Nooit Eerder 
69.  Mijn partner deed dit tegen mij O O O O O O O O 
70.  Ik voelde de dag na een gevecht met mijn partner nog steeds (fysieke) 
pijn 
O O O O O O O O 
71.  Mijn partner voelde de dag na een gevecht met mij nog steeds (fysieke) 
pijn 
O O O O O O O O 
72.  Ik schopte mijn partner O O O O O O O O 
73.  Mijn partner schopte mij O O O O O O O O 
74.  Ik gebruikte dreigementen om er voor te zorgen dat mijn partner seks 
had met mij 
O O O O O O O O 
75.  Mijn partner deed dit bij mij O O O O O O O O 
76.  Ik stemde toe een oplossing voor een ruzie uit te proberen, die door mijn 
partner werd voorgesteld 
O O O O O O O O 
77.  Mijn partner stemde toe een oplossing voor een ruzie uit te proberen, 
die door mij werd voorgesteld 
O O O O O O O O 
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3. In welke mate geeft uw relatie u voldoening? 
Helemaal niet  Een beetje Enigszins  Meestal Bijna volledig  Volledig  
O O O O O O 
 
4. Hoe tevreden bent u in het algemeen met uw relatie? 
Helemaal niet Een beetje  Enigszins  Meestal Bijna volledig  Volledig  
O O O O O O 
 
 
  Helemaal 
akkoord 
Behoorlijk 
akkoord 
Akkoord Geen mening Niet akkoord 
Behoorlijk 
niet akkoord 
Helemaal 
niet akkoord 
5.  Mijn partner is voornamelijk geïnteresseerd in zijn/haar 
eigen welzijn 
O O O O O O O 
6.  Er zijn momenten dat mijn partner niet te vertrouwen is O O O O O O O 
7.  Mijn partner is volledig eerlijk en oprecht tegenover mij O O O O O O O 
8.  Ik heb echt het gevoel dat ik mijn partner volledig kan 
vertrouwen 
O O O O O O O 
9.  Mijn partner is volledig oprecht in zijn/haar beloftes O O O O O O O 
10.  Ik heb het gevoel dat mijn partner niet voldoende aandacht 
heeft voor mij 
O O O O O O O 
11.  Mijn partner behandelt mij eerlijk en correct O O O O O O O 
12.  Ik heb echt het gevoel dat ik op mijn partner kan rekenen 
om mij te helpen 
O O O O O O O 
 
Dit is het einde van deze vragenlijst! Wij willen u enorm bedanken voor uw medewerking! 
Indien u nog vragen heeft in verband met de vragenlijst of met het onderzoek, kan u steeds contact opnemen met Emma 
Jaspaert (Emma. Jaspaert@law.kuleuven.be) 
 
Nogmaals hartelijk dank! 
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3. CHANGES FROM PDQ IN STUDY 1 TO PDQ IN STUDY 2 
■ = more than 80% of the respondents reported NO discrepancy 
1. DOMAIN: FINANCES 
Item Question data1  Changes Item Question data2  
1 Ben ik de enige die het geld 
beheert 
  1 Ben ik de enige die het geld 
beheert 
 
12 Bespreken we grote 
uitgaven steeds eerst met 
elkaar 
■  12 Bespreken we grote uitgaven 
steeds eerst met elkaar 
 
22 Heb ik zicht op wat mijn 
partner van geld uitgeeft 
  22 Heb ik zicht op wat mijn partner 
van geld uitgeeft 
 
30 Krijg ik per maand een 
budget van mijn partner om 
zelf op te doen 
■   30 Krijg ik per maand een budget 
van mijn partner om zelf op te 
doen 
 ■ 
65 Kunnen we geld uitgeven 
zonder elkaar 
verantwoording 
verschuldigd te zijn 
■  60 Kunnen we geld uitgeven 
zonder elkaar verantwoording 
verschuldigd te zijn 
 
35 Heb ik mijn eigen 
persoonlijke zicht- of 
spaarrekening, waar mijn 
partner niet aan kan 
■  35 Heb ik mijn eigen persoonlijke 
bankrekening, waar mijn 
partner niet aan kan 
 
43 Behoort wat we verdienen 
toe aan ons allebei 
■   42 Behoort wat we verdienen toe 
aan ons allebei 
 
52 Sparen we voldoende voor 
moest er iets gebeuren 
  49 Sparen we voldoende voor 
moest er iets gebeuren 
 
 
There were no changes in the domain ‘finances’, except for a different numbering of some of the items. This is 
due to the removal of other items in the questionnaire. Although the majority of the items showed a high 
percentage of ‘no discrepancy’, it was decided to keep the entire domain as it was, because the majority of the 
items also showed more than 3% with high discrepancies. In the second data collection phase, the items 
showed more discrepancy responses. 
2. DOMAIN: FREE TIME 
Item Question data1  Changes Item Question data2  
2 Krijg ik voldoende vrijheid 
om dingen te doen zonder 
mijn partner 
■  2 Krijg ik voldoende vrijheid om 
dingen te doen zonder mijn 
partner 
 
11 Delen we interesses ■ Formulation 11 Hebben we gedeelde interesses  
18 Vertrekken we, als we samen 
uitgaan, van het principe: 
samen uit, samen thuis 
■ Formulation 18 Volgen we het principe van 
“samen uit, samen thuis” als we 
samen uitgaan 
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50 Zit mijn partner in zijn/haar 
vrije tijd veel thuis 
  47 Zit mijn partner in zijn/haar 
vrije tijd veel thuis 
 
 
There were no substantive changes to this domain, except for some changes in formulation. Although there 
were no more items where less than 20% of the respondents reported some degree of discrepancy, this 
domain does not seem to capture substantial discrepancies.  
3. DOMAIN: FRIENDSHIPS 
Item Question data1  Changes Item Question data2  
4 Weet ik wat mijn partner 
doet met zijn/haar 
vrienden 
  4 Weet ik wat mijn partner doet 
met zijn/haar vrienden 
 
27 Vertel ik meer tegen mijn 
vrienden dan tegen mijn 
partner 
 Formulation 27 Vertelt mijn partner veel over 
onze relatie tegen zijn/haar 
vrienden 
 
68 Kom ik voor mijn partner 
op de eerste plaats 
■ Reversed 
formulation 
62 Kiest mijn partner zijn/haar 
vrienden vaak boven mij 
 
14 Schieten we beiden goed 
op met elkaars vrienden 
■  14 Schieten we beiden goed op 
met elkaars vrienden 
■ 
44 Gaan we meestal samen op 
stap 
■ Removed    
57 Kunnen we al eens apart op 
vakantie gaan 
 Removed    
   Added 43 Doet mijn partner moeite om 
overeen te komen met mijn 
vrienden 
 
   Added 53 Ben ik volledig gerust als hij/zij 
alleen op stap is met zijn/haar 
vrienden 
 
   Added 70 Hebben we enkel 
gemeenschappelijk 
 
 
Some changes were made to the domain ‘friendship’. Three of the six items showed low discrepancy-
responses. Only one of these was removed. One other was reformulated so that it was negatively formulated. 
The third was remained unchanged. In total, two of the items were removed, and three new items were 
added. The latter three new items all showed a good degree of high discrepancy-responses. In general, the 
number of discrepancy-ratings was improved for this scale. 
4. DOMAIN: FAMILY 
Item Question data1  Changes Item Question data2  
5 Kom ik goed overeen met de 
familie van mijn partner 
■ Removed    
28 Mengt de familie zich in onze 
relatie 
 Stronger 
formulation 
28 Moeit de (schoon)familie zich in 
onze relatie 
 
33 Is er veel contact met de 
familie 
  33 Is er veel contact met beide 
families 
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20 Komt de familie vaak over de 
vloer 
 Removed    
59 Komen onze families 
onderling goed overeen 
 Removed    
46 Speelt familie een grote rol 
in ons leven 
 Removed    
74 Gaat mijn partner over het 
algemeen mee naar mijn 
familiefeestjes/familiebezoe
kjes 
■ Removed    
   Added 20 Komt mijn partner steeds voor 
mij op tegenover zijn/haar 
familie 
 
   Added 67 Doet mijn partner moeite om 
goed op te schieten met mijn 
familie 
 
   Added 5 Behandelt mijn schoonfamilie 
mij met respect 
 
 
In data collection phase 1, the domain ‘family’ performed so and so. Two had more than 3% high discrepancy 
responses, but another two received less than 20% discrepancy responses. One item was reformulated with 
stronger wording. Five of the 7 items were removed, and three new items were added. These three items 
showed a good deal of high discrepancy-ratings, as well as the two ‘old’ ones.  
5. DOMAIN: QUALITY TIME 
Item Question data1  Changes Item Question data2  
13 Verrassen we elkaar af en 
toe met iets liefs 
  13 Verrassen we elkaar af en toe 
met iets liefs 
○ 
61 Gaan we samen op 
hetzelfde uur slapen 
  56 Gaan we samen op hetzelfde 
uur slapen 
 
31 Pakken we elkaar dikwijls 
spontaan vast en knuffelen 
we 
○  31 Pakken we elkaar dikwijls 
spontaan vast en knuffelen we 
○ 
40 Plannen we af en toe een 
romantisch avondje voor 
ons twee 
○  39 Plannen we af en toe een 
romantisch avondje voor ons 
twee 
○ 
71 Spenderen we veel tijd 
samen met ons twee 
  65 Spenderen we veel tijd samen 
met ons twee 
○ 
25 Zien we elkaar ’s avonds 
weinig 
○  24 Zien we elkaar ’s avonds 
weinig 
○ 
19 Zitten we vaak knus gezellig 
samen 
  19 Zitten we vaak knus gezellig 
samen 
○ 
53 Strelen, kussen, liefkozen 
we elkaar regelmatig 
○  50 Strelen, kussen, liefkozen we 
elkaar regelmatig 
○ 
 
No changes were made to the domain ‘quality time’. However, the items showed more high discrepancy-
responses in data collection phase 2.  
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6. DOMAIN: SEXUALITY 
Item Question data1  Changes Item Question data2  
17 Geven we elkaar bijna 
dagelijks een tongkus 
 Formulation 17 Geven we elkaar bijna 
dagelijks een lange, innige kus 
 
42 Kan ik seks hebben met 
andere mensen dan mijn 
partner 
■ Removed    
70 Hebben we een even groot 
seksueel verlangen 
  64 Hebben we een even groot 
seksueel verlangen 
 
24 Kan ik naar porno kijken  Removed    
48 Kan mijn partner naar 
porno kijken 
 Formulation + 
from ‘can’ to 
‘is’  
25 Kijkt mijn partner soms naar 
pornografische beelden 
 
36 Kunnen we samen naar 
porno kijken 
 Removed    
6 Weten we op seksueel 
gebied perfect wat de 
ander graag heeft 
 Formulation 6 Voelen we op seksueel gebied 
perfect aan wat de ander 
graag heeft 
 
54 Zijn we beiden bevredigd in 
ons seksleven 
 Removed    
58 Is er voldoende variatie op 
seksueel gebied 
 Reversed 
formulation  
54 Is er weinig variatie op 
seksueel gebied 
 
32 Heb ik de vrijheid om te 
masturberen 
 Removed    
64 Heeft mijn partner de 
vrijheid om te masturberen 
 From ‘can’ to 
‘is’ 
36 Masturbeert mijn partner 
soms 
 
   Added 32 Maken we bewust tijd om met 
elkaar te vrijen 
 
   Added 41 Denkt mijn partner vooral aan 
zijn/haar eigen genot tijdens 
het vrijen 
 
   Added 45 Vrijen we weinig  
   Added 59 Hecht mijn partner veel belang 
aan intimiteit 
 
 
This domain has known some changes. Some items were removed and replaced with other items (based on 
the small qualitative study, but worth mentioning?). One item was reformulated such that is was negatively 
formulated instead of positively. Two other items were reformulation so that they reflected true behavior 
rather than the possibility of the behavior. Overall, changes seemed positive. Most of the items had more than 
3% high discrepancy-responses.  
7. DOMAIN: HOUSEHOLD CHORES  
Item Question data1  Changes Item Question data2  
15 Worden er complimentjes 
gegeven, wanneer iemand 
iets doet in het huishouden 
  15 Worden er complimentjes 
gegeven, wanneer iemand iets 
doet in het huishouden 
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3 Doet mijn partner uit eigen 
beweging dingen in het 
huishouden (zonder dat ik 
hem/haar er steeds op moet 
wijzen) 
  3 Doet mijn partner uit eigen 
beweging dingen in het 
huishouden (zonder dat ik 
hem/haar er steeds op moet 
wijzen) 
 
34 Zijn onze huishoudelijke 
taken evenredig verdeeld 
  34 Zijn onze huishoudelijke taken 
evenredig verdeeld 
 
 
The domain ‘household chores’ remained unchanged.  
8. DOMAIN: CHILDREN 
Item Question data1  Changes Item Question data2  
37 Steek ik het meeste tijd in 
de zorg van de kinderen 
  37 Steek ik het meeste tijd in de 
zorg van de kinderen 
 
9 Hebben we dezelfde 
opvatting over de 
opvoeding van de kinderen 
■  9 Hebben we dezelfde opvatting 
over de opvoeding van de 
kinderen 
 
23 Zijn we consequent in de 
opvoeding van de kinderen 
  23 Zijn we consequent in de 
opvoeding van de kinderen 
 
62 Hebben we evenveel 
zeggenschap over de 
kinderen 
■  57 Hebben we evenveel 
zeggenschap over de kinderen 
 
 
The domain ‘chidren’ remained unchanged. 
9. DOMAIN: WORK 
Item Question data1  Changes Item Question data2  
38 Kan ik fier zijn op de job die 
mijn partner uitoefent 
■  38 Kan ik fier zijn op de job die 
mijn partner uitoefent 
■ 
7 Is er ruimte om te groeien 
in mijn job 
  7 Is er ruimte om te groeien in 
mijn job 
 
21 Doet mijn partner zijn/haar 
werk graag 
  21 Doet mijn partner zijn/haar 
werk graag 
 
45 Is er een goed evenwicht 
tussen tijd voor het werk en 
tijd voor de relatie 
  44 Is er een goed evenwicht 
tussen tijd voor het werk en 
tijd voor de relatie 
 
49 Is één van ons beiden 
huisvrouw/huisman 
■  46 Is één van ons beiden 
huisvrouw/huisman 
■ 
 
The domain ‘work’ remained unchanged. 
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10. SUBSTANCE USE 
Item Question data1  Changes Item Question data2  
26 Beslis ik zelf of, wanneer, en 
hoeveel ik drink 
  26 Beslis ik zelf of, wanneer, en 
hoeveel ik drink 
 
51 Worden er afspraken 
gemaakt over drinkgedrag 
bij avondjes uit 
 Formulation 
more general 
48 Worden er afspraken gemaakt 
over drinkgedrag 
 
10 Houdt mijn partner 
rekening met mijn 
opmerkingen over zijn/haar 
drinkgedrag 
  10 Houdt mijn partner rekening 
met mijn opmerkingen over 
zijn/haar drinkgedrag 
 
66 Heb ik een partner die niet 
rookt 
 Formulation 
(no double 
negation) 
61 Heb ik een partner die rookt ■ 
29 Heb ik een partner die geen 
(soft)drugs gebruikt 
 Formulation 
(no double 
negation) 
29 Heb ik een partner die 
(soft)drugs gebruikt 
■ 
 
There were no substantive changes made to the domain ‘substance use’. However, some items were 
reformulated. Two of them had a double negation which was removed. Although all the items remained 
having a good number of high discrepancy-responses, the two items that had the double negation removed 
had a larger (above 80%) amount of no discrepancy-responses.  
11. DOMAIN: COMMUNICATION 
Item Question data1  Changes Item Question data2  
55 Kunnen we elkaar altijd 
zeggen wat er op onze lever 
ligt 
  51 Kunnen we elkaar altijd 
zeggen wat er op onze lever 
ligt 
 
76 Kunnen we openlijk praten 
met elkaar over wat ons 
bezig houdt 
■  69 Kunnen we openlijk praten 
met elkaar over wat ons bezig 
houdt 
 
8 Begrijpen we elkaar 
gemakkelijk 
  8 Begrijpen we elkaar 
gemakkelijk 
 
41 Vertelt mijn partner 
spontaan wat er in 
hem/haar omgaat 
  40 Vertelt mijn partner spontaan 
wat er in hem/haar omgaat 
 
69 Ziet mijn partner meteen 
wanneer ik met iets zit 
  63 Ziet mijn partner meteen 
wanneer ik met iets zit 
 
 
The domain ‘communication’ remained unchanged. 
12. DOMAIN: APPEARANCE 
Item Question data1  Changes Item Question data2  
39 Heb ik een partner die 
zijn/haar uiterlijk verzorgt 
■ Removed    
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63 Heb ik een partner die er op 
let dat hij/zij op zijn/haar 
gewicht blijft 
 Removed    
73 Leiden we een gezond 
leven 
 Removed    
47 Hebben we een sportief 
leven 
 Removed    
 
The domain ‘appearance’ was removed from the questionnaire in its totality.  
13. FIDELITY 
Item Question data1  Changes Item Question data2  
56 Heb ik de vrijheid om naar 
andere mensen te kijken 
  52 Heb ik de vrijheid om naar 
andere mensen te kijken 
 
16 Is een verliefdheid 
bespreekbaar 
  16 Is een verliefdheid 
bespreekbaar 
 
67 Is ontrouw bespreekbaar   58 Is ontrouw bespreekbaar  
72 Is ontrouw mogelijk ■  66 Is ontrouw mogelijk ■ 
60 Vertrouwen we elkaar 
volledig 
■  55 Vertrouwen we elkaar volledig  
 
The domain ‘fidelity’ (previously labelled ‘jealousy’) remained unchanged.  
14. EXTRA STATEMENT 
 
Item Question data1  Changes Item Question data2  
75 Hebben we allebei evenveel 
zeggenschap 
 Formulation 68 Heb ik meer zeggenschap dan 
mijn partner in onze relatie 
 
 
This question was reformulated.  
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4. SURVEY QUALITATIVE STUDY 
Belangrijke thema’s binnen de partnerrelatie 
In het kader van de ontwikkeling van een nieuwe vragenlijst over specifieke belangrijke 
thema’s binnen de partnerrelatie, zou ik willen vragen om een aantal korte vragen in te 
vullen. Op die manier kunnen de belangrijkste thema’s binnen de partnerrelatie worden 
geïdentificeerd en opgenomen in de definitieve vragenlijst. 
Het invullen van deze vragenlijst is volledig vrijblijvend. De antwoorden zullen anoniem 
worden verwerkt. 
Alvast hartelijk bedankt 
Dra. Emma Jaspaert 
Leuvens Instituut voor Criminologie 
H.Hooverplein 10, bus 3418 
3000 Leuven 
 
1. WAT IS UW GESLACHT? 
 
Man  
Vrouw  
 
2. WAT IS UW GEBOORTEJAAR? 
 
3. WAT IS UW NATIONALITEIT? 
  
4. WAT IS UW RELATIONELE STATUS? 
 
Niet samenwonend  
Samenwonend  
Wettelijk samenwonend  
Getrouwd  
 
  
1 9   
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5. WAT IS DE DUUR VAN UW HUIDIGE RELATIE? 
 
0 – 1 jaar  
1 – 5 jaar  
5 – 10 jaar  
10 – 20 jaar  
20 – 40 jaar  
Meer dan 40 
jaar 
 
 
6. HOEVEEL KINDEREN HEEFT U UIT UW HUIDIGE EN/OF VORIGE RELATIE(S)? 
 
Geen  
1  
2  
3  
4 of meer  
 
7. WAT IS UW HOOGST BEHAALDE DIPLOMA? 
 
Basisonderwijs   Professionele bachelor 
(hogeschool) 
 
Lager secundair onderwijs   Academische bachelor 
(universiteit) 
 
Hoger secundair onderwijs    Master of licentiaat (universiteit)  
 
8. WAT IS UW BEROEPSSTATUS? 
Student  
Werkzoekend  
Huisman/-vrouw  
Werkende  
Gepensioneerd  
 
  
  
423 
 
ER ZIJN VERSCHILLENDE DOMEINEN BINNEN EEN PARTNERRELATIE DIE BELANGRIJK ZIJN. KAN U 
VOOR ONDERSTAANDE DOMEINEN DE DRIE BELANGRIJKSTE THEMA’S (MINDER MAG OOK) BINNEN DAT 
DOMEIN AANGEVEN WAARAAN U HET MEESTE BELANG HECHT? 
 
OMGAAN MET GELD, FINANCIËN 
 
 
 
 
(INVULLING VAN) VRIJE TIJD 
 
 
 
 
VRIENDSCHAPPEN MET ANDEREN 
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(SCHOON)FAMILIE 
 
 
 
 
TIJD MET Z’N TWEETJES 
 
 
 
 
SEKSUALITEIT(SBELEVING) 
 
 
 
 
HUISHOUDEN 
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OPVOEDING VAN DE KINDEREN (INDIEN VAN TOEPASSING) 
 
 
 
 
WERK & VERHOUDING WERK-PRIVÉ 
 
 
 
 
ALCOHOL, ROKEN OF GEBRUIK VAN DRUGS/MEDICATIE 
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COMMUNICATIE 
 
 
 
 
HYGIËNE EN UITERLIJKE VERZORGING 
 
 
 
 
JALOEZIE, FLIRTEN OF (ANGST VOOR) VREEMDGAAN 
 
 
 
 
ZIJN ER VOLGENS U NOG ANDERE DOMEINEN BELANGRIJK BINNEN DE PARTNERRELATIE 
DIE HIERBOVEN NIET WERDEN VERMELD, OF ZIJN ER ANDERE SPECIFIEKE ASPECTEN DIE 
U NIET KAN PLAATSEN ONDER EEN MEER OVERKOEPELEND DOMEIN? 
  
427 
 
 
 
OVER SOMMIGE VAN DEZE DOMEINEN ZIJN ER BINNEN UW RELATIE MISSCHIEN MEER 
CONFLICTEN/RUZIES/ERGERNISSEN DAN OVER ANDERE.  
KAN U ONDERSTAANDE DOMEINEN RANGSCHIKKEN VOLGENS DE MATE VAN CONFLICT  
IN UW RELATIE?  (1 = MEESTE CONFLICTEN, 13 OF MEER = MINSTE CONFLICTEN) 
 
OMGAAN MET GELD, FINANCIËN  
INVULLING VAN VRIJE TIJD  
VRIENDSCHAPPEN MET ANDEREN  
(SCHOON)FAMILIE  
TIJD MET Z’N TWEETJES  
SEKSUALITEITS(BELEVING)  
HUISHOUDEN  
OPVOEDING VAN DE KINDEREN  
WERK EN VERHOUDING WERK-PRIVÉ  
ALCOHOL, ROKEN OF GEBRUIK VAN DRUGS  
COMMUNICATIE  
HYGIËNE EN UITERLIJKE VERZORGING  
JALOEZIE, FLIRTEN OF (ANGST VOOR) VREEMDGAAN  
ANDERE? …………………………………..  
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HEEFT U NOG VRAGEN, BEMERKINGEN OF SUGGESTIES BETREFFENDE DEZE BEVRAGING 
OF HET ONDERWERP? 
 
 
DIT IS HET EINDE VAN DEZE BEVRAGING. 
 
HARTELIJK DANK VOOR UW MEDEWERKING 
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5. LIST OF ITEMS OF PDQ FOR INCONGRUENCE 
Note: The statements of the PDQ suited for the calculation of incongruence are marked in bold.  
FINANCES 
Item Statement 
1 Ben ik de enige die het geld beheert 
12 Bespreken we grote uitgaven steeds eerst met elkaar 
22 Heb ik zicht op wat mijn partner van geld uitgeeft 
30 Krijg ik per maand een budget van mijn partner om zelf op te doen 
60 Kunnen we geld uitgeven zonder elkaar verantwoording verschuldigd te zijn 
35 Heb ik mijn eigen persoonlijke bankrekening, waar mijn partner niet aan kan 
42 Behoort wat we verdienen toe aan ons allebei 
49 Sparen we voldoende voor moest er iets gebeuren 
 
LEISURE TIME 
Item Statement 
2 Krijg ik voldoende vrijheid om dingen te doen zonder mijn partner 
11 Hebben we gedeelde interesses 
18 Volgen we het principe van “samen uit, samen thuis” als we samen uitgaan 
47 Zit mijn partner in zijn/haar vrije tijd veel thuis 
 
FRIENDSHIP 
Item Statement 
4 Weet ik wat mijn partner doet met zijn/haar vrienden 
27 Vertelt mijn partner veel over onze relatie tegen zijn/haar vrienden 
62 Kiest mijn partner zijn/haar vrienden vaak boven mij 
14 Schieten we beiden goed op met elkaars vrienden 
43 Doet mijn partner moeite om overeen te komen met mijn vrienden 
53 Ben ik volledig gerust als hij/zij alleen op stap is met zijn/haar vrienden 
70 Hebben we enkel gemeenschappelijke vrienden 
 
FAMILY 
Item Statement 
28 Moeit de (schoon)familie zich in onze relatie 
33 Is er veel contact met beide families 
20 Komt mijn partner steeds voor mij op tegenover zijn/haar familie 
67 Doet mijn partner moeite om goed op te schieten met mijn familie 
5 Behandelt mijn schoonfamilie mij met respect 
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QUALITY TIME 
Item Statement 
13 Verrassen we elkaar af en toe met iets liefs 
56 Gaan we samen op hetzelfde uur slapen 
31 Pakken we elkaar dikwijls spontaan vast en knuffelen we 
39 Plannen we af en toe een romantisch avondje voor ons twee 
65 Spenderen we veel tijd samen met ons twee 
24 Zien we elkaar ’s avonds weinig 
19 Zitten we vaak knus gezellig samen 
50 Strelen, kussen, liefkozen we elkaar regelmatig 
 
SEXUALITY 
Item Statement 
17 Geven we elkaar bijna dagelijks een lange, innige kus 
64 Hebben we een even groot seksueel verlangen 
25 Kijkt mijn partner soms naar pornografische beelden 
6 Voelen we op seksueel gebied perfect aan wat de ander graag heeft 
54 Is er weinig variatie op seksueel gebied 
36 Masturbeert mijn partner soms 
32 Maken we bewust tijd om met elkaar te vrijen 
41 Denkt mijn partner vooral aan zijn/haar eigen genot tijdens het vrijen 
45 Vrijen we weinig 
59 Hecht mijn partner veel belang aan intimiteit 
 
HOUSEHOLD 
Item Statement 
15 Worden er complimentjes gegeven, wanneer iemand iets doet in het huishouden 
3 Doet mijn partner uit eigen beweging dingen in het huishouden (zonder dat ik 
hem/haar er steeds op moet wijzen) 
34 Zijn onze huishoudelijke taken evenredig verdeeld 
 
CHILDREN 
Item Statement 
37 Steek ik het meeste tijd in de zorg van de kinderen 
9 Hebben we dezelfde opvatting over de opvoeding van de kinderen 
23 Zijn we consequent in de opvoeding van de kinderen 
57 Hebben we evenveel zeggenschap over de kinderen 
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WORK 
Item Statement 
38 Kan ik fier zijn op de job die mijn partner uitoefent 
7 Is er ruimte om te groeien in mijn job 
21 Doet mijn partner zijn/haar werk graag 
44 Is er een goed evenwicht tussen tijd voor het werk en tijd voor de relatie 
46 Is één van ons beiden huisvrouw/huisman 
 
SUBSTANCE (AB)USE 
Item Statement 
26 Beslis ik zelf of, wanneer, en hoeveel ik drink 
48 Worden er afspraken gemaakt over drinkgedrag 
10 Houdt mijn partner rekening met mijn opmerkingen over zijn/haar drinkgedrag 
61 Heb ik een partner die rookt 
29 Heb ik een partner die (soft)drugs gebruikt 
 
COMMUNICATION 
Item Statement 
51 Kunnen we elkaar altijd zeggen wat er op onze lever ligt 
69 Kunnen we openlijk praten met elkaar over wat ons bezig houdt 
8 Begrijpen we elkaar gemakkelijk 
40 Vertelt mijn partner spontaan wat er in hem/haar omgaat 
63 Ziet mijn partner meteen wanneer ik met iets zit 
 
FIDELITY 
Item Statement 
52 Heb ik de vrijheid om naar andere mensen te kijken 
16 Is een verliefdheid bespreekbaar 
58 Is ontrouw bespreekbaar 
66 Is ontrouw mogelijk 
55 Vertrouwen we elkaar volledig 
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6. ENGLISH AND DUTCH VERSION OF CSI(4)  
English version 
1. Please indicate the degree of happiness, all things considered, of your relationship. 
Extremely 
unhappy 
Fairly 
unhappy 
A little 
unhappy 
Happy Very 
happy 
Extremely 
happy 
Perfect 
0 1 2 3 4 5 6 
 
2. I have a warm and comfortable relationship with my partner 
Not at all 
true 
A little true Somewhat 
true 
Mostly true Almost 
completely true 
Completely 
true 
0 1 2 3 4 5 
 
3. How rewarding is your relationship with your partner?  
Not at all  A little  Somewhat  Mostly  Almost 
completely  
Completely  
0 1 2 3 4 5 
 
4. In general, how satisfied are you with your relationship? 
Not at all  A little  Somewhat  Mostly  Almost 
completely  
Completely  
0 1 2 3 4 5 
 
Dutch version 
1. Hoe gelukkig bent u in uw relatie, alles in acht genomen. 
Uitermate 
ongelukkig 
Behoorlijk 
ongelukkig 
Een beetje 
ongelukkig 
Gelukkig Heel 
gelukkig 
Uitermate 
gelukkige 
Perfect 
0 1 2 3 4 5 6 
 
2. Ik heb een warme en aangename relatie met mijn partner 
Helemaal 
niet waar 
Overwegend 
niet waar 
Enigszins 
waar 
Overwegend 
waar 
Bijna 
volledig 
waar 
Volledig 
waar 
0 1 2 3 4 5 
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3. In welke mate geeft uw relatie u voldoening? 
Helemaal 
niet  
Een beetje Enigszins Meestal Bijna 
volledig 
Volledig 
0 1 2 3 4 5 
 
4. Hoe tevreden bent u in het algemeen met uw relatie? 
Helemaal 
niet  
Een beetje Enigszins Meestal Bijna 
volledig 
Volledig 
0 1 2 3 4 5 
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7. RESPONSE RATES PREFERENCE/REALIZATION FORM 
 
Note: grey = category with 10% or more of the responses. 
 
IDEALE RELATIE REËLE RELATIE 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
JA EERDER JA EERDER NEE NEE 
1 Ik de enige ben die het geld beheert 0.4% 13% 38.4% 48.2% 3.3% 14.1% 19.9% 62.7% 
2 Ik voldoende vrijheid krijg om dingen te doen zonder 
mijn partner 
68.5% 25.6% 5.4% 0.4% 72.8% 23.3% 3.3% 0.6% 
3 Mijn partner uit eigen beweging dingen doet in het 
huishouden (zonder dat ik hem/haar er steeds moet op 
wijzen) 
55.9% 37.3% 6.4% 0.4% 57.3% 28.0% 12.9% 1.8% 
4 Ik weet wat mijn partner doet met zijn/haar vrienden 29.5% 54.8% 15.1% 0.6% 48.0% 47.4% 4.1% 0.6% 
5 Mijn schoonfamilie mij met respect behandelt 76.5% 20.2% 3.1% 0.2% 71.4% 22.5% 3.7% 2.3% 
6 We op seksueel gebied perfect aanvoelen wat de ander 
graag heeft  
60.6% 34.8% 4.1% 0.6% 43.2% 44.7% 9.5% 2.5% 
7 Er ruimte is om te groeien in mijn job 63.3% 31.5% 5.0% 0.2% 65.7% 25.6% 6.9% 1.8% 
8 We elkaar gemakkelijk begrijpen 77.1% 20.4% 2.5% 0% 60.8% 32.8% 6.0% 0.4% 
9 We dezelfde opvattingen hebben over de opvoeding van 
de kinderen 
55.9% 38.4% 5.6% 0% 51.6% 42.7% 4.6% 1.1% 
10 Mijn partner rekening houdt met mijn opmerkingen over 
zijn/haar drinkgedrag 
56.5% 32.6% 9.5% 1.4% 51.0% 37.7% 10.0% 1.4% 
11 We gedeelde interesses hebben 35.5% 56.7% 7.6% 0.2% 57.1% 34.0% 8.2% 0.8% 
12 We grote uitgaven steeds eerst met elkaar bespreken 87.4% 10.1% 1.9% 0.6% 75.0% 19.6% 3.9% 1.6% 
13 We elkaar af en toe verrassen met iets liefs 32.8% 57.1% 9.9% 0.2% 46.1% 33.9% 18.1% 1.9% 
14 We beiden goed opschieten met elkaars vrienden 19.4% 74.6% 6.0% 0% 52.4% 43.1% 4.1% 0.4% 
15 Er complimentjes worden gegeven wanneer iemand iets 
doet in het huishouden 
21.9% 56.5% 20.6% 1.0% 34.1% 42.1% 19.7% 4.1% 
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Note: grey = category with 10% or more of the responses. 
 
IDEALE RELATIE REËLE RELATIE 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
JA EERDER JA EERDER NEE NEE 
16 Een verliefdheid bespreekbaar is 43.3% 30.1% 16.5% 10.1% 21.6% 36.4% 27.2% 14.8% 
17 We elkaar bijna dagelijks een lange, innige kus geven 21.0% 49.7% 28.3% 1.0% 31.7% 31.7% 27.4% 9.3% 
18 Als we samen uitgaan, we het principe volgen van: 
samen uit, samen thuis 
32.8% 44.9% 20.4% 1.9% 45.8% 39.4% 10.7% 4.1% 
19 We vaak knus gezellig samen zitten 44.5% 45.4% 9.3% 0.8% 54.9% 33.4% 9.2% 2.5% 
20 Mijn partner steeds voor mij op komt tegenover 
zijn/haar familie 
45.8% 42.1% 11.5% 0.6% 44.4% 48.7% 5.1% 1.8% 
21 Mijn partner zijn werk graag doet 65.0% 31.1% 3.9% 0% 56.2% 33.7% 8.6% 1.6% 
22 Ik zicht heb op wat mijn partner van geld uitgeeft 34.0% 45.8% 18.8% 1.4% 43.5% 40.7% 11.7% 4.1% 
23 We consequent zijn in de opvoeding van de kinderen 81.4% 15.3% 2.7% 0.6% 57.8% 36.5% 3.0% 2.7% 
24 We elkaar ’s avonds weinig zien 0% 11.7% 45.4% 42.9% 5.1% 18.6% 43.6% 32.7% 
25 Mijn partner soms naar pornografische beelden kijkt  1.7% 21.9% 56.9% 19.4% 9.8% 11.5% 30.1% 48.6% 
26 Ik zelf beslis of, wanneer, en hoeveel ik drink 32.6% 51.5% 10.1% 5.8% 61.2% 34.4% 3.1% 1.4% 
27 Mijn partner veel over onze relatie vertelt tegen 
zijn/haar vrienden 
1.0% 23.5% 64.5% 11.1% 11.3% 31.1% 43.6% 14.0% 
28 De (schoon)familie zich moeit in onze relatie 0.8% 1.6% 15.0% 82.7% 1.6% 5.9% 37.0% 55.6% 
29 Ik een partner heb die (soft)drugs gebruikt 0.6% 3.1% 18.8% 77.5% 3.9% 2.3% 6.0% 87.8% 
30 Ik per maand een budget krijg van mijn partner om zelf 
op te doen 
3.1% 8.7% 30.3% 57.9% 3.1% 4.3% 7.6% 85.0% 
31 We elkaar dikwijls spontaan vastpakken en knuffelen 55.5% 34.8% 8.5% 1.2% 52.8% 29.6% 12.7% 4.9% 
32 We bewust tijd vrij maken om met elkaar te vrijen 43.3% 36.1% 18.6% 1.9% 33.6% 34.4% 22.3% 9.7% 
33 Er veel contact is met beide families 33.2% 41.7% 23.5% 1.6% 37.1% 36.3% 19.4% 7.2% 
34 Onze huishoudelijke taken evenredig zijn verdeeld 33.0% 43.7% 21.4% 1.9% 24.5% 42.8% 24.7% 8.1% 
35 Ik mijn eigen persoonlijke bankrekening heb, waar mijn 
partner niet aan kan 
18.4% 24.9% 25.6% 31.1% 49.1% 5.5% 4.1% 41.3% 
36 Mijn partner soms masturbeert  3.9% 30.9% 57.9% 7.4% 25.9% 15.0% 29.6% 29.6% 
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Note: grey = category with 10% or more of the responses. 
 
IDEALE RELATIE REËLE RELATIE 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
JA EERDER JA EERDER NEE NEE 
37 Ik de meeste tijd steek in de zorg van de kinderen 2.9% 30.5% 51.8% 14.8% 15.0% 27.1% 28.7% 29.2% 
38 Ik fier kan zijn op de job die mijn partner uitoefent 30.9% 56.5% 12.6% 0% 66.5% 28.1% 4.2% 1.2% 
39 We af en toe een romantisch avondje voor ons twee 
plannen 
68.7% 24.5% 6.6% 0.2% 55.4% 22.4% 18.3% 3.9% 
40 Mijn partner spontaan vertelt wat er in hem/haar 
omgaat 
51.1% 39.6% 8.5% 0.8% 39.5% 39.6% 16.8% 4.1% 
41 Mijn partner vooral aan zijn/haar eigen genot denkt 
tijdens het vrijen 
3.3% 14.6% 51.1% 31.1% 3.5% 11.8% 50.3% 34.4% 
42 Wat we verdienen toebehoort aan ons allebei 49.5% 29.9% 16.7% 3.9% 50.8% 22.0% 12.0% 15.3% 
43 Mijn partner moeite doet om overeen te komen met 
mijn vrienden 
39.0% 51.5% 8.3% 1.2% 59.3% 34.2% 4.7% 1.8% 
44 Er een goed evenwicht is tussen tijd voor het werk en 
tijd voor de relatie 
70.5% 23.9% 5.2% 0.4% 50.1% 37.0% 11.0% 2.0% 
45 We weinig vrijen  0.6% 10.3% 39.8% 49.3% 15.5% 22.7% 31.8% 29.9% 
46 Eén van ons beiden huisvrouw/huisman is 1.6% 15.5% 56.3% 26.6% 12.0% 6.1% 8.0% 73.9% 
47 Mijn partner in zijn/haar vrije tijd veel thuis zit 1.9% 35.1% 55.3% 7.6% 18.3% 36.2% 28.4% 17.1% 
48 Er afspraken worden gemaakt over drinkgedrag  21.2% 23.3% 45.2% 10.3% 12.5% 18.5% 28.8% 40.2% 
49 We voldoende sparen voor moest er iets gebeuren 63.9% 27.8% 8.3% 0% 47.0% 28.3% 15.0% 9.6% 
50 We elkaar regelmatig strelen, kussen, liefkozen  63.5% 29.3% 6.6% 0.6% 57.4% 28.9% 9.0% 4.7% 
51 We elkaar altijd kunnen zeggen wat er op onze lever ligt 81.0% 16.5% 2.3% 0.2% 62.8% 31.2% 4.5% 1.6% 
52 Ik de vrijheid heb om naar andere mensen te kijken 41.9% 41.6% 14.2% 2.3% 45.1% 43.2% 10.5% 1.2% 
53 Ik volledig gerust ben als hij/zij alleen op stap is met 
zijn/haar vrienden 
78.1% 16.5% 5.2% 0.2% 62.0% 28.8% 6.8% 2.3% 
54 Er weinig variatie is op seksueel gebied  3.5% 14.4% 48.7% 33.4% 13.4% 27.4% 37.1% 22.1% 
55 We elkaar volledig vertrouwen 91.7% 6.0% 2.3% 0% 70.6% 24.8% 2.5% 1.2% 
56 We samen op hetzelfde uur gaan slapen 6.2% 43.7% 46.4% 3.7% 22.7% 40.4% 19.8% 17.1% 
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Note: grey = category with 10% or more of the responses. 
 
IDEALE RELATIE REËLE RELATIE 
JA, EN DAT 
MOET 
JA, MAAR 
DAT MOET 
NIET 
NEE, MAAR 
DAT MAG 
NEE, EN DAT 
MAG NIET 
JA EERDER JA EERDER NEE NEE 
57 We evenveel zeggenschap hebben over de kinderen 82.1% 13.4% 3.5% 1.0% 69.0% 20.6% 2.1% 8.3% 
58 Ontrouw bespreekbaar is 44.1% 14.6% 12.4% 28.9% 19.4% 21.6% 25.6% 33.4% 
59 Mijn partner veel belang hecht aan intimiteit 50.7% 39.2% 9.5% 0.6% 47.6% 40.5% 9.2% 2.7% 
60 We geld kunnen uitgeven zonder elkaar verantwoording 
verschuldigd te zijn 
35.5% 38.6% 15.0% 10.9% 53.2% 35.0% 8.2% 3.5% 
61 Ik een partner heb die rookt 1.0% 6.4% 42.9% 49.7% 14.0% 4.1% 3.5% 78.4% 
62 Mijn partner zijn/haar vrienden vaak boven mij kiest 2.3% 3.7% 27.6% 66.4% 1.4% 4.5% 30.9% 63.3% 
63 Mijn partner meteen ziet wanneer ik met iets zit 40.0% 50.1% 9.5% 0.4% 41.6% 45.3% 9.9% 3.1% 
64 We een even groot seksueel verlangen hebben 19.8% 58.4% 21.0% 0.8% 18.4% 40.2% 28.3% 13.1% 
65 We veel tijd samen met ons twee spenderen 41.9% 45.6% 11.3% 1.2% 40.3% 42.8% 13.2% 3.7% 
66 Ontrouw mogelijk is 1.4% 3.1% 7.6% 88.0% 1.7% 2.3% 16.1% 79.8% 
67 Mijn partner moeite doet om goed op te schieten met 
mijn familie 
49.9% 38.8% 9.1% 2.1% 67.0% 28.5% 3.1% 1.4% 
68 Ik meer zeggenschap heb dan mijn partner in onze 
relatie 
2.5% 7.2% 25.4% 64.9% 2.5% 11.3% 28.3% 57.9% 
69 We openlijk kunnen praten met elkaar over wat ons 
bezig houdt 
75.0% 22.1% 2.7% 0.2% 64.5% 29.1% 5.2% 1.2% 
70 We enkel gemeenschappelijke vrienden hebben 6.6% 19.8% 52.8% 20.8% 15.2% 23.9% 23.3% 37.5% 
 
 
 
 
