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Kivonat A szöveges dokumentumok lényegi mondanivalóját tömören
összegezni képes kifejezések kitüntetett fontossággal b́ırnak: számos
nyelvtechnológiai alkalmazás profitálhat ismeretükből a katalogizáló és
kivonatoló rendszerekben történő felhasználásuktól kezdve egészen az
információ-visszakereső alkalmazásokig. Cikkünkben automatikusan
meghatározott kulcsszavak minőségét alternat́ıv módon, egy dokumen-
tumklaszterező alkalmazásban való felhasználásuk kapcsán vizsgáltuk.
A munkánk során felhasznált dokumentumokat a Magyar Számı́tógépes
Nyelvészeti Konferencia (MSzNy) megjelent konferenciaköteteinek cikkei
képezték. A cikkekből történő csoportképzést összehasonĺıtottuk a cik-
kekben előforduló n-gramok, valamint gépi tanulás útján meghatározott
kulcsszavak alapján is. Eredményeink tükrében kijelenthető, hogy a kulcs-
szavak hasznosak a dokumentumklaszterezés feladatának megseǵıtésében
is. A cikkek automatikus kulcsszavai alapján értelmezett hasonlósági
gráf vizualizálása és klaszterezése során tapasztaltak alapján megfigyel-
hető volt továbbá a nyelvtechnológia egyes részterületeinek elkülönülése,
időbeli fontosságuk változása, amely alapján az automatikus kulcssza-
vak – alkalmazásoldali szempontból – megfelelő minőségére következtet-
hetünk.
Kulcsszavak: automatikus kulcsszókinyerés, dokumentumklaszterezés
1. Bevezetés
A dokumentumokhoz – automatikusan avagy manuálisan – rendelt kulcssza-
vak azon túl, hogy egy tömör összefoglalójaként értelmezhetők az egyes do-
kumentumoknak – és ezáltal alkalmassá válnak azok visszakeresésének vagy
osztályozásának megkönnýıtésére –, fontos eszközei lehetnek a dokumentumok
közötti hasonlóságok meghatározásának. Jelen cikkben azt a kérdést vizsgáljuk,
hogy a dokumentumok között definiált hasonlósági reláció modellezésére al-
kalmasabb-e az egyes dokumentumok kulcsszavaira támaszkodni, mint a ha-
gyományos vektortérmodellre (ahol a dokumentumokat a bennük előforduló
összes n-grammal jellemezzük).






Az elmúlt években számos tudományos eredmény látott napvilágot hazai és nem-
zetközi szinten egyaránt a dokumentumok lényegét léırni hivatott kifejezéshal-
mazok automatikus meghatározását végző rendszerekre nézve. Ezen munkák jel-
lemzően angol nyelvű tudományos publikációk kulcsszavainak automatikus meg-
határozását tűzték ki célul (pl. [1],[2] és [3]), azonban akadnak kivételek is, ame-
lyek más doménű dokumentumok kulcsszavazására vállalkoztak (pl. [4], [5] és
[6]). Mindamellett, hogy az angol nyelvű tudományos publikációkból történő
kulcsszókinyerésnek tehát igen bő irodalma áll rendelkezésre, magyar nyelvű
politika- és neveléstudományi témában ı́ródott tudományos publikációk kulcs-
szavainak gépi tanuláson alapuló meghatározására is született már ḱısérlet [7].
A korábbi munkák hatékonyságának objekt́ıv meǵıtélésének komoly gátat
szab az a tény, hogy a kulcsszavak minőségének emberi elb́ırálása meglehetősen
szubjekt́ıv, valamint az automatikus (szigorú sztringegyezésen alapuló) kiértéke-
lésük szintén nehézségekbe ütközik az azonos (szinonim) vagy közel azonos (hipo-
vagy hipernim) jelentésű kifejezések megjelenési formáinak soksźınűsége kapcsán.
Jelen munka egyik célja egy alternat́ıv kiértékelési lehetőség definiálása a kulcs-
szavak minőségének meǵıtélésére, amely során a kulcsszavazás hatékonysága azon
keresztül kerül lemérésre, hogy milyen mértékben sikerül egy korpuszt alkotó
dokumentumokat elkülöńıteni egymástól, csupán a hozzájuk tartozó legmegfe-
lelőbbnek ı́télt kulcsszavak ismeretének fényében.
A tudományos trendek természetesnyelv-feldolgozási eszközökkel történő ku-
tatásának témájában szintén születtek már korábbi munkák. Ezek közül egy
[8], ahol kulcsszavakhoz hasonló kifejezések előfordulásainak időbeli változását
nyomon követve határozták meg a különböző tudományos résztémakörök relat́ıv
fontosságának változását.
3. Módszertan
A következő alfejezetek azt mutatják be, hogy az MSzNy-cikkarch́ıvum egészének
automatikus kulcsszavazása miként zajlott, majd ezt követően az egyes cikkek-
hez rendelt kulcsszavak alapján hogyan lettek azonośıtva az egyes számı́tógépes
nyelvészeti részterületek.
3.1. Automatikus kulcsszavazás
Mivel a cikkek szerzői csupán az esetek elenyésző hányadában látják el ı́rásukat
az azt jellemző kulcsszavakkal, ezért ahhoz, hogy a dokumentumok klaszterezése
az őket legjobban léıró kulcskifejezések alapján is megtörténhessen, szükség volt
egy olyan modell éṕıtésére, amely képes a kulcsszavak cikkek szövegéből történő
automatikus kinyerésére. A feladat megoldása alapvetően a [7] által ismerte-
tett módszert követte. A kulcsszavak meghatározására először a dokumentumból
kigyűjtöttük a lehetséges kulcsszójelölteket, majd felügyelt tanulási módszerekkel
azokat fontossági sorrendbe rendeztük. Jelen esetben a rangsorolás egy bináris




valósźınűségi osztályozó a posteriori valósźınűségein alapul, ahol a bináris osztá-
lyozót arra tańıtjuk, hogy egy kulcsszójelölt szerepelt-e a dokumentum szerzője
által a szóban forgó dokumentumhoz rendelt kulcsszavak között vagy sem. Ez a
bináris tanuló a [7] jellemzőkészletéhez hasonló módon pozicionális, ortografikus
és morfológiai jegyeik alapján reprezentálta a kulcsszójelölteket, az osztályozá-
sukhoz pedig maximum entrópia modellt használtunk. A morfológiai elemzés
elvégzésére a [9] modelljeit használtuk föl.
3.2. Dokumentumok hasonlóságának mértéke
Két dokumentum hasonlóságának mérésére több módszert is vizsgáltunk. Egy-
részt ez a hasonlóság alapulhat az előző fejezetben bemutatott automatikus
kulcsszavakon, vagy a dokumentum n-gramjain
(1≤n≤2). Mindkét megközeĺıtésre igaz, hogy egy dokumentumot a 10
”
legjel-
lemzőbb” kifejezésével ı́rtunk le. Az n-gramok esetén a rangsoroló mérték a ha-
gyományos tf-idf mutató volt, mı́g a kulcsszavakra támaszkodó reprezentáció
esetében a bináris osztályozónk a posteriori valósźınűsége volt mindez.
Két dokumentum esetén akkor beszélünk pozit́ıv hasonlóságról, ha azok leg-
alább egy közös
”
jellemző” kifejezéssel rendelkeznek. Két dokumentum kulcs-
szavaiból álló halmaz metszetének értékelésére több stratégiát is alkalmaztunk:
egyes esetekben a mindkét halmazban megtalálható kifejezések fontosságértéké-
nek maximumai, minimumai, átlagai, szorzatai, illetve harmonikus közepei lettek
véve, majd a két dokumentum globális hasonlóságának meghatározásához ezek
az értékek összegezve lettek átfedésben álló kifejezéseik fölött. Két további meg-
közeĺıtés az átfedő kifejezések fontosságát nem, csupán azok számosságát vette
figyelembe: ezek a Dice- és Jaccard -együtthatókon alapuló módszerek voltak.
3.3. Hasonlósági gráf alapú klaszterezés
Végső célunk egy dokumentumhalmaz klaszterezése, melyhez a csúcsaiban doku-
mentumokat reprezentáló (iránýıtatlan) hasonlósági gráfot éṕıtünk fel, a gráfban
szereplő éleket pedig oly módon súlyoztuk, hogy azok értékei az előző fejezetben
bemutatott páronkénti dokumentumhasonlóság-értékek voltak. Két dokumen-
tumnak megfeleltethető a, b csúcs között csak akkor vezet él a gráfban, ha kulcs-
szavaik metszete nem üres, valamint az átfedés mértékét számszerűśıtő súlyozás
alapján b az a dokumentumhoz leghasonlóbb 3 dokumentum között szerepel
vagy ford́ıtva (a szerepel a b-vel legnagyobb hasonlóságot mutató 3 dokumen-
tum között). A klaszterezést (particionálást) ezen a gráfon hajtjuk végre.
Egy adott gráfparticionálást jellemző modularitás [10] kiszámı́tásával egy
jósági értéket rendelhetünk a felbontás minőségére nézve, mely figyelembe veszi
a gráf topológiájából adódóan az egyes csúcspárok között elvárható élek számát,


















amelyben az összegzés minden lehetséges élre (minden i és j csúcsra) vonatkozik,
és ahol az Aij a particionálandó gráf szomszédsági mátrixának egy eleme, m a
gráfban található élek száma, az összegzésben található hányados pedig az i és j
csúcsok összeköttetésének – ki és kj fokszámértékekre támaszkodva számı́tott –
várható értéke, a δ függvény pedig az ún. Kronecker-delta, mely akkor veszi fel
az 1 értéket, ha az i és a j csúcsok megegyező klaszterbe soroltak, egyébként 0.
Egy gráf olyan felbontásának meghatározása, amely erre a mutatóra tekint
maximalizálandó célfüggvénye alapjául, erősen NP-teljes [11]. Több közeĺıtő
eljárás látott már azonban napvilágot a probléma minél hatékonyabb, gyors meg-
oldására, melyek között találunk szimulált hűtéstől kezdődően spektrálmódsze-
reken át mohó megközeĺıtéseket alkalmazókat is.
A spektrálmódszereken alapuló eljárások hátránya a megfelelő skálázódásuk
hiánya, noha az alkalmazásukkal elért eredmények gyakorta felülmúlják a más
megközeĺıtésekkel kapottakat. A [12] által javasolt mohó optimalizáló stratégia
kifejezetten nagy gráfokon is működőképesnek bizonyult, ı́gy az általuk java-
solt eljárást valóśıtottuk meg a dokumentumhasonlósági gráf particionálására.
Jóllehet a ḱısérleteink során megkonstruált gráfok csúcsainak számai mindössze
százas nagyságrendben mozogtak, abból kifolyólag, hogy a későbbiekben nagy-
ságrendekkel nagyobb dokumentumkollekciókon is használható legyen az algo-
ritmusunk, ezért fontosnak éreztük a particionálást elvégző eljárásnak olyat
választani, amely kedvező számı́tási bonyolultsággal rendelkezik.
A [12] szerzői által javasolt megközeĺıtés egy alulról-felfele éṕıtkező klaszte-
rező eljárás, mely kezdetén minden csúcsot egy külön klaszterbe sorol, majd a
további lépések alkalmával a csúcsok meglátogatása során azokat a lokálisan leg-
jobb modularitásnövekményt eredményező közösséghez sorolják (esetleg egyik-
hez sem). Egy i csúcs C közösségbe történő mozgatása során kettős hatás fi-
gyelhető meg: egyrészt növeli a globális modularitás értékét azon élei által, ame-
lyek immáron a C közösségbeli szomszédjaival való összeköttetést biztośıtják,
másrészről viszont a modularitás bizonyos mértékű csökkenése is megfigyelhető
lesz azon élei kapcsán, amelyek a korábbi közösségének tagjaival való összekötte-
tésért voltak felelősek. Egy i csúcs C közösségbe történő átmozgatásának hatása





























tot értékek rendre a C közösségen belül, illetve a C közösséget
érintő élek súlyainak összege, ki és ki,in pedig rendre az i csúcsot tartalmazó,
illetve az i csúcsot a C közösséggel összekötő élek súlyainak összege, m pedig a
particionálandó gráfban található élek összsúlya. Miután minden csúcs besorolást
nyert az egyes közösségekbe, az algoritmus a kialakult közösségeket összevonva,
és azokat egy csúcsként kezelve megismétli az előző eljárást. Az előzőekben is-
mertetett eljárás gyorsaságán túl egy további előnye, hogy a kialakuló közösségek
száma a particionálandó gráf topológiája alapján kerül meghatározásra, a meg-




1. táblázat. Az MSzNy legnépszerűbb témáinak eloszlása 2003-2013 között.
2003 2004 2005 2006 2007 2009 2010 2011 2013 Összesen Arány
cikkek száma 59 46 52 49 32 45 46 40 42 411
morfológia 6 6 9 2 3 3 4 7 8 48 11,68 %
beszédfelismerés 5 5 5 4 5 7 6 4 2 43 10,46 %
pszichológia 5 7 5 10 6 5 0 3 2 43 10,46 %
szemantika 3 3 3 6 3 4 7 7 6 42 10,22 %
lexikográfia 7 4 6 2 0 4 6 4 5 38 9,25 %
szintaxis 5 4 7 2 5 2 5 3 3 36 8,76 %
korpusz 4 4 5 3 3 3 3 4 7 35 8,52 %
információkinyerés 2 4 2 3 1 7 10 1 5 35 8,52%
ford́ıtás 6 7 3 4 1 4 1 4 1 31 7,54%
ontológia 1 1 4 9 0 2 1 1 0 19 4,62%
határozni ḱıvánt csoportok számát egyéb eljárásokkal (pl. k-közép klaszterezés)
szemben nem tekinti előre ismertnek.
4. Az MSzNy korpusz
Jelen munkában az MSzNy eddig megjelent konferenciaköteteinek cikkeinek
klasztereződését vizsgáljuk meg. Az MSzNy-cikkeknél lehetőség van a szerzőknek
kulcsszavakat megadni a cikkükhöz, amely lehetőséggel mindössze 45 esetben
éltek a szerzők. Az előző fejezetben bemutatott felügyelt tanulási modellt ezen
a 45 cikken tańıtottuk.
A konferenciasorozat 2003-ban indult, és 2008 és 2012 kivételével minden
évben megrendezésre került, ı́gy összesen kilenc év alatt megjelent 411 darab
cikk képezte vizsgálódásaink alapját.Ahhoz, hogy a korpuszban megjelenő fő
témakörök felügyelet nélküli detektálásának eredménye számszerűśıthető legyen,
elvégeztük a korpuszba tartozó cikkek egy referenciabesorolását. Az emberi erő-
vel történő témabesorolás alkalmával minden cikkhez az arra leginkább jellemző
témakategóriák lettek meghatározva, mint például morfológia, lexikográfia stb.
Arra törekedtünk, hogy a témakategóriák a számı́tógépes nyelvészet különféle
részterületeit reprezentálják, ı́gy azok cikkekhez történő hozzárendelése felfog-
ható legyen a dokumentumok egy osztályozásának.
Az MSzNy-cikkek kézi osztályozása és tematizálása lehetővé teszi azt is, hogy
megvizsgáljuk, milyen trendek uralkodtak az utóbbi években a magyarországi
számı́tógépes nyelvészet területén. Az 1. táblázat a t́ız leggyakoribb tématerület-
hez tárśıtható cikkek időbeli mennyiségi eloszlását mutatja. A táblázatból kiol-
vasható, hogy az össześıtésben t́ız leggyakoribbnak mutatkozó téma az összes,
humán annotáció seǵıtségével detektált témakör hozzávetőlegesen 90%-át fedi
le. A táblázatból kiderül továbbá az is, hogy a megjelent cikkek számának te-
kintetében a legnépszerűbb téma a morfológia volt, valamint az is, hogy szintén
számos cikk született a beszédfelismerés, illetve a pszichológiai szövegfeldolgozás
témaköreiben.





Érdekes azt is megfigyelni, hogy az évek során hogyan alakult a különféle
témák eloszlása. A morfológia a konferenciasorozat kezdetekor, illetőleg az utóbb
években tölt be különösen előkelő poźıciót. A beszédfelismerés 2009 környékén
volt népszerű téma a konferencián, a ford́ıtás elsődlegesen 2003-2004 környékén,
azaz a kezdetekben foglalt el dobogós helyet, a szemantika és a korpusznyelvészet
előretörése viszont az utóbbi néhány évben figyelhető meg. Az információkinyerés
különösen a 2009-2010-es években virágzott, legalábbis az MSzNy-es mutatók
alapján. Kiugróan jó évnek bizonyult a 2006-os a pszichológiai szövegfeldolgozás
és az ontológia számára. A táblázatban már nem szereplő tématerületek közül
kettőt emĺıtünk meg: a 2007-es év különösen sok beszédszintézissel foglalkozó
cikket hozott, illetőleg 2010 óta az információ-visszakeresés is egyre népszerűbb,
azonban e témák az össześıtett helyezésük alapján nem kerültek a legjobb t́ızbe.
Az előző megfigyeléseket természetesen árnyalja annak ismerete, hogy csupán
9 kiadványon alapulnak, továbbá, hogy az MSzNy-en az egyes témákban éven-
ként megjelenő cikkek számára kis elemszámú mintaként tekinthetünk csupán,
melyek érzékenyek lehetnek a témák relat́ıv népszerűségén ḱıvüli egyéb ténye-
zőkre is, ami azt eredményezi, hogy a minták statisztikai mutatói könnyedén
módosulni képesek. Egy ilyen, a trendek megfigyelését megzavarni képes je-
lenség lehet például egy adott témájú projekt lezárulta, és az ezzel kapcsola-
tos disszeminációs tevékenységek megjelenése a konferencián, mely önmagában
túlreprezentálttá képes tenni időszakosan egyes területeket.
A gépi feldolgozhatóság és a kiértékelés szempontjából azonban nem bizo-
nyult minden cikk egyformán használhatónak, ı́gy az MSzNy arch́ıvumában
található 411 cikk közül nem mind került felhasználásra a továbbiakban. Egyes
cikkek idegen nyelven álltak csupán rendelkezésünkre, esetleg a dokumentumból
történő szöveg kinyerése nem volt lehetséges az általunk használt eszközökkel,
avagy duplikátumokkal volt dolgunk. Az előző okok miatt a hasonlósági gráfot
ı́gy mindösszesen 394 dokumentum alkotta.
A kézi ćımkézés során egy dokumentum több kategóriamegjelölést is kapha-
tott, amennyiben az több számı́tógépes nyelvészeti részterületet is érintett. Az
emberi osztályozás során bevezetésre került 31 témamegjelölés közül némelyek
mindössze egy-egy ı́zben, akkor is csupán egy másik témamegjelöléssel karöltve
lett fölhasználva, ı́gy fontosságuk igencsak megkérdőjelezhető volt. Az ilyen ke-
véssé fajsúlyosnak mondható témával rendelkező cikkeket – valamint az összes
többi olyat is, ahol egy dokumentum témája nem volt egyértelműen meghatáro-
zott az emberi jelölés által – nem vettük figyelembe a kiértékelés során, vagyis
amikor az automatizált kategorizálás átfedését vizsgáltuk az emberi osztályzásé-
val. Ezen döntés meghozatalának hátterében az a megfontolás állt, hogy az ilyen
cikkek esetében még az emberi többlettudás sem volt elegendő az egyértelmű
témabesorolás meghozatalához, az általunk javasolt eljárás pedig éppen ilyen
egyértelmű besorolásokat tesz.
Az előzőekkel összefüggésben 46 darab automatikus kulcsszóval egyébként
ellátott – és ezáltal a hasonlósági gráfban is szerepeltetett – dokumentum nem
képezte részét a korpusz cikkeinek közösségkeresés által meghatározott automa-
tikus témabesorolásának kiértékelésében. Az eredetileg bevezetett 31 témakörből

















4 csupán más témák mellett kapott marginális szerepet, ı́gy a korpusz emberi ka-
tegorizálásra támaszkodó kiértékelésében is részt vevő dokumentumainak száma
337 volt, melyek 27 különböző egyedi kategóriába voltak sorolva. A 2. táblázatból
kiolvasható, hogy a több kategóriába sorolt cikkek eltávoĺıtását követően az
egyes témamegjelölések hány alkalommal fordultak elő a kiértékeléshez használt
adatbázisban. Megfigyelhető többek között az, hogy a megszűrt adatbázisban a
leggyakoribb témának ezek után már a pszichológia mutatkozott, amit az oko-
zott, hogy azon túl, hogy eredendően is viszonylag sok cikk lett hozzárendelve
ehhez a kategóriához, ezek a témamegjelölések néhány kivételes esettől eltekintve
teljesen egyértelműek is voltak, azaz esetükben az annotálás nem eredményezte
további témák hozzárendelését a cikkekhez. Éles kontrasztot képez az előbbi
témával a morfológia témaköre, amely előfordulásai harmadában valamely más
témával együtt került megjelölésre.
5. Eredmények
Elsőként a kulcsszavazó modell hatékonyságát teszteltük, amikor is a 45 szerzői
kulcsszóval ellátott dokumentum automatikusan kinyert kulcsszavainak minő-
ségét ellenőriztük le 45-szörös keresztvalidációt alkalmazva. Egy kulcsszó elfo-
gadása kizárólag abban az esetben történt meg, ha a normalizált alakra hozott
kinyert kulcsszó tökéletes egyezést mutatott az adott cikkhez tartozó, és szintén
normalizált alakban tárolt etalon szerzői kulcsszavak valamelyikével.
Megjegyzendő, hogy a 45 dokumentumhoz rendelt közel 200 kulcsszó közül
mindössze 51,8% szerepelt ténylegesen is azokban a dokumentumokban, ame-
lyekhez hozzá lettek rendelve, ı́gy a fedés értékének ez a lehető legmagasabb
értéke az általunk használt kiértékelés mellett. Úgy gondoljuk azonban, hogy az
eredmények ezen ténnyel való korrekciója után is a kapott számszerű eredmé-
nyességi mutatók jóval elmaradnak attól a hasznosságtól, amellyel az automa-
tikusan meghatározott kulcsszavak rendelkeznek. Mindezt arra alapozzuk, hogy
a kifejezések egyezésének normalizált alakjaik szigorú sztringegyezésen alapuló
vizsgálata sok szemantikai értelemben elfogadható kulcsszót álpozit́ıv osztályba





sorolt: ilyenek voltak, amikor specializáló kifejezések nem kerültek elfogadásra
a szigorú kiértékelés miatt (pl. a felügyelt gépi tanulás kifejezés a gépi tanulás
ellenében), vagy amikor az elvárt és kinyert kulcsszavak jelentésükben egymással
rokońıthatók voltak ugyan (adott esetben meg is egyeztek), ellenben ı́rásmódjuk
nem volt teljesen egyező (pl. a morfológiai anaĺızis és morfológiai elemzés kife-
jezések).






























1. ábra. A kulcsszavazó modell eredményessége a legvalósźınűbbnek mondott
1≤k≤10 kulcsszó tekintetében.
A továbbiakban már nem a kulcsszavak közvetlen minőségét, hanem hasz-
nálati értéküket vizsgáltuk egy dokumentumklaszterező felállásban, ahol a kor-
puszban szerepet kapó témákat ḱıvántuk automatikusan meghatározni a doku-
mentumok szövege, illetve az abból kinyert kulcsszavak seǵıtségével.
A cikkek által megkonstruált hasonlósági gráf particionálásának, valamint
a cikkek ebből adódó automatikus témabesorolásának jóságát több mutatóval
is jellemeztük. Egyrészt a közösségképzés végső minőségét számszerűśıtő mo-
dularitási mutatóra támaszkodtunk. A dokumentumok particionálásának ezen
mutatója csupán azt az aspektusát viláǵıtja meg az eljárásnak, hogy a ha-
sonlósági gráfot mennyire sikerült az eredeti élstruktúrája függvényében meg-
felelő módon részgráfokra bontani. A megfelelőség foka azzal arányos, hogy az
azonos közösségbe tartozó csúcsok között menő élek száma (vagy esetünkben
azok súlyainak összege) minél nagyobb eltérést mutasson attól, mint amennyi él
már csak a véletlennek is betudható lenne az egyes csúcsok fokszámai alapján.
A hasonlósági gráf magas modularitással történő felbontása azonban nem
vonja feltétlenül maga után a meghatározott részkorpuszok szemantikus ko-
herenciáját, ahogy ez a 3., valamint a 4. táblázatok kapcsán is észrevehető.
Amennyiben ugyanis a csoportképződésért felelős élek olyan kulcsszavaknak kö-
szönhetők, amelyek szemantikailag nem vagy csupán kevéssé köthetők egymás-
hoz, úgy kialaḱıtható a gráf modularitás tekintetében kieléǵıtő particionálása




3. táblázat. Automatikus kulcsszavakra nem támaszkodóan éṕıtett hasonlósági
gráf particionálásának eredményei.
Közösségek száma Modularitás Pontosság V1
Max 8 0,254 0,154 0,131
Min 9 0,372 0,160 0,127
Átlag 7 0,330 0,151 0,118
Szorzat 5 0,510 0,122 0,081
Harmonikus közép 9 0,336 0,175 0,142
Dice 2 0,071 0,113 0,025
Jaccard 2 0,072 0,113 0,025
olyan módon, hogy mindeközben a kialakult közösségek egymással rokonságba
nem hozható elemekből állnak.
Éppen ezért szükségesnek éreztük további mutatók alkalmazását is a do-
kumentumok automatikus közösségekhez való tárśıtásának és az emberi erővel
történő tematizálásuk átfedésének számszerűśıtésére, ami érdekében több mu-
tatót is alkalmaztunk. Az automatikus klasztereket leképeztük a kézzel jelölt
különböző témaosztályokra, mely során mohó módon a még szóba jövő, legtöbb
helyes besorolást eredményező klasztert rendeltük egy-egy etalon témaosztály-
hoz, amellyel egy injekciót határoztunk meg a közösségek és a témabesorolások
között.
A kialakult csoportok szemantikus kohéziójának mérésére az információelmé-
leti alapokon nyugvó V1-mértékkel [13] is jellemeztük a kialaḱıtott közösségeket,
amely a felügyelt tanulásból ismert F-mértékhez hasonlóan két érték harmonikus
közepeként áll elő; a pontossággal és a fedéssel ellentétben itt a homogenitás és
teljesség értékeket szokás definiálni. A homogenitás feltételes entrópiát használva
számszerűśıti, hogy az egyes c ∈ C közösségek mennyire diverzek a kézzel jelölt
k ∈ K témákhoz képest a
h = 1− H(C|K)
H(C)
(3)
képlet seǵıtségével. A teljesség számı́tása analóg módon a
t = 1− H(K|C)
H(K)
(4)
képlet alapján történik, a különbség mindössze annyi, hogy ennek esetében az
etalon kategóriák diverzitása kerül számszerűśıtésre a feltárt közösségek fényé-
ben. Egy tökéletes klaszterezés esetében az összes egy etalon témacsoportba
tartozó elemet ugyanabban a megtalált klaszterben kell találjunk.
6. Diszkusszió
A 3. és 4. táblázatok összevetéséből kiderül, hogy minden tekintetben alkalma-
sabbnak bizonyult a hasonlósági gráf éṕıtése során csupán a dokumentumonkénti





4. táblázat. Automatikus kulcsszavak átfedése alapján éṕıtett hasonlósági gráf
particionálásának eredményei.
Közösségek száma Modularitás Pontosság V1
Max 12 0,689 0,303 0,365
Min 15 0,766 0,344 0,406
Átlag 14 0,763 0,300 0,391
Szorzat 16 0,805 0,303 0,353
Harmonikus közép 18 0,777 0,350 0,407
Dice 15 0,712 0,288 0,365
Jaccard 17 0,720 0,329 0,373
legjobb t́ız kulcsszóra támaszkodni, szemben azzal a megközeĺıtéssel, amikor a
dokumentum összes n-gramjai közül a t́ız legmagasabb tf-idf értékűvel lettek jel-
lemezve az egyes dokumentumok. A kulcsszó alapú megközeĺıtés javára ı́rható az
is, hogy annak használata mellett a kialakuló közösségek száma közelebbi volt
az MSzNy korpuszban beazonośıtott 27 önálló téma mennyiségéhez.
Mérési eredményeink alapján a dokumentumpárok hasonlóságának súlyozá-
sára az átfedésben álló kulcsszavak jóságmértékének harmonikus közepet hasz-
náló eljárás mondható a legjobbnak (mind az egyszerű n-gramokon, mind pedig
a kulcsszavakon alapuló módszer esetében). Ez egyébként megegyezik előzetes
várakozásainkkal, hiszen más megközeĺıtések vagy egyáltalán nem hasznośıtják
a kulcsszavak jóságának mértékét (pl. Dice-együttható), vagy valamilyen érte-
lemben túl szigorúnak (pl. Min), esetleg túl megengedőnek (pl. Max) mondhatók.
További előnyként mutatkozik, hogy a szótár mérete – vagyis azon kifejezések
száma, amelyek a dokumentumok közötti összeköttetésekért felelhetnek azzal,
hogy legalább egy dokumentumban szerepelnek – a kulcsszavakat figyelembe
vevő módszer esetében 2079, mı́g a dokumentumokban szereplő n-gramokat ala-
pul vevő eljárás esetében ennek több, mint 65-szöröse, 133754 volt.
Ez utóbbi érték természetesen nem azon kifejezések száma, amelyek mind
felelősek lehettek két dokumentum közötti hasonlóság megállaṕıtására az n-
gram alapú modellben, hiszen dokumentumonként legfeljebb t́ız kifejezés lehe-
tett csupán ilyen, a korpusz általunk vizsgált részét alkotó dokumentumok száma
pedig kevesebb, mint 400 volt. Ugyanakkor ahhoz, hogy a dokumentumonkénti
legjobb t́ız tf-idf értékű kifejezés meghatározható legyen, ismernünk kellett az
összes, a korpuszban léırt kifejezéssel kapcsolatos előfordulási statisztikát. Ezzel
szemben a kulcsszavak meghatározása aktuálisan mindig csak egy dokumentum
alapján történt esetünkben, vagyis a szótárt képző kifejezések meghatározása do-
kumentumonként, egymástól függetlenül történhetett, ı́gy minden dokumentum
esetében elegendő volt csupán az azt leginkább jellemző t́ız kulcsszót tárolni.
7. Konklúzió és további munka
Jelen munkában az MSzNy cikkarch́ıvumának automatikus kulcsszavazását és a
kulcsszavazáson alapuló klaszterezését vizsgáltuk. A dokumentumokból éṕıtett




hasonlósági gráf particionálására, és ı́gy a témájukban koherens diszjunkt rész-
korpuszok detektálására alkalmasabbnak bizonyult az a megközeĺıtés, amely
az automatikusan meghatározott kulcsszavakkal jellemzi az egyes dokumentu-
mokat, mint az n-gram alapú modell. A közös kulcsszóval rendelkező doku-
mentumok hasonlóságának számszerűśıtésére pedig az átfedő kulcskifejezések
kulcsszavazó modell által predikált valósźınűségeinek felhasználása mutatkozott
célravezetőnek (szemben pl. az egyszerű tf-idf mutató használatával).
Munkánk során elkészült a korpusz klaszterezésének egy interakt́ıv online
vizualizációja is, amely elérhető a rgai.inf.u-szeged.hu/DocViewer oldalon.
A dokumentumok kulcsszavai, illetve a klaszterek hasznos seǵıtséget nyújt-
hatnak számos további (pl. információ-visszakereső) alkalmazás számára, vala-
mint az egyes részkorpuszok (közösségek) méretének változásának időbeli dina-
mikájának vizsgálatán keresztül lehetőség nýılik a különböző részterületek fon-
tosságának alakulásának monitorozására, trendkövetésre, melyeket a jövőbeli ku-
tatásaink során mélyebben tervezünk vizsgálni.
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