• Existing works assume that task relations are dense • When the number of tasks is large, usually a task cannot be helpful to all of other tasks • Task relations exhibit sparse patterns • A Framework to Learn Task Relations: • Learning from high dimension, low sample size data is challenging.
• High dimension leads to overfitting.
• Low sample size leads to high-variance gradients.
• Method (Deep Neural Pursuit)
• Overfitting: stagewise feature selection in the context of neural network.
• High-variance gradients: gradients estimation by dropout multiple times.
• Results:
• DNP performs superior w.r.t. both performances of classification and true feature identification.
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