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Abstract
This paper presents a practical method of estimation and inference for the policy-relevant treat-
ment effects. Based on the characterization of this treatment parameter as a weighted average
derivative (Heckman and Vytlacil, 2001, 2005, 2007), we apply the methods and theory of aver-
age derivative estimation to the framework of the policy-relevant treatment effects. Our proposed
method yields point estimates with valid standard errors. Simulation studies confirm our theoreti-
cal results.
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1 Introduction
The policy-relevant treatment effect (PRTE, Heckman and Vytlacil, 2001, 2005, 2007) measures the
average effect of switching from a status-quo policy to a counterfactual policy.1 Among a number of
measures for treatment effects, the PRTE has the advantage of directly evaluating alternative policy
scenarios under consideration. A rich set of identification results has been established in the literature
for this treatment effect parameter – see Heckman and Vytlacil (2001, 2005, 2007).
∗First arXiv date: May 29, 2018. We benefited from useful comments by Bruce Hansen, Simon Lee, Tong Li, Shiko
Maruyama, Robert Moffitt, Tatsushi Oka, Andres Santos, and participants at 2018 CEME Conference: “Inference on
Nonstandard Problems,” the 5th Annual Seattle-Vancouver Econometrics Conference, and 2018 California Econometrics
Conference. All remaining errors are ours.
1Also see Stock (1989) and Ichimura and Taber (2000) for parameters related to the policy-relevant treatment effect.
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Since the PRTE can be viewed as a weighted average derivative (Heckman and Vytlacil, 2001,
2005, 2007; Carneiro, Heckman, and Vytlacil, 2010), it is natural to apply theories and methods of
average derivative estimation (e.g., Ha¨rdle and Stoker, 1989; Rilstone, 1991; Stoker, 1991; Newey and
Stoker, 1993; Ha¨rdle, Hart, Marron, and Tsybakov, 1992; Li, Lu, and Ullah, 2003; Banerjee, 2007) to
estimation and inference for the PRTE.2 With this view, we develop a practical method of estimation
and inference for the PRTE. The proposed method is easy to implement. Once a researcher obtains
data and sets a counterfactual policy, our procedure produces a point estimate for the PRTE and its
valid standard error.
In addition to the theoretical validity and the ease of use, it is practically important as well to ensure
that the estimator behaves well in finite sample. Ha¨rdle and Stoker (1989) point out that average
derivative estimators “may exhibit erratic behavior” when the first-stage nonparametric estimates of
the density are small. To deal with this issue, they propose to trim observations with small estimated
densities. The same practical consideration should be applied to estimation of the PRTE. We hence
propose to regularize the PRTE estimator with a smooth trimming function. We also develop a
method of inference with robustness against biases caused by this regularization. This regularization
approach with smooth trimming has several advantages. First, as suggested by Ha¨rdle and Stoker
(1989), trimming reduces erratic behaviors of the estimator. Second, smooth trimming entails smooth
vanishing of the weights of observations near the boundaries, and this regularization helps to achieve
the boundary weight requirement (Newey and Stoker, 1993) as pointed out by Carneiro et al. (2010).
Analysis of the PRTE is largely established in the literature of marginal treatment effects (MTE,
Bjo¨rklund and Moffitt, 1987; Heckman and Vytlacil, 2001, 2005, 2007; Moffitt, 2008; Carneiro and Lee,
2009; Carneiro, Heckman, and Vytlacil, 2011; Cornelissen, Dustmann, Raute, and Scho¨nberg, 2016;
Kowalski, 2016; Brinch, Mogstad, and Wiswall, 2017; Heckman, Li, Oka, and Vytlacil, 2018). Heckman
and Vytlacil (2001, 2005, 2007) show that the PRTE is one of many treatment effect parameters which
can be written as a weighted average of the MTE. Our analysis is within their structural framework
and builds on their results – in other words, we focus on point estimation and inference based on
their point identification result for the PRTE. Carneiro et al. (2010) is closely related to our paper as
discussed earlier. On one hand, Carneiro et al. (2010) overcome some practical issues by marginalizing
the PRTE. (They also relax assumptions required for identification.) On the other hand, we continue
to consider the prototypical PRTE, and propose a practical method of estimation and inference for
it. Our paper is also related to Mogstad, Santos, and Torgovitsky (2017). They propose a statistical
methodology which uniformly applies to a broad class of models including those of Imbens and Angrist
2In the current context, we cannot use the density-weighted average derivatives (e.g., Powell, Stock, and Stoker, 1989).
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(1994) as well as those of Heckman and Vytlacil (2005, 2007), by accounting for set identified cases.
On the other hand, we focus on the framework of Heckman and Vytlacil (2005, 2007), and propose
a practical method of estimation and inference based on the point identification results of Heckman
and Vytlacil (2005, 2007).
Our proposed method is applicable to empirical studies that identify and estimate marginal treat-
ment effects (MTE). Examples include, but are not limited to, Auld (2005), Basu, Heckman, Navarro-
Lozano, and Urzua (2007), Doyle Jr. (2008), Moffitt (2008), Chuang and Lai (2010), Carneiro et al.
(2011), Galasso, Schankerman, and Serrano (2013), Basu, Jena, Goldman, Philipson, and Dubois
(2014), Belskaya, Peter, and Posso (2014), Johar and Maruyama (2014), Lindquist and Santavirta
(2014), Moffitt (2014), Dobbie and Song (2015), Joensen and Nielsen (2016), Kasahara, Liang,
and Rodrigue (2016), Carneiro, Lokshin, and Umapathi (2017), Cornelissen, Dustmann, Raute, and
Scho¨nberg (2018), Felfe and Lalive (2018), and Kamho¨fer, Schmitz, and Westphal (2018).
The rest of this paper is organized as follows. Section 2 reviews the policy relevant treatment
effects (Heckman and Vytlacil, 2005, 2007) and practical considerations. Section 3 presents our pro-
posed method of estimation and inference. Section 4 presents a practical recipe. Section 5 illustrates
the proposed method using the data generating process of Heckman and Vytlacil (2005). Section 6
summarizes the paper. Appendix A investigates the asymptotic properties of the estimator. Appendix
B discusses a set of primitive conditions and concrete estimators. The rest of the appendix includes
proofs and technical details.
2 The PRTE and Practical Considerations
In this section, we introduce the parameter of interest (Section 2.1), and discuss practical considera-
tions for estimation and inference (Section 2.2).
2.1 The Policy Relevant Treatment Effects
We first review the definition of the policy relevant treatment effects (PRTE, Heckman and Vytlacil,
2001, 2005, 2007). We follow the definitions and notations by Carneiro et al. (2010). Suppose that
the joint distribution of the tri-variate random vector (Y,D,Z) is observed, where Y is the outcome,
D is the binary treatment indicator, and Z is a univariate continuous instrument. Letting Y0 and Y1
denote the potential outcomes under no treatment and under treatment, respectively, we can write
Y = DY1 + (1−D)Y0.
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Let P = P (Z) = E[D|Z] interchangeably denote the current conditional probability of receiving
a treatment given Z. Let D∗ denote the treatment choice under a counterfactual policy, and let
P ∗ = P (D∗ = 1|Z) denote the conditional probability of D∗ = 1 given Z. With these notations, we
similarly write the outcome variable under the counterfactual policy as
Y ∗ = D∗Y1 + (1−D∗)Y0.
The parameter of interest is the PRTE given by
PRTE = E[Y ∗]− E[Y ],
or its probability-standardized version
∆PRTE =
E[Y ∗]− E[Y ]
E[D∗]− E[D] .
Under the policy invariance assumption (Heckman and Vytlacil, 2005, p. 685), we further rewrite the
above parameters as3
PRTE = E[Y ∗]− E[Y ] = E
[
Y
(
fP ∗(P )P
′(Z)− fZ(Z)
fZ(Z)
)]
(2.1)
and
∆PRTE =
E[Y ∗]− E[Y ]
E[D∗]− E[D] = E
[
Y
(
fP ∗(P )P
′(Z)− fZ(Z)
fZ(Z) · (E[D∗]− E[D])
)]
. (2.2)
These expressions are analogous to the representation of average derivative estimators by Ha¨rdle and
Stoker (1989). This resemblance is a natural consequence of the characterization of the PRTE as a
weighted average derivative (Heckman and Vytlacil, 2001, 2005, 2007; Carneiro et al., 2010). In this
light, we apply the theories and methods of average derivative estimation.
2.2 Practical Considerations
A sample counterpart estimator would replace the population means by the sample means in the last
expression of (2.1) or (2.2). However, such a na¨ıve estimator may be vulnerable to potential issues
in practice. It is common that the denominator component, fZ(Z), of (2.1) and (2.2) takes very
small values at some localities of the treatment selection probability. For instance, Figure 1 draws
fZ(Z) plotted against the conditional selection probability P (Z) under the data generating process
of Heckman and Vytlacil (2005, pp. 683). Notice that the values of fZ(Z) are infinitesimal near the
tails of the distributino of P (Z) in this example.
3See Appendix E for a derivation based on Heckman and Vytlacil (2005, Appendix B).
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Figure 1: The denominator component, fZ(Z), of the PRTE plotted against the conditional selection
probability P (Z) under the data generating process of Heckman and Vytlacil (2005, pp. 683).
This illustrates a potential practical problem for estimation pointed out by Ha¨rdle and Stoker
(1989) in the context of average derivative estimation.4 The first-stage nonparametric estimation of
the small denominator values in (2.1) or (2.2) results in unstable sample counterpart estimates the
PRTE. As a safeguard against this small density problem, we regularize the estimator by smoothly
trimming observations for which estimates of fZ(Z) in the denominator is small. Since trimming solves
this problem at the expense of biased estimation, this exercise requires delicate care. The following
section presents regularized estimation procedure, bias correction, and valid inference procedure.
3 The Method
In this section, we present our proposed methodology. Section 3.1 presents regularized estimation and
Section 3.2 presents valid inference. Formal theories to support the presented method are provided in
Appendix A.
4Similar problems appear in other estimations with inverse weighting. e.g., the inverse probability weighting estimator.
Khan and Tamer (2010) investigates the relationship between the tail conditions and the convergence rates of estimators.
5
3.1 Estimation
Assume that P ∗ is a known function of Z throughout this paper, i.e., P ∗ = P ∗(Z). We rewrite (2.2)
to obtain the estimand:5
∆PRTE = E
[
Y · g1(Z)
g2(Z)
]
, (3.1)
where the components of the integrand are defined by
g1(z) = fP ∗(P (z)) · P ′(z)− fZ(z) and
g2(z) = fZ(z) · E [P ∗(Z)−D] .
The na¨ıve sample mean estimator of (3.1) reads
∆ˆPRTE = En
[
Y · gˆ1(Z)
gˆ2(Z)
]
, (3.2)
where gˆ1 and gˆ2 estimate g1 and g2, respectively. Appendix A presents high-level assumptions for these
estimators, gˆ1 and gˆ2. Furthermore, Appendix B presents concrete examples of these these estimators,
gˆ1 and gˆ2, with primitive sufficient conditions to satisfy the high-level conditions.
To solve the boundary weight problem, we propose to trim observations whose denominator values
fall below a threshold bn/2 > 0 as
∆ˆPRTE(bn) = En
[
Y · gˆ1(Z)
gˆ2(Z)
·M
(
gˆ2(Z)
bn
)]
, (3.3)
where M is a trimming function such that M(gˆ2(z)/bn) = 0 if gˆ2(z) ≤ bn/2. The regularization in
the form of trimming in this estimator (3.3) mitigates the instability caused by small denominators
compared to the na¨ıve sample counterpart estimator (3.2) – see Ha¨rdle and Stoker (1989). The
cost that we have to pay for this regularization is the regularization bias. Note that the population
counterpart of the regularized estimator (3.3) given by
∆PRTE(bn) = E
[
Y · g1(Z)
g2(Z)
·M
(
g2(Z)
bn
)]
is in general different from the true parameter ∆PRTE of interest given in (3.1). This discrepancy
characterizes the bias from the regularization. To overcome this adversity, we propose to in turn
estimate the bias by
BˆS−1(b) = En
S−1∑
s=1
(−1)s · θs · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
b
)
s · b
 (3.4)
5We focus on (2.2) rather than (2.1) for more generality because (2.1) can be obtained from (2.2) by simply removing
E [P ∗(Z)−D] in the denominator term g2(z).
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with a kernel function K, where (θ1, · · · , θs−1) is the (S − 1)-dimensional vector of the M - and K-
dependent constants satisfying the system of S − 1 equations:
S−1∑
s=1
θs · (−1)
s
s
∫ 1
0
ut ·K(s)(u)du = 1
t
−
∫ 1
0
ut−1 ·M(u)du for each t ∈ {1, ..., S − 1}.
The population counterpart of the bias estimator (3.4) is denoted by
BS−1(b) = E
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
b
)
s · b
 .
Our regularized estimator with bias correction takes the form
∆ˆPRTE(bn) + Bˆ
S−1(bn). (3.5)
3.2 Inference
In order to develop asymptotic theories for robust inference, we construct an influence function ac-
counting for both the regularization and the bias estimation together. We let Z and W denote the
supports of Z and (Y,D,Z), respectively. Let ψn,1( · , z) : W → R and ψn,2( · , z) : W → R denote
the influence functions for the estimators gˆ1(z) and gˆ2(z), respectively, for each z ∈ Z. Define the
function ψn,12 :W → R by
ψn,12(y, d, z) = E [λn,1(Z) · Y · ψn,1((y, d, z), Z) + λn,2(Z) · Y · ψn,2((y, d, z), Z)] , (3.6)
where λn,1 : Z → R and λn,2 : Z → R are defined by
λn,1(z) =
M
(
g2(z)
bn
)
g2(z)
+
S−1∑
s=1
(−1)s · θs ·K(s)
(
g2(z)
bn
)
s · bn and (3.7)
λn,2(z) =
g1(z) ·M ′
(
g2(z)
bn
)
bn · g2(z) −
g1(z) ·M
(
g2(z)
bn
)
g2(z)2
+
S−1∑
s=1
(−1)s · θs · g1(z) ·K(s+1)
(
g2(z)
bn
)
s · b2n
, (3.8)
respectively. The function ψn,12 defined in (3.6) represents the influence of the first-step estimators,
gˆ1(z) and gˆ2(z), on the bias-corrected regularized estimator (3.5). In this expression, λn,1(Z) and
λn,2(Z) quantify the extents to which the first-step influence functions ψn,1( · , Z) and ψn,2( · , Z),
respectively, translate into the aggregate first-step influence function ψn,12. Next, define the function
ψn,0 :W → R by
ψn,0(y, d, z) =
y · g1(z) ·M
(
g2(z)
bn
)
g2(z)
− E
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
+
S−1∑
s=1
(−1)s · θs · y · g1(z) ·K(s)
(
g2(z)
bn
)
s · bn − E
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)
s · bn
 .
(3.9)
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This function ψn,0 represents the influence of the second step moment estimation on the bias-corrected
regularized estimator (3.5). Finally, define the function ψn :W → R by
ψn(y, d, z) = ψn,0(y, d, z) + ψn,12(y, d, z). (3.10)
This function combines the influences from the first- and second-step estimations together.
It is formally shown in Appendix A (Lemma 1) that this function ψn is a valid influence function
for our bias-corrected regularized estimator (3.5). Consequently, we have
n1/2 · ∆ˆ
PRTE(bn) + Bˆ
S−1(bn)−∆PRTE
En [ψn(W )2]
1/2
→d N(0, 1)
as bn → 0, nb2Sn → 0, nb6+4ηn → ∞ and n → ∞ (Theorem 1). In practice, the influence function ψn
needs to be estimated by ψˆn, and one can conduct robust inference by
n1/2 · ∆ˆ
PRTE(bn) + Bˆ
S−1(bn)−∆PRTE
En
[
ψˆn(W )2
]1/2 →d N(0, 1) (3.11)
as bn → 0, nb2Sn → 0, nb6+4ηn →∞ and n→∞ (Corollary 1). Appendix B will follow up by proposing
a concrete data-driven choice of the tuning parameter bn as well as concrete estimators gˆ1, gˆ2, and ψˆn
for automatic implementation of (3.11).
4 Practical Recipe
This section presents a practical recipe on how to implement our proposed method. Specifically, we
propose a concrete trimming function M , a concrete kernel function K, concrete first-stage estimators
gˆ1 and gˆ2, concrete estimators, ψˆn,0 and ψˆn,12, for the influence functions, and a data-driven method
of choosing the trimming parameter, bn. This practical guideline is rigorously supported by theory
for the case of S = 5 – see Appendix B for a complete justification. The setting is compatible with
the data generating process of Heckman and Vytlacil (2005, pp. 683) in particular.
We propose the following trimming and kernel functions:
M(u) =

0 u < 12(
u− 12
)2 (
48u2 − 112u+ 68) 12 ≤ u ≤ 1
1 1 < u
K(u) ∝ 1 {0 ≤ u ≤ 1} (1− u2)6
i.e., K is the one-sided hexaweight kernel.
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The conditional treatment selection probability is modeled by
P (z) = ρ(z; γ0),
where ρ is a known function and γ0 is a finite-dimensional unknown. A leading example is the probit
model as in the data generating process of Heckman and Vytlacil (2005, pp. 683). With this model,
we can estimate g1 and g2 by
gˆ1(z) = fˆP ∗(ρ(z; γˆ)) · ∂ρ(z; γˆ)
∂z
− fˆZ(z) and
gˆ2(z) = fˆZ(z) · En[P ∗(Z)−D],
where γˆ, fˆZ(z), and fˆP ∗(p) estimate γ0, fZ(z), and fP ∗(z), respectively.
We propose to obtain γˆ as the maximum likelihood estimator of γ0 given by
γˆ = arg max
γ∈Γ
En [Λ((D,Z); γ)] where Λ((d, z); γ) = d · log ρ(z; γ) + (1− d) · log(1− ρ(z; γ)).
To allow for a general class of nonparametric distributions, we propose to obtain fˆZ(z) and fˆP ∗ as the
kernel density estimators given by
fˆZ(z) = En
[
1
hn
· L
(
z − Z
hn
)]
and fˆP ∗(p) = En
[
1
hn
· L
(
p− P ∗(Z)
hn
)]
,
respectively, where hn is a bandwidth parameter, and L is a fourth-order kernel function. We propose
to choose the bandwidth parameter hn by minimizing the approximate mean integrated squared error
(AMISE) for the nonparametric density functions.
To estimate the variance, we propose to estimate the parts (3.6) and (3.9) of the influence function
by
ψˆn,0(y, d, z) =
y · gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)
− En
Y · gˆ1(Z) ·M
(
gˆ2(Z)
bn
)
gˆ2(Z)
+
S−1∑
s=1
(−1)s · θs · y · gˆ1(z) ·K(s)
(
gˆ2(z)
bn
)
s · bn − En
S−1∑
s=1
(−1)s · θs · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)
s · bn
 .
ψˆn,12(y, d, z) =En
[
λˆn,1(Z) · Y · ψˆn,1((y, d, z), Z) + λˆn,2(Z) · Y · ψˆn,2((y, d, z), Z)
]
where
λˆn,1(z) =
M
(
gˆ2(z)
bn
)
gˆ2(z)
+
S−1∑
s=1
(−1)s · θs ·K(s)
(
gˆ2(z)
bn
)
s · bn ,
λˆn,2(z) =
gˆ1(z) ·M ′
(
gˆ2(z)
bn
)
bn · gˆ2(z) −
gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)2
+
S−1∑
s=1
(−1)s · θs · gˆ1(z) ·K(s+1)
(
gˆ2(z)
bn
)
s · b2n
,
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ψˆn,1((y
′, d′, z′), z) =fˆ ′P ∗(ρ(z; γˆ)) ·
∂ρ(z; γˆ)
∂z
· ψˆρ((y′, d′, z′), z)
+
∂ρ(z; γˆ)
∂z
·
[
1
hn
· L
(
ρ(z; γˆ)− P ∗(z′)
hn
)
− fˆP ∗(ρ(z; γˆ))
]
+ fˆP ∗(ρ(z; γˆ)) · ψˆ∂ρ((y′, d′, z′), z)
−
[
1
hn
· L
(
z − z′
hn
)
− fˆZ(z)
]
,
ψˆn,2((y
′, d′, z′), z) =En [P ∗(Z)−D] ·
[
1
hn
· L
(
z − z′
hn
)
− fˆZ(z)
]
+ fˆZ(z) ·
{[
P ∗(z′)− d′]− En [P ∗(Z)−D]} ,
ψˆρ((y
′, d′, z′), z) = −∂ρ(z; γˆ)
∂γT
· En
[
∂2Λ((D,Z); γˆ)
∂γ∂γT
]−1
·
[
∂Λ((d′, z′); γˆ)
∂γ
]
, and
ψˆ∂ρ((y
′, d′, z′), z) = −∂ρ(z; γˆ)
∂z∂γT
· En
[
∂2Λ((D,Z); γˆ)
∂γ∂γT
]−1
·
[
∂Λ((d′, z′); γˆ)
∂γ
]
.
Finally, we propose to choose the trimming parameter bn for the regularized estimator by minimiz-
ing the estimated MSE for the third-order bias corrected estimation, i.e., by minimizing the following
expression with respect to b:
b8En
Y · gˆ1(Z) ·K(4)
(
gˆ2(Z)
b
)
4b5
+ n−1V arn
Y · gˆ1(Z) ·M
(
gˆ2(Z)
b
)
gˆ2(Z)
+
3∑
s=1
(−1)s · θ˜s · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
b
)
s · b

where (θ˜1, θ˜2, θ˜3) are chosen to satisfy
3∑
s=1
θ˜s · (−1)
s
s
∫ 1
0
ut ·K(s)(u)du = 1
t
−
∫ 1
0
ut−1 ·M(u)du for each t ∈ {1, ..., 3}.
With the above recommendations of concrete choices, a researcher can readily implement our
proposed method by following the algorithm below.
Algorithm 1. Do the following procedure.
Step 1. Compute the bias-corrected regularized estimator ∆ˆPRTE(bn) + Bˆ
4(bn) by
En
[
Y · gˆ1(Z)
gˆ2(Z)
·M
(
gˆ2(Z)
bn
)]
+ En
 4∑
s=1
(−1)s · θs · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)
s · bn

Step 2. Compute the the estimated influence function ψˆn(Yi, Di, Zi) = ψˆn,0(Yi, Di, Zi)+ψˆn,12(Yi, Di, Zi)
at each observation i ∈ {1, ..., n}.
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Step 3. Present the point estimate ∆ˆPRTE(bn) + Bˆ
4(bn) and the standard error
En[ψˆn(Y,D,Z)2]
1/2
n1/2
.
This section presented a practical recipe without theoretical details. However, the above recom-
mendations are rigorously supported by our theory. We refer interested readers to Appendix A for
the general theory, and Appendix B for a theoretical justification of the above recommendation.
5 Simulation Studies
In this section, we demonstrate small-sample performance of our regularized estimator with the pro-
posed inference method. We precisely follow Section 4 for the estimation procedure. Specifically, we
employ the kernel and trimming functions proposed in Section B.2, the concrete estimators proposed
in Section B.3, and the procedures to choose trimming and bandwidth parameters proposed in Section
B.4. For the purpose of comparison, we also experiment with a na¨ıve estimator without regularization.
Our regularized estimator and the na¨ıve estimator without regularization will be compared in terms of
the average estimates, the inter-quartile ranges of the PRTE estimates, and 95% coverage probabilities
through a series of simulation studies.
Precisely following Heckman and Vytlacil (2005, pp. 683), we employ the data generating process
summarized below for our simulation studies.
Y1 = γ + α+ U1, U1 = σ1ε, γ = 0.670, σ1 = 0.012,
Y0 = γ + U0, U0 = σ0ε, α = 0.200, σ0 = −0.050,
D = 1{Z − V > 0}, V = σV ε, ε ∼ N(0, 1), σV = −1.000,
Z ∼ N(−0.0026, 0.2700).
We experiment with the alternative counterfactual policies of treatment selection
D∗ = 1 {Z + t− V > 0}
indexed by a policy parameter t of budget shifter.
Table 1 summarizes the median estimates of the PRTE, the inter-quartile ranges of the PRTE esti-
mates, the ratio of the lengths of the inter-quartile ranges, and the simulated coverage probabilities of
the true PRTE for the nominal probability of 95% based on 10,000 Monte Carlo iterations.6 Simula-
tions are conducted for each of the policy parameter values t ∈ {0.050, 0.100, 0.150, 0.200} and for each
6We displayed the average estimates the root mean square errors in the previous version of the draft, instead of the
median estimates and the inter-quartile ranges. In the current version of the draft, we replaced them in response to a
comment that we had better use robust statistics. We thank Bruce Hansen for the useful advice.
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Median Estimates Inter-Quartile Range (IQR) Length 95% Coverage
True Na¨ıve Regularized Na¨ıve Regularized Ratio Na¨ıve Regularized
t n PRTE Estimator Estimator Estimator Estimator of IQRs Estimator Estimator
0.050 500 0.004 0.005 0.005 [-0.002, 0.012] [-0.001, 0.010] 0.880 0.975 0.974
0.050 1000 0.004 0.006 0.005 [0.001, 0.010] [0.002, 0.009] 0.791 0.977 0.967
0.050 1500 0.004 0.006 0.005 [0.002, 0.009] [0.003, 0.008] 0.732 0.971 0.952
0.050 2000 0.004 0.006 0.005 [0.003, 0.009] [0.003, 0.007] 0.714 0.967 0.942
0.100 500 0.007 0.008 0.008 [0.001, 0.014] [0.001, 0.013] 0.875 0.986 0.982
0.100 1000 0.007 0.009 0.008 [0.004, 0.013] [0.005, 0.012] 0.779 0.984 0.973
0.100 1500 0.007 0.009 0.008 [0.005, 0.013] [0.006, 0.011] 0.749 0.980 0.968
0.100 2000 0.007 0.009 0.009 [0.006, 0.012] [0.006, 0.011] 0.723 0.976 0.963
0.150 500 0.011 0.011 0.010 [0.002, 0.017] [0.003, 0.016] 0.885 0.992 0.984
0.150 1000 0.011 0.012 0.011 [0.006, 0.017] [0.007, 0.015] 0.796 0.990 0.976
0.150 1500 0.011 0.012 0.011 [0.008, 0.016] [0.008, 0.014] 0.741 0.988 0.972
0.150 2000 0.011 0.012 0.011 [0.009, 0.016] [0.009, 0.014] 0.717 0.987 0.973
0.200 500 0.014 0.013 0.012 [0.004, 0.020] [0.004, 0.019] 0.881 0.996 0.984
0.200 1000 0.014 0.014 0.013 [0.008, 0.019] [0.008, 0.018] 0.816 0.987 0.968
0.200 1500 0.014 0.015 0.014 [0.010, 0.020] [0.010, 0.017] 0.723 0.984 0.963
0.200 2000 0.014 0.015 0.014 [0.011, 0.019] [0.011, 0.017] 0.731 0.983 0.962
Table 1: Simulation results for the median estimates of the PRTE, the inter-quartile ranges of the
PRTE estimates, the ratio of the lengths of the inter-quartile ranges, and the simulated coverage prob-
abilities of the true PRTE for the nominal probability of 95% based on 10,000 Monte Carlo iterations.
The data generating process is based on Heckman and Vytlacil (2005, pp. 683). Results are shown
for each of the na¨ıve estimator without regularization and our regularized estimator. Simulations
are conducted for each of the policy parameter values t ∈ {0.050, 0.100, 0.150, 0.200} and for each
of the sample sizes n ∈ {500, 1000, 1500, 2000}. The true PRTE values in {0.004, 0.007, 0.011, 0.014}
corresponding to the policy parameter values t ∈ {0.050, 0.100, 0.150, 0.200} are also displayed for
convenience of comparisons with the average estimates.
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of the sample sizes n ∈ {500, 1000, 1500, 2000}. The true PRTE values in {0.004, 0.007, 0.011, 0.014}
corresponding to the policy parameter values t ∈ {0.050, 0.100, 0.150, 0.200} are also displayed for
convenience of comparisons with the average estimates.
Observe that median estimates of our regularized estimator are closer to the true PRTE values
than those of the na¨ıve estimator. More importantly, the inter-quartile ranges of our regularized es-
timator are much smaller than those of the na¨ıve estimator. The length ratio is about 88%, 79%,
74%, and 72% for n = 500, 1,000, 1,500, and 2,000, respectively. This evidences that the regularized
estimation approach admits smaller variances than the na¨ıve estimator. At the same time, the cov-
erage probabilities for the nominal probability of 95% are correct for both the na¨ıve estimator and
our regularized estimator. From these observations, we demonstrate that our regularized estimator
achieves very stable estimates with much smaller standard errors without sacrificing the precision of
the estimated standard errors.
6 Summary
In this paper, we propose a practical method of estimation and inference for the PRTE. The PRTE can
be viewed as a weighted average derivative (Heckman and Vytlacil, 2001, 2005, 2007; Carneiro et al.,
2010). In this light, we apply theories and methods of average derivative estimation to estimation and
inference of the PRTE. Simulation results confirm that the estimator behaves well in finite sample. The
results also demonstrate the effectiveness of the regularization with smaller variances. Regularization
in general achieves smaller variances at the expense of regularization biases. In this light, we adopt
a bias correction technique to mitigate the bias. This bias correction consequently allows for valid
inference. Simulation results demonstrate the valid inference with simulated coverage probabilities
close to the nominal probability. Our practical method of estimation and inference for the PRTE thus
achieves smaller variances and valid inference at the same time.
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Appendix
A General Asymptotic Results with High-Level Assumptions
This section presents formal results of the validity of the robust inference procedure. All the notations
from Section 2 carry over to the current section, and we additionally use the short-hand notation
W = (Y,D,Z). Throughout, we assume i.i.d. sampling. A list of assumptions for the main result is
put below. Detailed discussions of these assumptions, concrete examples of estimators to satisfy these
assumptions, and primitive sufficient conditions for them will be presented in Appendix B.
Assumption 1 (Bounded Moments). E
[∣∣∣Y ·g1(Z)g2(Z) ∣∣∣] <∞. E [Y 4] <∞. E [g1(Z)4] <∞.
Assumption 2 (Continuous Distribution of the Denominator). g2(Z) is continuously distributed in
a neighborhood of zero.
Let G1 = g1(Z) and G2 = g2(Z). Assumption 2 requires a continuous distribution of G2. Let its
density function be denoted by fG2 . For each j ∈ N, define the function τj : R→ R¯ by
τj(a) = E
[
Y ·Gj1
∣∣∣G2 = a] · fG2(a).
Note that the range is the extended real line R¯ to allow for the case with undefined conditional
moments.
Assumption 3 (Smoothness). τ1 is S-times continuously differentiable with bounded derivatives in a
neighborhood of zero. τ2 and τ4 are continuous in a neighborhood of zero.
Assumption 4 (Kernel Function). The kernel function K is supported on [0, 1].
∫ 1
0 K(u)du = 1. The
kernel function K is S + 1 times differentiable with uniformly bounded derivatives.
Assumption 5 (Trimming Function). The trimming function M is twice differentiable with uniformly
bounded derivatives, and satisfies M(u) = 0 for u ∈ (−∞, 12], M(u) ∈ [0, 1] for u ∈ (12 , 1), and
M(u) = 1 for u ∈ [1,∞).
Assumption 6 (First-Step Estimators). For each n ∈ N, there exist functions, ψn,1 : W × Z → R
and ψn,2 :W ×Z → R, and a constant η > 0 such that:
sup
z∈Z
|gˆ1(z)− g1(z)− En [ψn,1(W, z)]| = op
(
n−1/2bn
)
(A.1)
sup
z∈Z
|gˆ2(z)− g2(z)− En [ψn,2(W, z)]| = op
(
n−1/2
)
(A.2)
14
sup
z∈Z
|En [ψn,1(W, z)]| = op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
(A.3)
sup
z∈Z
|En [ψn,2(W, z)]| = op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
(A.4)
E
[
ψn,1(Wi, Zj)
4
]1/4
= o(n1/2b1/2n ) (A.5)
E
[
g2(Zj)
4 · ψn,2(Wi, Zj)4
]1/4
= o(n1/2bn) (A.6)
sup
z∈Z
|E [ψn,1(W, z)]| = o(bn) (A.7)
sup
z∈Z
|E [ψn,2(W, z)]| = o(b2n) (A.8)
Assumptions 1 and 2 are immediately interpretable, and we discuss their intuitions in B.1. An
interpretation of Assumption 3 in terms of the model primitives will be also discussed in Section B.1.
Assumption 4 is a set of requirements of a kernel function K, and we provide a concrete example
of a kernel function to satisfy this assumption in Section B.2. Similarly, Assumption 5 is a set of
requirements of a trimming function M , and we provide a concrete example of a trimming function to
satisfy this assumption in Section B.2. Assumption 6 consists of high-level statements to accommodate
general classes of estimators instead of specific ones, but we provide example estimators with primitive
sufficient conditions to satisfy this high-level assumption in Section B.3. We first state the influence
function representation for our estimator (3.5) as the following lemma.
Lemma 1 (Influence Function Representation). Suppose that Assumptions 1, 2, 3, 4, 5, and 6 hold.
∆ˆPRTE(bn) + Bˆ
S−1(bn)−∆PRTE = En [ψn(W )] + op(n−1/2) +O(bSn)
as bn → 0, nb6+4ηn →∞ and n→∞.
Proof. Lemmas 2 and 3 show that(
∆ˆPRTE(bn) + Bˆ
S−1(bn)
)
− (∆PRTE(bn) +BS−1(bn)) =
1
n
n∑
i=1
ψn,0(Yi, Di, Zi) + λn,1(Zi) · Yi · 1
n
n∑
j=1
ψn,1(Wj , Zi) + λn,2(Zi) · Yi · 1
n
n∑
j=1
ψn,2(Wj , Zi)
+ op(n−1/2)
(A.9)
as bn → 0, nb6+4ηn →∞ and n→∞ under Assumptions 1, 2, 3, 4, 5, and 6. Lemma 6 shows that
1
n
n∑
i=1
1
n
n∑
j=1
(λn,1(Zi) · Yi · ψn,1(Wj , Zi) + λn,2(Zi) · Yi · ψn,2(Wj , Zi)) = En [ψn,12(W )] + op(n−1/2)
15
as n→∞ under Assumptions 1, 4, 5, and 6. Therefore, (A.9) can be reduced to(
∆ˆPRTE(bn) + Bˆ
S−1(bn)
)
− (∆PRTE(bn) +BS−1(bn)) = En [ψn(W )] + op(n−1/2) (A.10)
as bn → 0, nb6+4ηn →∞ and n→∞ under Assumptions 1, 2, 3, 4, 5, and 6.
On the other hand,
∆PRTE(bn) +B
S−1(bn) = ∆PRTE +O(bSn) (A.11)
holds under Assumptions 1, 2, 3, 4, and 5 – see Lemma 7.
Combining the stochastic part (A.10) and the bias part (A.11) together, we have
∆ˆPRTE(bn) + Bˆ
S−1(bn)−∆PRTE = En [ψn(W )] + op(n−1/2) +O(bSn)
as bn → 0, nb6+4ηn → ∞ and n → ∞ under Assumptions 1, 2, 3, 4, 5, and 6. This completes a proof
of the lemma.
From this influence function representation, we can derive the asymptotic normality of the self-
normalized sum under the following two additional assumptions.
Assumption 7 (Positive Variance). There exists  > 0 such that
E
[
ψn(W )
2
]
> 
holds for all n ∈ N.
Assumption 8 (L4 to L2 Ratio).
n−1/4 · E
[
ψn(W )
4
]1/4
E [ψn(W )2]
1/2
→ 0
as n→∞.
Assumption 7 is immediately interpretable, and we discuss its intuitions in B.1. Assumption 8
is a high-level statement that are not immediately interpretable, but we provide example estimators
with primitive sufficient conditions to satisfy this high-level assumption in Section B.3. The following
theorem states the asymptotic normality of the self-normalized sum for our estimator (3.5).
Theorem 1 (Asymptotic Normality). Suppose that Assumptions 1, 2, 3, 4, 5, 6, 7, and 8 hold.
n1/2 · ∆ˆ
PRTE(bn) + Bˆ
S−1(bn)−∆PRTE
En [ψn(W )2]
1/2
→d N(0, 1)
as bn → 0, nb2Sn → 0, nb6+4ηn →∞ and n→∞.
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Proof. First, we note that
V ar
(
En
[
ψn(W )
2
]
E [ψn(W )2]
)
= n−1 · V ar
(
ψn(W )
2
E [ψn(W )2]
)
= n−1 ·
(
E
[
ψn(W )
4
]
E [ψn(W )2]
2 − 1
)
= o(1)
as n→∞ by i.i.d. sampling and Assumption 8. Therefore, Chebyshev’s inequality yields
En
[
ψn(W )
2
]
E [ψn(W )2]
→p 1 (A.12)
as n→∞.
Second, Lindeberg condition holds for the triangular array{
(n, i) 7→ n−1/2 · ψn(Wi)
E [ψn(W )2]
1/2
∣∣∣∣∣ i ∈ {1, · · · , n}, n ∈ N,
}
because Lyapunov condition,
n−δ/2
E
[
|ψn(W )|2+δ
]
E [ψn(W )2]
(2+δ)/2
→ 0
as n→∞, is satisfied with δ = 2 by Assumption 8. Therefore, Lindeberg-Feller Theorem yields
n1/2
En [ψn(W )]
E [ψn(W )2]
1/2
→d N(0, 1)
as n→∞. Furthermore, applying Slutsky’s Theorem under Assumption 7, we have
n1/2
En [ψn(W )] + op(n
−1/2) +O(bSn)
E [ψn(W )2]
1/2
→d N(0, 1) (A.13)
as nb2Sn → 0 and n→∞.
Third, applying Continuous Mapping Theorem to (A.12) and (A.13), we obtain
n1/2
En [ψn(W )] + op(n
−1/2) +O(bSn)
En [ψn(W )2]
1/2
→d N(0, 1)
as nb2Sn → 0 and n→∞. With Lemma 1, this completes a proof of the theorem.
In practice, a researcher also needs to estimate the influence function ψn by ψˆn. We make the
following additional assumption for the consistency of the influence function estimator.
Assumption 9 (Variance Estimation).
En
[
ψn(W )
2
]
En
[
ψˆn(W )2
] − 1 = op(1)
as n→∞.
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Assumption 9 is another high-level statement that is not immediately interpretable, but we provide
example estimators with primitive sufficient conditions to satisfy this high-level assumption in Section
B.3. The following corollary states the asymptotic normality of the estimated self-normalized sum for
our estimator (3.5).
Corollary 1 (Asymptotic Normality). Suppose that Assumptions 1, 2, 3, 4, 5, 6, 7, 8, and 9 hold.
n1/2 · ∆ˆ
PRTE(bn) + Bˆ
S−1(bn)−∆PRTE
En
[
ψˆn(W )2
]1/2 →d N(0, 1)
as bn → 0, nb2Sn → 0, nb6+4ηn →∞ and n→∞.
B Discussion of the Assumptions and Sufficient Conditions
The main result presented in Section A posits nine assumptions – Assumptions 1, 2, 3, 4, 5, 6, 7,
8, and 9. Among these nine, Assumptions 1, 2, and 7 are immediately interpretable, and we discuss
them in B.1. We also present an interpretation of Assumption 3 in terms of the model primitives in
Section B.1. Assumption 4 is a set of requirements of a kernel function K, and we provide a concrete
example of a kernel function to satisfy this assumption in Section B.2. Likewise, Assumption 5 is
a set of requirements of a trimming function M , and we provide a concrete example of a trimming
function to satisfy this assumption in Section B.2. Assumptions 6, 8, and 9 are high-level statements
that are not immediately interpretable, but we provide example estimators with primitive sufficient
conditions, compatible with the example of Heckman and Vytlacil (2005, pp. 683), to satisfy these
high-level assumptions in Section B.3. Simulation studies conducted in Section 5 use the proposed
kernel function K to satisfy Assumption 4, the proposed trimming function to satisfy Assumption 5,
and the proposed estimators to satisfy Assumptions 6, 8, and 9.
B.1 Interpretations of the Basic Assumptions
Assumption 1 is a mild assumption on existence of moments. The first moment condition, E
[∣∣∣Y ·g1(Z)g2(Z) ∣∣∣] <
∞, in Assumption 1 requires the existence of the PRTE. The second moment condition, E[Y 4] <∞,
in Assumption 1 demands that there is the fourth moment of the outcome distribution, and is typically
considered a mild assumption in microeconometrics. The third moment condition, E[g1(Z)
4] < ∞,
in Assumption 1 is also a mild condition satisfied by bounded density functions of Z and P ∗ and the
probit treatment selection model for example.
Assumption 2 requires that fZ(Z) is continuously distributed in a neighborhood of zero, which is
satisfied by common families of continuous distributions. We emphasize that it demands not only the
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continuous distribution of Z, but also of fZ(Z).
Assumption 3 requires smoothness of conditional expectation functions and density functions.
The first part of assumption Assumption 3 is satisfied if the conditional expectation function of Y ·
(fP ∗(P (Z)) · P ′(Z)− fZ(Z)) given fZ(Z) and the density function ffZ(Z) of the random variable fZ(Z)
are both S-times continuously differentiable in a neighborhood of zero. The second part of Assumption
3 is satisfied if, in addition, the conditional expectation function of Y 2 · (fP ∗(P (Z)) · P ′(Z)− fZ(Z))2
given fZ(Z) is continuous in a neighborhood of zero. Similarly, the third part of Assumption 3 is
satisfied if, in addition, the conditional expectation function of Y 4 · (fP ∗(P (Z)) · P ′(Z)− fZ(Z))4
given fZ(Z) is continuous in a neighborhood of zero.
Assumption 7 requires that there is a non-zero variance in our estimator (3.5). It effectively
requires data variation in our moment estimator. Otherwise, there would be no need of inference.
B.2 Examples of Kernel and Trimming Functions
We propose as a concrete example of a trimming function to satisfy Assumption 5:
M(u) =

0 u < 12(
u− 12
)2 (
48u2 − 112u+ 68) 12 ≤ u ≤ 1
1 1 < u
We propose as a concrete example of a kernel function to satisfy Assumption 4 with S = 5:
K(u) ∝ 1 {0 ≤ u ≤ 1} (1− u2)6
i.e., the one-sided hexaweight kernel
B.3 Example Estimators with Primitive Sufficient Conditions
We now present example estimators with primitive sufficient conditions to satisfy the high-level state-
ments in Assumptions 6, 8, and 9. For simplicity, we focus on the setting where P ∗ is a known function
of Z, but we remark that it is also feasible to treat the setting where P ∗ is an estimated function of
Z. The conditional treatment selection probability is modeled by
P (z) = ρ(z; γ0),
where ρ is a known function and γ0 is a finite-dimensional unknown parameter belonging to a parameter
set Γ. With this model, we can write g1 and g2 by
g1(z) = fP ∗(ρ(z; γ0)) · ∂ρ(z; γ0)
∂z
− fZ(z) and (B.1)
g2(z) = fZ(z) · E[P ∗(Z)−D], (B.2)
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respectively. Their sample-counterpart estimators can be written as
gˆ1(z) = fˆP ∗(ρ(z; γˆ)) · ∂ρ(z; γˆ)
∂z
− fˆZ(z) and (B.3)
gˆ2(z) = fˆZ(z) · En[P ∗(Z)−D], (B.4)
where γˆ, fˆZ(z), and fˆP ∗(p) estimate γ0, fZ(z), and fP ∗(z), respectively.
We consider to take γˆ as the maximum likelihood estimator of γ0 given by
γˆ = arg max
γ∈Γ
En [Λ((D,Z); γ)] where Λ((d, z); γ) = d · log ρ(z; γ) + (1− d) · log(1− ρ(z; γ)).
(B.5)
The selection model is assumed to satisfy the following conditions, which are satisfied by standard iden-
tified binary choice models including the probit models when Z is normally distributed, for example,
which is compatible with the example of Heckman and Vytlacil (2005, pp. 683).
Assumption TSM (Treatment Selection Model). (i) Γ is compact. (ii) ρ is three times contin-
uously differentiable. (iii) supz∈Z
∣∣∣∂ρ(z;γ0)∂z ∣∣∣ < ∞, supz∈Z ∣∣∣∂ρ(z;γ0)∂γj ∣∣∣ < ∞, supz∈Z ∣∣∣∂2ρ(z;γ0)∂z∂γj ∣∣∣ < ∞,
supz∈Z
∣∣∣∂2ρ(z;γ0)∂γj∂γj′ ∣∣∣ <∞, and supz∈Z ∣∣∣ ∂3ρ(z;γ0)∂z∂γj∂γj′ ∣∣∣ <∞ for j, j′ ∈ {1, ...dim(Γ)}. (iv) E
[∣∣∣∂ log ρ(Z;γ0)∂γj ∣∣∣4
]
<
∞, E
[∣∣∣∂ log(1−ρ(Z;γ0))∂γj ∣∣∣4
]
< ∞, E
[∣∣∣∂2 log ρ(Z;γ0)∂γj∂γj′ ∣∣∣2
]
< ∞, and E
[∣∣∣∂2 log(1−ρ(Z;γ0))∂γj∂γj′ ∣∣∣2
]
< ∞ for j, j′ ∈
{1, ...dim(Γ)}. (v) E
[
∂Λ((D,Z);γ0)
∂γ
]
= 0. (vi) E
[
∂2Λ((D,Z);γ0)
∂γ∂γT
]
is invertible. (vii) There exit dominating
functions ρ¯j,j′ and ρ¯j,j′,j′′ such that E
[
ρ¯j,j′(Z)
]
< ∞, E [ρ¯j,j′,j′′(Z)] < ∞, supγ∈Γ ∣∣∣∂2 log ρ( · ;γ)∂γj∂γj′ ∣∣∣2 ≤
ρ¯j,j′ , and supγ∈Γ
∣∣∣∂2 log(1−ρ( · ;γ))∂γj∂γj′ ∣∣∣2 ≤ ρ¯j,j′ , supγ∈Γ ∣∣∣∂3 log ρ( · ;γ)∂γj∂γj′∂γj′′ ∣∣∣ ≤ ρ¯j,j′,j′′ , and supγ∈Γ ∣∣∣∂3 log(1−ρ( · ;γ))∂γj∂γj′∂γj′′ ∣∣∣ ≤
ρ¯j,j′,j′′ for every j, j
′, j′′ ∈ {1, ...dim(Γ)}.
To allow for a general class of nonparametric distributions, we consider to take fˆZ(z) and fˆP ∗ as
the kernel density estimators given by
fˆZ(z) = En
[
1
hn
· L
(
z − Z
hn
)]
and fˆP ∗(p) = En
[
1
hn
· L
(
p− P ∗(Z)
hn
)]
,
respectively, where hn is a bandwidth parameter, and L is a kernel function. We make the following
assumptions for choices of hn and L, in addition to mild conditions on the density and conditional
expectation functions.
Assumption KDE (Kernel Density Estimation). There exists u¯ ∈ (0,∞) such that (i) L(u) = 0 for
all u > u¯; (ii) L is twice continuously differentiable and L′ is Lipschitz on [−u¯, u¯]; (iii) ‖L‖L1(−u¯,u¯),∥∥L(1)∥∥
L1(−u¯,u¯), ‖L‖L∞(−u¯,u¯),
∥∥L(1)∥∥∞ < ∞, ∥∥L(2)∥∥∞ < ∞; (iv) ∫ L(u)du = 1, ∫ u · L(u)du = ∫ u2 ·
L(u)du =
∫
u3 · L(u)du = 0, and ∫ u4 · L(u)du ∈ (0,∞); (v) fZ and fP are four times continuously
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differentiable with
∥∥∥f (s)Z ∥∥∥∞ <∞ and ∥∥∥f (s)P ∥∥∥∞ <∞ for s = 0, · · · , 4, and fP ∗ is five times continuously
differentiable with
∥∥∥f (s)P ∗∥∥∥∞ <∞ for s = 0, · · · , 5; and (vi) supz∈Z |z| · fZ(z) <∞, supz∈Z |z| · fZ(z) ·
E [|Y | |Z = z] <∞, and supp∈(0,1) |p| · fP (p) · E [|Y | |P = p] <∞.
As a concrete example of a kernel function L to satisfy this assumption, we propose the fourth-order
Epanechnikov kernel given by
L(u) = 1
{
u2 ≤ 5} 3
4
√
5
(
15
8
− 7
8
u2
)(
1− 1
5
u2
)
. (B.6)
With the component estimators proposed above, the influence functions for gˆ1(z) and gˆ2(z) are
ψn,1((y
′, d′, z′), z) =f ′P ∗(ρ(z; γ0)) ·
∂ρ(z; γ0)
∂z
· ψρ((y′, d′, z′), z)
+
∂ρ(z; γ0)
∂z
·
[
1
hn
· L
(
ρ(z; γ0)− P ∗(z′)
hn
)
− fP ∗(ρ(z; γ0))
]
+ fP ∗(ρ(z; γ0)) · ψ∂ρ((y′, d′, z′), z)
−
[
1
hn
· L
(
z − z′
hn
)
− fZ(z)
]
and (B.7)
ψn,2((y
′, d′, z′), z) =E [P ∗(Z)−D] ·
[
1
hn
· L
(
z − z′
hn
)
− fZ(z)
]
+ fZ(z) ·
{[
P ∗(z′)− d′]− E [P ∗(Z)−D]} , (B.8)
respectively, where ψρ( · , z) and ψ∂ρ( · , z) are the influence functions for ρ(z; γˆ) and ∂ρ(z; γˆ)/∂z
given by
ψρ((y
′, d′, z′), z) = −∂ρ(z; γ0)
∂γT
· E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1
·
[
∂Λ((d′, z′); γ0)
∂γ
]
and (B.9)
ψ∂ρ((y
′, d′, z′), z) = −∂ρ(z; γ0)
∂z∂γT
· E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1
·
[
∂Λ((d′, z′); γ0)
∂γ
]
, (B.10)
respectively. The next two propositions claim that the proposed estimators satisfy the high-level
statements of Assumptions 6 and 8.
Proposition 1 (Sufficiency for Assumption 6). The estimators, (B.3), (B.4), (B.5), and the influence
functions, (B.7) and (B.8), under Assumptions TSM and KDE satisfy Assumption 6 for hn ∝ n−1/9
and bn ∝ n−1/9 as n→∞.
A proof is provided in Appendix D.6. This proposition shows the sufficiency for the tuning pa-
rameters hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞. Section B.4 proposes concrete selection procedures
for these tuning parameters.
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Proposition 2 (Sufficiency for Assumption 8). The estimators, (B.3), (B.4), (B.5), and the influence
functions, (B.7) and (B.8), under Assumptions 1, 4, 5, 7, TSM, and KDE satisfy Assumption 8 for
hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
A proof is provided in Appendix D.7. This proposition shows the sufficiency for the tuning pa-
rameters hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞. Section B.4 proposes concrete selection procedures
for these tuning parameters.
We next suggest a concrete variance estimator to satisfy the high-level statement in Assumption
9. We propose to estimate the parts (3.6) and (3.9) of the influence function by
ψˆn,0(y, d, z) =
y · gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)
− En
Y · gˆ1(Z) ·M
(
gˆ2(Z)
bn
)
gˆ2(Z)
+
S−1∑
s=1
(−1)s · θs · y · gˆ1(z) ·K(s)
(
gˆ2(z)
bn
)
s · bn − En
S−1∑
s=1
(−1)s · θs · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)
s · bn
 .
(B.11)
ψˆn,12(y, d, z) =En
[
λˆn,1(Z) · Y · ψˆn,1((y, d, z), Z) + λˆn,2(Z) · Y · ψˆn,2((y, d, z), Z)
]
(B.12)
where
λˆn,1(z) =
M
(
gˆ2(z)
bn
)
gˆ2(z)
+
S−1∑
s=1
(−1)s · θs ·K(s)
(
gˆ2(z)
bn
)
s · bn , (B.13)
λˆn,2(z) =
gˆ1(z) ·M ′
(
gˆ2(z)
bn
)
bn · gˆ2(z) −
gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)2
+
S−1∑
s=1
(−1)s · θs · gˆ1(z) ·K(s+1)
(
gˆ2(z)
bn
)
s · b2n
, (B.14)
ψˆn,1((y
′, d′, z′), z) =fˆ ′P ∗(ρ(z; γˆ)) ·
∂ρ(z; γˆ)
∂z
· ψˆρ((y′, d′, z′), z)
+
∂ρ(z; γˆ)
∂z
·
[
1
hn
· L
(
ρ(z; γˆ)− P ∗(z′)
hn
)
− fˆP ∗(ρ(z; γˆ))
]
+ fˆP ∗(ρ(z; γˆ)) · ψˆ∂ρ((y′, d′, z′), z)
−
[
1
hn
· L
(
z − z′
hn
)
− fˆZ(z)
]
, (B.15)
ψˆn,2((y
′, d′, z′), z) =En [P ∗(Z)−D] ·
[
1
hn
· L
(
z − z′
hn
)
− fˆZ(z)
]
+ fˆZ(z) ·
{[
P ∗(z′)− d′]− En [P ∗(Z)−D]} , (B.16)
ψˆρ((y
′, d′, z′), z) = −∂ρ(z; γˆ)
∂γT
· En
[
∂2Λ((D,Z); γˆ)
∂γ∂γT
]−1
·
[
∂Λ((d′, z′); γˆ)
∂γ
]
, and (B.17)
ψˆ∂ρ((y
′, d′, z′), z) = −∂ρ(z; γˆ)
∂z∂γT
· En
[
∂2Λ((D,Z); γˆ)
∂γ∂γT
]−1
·
[
∂Λ((d′, z′); γˆ)
∂γ
]
. (B.18)
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Proposition 3 (Sufficiency for Assumption 9). The estimators, (B.3), (B.4), (B.5), the influence
functions, (B.7) and (B.8), and the influence function estimators, (B.11), (B.12), (B.13), (B.14),
(B.15), (B.16), (B.17), and (B.18), under Assumptions 1, 4, 5, 7, TSM, and KDE satisfy Assumption
9 for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
A proof is provided in Appendix D.9. This proposition shows the sufficiency for the tuning pa-
rameters hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞. Section B.4 proposes concrete selection procedures
for these tuning parameters.
B.4 Trimming and Bandwidth Parameters
We propose to choose the trimming parameter bn for the regularized estimator by minimizing the esti-
mated MSE for the third-order bias corrected estimation, i.e., by minimizing the following expression
with respect to b:
b8En
Y · gˆ1(Z) ·K(4)
(
gˆ2(Z)
b
)
4b5
+ n−1V arn
Y · gˆ1(Z) ·M
(
gˆ2(Z)
b
)
gˆ2(Z)
+
3∑
s=1
(−1)s · θ˜s · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
b
)
s · b

where (θ˜1, θ˜2, θ˜3) are chosen to satisfy
3∑
s=1
θ˜s · (−1)
s
s
∫ 1
0
ut ·K(s)(u)du = 1
t
−
∫ 1
0
ut−1 ·M(u)du for each t ∈ {1, ..., 3}.
This choice will entail bn ∝ n−1/9 as required by Propositions 1, 2, and 3. Furthermore, this choice of
bandwidth is compatible with our estimator with bias correction of orders S ≥ 5, which is consistent
with the concrete suggestion of the kernel function in Section B.2.
We propose to choose the bandwidth parameter hn for the first-step kernel density estimation
by the standard optimal procedure. Specifically, we choose hn by minimizing the approximate mean
integrated squared error (AMISE). By the order four of the kernel function L suggested in (B.6), this
choice will entail hn ∝ n−1/9 as required by Propositions 1, 2, and 3.
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C Auxiliary Lemmas
C.1 Influence Function Representation for ∆ˆPRTE(bn)
Lemma 2. Suppose that Assumptions 1, 2, 3, 5 and 6 hold. We have
∆ˆPRTE(bn)−∆(bn) = (En − E)
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
+ En
M
(
g2(Z)
bn
)
g2(Z)
· 1
n
n∑
j=1
Y · ψn,1(Wj , Z)

+En
Y · g1(Z) ·M
′
(
g2(Z)
bn
)
bn · g2(Z) −
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)2
 · 1n
n∑
j=1
ψn,2(Wj , Z)
+ op(n−1/2)
as bn → 0, nb6+4ηn →∞ and n→∞.
Proof. First, note that
sup
z∈Z
|gˆ2(z)− g2(z)| ≤ sup
z∈Z
∣∣∣∣∣gˆ2(z)− g2(z)− 1n
n∑
i=1
ψn,2(Wi, z)
∣∣∣∣∣+ supz∈Z
∣∣∣∣∣ 1n
n∑
i=1
ψn,2(Wi, z)
∣∣∣∣∣
= op
(
n−1/2
)
+ op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
= op
(
n−1/4b3/2+ηn
)
as bn → 0, nb6+4ηn →∞, and n→∞, where the inequality follows from Minkowski inequality, the first
equality is due to (A.2) and (A.4) in Assumption 6, and the second equality is due to nb6+4ηn → ∞.
Likewise, supz∈Z |gˆ1(z)− g1(z)| = op
(
n−1/4b3/2+ηn
)
as bn → 0, nb6+4ηn →∞, and n→∞, under (A.1)
and (A.3). Therefore, we have
P
(
sup
z∈Z
|gˆι(z)− gι(z)| ≥ n−1/4b3/2+ηn
)
= o(1) (C.1)
as bn → 0, nb6+4ηn → ∞ and n → ∞ for each ι ∈ {1, 2}. For any z ∈ Z such that gˆ2(z) > 0 and
g2(z) > 0,
M
(
gˆ2(z)
bn
)
gˆ2(z)
=
M
(
g2(z)
bn
)
g2(z)
−
M
(
g2(z)
bn
)
g2(z)2
−
M ′
(
g2(z)
bn
)
bn · g2(z)
 · (gˆ2(z)− g2(z))
+
1
2
2 · M
(
µ(gˆ2(z),g2(z))
bn
)
µ(gˆ2(z), g2(z))3
− 2 ·
M ′
(
µ(gˆ2(z),g2(z))
bn
)
bn · µ(gˆ2(z), g2(z))2 +
M ′′
(
µ(gˆ2(z),g2(z))
bn
)
b2n · µ(gˆ2(z), g2(z))
 · (gˆ2(z)− g2(z))2 (C.2)
by the twice differentiability of M in Assumption 5, where µ(gˆ2(z), g2(z)) > 0 is between gˆ2(z) and
g2(z). If bn/2 > |gˆ2(z)− g2(z)|, then the third last term on the right-hand side of (C.2) can be bounded
above as
M
(
µ(gˆ2(z),g2(z))
bn
)
µ(gˆ2(z), g2(z))3
· (gˆ2(z)− g2(z))2 =
M
(
µ(gˆ2(z),g2(z))
bn
)
[g2(z)− (g2(z)− µ(gˆ2(z), g2(z)))]3
· (gˆ2(z)− g2(z))2
≤
M
(
µ(gˆ2(z),g2(z))
bn
)
[
bn
2 − |gˆ2(z)− g2(z)|
]3 · (gˆ2(z)− g2(z))2 (C.3)
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by Assumption 5 that M is supported on
[
1
2 ,∞
)
, which implies M
(
g2(z)
bn
)
= 0 for g2(z) ∈
[
0, bn2
]
, and
by −(g2(z)− µ(gˆ2(z), g2(z))) ≤ |gˆ2(z)− g2(z)|. Thus, if bn/2 > supz∈Z |gˆ2(z)− g2(z)|, then we have∣∣∣∣∣∣En
Y · gˆ1(Z) ·M
(
µ(gˆ2(Z),g2(Z))
bn
)
µ(gˆ2(Z), g2(Z))3
· (gˆ2(Z)− g2(Z))2
∣∣∣∣∣∣
≤En
 |Y · gˆ1(Z)| ·M
(
µ(gˆ2(Z),g2(Z))
bn
)
[
bn
2 − supz∈Z |gˆ2(z)− g2(z)|
]3 · sup
z∈Z
|gˆ2(z)− g2(z)|2

≤‖M‖∞ · supz∈Z(gˆ2(z)− g2(z))
2[
bn
2 − supz∈Z |gˆ2(z)− g2(z)|
]3 · (En [|Y · g1(Z)|] + En [|Y |] · sup
z∈Z
|gˆ1(z)− g1(z)|
)
, (C.4)
where the first inequality is due to (C.3) under bn/2 > supz∈Z |gˆ2(z)− g2(z)|. This in turn implies
P
n1/2
∣∣∣∣∣∣En
Y · gˆ1(Z) ·M
(
µ(gˆ2(Z),g2(Z))
bn
)
µ(gˆ2(Z), g2(Z))3
· (gˆ2(Z)− g2(Z))2
∣∣∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
≤P
(
64b2ηn · ‖M‖∞ ·
(
En [|Y · g1(Z)|] + n−1/4b3/2+ηn En [|Y |]
)
≥ 
)
≤
64b2ηn · ‖M‖∞ ·
(
E
[
Y 2
]1/2 · E [g1(Z)2]1/2 + n−1/4b3/2+ηn E [|Y |])

(C.5)
for bn sufficiently small and/or n sufficiently large so that n
−1/4b3/2+ηn < bn/4, where the first in-
equality is due to the monotonicity of the probability measure with the inequality (C.4), and the
second inequality is due to Markov’s inequality and Cauchy-Schwarz inequality. We now obtain the
convergence in probability of the third last term in the right-hand side of (C.2) as
P
n1/2
∣∣∣∣∣∣En
Y · gˆ1(Z) ·M
(
µ(gˆ2(Z),g2(Z))
bn
)
µ(gˆ2(Z), g2(Z))3
· (gˆ2(Z)− g2(Z))2
∣∣∣∣∣∣ ≥ 

≤P
n1/2
∣∣∣∣∣∣En
Y · gˆ1(Z) ·M
(
µ(gˆ2(Z),g2(Z))
bn
)
µ(gˆ2(Z), g2(Z))3
· (gˆ2(Z)− g2(Z))2
∣∣∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
+
P
(
sup
z∈Z
|gˆ1(z)− g1(z)| ≥ n−1/4b3/2+ηn
)
+ P
(
sup
z∈Z
|gˆ2(z)− g2(z)| ≥ n−1/4b3/2+ηn
)
= o(1)
as bn → 0, nb6+4ηn →∞ and n→∞ for all  > 0, where the equality is due to (C.1) and (C.5) under
E[Y 2] <∞ and E[g1(Z)2] <∞ in Assumption 1, and ‖M‖∞ <∞ in Assumption 5. This shows that
En
Y · gˆ1(Z) ·M
(
µ(gˆ2(Z),g2(Z))
bn
)
µ(gˆ2(Z), g2(Z))3
· (gˆ2(Z)− g2(Z))2
 = op(n−1/2) (C.6)
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as bn → 0, nb6+4ηn →∞ and n→∞. Similar lines of arguments show that
En
Y · gˆ1(Z) ·M ′
(
µ(gˆ2(Z),g2(Z))
bn
)
bn · µ(gˆ2(Z), g2(Z))2 · (gˆ2(Z)− g2(Z))
2
 =op(n−1/2) (C.7)
and En
Y · gˆ1(Z) ·M ′′
(
µ(gˆ2(Z),g2(Z))
bn
)
b2n · µ(gˆ2(Z), g2(Z))
· (gˆ2(Z)− g2(Z))2
 =op(n−1/2) (C.8)
as bn → 0, nb6+4ηn → ∞ and n → ∞, under ‖M ′‖∞ < ∞ and ‖M ′′‖∞ < ∞ in Assumption 5. Using
(C.2), (C.6), (C.7), and (C.8) together, we conclude that
En
Y · gˆ1(Z) ·M
(
g2(Z)
bn
)
gˆ2(Z)
− En
Y · gˆ1(Z) ·M
(
g2(Z)
bn
)
g2(Z)

+ En
Y · gˆ1(Z) ·M
(
g2(Z)
bn
)
g2(Z)2
−
Y · gˆ1(Z) ·M ′
(
g2(Z)
bn
)
bn · g2(Z)
 · (gˆ2(Z)− g2(Z))
 = op(n−1/2) (C.9)
as bn → 0, nb6+4ηn →∞ and n→∞.
Second, note that for all  > 0,
P
n1/2
∣∣∣∣∣∣En
M
(
g2(Z)
bn
)
g2(Z)2
· Y · (gˆ1(Z)− g1(Z)) · (gˆ2(Z)− g2(Z))
∣∣∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
≤P
n1/2
∣∣∣∣∣∣En
4 ·M
(
g2(Z)
bn
)
b2n
· n−1/2b3+2ηn · Y
∣∣∣∣∣∣ ≥ 
 ≤ 4 · b1+2ηn · ‖M‖∞ · E [|Y |]

(C.10)
where the first inequality is due to Assumption 5, that M is supported on
[
1
2 ,∞
)
, and the monotonicity
of the probability measure, and the second inequality is due to Markov’s inequality and Ho¨lder’s
inequality. We now obtain the consistency
P
n1/2
∣∣∣∣∣∣En
M
(
g2(Z)
bn
)
g2(Z)2
· (gˆ1(Z)− g1(Z)) · (gˆ2(Z)− g2(Z))
∣∣∣∣∣∣ ≥ 

≤P
n1/2
∣∣∣∣∣∣En
M
(
g2(Z)
bn
)
g2(Z)2
· (gˆ1(Z)− g1(Z)) · (gˆ2(Z)− g2(Z))
∣∣∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
+
P
(
sup
z∈Z
|gˆ1(z)− g1(z)| ≥ n−1/4b3/2+ηn
)
+ P
(
sup
z∈Z
|gˆ2(z)− g2(z)| ≥ n−1/4b3/2+ηn
)
= o(1)
as bn → 0, nb6+4ηn → ∞ and n → ∞ for all  > 0, where the equality is due to (C.1) and (C.10),
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E
[
Y 2
]
<∞ in Assumption 1, and ‖M‖∞ <∞ in Assumption 5. This shows that
En
Y · gˆ1(Z) ·M
(
g2(Z)
bn
)
g2(Z)2
· (gˆ2(Z)− g2(Z))

−En
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)2
· (gˆ2(Z)− g2(Z))
 = op(n−1/2) (C.11)
as bn → 0, nb6+4ηn →∞ and n→∞.
We note that Assumption 1 and (A.1) in Assumption 6 yield
1
n
n∑
i=1
∣∣∣∣∣∣Yi · gˆ1(Zi)− Yi · g1(Zi)− Yi · 1n
n∑
j=1
ψn,1(Wj , Zi)
∣∣∣∣∣∣ ≤ En [|Y |] · supz∈Z |gˆ1(z)− g1(z)− En [ψn,1(W, z)]|
= op(n
−1/2bn) (C.12)
Now, combining (C.9) and (C.11) together, we have
∆ˆPRTE(bn)−∆PRTE(bn) =En
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
− E
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)

+En
M
(
g2(Z)
bn
)
g2(Z)
· Y · (gˆ1(Z)− g1(Z))

+En
Y · g1(Z) ·M
′
(
g2(Z)
bn
)
bn · g2(Z) −
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)2
 · (gˆ2(Z)− g2(Z))

+op(n
−1/2)
as bn → 0, nb6+4ηn →∞ and n→∞. Finally, applying (A.2) in Assumption 6 and (C.12) to the above
equation, we obtain
∆ˆPRTE(bn)−∆PRTE(bn) =En
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
− E
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)

+En
M
(
g2(Z)
bn
)
g2(Z)
· 1
n
n∑
j=1
Y · ψn,1(Wj , Z)

+En
Y · g1(Z) ·M
′
(
g2(Z)
bn
)
bn · g2(Z) −
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)2
 · 1n
n∑
j=1
ψn,2(Wj , Z)

+op(n
−1/2)
as bn → 0, nb6+4ηn →∞ and n→∞. This completes a proof of the lemma.
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C.2 Influence Function Representation for BˆS−1(bn)
Lemma 3. Suppose that Assumptions 1, 4, and 6 hold. We have
BˆS−1(bn)−BS−1(bn) =(En − E)
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)
s · bn

+En
S−1∑
s=1
(−1)s · θs ·K(s)
(
g2(Z)
bn
)
s · bn ·
1
n
n∑
j=1
Y · ψn,1(Wj , Z)

+En
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s+1)
(
g2(Z)
bn
)
s · b2n
· 1
n
n∑
j=1
ψn,2(Wj , Z)
+ op(n−1/2)
as bn → 0, nb6+4ηn →∞ and n→∞.
Proof. First, as in the proof of Lemma 2, we note that
P
(
sup
z∈Z
|gˆι(z)− gι(z)| ≥ n−1/4b3/2+ηn
)
= o(1) (C.13)
as bn → 0, nb6+4ηn → ∞ and n → ∞ for each ι ∈ {1, 2} under Assumption 6. For z ∈ Z such that
gˆ2(z) > 0 and g2(z) > 0,
b−1n ·K(s)
(
gˆ2(z)
bn
)
=b−1n ·K(s)
(
g2(z)
bn
)
+ b−2n ·K(s+1)
(
g2(z)
bn
)
· (gˆ2(z)− g2(z))
+ b−3n ·K(s+2)
(
µ(gˆ2(z), g2(z))
bn
)
· (gˆ2(z)− g2(z))2 (C.14)
for each s ∈ {1, · · · , S− 1} under Assumption 4, where µ(gˆ2(z), g2(z)) > 0 is between gˆ2(z) and g2(z).
Note that we can write∣∣∣∣En [b−3n · Y · gˆ1(Z) ·K(s+2)(µ(gˆ2(Z), g2(Z))bn
)
· (gˆ2(Z)− g2(Z))2
]∣∣∣∣
≤b−3n ·
∥∥∥K(s+2)∥∥∥
∞
· sup
z∈Z
|gˆ2(z)− g2(z)|2 ·
(
En [|Y · g1(Z)|] + En [|Y |] · sup
z∈Z
|gˆ1(z)− g1(z)|
)
. (C.15)
This in turn implies
P
(
n1/2
∣∣∣∣En [b−3n · Y · gˆ1(Z) ·K(s+2)(µ(gˆ2(Z), g2(Z))bn
)
· (gˆ2(Z)− g2(Z))2
]∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
≤P
(
b2ηn
∥∥∥K(s+2)∥∥∥
∞
(
En
[
|Y · g1(Z)|+ n−1/4b3/2+ηn |Y |
])
≥ 
)
≤
b2ηn
∥∥K(s+2)∥∥∞ · (E [Y 2]1/2 · E [g1(Z)2]1/2 + n−1/4b3/2+ηn E [|Y |])

, (C.16)
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where the first inequality is due to the monotonicity of the probability measure with the inequality
(C.15), and the second inequality is due to Markov’s inequality and Cauchy-Schwarz inequality. We
now obtain the convergence in probability of the second-order term
P
(
n1/2
∣∣∣∣En [b−3n · Y · gˆ1(Z) ·K(s+2)(µ(gˆ2(Z), g2(Z))bn
)
· (gˆ2(Z)− g2(Z))2
]∣∣∣∣ ≥ )
≤P
(
n1/2
∣∣∣∣En [b−3n · Y · gˆ1(Z) ·K(s+2)(µ(gˆ2(Z), g2(Z))bn
)
· (gˆ2(Z)− g2(Z))2
]∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
+
P
(
sup
z∈Z
|gˆ1(z)− g1(z)| ≥ n−1/4b3/2+ηn
)
+ P
(
sup
z∈Z
|gˆ2(z)− g2(z)| ≥ n−1/4b3/2+ηn
)
= o(1)
as bn → 0, nb6+4ηn → ∞ and n → ∞ for all  > 0, where the equality is due to (C.13) and (C.16)
under Assumptions 1 and 4. This shows that
En
[
b−3n · Y · gˆ1(Z) ·K(s+2)
(
µ(gˆ2(Z), g2(Z))
bn
)
· (gˆ2(Z)− g2(Z))2
]
= op(n
−1/2) (C.17)
as bn → 0, nb6+4ηn →∞ and n→∞. Using (C.14) and (C.17) together, we conclude that
En
[
b−1n · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)]
− En
[
b−1n · Y · gˆ1(Z) ·K(s)
(
g2(Z)
bn
)]
− En
[
b−2n · Y · gˆ1(Z) ·K(s+1)
(
g2(Z)
bn
)
· (gˆ2(Z)− g2(Z))
]
= op(n
−1/2) (C.18)
as bn → 0, nb6+4ηn →∞ and n→∞ for each s ∈ {1, · · · , S − 1}.
Second, note that for all  > 0 and for each s ∈ {1, · · · , S − 1},
P
(
n1/2
∣∣∣∣En [b−2n ·K(s+1)(g2(Z)bn
)
· Y · (gˆ1(Z)− g1(Z)) · (gˆ2(Z)− g2(Z))
]∣∣∣∣
≥  ∧ max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
≤P
(
n1/2
∣∣∣En [b−2n · ∥∥∥K(s+1)∥∥∥∞ · Y · n−1/2b3+2ηn ]∣∣∣ ≥ ) ≤ b
1+2η
n ·
∥∥K(s+1)∥∥∞ · E [|Y |]

(C.19)
with
∥∥K(s+1)∥∥∞ < ∞ under Assumption 4, where the first inequality is due to the monotonicity of
the probability measure, and the second inequality is due to Markov’s inequality. We now obtain the
consistency
P
(
n1/2
∣∣∣∣En [b−2n ·K(s+1)(g2(Z)bn
)
· Y · (gˆ1(Z)− g1(Z)) · (gˆ2(Z)− g2(Z))
]∣∣∣∣ ≥ )
≤P
(
n1/2
∣∣∣∣En [b−2n ·K(s+1)(g2(Z)bn
)
· Y · (gˆ1(Z)− g1(Z)) · (gˆ2(Z)− g2(Z))
]∣∣∣∣ ≥  ∧
max
ι∈{1,2}
sup
z∈Z
|gˆι(z)− gι(z)| < n−1/4b3/2+ηn
)
+
P
(
sup
z∈Z
|gˆ1(z)− g1(z)| ≥ n−1/4b3/2+ηn
)
+ P
(
sup
z∈Z
|gˆ2(z)− g2(z)| ≥ n−1/4b3/2+ηn
)
= o(1)
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as bn → 0, nb6+4ηn → ∞ and n → ∞ for all  > 0, where the equality is due to (C.13) and (C.19).
This shows that
En
[
b−2n · Y · gˆ1(Z) ·K(s+1)
(
g2(Z)
bn
)
· (gˆ2(Z)− g2(Z))
]
−En
[
b−2n · Y · g1(Z) ·K(s+1)
(
g2(Z)
bn
)
· (gˆ2(Z)− g2(Z))
]
= op(n
−1/2) (C.20)
as bn → 0, nb6+4ηn →∞ and n→∞.
Now, combining (C.18) and (C.20) together, we have
En
[
b−1n · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)]
− E
[
b−1n · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
=En
[
b−1n · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
− E
[
b−1n · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
+En
[
b−1n ·K(s)
(
g2(Z)
bn
)
· Y · (gˆ1(Z)− g1(Z))
]
+En
[
b−2n · Y · g1(Z) ·K(s+1)
(
g2(Z)
bn
)
· (gˆ2(Z)− g2(Z))
]
+ op(n
−1/2)
as bn → 0, nb6+4ηn →∞ and n→∞ for each s ∈ {1, · · · , S− 1}. Applying (A.2) in Assumption 6 and
(C.12) to the above equation, we obtain
En
[
b−1n · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)]
− E
[
b−1n · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
=En
[
b−1n · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
− E
[
b−1n · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
+En
b−1n ·K(s)(g2(Z)bn
)
· 1
n
n∑
j=1
Y · ψn,1(Wj , Z)

+En
b−2n · Y · g1(Z) ·K(s+1)(g2(Z)bn
)
· 1
n
n∑
j=1
ψn,2(Wj , Z)
+ op(n−1/2)
as bn → 0, nb6+4ηn →∞ and n→∞. Finally, using forming a linear combination of the above equation
yields
En
S−1∑
s=1
(−1)s · θs · Y · gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)
s · bn
− E
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)
s · bn

=En
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)
s · bn
− E
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)
s · bn

+En
S−1∑
s=1
(−1)s · θs ·K(s)
(
g2(Z)
bn
)
s · bn ·
1
n
n∑
j=1
Y · ψn,1(Wj , Z)

+En
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s+1)
(
g2(Z)
bn
)
s · b2n
· 1
n
n∑
j=1
ψn,2(Wj , Z)
+ op(n−1/2)
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as bn → 0, nb6+4ηn →∞ and n→∞. This completes a proof of the lemma.
C.3 Negligible Variances
We introduce a couple of auxiliary notations.
ξn((yi, di, zi), wj) = λn,1(zi) · yi · ψn,1(wj , zi) + λn,2(zi) · yi · ψn,2(wj , zi)− ψn,12(wj) (C.21)
ϕn(y, d, z) = λn,1(z) · y · E [ψn,1(W, z)] + λn,2(z) · y · E [ψn,2(W, z)] (C.22)
Function ξn and ϕn are trivial functions of di and d, respectively, but these definitions will save space
below. The next lemma is an auxiliary lemma to prove Lemma 5, and thence Lemma 6.
Lemma 4 (Negligible Variances). Suppose that Assumptions 1, 4, 5, and 6 hold.
(a) E
[
ξn(Wi,Wj)
2
]
= o(n) and (b) E
[
(ϕn(W )− E [ϕn(W )])2
]
= o(1) as n→∞.
Proof. First, we note that
E
[
λn,1(Zi)
2 · Y 2i · ψn,1(Wj , Zi)2
] ≤ sup
z∈Z
λn,1(z)
2 · E [Y 4i ]1/2 · E [ψn,1(Wj , Zi)4]1/2 = o(n), (C.23)
where the inequality is due to Ho¨lder’s inequality, and the equality is due to the uniform boundedness
of bn · λn,1 under Assumptions 4 and 5, E
[
ψn,1(Wj , Zi)
4
]1/2
= o(nbn) in (A.5) of Assumption 6, and
E[Y 4] <∞ in Assumption 1. Similarly,
E
[
λn,2(Zi)
2 · Y 2i · ψn,2(Wj , Zi)2
] ≤ sup
z∈Z
(
λn,2(z)
g2(z)
)2
· E [Y 4i ]1/2 · E [g2(Zi)4 · ψn,2(Wj , Zi)4]1/2 = o(n),
(C.24)
where the inequality is due to Ho¨lder’s inequality, and the equality is due to the uniform boundedness
of b2n · λn,2/g2( · ) under Assumptions 4 and 5, E
[
g2(Zi)
4 · ψn,2(Wj , Zi)4
]
= o(n2b4n) in (A.6) of
Assumption 6, and E[Y 4] < ∞ in Assumption 1. Second, applying Jensen’s inequality with (C.23)
and (C.24), we obtain
E
[(∫
λn,1(z) · y · ψn,1(Wj , z)dFY Z(y, z)
)2]
≤ E [λn,1(Zi)2 · Y 2i · ψn,1(Wj , Zi)2] = o(n) (C.25)
E
[(∫
λn,2(z) · y · ψn,2(Wj , z)dFY Z(y, z)
)2]
≤ E [λn,2(Zi)2 · Y 2i · ψn,2(Wj , Zi)2] = o(n). (C.26)
Third, we note that
E
[
λn,1(Z)
2 · Y 2 ·
(∫
ψn,1(w,Z)dFW (w)
)2]
≤ sup
z∈Z
λn,1(z)
2 · E [Y 2] · sup
z∈Z
(∫
ψn,1(w, z)dFW (w)
)2
= o(1), (C.27)
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where the equality is due to the uniform boundedness of bn ·λn,1 under Assumptions 4 and 5, the con-
dition supz∈Z
∣∣∫ ψn,1(w, z)dFW (w)∣∣ = o(bn) in (A.7) of Assumption 6, and E[Y 2] <∞ in Assumption
1. Similarly,
E
[
λn,2(Z)
2 · Y 2 ·
(∫
ψn,2(w,Z)dFW (w)
)2]
≤ sup
z∈Z
(
λn,2(z)
g1(z)
)2
· sup
z∈Z
(∫
ψn,2(w, z)dFW (w)
)2
· E [g1(Z)4]1/2 · E [g1(Z)4]1/2 = o(1) (C.28)
where the inequality is due to Ho¨lder’s inequality, and the equality is due to the uniform boundedness
of b2n · λn,2/g1( · ) under Assumptions 4 and 5, supz∈Z
∣∣∫ ψn,2(w, z)dFW (w)∣∣ = o(b2n) in (A.8) of
Assumption 6, and E
[
Y 4
]
<∞ and E [g1(Z)4] <∞ under Assumption 1.
We now prove part (a) of the lemma. We have
E
[
ξn(Wi,Wj)
2
]
= O(1) · (E [λn,1(Zi)2 · Y 2i · ψn,1(Wj , Zi)2]+ E [λn,2(Zi)2 · Yi · ψn,2(Wj , Zi)2])+
O(1) ·
(
E
[(∫
λn,1(z) · y · ψn,1(Wj , z)dFY Z(y, z)
)2]
+ E
[(∫
λn,2(z) · y · ψn,2(Wj , z)dFY Z(y, z)
)2])
= o(n)
where the first equality follows from the definitions in (3.6) and (C.21), and the second equality follows
from (C.23), (C.24), (C.25), and (C.26). This completes a proof of part (a) of the lemma.
We now prove part (b) of the lemma. We have
E
[
(ϕn(W )− E [ϕn(W )])2
]
≤ E [ϕn(W )2] = O(1) ·(E [λn,1(Z)2 · Y 2 · (∫ ψn,1(w,Z)dFW (w))2])
+O(1) ·
(
E
[
λn,2(Z)
2 · Y 2 ·
(∫
ψn,2(w,Z)dFW (w)
)2])
where the first equality follows from the definition in (C.22), and the equality follows from (C.27) and
(C.28). This completes a proof of part (b) of the lemma.
C.4 Negligible Covariances
In this section, we continue to use the short-hand notations ξn and ϕn defined in (C.21) and (C.22),
respectively. The following auxiliary lemma is used to derive a projection representation in Lemma 6
of the double summation in (A.9).
Lemma 5 (Covariances). Suppose that Assumptions 1, 4, 5, and 6 hold.
(i) For any quadruple (i, j, i′, j′) such that |{i, j, i′, j′}| ≤ 2, as n→∞,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= o(n).
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(ii) For any quadruple (i, j, i′, j′) such that |{i, j, i′, j′}| = 3, as n→∞,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= o(1).
(iii) For any quadruple (i, j, i′, j′) such that |{i, j, i′, j′}| = 4,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= 0.
Proof. We first note that E [ξn(Wi,Wj)|Wj ] = 0 and thus E [ξn(Wi,Wj)] = 0 whenever i 6= j by the
definition of ξ given in (C.21), due to the the i.i.d. sampling. With this in mind, we branch into the
following exhaustive cases for combinations of {i, j, i′, j′}.
Case (i): |{i, j, i′, j′}| ≤ 2. We can write
∣∣E [ξn(Wi,Wj) · ξn(Wi′ ,Wj′)]∣∣ ≤ E [ξn(Wi,Wj)2]1/2 · E [ξn(Wi′ ,Wj′)2]1/2 = o(n)
by Cauchy-Schwarz inequality and Lemma 4 (a) under Assumptions 1, 4, 5, and 6.
Case (ii-a): |{i, j, i′, j′}| = 3 with i = j. In this case, we have (Wi,Wj) ⊥⊥ (Wi′ ,Wj′) and E
[
ξn(Wi′ ,Wj′)
]
=
0 due to the i.i.d. sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E [ξn(Wi,Wj)] · E
[
ξn(Wi′ ,Wj′)
]
= 0.
Case (ii-b): |{i, j, i′, j′}| = 3 with i′ = j′. In this case, we have (Wi,Wj) ⊥⊥ (Wi′ ,Wj′) and
E [ξn(Wi,Wj)] = 0 due to the i.i.d. sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E [ξn(Wi,Wj)] · E
[
ξn(Wi′ ,Wj′)
]
= 0.
Case (ii-c): |{i, j, i′, j′}| = 3 with j = j′. In this case, we haveWi ⊥⊥Wi′ ⊥⊥ (Wj ,Wj′), E [ξn(Wi,Wj)|Wj ] =
0, and E
[
ξn(Wi′ ,Wj′)|Wj′
]
= 0 due to the i.i.d. sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E
[
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)|Wj ,Wj′
]]
= E
[
E [ξn(Wi,Wj)|Wj ] · E
[
ξn(Wi′ ,Wj′)|Wj′
]]
= 0.
Case (ii-d): |{i, j, i′, j′}| = 3 with j = i′. In this case, we have Wi ⊥⊥ (Wj ,Wi′) ⊥⊥ WW ′ and
E [ξn(Wi,Wj)|Wj ] = 0 due to the i.i.d. sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E
[
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)|Wj ,Wi′
]]
= E
[
E [ξn(Wi,Wj)|Wj ] · E
[
ξn(Wi′ ,Wj′)|Wi′
]]
= 0.
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Case (ii-e): |{i, j, i′, j′}| = 3 with i = j′. In this case, we have (Wi,Wj′) ⊥⊥ Wj ⊥⊥ Wi′ and
E
[
ξn(Wi′ ,Wj′)|Wj′
]
= 0 due to the i.i.d. sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E
[
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)|Wi,Wj′
]]
= E
[
E [ξn(Wi,Wj)|Wi] · E
[
ξn(Wi′ ,Wj′)|Wj′
]]
= 0.
Case (ii-f): |{i, j, i′, j′}| = 3 with i = i′. In this case, we have (Wi,Wi′) ⊥⊥Wj ⊥⊥Wj′ due to the i.i.d.
sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E
[
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)|Wi,Wi′
]]
= E
[
E [ξn(Wi,Wj)|Wi] · E
[
ξn(Wi′ ,Wj′)|Wi′
]]
= E
[
E [ξn(Wi,Wj)|Wi]2
]
,
where, by the definitions of ξn and ϕn given in (C.21) and (C.22), E [ξn(Wi,Wj)|Wi] = ϕn(Wi) −
E [ϕn(W )] . Combining these two equations together, we obtain E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= o(1)
as n→∞ by Lemma 4 (b) under Assumptions 1, 4, 5, and 6.
Case (iii): |{i, j, i′, j′}| = 4. In this case, we have (Wi,Wj) ⊥⊥ (Wi′ ,Wj′), E [ξn(Wi,Wj)] = 0, and
E
[
ξn(Wi′ ,Wj′)
]
= 0 due to the i.i.d. sampling. Therefore,
E
[
ξn(Wi,Wj) · ξn(Wi′ ,Wj′)
]
= E [ξn(Wi,Wj)] · E
[
ξn(Wi′ ,Wj′)
]
= 0.
This completes a proof the lemma.
C.5 Projection
In this section, we continue to use the short-hand notation ξn defined in (C.21).
Lemma 6 (Projection). Suppose that Assumptions 1, 4, 5, and 6 hold. As n→∞,
1
n
n∑
i=1
1
n
n∑
j=1
(λn,1(Zi) · Yi · ψn,1(Wj , Zi) + λn,2(Zi) · Yi · ψn,2(Wj , Zi)) = En [ψn,12(W )] + op(n−1/2).
Proof. Out of n4 combinations of {i, j, i′, j′} ∈ {1, · · · , n}4, there are n case of |{i, j, i′, j′}| = 1, there
are 7 · n · (n − 1) case of |{i, j, i′, j′}| = 2, there are 6 · n · (n − 1) · (n − 2) case of |{i, j, i′, j′}| = 3,
and there are n · (n − 1) · (n − 2) · (n − 3) case of |{i, j, i′, j′}| = 4. Therefore, by Lemma 5 under
Assumptions 1, 4, 5, and 6, we have
E
 1
n
n∑
i=1
1
n
n∑
j=1
ξn(Wi,Wj)
2 ≤ 1
n4
∑
{i,j,i′,j′}∈{1,··· ,n}4
∣∣E [ξn(Wi,Wj) · ξn(Wi′ ,Wj′)]∣∣
=n−4 · n · o(n) + n−4 · 7 · n · (n− 1) · o(n)+
n−4 · 6 · n · (n− 1) · (n− 2) · o(1)+
n−4 · n · (n− 1) · (n− 2) · (n− 3) · 0 = o(n−1)
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as n→∞. Therefore, Markov’s inequality yields
1
n
n∑
i=1
1
n
n∑
j=1
(λn,1(Zi) · Yi · ψn,1(Wj , Zi) + λn,2(Zi) · Yi · ψn,2(Wj , Zi)− ψn,12(Wj))
=
1
n
n∑
i=1
1
n
n∑
j=1
ξn(Wi,Wj) = op(n
−1/2)
as n→∞. This completes a proof of the lemma.
C.6 Characterization of the Trimming Bias
The following lemma is from Sasaki and Ura (2017, Lemma E.1) applied to the current framework.
Lemma 7 (Sasaki and Ura (2017)). Suppose that Assumptions 1, 2, 3, 4, and 5 hold. We have
∆PRTE(bn) +B
S−1(bn) = ∆PRTE +O(bSn) (C.29)
as bn → 0.
D Sufficiency of the Example First Step Estimators
D.1 The Influence Functions of ρ(z; γˆ) and ∂ρ(z; γˆ)/∂z
Lemma 8. Suppose that Assumption TSM holds.
sup
z∈Z
|ρ(z; γˆ)− ρ(z; γ0)− En [ψρ(W, z)]| = Op(n−1) and
sup
z∈Z
∣∣∣∣∂ρ(z; γˆ)∂z − ∂ρ(z; γ0)∂z − En [ψ∂ρ(W, z)]
∣∣∣∣ = Op(n−1)
as n→∞.
Proof. For ease of writing, we use the short-hand notation Λj((d, z); γ) = ∂Λ((d, z); γ)/∂γj . Using
Taylor’s theorem, we can write
En [Λj((D,Z); γˆ)] = En [Λj((D,Z); γ0)] + En
[
∂Λj((D,Z); γ0)
∂γT
]
· (γˆ − γ0) +Rn,j · ‖γˆ − γ0‖2 (D.1)
for each coordinate j of γ, where
|Rn,j | ≤ c ·max
j′,j′′
sup
γ∈Γ
∣∣∣∣En [∂2Λj((D,Z); γ)∂γj′∂γj′′
]∣∣∣∣ (D.2)
for a universal constant c ∈ (0,∞) under Assumption TSM (ii). We have
En [Λj((D,Z); γ0)] = E [Λj((D,Z); γ0)] +Op(n
−1/2) = Op(n−1/2) and (D.3)
En
[
∂Λj((D,Z); γ0)
∂γT
]
= E
[
∂Λj((D,Z); γ0)
∂γT
]
+Op(n
−1/2) (D.4)
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under Assumption TSM (iv). By the Uniform Law of Large Numbers, we have
sup
γ∈Γ
∣∣∣∣En [∂2Λj((D,Z); γ)∂γj′∂γj′′
]∣∣∣∣ = Op(1) (D.5)
under Assumption TSM (i), (ii), and (vii). Combining (B.5), (D.1), (D.2), (D.3), (D.4), and (D.5),
together, we have
γˆ − γ0 = −E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1
· En
[
∂Λ((D,Z); γ0)
∂γ
]
+Op(n
−1) (D.6)
under Assumption TSM (vi).
We next consider supz∈Z |ρ(z; γˆ)− ρ(z; γ0)− En [ψρ((W, z)]|. Using Taylor’s theorem, we have
ρ(z; γˆ)− ρ(z; γ0) = ∂ρ(z; γ0)
∂γT
· (γˆ − γ0) +Rρ(z)
under Assumption TSM (ii), where
sup
z∈Z
|Rρ(z)| ≤ c · ‖γˆ − γ0‖2 = Op(n−1)
for a universal constant c ∈ (0, 1) under Assumption TSM (iii), where the equality is due to (D.6) and
Assumption TSM (iv). Therefore, by (D.6) together with the definition of ψρ in (B.9), we obtain
sup
z∈Z
|ρ(z; γˆ)− ρ(z; γ0)− En [ψρ(W, z)]| = Op(n−1)
as n→∞.
Finally, we consider supz∈Z
∣∣∣∂ρ(z;γˆ)∂z − ∂ρ(z;γ0)∂z − En [ψ∂ρ((W, z)]∣∣∣. Again, using Taylor’s theorem,
we have
∂ρ(z; γˆ)
∂z
− ∂(z; γ0)
∂z
=
∂2ρ(z; γ0)
∂z∂γT
· (γˆ − γ0) +R∂ρ(z)
under Assumption TSM (ii), where
sup
z∈Z
|R∂ρ(z)| ≤ c · ‖γˆ − γ0‖2 = Op(n−1)
for a universal constant c ∈ (0, 1) under Assumption TSM (iii), where the equality is due to (D.6) and
Assumption TSM (iv). Therefore, by (D.6) together with the definition of ψ∂ρ in (B.10), we obtain
sup
z∈Z
∣∣∣∣∂ρ(z; γˆ)∂z − ∂ρ(z; γ0)∂z − En [ψ∂ρ(W, z)]
∣∣∣∣ = Op(n−1)
as n→∞.
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D.2 Boundedness of the Influence Functions of ρ(z; γˆ) and ∂ρ(z; γˆ)/∂z
Lemma 9. Suppose that Assumption TSM holds.
(i) E
[
sup
z∈Z
ψρ(W ; z)
4
]
<∞ E
[
sup
z∈Z
ψ∂ρ(W ; z)
4
]
<∞
(ii) E [ψρ(W, z)] = 0 for all z ∈ Z E [ψ∂ρ(W, z)] = 0 for all z ∈ Z
(iii) sup
z∈Z
|En [ψρ(W, z)]| = Op(n−1/2) sup
z∈Z
|En [ψ∂ρ(W, z)]| = Op(n−1/2)
as n→∞.
Proof. (i) From the definition of ψρ in (B.9), we have
E
[
sup
z∈Z
ψρ(W ; z)
4
]
≤ sup
z∈Z
∥∥∥∥∂ρ(z; γ0)∂γT
∥∥∥∥4 ·
∥∥∥∥∥E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1∥∥∥∥∥
4
· E
[(
∂Λ((D,Z); γ0)
∂γ
)4]
<∞
under Assumption TSM (iii), (iv), and (vi). Similarly, from the definition of ψ∂ρ in (B.10), we have
E
[
sup
z∈Z
ψ∂ρ(W ; z)
4
]
≤ sup
z∈Z
∥∥∥∥∂2ρ(z; γ0)∂z∂γT
∥∥∥∥4 ·
∥∥∥∥∥E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1∥∥∥∥∥
4
· E
[(
∂Λ((D,Z); γ0)
∂γ
)4]
<∞
under Assumption TSM (iii), (iv), and (vi).
(ii) From the definition of ψρ in (B.9), we have
E [ψρ(W, z)] = −∂ρ(z; γ0)
∂γT
· E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1
· E
[
∂Λ((D,Z); γ0)
∂γ
]
= 0
for all z ∈ Z under Assumption TSM (iii), (v), and (vi). Similarly, from the definition of ψ∂ρ in
(B.10), we have
E [ψ∂ρ(W, z)] = −∂
2ρ(z; γ0)
∂z∂γT
· E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1
· E
[
∂Λ((D,Z); γ0)
∂γ
]
= 0
for all z ∈ Z under Assumption TSM (iii), (v), and (vi).
(iii) From the definition of ψρ in (B.9), we have
sup
z∈Z
|En [ψρ(W, z)]| ≤ sup
z∈Z
∥∥∥∥∥∂ρ(z; γ0)∂γT · E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1∥∥∥∥∥ ·
∥∥∥∥En [∂Λ((D,Z); γ0)∂γ
]∥∥∥∥
= O(1) ·Op(n−1/2) = Op(n−1/2)
where the first equality is dues to Assumption TSM (iii), (iv), (v), and (vi). Similarly, from the
definition of ψ∂ρ in (B.10), we have
sup
z∈Z
|En [ψ∂ρ(W, z)]| ≤ sup
z∈Z
∥∥∥∥∥∂2ρ(z; γ0)∂z∂γT · E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1∥∥∥∥∥ ·
∥∥∥∥En [∂Λ((D,Z); γ0)∂γ
]∥∥∥∥
= O(1) ·Op(n−1/2) = Op(n−1/2)
where the first equality is dues to Assumption TSM (iii), (iv), (v), and (vi).
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D.3 Biases of fˆZ(z), fˆP ∗(p), and fˆ
′
P ∗(p)
Lemma 10. Suppose that Assumption KDE holds.
sup
z∈Z
∣∣∣EfˆZ(z)− fZ(z)∣∣∣ = O(h4n),
sup
p∈(0,1)
∣∣∣EfˆP ∗(p)− fP ∗(p)∣∣∣ = O(h4n), and
sup
p∈(0,1)
∣∣∣Efˆ ′P ∗(p)− f ′P ∗(p)∣∣∣ = O(h4n)
as hn → 0.
Proof. By change of variables and fourth order mean value expansion with µ(z, z + uhn) denoting a
value between z and z + uhn, we obtain∣∣∣EfˆZ(z)− fZ(z)∣∣∣ = ∣∣∣∣h4n4!
∫ u¯
−u¯
L(u) · f (4)Z (µ(z, z + uhn))u4du
∣∣∣∣ ≤ c · h4n
for a constant c ∈ (0,∞) that does not depend on z under Assumption KDE (i), (iii), (iv), and (v).
Therefore,
sup
z∈Z
∣∣∣EfˆZ(z)− fZ(z)∣∣∣ = O(h4n)
as hn → 0. Similarly,
sup
p∈(0,1)
∣∣∣EfˆP ∗(p)− fP ∗(p)∣∣∣ = O(h4n) and sup
p∈(0,1)
∣∣∣Efˆ ′P ∗(p)− f ′P ∗(p)∣∣∣ = O(h4n)
as hn → 0 under Assumption KDE (i), (ii), (iii), (iv), and (v).
D.4 Uniform Convergence of fˆZ(z), fˆP ∗(p), and fˆ
′
P ∗(p)
Lemma 11 (Hansen (2008)). Suppose that Assumption Assumption KDE holds.
sup
z∈Z
∣∣∣fˆZ(z)− EfˆZ(z)∣∣∣ = Op(√ log n
nhn
)
,
sup
p∈(0,1)
∣∣∣fˆP ∗(p)− EfˆP ∗(p)∣∣∣ = Op(√ log n
nhn
)
, and
sup
p∈(0,1)
∣∣∣fˆ ′P ∗(p)− Efˆ ′P ∗(p)∣∣∣ = Op
(√
log n
nh3n
)
for nh3n →∞ as n→∞.
Proof. The claimed statement follows by Theorem 4 of Hansen (2008) under Assumption KDE (i),
(ii), (iii), (v), and (vi).
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D.5 Sufficiency for Assumption 6
Lemma 12 (Sufficiency for Assumption 6-(A.1)). Suppose that Assumptions TSM and KDE hold.
sup
z∈Z
|gˆ1(z)− g1(z)− En [ψn,1(W, z)]| = op(n−1/2bn)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. By the mean value expansion, with µ(ρ(z; γˆ), ρ(z; γ0)) denoting a value between ρ(z; γˆ) and
ρ(z; γ0), we have
fˆP ∗(ρ(z; γˆ))− fˆP ∗(ρ(z; γ0)) =fˆ (1)P ∗ (ρ(z, γ0)) · (ρ(z; γˆ)− ρ(z; γ0))
+
1
2
fˆ
(2)
P ∗ (µ(ρ(z; γˆ), ρ(z; γ0))) · (ρ(z; γˆ)− ρ(z; γ0))2,
and the first term on the right-hand side can be decomposed as
f
(1)
P ∗ (ρ(z; γ0)) · En [ψρ(W, z)] +
(
fˆ
(1)
P ∗ (ρ(z; γ0))− f (1)P ∗ (ρ(z; γ0))
)
· (ρ(z; γˆ)− ρ(z; γ0))
+f
(1)
P ∗ (ρ(z; γ0)) · (ρ(z; γˆ)− ρ(z; γ0)− En [ψρ(W, z)]) .
From these equalities, we obtain
sup
z∈Z
∣∣∣fˆP ∗(ρ(z; γˆ))− fˆP ∗(ρ(z; γ0))− f (1)P ∗ (ρ(z; γ0)) · En [ψρ(W, z)]∣∣∣
≤ sup
z∈Z
∣∣∣fˆ (1)P ∗ (ρ(z; γ0))− f (1)P ∗ (ρ(z; γ0))∣∣∣ · sup
z∈Z
|ρ(z; γˆ)− ρ(z; γ0)|
+ sup
z∈Z
∣∣∣f (1)P ∗ (ρ(z; γ0))∣∣∣ · sup
z∈Z
|ρ(z; γˆ)− ρ(z; γ0)− En [ψρ(W, z)]|
+
1
2
sup
z∈Z
∣∣∣fˆ (2)P ∗ (µ(ρ(z; γˆ), ρ(z; γ0)))∣∣∣ · sup
z∈Z
|ρ(z; γˆ)− ρ(z; γ0)|2 ,
where supz∈Z
∣∣∣fˆ (1)P ∗ (ρ(z; γ0))− f (1)P ∗ (ρ(z; γ0))∣∣∣ = Op (max{√ lognnh3n , h4n}) holds by Lemmas 10 and 11,
supz∈Z |ρ(z; γˆ)− ρ(z; γ0)| = Op(n−1/2) holds by Lemmas 8 and 9, supz∈Z
∣∣∣f (1)P ∗ (ρ(z; γ0))∣∣∣ = O(1)
holds by Assumption KDE (v), supz∈Z |ρ(z; γˆ)− ρ(z; γ0)− En [ψρ(W, z)]| = Op(n−1) holds by Lemma
8, supz∈Z
∣∣∣fˆ (2)P ∗ (µ(ρ(z; γˆ), ρ(z; γ0)))∣∣∣ = Op(h−3n ) holds by Assumption KDE (ii) and (iii), and lastly,
supz∈Z |ρ(z; γˆ)− ρ(z; γ0)|2 = Op(n−1) holds by Lemmas 8 and 9. Therefore,
sup
z∈Z
∣∣∣fˆP ∗(ρ(z; γˆ))− fˆP ∗(ρ(z; γ0))− f (1)P ∗ (ρ(z; γ0)) · En [ψρ(W, z)]∣∣∣ = op(n−1/2bn) (D.7)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
From the definitions of g1(z), gˆ1(z), and ψn,1 in (B.1), (B.3), and (B.7), respectively, we have
gˆ1(z)− g1(z) =∂ρ(z; γ0)
∂z
·
(
fˆP ∗(ρ(z; γˆ))− fP ∗(ρ(z; γ0))
)
+
(
∂ρ(z; γˆ)
∂z
− ∂ρ(z; γ0)
∂z
)
· fP ∗(ρ(z; γ0))
−
(
fˆZ(z)− fZ(z)
)
+
(
∂ρ(z; γˆ)
∂z
− ∂ρ(z; γ0)
∂z
)
·
(
fˆP ∗(ρ(z; γˆ))− fP ∗(ρ(z; γ0))
)
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and
En [ψn,1(W, z)] =
∂ρ(z; γ0)
∂z
(
f ′P ∗(ρ(z; γ0)) · En [ψρ(W, z)] + fˆP ∗(ρ(z; γ0))− fP ∗(ρ(z; γ0))
)
+ fP ∗(ρ(z; γ0)) · En [ψ∂ρ(W, z)]−
(
fˆZ(z)− fZ(z)
)
Combining the above two equations, we can write
gˆ1(z)− g1(z)− En [ψn,1(W, z)] =∂ρ(z; γ0)
∂z
(
fˆP ∗(ρ(z; γˆ))− fˆP ∗(ρ(z; γ0))− f ′P ∗(ρ(z; γ0)) · En [ψρ(W, z)]
)
+
(
∂ρ(z; γˆ)
∂z
− ∂ρ(z; γ0)
∂z
− En [ψ∂ρ(W, z)]
)
· fP ∗(ρ(z; γ0))
+
(
∂ρ(z; γˆ)
∂z
− ∂ρ(z; γ0)
∂z
)
·
(
fˆP ∗(ρ(z; γˆ))− fP ∗(ρ(z; γ0))
)
(D.8)
Note that
sup
z∈Z
∣∣∣∣∂ρ(z; γ0)∂z · (fˆP ∗(ρ(z; γˆ))− fˆP ∗(ρ(z; γ0))− f (1)P ∗ (ρ(z; γ0)) · En [ψρ(W, z)])
∣∣∣∣ = op(n−1/2bn) (D.9)
by (D.7) and Assumption TSM (iii),
sup
z∈Z
∣∣∣∣(∂ρ(z; γˆ)∂z − ∂ρ(z; γ0)∂z − En [ψ∂ρ(W, z)]
)
· fP ∗(ρ(z; γ0))
∣∣∣∣ = Op(n−1) (D.10)
by Lemma 8 and Assumption KDE (v), and
sup
z∈Z
∣∣∣∣(∂ρ(z; γˆ)∂z − ∂ρ(z; γ0)∂z
)
·
(
fˆP ∗(ρ(z; γˆ))− fP ∗(ρ(z; γ0))
)∣∣∣∣ = Op(n−1/2) ·Op
(
max
{
h4n,
√
log n
nhn
})
(D.11)
by Lemmas 8, 9, 10, and 11. Therefore, from (D.8), (D.9), (D.10), and (D.11), we obtain
sup
z∈Z
|gˆ1(z)− g1(z)− En [ψn,1(W, z)]| = op(n−1/2bn)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 13 (Sufficiency for Assumption 6-(A.2)). Suppose that Assumptions TSM and KDE hold.
sup
z∈Z
|gˆ2(z)− g2(z)− En [ψn,2(W, z)]| = op(n−1/2)
for hn ∝ n−1/9 as n→∞.
Proof. From the definitions of g2(z), gˆ2(z), and ψn,2 in (B.2), (B.4), and (B.8), respectively, we can
write
gˆ2(z)− g2(z)− En [ψn,2(W, z)] =
(
fˆZ(z)− fZ(z)
)
· (En [P ∗(Z)−D]− E [P ∗(Z)−D]) .
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Note that
sup
z∈Z
∣∣∣fˆZ(z)− fZ(z)∣∣∣ = Op(max{h4n,√ log nnhn
})
is true by Lemmas 10 and 11, and |En [P ∗(Z)−D]− E [P ∗(Z)−D]| = Op(n−1/2) is true by the
boundedness of P ∗(Z) and D. Therefore, we obtain
sup
z∈Z
|gˆ2(z)− g2(z)− En [ψn,2(W, z)]| = op(n−1/2)
for hn ∝ n−1/9 as n→∞.
Lemma 14 (Sufficiency for Assumption 6-(A.3)). Suppose that Assumptions TSM and KDE hold.
sup
z∈Z
|En [ψn,1(W, z)]| = op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. As in the proof of lemma 12, we can write
En [ψn,1(W, z)] =
∂ρ(z; γ0)
∂z
(
f ′P ∗(ρ(z; γ0)) · En [ψρ(W, z)] + fˆP ∗(ρ(z; γ0))− fP ∗(ρ(z; γ0))
)
+ fP ∗(ρ(z; γ0)) · En [ψ∂ρ(W, z)]−
(
fˆZ(z)− fZ(z)
)
.
Note that supz∈Z
∣∣∣∂ρ(z;γ0)∂z ∣∣∣ < ∞ is true by Assumption TSM (iii), supz∈Z |f ′P ∗(ρ(z; γ0))| < ∞ and
supz∈Z |fP ∗(ρ(z; γ0))| <∞ are true by Assumption KDE (v), supz∈Z |En [ψρ(W, z)]| = Op(n−1/2) and
supz∈Z |En [ψ∂ρ(W, z)]| = Op(n−1/2) are true by Lemma 9, and
sup
z∈Z
∣∣∣fˆP ∗(ρ(z; γ0))− fP ∗(ρ(z; γ0))∣∣∣ = Op(max{h4n,√ log nnhn
})
and sup
z∈Z
∣∣∣fˆZ(z)− fZ(z)∣∣∣ = Op(max{h4n,√ log nnhn
})
are true by Lemmas 10 and 11. Therefore, we obtain
sup
z∈Z
|En [ψn,1(W, z)]| = op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 15 (Sufficiency for Assumption 6-(A.4)). Suppose that Assumptions TSM and KDE hold.
sup
z∈Z
|En [ψn,2(W, z)]| = op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
41
Proof. From the definition of ψn,2 in (B.8), we can write
En [ψn,2(W, z)] = E [P
∗(Z)−D] ·
(
fˆZ(z)− fZ(z)
)
+ fZ(z) · (En [P ∗(Z)−D]− E [P ∗(Z)−D]) .
Note that
sup
z∈Z
∣∣∣fˆZ(z)− fZ(z)∣∣∣ = Op(max{h4n,√ log nnhn
})
by Lemmas 10 and 11, supz∈Z |fZ(z)| <∞ by Assumption KDE (v), and
sup
z∈Z
|En [P ∗(Z)−D]− E [P ∗(Z)−D]| = Op(n−1/2)
by the boundedness of P ∗(Z) and D. Therefore, we obtain
sup
z∈Z
|En [ψn,2(W, z)]| = op
(
min
{
b2+ηn , n
−1/4b3/2+ηn
})
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 16 (Sufficiency for Assumption 6-(A.5)). Suppose that Assumptions TSM and KDE hold.
E
[
ψn,1(Wi, Zj)
4
]1/4
= o(n1/2b1/2n )
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. By Minkowski’s inequality and Ho¨lder’s inequality, we can write
E
[
ψn,1(Wi, Zj)
4
]1/4 ≤∥∥f ′P ∗∥∥∞ · sup
z∈Z
∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · E [sup
z∈Z
ψρ(W, z)
4
]1/4
+ sup
z∈Z
∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · [h−1n · ‖L‖∞ + ‖fP ∗‖∞]
+
∥∥f ′P ∗∥∥∞ · E [sup
z∈Z
ψ∂ρ(W, z)
4
]1/4
+
[
h−1n · ‖L‖∞ + ‖fZ‖∞
]
.
Note that ‖fZ‖∞ <∞, ‖fP ∗‖∞ <∞, and ‖f ′P ∗‖∞ <∞ by Assumption KDE (v), supz∈Z
∣∣∣∂ρ(z;γ0)∂z ∣∣∣ <
∞ by Assumption TSM (iii), E [supz∈Z ψρ(W,Z)4]1/4 < ∞ and E [supz∈Z ψ∂ρ(W,Z)4]1/4 < ∞ by
Lemma 9, and ‖L‖∞ <∞ by Assumption KDE (iii). Therefore,
E
[
ψn,1(Wi, Zj)
4
]1/4
= O(h−1n ) = o(n
1/2b1/2n )
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 17 (Sufficiency for Assumption 6-(A.6)). Suppose that Assumptions TSM and KDE hold.
E
[
g2(Zj)
4 · ψn,2(Wi, Zj)4
]1/4
= o(n1/2bn)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
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Proof. We have
E
[
ψn,2(Wi, Zj)
4
]1/4 ≤ E [P ∗(Z)−D] · [h−1n · ‖L‖∞ + ‖fZ‖∞]
+ ‖fZ‖∞ · E
[
(P ∗(Z)−D − E [P ∗(Z)−D])4
]1/4
.
Note that P ∗(Z) and D are bounded, ‖fZ‖∞ < ∞ by Assumption KDE (v) and ‖L‖∞ < ∞ by
Assumption KDE (iii). Therefore,
E
[
g2(Zj)
4 · ψn,2(Wi, Zj)4
]1/4
= o(n1/2bn)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 18 (Sufficiency for Assumption 6-(A.7)). Suppose that Assumptions TSM and KDE hold.
sup
z∈Z
|E [ψn,1(W, z)]| = o(bn)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. From the definition of ψn,1 in (B.7), we can write
sup
z∈Z
|E [ψn,1(W, z)]| ≤ sup
z∈Z
∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ ·
(∥∥f ′P ∗∥∥∞ · sup
z∈Z
E [ψρ(W, z)] + sup
p∈(0,1)
∣∣∣EfˆP ∗(p)− fP ∗(p)∣∣∣)
+ ‖fP ∗‖∞ · sup
z∈Z
|E [ψ∂ρ(W, z)]|+ sup
z∈Z
∣∣∣EfˆZ(z)− fZ(z)∣∣∣
Note that supz∈Z
∣∣∣∂ρ(z;γ0)∂z ∣∣∣ <∞ by Assumption TSM (iii), ‖fP ∗‖∞ <∞ and ‖f ′P ∗‖∞ <∞ by Assump-
tion KDE (v), supz∈Z E [ψρ(W, z)] = supz∈Z E [ψ∂ρ(W, z)] = 0 by Lemma 9, and supz∈Z
∣∣∣EfˆZ(z)− fZ(z)∣∣∣ =
O(h4n) and supp∈(0,1)
∣∣∣EfˆP ∗(p)− fP ∗(p)∣∣∣ = O(h4n) by Lemma 10. Therefore,
sup
z∈Z
|E [ψn,1(W, z)]| = o(bn)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 19 (Sufficiency for Assumption 6-(A.8)). Suppose that Assumptions TSM and KDE hold.
sup
z∈Z
|E [ψn,2(W, z)]| = o(b2n)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. Noting that ‖fZ‖∞ <∞, from the definition of ψn,2 in (B.8), we can write
sup
z∈Z
|E [ψn,2(W, z)]| ≤ E [P ∗(Z)−D] · sup
z∈Z
∣∣∣EfˆZ(z)− fZ(z)∣∣∣
Since supz∈Z
∣∣∣EfˆZ(z)− fZ(z)∣∣∣ = O(h4n) by Lemma 10, we obtain
sup
z∈Z
|E [ψn,2(W, z)]| = o(b2n)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
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D.6 Proof of Proposition 1
Proof. Lemmas 12–19 in Appendix D.5 show that (A.1)–(A.8), respectively, of Assumption 6 , respec-
tively.
D.7 Proof of Proposition 2
Proof. By Assumption 7, E
[
ψn(W )
4
]1/4
= o(n1/4) implies n−1/4 · E[ψn(W )
4]
1/4
E[ψn(W )2]
1/2 = o(1). Therefore, it
suffices to show E
[
ψn(W )
4
]1/4
= o(n1/4) as n→∞. Recall from (3.6) and (3.10) that
ψn(w) = ψn,0(w) + ψn,12(w) and
ψn,12(w) = E [λn,1(Z) · Y · ψn,1(w,Z)] + E [λn,2(Z) · Y · ψn,2(w,Z)] ,
where E [λn,2(Z) · Y · ψn,2(w,Z)] is in turn decomposed by (B.8) as
E [λn,2(Z) · Y · ψn,2(w,Z)] =
E [P ∗(Z)−D] ·
∫ u¯
−u¯
λn,2(z + uhn) · (L(u)− hn · fZ(z + uhn)) · E [Y |Z = z + uhn] · fZ(z + uhn)du
+
∫
Z
λn,2(ζ) · fZ(ζ) · ((P ∗(z)− d− E [P ∗(Z)−D]) · E[Y |Z = ζ] · fZ(ζ)dζ
under Assumption KDE (i). From this decomposition of ψn, in order to show E
[
ψn(W )
4
]1/4
= o(n1/4),
it suffices to show that each of the following functions is o(n1/4) in the L4 norm:
w 7→ ψn,0(w) (D.12)
w 7→ E [λn,1(Z) · Y · ψn,1(w,Z)] (D.13)
w 7→
∫ u¯
−u¯
λn,2(z + uhn) · (L(u)− hn · fZ(z + uhn)) · E [Y |Z = z + uhn] · fZ(z + uhn)du (D.14)
w 7→
∫
Z
λn,2(ζ) · fZ(ζ) · ((P ∗(z)− d− E [P ∗(Z)−D]) · E[Y |Z = ζ] · fZ(ζ)dζ (D.15)
First, for (D.12), from the definition of ψn,0 in (3.9), we have
|ψn,0(W )| ≤ 2 |Y | · ‖g1‖∞
bn/2
·
{
‖M‖∞ +
S−1∑
s=1
|θs| ·
∥∥K(s)∥∥∞
s
}
.
Note that ‖g1‖∞ < ∞ by Assumptions TSM (iii) and KDE (v), ‖M‖∞ < ∞ by Assumption 5, and∥∥K(s)∥∥∞ < ∞ for each s ∈ {1, ..., S − 1} by Assumption 4. Therefore, there is a constant c ∈ (0,∞)
such that
E
[
|ψn,0(W )|4
]1/4 ≤ c · E [∣∣∣∣Y 4b4n
∣∣∣∣]1/4 = O(b−1n )
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where the last equality follows from Assumption 1. It follows that E
[
|ψn,0(W )|4
]1/4
= o(n1/4) for
bn ∝ n−1/9 as n→∞.
Second, for (D.13), Jensen’s inequality yields
E
[{∫
Z
λn,1(ζ) · E[Y |X = ζ] · ψn,1(W, ζ) · fZ(ζ)dζ
}4]
≤ sup
z∈Z
E
[
ψn,1(W, z)
4
] · sup
z∈Z
λn,1(z)
4 · E [Y 4] .
Note that supz∈Z E
[
ψn,1(W, z)
4
]
= O(h−4n ) by the definition of ψn,1 in (B.7) under Assumptions TSM
(iii), KDE (iii), (iv), and (v), and Lemma 9, supz∈Z λn,1(z)4 = O(b−4n ) by the definition of λn,1(z)
under Assumptions 4 and 5, and E
[
Y 4
]
<∞ by Assumption 1. Therefore,
E
[{∫
Z
λn,1(ζ) · E[Y |X = ζ] · ψn,1(W, ζ) · fZ(ζ)dζ
}4]1/4
= O(h−1n b
−1
n ),
and it follows that E
[{∫
Z λn,1(ζ) · E[Y |X = ζ] · ψn,1(W, ζ) · fZ(ζ)dζ
}4]1/4
= o(n1/4) for hn ∝ n−1/9
and bn ∝ n−1/9 as n→∞.
Third, for (D.14), we can write{∫
Z
(∫ u¯
−u¯
λn,2(z + uhn) · (L(u)− hn · fZ(z + uhn)) · E [Y |Z = z + uhn] · fZ(z + uhn)du
)4
fZ(z)
}1/4
≤ 2u¯ · sup
z∈Z
|λn,2(z)| · (‖L‖∞ + hn · ‖fZ‖∞) · sup
z∈Z
|fZ(z) · E[Y |Z = z]| .
Note that supz∈Z |λn,2(z)| = O(b−2n ) by the definitions of λn,2(z) and g1(z) under Assumptions 4, 5,
TSM (iii), and KDE (v), ‖L‖∞ < ∞ under Assumption KDE (iii), ‖fZ‖∞ < ∞ under Assumption
KDE (v), and supz∈Z |fZ(z) · E[Y |Z = z]| <∞ Assumption KDE (vi). Therefore,
2u¯ · sup
z∈Z
|λn,2(z)| · (‖L‖∞ + hn · ‖fZ‖∞) · sup
z∈Z
|fZ(z) · E[Y |Z = z]| = O(b−2n )
for hn → 0, and it follows that{∫
Z
(∫ u¯
−u¯
λn,2(z + uhn) · (L(u)− hn · fZ(z + uhn)) · E [Y |Z = z + uhn] · fZ(z + uhn)du
)4
fZ(z)
}1/4
= o(n1/4)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lastly, for (D.15), Jensen’s inequality yields
E
[{∫
Z
λn,2(ζ) · fZ(ζ) · ((P ∗(z)− d− E [P ∗(Z)−D]) · E[Y |Z = ζ] · fZ(ζ)dζ
}4]
≤ sup
z∈Z
λn,2(z)
4 · ‖fZ‖∞ · E
[
Y 4
]
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due to the boundedness of P ∗(Z) and D. Note that supz∈Z |λn,2(z)| = O(b−2n ) by the definitions of
λn,2(z) and g1(z) under Assumptions 4, 5, TSM (iii), and KDE (v), ‖fZ‖∞ < ∞ under Assumption
KDE (v), and E
[
Y 4
]
<∞ by Assumption 1. Therefore,
E
[{∫
Z
λn,2(ζ) · fZ(ζ) · ((P ∗(z)− d− E [P ∗(Z)−D]) · E[Y |Z = ζ] · fZ(ζ)dζ
}4]1/4
= O(b−2n )
for hn → 0, and it follows that
E
[{∫
Z
λn,2(ζ) · fZ(ζ) · ((P ∗(z)− d− E [P ∗(Z)−D]) · E[Y |Z = ζ] · fZ(ζ)dζ
}4]1/4
= o(n1/4)
for bn ∝ n−1/9 as n→∞.
D.8 Auxiliary Lemmas for Proposition 3
For convenience of writing, we introduce the following short-hand notations.
ψ˜n,0(y, d, z) =
y · g1(z) ·M
(
g2(z)
bn
)
g2(z)
− En
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
+
S−1∑
s=1
(−1)s · θs · y · g1(z) ·K(s)
(
g2(z)
bn
)
s · bn − En
S−1∑
s=1
(−1)s · θs · Y · g1(Z) ·K(s)
(
g2(Z)
bn
)
s · bn
 .
(D.16)
ψ˜n,12(y, d, z) =En [λn,1(Z) · Y · ψn,1((y, d, z), Z) + λn,2(Z) · Y · ψn,2((y, d, z), Z)] . (D.17)
νn,1(z) = −
(
f ′P ∗(ρ(z; γ0)) ·
∂ρ(z; γ0)
∂z
· ∂ρ(z; γ0)
∂γT
+ fP ∗(ρ(z; γ0)) · ∂ρ(z; γ0)
∂z∂γT
)
· E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1
(D.18)
νˆn,1(z) = −
(
fˆ ′P ∗(ρ(z; γˆ)) ·
∂ρ(z; γˆ)
∂z
· ∂ρ(z; γˆ)
∂γT
+ fˆP ∗(ρ(z; γˆ)) · ∂ρ(z; γˆ)
∂z∂γT
)
· En
[
∂2Λ((D,Z); γˆ)
∂γ∂γT
]−1
(D.19)
We first state and prove the following auxiliary lemma, which will be used throughout the rest of the
current appendix subsection.
Lemma 20. Let Φn : R2 → R be a twice differentiable function for every n ∈ N with ‖∂1Φn‖∞ = O(1),
‖∂2Φn‖∞ = O(1), ‖∂11Φn‖∞ = O(1), ‖∂22Φn‖∞ = O(1), and ‖∂12Φn‖∞ = O(1) as n→∞. If
sup
z∈Z
sup
z′∈Z
∣∣∣φˆ1(z, z′)− φ1(z, z′)∣∣∣ = op(1) and sup
z∈Z
sup
z′∈Z
∣∣∣φˆ2(z, z′)− φ2(z, z′)∣∣∣ = op(1)
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as n→∞, then
sup
z∈Z
sup
z′∈Z
∣∣∣Φn(φˆ1(z, z′), φˆ2(z, z′))− Φn(φ1(z, z′), φ2(z, z′))∣∣∣
≤Op(1) ·
{
sup
z∈Z
sup
z′∈Z
∣∣∣φˆ1(z, z′)− φ1(z, z′)∣∣∣+ sup
z∈Z
sup
z′∈Z
∣∣∣φˆ2(z, z′)− φ2(z, z′)∣∣∣}
as n→∞.
Proof. The second-order Taylor expansion and triangle inequality yield
sup
z∈Z
sup
z′∈Z
∣∣∣Φn(φˆ1(z, z′), φˆ2(z, z′))− Φn(φ1(z, z′), φ2(z, z′))∣∣∣
≤‖∂1Φn‖∞ · sup
z∈Z
sup
z′∈Z
∣∣∣φˆ1(z, z′)− φ1(z, z′)∣∣∣+ ‖∂2Φn‖∞ · sup
z∈Z
sup
z′∈Z
∣∣∣φˆ2(z, z′)− φ2(z, z′)∣∣∣
+ ‖∂11Φn‖∞ · sup
z∈Z
sup
z′∈Z
(
φˆ1(z, z
′)− φ1(z, z′)
)2
+ ‖∂22Φn‖∞ · sup
z∈Z
sup
z′∈Z
(
φˆ2(z, z
′)− φ2(z, z′)
)2
+ ‖∂12Φn‖∞ · sup
z∈Z
sup
z′∈Z
∣∣∣φˆ1(z, z′)− φ1(z, z′)∣∣∣ · sup
z∈Z
sup
z′∈Z
∣∣∣φˆ2(z, z′)− φ2(z, z′)∣∣∣
under the stated assumption of twice differentiability of Ψn for every n ∈ N. By the other stated as-
sumption that ‖∂1Φn‖∞ = O(1), ‖∂2Φn‖∞ = O(1), ‖∂11Φn‖∞ = O(1), ‖∂22Φn‖∞ = O(1), ‖∂12Φn‖∞ =
O(1), supz∈Z supz′∈Z
∣∣∣φˆ1(z, z′)− φ1(z, z′)∣∣∣ = op(1), and supz∈Z supz′∈Z ∣∣∣φˆ2(z, z′)− φ2(z, z′)∣∣∣ = op(1)
as n→∞, it therefore follows that
sup
z∈Z
sup
z′∈Z
∣∣∣Φn(φˆ1(z, z′), φˆ2(z, z′))− Φn(φ1(z, z′), φ2(z, z′))∣∣∣
≤Op(1) ·
{
sup
z∈Z
sup
z′∈Z
∣∣∣φˆ1(z, z′)− φ1(z, z′)∣∣∣+ sup
z∈Z
sup
z′∈Z
∣∣∣φˆ2(z, z′)− φ2(z, z′)∣∣∣}
as n→∞.
Lemma 21. Suppose that Assumptions 1, 4, 5, TSM, and KDE hold.
En
[(
ψˆn,0(W )− ψ˜n,0(W )
)2]
= op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. First, note that Lemmas 12, 13, 14, and 15 yield
supz∈Z |gˆ1(z)− g1(z)| = op(b3n) and supz∈Z
∣∣∣∣ gˆ2(z)bn − g2(z)bn
∣∣∣∣ = op(b2n) (D.20)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞ under Assumptions TSM and KDE. Applying Lemma 20
to (D.20) under Assumptions 4 and 5, we obtain
sup
z∈Z
∣∣∣∣∣∣
gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)
bn
−
g1(z) ·M
(
g2(z)
bn
)
g2(z)
bn
∣∣∣∣∣∣ = op(bn) and
sup
z∈Z
∣∣∣∣gˆ1(z) ·K(s)( gˆ2(z)bn
)
− g1(z) ·K(s)
(
g2(z)
bn
)∣∣∣∣ = op(bn)
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for each s = 1, ..., S − 1. By Assumption 1, these equations in turn imply
En
Y 2 ·
 gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)
−
g1(z) ·M
(
g2(z)
bn
)
g2(z)

2
 = op(1) and (D.21)
En
[
Y 2 ·
{
gˆ1(z) ·K(s)
(
gˆ2(z)
bn
)
− g1(z) ·K(s)
(
g2(z)
bn
)}2]
= op(b
2
n) (D.22)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞. Note that the definitions of ψˆn,0 and ψ˜n,0 in (B.11) and
(D.16), respectively, yield
ψˆn,0(W )− ψ˜n,0(W ) = y ·
 gˆ1(z) ·M
(
gˆ2(z)
bn
)
gˆ2(z)
−
g1(z) ·M
(
g2(z)
bn
)
g2(z)

− En
Y ·
 gˆ1(Z) ·M
(
gˆ2(Z)
bn
)
gˆ2(Z)
−
g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)


+
S−1∑
s=1
(−1)s · θs · y ·
{
gˆ1(z) ·K(s)
(
gˆ2(z)
bn
)
− g1(z) ·K(s)
(
g2(z)
bn
)}
s · bn
− En
S−1∑
s=1
(−1)s · θs · Y ·
{
gˆ1(Z) ·K(s)
(
gˆ2(Z)
bn
)
− g1(Z) ·K(s)
(
g2(Z)
bn
)}
s · bn
 .
(D.23)
From (D.21), (D.22), and (D.23), the triangle inequality yields
En
[(
ψˆn,0(W )− ψ˜n,0(W )
)2]
= op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 22. Suppose that Assumptions 1, 4, 5, TSM, and KDE hold.
En
[(
ψˆn,12(W )− ψ˜n,12(W )
)2]
= op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. From the proof of Lemma 8, Assumption TSM yields
‖γˆ − γ0‖ = Op(n−1/2). (D.24)
Lemmas 8 and 9 yield
sup
z∈Z
|ρ(z; γˆ)− ρ(z; γ0)| = Op(n−1/2) and sup
z∈Z
∣∣∣∣∂ρ(z; γˆ)∂z − ∂ρ(z; γ0)∂z
∣∣∣∣ = Op(n−1/2) (D.25)
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as n→∞, under Assumption TSM. By similar lines of arguments, we also have
sup
z∈Z
∣∣∣∣∂2ρ(z; γˆ)∂γ∂γT − ∂2ρ(z; γ0)∂γ∂γT
∣∣∣∣ = Op(n−1/2) and sup
z∈Z
∣∣∣∣∂2ρ(z; γˆ)∂z∂γT − ∂2ρ(z; γ0)∂z∂γT
∣∣∣∣ = Op(n−1/2) (D.26)
as n→∞. Lemmas 10 and 11 yield
sup
z∈Z
∣∣∣fˆZ(z)− fZ(z)∣∣∣ = O (h4n√log n) , (D.27)
sup
p∈(0,1)
∣∣∣fˆP ∗(p)− fP ∗(p)∣∣∣ = O (h4n√log n) , and (D.28)
sup
p∈(0,1)
∣∣∣fˆ ′P ∗(p)− f ′P ∗(p)∣∣∣ = O (h3n√log n) (D.29)
hn ∝ n−1/9 as n→∞, under Assumption KDE. Lemmas 12, 13, 14, and 15 yield
supz∈Z |gˆ1(z)− g1(z)| = op(b3n) and supz∈Z
∣∣∣∣ gˆ2(z)bn − g2(z)bn
∣∣∣∣ = op(b2n) (D.30)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞ under Assumptions TSM and KDE. Applying Lemma 20
to (D.25), (D.26), (D.28), and (D.29) under Assumption TSM (iv) and (vi), we obtain
sup
z∈Z
‖νˆn,1(z)− νn,1(z)‖ = O
(
h3n
√
log n
)
, (D.31)
where νn,1 and νˆn,1 are the short-hand notations defined in (D.18) and (D.19), respectively. Applying
Lemma 20 to (D.30) under Assumptions 4 and 5, we obtain
sup
z∈Z
∣∣∣∣∣∣
M
(
gˆ2(z)
bn
)
gˆ2(z)
bn
−
M
(
g2(z)
bn
)
g2(z)
bn
∣∣∣∣∣∣ = op(b2n) (D.32)
sup
z∈Z
∣∣∣∣∣∣∣
M ′
(
gˆ2(z)
bn
)
(
gˆ2(z)
bn
)2 − M ′
(
g2(z)
bn
)
(
g2(z)
bn
)2
∣∣∣∣∣∣∣ = op(b2n) and (D.33)
sup
z∈Z
∣∣∣∣K(s)( gˆ2(z)bn
)
−K(s)
(
g2(z)
bn
)∣∣∣∣ = op(b2n) (D.34)
as n→∞. The rest of the proof of the current lemma consists of eight steps and a final combination
of the eight steps.
First, by the definition of λˆn,1 given in (B.13), we have
∣∣∣λˆn,1(z)∣∣∣ ≤ b−1n ·
∣∣∣∣∣∣
M
(
gˆ2(z)
bn
)
gˆ2(z)
bn
∣∣∣∣∣∣+
S−1∑
s=1
|θs| ·
∣∣∣K(s) ( gˆ2(z)bn )∣∣∣
s · bn .
Since K(s) is uniformly bounded for each s = 1, ..., S − 1 under Assumption 4 and u 7→ u−1 ·M(u) is
uniformly bounded under Assumption 5, it follows from (D.32) and (D.34) that
sup
z∈Z
∣∣∣λˆn,1(z)∣∣∣ = Op(b−1n ). (D.35)
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Second, by the definitions of ψn,1 and ψˆn,1 given in (B.7) and (B.15), respectively, we have
ψˆn,1(w
′, z)− ψn,1(w′, z) = νˆn,1(z) ·
{
∂Λ((d′, z′); γˆ)
∂γ
− ∂Λ((d
′, z′); γ0)
∂γ
}
+ {νˆn,1(z)− νn,1(z)} · ∂Λ((d
′, z′); γ0)
∂γ
+ h−1n ·
{
∂ρ(z; γˆ)
∂z
· L
(
ρ(z; γˆ)− P ∗(z′)
hn
)
− ∂ρ(z; γ0)
∂z
· L
(
ρ(z; γ0)− P ∗(z′)
hn
)}
−
{
∂ρ(z; γˆ)
∂z
· fˆP ∗(ρ(z; γˆ))− ∂ρ(z; γ0)
∂z
· fP ∗(ρ(z; γ0))
}
+
{
fˆZ(z)− fZ(z)
}
,
where νn,1 and νˆn,1 are the short-hand notations defined in (D.18) and (D.19), respectively. We thus
obtain the bound
En
[
sup
z∈Z
∣∣∣ψˆn,1(W, z)− ψn,1(W, z)∣∣∣2]1/2 ≤ sup
z∈Z
‖νˆn,1(z)‖ · En
[
sup
γ∈Γ
∥∥∥∥∂2Λ((D,Z); γ)∂γ∂γT
∥∥∥∥2
]1/2
· ‖γˆ − γ0‖
+ sup
z∈Z
‖νˆn,1(z)− νn,1(z)‖ · En
[∥∥∥∥∂Λ((D,Z); γ0)∂γ
∥∥∥∥2
]1/2
+h−1n · sup
z∈Z
sup
z′∈Z
∣∣∣∣∂ρ(z; γˆ)∂z · L
(
ρ(z; γˆ)− P ∗(z′)
hn
)
− ∂ρ(z; γ0)
∂z
· L
(
ρ(z; γ0)− P ∗(z′)
hn
)∣∣∣∣
+ sup
z∈Z
∣∣∣∣∂ρ(z; γˆ)∂z · fˆP ∗(ρ(z; γˆ))− ∂ρ(z; γ0)∂z · fP ∗(ρ(z; γ0))
∣∣∣∣+ sup
z∈Z
∣∣∣fˆZ(z)− fZ(z)∣∣∣ .
(D.36)
Assumptions TSM (iii), (vi), and KDE (v) yield
sup
z∈Z
‖νn,1(z)‖ ≤ sup
z∈Z
{∣∣f ′P ∗(ρ(z; γ0))∣∣ · ∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · ∥∥∥∥∂ρ(z; γ0)∂γT
∥∥∥∥} ·
∥∥∥∥∥E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1∥∥∥∥∥
+ sup
z∈Z
{
|fP ∗(ρ(z; γ0))| ·
∥∥∥∥∂2ρ(z; γ0)∂z∂γT
∥∥∥∥} ·
∥∥∥∥∥E
[
∂2Λ((D,Z); γ0)
∂γ∂γT
]−1∥∥∥∥∥ <∞. (D.37)
Applying Lemma 20 to (D.25) under Assumption KDE (i), (ii), and (iii) yields
sup
z∈Z
sup
z′∈Z
∣∣∣∣∂ρ(z; γˆ)∂z · L
(
ρ(z; γˆ)− P ∗(z′)
hn
)
− ∂ρ(z; γ0)
∂z
· L
(
ρ(z; γ0)− P ∗(z′)
hn
)∣∣∣∣ = Op(n−1/2) (D.38)
as n→∞. Likewise, applying Lemma 20 to (D.25) and (D.28) yields
sup
z∈Z
∣∣∣∣∂ρ(z; γˆ)∂z · fˆP ∗(ρ(z; γˆ))− ∂ρ(z; γ0)∂z · fP ∗(ρ(z; γ0))
∣∣∣∣ = Op(h3n√log n) (D.39)
for hn ∝ n−1/9 as n→∞. Assumption TSM (vii) yields
En
[
sup
γ∈Γ
∥∥∥∥∂2Λ((D,Z); γ)∂γ∂γT
∥∥∥∥2
]1/2
=op(n
1/2bn) (D.40)
for as n→∞. Furthermore, Assumption TSM (iv) yields
En
[∥∥∥∥∂Λ((D,Z); γ0)∂γ
∥∥∥∥2
]1/2
=Op(1) (D.41)
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as n→∞. It follows from (D.24), (D.27), (D.31), (D.36), (D.37), (D.38), (D.39), (D.40), and (D.41)
that
En
[
sup
z∈Z
∣∣∣ψˆn,1(W, z)− ψn,1(W, z)∣∣∣2]1/2 = op(bn). (D.42)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Third, as we can write
λˆn,1(z)− λn,1(z) = b−1n ·
M
(
gˆ2(z)
bn
)
gˆ2(z)
bn
−
M
(
g2(z)
bn
)
g2(z)
bn
+
S−1∑
s=1
(−1)s · θs ·
{
K(s)
(
gˆ2(z)
bn
)
gˆ2(z)
bn
− K
(s)
(
g2(z)
bn
)
g2(z)
bn
}
s · bn
by the definitions of λˆn,1 and λn,1 given in (B.13) and (3.7), respectively. Applying Lemma 20 to
(D.32) and (D.34), we thus obtain
sup
z∈Z
∣∣∣λˆn,1(z)− λn,1(z)∣∣∣ = op(hn) (D.43)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Fourth, by the definition of ψn,1 given in (B.7), we have∣∣ψn,1(w′, z)∣∣ ≤ ‖νn,1(z)‖ · ∥∥∥∥∂Λ((d′, z′); γ0)∂γ
∥∥∥∥+ h−1n · ∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · ∣∣∣∣L(ρ(z; γ0)− P ∗(z′)hn
)∣∣∣∣
+
∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · |fP ∗(ρ(z; γ0))|+ h−1n · ∣∣∣∣L(z − z′hn
)∣∣∣∣+ |fZ(z)| .
Therefore, we obtain the bound
En
[
sup
z∈Z
|ψn,1(W, z)|2
]1/2
≤ sup
z∈Z
‖νn,1(z)‖ · E
[∥∥∥∥∂Λ((D,Z); γ0)∂γ
∥∥∥∥2
]1/2
+ h−1n · sup
z∈Z
∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · ‖L‖∞
+ sup
z∈Z
∣∣∣∣∂ρ(z; γ0)∂z
∣∣∣∣ · ‖fP ∗‖∞ + h−1n · ‖L‖∞ + ‖fZ‖∞ . (D.44)
It follows from Assumptions TSM (iii), (iv), KDE (i), (ii), (iii), and (v), (D.37), (D.44) that
En
[
sup
z∈Z
|ψn,1(W, z)|2
]1/2
= Op(h
−1
n ). (D.45)
Fifth, by the definition of λˆn,2 given in (B.14), we have
∣∣∣λˆn,2(z)∣∣∣ ≤ b−2n ·
∣∣∣∣∣∣
gˆ1(z) ·M ′
(
gˆ2(z)
bn
)
gˆ2(z)
bn
∣∣∣∣∣∣+ b−2n ·
∣∣∣∣∣∣∣
gˆ1(z) ·M
(
gˆ2(z)
bn
)
(
gˆ2(z)
bn
)2
∣∣∣∣∣∣∣+
S−1∑
s=1
|θs| ·
∣∣∣K(s+1) ( gˆ2(z)bn )∣∣∣
s · b2n
.
Since K(s) is uniformly bounded for each s = 1, ..., S − 1 under Assumption 4 and u 7→ u−1 ·M ′(u)
and u 7→ u−2 ·M(u) is uniformly bounded under Assumption 5, it follows from (D.32) and (D.34) that
sup
z∈Z
∣∣∣λˆn,2(z)∣∣∣ = Op(b−2n ). (D.46)
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Sixth, by the definitions of ψˆn,2(w
′, z) and ψn,2(w′, z) given in (B.16) and (B.8), respectively, we
can write
ψˆn,2((y
′, d′, z′), z)− ψn,2((y′, d′, z′), z)
=En [P
∗(Z)−D] ·
{
h−1n · L
(
z − z′
hn
)
− fˆZ(z)
}
− E [P ∗(Z)−D] ·
{
h−1n · L
(
z − z′
hn
)
− fZ(z)
}
+
{
fˆZ(z)− fZ(z)
}
· [P ∗(z′)− d′]− {fˆZ(z) · En [P ∗(Z)−D]− fZ(z) · E [P ∗(Z)−D]} .
Applying Lemma 20 to (D.27) under Assumption KDE (i), (ii), and (iii), we obtain
sup
w′∈W
sup
z∈Z
∣∣∣ψˆn,2(w′, z)− ψn,2(w′, z)∣∣∣ = op(b2n) (D.47)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Seventh, by the definition of ψn,2(w
′, z) given in (B.8), we can write
∣∣Y · ψn,2((y′, d′, z′), z)∣∣ ≤ |Y | · (h−1n · ∣∣∣∣L(z − z′hn
)∣∣∣∣+ 3fZ(z))
and hence
En
[∣∣Y · ψn,2((y′, d′, z′), z)∣∣] ≤ ‖L‖∞ · En
|Y | · h−1n ·
∣∣∣L( z−z′hn )∣∣∣
‖L‖∞
+ 3En [|Y | · fZ(z)] , (D.48)
where ‖L‖∞ exists under Assumption KDE (i), (ii), and (iii). Note that
E
|Y | · h−1n ·
∣∣∣L( z−z′hn )∣∣∣
‖L‖∞
 ≤ sup
z∈Z
E [|Y | |Z = z] · fZ(z) <∞ (D.49)
under Assumption KDE (vi). Therefore, from (D.48), (D.49), Assumptions 1 and KDE (v), Khinchin’s
Law of Large numbers yields
sup
w′∈W
En
[∣∣Y · ψn,2(w′, Z)∣∣] = Op(1) (D.50)
as n→∞.
Eighth, by he definitions of λˆn,2 and λn,2 given in (B.14) and (3.8), respectively, we write
λˆn,2(z)− λn,2(z) = b−2n ·
 gˆ1(z) ·M
′
(
gˆ2(z)
bn
)
gˆ2(z)
bn
−
g1(z) ·M ′
(
g2(z)
bn
)
g2(z)
bn

− b−2n ·

gˆ1(z) ·M
(
gˆ2(z)
bn
)
(
gˆ2(z)
bn
)2 − g1(z) ·M
(
g2(z)
bn
)
(
g2(z)
bn
)2

+
S−1∑
s=1
(−1)s · θs ·
{
gˆ1(z) ·K(s+1)
(
gˆ2(z)
bn
)
− g1(z) ·K(s+1)
(
g2(z)
bn
)}
s · b2n
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From (D.32), (D.33), and (D.34), we therefore obtain
sup
z∈Z
∣∣∣λˆn,2(z)− λn,2(z)∣∣∣ = op(1) (D.51)
as n→∞.
Note that the definitions of ψˆn,12 and ψ˜n,12 in (B.12) and (D.17), respectively, yield∣∣∣ψˆn,12(w′)− ψ˜n,12(w′)∣∣∣
≤
∣∣∣En [Y · λˆn,1(Z) · (ψˆn,1(w′, Z)− ψn,1(w′, Z))]∣∣∣+ ∣∣∣En [Y · (λˆn,1(Z)− λn,1(Z)) · ψn,1(w′, Z)]∣∣∣
+
∣∣∣En [Y · λˆn,2(Z) · (ψˆn,2(w′, Z)− ψn,2(w′, Z))]∣∣∣+ ∣∣∣En [Y · (λˆn,2(Z)− λn,2(Z)) · ψn,2(w′, Z)]∣∣∣
≤En [|Y |] ·
{
sup
z∈Z
∣∣∣λˆn,1(z)∣∣∣ · sup
z∈Z
∣∣∣ψˆn,1(w′, z)− ψn,1(w′, z)∣∣∣+ sup
z∈Z
∣∣∣λˆn,1(z)− λn,1(z)∣∣∣ · sup
z∈Z
∣∣ψn,1(w′, z)∣∣
+ sup
z∈Z
∣∣∣λˆn,2(z)∣∣∣ · sup
z∈Z
∣∣∣ψˆn,2(w′, z)− ψn,2(w′, z)∣∣∣}+ En [∣∣Y · ψn,2(w′, Z)∣∣] · sup
z∈Z
∣∣∣λˆn,2(z)− λn,2(z)∣∣∣
by the triangle inequality and Ho¨lder’s inequality. Thus, it follows that
En
[(
ψˆn,12(w
′)− ψ˜n,12(w′)
)2]1/2 ≤ En [|Y |] · sup
z∈Z
∣∣∣λˆn,1(z)∣∣∣ · En [sup
z∈Z
∣∣∣ψˆn,1(W, z)− ψn,1(W, z)∣∣∣2]1/2
+ En [|Y |] · sup
z∈Z
∣∣∣λˆn,1(z)− λn,1(z)∣∣∣ · En [sup
z∈Z
|ψn,1(W, z)|2
]1/2
+ En [|Y |] · sup
z∈Z
∣∣∣λˆn,2(z)∣∣∣ · sup
w′∈W
sup
z∈Z
∣∣∣ψˆn,1(w′, z)− ψn,1(w′, z)∣∣∣
+ sup
w′∈W
En
[∣∣Y · ψn,2(w′, Z)∣∣] · sup
z∈Z
∣∣∣λˆn,2(z)− λn,2(z)∣∣∣
by Minkowski’s inequality and Ho¨lder’s inequality. Applying Assumption 1, (D.35), (D.42), (D.43),
(D.45), (D.46), (D.47), (D.50), and (D.51), we therefore obtain
En
[(
ψˆn,12(W )− ψ˜n,12(W )
)2]
= op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 23. Suppose that Assumption 1, 4, and 5 hold.
En
[(
ψ˜n,0(W )− ψn,0(W )
)2]
= op(1)
for bn ∝ n−1/9 as n→∞.
Proof. By Assumption 1, 4, and 5,
(En − E)
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
 = Op(n−1/2) and (D.52)
(En − E)
[
Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
= Op(n
−1/2) (D.53)
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as n→∞. By the definitions of ψ˜n,0 and ψn,0 given in (D.16) and (3.9), respectively, we can write
ψ˜n,0(w)− ψn,0(w) =− (En − E)
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)

−
S−1∑
s=1
(−1)s · θs · (En − E)
[
Y · g1(Z) ·K(s)
(
g2(Z)
bn
)]
s · bn .
Note that this expression does not depend on w – the parts of ψ˜n,0(w) and ψn,0(w) that depend on w
have been canceled out by the difference. Therefore, we have
En
[(
ψ˜n,0(W )− ψn,0(W )
)2] ≤
∣∣∣∣∣∣(En − E)
Y · g1(Z) ·M
(
g2(Z)
bn
)
g2(Z)
∣∣∣∣∣∣
+
S−1∑
s=1
|θs| ·
∣∣∣(En − E) [Y · g1(Z) ·K(s) (g2(Z)bn )]∣∣∣
s · bn . (D.54)
From (D.52), (D.53), and (D.54), it follows that
En
[(
ψ˜n,0(W )− ψn,0(W )
)2]
= Op(n
−1/2b−1n ) = op(1)
for bn ∝ n−1/9 as n→∞.
Lemma 24. Suppose that Assumptions 1, 4, 5, TSM, and KDE hold.
En
[(
ψ˜n,12(W )− ψn,12(W )
)2]
= op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. From the definitions of λn,1 and λn,2 given in (3.7) and (3.8), respectively, we have
sup
z∈Z
|λn,1(z)| = O(b−1n ) and (D.55)
sup
z∈Z
|λn,2(z)| = O(b−2n ) (D.56)
under Assumptions 4 and 5. Likewise, from the definition of νn,1 given in (D.18), we have
sup
z∈Z
‖νn,1(z)‖ <∞ (D.57)
under Assumption TSM (iii), (vi), and KDE (v).
First, (D.55), (D.57), and Assumption 1 imply that
E
[
‖bn · λn,1(Z) · Y · νn,1(Z)‖2
]
≤ sup
z∈Z
|bn · λn,1(z)|2 · E
[
Y 2
] · sup
z∈Z
‖νn,1(z)‖2 <∞,
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and hence
‖(En − E) [λn,1(Z) · Y · νn,1(Z)]‖ = Op(n−1/2b−1n ) (D.58)
as n→∞. Furthermore, Assumption TSM (iv) implies that
E
[∥∥∥∥∂Λ((D,Z); γ0)∂γ
∥∥∥∥2
]
<∞. (D.59)
From (D.58) and (D.59), it follows that
‖(En − E) [λn,1(Z) · Y · νn,1(Z)]‖ · E
[∥∥∥∥∂Λ((D,Z); γ0)∂γ
∥∥∥∥2
]1/2
= op(1) (D.60)
for bn ∝ n−1/9 as n→∞.
Second, (D.55) and Assumptions TSM (iii) and KDE (vi) imply
sup
p∈(0,1)
|p| · E
[∣∣∣∣bn · λn,1(Z) · Y · ∂ρ(Z; γ0)∂z
∣∣∣∣∣∣∣∣P = p] · fP (p) <∞. (D.61)
Therefore, by applying Hansen (2008, Theorem 4) under (D.61) and Assumption KDE (i), (ii), (iii),
and (v), we obtain
sup
p∈(0,1)
∣∣∣∣(En − E) [λn,1(Z) · Y · ∂ρ(Z; γ0)∂z · h−1n · L
(
P − p
hn
)]∣∣∣∣ = Op
(
b−1n ·
√
log n
nhn
)
= op(1) (D.62)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Third, (D.55) and Assumption KDE (vi) imply
sup
z∈Z
|z| · E [ |bn · λn,1(Z) · Y ||Z = z] · fZ(z) <∞. (D.63)
Therefore, by applying Hansen (2008, Theorem 4) under (D.63) and Assumption KDE (i), (ii), (iii),
and (v), we obtain
sup
z∈Z
∣∣∣∣(En − E) [λn,1(Z) · Y · h−1n · L(Z − zhn
)]∣∣∣∣ = Op
(
b−1n ·
√
log n
nhn
)
= op(1) (D.64)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Fourth, (D.55) and Assumptions 1, TSM (iii), and KDE (v) imply that
E
[{
bn · λn,1(Z) · Y ·
(
fZ(Z)− ∂ρ(Z; γ0)
∂z
· fP ∗(ρ(Z; γ0))
)}2]
<∞,
and hence,∣∣∣∣(En − E) [λn,1(Z) · Y · (fZ(Z)− ∂ρ(Z; γ0)∂z · fP ∗(ρ(Z; γ0))
)]∣∣∣∣ = Op(n−1/2b−1n ) = op(1) (D.65)
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for bn ∝ n−1/9 as n→∞.
Fifth, (D.56) and Assumption KDE (vi) imply
sup
z∈Z
|z| · E [∣∣b2n · λn,2(Z) · Y ∣∣∣∣Z = z] · fZ(z) <∞. (D.66)
Therefore, by applying Hansen (2008, Theorem 4) under (D.66) and Assumption KDE (i), (ii), (iii),
and (v), we obtain
sup
z∈Z
∣∣∣∣(En − E) [λn,2(Z) · Y · h−1n · L(Z − zhn
)]∣∣∣∣ = Op
(
b−2n ·
√
log n
nhn
)
= op(1) (D.67)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Sixth, (D.56) and Assumptions 1 and KDE (v) imply that
E
[{
b2n · λn,2(Z) · Y · fZ(Z)
}2]
<∞,
and hence,
|(En − E) [λn,2(Z) · Y · fZ(Z)]| = Op(n−1/2b−2n ) = op(1) (D.68)
for bn ∝ n−1/9 as n→∞.
By the definitions of ψ˜n,12 and ψn,12 given in (D.17) and (3.6), respectively, we can write
ψ˜n,12(y, d, z)− ψn,12(y, d, z) = (En − E) [λn,1(Z) · Y · ψn,1((y, d, z), Z) + λn,2(Z) · Y · ψn,2((y, d, z), Z)]
= (En − E) [λn,1(Z) · Y · νn,1(Z)] ·
[
∂Λ((d, z); γ0)
∂γ
]
+ (En − E)
[
λn,1(Z) · Y · ∂ρ(Z; γ0)
∂z
· h−1n · L
(
ρ(Z; γ0)− P ∗(z)
hn
)]
+ (En − E)
[
λn,1(Z) · Y · h−1n · L
(
Z − z
hn
)]
+ (En − E)
[
λn,1(Z) · Y ·
(
fZ(Z)− ∂ρ(Z; γ0)
∂z
· fP ∗(ρ(Z; γ0))
)]
+ (En − E)
[
λn,2(Z) · Y · h−1n · L
(
Z − z
hn
)]
· E [P ∗(Z)−D]
+ (En − E) [λn,2(Z) · Y · fZ(Z)] · [P ∗(z)− d] .
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Therefore, with the short-hand notation P = E[D|Z] = ρ(Z; γ0),
En
[(
ψ˜n,12(W )− ψn,12(W )
)2] ≤‖(En − E) [λn,1(Z) · Y · νn,1(Z)]‖ · E [∥∥∥∥∂Λ((D,Z); γ0)∂γ
∥∥∥∥2
]1/2
+ sup
p∈(0,1)
∣∣∣∣(En − E) [λn,1(Z) · Y · ∂ρ(Z; γ0)∂z · h−1n · L
(
P − p
hn
)]∣∣∣∣
+ sup
z∈Z
∣∣∣∣(En − E) [λn,1(Z) · Y · h−1n · L(Z − zhn
)]∣∣∣∣
+
∣∣∣∣(En − E) [λn,1(Z) · Y · (fZ(Z)− ∂ρ(Z; γ0)∂z · fP ∗(ρ(Z; γ0))
)]∣∣∣∣
+ sup
z∈Z
∣∣∣∣(En − E) [λn,2(Z) · Y · h−1n · L(Z − zhn
)]∣∣∣∣
+ |(En − E) [λn,2(Z) · Y · fZ(Z)]| . (D.69)
From (D.60), (D.62), (D.64), (D.65), (D.67), (D.68), and (D.69), we obtain
En
[(
ψ˜n,12(W )− ψn,12(W )
)2]
= op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Lemma 25. Suppose that Assumptions 1, 4, 5, 7, TSM, and KDE hold.
1
En [ψn(W )2]
= Op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
Proof. By Proposition 2, Assumptions 1, 4, 5, 7, TSM, and KDE imply Assumption 8 for hn ∝ n−1/9
and bn ∝ n−1/9 as n→∞. Therefore, it follows that
(En − E)
[
ψn(W )
2
]
= op(1) (D.70)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞. Using the mean value expansion 1t = 1 − t−1(1+µ(0,1)·(t−1))2
with µ(0, 1) ∈ [0, 1], we have
1
En
[
ψn(W )2
E[ψn(W )2]
] = 1− (En − E)
[
ψn(W )2
E[ψn(W )2]
]
(
1 + µ(0, 1) · (En − E)
[
ψn(W )2
E[ψn(W )2]
])2
= 1− op(1)
(1 +Op(1) · op(1))2 = 1 + op(1)
as n→∞, where the middle equality is due to (D.70) and Assumption 7. Therefore, by Assumption
7, we obtain
1
En [ψn(W )2]
=
1
E [ψn(W )2]
1
En [ψn(W )2/E [ψn(W )2]]
≤ 1

(1 + op(1)) = Op(1)
as n→∞.
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D.9 Proof of Proposition 3
Proof. We can write∣∣∣∣∣∣
En
[
ψˆn(W )
2
]
En [ψn(W )2]
− 1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
En
[
ψˆn(W )
2
]
− En
[
ψn(W )
2
]
En [ψn(W )2]
∣∣∣∣∣∣
=
∣∣∣∣En [(ψˆn(W )− ψn(W ))2]+ 2En [ψn(W ) · (ψˆn(W )− ψn(W ))]∣∣∣∣
En [ψn(W )2]
≤
En
[(
ψˆn(W )− ψn(W )
)2]
En [ψn(W )2]
+ 2
En
[
|ψn(W )| ·
∣∣∣(ψˆn(W )− ψn(W ))∣∣∣]
En [ψn(W )2]
≤
En
[(
ψˆn(W )− ψn(W )
)2]
En [ψn(W )2]
+ 2
En
[(
ψˆn(W )− ψn(W )
)2]1/2
En [ψn(W )2]
1/2
, (D.71)
where the first inequality is due to the triangle inequality, and the second inequality is due to Cauchy-
Schwarz inequality. By Lemmas 21, 22, 23, and 24 under Assumptions 1, 4, 5, TSM, and KDE and
Minkowski’s inequality,
En
[(
ψˆn(W )− ψn(W )
)2]
= op(1) (D.72)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n → ∞. Furthermore, Lemma 25 under Assumptions 1, 4, 5, 7,
TSM, and KDE shows
1
En [ψn(W )2]
= Op(1) (D.73)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞. From (D.71), (D.72), and (D.73), we conclude
En
[
ψn(W )
2
]
En
[
ψˆn(W )2
] − 1 = op(1)
for hn ∝ n−1/9 and bn ∝ n−1/9 as n→∞.
E Derivations of (2.1)
For the completeness of discussions, we derive (2.1) in this section. We first introduce assumptions.
Details of the setup are found in Heckman and Vytlacil (2005).
Assumption 10. D and D∗ have the following threshold crossing structures:
D = 1{UD ≤ P (Z)}
D∗ = 1{UD ≤ P ∗(Z)},
where UD is an unobserved scalar random variable, and P (Z) and P
∗(Z) are functions of Z.
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Assumption 11. The instrumental variable Z satisfies the following two exclusion restrictions:
UD ⊥⊥ Z
and
E[Yd | UD = uD, Z] = E[Yd | UD = uD] for each d = 0, 1.
Assumption 12. P (Z) and P ∗(Z) have probability density functions.
By the chain rule fP (P )P
′(Z) = fZ(Z), the following lemma implies (2.1).
Lemma 26. Under Assumptions 10, 11 and 12, we have
E[Y ∗] = E
[
Y
fP ∗(P )
fP (P )
]
.
Proof. The following proof is based on Heckman and Vytlacil (2005, pp. 726). Using the law of
iterated expectations,
E
[
Y
fP ∗(P )
fP (P )
]
=
∫ 1
0
∫ 1
0
E[Y | UD, P = p]dFUD|P=p(uD)
fP ∗(p)
fP (p)
dFP (p)
=
∫ 1
0
∫ 1
0
E[Y | UD, P = p]dFUD|P=p(uD)dFP ∗(p) and
E[Y ∗] =
∫ 1
0
∫ 1
0
E[Y ∗ | UD, P ∗ = p]dFUD|P ∗=p(uD)dFP ∗(p)
under Assumption 12. Since UD and Z are independent under Assumption 11, it suffices to show
E[Y | UD, P = p] = E[Y ∗ | UD, P ∗ = p]. (E.1)
Since Y = DY1 + (1−D)Y0 and Y ∗ = D∗Y1 + (1−D∗)Y0, it follows that
E[Y | UD, P = p] = 1{uD ≤ p}E[Y1 | UD = uD, P = p] + 1{p ≤ uD}E[Y0 | UD = uD, P = p] and
E[Y ∗ | UD, P ∗ = p] = 1{uD ≤ p}E[Y1 | UD = uD, P ∗ = p] + 1{p ≤ uD}E[Y0 | UD = uD, P ∗ = p]
under Assumption 10. Since E[Yd | UD = uD, Z] = E[Yd | UD = uD] for d = 0, 1 under Assumption
11, we have
E[Y | UD, P = p] = 1{uD ≤ p}E[Y1 | UD = uD] + 1{p ≤ uD}E[Y0 | UD = uD] and
E[Y ∗ | UD, P ∗ = p] = 1{uD ≤ p}E[Y1 | UD = uD] + 1{p ≤ uD}E[Y0 | UD = uD].
Therefore, the equality (E.1) is established.
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