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TechnischeUniversität Berlin
Motivated by optimal investment problems in mathematical ﬁnance, we
consider a variational problem of Neyman–Pearson type for law-invariant
robust utility functionals and convex risk measures. Explicit solutions
are found for quantile-based coherent risk measures and related utility
functionals. Typically, these solutions exhibit a critical phenomenon: If
the capital constraint is below some critical value, then the solution will
coincide with a classical solution; above this critical value, the solution is
a superposition of a classical solution and a less risky or even risk-free
investment. For general risk measures and utility functionals, it is shown
that there exists a solution that can be written as a deterministic increasing
function of the price density.
1. Introduction. Supposeaneconomicagentwishes to raise the capital v ≥ 0
today by issuing a contingent claim with a ﬁxed maturity. Suppose furthermore
that the (discounted) liability at maturity shall be bounded by some constant K.
There are many ways of constructing such contingent claims; for instance, the
agent could just take out a loan of size v, which would lead to the certain liability
−v at maturity. Here, our goal is to ﬁnd a contingent claim such that the risk of
the terminal liability is minimal among all claims satisfying the issuer’s capital
constraints.
In a mathematical model, the payoff of a contingent claim is usually described
as a random variable X on a probability space ( ,F ,P), and we assume that
the price of X is given by the expectation E[ϕX], where the price density ϕ is
a P-a.s. strictly positive random variable with E[ϕ]=1; for the purpose of this
introduction, we will also assume that ϕ has a continuous distribution. The risk of
the liability −X will be measured in terms of a certain risk measure ρ. Thus, we
are interested in the following problem:
minimize ρ(−X) under the constraints
(1)
that 0 ≤X ≤K and E[ϕX]≥v.
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Problems of this type arise in various contexts such as in statistical test theory
for composite alternatives or in the construction of Arrow–Debreu equilibria in
mathematical economics; see, for example, [15] and Chapter 3 of [13]. Our
original motivation stems from the problem of ﬁnding risk-minimizing hedging
strategies in dynamic ﬁnancial markets. It is well known that such an optimal
strategy can be constructed by hedging a solution to a static problem of type (1);
see [3, 9, 10, 18, 19 and 22].
For the choice ρ(−X) = E[X], the solution to (1) is given by the classical
Neyman–Pearson lemma, and for this reason we will call our problem (1) the
Neyman–Pearson problem for the risk measure ρ. The case in which ρ(−X) =
−E[u(−X)] for a strictly concaveutility function u is alsostandard.In this article,
our main goal is to solve (1) for cases in which the simple expectation E[·] in the
two preceding examples is replaced by a supremum (or inﬁmum) of expectations,
taken over a nontrivial set Q of absolutely continuous probability measures. Thus,
we are interested in risk measures of the form
ρ(−X)= sup
Q∈Q
EQ[X] (2)
or, for a utility function u,
ρ(−X)=− inf
Q∈Q
EQ[u(−X)]. (3)
The choice of (2) is motivated by the theory of coherent measures of risk as
initiated by Artzner, Delbaen, Eber and Heath [1] and further developed by
Delbaen [6, 7]. Robust utility functionals of the form (3) arise as a robust Savage
representation of preferences on payoff proﬁles and were suggested by Gilboa
and Schmeidler [14]. Both approaches can be brought together by introducing the
notion of a convex measure of risk [11, 12], an example being
ρ(−X)= inf
 
m ∈ R
 
    inf
Q∈Q
EQ[u(m−X)]≥u(0)
 
. (4)
We will also obtain results for risk measures of this type. We refer to [13] for
surveysonrobustSavagerepresentationsandrisk measures,aswellasforstandard
facts on problems like (1).
The study of general Neyman–Pearson problems for risk measures of the
form (2) was initiated by Huber and Strassen [16] and recently continued by
Cvitani´ c and Karatzas [4]. Kirch [17] extended the latter results to robust utility
functionals. On the one hand, these articles deal with very general settings, in
particular with nonlinear pricing rules of the type X  → infP∗∈P E∗[X],a n dt h e y
yield an interpretation of solutions as classical solutions with respect to “least
favorable pairs”   Q,   P (which in [4] and [17] need not be probability measures).
On the other hand, these results rely on essentially nonconstructive methods and
typically do not yield explicit solutions. Only a few special cases were solved by
Österreicher [21], Rieder [23] and Bednarski [2].1400 A. SCHIED
Here, our goal is to obtain explicit solutions to (1) and to point out certain
critical phenomena that arise as a consequence of taking suprema (or inﬁma) of
expectationsin(2)and(3).Tothisend,weconsideramorespeciﬁcsettingwiththe
linear pricing rule X  → E[ϕX] andmakethe keyassumptionthatthe risk measure
ρ is law-invariant in the sense that ρ(−X) = ρ(−Y)whenever X and Y have the
same law under P. While this assumption might be somewhat restrictive from
the point of view of theoretical economics, it is satisﬁed for most risk measures
used by practitioners and allows for some interesting mathematical structure. It is
satisﬁed, for instance, if the set Q in (2) and (3) is of the form
Qλ =
 
Q  P
     
dQ
dP
≤
1
λ
 
(5)
for some given λ ∈ (0,1] (note that Q1 ={ P}). In Section 3, we will solve the
Neyman–Pearson problem for
ρλ(−X):= − min
Q∈Qλ
EQ[u(−X)], (6)
where u:[0,K]→R is a strictly concave and continuously differentiable utility
function. In particular, we will show that there exists a critical value vλ ∈ (0,K)
such that the solution X∗
v to the Neyman–Pearson problem for ρλ coincides
with the classical solution Y0
v for ρ1 as long as v ≤ vλ.F o rv>v λ,h o w e v e r ,
a diversiﬁcation effect occurs: X∗
v is now a superposition of a risk-free loan of
size β ∈ (0,v)and a classical solution Y
β
v for ρ1 but with modiﬁed upper bound
K −β and price v −β. Thus, the solution is of the form
X∗
v =
 
Y0
v, for v ≤ vλ,
β +Y
β
v , for v>v λ.
(7)
We will see that, intuitively, this effect is related to an “aversion” of the investor to
accept risky bets outside a region of the form {ϕ>y }, so that capital that cannot
be raised by issuing a risky bet on high-price scenarios ω ∈{ ϕ>y } must instead
be obtained via a risk-free loan. We also get a similar result for the translation
invariant modiﬁcation (4) of ρλ.
In the case u(x) = x, the problem reduces to the Neyman–Pearson problem for
the coherent risk measure
AVaRλ(−X)= max
Q∈Qλ
EQ[X], (8)
that will be called the average value at risk. It is also known as “conditional value
atrisk”or“expectedshortfall,”andcoincides,foratomlessprobabilityspaces,with
the worst conditional expectation
WCEλ(−X)= sup{E[X|A]|P[A] >λ }.
WCEλ was suggested by Artzner, Delbaen, Eber and Heath [1] as a coherent
alternative to the practitioner’s value at risk. The Neyman–Pearson problem forON THE NEYMAN–PEARSON PROBLEM 1401
AVaRλ is relatively easy and closely related to results in [2] and [23], as will be
explained in Remark 4.7. The solution X∗
v is of the same type as (7), with Y0
v now
denoting the optimal statistical test as provided by the classical Neyman–Pearson
lemma. Thus, we have Y0
v = K · I{ϕ>b}, which can be interpreted as a digital
option that pays off in high-price scenarios. Moreover, the critical value vλ can
be characterized in terms of the distribution of ϕ, and it turns out that Y
β
v =
(1−β)Y0
vλ, thus determining β as (v −vλ)/(1−vλ).
This solution for AVaRλ will be obtained as a corollary to the more general
Theorem 4.1. It solves the Neyman–Pearson problem for the class of quantile-
based coherent measures of risk that was introduced by Kusuoka [20]. Such a risk
measure is of the form
ρk(X) =
  1
0
k(t)q−X(t)dt, (9)
where k:[0,1) →[ 0,∞) is an increasing right-continuous function such that   1
0 k(t)dt = 1, and where qX denotes a quantile function of the random variable
X ∈ L∞.A V a R λ correspondsto the choice k = 1
λI[1−λ,1). Moreover, Kusuoka[20]
showed that all law-invariant coherent risk measures which admit a representa-
tion (2) can be constructed from this class of quantile-based coherent risk mea-
sures. The maximal representing set Q for ρk has been described by Dana and
Carlier [5].
The Neyman–Pearson problem for ρk of (9) admits a solution of the form
X∗ = β ·I[a,b)(ϕ)+K ·I[b,∞)(ϕ),
where the parameters 0 ≤ β<Kand 0 ≤ a ≤ b ≤∞can be obtained via
a nonlinear variational problem, which involves only two real parameters and
which can be solved in a straightforward manner. In contrast to the case of
AVaRλ, one may encounter the case 0 <a<b<∞, which now corresponds to a
diversiﬁcation into the two digital options (K − β)· I[b,∞)(ϕ) and β · I[a,∞)(ϕ),
the latter being less risky than the former but no longer risk-free.
Our method in obtaining these results is different from the ones used by Huber
and Strassen [16], Cvitani´ c and Karatzas [4], Kirch [17] and others. It is based
on the key observation that, for a large class of law-invariant risk measures ρ,
there exists a deterministic increasing function f ∗:(0,∞) →[ 0,K] such that
X∗ := f ∗(ϕ) solves (1). Thus, we are able to reduce the original problem for
risk measures such as (6) or (9) to a semiclassical problem of Neyman–Pearson
type, but with the additional constraint that the solution must be an increasing
function of the price density. If ρ involves the set Qλ of (5), then this auxiliary
problem can be solved directly. In the case of a general quantile-based coherent
risk measure, the auxiliary problem is ﬁrst transformed into a moment problem
for subprobability measures, which then can be solved by using general integral
representation results.1402 A. SCHIED
This paper is organized as follows. In Section 2, we will look at general
properties of solutions to the Neyman–Pearson problem (1), assuming only that
our risk measure satisﬁes certain “axioms.”We will comment on the existenceand
(non)-uniquenessof solutions, and we will prove our key result on the existenceof
a deterministic increasing function that yields a solution when applied to the price
density ϕ. In Section 3, we will solve the Neyman–Pearson problem for robust
utility functionals (6) and their translation invariant modiﬁcation. In Section 4, we
will consider quantile-based coherent risk measures of the form (9). In a ﬁrst step,
we will show that solving a simple moment problem within a small class of two-
step functions yields also solutions to our Neyman–Pearson problem. In a second
step, we further reduce the moment problem to a two-dimensional variational
problem. Section 5 contains the proof of the ﬁrst reduction theorem in Section 4.
2. The general structure of solutions. In this section we discuss the general
structure of solutions to the Neyman–Pearson problem (1), where we take ρ
as a real-valued functional on L∞ := L∞( ,F ,P) that satisﬁes the following
properties for all X,Y ∈ L∞:
Monotonicity: If X ≤ Y,then ρ(−X)≤ ρ(−Y). (10)
Convexity: ρ
 
λX +(1−λ)Y
 
≤ λρ(X) +(1−λ)ρ(Y) for 0 ≤ λ ≤ 1. (11)
Law invariance: If X and Y have the same law under P,then
(12)
ρ(X)= ρ(Y).
For simplicity, we will also assume that
R   m  −→ ρ(−m) is continuous and strictly increasing on [0,K]. (13)
Clearly, this property holds if ρ satisﬁes the additional axiom of
Translation invariance: ρ(X+m) = ρ(X)−m for m ∈ R and X ∈ L∞, (14)
in which case ρ is a law-invariant convex measure of risk [1, 11, 13]. We also
suppose that ρ is continuous from above:
Xn   X, P-a.s.  ⇒ ρ(Xn)   ρ(X). (15)
It is straightforward to check that, given the monotonicity of ρ, continuity from
above is equivalent to the so-called Fatou property:
ρ(X)≤ liminf
n↑∞
ρ(Xn)
(16)
for all bounded (Xn)n∈N ⊂ L∞with Xn −→ XP-a.s.;
see, for example, Lemma 4.16 in [13]. Standard arguments such as those in
Remark 3.39 of [13] then show:ON THE NEYMAN–PEARSON PROBLEM 1403
LEMMA 2.1 (Existence of solutions). Under conditions (10), (11) and (15),
there exists a solution to the Neyman–Pearsonproblem (1).
We will also assumethroughout this paper that the underlying probability space
( ,F ,P)is atomless.This condition guaranteesthat ρ is deﬁnedon a sufﬁciently
large domain, and it is equivalent to the existence of a random variable with a
continuous distribution.
REMARK 2.2 (Nonuniqueness of solutions). The solution to the Neyman–
Pearson problem need not be unique. Take, for example, ρ(−X) = E[X] and
consider the solution
X∗ = K ·I{ϕ>c} +γ ·I{ϕ=c} (17)
for certain constants c ≥ 0a n dγ ∈[ 0,K] as provided by the classical Neyman–
Pearson problem. If the distribution of ϕ is not continuous at c, one typically
has γ ∈ (0,K), and the usual randomization of X∗ yields another solution   X
which takes only the values 0 and 1. More precisely,   X coincides with X∗ on
{ϕ  = c};o t h e r w i s e  X is either 0 or 1, according to an independent Bernoulli
experiment with success probability γ. If one insists on σ(ϕ)-measurable
solutions, then (17) is the only such solution. But uniqueness may also fail in the
class of σ(ϕ)-measurable solutions as will be shown in Remark 4.3. On the other
hand, uniqueness in the class of σ(ϕ)-measurable solutions implies uniqueness
in the class of F -measurable solutions, provided that the price density has a
continuous distribution; see Proposition 2.7.
We continue with the following general lemma that was suggested by Hans
Föllmer and that is of independent interest.
LEMMA 2.3. Let G ⊂ F be a countably generated σ-algebra. Then
ρ(X)≥ ρ(E[X|G]) for all X ∈ L∞.
In particular,
ρ(X)≥ ρ(E[X]). (18)
PROOF. Lemma 4.45 in [13] states that
ρ(X)≥ρ(X·IAc +E[X|A]·IA) (19)
for any set A ∈ F with P[A] > 0 (note that the proof of the cited lemma
does not use the translation invariance of ρ). Let B1,B2,... be a sequence of
sets in F such that G = σ(B1,B2,...), and denote by A1,...,Am the atoms1404 A. SCHIED
in Gn := σ(B1,...,Bn). Applying (19) successively with A := A1,A2,...,Am
yields
ρ(X)≥ ρ
  m  
i=1
E[X|Ai]·IAi
 
= ρ(E[X|Gn]).
Thus, by the martingale convergence theorem and the Fatou property (16),
ρ(E[X|G]) ≤ liminf
n↑∞
ρ(E[X|Gn]) ≤ ρ(X).
Finally, (18) follows by taking G ={ ∅, }. 
The ﬁrst consequence of the preceding lemma is that the price constraint in
problem (1) can be reduced to an equality:
LEMMA 2.4. Any solution X∗ of the Neyman–Pearson problem with capital
constraint v ∈[ 0,K] satisﬁes E[ϕX∗]=v.
PROOF. The case v ∈{ 0,K} is trivial, and so it is enough to consider
v ∈ (0,K). Note that (18) implies that any solution X∗ satisﬁes ρ(−X∗)>ρ( 0).
Indeed, since E[ϕX∗]≥v>0a n dX∗ ≥ 0, we must have E[X∗] > 0, and
(18) and (13) yield ρ(−X∗)>ρ ( 0). Now suppose by way of contradiction
that E[ϕX∗] >v. Then we deﬁne   X := αX∗,w h e r eα := v/E[ϕX∗] < 1. The
convexity of ρ implies that
ρ(−  X)= ρ
 
−αX∗ −(1 −α)0
 
≤ αρ(−X∗)+(1−α)ρ(0)
<ρ( −X∗),
which, in view of E[ϕ  X]=v, contradicts the optimality of X∗. 
Another immediate consequence of Lemma 2.3 is the following: If X∗ solves
the Neyman–Pearson problem (1), then so does   X∗ := E[X∗|ϕ].I np a r t i c u l a r ,
there always exists a σ(ϕ)-measurable solution. The following key proposition
states a crucial property of such solutions. Note that we always use the term
“increasing function” synonymously to “nondecreasing function.”
PROPOSITION 2.5. Every σ(ϕ)-measurable solution X∗ can be written as
X∗ = f ∗(ϕ) for some deterministic increasing function f ∗.
The proof of this proposition is based on the following version of the classical
Hardy–Littlewood inequalities, which we recall here for the convenience of the
reader. See, for example, Theorem 2.76 of [13] for a proof.ON THE NEYMAN–PEARSON PROBLEM 1405
THEOREM 2.6 (Hardy–Littlewood). Let X and Y be two nonnegativerandom
variables, and let qX and qY denote quantile functions of X and Y. Then,
  1
0
qX(1 −t)qY(t)dt ≤ E[XY]≤
  1
0
qX(t)qY(t)dt.
If X = f(Y), then the lower (upper) bound is attained if and only if f can be
chosen as a decreasing (increasing) function.
We will also need the following property of quantile functions: If f is an
increasingfunctionand Y isanonnegativerandomvariable,thenthequantileqf(Y)
of f(Y)satisﬁes
qf(Y)(t) = f(q Y(t)) for a.e. t ∈ (0,1); (20)
see, for example, Lemma 2.77 in [13].
PROOF OF PROPOSITION 2.5. Since the underlying probability space is
atomless, there exists a random variable U with a uniform distribution on (0,1)
suchthat ϕ = qϕ(U).N o wl e tX∗ be anysolution to the Neyman–Pearsonproblem
[for further application of this argument in Proposition 2.7, we do not yet assume
that X∗ is σ(ϕ)-measurable]. Denote by Fϕ the distribution function of ϕ,a n d
deﬁne
f(x)=

 
 
qX∗(Fϕ(x)), if Fϕ is continuous at x,
1
Fϕ(x)−Fϕ(x−)
  Fϕ(x)
Fϕ(x−)
qX∗(t)dt, otherwise.
Then f is increasing, and X := f(ϕ)satisﬁes
X = E[qX∗(U)|qϕ(U)]=E[qX∗(U)|ϕ], (21)
since Fϕ(qϕ(t)−) ≤ t ≤ Fϕ(qϕ(t)) for all t. Lemma 2.3 and the law-invariance of
ρ imply that
ρ(−X)≤ ρ
 
−qX∗(U)
 
= ρ(−X∗).
Moreover, the upper Hardy–Littlewood inequality and (21) yield that
v ≤ E[ϕX∗]≤
  1
0
qϕ(t)qX∗(t)dt
(22)
= E[qϕ(U)qX∗(U)]=E[ϕX],
and so X solves the Neyman–Pearson problem, too. In view of Lemma 2.4, all
inequalities in (22) must be identities. Hence, if X∗ is σ(ϕ)-measurable, then
the “only if” part of Theorem 2.6 shows that X∗ = f ∗(ϕ) for some increasing
function f ∗. 
The argument in the preceding proof also yields the following uniquenessresult
for price densities with a continuous distribution. Remark 2.2 shows that this
condition cannot be dropped.1406 A. SCHIED
PROPOSITION 2.7. If ϕ has a continuous distribution, then uniqueness
in the class of σ(ϕ)-measurable solutions implies uniqueness in the class of
F -measurable solutions.
PROOF.L e t X∗ be an arbitrary solution and deﬁne
f := qX∗ ◦ Fϕ and X := f(ϕ).
Then X has the same distribution as X∗. As in the proof of Proposition 2.5,
we get that X is a σ(ϕ)-measurable solution. Moreover, E[X∗|ϕ] is also a
σ(ϕ)-measurable solution by Lemma 2.3. Uniqueness gives X = E[X∗|ϕ],a n d
so X∗ has the same law as E[X∗|ϕ]. Hence,
0 = E[(X∗)2]−E
 
E[X∗|ϕ]2 
= E
 
(X∗ −E[X∗|ϕ])2 
,
and we get that P-a.s. X∗ = E[X∗|ϕ]. 
Finally, we will need some elementary properties of the minimal risk
Rϕ(v) := min{ρ(−X)| 0 ≤ X ≤ K,E[ϕX]≥v}, 0 ≤ v ≤ K. (23)
LEMMA 2.8. v  → Rϕ(v) is a continuous convex function that strictly
increases from ρ(0) to ρ(−K)as v increases from 0 to K.
PROOF. Clearly, Rϕ(0) = ρ(0) and Rϕ(K) = ρ(−K), due to our assumption
P[ϕ>0]=1. It is also clear that Rϕ(v) is increasing in v.B u ti fRϕ(v) = Rϕ(v )
for some v  >v, then a solution for the Neyman–Pearson problem with v  would
also be a solution for v, a contradiction to Lemma 2.4. Therefore, the function
v  → Rϕ(v) is strictly increasing. Convexity easily follows from (11) and in turn
implies continuity in the interior of [0,K]. Using (13), right-continuity at v = 0
follows from Rϕ(v) ≤ ρ(−v), while left-continuity at v = K follows from (18).

3. Robust utility functionals deﬁned in terms of density bounds. For λ ∈
(0,1],l e t
Qλ =
 
Q   P
   
 
dQ
dP
≤
1
λ
P-a.s.
 
and note that Q1 ={ P}. In this section, we solve the Neyman–Pearson problem
for risk measures derived from robust utility functionals of the form
Uλ(X) = min
Q∈Qλ
EQ[u(X)],
where u is a utility function. Such utility functionals arise in a natural way from
a robust Savage representation of preferences on asset proﬁles; see [14] and
Section 2.5 in [13]. We will assume throughout this section that u is concave,ON THE NEYMAN–PEARSON PROBLEM 1407
strictly increasing and continuously differentiable on its domain, which shall
contain [0,K]. When measuring risk rather than utility, it is natural to switch signs
and to introduce the convex increasing loss function  (x) := −u(−x). Thus, we
will consider the risk measure
ρλ(−X):= −Uλ(−X)= max
Q∈Qλ
EQ[ (X)]. (24)
If  (x) = x for all x,t h e nρλ reduces to the average value at risk AVaRλ of (8).
The terminology “average value at risk” stems from the crucial fact that AVaRλ
can be represented as an average of the upper values of the quantile function qX
(the “value at risk”) of X ∈ L∞:
AVaRλ(−X)= max
Q∈Qλ
EQ[X]=
1
λ
  1
1−λ
qX(t)dt; (25)
see, for example, Theorem 4.39 in [13] and recall that we have assumed that
( ,F ,P) is atomless. Thus, both AVaRλ and ρλ are law-invariant and satisfy
the general assumptions of Section 2.
We will ﬁrst consider the Neyman–Pearson problem for the risk measure ρλ
of (24) in the case where the loss function   is strictly convex on [0,K];t h e
Neyman–Pearson problem for AVaRλ will be considered in the next section. For
simplicity, wewillassumethatthepricedensity ϕ isunboundedfromabove.Under
our assumptionson the loss function  ,i t sd e r i v a t i v e   is a bijective function from
its domain to some interval (a,b) ⊂ (0,∞). We extend its inverse function to all
of R by setting
I(x)=

 
 
+∞, for x ≥ b,
(  )−1(x), for a<x<b ,
−∞, for x ≤ a.
In the classicalcase λ = 1, wehaveQ1 ={ P},and it is well known that the unique
solution of the Neyman–Pearson problem for ρ1 takes the form
X∗
1 = 0∨I(c1ϕ)∧K =
 
I
 
c1(ϕ ∨y1)
 
−I(c1y1)
 
∧K,
where c1 is the unique constant such that E[ϕX∗
1]=v; see, for example,
Section 3.3 of [13]. The parameter y1 =   (0)/c1 can be interpreted as that level
of prices at which the investor starts taking risky bets since the solution X∗
1 is
supported on {ϕ ≥ y1}. Clearly, c1 = c1(v) increases continuously from 0 to +∞
and y1 = y1(v) decreases continuously from +∞ to 0 as v increases from 0 to K.
For 0 <λ<1, we will see in the following theorem that X∗
1 also solves the
Neyman–Pearsonproblem for ρλ, but only as long as the capital constraint v does
notexceedacertaincriticalvaluevλ.F orv>v λ,adiversiﬁcationeffectwill occur:
the optimal solution will be a combination of a constant β ∈ (0,v)and a classical
solution   X with upper bound K −β and capital constraint v−β. Moreover, for all
values of v, the classicalpart   X will be concentratedon a subsetof {ϕ ≥q},w h e r e
q := qϕ(1−λ).1408 A. SCHIED
Viewing the constant β as a risk-free loan and   X as a risky bet, we see that this
effect is related to an “aversion” of the investor to accept risky bets on scenarios ω
corresponding to prices ϕ(ω) which are not high enough. Hence, capital that
cannot be raised by issuing a risky bet on high-price scenarios must instead be
obtained via a risk-free loan. Note our shorthand notation of writing E[X;ϕ ∈ A]
for E[XI{ϕ∈A}].
THEOREM 3.1. Suppose that the distribution function of ϕ is continuous and
strictly increasing on (0,∞). Then:
(a) The Neyman–Pearson problem for ρλ of (24) has a unique solution X∗
which is P-a.s. of the form
X∗ = β +
 
I
 
c(ϕ ∨y)
 
−I(cy)
 
∧(K −β), (26)
where β, y and c are constants such that β ≥ 0, y ≥ q and c =   (β)/y.
(b) For every λ ∈ (0,1), there exists a critical value vλ ∈ (0,KE[ϕ;ϕ ≥ q])
such that β = 0 if v ≤ vλ and 0 <β<vfor v>v λ.
(c) The parameters β, c and y are increasing functions of v.
PROOF. (a) By Proposition 2.5, we may concentrate on random variables X
that are of the form X = f(ϕ)for an increasing function f. Then (20) and (25)
imply that
λ max
Q∈Qλ
EQ[ (X)]=
  1
1−λ
q (f(ϕ))(t)dt
=
  1
1−λ
 
 
f(q ϕ(t))
 
dt
(27)
=
  1
0
 
 
f(q ϕ(t))
 
I{qϕ(t)≥q}dt
= E[ (f(ϕ));ϕ ≥ q],
where, in the third identity, we have used our assumptions on ϕ. Hence X∗ =
f ∗(ϕ) will solve the Neyman–Pearson problem provided that f ∗ solves
minimize E[ (f(ϕ));ϕ ≥ q] among all increasing functionsf
(28)
with 0 ≤ f ≤ K and E[ϕf (ϕ)]=v,
andviceversa.Inparticular,(28)admitsasolution.Itisclearthatanysuchsolution
f ∗ must satisfy f ∗(x) = f ∗(q+) for all x ≤ q.T a k i n gβ := f ∗(q) as given, the
restriction of f ∗ to [q,∞) is the unique solution to the following problem:
minimize E[ (f(ϕ));ϕ ≥ q] among all increasing functions f on [q,∞)
(29)
with β ≤ f ≤ K and E[ϕf (ϕ);ϕ ≥ q]=v −βE[ϕ;ϕ ≤ q]= :vβ.ON THE NEYMAN–PEARSON PROBLEM 1409
If we drop the condition that f in (29) is increasing, then it is well known (see,
e.g., Section 3.3 of [13]) that (29) is solved by the function
f ∗
β(x) = β ∨I(cx)∧K, x ≥ q, (30)
where c is such that E[ϕf ∗
β(ϕ);ϕ ≥ q]=vβ.B u tf ∗
β is increasing and hence
solves (29). Since β = f ∗(q) = f ∗(q+),w eg e tf ∗(x) = β ∨ I(cx)∧ K for all
x ≥ 0. Moreover, there must be some y ≥ q such that β = I(cy). Thus, f ∗ can be
written as f ∗(x) = β +(I(c(x ∨y))−I(cy))∧(K −β).
Asfor the uniquenessofsolutions,we havejust shownthat all σ(ϕ)-measurable
solutions are of the form (30) and can be parameterized via β. But a different
β needs a different c,s ot h a tt w oσ(ϕ)-measurable solutions must differ almost
everywhere. The strict convexity of   hence implies uniqueness of (28) and in
turnuniquenessoftheσ(ϕ)-measurablesolutionoftheNeyman–Pearsonproblem.
General uniqueness follows from Proposition 2.7.
Part (b) is obtained by combining Lemmas 3.2–3.4. Part (c) follows from
Lemma 3.2 and the fact that β<vas proved in Lemma 3.4. 
LEMMA 3.2. The solutions in (26) are pointwise increasing in v.
PROOF.L e t v and v  be such that 0 ≤ v<v   ≤ K, and consider the
corresponding solutions X∗(v) and X∗(v ). We want to show that P-a.s. X∗(v ) ≥
X∗(v). To this end, deﬁne X := X∗(v) ∧ X∗(v ), Y := X∗(v) − X and Z :=
X∗(v ) − X.T h e nv0 := E[ϕX]≤v, and there exists α ∈ (0,1] such that (1 −
α)E[ϕZ]=E[ϕY]=v − v0. Clearly, we have Y = 0o n{Z>0} and hence, by
the convexity of  , P-a.s.,
 
 
X +(1−α)Z+αZ
 
− 
 
X +Y +αZ
 
(31)
≥  
 
X +(1 −α)Z
 
− (X +Y).
Both X∗(v) and X∗(v ) are increasing functions of the price density ϕ, and one
easily checks that the same is true of X + Y + αZ and of X + (1 − α)Z. Hence,
multiplying (31) with I{ϕ≥q}, taking expectationswith respectto P, and using (27)
yields
max
Q∈Qλ
EQ[ (X∗(v ))]−max
Q∈Qλ
EQ
 
 
 
X∗(v)+αZ
  
≥ max
Q∈Qλ
EQ
 
 
 
X +(1 −α)Z
  
− max
Q∈Qλ
EQ[ (X∗(v))] (32)
≥0,
where the latter inequality follows from the fact that E[ϕ(X + (1 − α)Z)]=v.
Moreover, E[ϕ(X∗(v) + αZ)]=v , which in view of (32) and the uniqueness of
solutions implies that P-a.s. X∗(v ) = X∗(v)+αZ ≥ X∗(v). 1410 A. SCHIED
LEMMA 3.3. For everyλ ∈ (0,1),thereexistsε>0 suchthat β = 0 for v ≤ ε.
PROOF.F i x v ∈ (0,K) for the ﬁrst step. For γ ∈[ 0,v),l e tfγ(x) := γ ∨
I(cγx) ∧ K,w h e r ecγ ∈ (0,∞) is such that E[ϕfγ(ϕ)]=v.W ed e n o t eb y
yγ :=   (γ)/cγ the point at which fγ starts being larger than γ. Suppose that
γ   >γ.T h e ny1 := yγ ∧yγ  
> 0a n d
E
 
ϕ ·
 
γ   ∨I(cγ  ϕ)∧K
 
;ϕ>y 1 
= v −γ  E[ϕ;ϕ ≤ y1]
<E[ϕfγ(ϕ);ϕ>y 1]
≤ E
 
ϕ ·
 
γ   ∨I(cγϕ)∧K
 
;ϕ>y 1 
.
It follows that γ  → cγ = cγ(v) is strictly decreasing and that γ  → yγ = yγ(v) is
strictly increasing as long as v is ﬁxed.
Now let L(γ):= E[ (fγ(ϕ));ϕ ≥q]. It follows from the proof of Theorem 3.1
that β = 0o rβ = v if
L(γ)−L(0)>0f o r a l l γ ∈ (0,v). (33)
But (33) also implies that L(v) :=  (v)P[ϕ ≥ q]=limγ↑v L(γ) > L(0),f o rt h e
caseL(v) = L(0) is excludedbythe uniquenessofthe solution(26). Hence,(33)is
equivalent to β = 0.
In addition to yγ, we will also need the point yγ :=   (γ)/c0 <y γ at which
f0 leaves the level γ. Letting   :=  (fγ(ϕ))− (f0(ϕ)),w eh a v e
L(γ)−L(0) = E[ ;ϕ ≥ yγ]+E[ ;y0 ≤ ϕ<y γ]
+E[ ;q ≤ ϕ<y 0].
On {ϕ ≥ yγ}, we get from the ﬁrst step that fγ(ϕ) ≤ f0(ϕ) and in turn
  ≥   (f0(ϕ))[fγ(ϕ)−f0(ϕ)]≥c0ϕ[fγ(ϕ)−f0(ϕ)].
Moreover,   ≥ 0o n{y0 ≤ ϕ<y γ}, and on {q ≤ ϕ<y 0} we have γ = fγ(ϕ) ≥
f0(ϕ) = 0. Therefore,
L(γ)−L(0) ≥ c0E
 
ϕ ·
 
fγ(ϕ)−f0(ϕ)
 
;ϕ ≥ yγ
 
+
 
 (γ)− (0)
 
P[q ≤ ϕ<y 0]
≥ c0(v −γP[ϕ<y γ]−v)+γ   (0)P[q ≤ ϕ<y 0]
≥ γ
 
  (0)P[q ≤ ϕ<   (0)/c0]−c0
 
.
By our assumption that ϕ has a continuous and strictly increasing distribution
function, the factor c0 = c0(v) tends continuously from 0 to +∞ as v increases
from 0 to K, and so the right-hand side will be strictly positive as soon as v is
small enough and γ is between 0 and v. ON THE NEYMAN–PEARSON PROBLEM 1411
LEMMA 3.4. We have β<vfor all v ∈ (0,K) and β>0 for v>K E [ϕ;
ϕ ≥ q].
PROOF. As to the ﬁrst part of the assertion, it follows from Lemma 3.3 that
X ≡ v is not optimal for small enough v>0. That is, Rϕ(v) < ρ(−X) = v,
where Rϕ(v) is as in (23). The convexity of v  → Rϕ(v) − v, which follows from
Lemma 2.8, hence implies that v = 0a n dv = K are the only two points in [0,K]
with Rϕ(v) = v. Thus, X ≡ v cannot be optimal for any v ∈ (0,K).
The second part of the assertion follows immediately from the fact that the
parameter y in Theorem 3.1 has been shown to be larger than or equal to q. 
Let us now brieﬂy comment on the translation invariant modiﬁcation
  ρλ(−X)= inf
 
m ∈ R
      max
Q∈Qλ
EQ[ (X −m)]≤x0
 
of ρλ, which is a convex measure of risk in the sense of [11]. In addition to the
assumptions made at the beginning of this section, we assume that   is deﬁned
on all of R,a n dx0 is a ﬁxed interior point of  (R). Clearly,   ρλ is law-invariant
and satisﬁes the properties (10) through (16). We denote by R(v) := Rϕ(v) the
minimal risk for   ρλ, as deﬁned in (23). Recall that q denotes the (1 − λ)-quantile
of ϕ.
COROLLARY 3.5. Suppose that the distribution function of ϕ is continuous
and strictly increasing on (0,∞). Then the Neyman–Pearson problem for   ρλ has
a unique solution X∗ that is P-a.s. of the form
X∗ = α +
 
I
 
γ(ϕ∨z)
 
−I(γz)
 
∧(K −α),
where α, z and γ are constants such that 0 ≤ α<v , z ≥ q and γ =   (α −
R(v))/z. Moreover, for every λ ∈ (0,1), there exists a critical value   vλ ∈ (0,K)
such that α = 0 if v ≤  vλ.
PROOF. Take a solution X∗ at level v and let  R(v)(x) :=  (x − R(v)).T h e n
we see that maxQ∈Qλ E[ R(v)(X∗)]=x0. On the other hand, if 0 ≤ X ≤ K and
E[ϕX]≥v but X is not a solution, then we must have   ρλ(−X)>R(v) and hence
maxQ∈Qλ E[ R(v)(X)] >x 0.S oX∗ solves the Neyman–Pearson problem for   ρλ
at level v if and only if X∗ minimizes maxQ∈Qλ E[ R(v)(X)] among all X with
0 ≤ X ≤ K and E[ϕX]≥v.F o rﬁ x e dv, this problem is of the same type as
the one of Theorem 3.1, and so we get a representation of solutions in terms of
the inverse IR(v) of   
R(v).B u tIR(v)(x) = I(x)+ R(v), and we obtain the ﬁrst
part of the assertion. The existence of the critical value   vλ follows by the same
arguments as in Lemma 3.3 when one replaces   by   
R(v) and I by IR(v); only
minor modiﬁcations are needed. 1412 A. SCHIED
From the proof it is clear that, for given v>0, the parameters α, γ and
z will generally be different from the corresponding parameters β, c and y in
Theorem 3.1, because the problem now involves the loss function  R(v)(x) :=
 (x − R(v)) rather than   itself. Also, in the case in which α = 0b u tλ<1,
the solution X∗
λ := X∗ typically does not coincide with the solution X∗
1 to the
Neyman–Pearson problem for the “classical” risk measure
  ρ1(−X)= inf{m ∈ R | E[ (X −m)]≤x0}
[with the exception of an exponential loss function  (x) = eαx]. To see this, note
ﬁrst that
max
Q∈Qλ
EQ[ (X −m)] >E[ (X −m)]
unless X is constant. This in turn implies that R(v) =   ρλ(−X∗
λ)>  ρ1(−X∗
1) =:
R1(v) for otherwise   ρ1(−X∗
λ) would be strictly less than   ρ1(−X∗
1).B u tX∗
λ is of
the form
X∗
λ = 0∨
 
I(γ λϕ)+R(v)
 
∧K,
while
X∗
1 = 0∨
 
I(γ 1ϕ)+R1(v)
 
∧K,
which shows that γλ <γ 1.
4. Quantile-based coherent risk measures. A quantile-based coherent risk
measure is of the form
ρk(−X):=
  1
0
k(t)qX(t)dt, X ∈ L∞,
where k:[0,1) →[ 0,∞) is an increasing right-continuous function such that   1
0 k(t)dt = 1, and where qY denotes a quantile function of a random variable Y.
The average value at risk AVaRλ of (25) is thus the particular quantile-based
coherent risk measure with k = 1
λI[1−λ,1). For general k,l e t  µ be the positive
Radon measure on [0,1) such that k(t) =   µ([0,t]).T h e nµ(dλ) = (1 − λ)  µ(dλ)
is a probability measure on [0,1) such that
ρk(−X)=
 
[0,1)
AVaR1−λ(−X)µ(dλ).
Since AVaRλ is a coherent measure of risk which is continuous from below and,
hence, from above (see, e.g., [20] or Theorem 4.39 in [13]), the same is true of
the quantile-based risk measure ρk. In particular, ρk satisﬁes the properties (10)
through (16) and can be represented in the form
ρk(−X)= max
Q∈QkEQ[X],ON THE NEYMAN–PEARSON PROBLEM 1413
where Qk is a set of probability measures, which has been described by Dana and
Carlier [5].
Let us now turn to the Neyman–Pearson problem for ρk. By the positive
homogeneityof ρk, there is no loss in generality if we assume that K = 1.Ourﬁrst
result in this section will show that the Neyman–Pearson problem for ρk can be
reduced to the minimization of an ordinary expectation over a very limited class J
of functions. This class J consists of all increasing step functions f : (0,∞) →
[0,1] that take at most one value in (0,1). More precisely, each f ∈ J can be
written as
f = βIJ0 +IJ1
for some β ∈ (0,1) and two disjoint intervals J0,J1 ⊂ (0,∞) suchthat J0 is either
empty or satisﬁes P[ϕ ∈ J0] > 0. Here and in the sequel, we use the term interval
in a broad sense: an interval may also be empty or consisting of a single element.
Since f must be increasing, J1 must either be empty or unbounded to the right.
If both J0 and J1 are nonempty, then the right-hand endpoint of J0 must coincide
with the left-hand endpoint of J1.
Recall that Fϕ denotes the distribution function of ϕ under P and let us
introduce the function
gk(x) =

 
 
k(Fϕ(x)), if Fϕ is continuous at x,
1
Fϕ(x)−Fϕ(x−)
  Fϕ(x)
Fϕ(x−)
k(t)dt, otherwise.
Consider the following variational problem:
minimize E[gk(ϕ)f(ϕ)] among all increasing functionsf
(34)
with 0 ≤ f ≤ 1a n dE[ϕf (ϕ)]=v.
It would be tempting to apply the classical Neyman–Pearson lemma to solv-
ing (34), but this approach would only work if the function gk(x)/x were decreas-
ing in x, because otherwise we might not obtain an increasing solution f.
THEOREM 4.1.
(a) If f ∗ solves (34), then X∗ := f ∗(ϕ) solves the Neyman–Pearson problem
for ρk.
(b) There exists a function f ∗ ∈ J that solves (34).
(c) If f ∗ is such that f ∗(ϕ) solves the Neyman–Pearson problem for ρk, then
f ∗ solves (34).
(d) Ifthesolutionf ∗ ∈ J ofpart(b)isuniquewithin J upto(P ◦ϕ−1)-nullsets,
then X∗ = f ∗(ϕ) is the P-a.s. unique σ(ϕ)-measurable solution to the Neyman–
Pearson problem for ρk.1414 A. SCHIED
The proof of Theorem 4.1 is deferred to Section 5. Here we will ﬁrst illustrate
how this result leads to explicit solutions of the Neyman–Pearson problem for
quantile-basedcoherentrisk measures.In order not to complicate the presentation,
weassumefortherestofthissectionthatthedistribution function Fϕ iscontinuous
and strictly increasing on {x>0 | Fϕ(x) < 1}. Then the corresponding quantile
function qϕ will also be continuous and strictly increasing. We let qϕ(0) := 0a n d
qϕ(1) :=  ϕ L∞ ≤∞ , and we deﬁne two functions   and   by
 (x):=
  x
0
qϕ(t)dt and  (x):=
  x
0
k(t)dt, 0 ≤ x ≤ 1.
Then we take the unique zv such that
 (zv) = 1 −v,
and deﬁne two functions β and R on  v := {(x,y) | 0 ≤ x<z v <y≤ 1}∪
{(zv,zv)} by
β(x,y):=



0, if x = zv = y,
v −1 + (y)
 (y)− (x)
, otherwise,
R(x,y):= β(x,y)[ (y)− (x)]+1 − (y).
COROLLARY 4.2. Suppose that the pair (x∗,y∗) minimizes the function R
over the domain  v, and let β∗ := β(x∗,y∗), a := qϕ(x∗) and b := qϕ(y∗). Then
X∗ := f ∗(ϕ) solves the Neyman–Pearsonproblem for ρk, where
f ∗ := β∗I[a,b) +I[b,∞). (35)
Conversely, suppose that f ∈ J is a.e. of the form (35) and solves (34). Then the
pair (x∗,y∗) := (Fϕ(a),Fϕ(b)) minimizes R on  v. In particular, the Neyman–
Pearson problem for ρk has a unique solution if and only if R has a unique
minimizer on  v.
PROOF. It is straightforward to verify that a function f = βI[a,b)+I[b,∞) ∈ J
satisﬁes the constraints in (34) if and only if (x,y) := (Fϕ(a),Fϕ(b)) ∈  v and
β = β(x,y). An analogous computation shows that E[gk(ϕ)f(ϕ)]=R(x,y),s o
that the assertion follows from Theorem 4.1 and Proposition 2.7. 
Theprecedingcorollaryimpliesthatσ(ϕ)-measurablesolutionsto theNeyman–
Pearsonproblem neednotbeunique,evenfor genuinelynonadditiverisk measures
and for price densities with a continuous distribution.
REMARK 4.3. In the case k ≡ qϕ,w eh a v eR(x,y)= v for all (x,y) ∈  v.
Hence, each function
f = β(x,y)I[a,b) +I[b,∞) for a = qϕ(x), b = qϕ(y)ON THE NEYMAN–PEARSON PROBLEM 1415
solves the Neyman–Pearson problem for ρk, and so does every convex combina-
tion of these functions.
Below, we will use Corollary 4.2 to obtain an explicit solution for the Neyman–
Pearson problem for AVaRλ. As one may guess from Theorem 3.1, we will ﬁnd
the dichotomy x∗ = y∗ = zv or x∗ = 0a n dy∗ >z v. But before doing so, let us
show in the following example that the case 0 <x∗ <y∗ < 1 can also occur.
EXAMPLE 4.4. Let us considerthe case in which ϕ has a uniform distribution
on (0,2),s ot h a tqϕ(t) = 2t,  (x)= x2 and zv =
√
1 −v.W et a k e
k = 1
2I[0,ξ) +λI[ξ,1),
where ξ ∈ (1
2,1) and λ is such that k integrates to 1. With this choice,  (x)<x2 =
 (x)for all x ∈ (1
2,ξ]. Consequently, R(zv,zv) = 1− (zv)>v= R(0,1) for all
1 − ξ2 ≤ v<3/4. It follows that (zv,zv) does not minimize R for those values
of v.L e t(x∗,y∗) be a minimizer of R on  v. Then the right-hand derivative of
x  → R(x,y∗) is equal to
β(x,y∗)
 
2x
 (y∗)− (x)
(y∗)2 −x2 −k(x)
 
.
Since this expression is strictly negative for small enough x, the optimal x∗ must
be larger than 0.
Let us now show that the case y∗ = 1 cannot occur if the parameter ξ is
sufﬁciently close to 1
2 and 1 − ξ2 ≤ v<3
4. To this end, one veriﬁes ﬁrst that the
left-hand derivative of y  → R(x∗,y)at y = 1i sg i v e nb y
 
1−β(x∗,1)
  
2
1− (x∗)
1−(x∗)2 −λ
 
. (36)
For 0 ≤ x ≤ zv and zv ≤ ξ, the function (1− (x))/(1−x2) has a global
minimum at x = 1
4, where it takes the value 14
15. On the other hand, λ tends to 3
2
when ξ goes to 1
2. Thus, (36) must be strictly positive if ξ is not too large, and we
conclude that y = 1 cannot be optimal.
Let us now turn to the Neyman–Pearson problem for AVaRλ. There are various
ways of handling this special case. For instance, one can use the arguments of
the proof of Theorem 3.1 to reduce the problem to the variational problem (29)
for  (x) = x, which can then be solved via the classical Neyman–Pearson lemma.
Here we will use instead a computation based on Corollary 4.2.
As in Theorem 3.1, we will ﬁnd a critical value vλ suchthatthe solution reduces
to the solution for ρ(−X)= E[X] as long as v ≤ vλ. That is, the solution provided
by the classical Neyman–Pearson lemma is optimal for capital levels v ≤ vλ.
For v>v λ, the solution will be a nontrivial convex combination of the classical1416 A. SCHIED
solution at level vλ and of a risk-free unit investment. This critical value will be of
the form
vλ = 1− (yλ),
where yλ ∈ (1 −λ,1] is deﬁned as the unique maximizer of the function
(0,1] y  −→
y +λ−1
 (y)
.
Thus, if qϕ(1) =  ϕ L∞ >λ −1,t h e nyλ ∈ (1 − λ,1) is the unique solution to the
equation
qϕ(yλ)(yλ +λ−1) =  (yλ).
COROLLARY 4.5. The Neyman–Pearson problem for AVaRλ has a unique
solution X∗. If v ≤ vλ, then
X∗ = I[b0,∞)(ϕ),
where b0 := qϕ(zv). If v>v λ, then the solution is given by
X∗ = β∗ +(1 −β∗)I[b1,∞)(ϕ),
where β∗ = β(0,yλ) and b1 = qϕ(yλ). Moreover,with Cλ := (yλ+λ−1)/ (yλ),
the minimal risk (23) is given by
Rϕ(v) =
 (1 −zv)/λ, if v ≤ vλ,
1 −Cλ(1−v)/λ, if v>v λ.
PROOF. It sufﬁces to consider the case 0<v<1. For k = 1
λI[1−λ,1),w eh a v e
λR(x,y) = β(x,y)[(y +λ−1)∨0 −(x +λ−1)∨0]
+λ−(y +λ−1)∨0.
Let (x∗,y∗) be a minimizer of R on  v, and suppose ﬁrst that (x∗,y∗)  = (zv,zv).
Then y∗ >z v and
∂
∂x
β(x,y∗) = β(x,y∗)
qϕ(x)
 (y∗)− (x)
> 0.
Thus, we see that β(x,y∗) and, hence, R(x,y∗) are strictly increasing in x as long
as x<1 −λ. If, on the other hand, x>1 −λ,t h e n
λ
∂
∂x
R(x,y∗) = β(x,y∗)
 qϕ(x)(y∗ −x)
 (y∗)− (x)
−1
 
< 0.
So x∗ must be equal to either 0 or zv.
Let us now look for the optimal y∗, given that x∗ = 0. We have
λR(0,y)= λ−(1−v)
(y +λ−1)∨0
 (y)
.ON THE NEYMAN–PEARSON PROBLEM 1417
For y ≤ 1 − λ, this yields R(0,y)= 1, which according to Lemma 2.4 cannot
be optimal. For y>1−λ, the choice (x∗,y∗) = (0,yλ) will be optimal—but only
if yλ >z v andunless the alternative choice (x∗,y∗) = (zv,zv) givesa better result.
If yλ ≤ zv,t h e ny  → R(0,y)has no minimizer on (zv,1], and it follows that
(x∗,y∗) = (zv,zv) must be the optimal choice. Note that yλ >z v if and only
if v>v λ.
Finally, let us compare R(0,yλ) against R(zv,zv) in case that yλ >z v.S i n c e
yλ > 1−λ,w eh a v e
λR(0,yλ) = λ−(1−v)
yλ +λ−1
 (yλ)
= λ− (zv)
yλ +λ−1
 (yλ)
and
λR(zv,zv) = λ−(zv +λ−1)∨0.
Since yλ is the unique maximizer of the function x  → (x +λ−1)/ (x), we thus
see that R(0,yλ) is strictly better than R(zv,zv) and hence (x∗,y∗) = (0,yλ) as
long as yλ >z v. An application of Corollary 4.2 concludes the proof. 
REMARK 4.6 (Comparison with value at risk). Consider the value at risk at
level λ ∈ (0,1),
VaRλ(−X)= inf{m ∈ R | P[X>m ]≤λ},
which is a quantile-based risk measure that satisﬁes all the assumptions of
Section 2 except for convexity (11). Denoting Rϕ(v) the corresponding minimax
risk (23), we see that X∗ solves the Neyman–Pearson problem for VaRλ if
P[X∗ >R ϕ(v)]≤λ and E[ϕX∗]≥v. Thus, for v with zv >q:= qϕ(1 − λ),a n y
X that is concentrated on {ϕ>q } and satisﬁes 0 ≤ X ≤ 1a n dE[ϕX]≥v solves
our problem and has risk Rϕ(v) = VaRλ(−X) = 0. For zv ≤ q, there is a unique
solution of the form
X∗ = rI[0,q)(ϕ)+I[q,∞)(ϕ),
where r = Rϕ(v) is determined by the budget constraint E[ϕX∗]=v.T h i s
solution is similar to the one for AVaRλ, but involves different parameters.
REMARK 4.7. It follows from the results of Kusuoka [20] and Delbaen [7]
that, for a quantile-based coherent risk measure ρk, the set function vk(A) :=
ρk(−IA) is a 2-alternating Choquet capaticity. Therefore, the Neyman–Pearson
problem for ρk falls within the rangeof the Neyman–Pearsonlemma for capacities
asprovedbyHuberandStrassen[16], andourresultscanbeinterpretedin terms of
the Radon–Nykodymderivativeπ of the measure dP∗ := ϕdPwith respectto the
capacity vk. In the caseof AVaRλ,w eg e tf o r ϕ L∞ >λ −1 that π = c·ϕ∨qϕ(yλ)
for some constant c>0. It is shown in [16] that π = d   P/dQ0 for some Q0 ∈ Qλ,1418 A. SCHIED
and we get c · ϕ ∨ qϕ(yλ) = ϕ · dP/dQ. Using our formulae for yλ, one easily
obtains c = λ,t h a ti s ,
π = λ
 
ϕ ∨qϕ(yλ)
 
.
This extends earlier results by Rieder [23] and Bednarski [2].
5. Proof of Theorem 4.1.
PROOF OF PARTS (a) AND (c). As in the proof of Proposition 2.5, we see that
gk(qϕ) = Eλ[k|qϕ],w h e r eλ denotes the Lebesgue measure on (0,1). Hence, for
any increasing function f :[0,∞) →[ 0,1],
ρ
 
−f(ϕ)
 
=
  1
0
k(t)qf(ϕ)(t)dt
=
  1
0
gk(qϕ(t))f(qϕ(t))dt
= E[gk(ϕ)f(ϕ)],
where we have used (20) in the second step. Applying Lemma 2.4 and Proposi-
tion 2.5 yields (a) and (c). 
The proof of parts (b) and (d) requires some preparation. To illustrate our idea
of solving (34), suppose ﬁrst that the price density has a continuous distribution.
Then we may, without loss of generality, restrict our attention to right-continuous
increasing functions f :[0,∞) →[ 0,1] in (34). Via f(x)= ν([0,x]),a n ys u c h
function f can be identiﬁed with a unique subprobability measure ν on [0,∞)
and vice versa. Fubini’s theorem implies that
E[gk(ϕ)f(ϕ)]=
 
Gk(x)ν(dx)
and
E[ϕf (ϕ)]=
 
Gϕ(x)ν(dx),
where Gk(x) = E[gk(ϕ);ϕ ≥ x] and Gϕ(x) = E[ϕ;ϕ ≥ x]. Thus, (34) is
equivalent to minimizing the integral
 
Gk(x)ν(dx) over the convex set   C of all
subprobability measures ν on [0,∞) that satisfy the constraint
 
Gϕ(x)ν(dx) = v.
Our strategy of solving this moment problem is to identify the extreme points of   C
asthosesubprobabilitymeasuresthatcorrespondto functionsin C∩J andtoshow
that it sufﬁces to minimize
 
Gk(x)ν(dx) among such extreme measures ν.ON THE NEYMAN–PEARSON PROBLEM 1419
If the distribution of ϕ is not continuous, the problem becomes slightly more
involved. This is mainly due to the fact that we may no longer pass to a right-
continuous(or left-continuous) version of f. We may only supposethat f is right-
continuous on the set [0,∞) \D,w h e r eD denotes the set of discontinuity points
of Fϕ. Nevertheless, it will be possible to identify f with a certain measure ν
living on a larger space S ⊃[ 0,∞), in which each point in D occurs twice. Our
problem (34) will then turn out to be equivalent to a certain moment problem for
these measures ν. Once this identiﬁcation has been achieved, the extreme points
of the set deﬁned by the moment constraint on ν can be identiﬁed by using general
results like thoseprovedby Winkler [25]. In our simple situation, however,we will
avoid using the general theory. Instead, we will give a short and straightforward
argument in identifying the extreme points.
Deﬁne a probability measure µ on [0,∞) by
µ(A):= E[ϕ;ϕ ∈ A],
and denote by C the convex set of all increasing functions f :[0,∞) →[ 0,1] that
are right-continuous on Dc and satisfy the constraint
 
fd µ= v.
LEMMA 5.1. The set of extreme points of C is given by
extC = C ∩J. (37)
PROOF. First we show the inclusion ⊃ in (37). So suppose that f ∈ C ∩ Jµ
is of the form f = β IJ0 + IJ1 and can be written as f = λf1 + (1 − λ)f2 for
certain fi ∈ C and λ ∈ (0,1).S i n c e0≤fi ≤ 1, we get immediately that fi = 0o n
(J0 ∪J1)c and fi = 1o nJ1. This proves that f is an extreme point if J0 is empty.
Now suppose that J0 is nonempty. Then µ(J0)>0 by the deﬁnition of J.S i n c e
both f1 and f2 are increasing, each fi must be equal to some constant βi ∈[ 0,1]
on J0. But then the conditions
 
fi dµ= v and µ(J0)>0i m p l yβ1 = β2 = β and
in turn f1 = f2 = f.
For the proof of the inclusion ⊂ in (37), it will be convenient to identify a
function f ∈ C with a suitable subprobability measure ν. To this end, we ﬁrst
deﬁne a subprobability measure νD on D by
νD :=
 
x∈D
 
f(x+)−f(x)
 
δx.
Then we let
fD(x) := νD
 
[0,x)
 
and fc(x) := f(x)−fD(x), x ≥ 0.
Note that fc is right-continuous and increasing. Hence, there exists a subprobabil-
ity measure νc on [0,∞) such that fc(x) = νc([0,x]).
Now think of the set D as being separate from [0,∞), and consider the set
S := [0,∞) ∪ D, on which every discontinuity point of µ is represented twice.1420 A. SCHIED
Our function f gives rise to a subprobability measure ν on S deﬁned for Borel
sets A ⊂ S by
ν(A):= νc
 
A∩[ 0,∞)
 
+νD(A∩D).
Conversely, any subprobability measure ˜ ν on the Borel ﬁeld of S gives rise to
an increasing function ˜ f on [0,∞) that is right-continuous except possibly at
discontinuity points of µ:s i m p l yl e t ˜ f(x):= ˜ ν(Ax),w h e r eAx := [0,x]∪{ y ∈
D|y<x }. Note also that f = ˜ f if and only if ν =˜ ν.
By means of Fubini’s theorem, we ﬁnd that
 
fd µ=
 
Gdν,w h e r eG is the
function on S deﬁned by
G(x) =
 
µ
 
[x,∞)
 
, for x ∈[ 0,∞),
µ
 
(x,∞)
 
, for x ∈ D.
(38)
Hence, C can be identiﬁed with the set of all subprobability measures ν on S such
that
 
Gdν= v.
Let us now consider the case in which supx f(x)= 1, corresponding to
ν(S)= 1. Suppose f takes more than one value in (0,1).T h e nS can be
decomposed into three disjoint sets A1,A2,A3 such that ai := ν(Ai)>0. Let
also bi :=
 
Ai Gdν, and denote by ν|Ai the measure ν|Ai(A) := ν(A ∩ Ai).F o r
coefﬁcients αi ≥ 0, the measure
ν1 := α1ν|A1 +α2ν|A2 +α3ν|A3
will correspond to an element of C provided that αi ≥ 0a n d
α1a1 +α2a2 +α3a3 = 1,
α1b1 +α2b2 +α3b3 = v.
Clearly, this system of linear equations is solved by the vector (1,1,1) but admits
also another, different solution (α1,α2,α3) with 0 ≤ αi ≤ 2. But then γi := 2−αi
deﬁnes yet another solution. Letting
ν2 := γ1ν|A1 +γ2ν|A2 +γ3ν|A3,
we have found two measures ν1,ν2 corresponding to two functions f1,f2 in C
such that
ν = 1
2(ν1 +ν2)
and, hence,
f = 1
2(f1 +f2).
Thus, f cannot be an extreme point of C.
Next, we turn to the case in which f ∈ C satisﬁes supx f(x)<1. Then the
corresponding measure ν is a true subprobability measure: ν(S) < 1. If f takes
more than one value in (0,1),t h e nν puts positive charge on two disjoint sets
A1, A2, of which we may assume that A1 ∪A2 = S. Letting again ai := ν(Ai)>0ON THE NEYMAN–PEARSON PROBLEM 1421
and bi :=
 
Ai Gdν, we see that ν1 := α1ν|A1 + α2ν|A2 will correspond to some
function f1 ∈ C provided that αi ≥ 0a n d
α1a1 +α2a2 = m,
(39)
α1b1 +α2b2 = v,
where m may be any number between 0 and 1. The vector (1,1) solves (39)
for m = ν(S) < 1. If (39) admits also other nonnegative solutions, then we can
argue as in the case ν(S)= 1t h a tf is not an extreme point of C. If the solution
to (39) is unique, we take ε>0 such that the numbers m± := ν(S)± ε belong to
[0,1] and such that the solutions (α±
1 ,α±
2 ) corresponding to m± have nonnegative
components. Then the measures ν± := α±
1 ν|A1 + α±
2 ν|A2 correspond to functions
f± ∈ C such that f = 1
2(f+ +f−),a n ds of is not an extreme point of C.
Finally, considera function f ∈ C of the form f = β IJ0 +IJ1,w h e r eβ ∈ (0,1)
but the interval J0 is a µ-nullset. In this case, β can be changed arbitrarily without
violating the condition
 
fd µ= v,a n ds of cannot be an extreme point of C. 
LEMMA 5.2. The set C admits an integral representation with respect to its
extreme points: For every function f0 ∈ C, there exists a probability measure η on
C ∩ J, deﬁned on the σ-algebra generated by the maps f  → f(x), x ∈ (0,∞),
such that
f0 =
 
C∩J
fη(d f).
PROOF. Consider the afﬁne coding of a function f ∈ C by a subprobability
measure ν on S as introduced in the proof of Lemma 5.1. By adding an additional
point ∂ to S, we can uniquely extend ν to a probability measure on S := S ∪{ ∂}.
The function G deﬁned in (38) will be extendedto S by letting G(∂) := 0. Then C
can be identiﬁed with the set H of all Borel probability measures ν on S such that  
Gdν= v. Corollary 3 of [24] states that H enjoys an integral representation,
which then carries over to C by means of Fubini’s theorem. 
PROOF OF PARTS (b) AND (d) OF THEOREM 4.1. In proving (b), our task
is to minimize E[gk(ϕ)f(ϕ)]=
 
gf dµ over the set C,w h e r eg(x) = gk(x)/x.
Let f0 be a minimizer in C [which must exist, e.g., by Proposition 2.5 and part
(c) of Theorem 4.1] and consider the integral representation f0 =
 
C∩J fη(d f)of
Lemma 5.2. Then, according to Fubini’s theorem,
 
gf0dµ≥ inf
f∈suppη
 
gf dµ,
so that there must also be a minimizer in C ∩J.
(d) According to the argument in the proof of part (b), uniqueness of
solutions in C ∩ J implies uniqueness in C. Moreover, by Proposition 2.5, every
σ(ϕ)-measurable solution X∗ is of the form X∗ = f ∗(ϕ) for some function
f ∗ ∈ C. 1422 A. SCHIED
Acknowledgment. The author expresses his thanks to the Mathematics
Department of the University of British Columbia for the hospitality during the
time when this research was carried out.
REFERENCES
[1] ARTZNER,P .,D ELBAEN,F .,E BER,J.-M.a n dH EATH, D. (1999). Coherent measures of risk.
Math. Finance 9 203–228.
[2] BEDNARSKI, T. (1981). On solutions of minimax test problems for special capacities.
Z. Wahrsch. Verw. Gebiete 58 397–405.
[3] CVITANI´ C, J. (2000). Minimizing expected loss of hedging in incomplete and constrained
markets. SIAM J. Control Optim. 38 1050–1066.
[4] CVITANI´ C,J .a n dK ARATZAS, I. (2001). Generalized Neyman–Pearson lemma via convex
duality. Bernoulli 7 79–97.
[5] DANA,R . - A .a n dC ARLIER, G. (2002). Core of convex distortions of a probability on an non
atomic space. Preprint, Ceremade, Univ. Paris-Dauphine.
[6] DELBAEN, F. (2002). Coherent measures of risk on general probability spaces. In Advances
in Finance and Stochastics. Essays in Honour of Dieter Sondermann (K. Sandmann and
P. J. Schönbucher, eds.) 1–37. Springer, Berlin.
[7] DELBAEN, F. (2000). Coherent Risk Measures. Scuola Normale Superiore, Classe di Scienze,
Pisa.
[8] DENNEBERG, D. (1994). Non-additive Measure and Integral. Kluwer Academic, Dordrecht.
[9] FÖLLMER,H.a n dL EUKERT, P. (1999). Quantile hedging. Finance Stoch. 3 251–273.
[10] FÖLLMER,H .a n dL EUKERT, P. (2000). Efﬁcient hedging: Cost versus shortfall risk. Finance
Stoch. 4 117–146.
[11] FÖLLMER,H .a n dS CHIED, A. (2002). Convex measures of risk and trading constraints.
Finance Stoch. 6.
[12] FÖLLMER,H .a n dS CHIED, A. (2002). Robust representation of convex measures of risk.
In Advances in Finance and Stochastics. Essays in Honour of Dieter Sondermann
(K. Sandmann and P. J. Schönbucher, eds.) 39–56. Springer, Berlin.
[13] FÖLLMER,H .a n dS CHIED, A. (2002). Stochastic Finance: An Introduction in Discrete Time.
Springer, Berlin.
[14] GILBOA,I .a n dS CHMEIDLER, D. (1989). Maxmin expected utility with non-unique prior.
J. Math. Econ. 18 141–153.
[15] HUBER, P. (1981). Robust Statistics. Wiley, New York.
[16] HUBER,P .a n dS TRASSEN, V. (1973). Minimax tests and the Neyman–Pearson lemma for
capacities. Ann. Statist. 1 251–263.
[17] KIRCH, M. (2002). Maximin-optimal tests and least favorable pairs for concave power
functions. Preprint, TU Wien.
[18] KIRCH, M. (2002). Efﬁcient hedging in incomplete markets under model uncertainty. Preprint,
TU Wien.
[19] KULLDORFF, M. (1993). Optimalcontrol of favorable gameswithatime limit.SIAMJ. Control
Optim. 31 52–69.
[20] KUSUOKA, S. (2001). On law invariant coherent risk measures. Adv. Math. Econ. 3 83–95.
[21] ÖSTERREICHER, F. (1978). On the construction of least favourable pairs of distributions.
Z. Wahrsch. Verw. Gebiete 43 49–55.
[22] PHAM, H. (2002). Minimizing shortfall risk and applications to ﬁnance and insurance
problems. Ann. Appl. Probab. 12 143–172.
[23] RIEDER, H. (1977). Least favourable pairs for special capacities. Ann. Statist. 5 909–921.
[24] VON WEIZSÄCKER,H .a n dW INKLER, G. (1979). Integral representations in the set of
solutions of a generalized moment problem. Math. Ann. 246 23–32.ON THE NEYMAN–PEARSON PROBLEM 1423
[25] WINKLER, G. (1988). Extreme points of moment sets. Math. Oper. Res. 13 581–587.
INSTITUT FÜR MATHEMATIK,MA7-4
TECHNISCHEUNIVERSITÄTBERLIN
STRASSE DES 17. JUNI 136
10623 BERLIN
GERMANY
E-MAIL: schied@math.tu-berlin.de