ABSTRACT Sparse representation with an analysis model becomes a challenging task because the optimization problem involves additional constraints on the analysis dictionary. We present the problem of learning the analysis dictionary through an optimization function with an orthogonality constraint, which can be generally solved by alternately implementing the analysis dictionary update and the sparse coding steps. In the dictionary update step, the traditional method for updating the analysis dictionary with the orthogonality constraint is to first perform the update in Euclidean space without taking the constraint into consideration and then project the solution onto a manifold where the orthogonality constraint is satisfied. However, this projection method is approximate, and the learned dictionary obtained by projection may not embody the inherent structure of the original dictionary. Thus, we develop a novel framework for seamlessly learning the analysis dictionary along with the manifold. This method can provide a more accurate and effective analysis dictionary. In the sparse coding problem, to avoid adjustment of the parameters of the formulation, we introduce an indicator function as the penalty function for optimization of the cost function. Thus, we reduce two parameters to one, which is easier to optimize. Then, we adopt a Douglas-Rachfordlike scheme to solve the problem. From the results of the numerical experiments conducted to evaluate the recovery rate of the analysis dictionary, we can intuitively see the performance of the proposed algorithms. Furthermore, the proposed algorithms show good performance in image denoising for realistic applications.
I. INTRODUCTION
In recent decades, sparse and redundant representation models have emerged as powerful and useful tools in various fields. Many applications in data or signal processing and the internet of things (IoT) involve dimensionality reduction, which means that observed signals in a highdimensional space can be described by limited arguments with the appropriate model [1] - [3] . Using an appropriate model, we can process various tasks, e.g., image denoising, classification, separation, compressed sensing, and sampling. Indeed, an interesting study on data or signal processing in the literature has illustrated the evolution of such a suitable model, for which there are many related applications [4] . The utility of sparsity-inspired models has been demonstrated in machine learning, image and signal processing, computer vision, and cloud computing [5] - [13] .
A. SPARSE SIGNAL MODELS: SYNTHESIS AND ANALYSIS MODELS
The most conventional type of sparse representation is based on the synthesis model. Here, we briefly introduce the synthesis model. Let the signals be denoted by X ∈ m×N . With the synthesis model, X can be written as X = DH or X ≈ DH s.t. X − DH 2 F ≤ ε, where D ∈ m×n is referred to as the dictionary [14] . Here, m ≤ n implies that the dictionary has n atoms with size m × 1; accordingly, the dictionary is column redundant. H ∈ n×N is the coefficient matrix of the signal representation. For the aim of sparse representation, the representation coefficient matrix H is expected to be sparse, i.e., nearly all the elements in the matrix are zero. Thus, every signal vector can be expressed by a linear combination of limited columns from the dictionary D. The synthesis model is dependent on the nonzero elements in the coefficient matrix and the corresponding dictionary atoms. Only limited atoms in the dictionary D are chosen to describe the signal; thus, each selected atom is of great significance. An incorrect choice of an atom will lead to further deviation from the expected representation. Unlike the synthesis model, sparse representation based on the analysis model [15] , [16] depends on the zero elements of the coefficient matrix. The signal is analysed using all the atoms from the analysis dictionary. Thus, each atom contributes equally to representing the signal, leading to a stable outcome in signal recovery. Now, we introduce sparse representation with the analysis model, which is a ''twin'' model of the synthesis model. The analysis representation can be formulated as an approximation error H − X 2 F . In the analysis sparse representation, we use a possible analysis dictionary matrix ∈ n×m to handle a single column x ∈ m of the signal matrix X [17] . The analysis representation relies on the analysis dictionary matrix ∈ n×m . Here, ''analysis'' implies using the dictionary to analyse the signal to obtain a sparser solution [18] . In the analysis dictionary, the i-th row is denoted by w i . Then, we expect that the coefficient vector h = x will be the sparsest. This scheme aims to obtain the sparsest solution of h using a sparsity constraint M(h):
The case of the 0 norm is of particular interest, where the 0 norm M(h) = h 0 simply counts the nonzero components in the sparse coefficient matrix h. In the analysis representation, the cosparsity l, which counts the zero components in the sparse coefficient matrix, is described as l = n − h 0 = n − x 0 . However, the 0 norm constraint is usually NP-hard, as it results in a combinatorial optimization problem. Thus, to facilitate optimization problems in practice, convex approximations rather than the 0 norm have been proposed, e.g., the 1 norm. In this work, we employ the 1 norm as the sparsity constraint for implementing the proposed method.
A key task in sparse representation based on the analysis model is analysis dictionary learning. In dictionary learning, a simple method is to employ a predefined dictionary, e.g., of wavelets or the finite difference (FD) operator [19] . Another method is to consider a signal-special dictionary that is directly learned from observed signals. The results of the signal-special dictionary can achieve effective matching with the observed signals. A dictionary thus learned (by various approaches) has considerable potential to outperform a predefined dictionary [20] - [26] . On the other hand, the analysis model may include some additional constraints on the analysis dictionary. For instance, the constraint 2 F ≤ 1 helps remove scale ambiguity [18] , which can be introduced when the signal admits a proper sparse representation. The constraints −log det and 2 F are simultaneously included to manage the condition number of the learned analysis dictionary [18] . An orthogonality constraint can resolve ill-conditioning ( = 0) in the dictionary update step [27] . Thus, these constraints play a major role in dictionary learning. How to efficiently solve an optimization problem with constraints is an important issue.
To avoid trivial results in analysis dictionary learning, an orthogonality constraint on the analysis dictionary is proposed. Most existing methods for solving this problem rely on the hypothesis that signals are vectors in Euclidean space, and thus, the analysis dictionary can be learned from signals based on the vector space structure (and its associated inner product). On the other hand, in many situations, signals and features often belong to manifolds, whose intrinsic structures are important for different applications. Therefore, existing extrinsic approaches become inappropriate and inadequate, as they ignore the potentially important intrinsic structure. Thus, learning an analysis dictionary with the intrinsic structure of signals is a significant problem.
B. CONTRIBUTIONS
We develop a novel method for the analysis of sparse representations with optimization on the Stiefel manifold and introduce an indicator function to reduce the parameters. The proposed algorithm includes two steps: analysis dictionary update and sparse coding. The sparse coding step includes sparse coefficient update and signal recovery.
In the dictionary update step, we adopt the optimization scheme on the Stiefel manifold formed by the orthonormality constraint. In the orthogonality algorithms, the methods for solving the dictionary learning problem with the orthogonality constraint are approximations by projection, which are not accurate mathematical solutions. The feasible region of solutions for the orthogonality constraint forms the Stiefel manifold. We employ the Cayley transform to preserve the orthogonality constraint and introduce the nonmonotone line search algorithm, which has fewer flops, based on it. The analysis dictionary update problem can be approximated as unconstrained optimization updating directly along the Stiefel manifold. Therefore, the analysis dictionary can describe the significant intrinsic properties of the signals. Further, as a focus of this paper, a feasible solution for the manifold can lead to a more accurate and efficient method.
In the sparse coding problem, we introduce the indicator function to reduce the parameters. With a fixed dictionary, we need to optimize the sparsity with a representation error that is as small as possible. In general, the error function is formulated as a penalty function. However, this method includes two trade-off parameters that are difficult to adjust; hence, it is not preferred in applications. In this paper, we propose an indicator function instead of the penalty function to avoid the above-mentioned problem. In the indicator function, there is only one threshold parameter, which is a constant with a small value. The threshold parameter is robust over a large range and hence easier to adjust. The indicator function has been employed in both source separation and signal recovery problems [28] - [30] . Optimization problems with the indicator function can be efficiently solved using the so-called proximal operator as a basic operation.
C. ORGANIZATION
The remainder of this paper is divided into four sections. Related studies are reviewed in Section 2. Section 3 first introduces the constrained dictionary learning algorithm for analysis representation. Then, our problem formulation and the corresponding algorithms of the analysis sparse model are described. Section 4 demonstrates the outperformance of the proposed algorithms using synthesis data and real-world data. Lastly, Section 5 gives our conclusions.
II. RELATED WORK
In recent decades, sparse representation based on the synthesis model has been researched intensively, which has led to many prominent developments in signal processing. An increasing number of studies have focused on sparse representation with the analysis model [27] , [31] - [35] . In [27] and [26] - [38] , the 1 norm was imposed on the sparse coefficient matrix as a penalty function, and the authors proposed a projected subgradient-based method to update the analysis dictionary. Peyré and Fadili [38] formulated a dictionary learning problem as optimization of bilevel programming, which can be solved using gradient descent optimization. The analysis K-SVD (AK-SVD) algorithm was first developed to learn the analysis dictionary [31] . Using the fixed dictionary , the authors employed the optimal backward greedy (OBG) method to learn each submatrix from , whose rows are referred to as submatrices, and then used the eigenvector with the smallest eigenvalue to update . However, AK-SVD involves expensive computation. Hawe et al. [16] employed an additional constraint, which combines the constraints of the full rank and unit row norm, by considering that there is no trivially linear dependent row in the analysis dictionary. Yaghoobi et al. [27] introduced a smooth and differentiable constraint in the dictionary learning stage, which is called the uniform normalized tight frame (UNTF). The constraints include an orthogonality constraint and the unit row norm of the analysis dictionary rows. Projection is a method for solving the dictionary learning problem using the constraint of UNTF. However, it yields an infeasible solution. Moreover, it does not provide an accurate mathematical solution for optimization with the orthogonality constraint. On the contrary, the proposed manifold-based dictionary learning method is a mathematical closed-form solution for our problem.
III. DICTIONARY LEARNING ON THE STIEFEL MANIFOLD WITH THE ANALYSIS MODEL
In this section, the analysis sparse representation problem is first reviewed. We consider the following assumption.
A set of observed signals Y, which are noisy versions of the signals X, are given as Y = X + u, where u is white Gaussian noise with zero mean. Signals X satisfy X 0 = n − l (note that we define the 0 norm of a matrix as the mean of the 0 norm of its columns), and l is the cosparsity. In this work, we use the 1 norm as the sparsity constraint. Thus, considering the noisy version of the measured signals, the optimization task for the analysis sparse representation can be expressed as
where σ is a constant that corresponds to the noise level and L denotes constraints on the dictionary . We use Lagrangian multipliers to form a regularized function that is an alternative version of the above equation. To obtain the proximal solution, we bring the sparse coefficient matrix Z into the formulation. Then, the problem of sparse representation based on the analysis model is reformulated as min ,X,Z
where ∈ n×m is an analysis dictionary and w i is the i-th row in . Here, n > m, n is the number of atoms with size 1 × m, and Z ∈ n×N is the sparse representation coefficient. We choose the constraint of combining the uniformly normalized rows (∀i w i 2 = c) and the orthogonality constraint ( T = I). The orthogonality constraint on the dictionary can avoid ill-conditioned results. Such an orthogonality constraint constructs the so-called Stiefel manifold. Optimizing on the Stiefel manifold is a feasible solution for solving a problem with an orthogonality constraint.
We decompose the entire problem into three univariate optimization subproblems: the first one is the analysis dictionary update subproblem, and the other two are the sparse coefficient matrix and signal update subproblems. The pseudocode for such analysis dictionary learning is presented below.
Algorithm 1 Analysis Dictionary Learning Algorithm
While not converged do 3:
end while

A. DICTIONARY UPDATE WITH THE MANIFOLD METHOD
In this work, we employ optimization on the Stiefel manifold to the analysis dictionary update step for solving the optimization problem with the orthogonality constraint. Owing to the existence of this constraint, the feasible region of the solutions forms a manifold. For instance, if the dictionary is required to satisfy the orthogonality constraint, then the feasible region of the dictionary solution forms the so-called Stiefel manifold.
1) OPTIMIZATION ON A MANIFOLD
The manifold-constrained optimization problem can be established as a set of problems as follows:
where M refers to manifolds. The main issue in optimization on a manifold is to process the cost function on the manifold, which is defined as f : M → , and to iteratively decrease the function value along the manifold instead of in the ambient Euclidean space. M can be any constraint. The terminology ''optimization on a manifold'' implies employing methods that can preserve the manifold constraints during the iterations. In our case, the Stiefel manifold is defined by M := {V|V T V = I}. Several manifold-based methods have been proposed for the optimization problem with the orthogonality constraint, most of which rely on projections or geodesics [27] , [31] . One method for manifold-constrained optimization is based on projection. In Fig. 1 (left) , on the manifold, the inherent (Riemannian) gradient ∇ M f (V) is a vector on the manifold, which can be procured by a projection P V from the standard (Euclidean) gradient ∇f (V) to the tangent space. In the tangent plane, we perform a step along the standard gradient direction. At the next iteration, the update point V is obtained by mapping back on the manifold with a retraction operator R V . Thus, we can use P V and R V to construct ∇ M f (V) from ∇f (V). The projection P V and retraction R V always have closed-form expressions for many manifolds [39] . However, to obtain efficient results, the optimization method needs a high number of flops.
Another method for manifold-constrained optimization is based on geodesics. As far as we know, the state-ofthe-art method for constraint preservation was presented in [40] and [41] , where the authors proposed a nonmonotone line search approach based on the Cayley transform to choose the step size. In contrast to projection, the nonmonotone line search algorithm based on the Cayley transform is a geodesic-like method, which updates the feasible point directly on the manifold. From Fig. 1 (right) , the new iteration V can be obtained from the equation
Here, τ is the step size. Thus, we can seamlessly update the analysis dictionary along the manifold. We take advantage of this method to obtain the optimization solution with the orthogonality constraint in the analysis dictionary update step.
2) DICTIONARY UPDATE OPTIMIZATION ON THE MANIFOLD
In many realistic applications, including the dictionary update problem discussed in this work, optimization with an orthogonality constraint can be posed as
where I is an identity matrix and f (V) : q×p → denotes a differentiable function. A feasible set {V ∈ q×p : V T V = I} constructs a Stiefel manifold.
In the analysis dictionary update problem, we only consider the terms with the dictionary . The analysis dictionary update problem can be expressed as min X − Z 
The new update point is obtained using a Crank-Nicolsonlike scheme [42] :
i.e.,
Here, τ denotes the step size, and division by a matrix implies division by all elements of the matrix. A is a skew-symmetric matrix that is described as
This update rule is called the Cayley transform. From Appendix A, we can observe that the updated solution indeed obeys the orthogonality constraint, i.e., the updated solution is still on the Stiefel manifold. Another important issue is the method to determine the step size τ . Nonmonotone line search is generally used to find a suitable τ and thus guarantee convergence of the iterations. Matrix division by (I + τ 2 A) often involves lower computational complexity compared with most existing constraint-preserving algorithms that compute singular value decompositions (SVDs) or geodesics. We use the Barzilai-Borwein (BB) step size method [40] , which is a well-known method for accelerating the gradient method with nearly no additional consumption of computational resources.
Here, we introduce the nonmonotone line search with the BB step. In the k-th iteration, we can find a step along the function curve G k (τ ) in relation to τ . The optimal point is generated iteratively by the update form := k (τ k ), where
, and h is chosen as the smallest integer that satisfies
where 0 < ξ < 1. Each reference value C k is formulated by a convex combination of
, where Q k = ηQ k−1 + 1 and Q 0 = 1. We set τ k as either τ k,1 or τ k,2 as follows, which are obtained by symmetry processing [43] :
The new update point is obtained by
In our situation,
The derivative corresponding to is
Once we know f ( ) and ∇f ( ), the nonmonotone line search algorithm with the BB step is used to obtain the updating rule of (6) as follows:
In the case of our original analysis dictionary update problem (5), the constraint w i 2 = c can be obtained by row scaling. We use P UN to denote this projection [27] , which can be obtained explicitly:
Here, ν is a random vector from the unit sphere. We describe our algorithm for analysis dictionary learning in Algorithm 2 (MADL).
Algorithm 2 Manifold-Based Update Analysis Dictionary
Learning (MADL) Algorithm 1: Input: X, Z and K max .
2:
Initialization: 1 as random matrices, k = 1.
3:
While k ≤ K max do 4: update k by (16) using nonmonotone line search with BB step, 5 :
end while. 8: Output: = k+1 .
B. COSPARSE SIGNAL UPDATE
In each iteration, with updated , a problem with respect to X and Z needs to be solved, which can be described as min
Here, λ and β are Lagrangian multipliers that should be carefully set in the optimization. We use an alternating update method, i.e., update X while retaining Z unchanged and vice versa. Thus, the problem becomes two optimization subproblems corresponding to X and Z as follows:
These subproblems are the addition of two convex functions, which can be generally expressed as arg min
Here, f 1 (x) and f 2 (x) are convex functions. We introduce a Douglas-Rachford-like scheme [30] , which is generally adopted to solve convex but nonsmooth optimization problems with low complexity and high convergence, to solve VOLUME 7, 2019 this minimization problem. The Douglas-Rachford algorithm operates by splitting, which separately employs each function f 1 and f 2 . It can be extended to a general view that does not require the functions to strictly have Lipschitz continuous gradients [44] . We use the Douglas-Rachford-like scheme to solve the above problem (21) by processing a set of calculations with the corresponding proximal operators prox f 1 and prox f 2 as follows:
which is based on the Douglas-Rachford algorithm that can be found in (10.38) in [44] . Here, the proximal operator of the nonsmooth f (x) is expressed as prox f (y) := arg min
where the parameter λ is a positive constant.
1) SPARSE COEFFICIENT UPDATE
First, we consider the update step of Z. The optimization is given by (20) . We cannot optimize the sparse coding problem directly by Z = X, as the coefficient matrix Z has a sparse constraint. For convenience, we write it here again:
To avoid adjustment of the two parameters λ and β in (18), which are difficult to control and optimize by traditional methods, we introduce the indicator function i(·) into the above formulation, which is then reduced to only one parameter. The second term in (20) can be rewritten as the indicator function:
Here ε is a threshold parameter and is a constant with a small value. As the value of the indicator function is 0 or ∞, the parameter β makes no contribution to the optimization function, and we can omit it. Thus, we rewrite the formulation as
As stated above, the Douglas-Rachford scheme with the proximal operator is a well-known method for solving this optimization problem. Refer to (21) ; in our optimization problem,
To adopt the Douglas-Rachford scheme, we first calculate the proximal solution for f 1 (Z), which can be expressed as
The proximal solution of the indicator function f 2 (Z) is just a projection operator onto a convex constraint set as follows:
The proofs of the proximal operators (27) and (28) can be found in Appendix B. Then, by substituting (27) and (28) into the Douglas-Rachford update rule (22), we obtain the update rule for Z: 1 2 ). (29) 2) SIGNAL UPDATE As with the update step for Z, in the cosparse signal update stage of X, the optimization problem is (20) . We write it here again:
To reduce the parameters, we introduce the indicator function i(·) into the above formulation. The parameters are reduced for the values of indicator function are 0 or ∞. The formulation is rewritten as
By adopting the Douglas-Rachford scheme, the proximal solution of the indicator function i(X) is a projection operator onto a convex constraint set:
Here, the projection operator P is the proximal operator for the indicator function. The proximal solution of Y − X 2 F is X = Y. By substituting these into the Douglas-Rachford scheme (22), we can obtain
In this paper, we term the proposed algorithm for the cosparse signal update the Douglas-Rachford-like-schemebased cosparse signal update (DRSU), which is summarized in Algorithm 3. In this algorithm, we update the signal X and the sparse coefficient matrix Z alternately. The convergence proof for Algorithm 3 is presented in Appendix C. Initialization:
While k ≤ K max do 4:
:
), 6 :
), 8 :
end while, 10: Output: X = X k+1 .
IV. SIMULATIONS
We analyze and discuss the results of numerical experiments and image denoising experiments to assess the performance and efficiency of our algorithms. In the first numerical experiments, we used the synthetic signals generated by a ground-truth dictionary; then, an updated dictionary was learned from the synthetic signals by the proposed algorithms, which was used for comparison with the ground-truth dictionary. Furthermore, we conducted experiments with real-world signals to evaluate the signal recovery capability of the proposed algorithms. White Gaussian noise with different peak signal-to-noise ratios (PSNRs) 1 is added to real data to assess the denoising ability of our algorithms.
A. EXACT RECOVERY OF THE ANALYSIS DICTIONARY
In this experiment, the ground-truth dictionary and the signals were generated as follows. The random ground-truth dictionary was generated using random variables with i.i.d. zero mean and unit variance normal, which needs to be projected into the space of the normalized tight frame. Each signal of observed signals X ∈ m×N was generated by randomly choosing a vector x ∈ m×1 from an orthogonality constrained space of randomly chosen l rows of the ground-truth dictionary. Such a vector had l zero elements in the corresponding sparse coefficient vector z, and thus, the cosparsity was l. We generated a set of such observed signals with N = 200. The maximum iteration K max was 500. Fig. 2 shows the ground-truth analysis dictionary 0 for a size of (32×16). Note that the ground-truth dictionary, from which the signals X were generated, was only used to provide an analysis dictionary for evaluation. In the update step, this ground-truth dictionary was not used.
In the initialization of the proposed algorithm, we employ a linear representation to initialize the dictionary by associating the ground-truth dictionary 0 with a normalized random matrix S, i.e., in = 0 + ρS, and then projecting in onto uniform normalization and orthogonality constraints. Obviously, when ρ is zero, we actually initialize in to be the same as the ground-truth dictionary 0 .
1 PSNR(dB) is defined as 10 log 10 ( 255 2 2 / x−y 2 2 ), where x denotes the original signal and y denotes the signal contaminated by noise. Then, we compare the learned analysis dictionary with the ground-truth analysis dictionary. Through sequential sweeping of every row of the ground-truth and learned dictionaries and discovery of the closest rows, distances smaller VOLUME 7, 2019 FIGURE 5. Recovery curves of the analysis dictionary compared with AOL, TKSVD, and CLS-TL (N=200). than 0.01 are regarded as a success. Thus, the row 0j of the ground-truth dictionary 0 is successfully recovered when
Here, i is one atom (row) from the learned analysis dictionary. For each cosparsity, we perform 30 trials. We choose ρ = 0, 0.1, 0.5 and N = 200 and plot the recovery curves. Fig. 2 shows the ground-truth and learned dictionary with a cosparsity of 5, from which we can see the performance of the dictionary recovery intuitively. The atoms from the learned dictionary are the same as the corresponding ones from the ground-truth dictionary, indicating that the dictionary is recovered well. Fig. 3 shows recovery curves of the analysis dictionary for various ρ. In Fig. 3 , we can observe that our algorithm MADL is effective and that the recovery rate can reach up to 100% at many different cosparsities. Then, we study the role of N in the dictionary recovery. The experimental parameters are the same as those used previously with ρ = 0.1, and we repeat the simulations for different observational signals with populations of N =400, 600, 800, and 1000. The experimental results are demonstrated in Fig. 4 , which indicate that the ground-truth dictionary can be recovered well with different populations of observational signals.
In addition, we compare our algorithm MADL with some state-of-the-art algorithms, namely, AOL [27] , transform K-SVD (TKSVD) [45] , and constrained-least-squares sparsifying transform learning (CLS-TL) [46] , all of which involve the orthogonality constraint on the analysis dictionary. The results are shown in Fig. 5 , from which we can see that the proposed algorithm can obtain a good recovery ratio even in the low cosparsity cases. 
B. IMAGE DENOISING WITH THE LEARNED DICTIONARY
In this section, we apply the proposed algorithm to real-world images. The test images are obtained from the Yale face database 2 . We compare the denoising performance for images using a learned dictionary and a finite difference (FD) operator [47] , and we compare the algorithm MADL with the advanced algorithms AOL [27] , TKSVD [45] , and CLS-TL [46] to assess the efficiency of the proposed algorithm. In our experiments, we set the parameter of the Douglas-Rachford algorithm to µ = 0.0002 (in Algorithm 2).
A pseudo-random admissible 0 ∈ 128×64 is used as the initial analysis dictionary. Then, the analysis dictionary is learned from training signals of size N = 16384 with 8 × 8 image patches from various faces. Fig. 6 shows the dictionaries learned using the proposed algorithm MADL and the algorithm AOL.
To evaluate the denoising performance for the learned analysis dictionary of different algorithms and the FD dictionary, we perform the next experiment. The learned dictionary and FD dictionary are employed to denoise a corrupted face image. The original face and noisy version are shown in Fig. 7 . Additive i.i.d. Gaussian noise is added to the original face to obtain the noisy version. The two faces in the middle row are the denoised faces obtained using the proposed algorithm DRSU with the learned dictionary and the FD dictionary, and the two faces in the bottom row are the denoised faces obtained using AOL with the learned dictionary and FD dictionary. The denoising results obtained by the various algorithms are summarized in Table 1 , from which we can observe that the denoised images obtained by the proposed algorithm are comparable in most noisy cases to those obtained by the existing methods AOL, TKSVD, CLS-TL, and ASimCO [34] .
As our initial aim is to increase the cosparsity of the signal representation coefficient, we describe the cosparsity of different patches, as can be seen in Fig. 8 . To compare the cosparsity obtained using the learned dictionary and the FD dictionary, we plot the differences between them. The horizontal axis represents the index of the image patches. The learned dictionary has a cosparsity of nearly 25, and the FD dictionary has a cosparsity of 10. From the positive values here, the cosparsity is larger in the case of the dictionary learned by the proposed algorithm DRSU than in the case of the FD dictionary. Then, we compare the cosparsities of the dictionaries learned by the proposed algorithm and AOL. Fig. 9 and Fig. 10 show the effective cosparsities redobtained using the two learned dictionaries. Each figure shows a histogram of the effective cosparsity of a signal. We can see that the averaged cosparsity for the proposed algorithm DRSU (i.e., approximately 35) is larger than that for the algorithm AOL (i.e., 30).
Furthermore, we apply the proposed algorithm DRSU to different face images to observe the performance in image denoising. From Fig. 11 , we can see that our algorithm works well for different images. We also show the denoised performance of different methods in Fig. 12 , from which we can see that the result of our algorithm is comparable to that of the state-of-the-art algorithms.
V. CONCLUSION
This paper proposed a novel manifold-based method to learn the dictionary of sparse representation based on the analysis model. To efficiently solve the orthogonality constraint in the dictionary update problem with the analysis model, we optimized the cost function on the Stiefel manifold. The results of the dictionary recovery experiments indicated the ability of the proposed algorithms to properly and effectively learn the analysis dictionary. For the sparse coding step, we employed an indicator function as the cost function penalty. Each suboptimization problem for the signals and coefficient matrices is convex but nonsmooth. We proposed the use of proximal operators to solve the subproblem, which led to a closed-form solution. Then, we used the Douglas-Rachford scheme with the proximal operator to solve the optimization problems, which have low complexity and high convergence. The results of the denoising experiments showed that our algorithm can be applied to image denoising. The experimental results also showed that the proposed algorithm achieved results comparable to those of state-of-the-art algorithms. Nevertheless, with the extensive development of mathematical and computer theory, more work is required.
APPENDIX A SATISFACTION OF THE ORTHOGONALITY CONSTRAINT
Since A is skew symmetric, 
where λ > 0. Consider g(x) = x 1 . The closed-form solution of (36) 
The detailed proofs can be found in [48] . 
When updating Z, the analysis dictionary and the signals X are the known matrices; thus, X can be referred to as U and Z as the unknown S. Then, we obtain proposition 2. ii) n∈N λ n (2 − λ n ) = ∞. iii) n∈N λ n ( a n + b n ) < +∞. Take x 0 ∈ H and set, for each n ∈ N,
APPENDIX C CONVERGENCE PROOF FOR ALGORITHM 3 WITH THE DOUGLAS-RACHFORD SCHEME
x n+ 1 2 = prox f 1 x n + b n ; x n+1 = x n + λ n (prox f 2 (2x n+ 1 2 − x n ) + a n − x n+ 1 2 ).
Then, (x n ) n∈N converges to some points of x ∈ H. Proposition: The solution generated by Algorithm 3 can converge to the solution of the problem.
Proof: i) In our optimization problem, f 1 and f 2 are the indicator function and error approximation, respectively. ii) Then, we set λ n ∈ [ε, 2 − ε]. iii) In our situation, let a n = b n = 0. The proposed algorithm can be written as x n+ 1 2 = prox f 1 x n ; x n+1 = x n + λ n (prox f 2 (2x n+ 1 2 − x n ) − x n+ 1 2 ).
From Theorem 1, our algorithm converges to a solution.
