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Abstract. Durch die Verbindung zwischen physischen Maschinenteilen und 
digitalen Services werden mit Cyber-physischen Systemen in Smart Factories 
viele datenbasierte Optimierungen möglich. Ein wichtiger Bestandteil dieser 
sogenannten Smart Factories kann die Technologie Complex Event Processing 
(CEP) sein. CEP erlaubt Echtzeitauswertungen komplexer Events, i. S. v. 
kombinierten Datenwerten aus unterschiedlichen Quellen. Damit können u. a. 
anomale Prozessabläufe identifiziert und lokalisiert werden. Eine aktuelle 
Beschränkung der Wirkungsfähigkeit ist die hauptsächlich deklarative und 
reaktive Implementierung von CEP. Eine Erweiterung um Ansätze aus dem 
Machine Learning (ML) ist daher vielversprechend. Es fehlt jedoch an einer 
aktuellen Übersicht zu Verbindungen von CEP und ML innerhalb der Forschung 
sowie deren Transferfähigkeit auf Smart Factories. Unser Beitrag liefert (1) eine 
Synthese der bislang erforschten CEP-ML-Kombinationen, wobei sich 
Supervised Learning als überwiegender Kombinationsansatz zeigt, und (2) eine 
Übertragung der Potenziale für die Verwendung in Smart Factories. Hier zeigten 
sich reaktive Maßnahmen als bisheriger Forschungsschwerpunkt. 
Keywords: Machine Learning; Complex Event Processing; Real-time Event 
Processing; Smart Factory; Literature Review 
1 Einleitung 
Die nutzbare Datenmenge in der modernen Industrie steigt stetig an [1]. Inzwischen 
beschränkt sich die Nutzung der Analysepotenziale nicht nur auf historische Daten-
bestände, sondern verstärkt auf die Auswertung von Echtzeitdaten. Dies erlaubt eine 
situationsabhängige und dynamische Entscheidungsfindung [2]. Ein Realisierungs-
ansatz dafür kann Complex Event Processing (CEP) sein, ein Technologie-Paradigma 
zur Verarbeitung kontinuierlicher Datenströme auf Basis von Ereignissen [3]. 
Gerade in Smart Factories lassen sich mit dieser Technologie Einsparungen durch 
die Echtzeitauswertung von Sensordaten erzielen [4]. Trotz der großen Potenziale von 
CEP existiert jedoch eine fundamentale Einschränkung: CEP verarbeitet und analysiert 
Ereignisse auf Basis manuell vorspezifizierter, deklarativer Regeln [5, 6]. Durch die 
regelbasierte Umsetzung [6] ist eine Proaktivität schwierig umsetzbar. Ebenso erfordert 
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der reaktive Charakter teure manuelle Identifikations- und Implementierungsprozesse 
[7]. 
Forscher aus der Domäne des CEP greifen infolgedessen zuletzt verstärkt auf 
Machine Learning (ML) zurück, um die (teure) deklarative Natur von CEP zu 
verändern und zu verbessern [8-12]. ML ist ein Ansatz, in dem Computersysteme 
automatisiert auf Basis von Algorithmen aus Erfahrung lernen [13]. 
Zusammenfassend sollen die aktuellen CEP-Restriktionen durch geeignete ML-
Möglichkeiten aufgeweicht und wenn möglich ganz gegenstandslos werden. Der Fokus 
dieser Arbeit liegt dabei auf der Anwendbarkeit in Cyber-physischen Systemen 
moderner Smart Factories. Es lassen sich damit zwei Forschungsfragen ableiten: 
(1) Welche ML-Verfahren werden in Kombination mit CEP eingesetzt und wie sind 
diese zu systematisieren? 
(2) Welche Potenziale leiten sich aus dem Einsatz von ML im CEP von Industrie-
fertigungsanlagen in Smart Factories ab? 
Zur Beantwortung der Forschungsfragen ist dieser Beitrag wie folgt aufgebaut: In 
Kapitel 2 wird ein Überblick zu den theoretischen Grundlagen von Smart Factories, 
CEP und ML gegeben. Kapitel 3 erläutert die angewendete Forschungsmethodik. 
Kapitel 4 beantwortet Forschungsfrage (1) auf Basis einer literaturgestützten 
Taxonomie zur Lokalisierung potenzieller Anwendungsmöglichkeiten. Die erlangten 
Erkenntnisse werden anschließend innerhalb von Kapitel 5 zur Beantwortung von 
Forschungsfrage (2) auf Herausforderungen und Verbesserungspotenziale für Anlagen 
in Smart Factories übertragen. In Kapitel 6 erfolgt eine kritische Stellungnahme zu den 
erarbeiteten Erkenntnissen. Ebenso werden erkannte Forschungslücken aufgezeigt. Die 
Arbeit schließt mit einem Fazit. 
2 Smart Factories, CEP und ML 
Cyber-physische Systeme und Smart Factories. Die zentralen Produktionsfaktoren 
der Industrie 4.0 sind Informations- und Kommunikationstechnologien [14]. Sie 
werden dazu genutzt Cyber-physische Systeme (CPS) zu entwickeln. Dabei handelt es 
sich u. a. um Objekte, Gebäude oder Produktionsanlagen, die durch eingebettete 
Systeme kommunikationsfähig werden und ihre Umgebung mittels verbundener 
Sensorik erfassen können. Sie sind vernetzbar und offenbaren über echtzeitfähige 
Messungen von Ereignissen (sog. Events) neue Optimierungs- und Automatisierungs-
potenziale [14]. 
Complex Event Processing. Eine Möglichkeit der Nutzenmachung dieser Events 
ist CEP, ein Technologie-Paradigma zur Echtzeitverarbeitung kontinuierlicher 
Ereignis-Datenströme [3]. Die CEP-Referenz-Architektur besteht aus drei Kom-
ponenten. Der (1) Event Producer überträgt die gesammelten Events an den (2) Event 
Processor, die zentrale Verarbeitungseinheit. Dieser verarbeitet Events regelbasierend 
auf Basis manuell und deklarativ zu definierender Agenten zur Erkennung anomalen 
Verhaltens [7]. Die Verbesserung der Fähigkeiten dieser sogenannten Event Processing 
Agents durch ML ist der Fokus des vorliegenden Beitrags. Nach der Verarbeitung 
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werden die Ergebnisse an festgelegte (3) Event Consumer übergeben, welche die 
Ereignisbehandlung übernehmen [2, 15]. 
ML-Verfahren. Die bisherigen CEP-Einschränkungen sollen durch Möglichkeiten 
des ML verbessert werden. Dies erlaubt die automatisierte CEP-Regelbildung für 
bekannte und ggf. unbekannte Anomalien. Zum Beispiel könnte eine zu definierende, 
Schwellenwert-basierte Filterung durch eine ML-trainierte Klassifikation ersetzt 
werden. ML bietet dazu unterschiedliche Verfahren zur Schulung von Algorithmen. 
Supervised Learning umschreibt einen Lernansatz, bei welchem Inputs bewusst 
vordefinierten Outputs zugeordnet werden. Durch die Übergabe der Input-/ Output-
Paare zu Trainingszwecken kann die Maschine künftig neue Fälle automatisiert 
zuordnen [16-18]. Diese können weiter in Klassifizierungs- und Regressionsansätze 
unterkategorisiert werden. Beim Unsupervised Learning wird auf die Übergabe der 
Input-/ Output-Paare verzichtet. Der verwendete Algorithmus erhält ausschließlich 
Inputs. Als Ziel gilt das Erkennen bisher unentdeckter Muster [17, 19, 20]. Hier wird 
i. d. R. mit Clustering und Dimensionsreduktion gearbeitet. Das Reinforcement 
Learning ist ein weiterer Lernansatz zum Verstehen und zur Automatisierung von 
zielgerichtetem Lernen und Entscheidungsfindungsprozessen [21]. Durch Versuch und 
Irrtum in Kombination mit Belohnungen wird ein Lernagent geschult, sodass er je nach 
angenommenen Zuständen und Aktionen Belohnungen maximiert [18, 22, 23]. 
3 Methodisches Vorgehen 
Zur Beantwortung der Forschungsfragen wurde das Rahmenwerk zur strukturierten 
Literaturrecherche nach vom Brocke et al. [24] verwendet. 
Rechercheumfang. Der festzulegende Rechercheumfang basiert auf der Taxonomie 
nach Cooper [25]. Als Fokus gelten Forschungsergebnisse und Anwendungen. Das Ziel 
ist die Integration der Forschungsbereiche ML und CEP. Es wird eine neutrale 
Darstellung mit repräsentativer Abdeckung gewählt. Die Ergebnisse selbst werden 
konzeptionell zur Beantwortung der Forschungsfragen organisiert. Als Zielgruppe 
haben wir spezialisierte Forscher aus den Bereichen von ML und oder CEP sowie 
allgemeine Forscher aus der Wirtschaftsinformatik bestimmt. 
Konzeptualisierung. Das Suchergebnis muss ein Verfahren aus der Domäne des 
ML im CEP einsetzen und auf Anwendungen in Smart Factories übertragbar sein. 
Literatursuche. Bei der Datenbankauswahl wurden sieben Datenbanken aus den 
Bereichen der Informatik und Betriebswirtschaftslehre gewählt (vgl. Abbildung 1). Für 
die Keyword-Suche wurden gängige Begriffe aus dem CEP genutzt (Kurzform: *Event 
& Processing | -driven*) und mit dem engl. Oberbegriff „Machine Learning“ 
verbunden.1 
                                                          
1
 Eine Übersicht der definierten Suchterme je wissenschaftlicher Datenbank sowie die voll-
ständigen Referenzen zu Tabelle 1 können im digitalen Anhang abgerufen werden unter: 
https://bit.ly/2qSdhP8. 
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Abbildung 1: Prozess der Literatursuche 
Es wurden im ersten Schritt 618 potentiell relevante Werke identifiziert. Nach der 
Analyse aller Werke bzgl. Titel, Abstract, Keywords und Duplikaten konnten 62 
relevante Publikationen ermittelt werden. Die Volltextanalyse reduzierte die Anzahl 
auf 44. Ein Gros an Suchergebnisse fand sich in informatiknahen Datenbanken 
(IEEEXplore und ACM Digital Library). Letztere publiziert u. a. Beiträge der für das 
Thema hoch relevanten Konferenz Distributed Event-Based Systems (DEBS). Die 
Rückwärtssuche wurde auf Basis der extrahierten Quellen aus den Werken durchge-
führt, die Vorwärtssuche über Google-Scholar-Zitationsdaten. Dies führte zu weiteren 
29 Ergebnissen, sodass insgesamt 73 Beiträge gefunden werden konnten. 
4 Auswertung der Literaturanalyse 
Ergebnis der Synthese. Die Synthese (vgl. Abbildung 2) zeigt, dass das Lern-
paradigma Supervised Learning im CEP dominiert (n=46). Der Großteil der Arbeiten 
behandelt dabei den algorithmischen Ansatz der Klassifizierung (n=23). 
Das Lernparadigma Unsupervised Learning findet hingegen weniger Anwendung 
(n=6). Clustering zeigt sich hier als dominanter Ansatz (n=5), wobei ein Beitrag einen 
dimensionsreduktionsbasierten Ansatz verfolgt. 
Beliebter ist die Kombination (Englisch: Combined Learning) aus Unsupervised und 
Supervised Learning (n=13). Die meisten Autoren (n=12) nutzen hierbei eine 
Verbindung aus Clustering und Klassifikation. Ein Ansatz behandelt Clustering 
erweitert um ein probabilistisches Modell (n=1). 
Reinforcement Learning für CEP wurde bisher nicht beachtet und scheint damit 
potentieller möglicher Gegenstand weiterer Forschung. Weitere alternative Ansätze, 
welche sich nicht in das gewählte Klassifikationsschema einordnen ließen, wurden 
unter Weitere Beiträge (n=8) aufgelistet. Beispiele finden sich mit Algorithmen aus der 
Data Mining Domäne [26] oder Eigenentwicklungen wie bei Margara et al. [27] mit 
deren Windows Learner. 
Zeitliche Entwicklung. Die Forschungsdomäne kann als jung bezeichnet werden 
mit dem frühsten Beitrag aus dem Jahr 2007 [28]. Über die Folgejahre zeigt sich ein 
steigendes Forschungsinteresse mit Höhepunkten in den vergangenen Jahren 2016 
(n=18) und 2017 (n=17). Das Jahr 2018 ist nicht vollständig erfasst. Diese Tendenz 
verdeutlicht die Aktualität und Themenrelevanz sowie die verschiedenartigen 
Anwendungsmöglichkeiten des ML im CEP. 
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Auf Ebene der Lernparadigmen ist festzustellen, dass anfangs vor allem Supervised 
Learning betrachtet wurde. Hierbei lag der Fokus zunächst auf Klassifizierungs-
ansätzen. Ab dem Jahr 2013 findet eine Diversifikation statt. Weitere Ansätze, wie 
bspw. regressionsbasierte Verfahren, finden vermehrt Betrachtung. Dennoch bleiben 
Klassifikationsverfahren durchgehend dominant. Unsupervised Learning ist in der 
CEP-Forschung hingegen (bisher) unterrepräsentiert. Die erste Publikation aus dem 
Jahr 2010 verfolgt einen dimensionsreduktionsbasierten Ansatz. Ab 2013 werden 
vereinzelt Clustering-basierte Beiträge veröffentlicht, wobei das Maximum im Jahr 
2017 (n=2) liegt. Ein stärkeres Interesse zeigt sich bei der Kombination beider 
Paradigmen. Nach nur einer Publikation im Jahr 2014, finden sich 2016 fünf und 2017 
sieben Beiträge. 
 
Abbildung 2: Zuordnung der Beiträge zu den ML-Lernparadigmen 
Fazit. Im CEP findet überwiegend Supervised Learning Anwendung. Dies lässt sich 
aufgrund des reaktiven Charakters in Kombination mit historischen Eventdaten 
erklären. Unsupervised Learning wird dementsprechend meist in Kombination ein-
gesetzt. Damit lassen sich Vorteile aus beiden Paradigmen nutzen, wobei hierbei 
weiterer Forschungsbedarf besteht. Eine fundierte Eignungsprüfung des Ansatzes 
Reinforcement Learning für CEP fehlt hingegen. Es zeigt sich aus der historischen 
Analyse, dass die Forschung im Bereich CEP und ML an Wirkungskraft gewinnt und 
nicht nur punktuell einzelne Verfahren betrachtet. Es ist vielmehr ein Trend zu 
erkennen, dass verschiedene Verfahren kombiniert werden, um einen erkennbaren 
Mehrwert in der Echtzeitverarbeitung von Events zu schaffen. 
SUPERVISED LEARNING
UNSUPERVISED LEARNING
COMBINED LEARNING
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5 Anwendungspotenziale in Smart Factories 
5.1 Zielbereiche von Produktionsanlagen 
Aus betriebswirtschaftlicher Perspektive bestehen in Produktionsanlagen vier Ziel-
bereiche [29]: Kosten, Qualität, Zeit und Flexibilität. Unter Kosten wird mehrheitlich 
die bestmögliche Allokation der eigenen Ressourcen verstanden. Qualität umschreibt 
die Annahme und Schätzung einer Übereinkunft des Produkts mit den eigenen 
Zielvorgaben basierend auf dem Produktionsprozess. Zeit definiert sich als Quelle eines 
Wettbewerbsvorteils i. S. v. Ansätzen wie Just-in-time und als fundamentale 
Messinstanz für die Produktionsperformance. Flexibilität beinhaltet die Fähigkeit eines 
Industrieherstellers, sein Produktionssystem effizient zu verändern – sowohl 
hinsichtlich der Produktvielfalt als auch der Herstellmenge [30]. 
Dieselben Zielbereiche bestehen auch in Smart Factories [4]. Durch den Einsatz von 
CPS und der verbundenen Infrastruktur sollen potenzielle Verbesserungen in allen vier 
Bereichen realisierbar sein [4]. Um Potenziale durch die Kombination aus CEP und ML 
aufzuzeigen, wird im nachfolgenden Kapitel von derartigen Industrieanlagen 
ausgegangen. 
5.2 Synthese potenzieller Lösungsansätze durch CEP und ML 
Synthese. Auf Basis der Rechercheergebnisse lassen sich sowohl reaktive als auch 
proaktive Einsatzpotenziale für Smart Factories erkennen. Wie in Tabelle 1 ersichtlich 
überwiegen Forschungsbemühungen zu reaktiven Möglichkeiten. Ebenso sind die in 
Abbildung 2 unter Weitere aufgeführten Beiträge ausschließlich auf reaktive Maß-
nahmen gerichtet. Aus Platzgründen wurde jedoch auf die Aufnahme in Tabelle 1 
verzichtet, zumal es sich weitestgehend um Spezialfälle handelt oder kein spezifischer 
Algorithmus genannt wird. Ein Hinweis zu weiteren Details findet sich in Fußnote 1. 
Reaktive Maßnahmen. Reaktive Maßnahmen von CEP in Kombination mit ML 
sollen effizientere Abläufe für Fehler- bzw. Schadensfälle ermöglichen. Dies erlaubt 
die Aufbereitung wichtiger Informationen für die Fehlerlokalisierung und -behebung. 
Bei Beginn des CEP-Monitorings in Industrieanlagen sind allerdings i. d. R. nicht alle 
Störfälle bekannt. Eine Fortschreibung der Mustererkennung ist daher essentiell. Dies 
erfordert eine manuelle Identifizierung neuer Anomalien. Die Aufgabe impliziert hohes 
technisches Wissen, bei vertiefender Domänenkenntnis [5, 6]. Eine Unterstützung kann 
ML bieten. Damit werden im Idealfall bisher unbekannte Eventmuster vollautomatisch 
aufdeckbar und für die Zukunft aufbereitet [28, 59]. 
Einen direkten Anwendungsbezug in Smart Factories bietet der Ansatz von Metz et 
al. [35]. Sie nutzen Produktionsdaten in Kombination mit Prozessdaten, um mit Hilfe 
einer ML-Komponente neue Regeln über Entscheidungsbäume zu klassifizieren und 
diese für die CEP-Einheit zu nutzen. Ebenso findet sich der Einsatz von Kamera-
systemen und bildverarbeitenden Sensoren in Produktionsprozessen [42]. Diese bieten 
wertvolle Informationen für Smart Factories, um eine präzisere Mustererkennung 
und -adaption zu realisieren.  
52
   
 
14th International Conference on Wirtschaftsinformatik, 
February 24-27, 2019, Siegen, Germany 
Tabelle 1: Potenziale beim Einsatz von CEP und ML in Smart Factories (für die vollständige 
Einordnung aller analysierten Quellen vgl. Fußnote 1) 
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Darüber hinaus werden Sensornetze in Kombination mit Klassifizierungsalgorithmen 
genutzt [38]. Die Erkennung anomalen Verhaltens erfolgt dabei über Analysen von 
Events aus Druck-, Vibrations-, Temperatur- und Näherungssensoren [60]. Auch 
Ansätze aus weiteren Forschungsbereichen zeigen Potenzial für die Problemlösung auf. 
Einige der Autoren [41, 43] setzen auf Videoüberwachungs-Datensätze, um Aktivitäts- 
bzw. Eventmuster zu erlernen. Hierbei wird bis auf eine Ausnahme einer Markov-
Model-Verwendung in [41] auf Induktive Logische Programmierung gesetzt. Die 
Anwendung erfolgt allerdings außerhalb von Smart Factories, ist aber potenziell 
übertragbar. 
Weitere Autoren [40, 56] nutzen Beschleunigungssensor-basierte Ereignisströme, 
um automatisiert Bewegungsmuster von Personen zu erkennen. Für das ML wird bei 
[40] eine Klassifizierung mittels des Fuzzy Unordered Rule Induction Algorithm 
(FURIA) verwendet. [56] nutzen hingegen eine Kombination aus Clustering und 
Klassifikation auf Basis von Naive Bayes und eines unspezifizierten Clustering-
Ansatzes. In produktionsspezifischen Szenarien bietet dies jeweils u. a. die Möglichkeit 
zur Überwachung und Steuerung von industriellen Roboterarmen [61]. Eine manuelle 
Implementierung der Bewegungsprofile als Events in einem CEP-System wäre 
dagegen mit großem zeitlichem Aufwand und hoher technischer Expertise (Kosten) 
verbunden. 
Ein weiteres Anwendungsfeld ist die Netzwerksicherheit. Durch den Einsatz von 
CPS werden neue Cyber-Angriffsflächen eröffnet, welche eine Betriebsstörung oder 
Produktionsausfälle verursachen können [62]. Zur Prävention resultierender Zeit-
verluste und Kosten setzen [6, 26] auf CEP-basierte Intrusion Detection Systeme, 
welche um ML-Komponenten erweitert werden. [6] nutzen hierfür Discrete Kalman 
Filters, wohingegen [26] eine Kombination aus Markov Logic und Data Mining An-
sätzen einsetzen. In beiden Fällen wird eine dynamische und adaptive Anpassung der 
Angriffsmuster möglich ohne die Notwendigkeit von manuellen Eingriffen und 
wiederkehrender, aufwändiger Nacharbeitung. 
Durch die aufgezeigten Maßnahmen werden primär die manuelle Überwachungs-
tätigkeit und die Implementierung von deklarativen Regeln im CEP-System entfallen. 
Dies resultiert in einer Verbesserung der Reaktivität in Produktionsstätten und spart 
Zeit und Kosten ein. 
Proaktive Maßnahmen. Zukünftige Events werden im CEP standardmäßig nicht 
berücksichtigt [42]. Eine proaktive und frühe Reaktion auf Events erhöht jedoch den 
Geschäftswert des Systems [32]. Mit der Erweiterung um ML lässt sich dies auch im 
CEP-Umfeld erreichen. Damit werden Vorhersagen und proaktives Handeln auf Basis 
historischer Eventdaten durch Schwellenbereiche möglich. 
[42] setzen auf ein Conditional Density Estimation trainiertes ML-CEP-System, 
welches Eventdaten von Kamerasystemen und Sensoren erhält. Der Produktions-
durchlauf wird in Echtzeit auf anormale Veränderungen geprüft und mit Eintritts-
wahrscheinlichkeiten abgeglichen. Dieselbe Aufgabe findet sich als zentrales Thema 
der ACM DEBS 2017 Grand Challenge [53]. Zur Datenvorverarbeitung galt es Events 
auf Basis diskreter Zustände (z. B. Temperatur oder Druck der Produktionsmaschine) 
durch einen Clustering-Algorithmus zu gruppieren. Daraufhin musste ein Markov-
Modell trainiert werden, um Eintrittswahrscheinlichkeiten von Anomalien in Echtzeit 
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zu berechnen. In allen Lösungsansätzen wurde mit Zustandsübergängen zwischen den 
Clustern gearbeitet. Das System benachrichtigt den Mitarbeiter sobald die 
Wahrscheinlichkeit über einem definierten Schwellenwert liegt. 
[34] zeigen mit Hilfe eines Shapelet-basierten Ansatzes, dass sich die Vorhersage-
fähigkeit mit dem automatisieren Lernen von Regeln kombinieren lässt. Ein alternativer 
Ansatz [36] zielt auf die einheitliche Verwendung eines proaktiven 
Architekturstandards im industriellen Umfeld ab. Mit Hilfe eines Bayesschen Netzes 
und einer verbundenen Klassifizierung anhand von Entscheidungsbäumen werden in 
diesem Beispiel Probleme Zeit-terminierter Wartungsvorgänge unabhängig vom 
tatsächlichen Maschinenzustand angegangen. Durch eine CEP-Kombination mit einer 
ML-gestützten Echtzeitanalyse wird der Austausch bei faktischer Notwendigkeit eines 
Ersatzteils in Abhängigkeit der verbleibenden Lebensdauer angezeigt. Dies erlaubt eine 
entsprechende Optimierung des Wartungsintervalls. 
Weitere Einsatzszenarien finden sich einerseits für intra-logistische Material-
bewegungen wie der gezielten Überwachung von Förderbändern [63] sowie anderer-
seits für extra-logistische Materialbewegungen wie z. B. im Straßenverkehr [8, 64, 65]. 
Dabei werden Eventdaten kontinuierlich über Sensoren, Kamerasystemen oder 
Induktionsschleifen erfasst, übertragen und zur Vorhersage u. a. von Verkehrsstaus 
herangezogen. [8] setzen dazu auf eine Adaptive Moving Window Regression, um ein 
kontinuierliches Lernen des CEP-Systems zu sichern. [64]. [65] nutzen hingegen 
Bayessche Netze, um probabilistische Complex Events vorherzusagen.  
Die Proaktivität der aufgezeigten Ansätze führt vorrangig zur Optimierung der 
Auslastung der Fertigungs-, Wartungs- und Warenflussprozesse. Ebenso resultieren 
daraus Kosteneinsparungen durch proaktiv reduzierte Wartungsprozesse. 
6 Diskussion und Fazit 
Diskussion. Die unternommene Untersuchung zeigt, dass ein Einsatz von ML großes 
Potenzial für CEP besitzt. [66] bestätigen dies und bezeichnen den Einsatz von ML als 
bedeutenden Fortschritt in der Echtzeitauswertung von Events. Trotz der Bedeutung für 
die Forschungsdomäne fehlte bislang eine umfassende Betrachtung der 
unterschiedlichen Kombinationsansätze. 
Auf Basis der durchgeführten Literaturrecherche konnte festgestellt werden, dass bei 
der Erweiterung von CEP um ML primär Supervised-Learning-Ansätze eingesetzt 
werden. Über die letzten Jahre finden sich aber vermehrt Kombinationen aus 
Supervised- und Unsupervised-Learning-Ansätzen. Dies birgt großes Potenzial für die 
Umsetzung proaktiven Verhaltens. Reinforcement Learning und weitere Alternativen 
sind hingegen kaum untersucht worden. Zukünftige Forschung könnte hier ansetzen, 
um bspw. die Wirksamkeit von belohnungsorientierten Ansätzen für das CEP zu 
untersuchen. Reinforcement Learning wird bereits in Multi-Agenten-Systemen 
verwendet. Da Event Processing Agents konzeptionell als autonome Agenten eines 
umfassenderen Event Processing Networks betrachten werden, liegt es nahe, die 
Wirksamkeit dieses Ansatzes auch in diesem Umfeld zu untersuchen. 
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In einer zweiten Synthese wurden mögliche Einsatzpotenziale von ML in CEP für 
Smart Factories betrachtet. Für die betriebswirtschaftlichen Zielbereiche von Kosten, 
Zeit, Flexibilität und Qualität ergaben sich sowohl (1) reaktive als auch (2) proaktive 
Verbesserungsansätze. Das Potenzial wird überwiegend in der Reduzierung der Zeit 
(d. h. in Bezug auf bessere Maschinenauslastung) und der Kosten (d. h. in Bezug auf 
Automatisierungsansätze) gesehen und adressiert. Bisherige Forschung zielte primär 
auf reaktive Maßnahmen ab, wobei gerade in den letzten beiden Jahren verstärkt auch 
proaktive Maßnahmen erforscht wurde. 
Die Literaturanalyse zeigt, dass für reaktive Maßnahmen in Smart Factories vor-
nehmlich auf Supervised Learning zurückgegriffen wird. Es handelt sich dabei 
insbesondere auf SVMs und künstlich neuronale Netze aus dem Bereich der 
Klassifizierung. Ansätze aus dem Unsupervised Learning sind bislang unterre-
präsentiert, wobei jedoch erste Testversuche erfolgt sind. Combined Learning 
wiederum scheint für reaktive Maßnahmen hinsichtlich der fehlenden Verwendung 
vergleichsweise unbrauchbar. Dies steht im Gegensatz zu proaktiven Maßnahmen. Hier 
wird zunehmend mit Ansätzen aus dem Combined Learning gearbeitet. Primär 
erscheint eine Verbindung aus k-Means und dem Markov Model erfolgsversprechend. 
Auch Anwendungen aus dem Supervised Learning finden sich. Dabei werden 
überwiegend Bayessche Netze aus dem Bereich der probabilistischen Modelle 
eingesetzt. Ansätze aus dem Unsupervised Learning bestehen hingegen keine, was 
deren fehlende Eignung nahelegt. 
Fazit und Ausblick. Aktuell werden einige Anwendungen für die kontinuierliche 
Echtzeitauswertung von Events auf CEP-Basis erprobt. Gerade im Umfeld von Smart 
Factories zeigen sich erste Umsetzungen primär in reaktiven Bereichen, wie der 
informationsgestützten Reparatur im Fehlerfall. Auch in Bezug auf Big Data werden 
Kombinationen aus CEP und ML als erfolgsversprechend angesehen [67]. Der Trend 
geht hierbei zu probabilistischen bzw. ungewissen Eventmodellen. Im Gegensatz zu 
deterministischen Eventmodellen sind dabei nicht alle Attribute bekannt oder mit 
Ungenauigkeiten versehen [67]. Erste Lösungsansätze fokussieren Bayessche und 
Markov-Netze allerdings mit bisher mäßigem Erfolg [68]. 
Zukünftige Forschung könnte hier ansetzen und über neue Ansätze wie bspw. das 
Online Machine Learning [69] weitere Verbesserungen erreichen. Beim Online ML 
steht die automatische Generierung der vormals manuell spezifizierten deklarativen 
CEP-Abfragen im Mittelpunkt, um sowohl eine verbesserte Eventerkennung 
und -verarbeitung zu erreichen als auch um Kosten zu sparen. Auch die Kombination 
von CEP mit Ansätzen aus dem Reinforcement Learning ist wie oben beschrieben 
vielversprechend. Gerade für Smart Factories kann im Hinblick auf die Optimierung 
der Maschinenlauffähigkeit und für das damit verbundenen Wartungsmanagement eine 
Verbesserung erfolgen. Dies lässt sich insbesondere durch präskriptive Analyse 
prognostizieren, wobei hier nicht die Maschine als Einzelkomponente betrachtet 
werden sollte, sondern die jeweils beste betriebswirtschaftliche Entscheidung im 
Gesamtunternehmenskontext [70]. 
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