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ABSTRACT
From Sesame Street to Beyond: Multi-Domain Discourse Relation
Classification with Pretrained BERT
by
Reuben Raff

Advisor: Kyle Gorman
Research efforts i n t ransfer l earning h ave g ained m assive p opularity i n r ecent y ears. P retrained language
models have demonstrated the most successful results in producing high quality neural networks capable
of quality inference after training across domains via transfer learning. This study expands on the domain
transfer introduced in Ferracane et al. (2019) exploring neural methods for transfer learning of discourse
parsing between a news source domain and a medical target domain. Ferracane et al., 2019 specifically discuss
transfer learning from news articles to PubMed medical journal articles. Experiments in transfer learning in
the current work expand to include three domains: Wall Street Journal articles previously annotated with
Rhetorical Structure Theory relations, PubMed abstracts, and earnings calls transcripts. BERT pretrained
on scientific data, called SciBert Beltagy et al., 2019, is u sed. Experiments are conducted to fine tune SciBert
on Wall Street Journal articles and Earnings calls transcripts. The transcripts are annotated through the
rstWeb tool Zeldes, 2016 with a subset of RST labels labeling relations between clauses. Results demonstrate
progress in transfer learning between distinct domains is extremely challenging. A novel BERT model
pretrained on earnings calls data is introduced. There are multiple avenues for innovation and improvement
to explore. In-domain training where the pretrained model domain matches the domain of the fine tuned
data yielded better results.
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Introduction

Conversation design and architecture are growing exponentially fast in industries for customer service in
everything from banking to ordering groceries. Discourse relations require a level of analysis beyond the
semantic and syntactic analysis of a single word, sound, or sentence. Discourse relations are a set of schema
that can illustrate relations between segments of a sentence, an entire document or dialogue. Computational
semantic and syntactic techniques tend to be limited to the word or sentence level. This provides systems
the capacity to represent entire conversations, documents and multi sentence dialog. This has important
applications in healthcare, education and finance. The current work explores how to capture discourse
relations in text which originate from distinct domains. This work aims to chart a path forward for research
in preserving discourse relations independent of domain or topic, preserving encoded discourse relations in
corpora of any domain. This can help scientists in industry and academia ostensibly use fewer resources
more efficiently for deeper insight into developing systems capable of identifying relations between discourse
in a document automatically. The author hopes this work can aid in developing hierarchical representations
of conversations between discourse segments, and achieve new capabilities for Natural Language Generation
and Natural Language Understanding systems.

Background and Related Work
Recurrent Neural Networks, (Elman, 1990) convert the text representation to vectors which maintain a
sequential ordering, maintaining the sequential structure inherent to text data. Via a recursive operation,
the vector representation of a word at a given position, also called a "time-step" is concatenated to the vector
representation of the text a the time step directly after it, or time step at index t + 1. This concatenated
representation is then fed as the t + 1 time step vector to be concatenated to the next converted text in a
given sequence. This architecture has many benefits which have demonstrated robust empirical results. The
input is size-independent, meaning the text fed into the algorithm has no limitation in how long it can be
and still be transformed into vector representations while maintaining linguistic features of the text input.
Consequently, the family of recurrent neural networks and the immediate improvements on the base
recurrent architecture have proven staples of the field for over 20 years. Innovations called Long Short Term
Memory networks (LSTMs) published by Hochreiter and Schmidhuber (1997) have stood the test of time
and are still widely used in industry today. An innovation called a Gated Recurrent Unit Cho et al. (2014),
presents a lighter weight, memory efficient alternative to the LSTM architecture. The GRU concatenates the
previous state t-1 with the current state t. The GRU architecture provides the added benefit of a so-called
"forget gate." This allows the network to remove parts of the the previous state from memory that aren’t
necessary. While both the LSTM and GRU can determine which previous states they want to keep, the
GRU can keep the most import parts of the previous state, thus they don’t get weighed down by parts of
the representation of the previous state that aren’t useful. This allows the network to use less compute while
also keeping the most relevant inputs to make accurate predictions.
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Word Embeddings with Context
The success of ELMo revealed a previously missing link in neural networks’ capability to capture natural
language: context. ELMo Peters et al. (2018) bridged this gap in modeling capability. ELMo’s benefits
are multifaceted. Previous work on word embeddings spearheaded by Mikolov et al. (2013). Mikolov et al.
(2013) provided an empirical support that numeric representations could be mapped to words. ELMo’s
primary contribution stems from its ability to encode the context of each word when mapping it to a
numeric representation. ELMo outperformed baseline models for all benchmark tasks. On Stanford Question
Answering Dataset, the authors observed a 24.9% relative increase in performance, a 5.8% increase for
Stanford Natural Language Inference dataset, 17.2% relative increase for Semantic Role Labeling, 9.8%
increase for co-reference resolution, 21% relative increase for Named Entity Recognition and 6.8% relative
increase on the sentiment tree bank Stanford Sentiment Tree bank (SST-5) dataset. The authors run ablation
studies to determine which parts of the network contribute certain capabilities of the network. The authors
report that the bidirectional language model layers can effectively and efficiently encode distinct syntactic
and semantic features of words in context and model performance improves when all layers of the model are
used. ELMo represents a marked breakthrough in contextual representation for text embeddings. There are,
however, notable limitations pertinent to the investigations in this current work to discuss.
These recurrent architectures birthed the sub-field of deep learning and demonstrate a robust solution to
modern day natural language processing modeling. Their main drawback is their sequential nature, which
means the recurrent layer creates a representation that only feeds the later layers of the network the final
hidden state vectors. This means that the vector representation only corresponds to the text as the last time
step in the input concatenated to the second-to-last vector representation of the input. The advent of the
attention mechanism provides a way to process the entire input simultaneously, obviating recurrence entirely
and maintaining a corpus wide series of relative weights for each of the inputs.
Attention provides a novel mathematical function to keep track of internal representations of text as the
network processes the text input in a parallel manner. Hidden states are intermediate layers of a recurrent
neural network. These layers have an "activation" function which is a probabilistic function which performs
a linear transformation on the vector representations of the input text. Activation functions transform the
vectors in different ways depending on what the deeper layers in the network require. One activation function
crucial to the attention mechanism is the softmax function, which is a uniform probability distribution, and
this is used for multi class classification. The rectified linear unit (ReLu) function Agarap (2018) omits
negative values and transforms the vectors which pass through it to values all greater than 0. Attention
is distinct from recurrence because attention attaches a hidden state (intermediate) layer vector to each
element in the input. The attention mechanism can assign variable probability weight to give a ranking of
how important each element of the input is and which hidden states are most useful to the network.
Vaswani et al. (2017) expands on the innovation that had emerged from experiments on encoder-decoder
models with attention. Work in machine translation introduced the encoder-decoder architecture, which
stacks two recurrent networks on top of each other. One network encodes the input from text to numeric
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tensors and the second network "decodes" the input back to text. Cho et al. (2014) demonstrated one of the
first successful applications of an attention mechanism. The attention mechanism computes a dot product
score associated with each element in the input sequence and passes the score through a softmax probability
function which squeezes the values to probabilities between 0 and 1. This provides the network with the
weight of each input at each time step. The anthropomorphic term for this development was henceforth called
"attention." The attention mechanism proposed in Bahadau et al. (2014, 2016) demonstrated remarkable
results on the WMT 2014 machine translation task when applied as a layer between to Recurrent Neural
Networks.

Transformers
The Transformer architecture Vaswani et al. (2017) was introduced after demonstrations of attention’s success. Vaswani et al. (2017) demonstrates that extracting the attention layer from the encoder-decoder
architectures proposed in Cho et al. (2014) is a novel way to extract embeddings from text input. The
authors stack 6 attention layers on top of each other to create the encoder and 6 attention layers on top of
each other to create the decoder. Vaswani et al. (2017) elaborate on Bahadau attention. The mechanism
takes the input text and maps the text to three vectors. These vectors are called queries, keys and values.
The output of the attention mechanism is computed via a point-wise dot product score for each input along
with the weighted sum. The weights for each value is passed through a Softmax probability function to
render the relative probabilistic weight of each element in the input represented as matrices. Queries and
keys are matrix multiplied together, scaled, passed through a softmax and then matrix multiplied with the
values matrix. These weights allow the text input to all processed simultaneously. This replaces recurrence.
It also has the added benefit that the network can have access to the entire input simultaneously. The
previous discussion of recursive networks LSTMs and GRUs have the drawback of only passing the last
hidden state vector representation to the next layer of the network. Attention weights prevent this limitation. The Transformer elaborates on the foundational attention mechanism and scales it. Vaswani et al.
(2017) implement so-called Multihead attention in order to capture queries, keys and values for a variable
number of dimensions. In practical mathematics, each attention layer applies a linear transformation to the
input. Each linear transformation applied to the queries, keys and values are linear projections. If there are
more projections the network can capture more features. Adding multiple sets of linear projections allows
each projection to be encapsulated in its own attention "head." Adding more than a single attention head
allows each head to learn unique features and preserve each feature in its original complexity. One head
can, for example, capture syntactic person and number agreement and another encodes specific bigrams
and part of speech information. The transformer is composed of these attention heads with additional feed
forward layers. These are fully connected "Dense" or "Linear" layers. While the name layer can conjure
a mental representation of something thin flat, these are in fact large multidimensional tensors, or, giant
multidimensional cube structures composed of numbers. Matrix multiplication is applied to the batch size
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dimension and operates on each element in the input dimension. Each linear layer applied a linear weight
and bias to the attention outputs, but each linear layer applies a distinct weight and bias dot product to the
attention weight outputs. Two of these linear layers are activated each with a rectified linear unit activation
function. Afterward, a layer normalization function is applied to the linear bi-layer output. This creates a
set of probabilities that sum to one.
What Transformers provide in novel data processing and data representations via attention produces a
trade off. Since the transformer doesn’t use any recurrent mechanism all the input is all processed simultaneously, but a drawback is no information about relative word positions gets preserved. Therefore, the authors
devise a strategy that roughly imposes relative positioning using sine and cosine functions. Explorations
of in-depth explanations of how these sine and cosine functions provide consistent positional information in
the transformer are vague at best. The transformer architecture is also extremely sensitive to long dependencies. The Transformer architecture imposes strict limits on the length of text input when encoding long
range dependencies compared to recurrent architectures. This creates a bottleneck for time complexity as
operations are cubic in best case. The transformer architecture does, however, empirically lend itself very
well to pretraining and fine tuning pipelines.

Pretraining Language Models
Explorations of pretraining is discussed in Mikolov et al. (2013) for word embeddings specifically. The advent
of pretraining can be extended, however, to entire large corpora of unlabelled text. Labeling large datasets
is a major bottleneck in natural language processing pipelines. Pretraining allows a network to parameterize
raw text input without the labor of hand labeled supervision from annotators. Pretraining is first introduced
as a large scale language model. This can be conceptualized as a really really big version of auto-correct.
The first introduction of this large scale transformer based language model was GPT introduced by Radford
et al. (2018). The target objective of the generative pretraining model, or GPT, is to predict the next token
via maximum log likelihood.

L1(U ) = Xi logP (ui |ui k, ..., ui 1; θ)
the equation demonstrates that the model takes the logarithm probability called the likelihood, of the first
token ui given each other token. Radford et al. (2018) report implementing a "transformer decoder" with
multiple layers. The model uses multi-head self-attention, which is another name for the vanilla attention
mechanism previously discussed. A softmax function is applied to a matrix of the embeddings producing a
probability distribution for each of the input tokens. The GPT model requires a massive amount of input
raw text data to pretrain in order to perform on downstream tasks. The authors explain they use the Google
Books Corpus dataset to train the GPT model. The corpus has more than 7,000 unpublished books Radford
et al. (2018). The GPT model utilizes a compression algorithm called "Byte Pair Encoding." Introduced in
Gage (1994), the compression algorithm can accurately and consistently segment text data at the subword
4

level. Because natural language vocabularies are open classes of infinite member sets, Byte pair encoding
allows for a representation of an open class vocabulary from a fixed size set of character sequences via vector
representations.
Radford et al. (2018) then elaborate on how they run a set of supervised fine tuning experiments. Radford
et al. (2018) take advantage of the GLUE benchmark Wang et al. (2018). They perform supervised fine-tuning
experiments using the benchmark dataset for Natural Language Inference, question answering, semantic
similarity and text classification. The authors report state of the art results on 9 of the 12 datasets in the
GLUE dataset. The authors also report the GPT model performs state-of-the-art on datasets of varying
sizes. The deep impact of the results of the GPT model demonstrated an entire transformer architecture
which could learn patterns without labeled data from Google’s large text corpus, the BooksCorpus. The
success of this model led directly to the innovation of the BERT architecture.

BERT: a friendly acronym for a deep insight
ELMo Radford et al. (2018) and GPT demonstrated the success of large scale generative pretraining using
transformers but the approaches have a significant drawback: it only processes the text input from left to
right. This prevents the model from learning a robust representation of the context in which each element
of the input, or word, occurs in. Devlin et al. (2019) improve on this technique via bidirectionality. This
added design decision converts the text input as vectors in a left to right manner and then again in a right
to left manner. This provides context for each input from the right and the left. This innovation allows the
transformer network to require only a single output layer for inference on a wide range of tasks used to test
GPT in the GLUE dataset. Devlin et al. (2019) extensively test the novel abilities provided to transformer
networks through a new learning objective called masked language modeling (MLM) Devlin et al. (2019),
(p. 4171). Masked Language Modeling randomly replaces words in the input and replaces them with a
[MASK] token, while the original token is hidden but its state is maintained. In the BERT study, the
masked language modeling tasks is testing the network to retrieve words in 15% of the corpus randomly.
This forces the network to learn left and right contexts throughout the corpus. The authors additionally
introduce a next sentence prediction task. This makes the transformer network learn to encode embeddings
for sentence pairs, and tests the network’s ability to determine if the sentences are sequential to each other
or not. Additionally, this allows the model to train on pairs of sentences, which yields empirical benefits on
fine-tuning tasks. BERT produces the first transformer model which demonstrates consistently successful
results in transfer learning for natural language processing tasks. Devlin et al., 2019 assert that transfer
learning had demonstrated large scale success in computer vision (Devlin et al. 2019, p 4173) using large
scale deep learning models like ImageNet (Deng et al., 2009, Yosinski et al. (2014))
The BERT architecture presents transfer learning in two distinct steps. The two main components of
the framework are pretraining and fine tuning. Devlin et al. (2019) dispense with directionality in their
pretraining tasks, in a conscious decision to deviate from the design decisions in the GPT model family.
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BERT instead uses masked language modeling and next sentence prediction to pretrain on large corpora.
Devlin et al. (2019) use two large corpora: the Books Corpus with 800M words Zhu et al. (2015) and
English Wikipedia (2,500M words, which can also be represented as 2.5 billion words). The pretraining
tasks convert the text in these gargantuan datasets to embedding numeric representations and stores the
weights that the masked learning and next sentence prediction tasks impart on the weights of the parameters
learned from the corpora. The pretrained model contains a large vocab file containing the vocabulary of
the entire corpora and the machine readable weights from the learned parameters the BERT model learns
via masked language modeling and next sentence prediction tasks. These weights allow the model to start
from a checkpoint. Supervised learning in natural language processing previous to BERT didn’t have this
advantage. The advent of pretrained weights allows the model to start from a baseline out of reach for the
previously discussed machine learning and recurrent deep learning architectures. Devlin et al. (2019) report
BERT outperforms all recent state of the art models which had recently preceded it. Devlin et al. (2019)
employ byte pair encoding as well. Devlin et al. (2019)’s work on BERT provides ample evidence it performs
well on transfer learning tasks.

2

Rhetorical Structure Theory

The linguistic theoretical underpinning in this study concerns discourse relations and discourse analysis. The
seminal work in discourse analysis is introduced in Mann and Thompson (1988). Mann and Thompson (1988)
illustrate a theory for discourse parsing and coherence analysis for a corpora of text. Rhetorical Structure
Theory defines a set of schema, relations and structures in order to represent rhetorical organization of an
entire document. This framework allows for representation at the document and discourse level. Rhetorical
Structure Theory divides the corpora into "elementary discourse units." These are the smallest elements
of the discourse structure the framework generates. A guiding principle of the RST framework is dividing
text corpora into a nucleus and satellite. Mann and Thompson, 1988 write that relations hold between a
relational graph representation of a text corpus. The benefits of the framework include the ability to represent
many syntactic relations which are extremely difficult to represent at the sentence and word level. These
include conjunctions, clause combination, narrative discourse analysis and something called "non-signaled
parataxis." The archetypal example of this is the following example:
(1) "I came, I saw, I conquered."
Rhetorical Structure Theory provides consistent coherence representation and structure within a large
text corpus. The authors stipulate that the structure of an entire document is derived via the composition of
its schema. Relations hold between a nucleus and its satellite. Mann and Thompson (1988) posit there is no
possible way to account for every possible rhetorical relation, but the exhaustive list of relations the authors
enumerate include the following: The list of relations that can hold between a nucleus and its satellite include
but are not limited to:
1. antithesis
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2. attribution
3. background
4. cause
5. circumstance
6. contrast
7. concession
8. condition
9. enablement
10. elaboration
11. evaluation
12. evidence
13. justify
14. manner
15. means
16. motivation
17. preparation
18. purpose
19. question
20. restatement
21. result
22. solutionhood
The rstWeb annotation tool to be discussed is not as exhaustive as this list. The relations supported in
the tool are a subset of those listed above. Mann and Thompson (1988) posit that any text can be structured
in accordance with the RST framework. The authors stipulate the elementary discourse unit to be best set
at the clause boundary. The present work adheres to this assumption and independent annotation for data
in this work maintains this assumption. Mann and Thompson (1988) discuss each relation in depth and
assert that the benefits of the RST framework are plentiful. They include a novel description (at the time
of publication) wherein the authors present a description in functional terms of the transition between a
7

relation and the extent of the clauses that are nodes of the relational edge in a network graph. RST presents
a comprehensive analysis of discourse relations instead of a "selective commentary" (Mann & Thompson p.
15). Mann and Thompson (1988) introduce the concept of a "nucleus" and "satellite" relationship between
discourse units. The nucleus holds the larger amount of discourse information which the satellite is dependent
on. Additionally, the framework can provide an analysis of documents of any length.

Cross Domain Experiments
The previously mentioned Ferracane et al. (2019) proposes substantive cross domain transfer learning experiments this work uses as inspiration for its own experiments. Ferracane et al. (2019) aims to segment text
in two distinct corpora, a news corpus and and medical journal corpus. The authors aim is to demonstrate
that discourse segments can be learned and preserved between the distinct domains of news and medical
journal text. While RST segmentation is considered a generally solved area of research, many studies show
errors in segmentation and discourse parsing. Ferracane et al. (2019) report that top performing segmenters
have scores down 10% on span, nuclearity and relation labeling tasks when using predicted labels versus
gold labels. Ferracane et al. (2019) contribute a small well-annotated corpus of high quality medical data
annotated in the RST framework. The RST discourse treebank consists of Wall Street Journal articles. The
corpus consists of mostly news articles. Ferracane et al. (2019) establish that only two corpora in the medical
domain exist as of the publication in 2019. One corpus is in Basque and the other is in Spanish. Ferracane
et al. (2019) propose the first RST annotated medical journal article corpus in English. Dubbed the MEDICAL corpus, the corpus has 2 clinical trials from PubMed Central. The trials are randomly selected and
shorter than the average article but representative. The report is divided into sections and each section is
treated as a separate document. The authors report that smaller text units used as input allow for more
informative and accurate predictions. Annotators segment and separate the data and label with relations.
The disagreements are discussed between annotators. The annotators have an inter annotator agreement
about EDU boundaries at approximately 90%.
Three discourse parsers are employed. Ferracane et al. (2019) use the DPLP, the discourse parser proposed
in Ji and Eisenstein (2014). Ji and Eisenstein (2014), propose a shift reduce parser framework algorithm for
RST parsing. The DPLP parser extracts linguistic features via linear projections and classifies them with a
support vector machine. Ferracane et al. (2019) additionally employ the use of two more networks to compare
performance. The authors additionally experiment with a two pass conditional random field network using
features derived from syntax parses and additional global features. Finally, the authors use a BiLSTMCRF with ELMo embeddings they call the NEURAL model. The authors report results that aren’t entirely
surprising. The models outperform the MEDICAL domain on the news domain across all three segmenters.
Ferracane et al. (2019) report that the NEURAL segmenter BiLSTM-CRF achieves the best performance of
the models and has the smallest performance gap between News and MEDICAL domains. Ferracane et al.
(2019) then discuss an error typology across domain learning. In the news domain, the segmenters suffer
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most when presented with ambiguous lexical cues, infinitival "to" but the authors report the segmenter
correctly identifies embedded EDUs that annotators missed. The most frequent errors in the MEDICAL
corpus are punctuation, tokenization errors and the end of an embedded elementary discourse unit. The
authors note false negatives are frequent in segmentation of the MEDICAL domain. The segmenters have
trouble identifying square brackets which are common for notation in medical journal text. The news
corpus doesn’t contain square brackets and this presents novel characters that the the segmenters don’t
have internal representation for. The authors report ELMo embeddings capture syntax and advise using
ELMo embeddings for PubMed data representation. Additionally, the authors note that tokenization is
idiosyncratic in the MEDICAL corpus and the discourse segmenters needs a very large number of examples.
The two-pass conditional random field model has access to syntactic features from tree parses while the
NEURAL model doesn’t have access to the parsed trees. When the data is pre-tokenized the authors report
half of all errors shift from one type to another. The authors suggestions for future work center around using
the NEURAL biLSTM-CRF model as the base line with pretrained ELMo embeddings Peters et al. (2018)
used to represent the MEDICAL dataset.
The advent of BERT and the immediate success of the model on pretraining and fine tuning models
unleashed a frenzy for new discoveries. After ELMo was published in 2017, BERT, released in 2019, emerged
as the front runner in transfer learning for NLP. Soon after its release, however, Facebook research released
the RoBERTa model Liu et al. (2019). This model was a "robust" iteration to BERT. The AI research team
at Facebook discovered that BERT was not trained for as long as it could have been and it could be trained
on segments of text longer than Devlin et al. (2019) used in their experiments. The Facebook AI research
team discovered that training the BERT model for more time and on longer segments improve performance.
The RoBERTa model is trained with dynamic masking. BERT learns features of the corpora it’s pretrained
on, by masking 15% of the tokens in the corpora it’s pretrained on once and only once. In training RoBERTa,
instead of a single masking operation, the data is copied 10 times and masked 10 separate times so each
dataset has a unique set of 15% of the tokens masked. So the algorithm sees the data with the same type
of “mask” 4 times in training. This repetition helps the model learn multiple representations of the data
and derive the context of each word in various contexts. The second pretraining task famously attributed to
BERT is the next sentence prediction task. The authors of RoBERTa remove the NSP pretraining task and
state their results are on par and exceed BERT’s.

Next Sentence Prediction: What is it good for?
There is widespread debate about whether removing the NSP task is pertinent to increasing performance in
all cases. Shi and Demberg (2019), demonstrate that keeping the next sentence prediction pretraining task is
crucial for implicit discourse relation classification within and between domains. Implicit discourse relations
are exceedingly difficult to capture. Training BERT on next sentence prediction encodes the likeliest next
sentences. The authors concede that discourse requires representation of relationships between sentences.
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The model easily transfers between a new domain even with sparse training data in the source domain.
BERT uses masked language modeling and next sentence prediction for its pretraining objectives. The
next sentence prediction pretraining objective encodes upcoming discourse content. The authors argue that
the next sentence prediction task is extremely useful to classify coherence relations. The authors use the
Penn Discourse Tree Bank and create a three level hierarchy of tags. the treebank is split into training
and testing data. The authors employ 10-fold cross-validation. Shuffling the data into 10 subsets randomly.
There are 11 labels, so the authors construct an 11 class multi class classification problem. The authors
compare using a BERT model without NSP as a baseline. The authors report that training BERT on the
biomedical discourse relation bank (BioDRB) as well as the Penn Discourse Tree Bank results in decreased
performance when next sentence prediction is removed as a pretraining objective. The authors compare four
models. A Bi-LSTM with pretrained Word2Vec vectors of dimensionality 300, BERT off the shelf, BERT
trained on Penn Discourse treebank data and BERT trained on Penn Discourse TreeBank articles with
next sentence prediction pretraining objective removed. The authors also use BioBERT (Lee et al. 2019),
which is pretrained on PubMed biomedical data. The authors report removing NSP hurts performance on
downstream relational classification tasks for both the Penn Discourse Tree Bank and the BioDRB datasets.
The authors note that BERT outperforms other state of the art systems on cross domain and in-domain data.
The authors show that next sentence prediction helps improve BERT’s score. Additional work demonstrates
that Next Sentence Prediction helps improve performance on longer dependency texts. The BioBert model
demonstrates promising results on performance in biomedical datasets. Lee et al. (2019) embarked on the first
BERT model pretrained from scratch on biomedical text. The authors report that BioBert v1.1, pretrained
on PubMed articles and PMC abstracts achieves state of the art results on 6 out of the 9 benchmark datasets.
The success of this model motivates using BioBert and its internal weights as the initial model for transfer
learning experiments in the present work.
SciBERT Beltagy et al. (2019) published by the Allen Institute, is a BERT model trained on scientific
text more recently than BioBert. The authors claim it outperforms BioBert on a range of NLP tasks focused
on biomedical data. The authors tested SciBERT on four datasets. The model achieved SoTA results on 6
of the 9 baselines that the authors ran.

BERT for news data
For the Wall Street Journal LDC data pre-annotated with Rhetorical Structure relations, a model pretrained
model called bert-based-uncased-ag-news was used. The model is readily available on the HuggingFace hub.
The model is a bert-base-uncased model fine-tuned on the AG News dataset. The author used Pytorch
Lightning. The author set sequence length to 128, a learning rate of 2e-5 a batch size of 32 and trained for
4 epochs on 4 T4 GPUs.
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3

Present work goals and objectives

The present work draws on the previous work and takes inspiration from the successes enumerated so far.
BioBert is used as the default model, with default weights. The model weights are loaded via the HuggingFace
transformers library. The present work annotates two distinct datasets with discourse relations created via
the rstWeb annotation tool Zeldes (2016). The novel annotated datasets are PubMed abstracts and Earnings
calls data scraped from the financial website seeking alpha. Initial experiments focused on S1 prospectuses,
company filings to become public companies. Upon experimentation, the author discovered BERT models
had difficulty parsing these documents given the copious amount of legal boiler plate present in quarterly
compliance documents. An accountant was consulted on how to utilize quarterly compliance documents. It
was determined there were few if any valuable was to apply BERT for discourse analysis to SEC compliance
documents. After this realization, a hedge fund analyst was consulted and suggested analyzing earnings
calls transcripts as a better dataset for dynamic conversational data was a corpora rich with unstructured
relations for extractions. The analyst also suggested the data in these documents provide more insight in
the movement of a stock, as company compliance documents cover risks and follow a very formulaic outline.
The third dataset, the Wall Street Journal RST corpus has annotated trees marked with discourse relations.
These trees are processed with NLTK and text and relations are extracted into a csv format for BioBert
classification. The rstWeb tool has a subset of the relations enumerated in Mann and Thompson (1988) so
the labels in the WSJ corpus are not entirely accounted for in the annotated PubMed and Earnings call
annotations performed by the author.
The rstWeb tool is introduced in rstWeb – A Browser-based Annotation Interface for Rhetorical Structure
Theory and Discourse Relations. The rstWeb annotation framework is written in Python with SQLite used
as a back end for the local server to run on the annotator’s machine.The tool contains a subset of the
exhaustive list of relation labels enumerated in the section related to Rhetorical Structure Theory (Mann &
Thompson 1988). The include 13 labels. Consider them below.
1. antithesis
2. background
3. cause
4. circumstance
5. concession
6. condition
7. elaboration
8. evaluation
9. evidence
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10. justify
11. manner
12. motivation
13. preparation
14. purpose
15. restatement
16. result
17. solutionhood
Additionally, it is important to stipulate the label set in the wall street journal RST trees is more elaborate
than this list and thus there are labels in that domain that don’t occur in the PubMed or earnings calls
datasets. The Mann & Thompson label set includes a more granular and expansive. The Mann Thompson
(1988) labels include:
1. antithesis
2. background
3. cause
4. circumstance
5. concession
6. condition
7. contrast
8. elaboration
9. enablement
10. evaluation
11. evidence
12. justify
13. manner
14. motivation
15. non-volitional cause
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16. non-volitional result
17. otherwise
18. preparation
19. purpose
20. restatement
21. result
22. sequence
23. summary
24. solutionhood
25. volitional cause
26. volitional result
Below a visual representation of the annotations in the UI is presented.

4

Three datasets: PubMed, Wall Street Journal, Earnings Reports,
oh my!

The present work embarks on transfer learning experiments inspired by Ferracane et al. In experiments
conducted by Ferracane et al. (2019), segmentation is the primary task. The NEURAL model uses a
BiLSTM-CRF, however, transformer architectures are not explored. The present work elaborates on the
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efforts in Ferracane et al. , utilizing learning on three distinct datasets. The present work uses PubMed
abstracts inspired by sample PubMed data retrieved from the GitHub repository for Ferracane et al. (2019).
Additional PubMed abstracts are scraped for raw data to be annotated in the RST framework using rstWeb
(Zeldes 2016). The texts were separated by clause boundary and kept as consistent as possible as the author
was the sole annotator. Three examples of the annotation structure are presented below.

5

Methods

The data is downloaded as XML data. The XML data is converted to a DataFrame using the Pandas
package. This data is then transformed to create a table with the following format. The text is linked in the
XML table via a parent id demonstrating the parent relation between a text segment and its child. While the
RST framework is utilized, the entire tree structure is not annotated. The sentence pair classification task is
inherent to the BERT architecture. The annotation tool is a great resource for linking pairs but the BERT
model can’t parse the entire tree from the XML output of the annotation tool. This is primarily because of
the strict limits of 512 wordpiece tokens. Therefore, treelets and flattened clause pairs are linked via relations
in many of the XML trees. The data is processed to render a column of ids, a column of text clauses, a
column of the parent text to the current text and a column enumerating the relation name between the two
clauses. This data is converted from a Pandas dataframe into a HuggingFace Datasets object. The Dataset
object is native to HuggingFace, created by the HuggingFace team and tensor conversion and tokenization is
pretty seamless in this environment. BERT models can’t inherently process pandas DataFrames and create
the PyTorch tensors for fine tuning and relation extraction sentence-pair classification, so the data table was
converted into a dataset object. Earnings calls data was scraped from seeking alpha and segmented into
elementary discourse units. Division was conducted at the clause level. Sentential elements were divided
along clausal boundaries. Prosody cues marked with commas indicated EDU boundaries and additionally
sentences were split before complementizers such as because. Conjunctions and and but were also where
EDU’s were split before getting uploaded to the RST annotation tool. Sequential and was also used as an
EDU boundary to preprocess text before uploading to the rstWeb annotation tool. No other annotators
reviewed the data or added annotations besides the author. Given time and research constraints this wasn’t
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achievable but it is advised for future work. In order to annotate large corpora of financial data from earnings
calls, sentence pairs were annotated with relations in a flat structure. The conversational style of earnings
calls transcripts didn’t always present a hierarchical structure that BERT could internally represent. Given
the copious amount of disfluencies and repair statements in live conversational calls, at times many sections
of transcripts were omitted and the author focused on finding contentful clauses to map relations between.
Sentence-pair classification was performed for RST discourse relation extraction between clausal EDU’s. The
basic diagram for sentence pair classification was copied from Hettiarachchi and Ranasinghe (2021). The
figure demonstrates that the first EDU and the second EDU are tokenized with a separation token [SEP]
between them and those tokens are encoded and mapped to tensors. The tokenization process includes
adding a [CLS] token which corresponds to a classification head which allows the BERT architecture to
make predictions and assign labels from the label set of adapted Rhetorical Structure Theory labels from
the Zeldes (2016) label set.

However, it must be stipulated that hierarchical relationships of multiple EDU’s can’t be encoded into the
BERT model tokenizer for sentence pair relation extraction classification. Consider the following diagram of
multiple EDU relations.
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A relation like this can’t be encoded because the BERT sentence encoding, in the case of this work,
Elementary discourse Unit follows a strict limitation of 512 subword units. In the diagram above, the EDU
boundaries would split at each level. Effectively, this creates a one verse the rest classification and there
would be no way to encode the labels at levels below the label on the highest level. It would also break the
tokenization token limit. The first segment to be tokenized via the BERT WordPiece Tokenizer would take
the first EDU Perfect. This is stale. I’m head of IR we have got some questions and the second EDU would
be the rest of the text in the tree. This would blatantly violate the tokenization limit. This work readily
concedes that the theoretical framework Rhetorical Structure Theory is used primarily as inspiration and
there are significant limitations adhering to the theory as Mann and Thompson (1988) outline. Therefore,
experiments utilize the RST framework but stick to sentence labels between pairs of EDUs. Accuracy, F1
were used where applicable for evaluation using SciKitLearn metrics and the HuggingFace Trainer API. The
rstWeb tool has 13 relations for discourse marking. Future work could elaborate on these labels to encompass
some domain specific discourse relationships specific to the domain area of interest. The downside of this
would be creating idiosyncratic labels per dataset and could severely harm transfer learning capabilities.
The Earnings dataset and the PubMed dataset were hand labeled. The distance between EDU’s in labeling
is demonstrated with the following bar graph.
The HuggingFace official documentation was thoroughly consulted, including a step-by-step tutorial
from chapter 3 of the HuggingFace course titled "A Full Training" (huggingface_course). This tutorial
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Figure 1: Distribution of PubMed Labeled EDU Distances
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Figure 2: Distribution of Earnings Labeled EDU Distances
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demonstrated sentence pair classification using weights from "bert-base-uncased." The datasets and data
processing were unique to the author’s data and formatting needs. The RST annotations were exported
as XML tables. These XML tables were input into ordered dictionaries and relational tags and EDUs
were extracted. The HuggingFace course Chapter 3 tutorial provided insight for the general process of
tokenization, the Datasets data structure, formatting them for processing and the training process. The
EDUs were separated at the clause boundary, using commas, conjunctions and, or complementizers, because,
therefore, clausal head that consistently to the best of the author’s ability. There wasn’t sufficient time or
resources to employ additional annotators in the labeling process so inter annotator agreement metrics such as
chi squared tests couldn’t be performed. The earnings calls data from SeekingAlpha and the PubMed labeled
data were scraped, manually divided into EDU’s and the EDUs which were a distance of one node away from
each other were designated as "parent text" rows of sentence pair columns in a Pandas DataFrame. After
the data processing and formatting for the earnings and PubMed data were performed, the DataFrames
were converted to a HuggingFace dataset. Conversely, the Wall Street Journal data was accessed via an
academic license for access to the Wall Street Journal RST corpus through the Linguistic Data Consortium.
The RST trees for this data source were stored in Lisp files from the following address LDC_data. There
is an RST discourse tree library for extracting EDUs and their relations. However, the library hasn’t
been maintained for a number of years and this was difficult to port to Python 3 to be able to use https:
//github.com/ccolonna/rstmarcutree. Instead, the author wrote a makeshift function using NLTK to extract
the text leaves of the lisp tree and the relational label between them. CSV files were compiled by hand from
the training and test data in the RST tree corpus accessed through the Linguistic Data Consortium. The
CSV files were reformatted to TSV files. These files were used as training and test data and read directly
into HuggingFace Dataset objects. No pre-processing in Pandas DataFrames was performed on the WSJ
data as was performed on the PubMed and earnings calls transcripts data to convert the XML files into the
proper format for BERT sentence pair classification.

6

Initial Results

Performance scores were low across the board. F1 was 0.004 on PubMed data, 0.0002 for WSJ RST data
and 0.003 for Earnings data. When trained on 75 XML PubMed files with a learning rate of 0.0005 and
1730 training steps, Accuracy was 0.03695 and F1 0.002. Cross Domain experiments proved fruitless in this
study and more work is required to explore how to improve transfer learning for classification between highly
granular domains. Houlsby et al. (2019) have suggestions for adapter transformers to improve transfer
learning between domains, wherein the layers of the initial BERT model are projected via a bottleneck
architecture. Houlsby et al. (2019) report that the adapter model only uses 3% of the task specific parameters.
The fine-tuning architecture uses 100% task specific parameters. The adapter model a projection mechanism
which inherently reduces dimensionality in the attention and feed forward layers of the original BERT
architecture. The adapter layer, layer normalization and classification head layer are trained on downstream
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tasks. The authors also train the layer normalization parameters. The authors report the model performance
is highly efficient as the model only trains over two dimensional parameters. This work provides an initial
evidence these techniques can improve results for transfer learning between highly granular domains.
Experiments outlined in the initial cross domain task were largely unsuccessful. Using the pretrained
BioBert model on Wall Street Journal RST corpus for The Linguistic Data Consortium or the curated
Earnings calls dataset built by the author. Cross-Domain experiments proved to have an extremely low
ceiling in evaluation and further exploration is required to determine why, but it is outside the scope of
the current work. The author pivoted to in-domain training in the hopes of improved performance. This,
however, required building a new pretrained model on the financial domain. The table demonstrates scores
for baselines and BERT models.
In order to train algorithms on all three domains, a novel pretraining model is introduced. The financial
domain is created from earnings calls transcripts scraped from SeekingAlpha transcripts website. A corpus
containing over 118 million words was scraped from the SeekingAlpha using the trafilatura pypi package at
https://pypi.org/project/trafilatura/0.5.0/. The data was scraped, extraneous copy and html tags were all
removed. The string was sentence tokenized using the sent tokenize method in the NLTK python library.
The list of sentences generated after applying the sentence tokenization are written to a file through a lazy
iterator generator. This technique is employed in order to account for the large number elements in each
list after scraping multiple transcripts from a list of URLs. Each document is formatted wherein there
is one sentence per line. This is the required format for BERT tokenizers to process the text. URLs for
each transcript were manually copy and pasted into lists and text was crawled from each list. Manual URL
extraction was utilized because the author couldn’t find URL extraction from the transcripts source provided
in the SeekingAlpha APIs. Given the amount of data required, the author scraped URLs manually to ensure
the project could be completed in a reasonable time frame. Raw unlabeled data was scraped so only the
transcripts were kept. Zhang et al. (2020) recommended between a million and one hundred million words
of pretraining data for the model to learn all linguistic features of a particular corpus. All metadata, HTML
tags and copy from the SeekingAlpha website was discarded before the raw data was preprocessed. Files
were saved to the author’s Google Drive in a pretraining data directory. Next, online tutorials authored by
James Briggs YouTube channel were followed to generate PyTorch model binaries.
Briggs, n.d. A BertForPreTraining model was initialized with "bert-base-uncased" pretrained weights.
The model has two heads. One head is a masked language modeling head and another head for next sentence
prediction. The next sentence prediction task was created by taking all sentences and randomly assigning
0 to any sentence which does follow the sentence before it, or 1 if the sentence does not follow the previous
sentence. The next sentence labels are stored in a PyTorch Tensor. Additionally, 15% of the tokens are
masked as was performed in Devlin et al. (2019). Masked language modeling pretraining forces the model to
learn the vocabulary and syntax of the corpus because the masking is random. In practical terms, words are
chosen randomly and replaced with the token [MASK]. The BERT pretraining algorithm must predict the
original token. Because the words are masked randomly throughout 15% of the entire corpus, BERT learns
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the vocabulary of the entire corpus in order to aid in making accurate predictions about the true token for
each masked token.
The earnings model is trained and produced through the standard PyTorch training procedure. BertForPreTraining has two heads. there is a BertLMPredictHead for masked language modeling and a sequence
relationship Linear layer for next sentence prediction. The model is initialized with BERT base weights and
trained on a a single GPU for approximately 20 hours. The author experimented with the Mac M1 chip
but training on Jupyter on a single GPU was projected to take approximately 57 days, outside the feasible
scope of the current work. The model is initialized and saved to a cuda device (GPU) on Google Colab.
The model is fed input ids, token type ids and attention mask PyTorch tensors. Label tensors are fed to
the label parameter as well. Training was performed multiple times and averaged around 20 hours after
running the training over a few weeks. Model binaries and tokenizer files were produced and uploaded to
the HuggingFace website earnings-bert. The model binaries are loaded on the HuggingFace hub as model
weights to be loaded for various tasks from sequence classification to language modeling and other pre-built
task specific models available on the HuggingFace hub.
There were multiple experiments conducted for model architecture. Initially the HuggingFace Trainer
class was utilized as demonstrated in the HuggingFace course tutorial. Initial training on custom datasets
curated and formatted by the author bore concerningly low results. PubMed data trained from the BioBert
model yielded 0.08% accuracy. Investigation into this led to in depth consultation of the official documentation. There is a problem type parameter for which there are three options, each of which has a paired loss
function: regression which is tied to a mean squared error loss function, single label classification which has
a CrossEntropy loss, but the mapping is flaky and sometimes the torch negative log likelihood loss function
is paired with this problem type. Experiments using the Trainer class with Bert models directly loaded from
HuggingFace proved difficult to train consistently. The best performance was obtained when the author relied
on using BERT as a feature extraction layer in a custom network. The SciBERT weights were loaded into an
instance of the AutoModel class. This class loads pretrained model weights but crucially only keeps the body
of the model. There is not task specific head in the AutoModel class. In an attempt to prevent overfitting,
a dropout layer with a 0.25 coefficient is instantiated after the Bert Embedding layer. Next a Linear layer
is instantiated and the remaining embeddings not filtered from the dropout layer are fed to this first linear
layer. The first linear layer has 3072 input feature dimensions and 512 output layers. A ReLu activation is
applied to the first linear layer. Another dropout layer is applied to the output of the first linear layer with
a rectified linear unit activation. Then a second Dropout layer with 45% set to zero. A second linear layer
is applied with a second ReLU activation function with 512 input features and 22 output features, because
there are 22 Rhetorical Structure Theory class labels. The model is instantiated and trained on training
data. The model achieves high accuracy on training data and high accuracy on evaluation data. The lack of
comparably large training data to the average size of a HuggingFace dataset is a culprit in why the BERT
model over fit. A larger dataset could be curated and labeled with a longer time frame. This a fruitful area
for further work. Nonetheless, the present work provides two novel corpora of medical (PubMed) domain
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models

Accuracy

F1

baseline model + PubMed data

0.23

0.0002

baseline model + News data

0.21

0.0002

baseline model + Earnings data

0.21

0.0002

SciBert model + Pubmed data

0.97

Scibert model + News data

0.008

0.002

Scibert model + Earnings data

0.008

0.0002

Earnings model + PubMed data
Earnings model + Earnings data

0.37

Earnings model + WSJ data

0.002

News model + PubMed data
News model + Earnings data
News model + WSJ data

0.45

Table 1: In-Domain and Cross-Domain Results

and financial domain (earnings calls) as datasets annotated for relation extraction research.
The baseline model was a Scikit Learn Pedregosa et al. (2012) dummy classifier using the "most frequent"
strategy.

7

Discussion

There are many reasons this could be happening. After compiling earnings calls data and PubMed data
for two of the three datasets used in transfer learning experiments for fine-tuning, the datasets are difficult
to scale to sizes relatively similar in size to datasets used to train transformers. A PubMed data on the
HuggingFace datasets website demos a dataset in a spread sheet with over 15 million rows. After scraping
training data and rhetorical relations from Wall Street Journal tree corpora, the training data was 19,361
rows long. This was the largest dataset attained for manual corpus building in the experiments conducted.
PubMed data was added. All RST relations were annotated by the author by hand over the course of
research. Scaling to comparable size of HuggingFace demo datasets is not entirely realistic for the scope of
this research project. More abstract data was annotated after scraping from PubMed websites. The BioC
API also provides PubMedC articles in their entirety, not just abstracts, already in XML format. These
articles aren’t annotated however, so text must be extracted in order to read it into the rstWeb annotation
tool and add relation annotations. This enables the author to annotate more detailed robust representations
of PubMed data. As a team of one, however, there weren’t enough time or resources for inter-annotator
agreement chi-squared tests to be performed or find volunteers for annotation spot checking. RoBERTa
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performance still needs to be compared to BioBert performance for a baseline in the BERT model family.
Architecture taken directly from the Transformers library via the HuggingFace team was somewhat flaky
and results were not entirely accurate. There are many potential reasons for this. The Rust bindings are
built into the Tokenizers library in particular and there were multiple experimental runs with PyTorch not
recognizing tokenizer objects or registering the data transformations from string tokens to tokenizer output
input id, token type id and mask id tensors. The author ran the same code in Google Colab notebooks
multiple times which would at times render unrecognized column errors despite proper implementation of
data transformation code.
The most intuitive explanation of poor performance is the dearth of training data. Since all labeled
data from the PubMed and Earnings transcripts were compiled and labeled by hand by the author, given
the timeline and scope of the current, the scale is not comparable to the average sized dataset from the
HuggingFace hub. Many datasets have tens of millions of rows once loaded into HuggingFace Dataset data
structure objects. This wasn’t a feasible feat to accomplish in the scope of this work. Consequently, the
author annotated a dataset of PubMed EDUs with rhetorical relational labels on a much smaller magnitude
than the size and scale of standardized BERT oriented datasets. Transformers need a gargantuan amount
of labeled training data and this is difficult to scale with a data curation and annotator team of one. In
domain training provided an approximate 60% relative reduction in error rate in the medical domain. News
wall street journal fine tuning proved most difficult to improve performance on. On an MPS chip on Apple
Silicon after running for 12 hours evaluation results in 0.45 accuracy. Obtaining F1 scores was attempted
but the native tensor manipulation in torch was not compatible with the MPS Apple Silicone chip device.
Further work is required to fix this issue. A novel BERT model pretrained on earnings calls is introduced as
well.

8

Conclusion & Future work

Experiments in cross domain transfer learning between financial, medical and news corpora were largely
unsuccessful. BERT models with in-domain pretrained weights provided stronger results. Larger datasets
are necessary for more accurate results. Creating two novel datasets from scratch is not scalable for a single
researcher given a semester of independent study to build a corpus of tens of millions of rows of labeled data
on par with standard datasets in the transformers datasets library. The modest success demonstrated in this
work suggests that a team of researchers could expand on the present work and a team of annotators could
spend a larger quantity of time working together to build a much larger well annotated corpus of sentence
pairs annotated with discourse relations using the Rhetorical Structure Theory framework. The success
of Ferracane et al. (2019) suggests it would be equally beneficial to expand on the discourse segmentation
work. This work presents a novel annotated corpus of earnings calls data. This data could be scaled and
compiled in to a much larger unsupervised dataset. Current BERT models accessible on the HuggingFace
hub from previous work related to finance are largely sentiment analysis based. Experiments at the early

23

stages of this work examined SEC financial compliance documents. A model opaquely named Sec-BERT in
fact is pretrained on cybersecurity data. There is a dearth of available BERT models pretrained on financial
data. The present work explores transfer learning between PubMed medical data, an annotated corpus
of Wall Street Journal RST relations and EDUs. This work presents a novel unsupervised BERT model
pretrained on a corpus of Earnings calls transcripts obtained from SeekingAlpha. The model was fine-tuned
on a relation extraction multi class classification task. Transfer learning yielded low accuracy scores, but
novel techniques for adaptive learning Houlsby et al. (2019) present avenues for further research. In domain
learning proved more successful but there are further experiments to run to improve the results. Compute
resources proved to be a challenge in pretraining and fine tuning. Google Colab resources were used for
pretraining the earnings model. The model successfully trained when epochs were set to 10 or lower. The
model continually crashed or lost connection to the Google GPU consistently after between 18 to 22 hours of
continuous training. Access to multiple stable GPUs, more stable compute would likely allow more efficient
training for longer periods and produce more robust results. Further research should compare a baseline
RoBERTa model to the models experimented with in the current work. In lieu of higher capacity compute
resources, given the difficulty of training the news-based and science BERT models, the author considered
model distillation as a possible route to improve performance while balancing limited compute resources.
This would involve taking the SciBERT model as a baseline and mapping an approximation of weights from
the larger baseline to a more compact "student" model. This would hopefully provide a new lighter weight
model with fewer parameters, but maintain the most necessary weights for the best approximation of the
teacher model, thus freeing our compute and helping models run faster during inference on a single GPU.
Code can be referenced on GitHub at https://github.com/reubenraff/master_thesis.
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