II. Principle to Solve a Deterministic Problem in a Multiagent System
The present section presents the approach to solve deterministic MDO problems using the AMAS. Studies have shown that this method can be used to solve MDO problems effectively [9] [10] [11] . For the sake of clarity, the AMAS principle is illustrated through a simple mathematical test case inspired by Alexandrov and Lewis [12] . However, this principle can be generalized in a straightforward manner. This case study, as shown in Fig. 1 , is a simplified representation of an MDO problem, and its mathematical description is given by 8 > > < 
In the multiagent framework, each of the elements introduced in the multidisciplinary optimization problem is encapsulated by an independent entity called an agent. The AMAS method defines how agents communicate with each other to solve MDO problems. More precisely, an agent has one or more local targets and interacts with other agents to meet its objectives. There are different types of agents; the definitions given hereafter are illustrated in reference to the test case as detailed in Fig. 1: 1) A variable agent represents a variable of the problem. It can be connected as an input to one or more other agents (model agent, constraint agent, or objective agent). It can also be connected to one (and only one) model agent as an output. When a variable agent such as l 1 , l 2 , a 1 , or a 2 (see Fig. 1 ) is connected as an input, it is capable of satisfying any request for value modification by directly changing its own value. However, when a variable agent is connected as an output for a model agent, such as the a 1 output for model agents m 1 or a 2 output for model agent m 2 , it will be only able to change its value indirectly by sending a request to the model agent (since its own value depends on the value computed by the model agent).
2) A model agent represents the model of a discipline. It computes values from variable agents that are connected to it as input (i.e., l 1 and a 2 for m 1 ) to generate one or more output values. These values are sent to the corresponding agents connected to it as output (i.e., a 1 for m 1 ). To satisfy the requests received from its output variables, the model agent is able to determine the necessary modification of its input variables (by whatever means available, such as an internal optimization algorithm). Such modifications are then sent as requests to its corresponding input variables.
3) An objective agent represents an optimization objective (i.e., a 1 ). Such an agent is a specialization of a model agent where there is only one output value. To optimize the objective function, the objective agent directly sends requests to its input variables.
4) A constraint agent represents a constraint of the MDO problem (i.e., c 1 or c 2 ). Like the objective agent, it is a specialization of a model agent and computes only one output value. It acts to keep this value greater than or less than a constant value (generally zero). The agent sends requests directly to its input variables to achieve this goal.
Once all the agents have reached a compromise without necessarily achieving their own objectives, the variable agents should then have converged toward the optimal values of the MDO problem.
From the simple mathematical example, shown in Fig. 1 , the various steps needed to reach the convergence of agents using the AMAS method are described, working from the assumptions that 1) variables and input parameters have arbitrary initial values; and 2) the objective-function agent decides, based on some internal decision algorithm (for example, minimization of the value of o 1 ), to ask variable a 2 to take another value in order to improve the objective-function value.
Variable a 2 , associated with a model m 2 , cannot choose to change its own value by itself but has to forward the request to do so to the model m 2 . Local optimization is then performed at the level of the model agent to respond to this demand. The values for the model (a 1 and l 2 ), which are solutions to the optimization problem, are then returned. The model agent sends the necessary queries (a 1 and l 2 ) to its inputs. To simplify explanations, it is assumed that l 2 has the correct value (therefore, no request is sent). The variable a 1 cannot change the value itself, and a query is sent to model m 1 . This model performs an optimization to process the request. The values of a 2 and l 1 are then returned. For the sake of simplicity, it is assumed that agent a 2 has a correct value. The model m 1 sends a request to modify the entry l 1 . Since l 1 is a variable agent that is not an output, it may itself decide to change its own value. It therefore accepts the request and informs the entities related to it that there has been a change. The model can now calculate the new value for a 1 . As a 1 changes its value, it informs the entities related to it. The model can now calculate the new value for a 2 . Since the value of a 2 has changed, the model agent informs the entities related to it that there has been a change. Thus, the model must then calculate a new value for a 1 , etc. This behavior is repeated up to a stopping criterion, generally up to stabilization of the agents. More advanced optimization methods using agents have also been developed (see [10, 11] ).
To solve MDO problems, the AMAS method has a number of advantages: 1) From a computer science point of view, the agents are autonomous and easily parallelizable on different processors in order to accelerate computation time.
2) For an optimal search, resolution of the problem is only performed at the local level of the agents and from the definition of the different interactions between them, regardless of the complexity of the problem. There is, therefore, no need to define strategies for global coordination. In some cases, this may allow for resolution of a problem that would have been difficult to break down using conventional strategies.
As shown in [10, 11] , the AMAS method only allows complex MDO problems in a deterministic environment to be resolved. In the following section, a new method is introduced so that the AMAS method can be extended to solving MDO problems under uncertainty. 
III. Methodology for Managing Uncertainties in a Multiagent Solved Problem
The aim of the present research is to develop a method that enables uncertainties to be effectively propagated through a multiagent system. To achieve this, it will first be explained how to integrate and propagate uncertainty in each type of agent. An overview of the usual sequential optimization methodologies under uncertainty is then provided. One of the most efficient of these, the sequential optimization and reliability assessment (SORA) method is then adopted to derive a new approach combined with a multiagent system.
A. Integrating Agent Uncertainty
The MDO problem under uncertainty can be formulated as follows:
with f as the objective function, g i as the constraints, S as the search space, and α i as the required level of reliability. Since a multiagent system is a set of agents operating in a common environment, the first goal is to propagate uncertainties through this set of agents and then define a strategy such that the multiagent system satisfies the new constraints formulated in terms of reliability and robustness. Modeling uncertainties are due to the difference between the model predictions and reality. Another potential source of uncertainty in outputs derives directly from uncertainty in the input parameters.
To propagate uncertainties, additional information is integrated in each agent. Random variables can be represented in various manners as, for instance, by a cloud of sample points or by their probability distribution. A description will now be provided as to how to manage the uncertainties for each type of agent. There are different types of agents involved in the propagation:
1) The model agent is a model representing a certain physical system that is encapsulated. The agent takes a vector of random parameters x c as input (see Fig. 2 ). Each random parameter x component of the vector x c is characterized by its mean x m at the current optimization point and its random characteristics (e.g., its standard deviation σ x ). The output of the agent is then written as fx; δ δ model , where δ model is the modeling uncertainty. The uncertainty δ model is characterized by one of the representations given previously (a cloud of sample points or probability distribution) and obtained by the uncertainties propagator associated with this representation. These can be either a propagator using Monte Carlo simulations or an analytical propagator based on first-or second-order Taylor expansion. It is then sent to the rest of the multiagent system. 2) The objective-function agent has the specific target of minimizing the objective function of the system (this agent encapsulates the performance function of the optimization problem). The agent takes as input a vector of random parameters x c with their associated uncertainty representation (see Fig. 3 ). The output of the agent is Efx. The mean of the function f is calculated on the basis of the results of the uncertainty propagation. Note that the standard deviation of the objective function can also be calculated so as to provide information as to the robustness of the objective function.
3) The constraint agent can determine the level of reliability reached by each constraint, see Fig. 4 . It takes as input a vector of random parameters x c . Each random component x has an associated uncertainty representation (cloud of sample points or probability distribution). The agent checks internally whether the constraint is satisfied by measuring the level of reliability. This probability can be written as Probg i x; δ ≤ 0 and obtained directly from samples, or it can be calculated by
where Φ is the cumulative distribution function, under the normality hypothesis for uncertainties represented by probability distributions. For non-Gaussian uncertainty, such expressions may still represent a good approximation for the reliability evaluation, considering the central limit theorem and the fact that, for complex problems, the constraint agent usually depends on a large number of uncertainty sources. A normality test can be implemented before the estimation of the probability in order to test this hypothesis. Once the probability Probg i x; δ ≤ 0 has been determined, if the constraints do not meet the imposed reliability thresholds α i , an adaptive safety factor s f i is introduced:
≤ 0 ≥ α i (this safety factor will be explained in more detail in Sec. III.C; see Fig. 5 ). This leads to the constraints toward the feasible domain being removed.
B. Overview of Existing Sequential Optimization Methods
Having presented the integration and propagation of uncertainty in a multiagent system, an overview of usual sequential optimization methodologies under uncertainty is given.
Reliability-based design optimization problems commonly rely on simple two-level approaches linking reliability algorithms and design optimization. The approach usually involves an external loop that allows the design variables to be optimized and an inner loop for reliability analysis. The reliability index approach (RIA) and performance measure approach (PMA) are classic approaches in reliability-based design optimization in which the probability of failure is calculated using a first-order approximation. In the RIA method [7] the reliability index β is the result of a first-order reliability method (FORM). Tu et al. [13] proposed a method based on the performance assessment. In this approach, an 
the optimization loop are nested. Thus, these approaches require multiple performance evaluations at each iteration of the optimization process. Over the last decades, various methodologies based on sequential approaches have been proposed in order to limit the reliability analysis used in the PMA and RIA methods.
In the work of Cheng et al. [8] , an approximate sequential programming approach (the deterministic optimization is decoupled from the reliability optimization) is implemented. In the approach developed, the optimal design is obtained by solving a sequence of subproblems that usually consist of an approximate objective function subjected to a set of approximate constraints. In each subproblem, the reliability constraints are replaced by a new formulation: the approximate reliability index (RIA). This sequential method's effectiveness is demonstrated in various applications.
Other research also focused on optimization methods based on a single-loop process. In these approaches, probabilistic optimization is transformed into deterministic optimization. A sequential optimization under uncertainty (SORA) was developed by Du and Chen [14] to separate reliability analysis from the optimization process. SORA uncouples the reliability analysis from optimization by separating each random variable in a deterministic design element used for optimization and a stochastic component used for the analysis of reliability. In each cycle, optimization and reliability analyses are uncoupled from each other. Reliability assessment is only performed after resolution of the deterministic optimization problem in order to verify feasibility of the constraints under uncertainty. Following the probabilistic study, the violated constraints (with low reliability) are shifted to the feasible field by incorporating safety factors. Calculation is based on the reliability information obtained in the previous cycle. This method is, in particular, applied to design a speed reducer for a short-range aircraft engine. The design of this system is rapidly improved from cycle to cycle and the calculation time significantly reduced.
C. New Approach Combining Sequential Optimization with the Multiagent System
The sequential optimization methods mentioned in the previous paragraph are based on reliability analysis, and the results stem from the FORM. Although the FORM is a common technique in reliability, [15] shows that this approach may result in an unreliable or too-conservative optimal system for some nonlinear reliability constraints. A new method is therefore proposed combining the SORA approach with the multiagent method. To this purpose, a sequential single-loop optimization method based on safety factors is developed. Application of these factors results in a simple translation of the constraints toward the feasible domain. However, the introduction of safety factors may result in overdesign. To overcome this problem, the present approach is based on adaptive safety coefficients. This methodology will now be introduced:
It derives from the sequential method SORA [14] . In the method developed, a single-loop process is used in which a series of cycles of deterministic optimization and reliability system evaluation succeed each other. For each cycle, the optimization methodology searches for deterministic optimal variables in the design space. In mathematical terms, this deterministic optimization can be expressed as follows: min x fx; x∈ S g i x ≤ 0; i 1; : : : ; p
with f as the objective function, g i as the constraints, and S as the search space [the same as those defined in the problem of Eq. (2)]. Evaluation of reliability is only performed after resolution of this deterministic optimization problem in order to verify feasibility of the constraints under uncertainties. When the reliability constraints of the optimization problem prove not to be satisfactory, an adaptive safety factor is introduced such that the constraints are met with a level of reliability equal to a given target value (in the present case. this value is often taken as equal to α i 90%). For the sake of simplicity, the adaptive safety coefficient s f i in the present study is determined under the assumption of normality as follows:
where α i is the required level of reliability, σ g i is the standard deviation of the constraint g i , and Φ −1 i is the inverse of the standard normal cumulative distribution function. An illustration of the safety factor is given in Fig. 5 . The new agent-level search point of the next optimization cycle K 1 is then the last evaluated search point used for updating the adaptive safety factors s
. It is considered that the algorithm has converged to a solution where the evolution of all the safety factors tends toward a relatively low value; that is,
where ε is the convergence detection threshold (in the present application ε 10 −2 ). A flowchart of this method is given in Fig. 6 . For the first cycle (K 1), the value of the initial design point can be arbitrarily imposed and the adaptive safety factors are equal to zero. Following resolution of the deterministic optimization problem by the multiagent method [eq1], the optimum X opt can be located on or close to the boundary of some deterministic constraint g i . When considering the uncertainty on both X opt and g i , the reliability evaluated by the multiagent may be less than the imposed threshold α i . Thus, the deterministic constraints are modified by introducing adaptive safety factors s 2 f i so as to ensure feasibility of the constraints. The next cycle (K 2) starts with a new deterministic optimization from the optimal value of cycle K 1, where each constraint g i is updated with the new safety factor s
. This loop is repeated until convergence of the adaptive safety factors. In the next section, a test case is used to validate the proposed approach on preliminary aircraft design and show its accuracy and efficacy.
IV. Preliminary Aircraft Design Test Case A. Presentation of the Problem
The preliminary aircraft design problem considered here (inspired from [16, 17] ) involves the power-to-weight ratio P TO ∕m MTO and wing loading m MTO ∕S W as design variables. The aim is to minimize aircraft weight on takeoff m MTO . The probabilistic optimization problem is formulated as follows:
where the constraints g i are as follows: g 1 is the cruise speed V CR (block 1, Fig. 7) ; g 2 is the runway landing length S LFL (block 2); and g 3 is the runway takeoff length S TOFL (block 3). Using the agent breakdown introduced in Secs. II and III, the preceding optimization problem can be summarized by Fig. 7 . Each variable of the problem is shown by a variable agent. The disciplines determining a characteristic of the aircraft (cruise Fig. 7 Description of the preliminary aircraft phase.
speed, runway landing length, runway takeoff length, and maximum takeoff weight) are modeled using the model agent. The output from the model calculating aircraft weight on takeoff is encapsulated in the objective agent to be minimized. The output determining a performance g i of the system is expressed in a constraint agent. Uncertainties are introduced based on the following parameters: the maximum lift coefficient during landing C L;max;L , the maximum lift coefficient during the takeoff phase C L;max;TO , the lift-to-drag ratio E, and the propeller efficiency η P;CR . These uncertainties are modeled by normal distributions in line with the advice afforded by Airbus Industries experts.
§ To solve such an optimization problem, the uncertainties are propagated through the multiagent system (see Fig. 8 ). Note that, if the uncertainty distribution belongs to a location-scale family distribution form (such as uniform, Weibull, log normal, etc.), the presented method can be straightforwardly extended, since the quantiles [see Eq. (4)] can be directly evaluated from the standardized distribution [see Eq. (4)]. Otherwise, despite an increase in calculation time, Monte Carlo simulations can be performed to evaluate the safety factors directly.
B. Results Obtained by the Multiagent Method Under Uncertainty Methodology
This subsection contains two paragraphs. In the first paragraph, the multidisciplinary problem under uncertainty is solved by a crude multiagent system using a double loop. Results are compared with a classical double-loop calculation solved by a standard pattern search algorithm. Then, in the second paragraph, the multiagent system is combined with the sequential optimization method (see Sec. III.C). Improvements in terms of computational efficiency and accuracy are shown in comparison with the results obtained in the previous paragraph.
Crude Multiagent Optimization Method
As a preliminary, 100 runs were conducted using different starting points uniformly chosen over the interval [250; 400] for the m MTO ∕S W parameter and [200; 350] for the P TO ∕m MTO parameter. The same optimal solution was obtained for each run of the crude multiagent method, showing that this method is insensitive to the starting point for the studied problem. By way of a comparison and for the same sampling, using double-loop optimization leads to a variation up to 5% in the optimal solution. The results obtained from the crude multiagent method and the classical/conventional double loop are quite close to each other (see Table 1 ). This means the agent approach can be validated. In a deterministic case, the optimal solution given by multiagent systems is obtained directly in one step, corresponding to the achievement of each variable agent's objective. The computation time is a function of the stopping criterion (generally agent stabilization) and the way the computation is pursued (parallel or sequential).
The number of reliability analyses appears to be of major importance in terms of computation time in the proposed application and is mentioned as a comparison parameter in the following tables. However, the number of iterations for reliability analysis alone is not fully sufficient to compare the performance of the different algorithms in the stochastic case, since the metric should integrate the number of agent iterations and the number of function evaluations, including reliability analysis. For example, a model agent or the objective-function agent would not require the same computation time, and reliability constraint evaluations are different in terms of evaluation methods and time. The overall computation time necessary to perform the optimization is presented in Tables 1 and 2 as a neutral comparison parameter. Computation was performed on a personal computer with the following specifications: Processor Intel Core i7 2630QM/2 GHz, random-access memory of 4 Giga octet (double data rate 3rd generation synchronous dynamic random access memory. Clock 200 MHz and input/output clock at 800 MHz so PC3 16000).
In this first paragraph, for both the crude multiagent method and classical double loop, uncertainties are taken into account from the start of optimization. Thus, if the initial point of the optimization algorithm is far from the optimum, considerable reliability analysis was required leading to extended computation time.
Combination of the Multiagent Method with the Sequential Optimization Method
To overcome the issue of computation time, the method is implemented using a single-loop procedure (see Sec. III.C). This method is compared with the crude multiagent and classical double-loop methods. The results are given in Table 2 . The optima obtained by the three methods are close, and the sequential single-loop method is more efficient, since it requires just three reliability assessments.
It is important to emphasize that this new methodology combining the adaptive multiagent system under uncertainty with a sequential optimization resolution method based on a single loop allows the number of reliability analyzes to be divided by 135 in comparison with a classical double-loop procedure. Moreover, in comparison with the crude multiagent method, the number of reliability evaluations of the system is approximately 14 times less. In terms of robustness with respect to the initial optimization point, both the multiagent method combined with the sequential optimization and the crude multiagent method exhibit the same excellent behavior. 
V. Conclusions
Even in the preliminary design phase, multidisciplinary optimization problems under uncertainty are becoming increasingly complex with a high number of variables and uncertain parameters, interrelated disciplines, and different levels of granularity. Thus, many of the standard methods (advanced Monte Carlo simulation, metamodels approximation, FORM, SORM, etc.) can prove to be too time consuming. This motivated the development of new techniques stemming from artificial intelligence and known as autoadaptive multiagent systems to effectively solve multidisciplinary optimization problems (only in deterministic context). The present Note proposes the uncertainty be integrated and propagated within the AMAS framework. A strategy combining the uncertain multiagent system with the sequential optimization process is then proposed. The method was tested and validated on a preliminary aircraft design test case. From different initial design points, the new methodology provided a stationary optimal design better than those proposed by the classical double-loop optimization process. Furthermore, in this application, the number of reliability analyses was divided by an order of magnitude 135, thus improving computational efficiency. Future work will be dedicated to testing the method on more detailed aircraft design phases. 
