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Spectroscopy and imaging are widely used to characterise systems structurally and 
functionally, and this information allows for the rational development of novel drugs and theranostics 
in many diverse areas of medicine. This thesis focuses on applying Electron Paramagnetic Resonance 
(EPR) techniques to determine the structure and function of protein molecules. A feasibility study to 
develop paramagnetic probes for EPR imaging is also presented. 
In EPR the probe is a paramagnetic centre and information is obtained by measuring 
interactions of this probe with its environment. In this thesis continuous wave (CW) EPR and Double 
Electron Electron Resonance (DEER) in conjunction with a site-directed spin labelling (SDSL) were 
employed to study structure and function of spin-labelled protein molecules. The techniques allow 
examination of molecular systems that cannot be crystallised or are too big for efficient NMR 
investigation. DEER provides information on distance distributions between two spin labels located 
on Cys-mutated residues of the protein molecule and can access longer distances in comparison with 
NMR. CW EPR provides information about the mobility of a single spin label which can be used to 
characterise protein dynamics. Structural modelling was used to combine the crystal structures and 
Molecular Dynamics (MD) simulations with DEER distance constraints to present a DEER-based 
structural model of the conformational variability of the protein molecule. 
Chapters 2 and 3 focus on characterising two metal ion substrate binding proteins (SBP), Zn2+-
binding AdcA and Mn2+-binding PsaA, using DEER and CW EPR. The ATP-Binding Cassette (ABC) 
permeases, with which the SBPs are associated, are a primary importer used by bacteria to scavenge 
the essential first-row metal ions (e.g. iron, zinc, manganese) from a host environment. The process 
is essential for bacterial survival and propagation. Understanding the metal ion acquisition 
mechanisms by these SBPs can provide new opportunities for targeted drug development. 
Collectively, the CW EPR and DEER data along with crystal structures, differential scanning 
fluorimetry (DSF), Molecular Dynamics simulation, and smFRET microscopy, were able to 
determine a structural model for Zn2+-binding in the AdcA protein referred to as “trap-door” 
mechanism. Our data show that the “trap-door” mechanism employed by AdcA is different from the 
“spring-hammer” mechanism employed by PsaA. 
Non-Ribosomal Peptide Synthetase (NRPS) are the topic of chapter 4. NRPS’s are a family 
of mega enzymes that produce a diverse range of pharmaceuticals, yet how these molecular machines 
operate to produce such complex chemicals is very poorly understood. This project will investigate 
module 7 of the teicoplanin NRPS, a 200 kDa protein, which is the last step in the production of the 
glycopeptide antibiotics (GPA). A comprehensive structural and functional understanding of the 
teicoplanin NRPS machinery will provide a paradigm for this enzyme family, enabling the tailored 
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re-engineering of the in vivo NRPS biosynthesis for the development of new antibiotics and 
pharmaceuticals. This thesis concentrates on a di-domain complex PCP-X from module 7 (Tcp12) of 
teicoplanin NRPS which contains the peptidyl carrier protein (PCP) domain and the X-domain. These 
two domains are joined by a long linker which is thought to be flexible. The goal is to investigate 
conformational dynamics of the PCP-X construct in different states. This includes the PCP domain 
in loaded and unloaded states, and how the PCP-X construct interacts with an OxyB (P450) protein. 
Using DEER data from a large number of double spin-labelled PCP-X mutants, rigid-body structural 
models based on the domain’s crystal structures were investigated to characterise the mobility of the 
PCP-X di-domain and compare it to very limited crystal structure data of the larger domain construct. 
Chapter 5 describes the application of the Maximum Entropy (MaxEnt) approach to 2D 
HYSCORE image reconstruction and its comparison with the conventionally utilised Discrete Fourier 
Transformation (DFT). HYSCORE is a widely used electron spin echo envelope (ESEEM) 
experiment used for measuring the nuclear quadrupole and hyperfine couplings. While EPR 
experiments are generally very sensitive, the time required for two and higher dimensional techniques 
are a significant limitation. The results show that the MaxEnt algorithm allows sampling of data non-
uniformity, provides better sensitivity and an increase in resolution compared to DFT. 
Lastly, chapter 6 describes the development of PEG-based hyperbranched polymers and 
pPEGMA-coated gold nanoparticles as EPR imaging agents and sensors. Both nanoparticles have 
been shown as promising platforms that can be functionalized with targeting ligands and various 
imaging probes (i.e. a paramagnetic spin label) for the purpose of using multiple molecular imaging 
modalities for in vivo theranostics. The choice of a spin label dictates the possible application of the 
final agent, either for EPR imaging or EPR spectroscopy. The preliminary study assessed the 
sensitivity of commercially available EPR equipment and showed that nitroxides are more suitable 
for use as a sensor rather than an imaging probe. Future work based on the results in the thesis are 
discussed at the end of this chapter. 
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Chapter 1. Theoretical overview 
1.1 Introduction to Electron Paramagnetic Resonance 
1.1.1 Electron spin and spin Hamiltonian 
Electron Paramagnetic Resonance (EPR) spectroscopy addresses the interactions of unpaired 
electron spins with an external magnetic field, and other unpaired electron and coupled magnetic 
nuclear spins. There are two methods, continuous wave EPR and pulse EPR which can be applied to 
paramagnetic systems, such as free radicals, transition metal ions, etc. EPR spectra can be recorded 
at different frequencies: L-band (≈1-2 GHz), S-band (2-4 GHz), X-band (8-10 GHz), Q-band (≈ 35 
GHz) and W-band (≈ 90 GHz). At high frequencies the resolution and sensitivity can be better. The 
choice of frequency depends on the specific type of interactions of interest that contributes to the 
system spin Hamiltonian discussed later. 
The concept of electron spin is a central concept of EPR spectroscopy. The electron spin, a 




. In accordance with the quantum theory, it exists in two states: spin-up state (or α-
state) with ms = +
1
2
, and a spin-down state (or β-state) with ms = 
1
2
 . As an electron has a charge, 
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m
      Eq. 1-1 
where e  is the Bohr magneton, Sˆ  is the spin angular momentum, and the factor g can be obtained 
in accordance with Dirac’s relativistic quantum mechanics. The free electron g-value is 
ge = 2.00231930436153(53). 
The interactions between unpaired spins and nuclei in a magnetic field are characterised by the 
interactions between their magnetic moments and the external magnetic field and by the electron and 
nuclear spin interactions. The Hamiltonian describing the system of unpaired electrons and nuclei is 
referred as a spin Hamiltonian. 
The spin Hamiltonian for the system of an effective electron spin S interacting with N nuclei 
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where the symbol ˆ indicates an operator and g, B0, D, Ak and Pk are vectors and operators. 
Each type of interactions can be described by a second-rank tensor (g, B0, D, Ak and Pk in Eq. 
1-2 above), which is diagonal in an appropriate coordinate system. In this system the interaction can 
be described by three principal components of the tensor. The different types of interactions are 
described below. 
1) Electron Zeeman interaction 
The Electron Zeeman interaction defines the interaction between the electron spin magnetic 






 B gS  Eq. 1-3 
As was mentioned before, in a principal axis system g-tensor can be diagonalised, and the 
interaction can be defined by three principal g-values: gx, gy and gz, and three Euler angles defining 
the orientation of the tensor in the molecular frame. 





iso x y zg g g g   . In frozen solution and powder states the principal components 
of the g-tensor can be identified from the turning points of the EPR spectrum. The lineshape of an 
EPR spectrum is dominated by electron Zeeman interaction, and there are three possible symmetry 
of the lineshape: cubic (gx = gy = gz), axial (gx = gy = g , gz = g ) and orthorhombic (gx ≠ gy ≠ gz), 
if there is no other interaction. 
2) Nuclear Zeeman interaction 
The nuclear Zeeman interaction of a spin I with an external magnetic field B0 can be described 







  B I  Eq. 1-4 
where the spin quantum number I and the nuclear gn factor depend on the nucleus type. Nuclear 
Zeeman interaction does not generally contribute to the EPR spectrum, because the nuclear magneton 
is three orders smaller than the Bohr magneton (due to inverse dependency on the mass of nuclei and 
electrons respectively). However, it plays a role in hyperfine techniques. 
3) Hyperfine interaction 
The interaction between the electron spin and coupled nuclei of spin I is called the hyperfine 
interaction, and defined as the following term of the spin Hamiltonian: 
ˆ ˆ ˆˆ ˆ ˆ ˆ
hf isoH a  SAI SI STI  Eq. 1-5 
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There are two different contributions in the isotropic hyperfine interaction A: the isotropic 
Fermi contact interaction, described by the constant aiso and the anisotropic electron-nuclear dipole-
dipole interaction described by the dipolar coupling tensor T. In liquid solution the anisotropic 
hyperfine interaction is averaged by molecular motions, and only the isotropic hyperfine constant can 
be determined. 











The isotropic contribution to the hyperfine coupling comes from finite electron spin density at 
the nucleus (
2
0 (0) ). 
The anisotropic hyperfine interaction can be described in terms of the classic dipole-dipole 












   


  Eq. 1-7 
where 0  is a ground-state electronic wave-function and r is the distance vector between the nuclear 
and the electron spin [1]. 
The hyperfine interactions cause the EPR line splitting. The isotropic hyperfine coupling (in 
case of solution EPR spectra) can be determined from the distance between peaks of the hyperfine 
structure. The splitting pattern depends on the number and type (I=
1
2
, I=1, etc.) of coupled nuclei 
and is used for the characterisation of molecular structures. In the case of interaction between electron 
spin and N nuclei with spin I, there will be a splitting in 2 1N I    lines with separations determined 
by the relevant isotropic hyperfine coupling and relative intensities that can be predicted by Pascal’s 
triangles. 
In frozen solution and powders the anisotropic parts of the hyperfine couplings also contribute 
to the EPR spectrum and this makes spectrum analysis more complicated. When the hyperfine 
interactions are too weak to be resolved by CW EPR, pulse techniques (such as Electron Spin Echo 
Envelope Modulation (ESEEM)) are used. 
4) Nuclear Quadrupole interaction 
The cause of nuclear quadrupole interaction is the non-spherical charge distribution in nuclei 
with a spin I >
1
2
 which gives rise to a nuclear electrical quadrupole moment Q, which interacts with 




nqH  IPI  Eq. 1-8 
where P is the traceless nuclear quadrupole tensor. 
The magnitude of the nuclear quadrupole coupling depends on the size and charge of the 
nucleus, that determines its nuclear quadrupole moment Q, and on the electron distributions in its 
surroundings, that determines the electric field gradient. This type of interaction has only a minor 
effect on the EPR spectra of a frozen solution, but this effect becomes significant for ESEEM of 




5) Zero-Field splitting interaction 
The dipolar interaction between electron spins in systems with s >
1
2
, which removes the 
degeneracy of the different ms levels without an external magnetic field, is called zero-field splitting 
(ZFS). This interaction is represented by the following spin Hamiltonian term: 
ˆ ˆˆ
ZFSH SDS  Eq. 1-9 
where D is the symmetric, traceless zero-field splitting interaction tensor. 
The zero-field splitting interactions are contributed by the spin-spin dipolar interaction (mostly 
dominant in the case of organic molecules) and spin-orbit interaction (mostly dominates in case of 
transition metal ions) [2]. 
6) Electron Electron Dipole interaction 
In the case of a two-spin system, the spin Hamiltonian consists of the Hamiltonians for the 
single spins that could include all the previously-described interactions from section 1 to section 4, 
and dipolar coupling and exchange coupling Hamiltonians: 
1 2 1 2
ˆ ˆ ˆ ˆ ˆ( , ) ( ) ( ) dd exchangeH s s H s H s H H     Eq. 1-10 


















The exchange coupling Hamiltonian is given by 
1 2
ˆ ˆˆ
exchangeH  S JS  Eq. 1-12 
where J is the Heisenberg exchange coupling tensor. A detailed discussion of exchange coupling can 
be found in [3]. 
The dipolar and exchange coupling lead to a splitting of the EPR signal or to a broadening of 




1.1.2 Continuous wave EPR and pulse EPR 
1.1.2.1 Continuous wave EPR 
In the case of continuous wave (CW) EPR the sample is continuously irradiated by microwaves 
at a fixed frequency, while an external magnetic field B0 generated by a magnet, is swept. B0 causes 
a splitting of the energy levels of the spin system (Figure 1-1). A microwave radiation source creates 
a standing wave inside the resonator. The resonators are designed to ensure the magnetic field 
component is to be maximum in the centre, while the electric field component is to be minimised. 
The magnetic component of the microwave radiation B1 is perpendicular to the external magnetic 
field B0. 
When the resonance condition ∆E=hν is met, B1 provokes spin transitions between the energy 
levels, which is detected as energy absorption, which constitutes an EPR signal. To reduce the impact 
of noise, the external field B0 is usually modulated by creating a small additional field modulated at 
typically 100 kHz by Helmholtz coils located outside the resonator. The modulation amplitude should 
be chosen carefully depending on the linewidth of the EPR spectrum detected [4]. More technical 
details and procedures of CW EPR tuning and measurements can be found in [4-6]. 
 
Homogeneous broadening can occur 
when all spins experience the same time-
averaged field and can be characterised by the 
same Hamiltonian. The group of spins in this 
condition is called a spin packet. 
Homogeneous lines can be characterised by 
Lorentzian lineshape. 
In contrast, inhomogeneous lineshape 
is formed by unresolved and overlapped 
homogeneous lineshapes with different 
resonance positions. In this case the line 
typically has a Gaussian shape. It can occur 
when the external field B0 is not 
homogeneous, due to unresolved hyperfine 
structure, or when anisotropic interactions 
occur. 
 
Figure 1-1 – External magnetic field B0 causes a 
splitting of the energy levels of the spin system. 
When the resonance condition ∆E=hν is met, spin 
transitions between the energy levels |> and |> 
can be detected as energy absorption.  
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1.1.2.2 Pulse EPR 
The whole potential of EPR spectroscopy cannot be used with only CW EPR due to the 
limitations of spectral resolution. Pulse EPR provides better resolution separating different 
interactions from each other. Different pulse sequences such as hyperfine splitting, relaxation times, 
dipolar couplings, etc., were developed for investigating different properties of the spin system. 
In pulse EPR the microwave radiation goes through a pulse forming unit consisting of 
different channels with attenuators and phase shifters to adjust the length and phase of the pulses and 
also to apply phase cycling when unwanted echoes should be eliminated. The generated pulses are of 
an order of nanoseconds. The pulses from the pulse forming unit travel to a travelling wave tube 
(TWT) where they are additionally amplified. 
Dead-time is a time period after a microwave pulse during which no measurements can be 
performed due to the ringing of high frequency pulses in the resonator. The issue can be overcome 
via over-coupling of the resonator and reducing its quality factor Q, which leads to reduced sensitivity 
and increased excitation bandwidth. 
The output signal is obtained by a pulse detection unit, which contains a defending limiter to 
prevent damage from the reflected high-power pulses. More details on the signal acquisition, as well 
as the theory behind semi-classical description and density matrix description of pulse EPR can be 
found in Principles of Pulse Electron Paramagnetic Resonance (2001) by Arthur Schweiger and 
Gunnar Jeschke [1]. 
1.1.3 Relaxation 
In an EPR experiments the spin system is perturbed by either oscillating microwave field or 
microwave pulses and then returns to its state of equilibrium, which is called relaxation. Relaxation 
defines a linewidth in CW EPR and must be considered to avoid a power saturation effect. In pulse 
EPR, the relaxation time determines the length of the pulse sequence used and its repetition time. 
Depending on a particular spin system, different processes can be involved in relaxation. 
Typically two types of processes occur: spin-lattice, so-called longitudinal or T1- relaxation, and spin-
spin or so-called T2-relaxation. Both types of relaxation are briefly discussed below, but more details 
can be found in [1, 7]. 
1.1.3.1 Spin-lattice relaxation 
The longitudinal or spin-lattice relaxation is characterised by relaxation time T1. Due to 
dynamic interactions and energy exchange between electron spins and the surrounding environment 
(solution, powder or crystal lattice), electron spins flip and the magnetisation vector returns to the 
state of their equilibrium position along the direction of B0 (z-axis). 
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Different processes can cause the longitudinal relaxation process: molecular motion causing 
anisotropic interactions like hyperfine, exchange or electron dipole-dipole interaction which perturbs 
a local field of the electron spin and causes its flip. Collisions with other molecules like oxygen or 
metal ions cause longitudinal relaxation as well. In solid state T1-relaxation can be caused by 
molecular vibrations [1]. 
1.1.3.2 Spin-spin relaxation 
Spin flips can occur with no energy exchange with surroundings and can cause a loss of phase 
coherence in the plane perpendicular to B0 direction (xy-plane). Additionally, phase coherence can be 




   Eq. 1-13 
where 2T
 is relaxation due to the spin flip-flop process. 
The term phase memory time Tm is used in EPR experiment and includes any processes that 
cause the loss of phase coherence, including T2 relaxation [1]. If we consider two spin systems, one 
of those (spin system A) is excited and the other one (spin system B) is not. The magnetic field of 
spins A is influenced by dipolar coupling to spins B. If spins B experience spin-spin or spin-lattice 
relaxation, that process will contribute to Tm of spins A that is inversely proportional to the 
concentration of spins B. If spins B are nuclear spins, the process is called nuclear spin diffusion. 
This process is typically a main contributor to Tm and can be reduced via sample deuteration. 
When the spin magnetisation is shifted to a different region of the EPR spectrum, the 
resonance frequency of the spin changes, which contributes to Tm. An example of such a contribution 
is a spectral diffusion. Spectral diffusion happens when only part of the spins is excited because of 
limited bandwidth of the resonator. When magnetisation of spins A changes under the influence of 
spins B as was discussed before, the resonance frequency of spins A can transfer outside of the 
resonator bandwidth. The magnetisation of spins B can also change due to the same process, and the 
resonance frequency for spins B can transfer inside of the detection window, replacing spins A and 
contributing to relaxation. 
The local magnetic field around each spin changes after a pulse depending on the position of 
other spins. This process is called instantaneous diffusion [1, 7]. 
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1.2 Pulse dipolar spectroscopy 
1.2.1 Introduction 
Weak interactions between two and more electron spins can be measured via dipolar 
spectroscopy. The object of the measurements is a distance distribution between the spins of interest. 
The data on distance distribution between different paramagnetic centres at different points of the 
macromolecule of interest can be utilized for structural studies. Depending on the length of the 
distances measured, different techniques can be used. For shorter distances in the range of 1 – 1.7 nm 
CW EPR can be used, and the distances can be extracted from the line broadening of the spectrum. 
For longer distances in the range of 8 – 12 nm, Double Electron Electron Resonance (DEER), also 
called Pulsed Electron Double Resonance (PELDOR) [8, 9], can be employed. 
For structural studies of biological systems like proteins, DNA or RNA [7, 10] EPR dipolar 
spectroscopy has an advantage over the well-established X-ray crystallography and solution-state 
NMR methods, because it allows the study a complexes that cannot be crystallised or are too big for 
efficient NMR investigation. EPR can also provide information about longer distance constraints than 
NMR that typically is limited to a range of around 0.5 nm. 
Most often, nitroxide spin labels are used for dipolar EPR spectroscopy. The spin labels can 
be positioned at a specific point of the macromolecule via site-directed mutagenesis (Figure 1-2). In 
our work 1-oxyl-2,2,5,5-tetramethylpyrroline-3-methyl (MTSL) spin label is used for all DEER 
studies. The spin label can be attached to a cysteine through a disulphide bond (Figure 1-2). Other 
spin labels such as trityl radicals [11], tyrosyl radicals [12, 13], gadolinium spin labels [12, 14, 15] 
are extensively used in various study. In some cases the macromolecules of interest already possesses 





Figure 1-2 – MTSL spin label can be positioned at a specific point of the protein of interest 
via site-directed mutagenesis. The attachment to a cysteine is performed through a disulphide 
bond. 
1.2.2 The dipolar interaction and Pake pattern 
When two spins are distant from each other more than 1.5 nm, the exchange spin-spin 
interaction can be neglected. In this case, the spin Hamiltonian of two weakly coupled electron spins 
with sA = sB =
1
2
 can be written as follows: 
0 0( , )
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   D  Eq. 1-15 
where θ is an angle between the magnetic field B0 and the distance rAB between the spins (Figure 1-3 
A). If the difference in resonance frequency of two spins ∆ω is larger than a dipolar frequency ωdd, 
the regime is called a weak-coupling regime. In this regime the splitting between most obvious peaks 
in the Pake pattern corresponds to ωdd. In the case of strong-coupling, the pseudo-secular terms of the 




Figure 1-3 – (A) Schematic representation of a two-electron system and definition of the 
angle θ between the magnetic field B0 and the distance vector rAB. (B) Dipolar spectrum for 
two spins obtained by a weighted sum of the differences between the two pairs of EPR 
transition frequencies over all values of θ – weak-coupling regime Pake pattern. 
 
In isotropic frozen solution all orientations of the spin system relative to the magnetic field 
exist and contribute to the Pake pattern shown in Figure 1-3B. If there is only one fixed distance, the 
position of the turning points in the spectrum (shown with arrows in Figure 1-3B) defines the inter-









  ). For short distances, the dipolar interaction is large enough to 
cause broadening of the EPR spectrum, corresponding to a convolution of the EPR spectrum of the 
isolated spins with the Pake pattern due to the dipolar interaction between the spins. DEER can be 
used for determination of longer distances. 
1.2.3 Three-pulse and four-pulse DEER 
The distance between two coupled electron spins in the range above 1.7 nm and up to 8-
12 nm can be determined via the pulse Double Electron Electron Resonance (DEER) technique that 
measures the dipolar frequencies ωdd. Three- and four- pulse DEER employ two different 
microwave frequencies to excite different spins selectively (Figure 1-4). Detection (or observer) 
pulse sequence excites the spins A and generates the spin echo. The pump pulse that has a different 
frequency excites spins B, which leads to a change of a local field for spins A and, as a result, 
impacts echo intensity at the end of the detection sequence. The change of the position of the pump 
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pulse modulates the echo intensity by the frequency of the dipolar coupling between spins A and 
spins B that can be extracted. The interpretation of the results and extraction of distance distribution 






Figure 1-4 – Pulse sequences for (A) three-pulse and (B) four-pulse DEER. Zero-time of the 
experiment is indicated as a dashed line. The position of the inversion pulse at the pump 
frequency ωB is incremented and the change in echo amplitude is detected as a function of time. 
In case of four-pulse DEER, t0 = 2τ1 which is outside the spectrometer dead-time of ca. 100 ns. 
 




 pulse (Figure 1-4 A) creates electron coherence of the detection spins A. The pump π pulse 
applied at time t flips the B spins, which leads to a change in the local field of A spins and, as a result, 
to a change in the precession frequency of A spins. In turn, change of precession frequency results in 
a refocusing of magnetisation and a reduction in echo intensity. By varying the position of pump 
pulse with time, echo modulation is recorded as a function of time. The length of the pulse sequence 
is fixed and its maximum is determined by the phase memory time. 
Derived from the density matrix formalism, the change in echo amplitude as a function of 
time can be written as follows: 
3 ( ) cos( )p ddf t t  Eq. 1-16 
assuming ideal pulses and selective excitation. 
However, the contribution from the A spins coupled with the B spins but not excited by the pump 
pulse is not considered in the formula. The contribution brings an additional unmodulated 
contribution that is reflected with the introduction of the λ parameter, called the inversion efficiency 
of the pump pulse: 
3 ( ) 1 [1 cos( )]p ddF t t     Eq. 1-17 
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The three-pulse DEER suffers from dead-time. The first detection pulse and the pump pulse 
can often overlap, causing distortion of the first part of the DEER trace. As a result, the broader 
features of the dipolar spectrum can be diminished after Fourier transformation of the time-domain 
data [19]. This disadvantage was overcome by introduction of four-pulse DEER by Pannier and co-
workers (Figure 1-4 B) [20]. As shown in Figure 1-4B, the sequence starts with two pulses followed 
by the refocusing π pulse. In this case the zero-time starts at the position of the primary echo generated 
by the first two pulses. The position of pump pulse varies within the interval of τ1+τ2 between two π 
pulses, which leads to the modulation of the echo intensity at ωdd frequency that is recorded as a 
function of time. The echo amplitude can be determined similarly to Eq. 1-17 for the three-pulse 
sequence: 
4 ( ) 1 [1 cos( )]p ddF t t     Eq. 1-18 
Considering also the interactions between electron spins located on the different macromolecules, the 
DEER trace can be defined as follows: 
( ) ( ) ( )V t F t B t  Eq. 1-19 
where F(t) is called a form factor and B(t) is called a background factor, that can be written as an 
exponential decaying function: 
3( ) exp( )
d
B t kt   Eq. 1-20 
where k is a coefficient proportional to the concentration of the spins and d is a dimensionality of the 
background [21]. For proteins or organic bi-radicals in solution d is usually close to three. For 
membrane-proteins it can become close to two. The form factor is used for the background correction 
as discussed in the next section. 
To be able to determine distance distribution accurately, the DEER trace should be sufficiently 
long to characterise the observed distance. A length that captures a half an oscillation is normally 
sufficient to determine the mean distance, a length corresponding to at least one and a half of 
oscillation is sufficient to determine the width of the distribution; and the length corresponding to at 
least three oscillations and more is required to determine the shape of the distance distribution [21]. 
As was mentioned earlier, phase memory time determines the length of DEER trace that can be 
recorded, which, in turn, determines the signal-to-noise ratio of the experimental data. Decreasing the 
temperature closer to a rigid-lattice limit can prolong phase memory time, but spin-lattice relaxation 
time will be increased as well, which will require longer shot-repetition time. The optimal temperature 
that ensures a good balance between two relaxation mechanisms was found to be around 50 K [22]. 
As was mentioned earlier, use of deuterated solvents instead of protonated solvents can also extend 
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the phase memory time. Deuteration of the solvent, the spin label and the protein can bring more 
improvement [9]. 
Overall four-pulse DEER has an advantage over three-pulse DEER in terms of determining 
the initial part of the DEER trace more accurately, because the technique does not suffer from a dead-
time. However, phase memory time is a more severe limitation for four-pulse DEER rather than for 
three-pulse DEER due to additional relaxation during the initial part of the trace (2τ1). To overcome 
this disadvantage, Lovett and co-workers [23] suggested a method called DEER-Stitch that allows 
acquisition of longer DEER traces with higher sensitivity. DEER-Stich is based on combining two 
DEER traces, short-length four-pulse DEER and long-length three-pulse DEER, to reconstruct the 
final “stitched” DEER trace. 
1.2.4 DEER data analysis and interpretation 
The first approach to utilizing DEER data for structural study of macromolecules is to extract 
distance distributions from the experimental DEER traces and use the distances as constraints. The 
procedure is implemented in the software DeerAnalysis [16] used for this thesis and illustrated in 
Figure 1-5. Firstly, by fitting Eq. 1-20 to the end of the DEER trace and assuming that the modulations 
are damped and the decay is due to the background factor, the background factor B(t) is determined 
(Figure 1-5A). The form factor F(t) can be obtained by division of experimental data by the 
determined background factor B(t) (Figure 1-5B). The modulation depth ∆ can be determined as the 
difference between the intensity maxima (at t=0) and the intensity closer to the end of the trace where 
the modulation has decayed (shown in Figure 1-5B). The reduced form factor f(t) can be calculated 
as follows: 







 Eq. 1-21 
Next, the DEER spectrum can be reconstructed from Fourier transform of the reduced form 
factor (Figure 1-5C). If the measured distance is well-defined, then the dipolar frequency can be 
calculated from the dipolar spectrum as shown in Figure 1-5C. However, in the case of broader 
distance distribution, the observed Pake pattern is a weighted average of the Pake patterns 
corresponding to the distance distributions in that broader range. The averaging of the Pake pattern 
leads to a broadening of its features. As a result, other approaches should be taken to determine the 













Figure 1-5 – Illustration of DEER data analysis for an NRPS PCP-X di-domain (Cys-mutant 
A323C-A430C labelled with MTSL, Chapter 4) at 55K: (A) Experimental DEER trace 0( ) /V t V  
recorded and fitted background B(t). (B) Experimental and simulated form factor 0( ) /F t F  
obtained after background correction. (C) Experimental and simulated DEER spectrum obtained 
by Fourier transform of the reduced form factor. (D) Distance distribution extracted by Tikhonov 
regularisation applied to the data shown in B and C with a regularisation parameter α=20. The 
analysis was performed with the program DeerAnalysis [16]. 
 
The equation connecting the reduced form factor f(t) and distance distribution P(r) can be 
written as follows: 
max
min
( ) ( , ) ( )
r
r
f t K r t P r dr   Eq. 1-22 




( , ) cos[(1 3cos ) ] cosddK r t t d     Eq. 1-23 
The kernel matrix represents the modulation caused by the dipolar interaction and contributed by all 
the orientations of the spin vectors relative to the magnetic field vector. Extraction of the distance 
distribution from that equation is an ill-posed problem. It means that the solution is sensitive toward 
even light perturbation of the input data (i.e. noise and differences in background corrections). 
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Different approaches to the problem have been discussed in the literature [24-27]. The most popular 
model-free approach is Tikhonov regularization [25, 27], which was also used for extraction of 
distance distributions in this thesis. 






( ) ( ) ( )
d P r
G P KP r f t
dr
         Eq. 1-24 
The minimization of the first term ensures a good fit between the experimental and fitted solution 
(preciseness). The second term is responsible for the smoothness of the solution. Parameter α is called 
a regularisation parameter. It controls the balance between preciseness and smoothness of the 
solution. If α is too low, the solution will consist of several narrow peaks, because noise was fitted in 
the experimental form factor as distances. If α is too high, the solution will be broad. 
The most popular way to define the regularisation parameter α is the L-curve method [16, 25, 
27]. The L-curve is a plot of log  and log  for different α (Eq. 1-24). The plot usually has an L-
shape, and the left corner of the L-shape represents the best balance between the smoothness and 
roughness of the solution. 
1.3 Conformational distributions and flexibility of spin labels 
1.3.1 Applications of CW EPR to study the mobility of spin labels 
The CW EPR spectra can provide information on the mobility of a spin label, free or 
attached to a macromolecule. The information about the label motion can be obtained visually by 
comparing lineshapes of the CW EPR spectra, since the spectral lineshape is sensitive to motions 
occurring on the EPR timescale determined by the spectral anisotropy. There are three different 
correlation times that can be defined in the description of spin labels attached to a macromolecule 
(i.e. protein) [28, 29]: the correlation time describing the overall tumbling of the macromolecule, 
the correlation time related to a movement of a protein backbone and the correlation time related to 
the internal motion of the spin label. 
In case of large protein molecules (>200 kDa), the correlation time related to the overall 
tumbling of the molecule exceeds the X-band EPR sensitivity and can often be neglected. However, 
X-band EPR is sensitive to backbone and spin label motions because of anisotropies of the g-tensor 
and A-tensor. If a spin label is attached to a macromolecule, its motion is restricted with respect to a 
free label in solution, and the anisotropies are not averaged out completely and the EPR spectrum 
becomes distinctive from the isotropic regime (Figure 1-6). A quantitative interpretation of the EPR 
spectra in terms of label mobility requires simulation. 
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To simulate the random rotational tumbling of spin labels (as nitroxides) in solution, 
stochastic a Liouville equation (SLE) with a rotational diffusion super-operator can be used. The 
classification of the rotational regimes can be formulated based on the range of the rotational 
correlation time τC relative to the rigid-limit spectral width  . There are four main motion regimes: 
(1) the fast motion limit (τC ~ 0), (2) the fast-motion regime (τC-1 >>  ), (3) the slow and 
intermediate motion regime (τC-1 is similar to  within two (2) orders of magnitude), and (4) the 
rigid limit (no rotation) [30]. 
In the case of macromolecules (i.e. polymers [31] or protein molecules in this study) analysis 
of the motion of a spin label sitting on a particular spot (residue) of the macromolecule of interest, is 
not trivial because the relationships between the lineshape and the physical parameters (such as 
rotational diffusion and chemical exchange) are indirect [32]. These systems are usually defined as a 
“slow-motion” or ‘slow-tumbling” regime. The simulation requires the solution of larger matrix 
equations and more parameters to fit [33, 34], and, as a result, longer computational time. 
An extensive summary on the approaches of computational simulation of EPR spectra, as well 
as related software packages with implementations and references was provided by S. Stoll [30] and 
many other researchers [35, 36]. Thus, only a brief summary with principal equations is provided in 
this section.  
For the simulation performed in this thesis (Chapter 2) the EasySpin Matlab-based package 
[37] was used. The schematic representation of the rotational dynamics accessible by CW EPR and 
the theoretical basis used for EasySpin approaches (with the sample spectra of nitroxide for each 
regime) are provided in Figure 1-6. The borders of the regimes are approximate. 
As was mentioned above, the modelling of a “slow-motion” system is based on the SLE 
model. The main purpose for using this approach is to design an equation that will take into account 
the effect of molecular motions on the shape of the EPR spectra. This requires characterization of the 
magnetic parameters, such as the Zeeman and hyperfine tensors, and the numerical calculation of the 
density matrix operator ( , , )q t  , which is the key access to spectroscopic observables. In the spin 
pseudo-coordinates , and molecular coordinates q, the density matrix operator is defined by an 
augmented Liouville equation: 
( , , ) ( , ), ( , , ) ( ) ( , , ) ( , ) ( , , )q t i H q q t q q t L q q t
t
         

      
 Eq. 1-25 
where ( , )H q  is a Hamiltonian commutation super-operator, ( , )q  is a diffusion super-operator; 




Figure 1-6 – Rotational dynamics accessible by CW EPR and the related functions integrated 
in the EasySpin Matlab-package: τc - isotropic rotational correlation time, Δω - spectral 
anisotropy. The borders between the four regimes are only approximate [37]. 
 
The diffusion matrix ( , )q  depends on the model of the rotational motion: Brownian 
diffusion, jump diffusion, or free diffusion. The orientation dependence in the case of the “slow-
motion” regime is modelled using Wigner rotation functions ( , )LKMD q  - eigenfunctions of the 
rotational diffusion operator. The Wigner rotation functions describe a continuous orientational 
distribution of the spins. The model can be built via a linear combination of the functions. The theory 
behind the approach was developed by Freed and co-workers [33] and implemented into one of their 
well-known simulation program. EasySpin software uses the same approach and is available as a 
Matlab-based package. 
The EasySpin parameter called “orienting potential” is characterises the ability of the spin 
label to align relative to the protein molecule, and restricting its possible orientations. In polar 
coordinates the orienting potential can be defined as follows: 
0 0
,
( , ) ( , ) ( , ) ( , )L L LLK KM LK K K
L K LK
U C D C D D                Eq. 1-26 
where LKMD  - symmetric combination of Wigner rotation functions, ( , )   - set of Euler angles 
specifying the orientation of the director. 
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Rotation functions for some values of L and K (and M=0) are calculated using EasySpin 
function spherharm and are shown in Figure 1-7. 
 
Figure 1-7 – Rotational functions calculated using EasySpin spherharm function for some L and 
K values (M=0, meaning that the orientation depends only on two Euler angles). Black (white) area 
relates to negative (positive) values of the functions [37]. 
 
In theory, the rotational distribution is represented by a linear combination of an infinite 
amount of the rotational functions. However, this approach is impractical, and the used size has to be 
truncated. In practice, satisfactory fits to X-band CW EPR can be obtained by varying only the 
2
0C  
and the 22C  coefficients [34]. Pilar and co-workers [31] examined the MOMD (microscopic order with 
macroscopic disorder) model to explain the X-band and far-infrared (FIR) EPR spectra of 
TEMPONE-labelled polystyrene in a dilute toluene solution. They used a Smoluchowski equation 
for the Brownian rotational diffusion, with the orienting potential given by: 
2 2 2 2
0 2
( , ) 1






       Eq. 1-27 
where the 
2
0C  term refers to the restricting potential to wobbling motion, the 
2
2C  - to its asymmetry. In 
that study the MOMD model provided the best fit to the experimental spectra. 
The EasySpin algorithm for a “slow-motion” regime uses the same approach, and the general 
steps are shown in Figure 1-8. It is implemented as a chili function and was used in the simulation 




Figure 1-8 – General algorithm for chili function implemented into EasySpin Matlab-package [37]: 
(1) – computing Hamiltonian and diffusion matrix in an appropriate basis, (2) tridiagonalization of 
Liouville matrix, (3) computing the spectrum from the tridiagonal matrix. 
1.3.2 Conformational distributions of a spin label for DEER interpretation 
For accurate interpretation of DEER experimental data in terms of macromolecular structure, 
size and spatial distribution of a paramagnetic centre should be considered. While metal ion clusters 
usually have a well-defined location in the macromolecule and therefore the calculated distance 
distribution reflects the structural movement of the macromolecule of interest, spin labels attached to 
the macromolecule via site-specific mutagenesis can undertake different conformations themselves. 
This should be taken into account for an accurate interpretation of the DEER experimental data in 
terms of protein structure, when the motion of spin label and of the protein backbone have to be 
distinguished [21, 38]. 
One of the approaches to modelling the conformational distribution of a spin label is the 
“tether-in-a-cone” model, which suggests that the electron spin is localised on a cone centred on a Cα 
atom of the protein backbone [39]. Another approach calculates a rotamer distribution based on the 
conformational space of the spin label. The first version of the rotamer library approach is 
incorporated in the freely available Matlab program MMM [40]. The weighting is based on the 
potential energy of the rotamers in a protein environment. The second version of the rotamer library 
approach is incorporated in Pymol plug-in MTSSLWizard [41]. It performs a conformation search 
based on a random rotation of a spin label around the torsional angles and no weighting is applied. 
For this thesis both programs were used. 
1.3.2.1 MMM rotamer libraries approach 
The Matlab-based MMM program calculates the rotamer libraries of selected spin labels with 
associated weight/probability for each rotamer [40]. As shown in Figure 1-9, a MTSL spin label 
introduced to the protein molecule is connected to its backbone via five rotatable bonds (torsional 
angles are shown in light grey). Depending on the values of the torsional angles, a number of different 




In MMM, pre-computed rotamer libraries 
are calculated for a specific nitroxide spin label in 
a standard protein environment. Based on the 
combinations of the values of the five torsional 
angles, the conformational space of the MTSL 
spin label can be well-defined by about 200 
generated rotamers. The distribution of the 
dihedral angles was investigated via molecular 
dynamics simulation. 
A more detailed explanation of the 
approached used by MMM can be found in [40]. 
Briefly, Boltzmann statistics based on the sum of internal energy of a free spin label and external 
energy are used to calculate the probability/population of each rotameric state. The internal energy is 
pre-computed for a free spin label via assignment of the conformations sampled via MD simulation 
of a free spin label to a specific rotameric state. The Boltzman distribution equation is used to 
calculate energy depending on the frequency of the occurrence of these states [40]. The external 
energy is evaluated through the Lennard-Jones interaction potential for each pair of non-hydrogen 
atoms on the spin label and on the rigid protein model. The flexibility of the system is considered by 
reduction of van der Waals radii [40]. 
1.3.2.2 MTSLWizard rotamer libraries approach 
The Pymol plug-in MTSSLWizard performs a search of an ensemble of possible 
conformations of MTSSL spin label that do not clash with the protein static model within a variable 
tolerance [41]. As was mentioned earlier, the approach does not calculate probabilities of rotameric 
states or interaction energies. It generates random sets of the five torsional angles (Figure 1-9) and 
checks the corresponding rotamers for clashes with the protein. 
There are two search parameters that can be manually chosen from the provided menu. Clash 
is defined as a violation of the “vdW cutoff” parameter. By default the “vdW cutoff”=3.4Å (a typical 
carbon-carbon distance between residues in the hydrophobic core of a protein). Another available 
option is “vdW cutoff”=2.6Å (a typical length of a hydrogen bond). The “allowed clashes” parameter 
can be set up between “0” (default option) and “5”. The “Thoroughness” parameter regulates the 
number of generation/check cycles performed for each set of the five torsional angles: 1500 in 
“painstaking search”, 300 in “thorough search”, 90 in “normal search” (default option) and 10 in 
 
Figure 1-9 – Representation of molecular 
structure of MTSL spin label with shown 
torsional angles governing the possible 
conformations of the spin label side chain. The 
position of the unpaired electron is indicated. 
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“quick search”. Each conformation is checked for clashes within the label itself, and if clashes occur 
– the conformation is not counted. 
The source code of MTSSLWizard is freely available at 
http://www.pymolwiki.org/index.php/mtsslWizard. The approach produces similar results to MMM, 
but can make a faster estimation and gives an opportunity to visualize results in Pymol. More detailed 





Chapter 2. Understanding protein Structure-Function using pulse 
Electron Resonance Spectroscopy in conjunction with Site-Directed 
Spin Labelling: Zn2+-binding AdcA protein 
2.1 ABC importers in bacteria 
ATP-binding cassette (ABC) transporters belong to one of the major families of membrane 
proteins mediating the exchange of solutes between bacterial cells and their surroundings [42-44]. 
The transporters can be classified in accordance with their function: importers that deliver nutrients 
and other solutes into the cell; exporters that remove toxins and other waste products from the cell. 
ABC importers, only found in prokaryotic cells, consist of three components (Figure 2-1 –). 
Firstly, two transmembrane domains (TMDs) form a channel across the cell membrane. Secondly, 
two hydrophilic nucleotide binding domains (NMDs) in conjunction with TMDs form the ATP 
binding site [45]. The third component is a substrate binding protein (SBP) which is anchored to the 
cell surface through an N-terminal lipid moiety (for Gram-positive bacteria) [46]. Acquisition of 
solutes by ABC importers can be described as a three-step process. Firstly, the SBP recognizes and 
binds a specific substrate, forming an SBP-substrate complex. The complex then interacts with the 
TMD domains. A series of conformational rearrangements leads to a TMD open state. The substrate 
is then released from the binding SBP and transferred into the cell. The SBP then returns to its initial 
state for the next cycle [47, 48]. 
The mechanisms utilised by the ABC transporters make them an attractive target for novel 
anti-bacterial drug development. SBP structural studies are very important for understanding the 
operation of the protein in its role as the initial receptor for the substrate uptake process. 
Understanding the structural changes in SBPs and the mechanisms behind the recognition of the 
specific substrate, is the first and key step towards the goal of developing new, targeted drugs, 
focusing on this pathway. 
The size of SBPs range from 20 to 70 kDa. They show low sequence identity to one 
another [49], which is the main factor behind their high specificity toward the substrate of choice. In 
this Chapter we study the structure-function of the Zn2+-binding protein AdcA, the SBP of the ABC 




Figure 2-1 – ABC cassette SBP-mediated substrate uptake from the host environment to the 
bacteria cell [49]. 
2.2 Role of AdcA Zn2+-binding protein for S. pneumoniae Zn2+ 
homeostasis 
S. pneumoniae, or the pneumococcus, is a significant human bacterial pathogen. It has been 
recognized as the causative agent of pneumonia and meningitis, is particularly dangerous for elderly 
people and children. A main and necessary stage of the disease spreading is the acquisition of Zn2+ 
by the bacteria from the host organism [50]. However, the level of Zn2+ in the host environment is 
strictly regulated, because Zn2+ shows toxicity when in excess [51]. 
Usually the Zn2+-binding process is performed by two types of proteins with a high Zn2+ 
affinity: AdcA and AdcAII. This feature is unique for the S. pneumoniae, because the majority of the 
bacteria possess only one type of metal-specific SBPs. AdcA and AdcAII show similar functionality 
in vitro and each of them is sufficient for in vitro homeostasis [50, 52]. However, Plumptre and co-
workers [50] demonstrated that AdcA is a zinc-specific binding protein, and shows features different 
from other SBPs. Additionally, AdcA and AdcAII show complementary functionality in vivo [50]. 
The presence of two Zn2+-specific SBPs is not typical for most prokaryotes. However, the genes 
encoding AdcA and AdcAII in streptococci are regulated to the Zn2+ abundance in the environment. 
Interestingly, AdcA-mediated Zn2+ homeostasis does not show a significant dependency on the 
polyhistidine triad (Pht) proteins (from 90 to 116 kDa in size) [53], in contrast with AdcAII-mediated 
Zn2+ homeostasis [54] where the proteins help to facilitate Zn2+ acquisition. Pht proteins exist on the 
cell surface and are implicated in the Zn2+ transport pathway but their role is poorly understood [53]. 
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Clearly, understanding the reasons behind the differences between two SBPs will lead to more 
insights into their functionality and will open new opportunities for the development of the new anti-
pneumococcus inhibitors. 
In accordance with the crystal structure (Figure 2-2) (solved by our collaborators during this 
project), one of the features of AdcA is its two zinc-binding domains: AdcAC, the C-terminal zinc-
binding domain, and AdcAN, the N-terminal A-I cluster zinc-binding domain (Figure 2-2). AdcAC is 
homologous to a Zn2+-binding protein known as ZinT from Gram-negative bacteria, while AdcAN is 
homologous to other Zn2+-specific SBPs from the cluster A subgroup, including AdcAII 
(superposition is shown in Figure 2-2). As shown, AdcAN comprises two lobes (C- and N-) connected 
via a rigid α-helix. This architecture is common for solute-binding domains (SBDs) interacting with 
metal ions [55-57]. The metal-binding site of AdcAN consists of four residues: His63, His141, His204 




Figure 2-2 – Crystal structure of S.pneumoniae AdcA in green (Submitted Paper), showing a typical 
cluster A-I fold in the protein’s N-terminal domain (AdcAN) that is comprised of two lobes, a N-
terminal and C-terminal (α/β)4-lobes, and a ZinT-like fold in the C-terminal domain (AdcAC). The 
two bound Zn2+ metal ions are shown as grey spheres. The AdcAN domain is shown with a 
superposition of crystal structures of ZnuA from S.enterica (pink, PDB: 2XQV [59]), 




Additionally, it has been suggested that only minor conformational changes occur in A-I 
cluster SBDs upon metal-binding [61-65], in contrast with non-cluster A proteins undertaking major 
rearrangements between C- and N-lobes [66, 67]. However, a noticeable movement of regions of the 
C-lobe was reported in another A-I cluster Mn2+-binding protein PsaA which lead to the development 
of a “spring-hammer” mechanism [57]. In PsaA, the C-lobe exhibits a 13° rotational movement 
toward the Mn2+-binding site upon metal binding [57]. The structural changes of SBDs upon metal-
binding encode the communication between the SBDs and the ABC transporter about its “cargo”. 
The mechanism remains unclear for the Zn2+-binding AdcA protein and more investigations are 
required to clarify the Zn2+-binding, recognition and release processes. 
There are some significant structural differences observed between AdcA and AdcAII. Firstly, 
AdcA contains a His-rich loop (residues 120-136) [58] and an extended C-terminal region (AdcAC, 
residues 322-501) linked to AdcAN via an additional 11 amino acids [68]. Both features are absent in 
AdcAII, although the presence of a His-rich loop is relatively common for other SBDs. However, its 
functionality remains unclear [60, 63, 69]. Secondly, as we discuss later, the α2β2 loop (residues 58-
66) containing the His63 Zn2+ coordinating residue shows more mobility in comparison with the other 
three regions containing the coordinating residues His141, His204 and Glu279. Lastly, drawing a 
parallel with ZinT proteins that facilitate the Zn2+-binding process [50, 70, 71], it can be hypothesised 
that AdcAC has similar functionality. However, the mechanism of this facilitation has to be 
investigated. 
One approach to get functional clarity is to characterize structural changes between two 
different states of the AdcA protein: metal-free (without bound Zn2+), and Zn2+ (with bound Zn2+). In 
this collaborative study we used a number of techniques to clarify the binding mechanism and get 
detailed insights into AdcA structure-function. The main focus was put on continuous wave (CW) 
EPR to measure mobility of the His-rich loop and Double Electron Electron Resonance (DEER) 
spectroscopy to determine protein structure in solution. This work was carried out along with X-ray 
diffraction, MD simulations, mutagenesis studies, and smFRET miscroscopy to particularly 
characterise the AdcAN domain and mechanism of Zn2+ binding and transport in detail. 
2.3 Preliminary findings and discussions 
Disclaimer: the findings described in this section provide the relevant context for the future aims and 
discussions on EPR study conducted for the project. Protein mutagenesis and analysis, differential 
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2.3.1 Zinc acquisition requires the AdcAN domain 
As was discussed earlier, ZinT proteins facilitate Zn2+ uptake [50, 70, 71]. Cao and co-workers 
stated that the C-terminal ZinT-like domain of Streptococcus pyogenes AdcA delivers Zn2+ directly 
to ABC transporter [72]. However, Z. Luo, J. R. Morey and co-workers (Submitted Paper) showed 
that the AdcAN domain only is necessary for Zn2+ acquisition by conducting mutational analyses with 
phenotypic growth and metal accumulation experiments (Submitted Paper). 
Three coordinating residues His63, His140 and His204 were mutated to Ala to help interrupt 
the metal binding process in AdcAN. This variant replaced the wild-type gene in a ∆adcAII 
background (the bacterial cells with the AdcAII-encoding gene absent) to assess the contribution of 
these regions to phenotypic growth and metal accumulation studies. The data showed that the 
accumulation of Zn2+ was significantly impaired with the conditions of Zn2+-replete or Zn2+-restricted 
conditions, while no other metal ions demonstrated the same impairment. 
2.3.2 Accessory regions facilitating Zn2+ uptake 
To proceed further, three AdcA variants were generated for the purpose of assessing the role 
of particular regions that are hypothesised to participate in the process of Zn2+ uptake. Namely, the 
ZinT-like AdcAC domain (residues 322-501) and His-rich loop of AdcAN domain (16 amino acids, 
residues 120-136) were deleted to form the following AdcA isoforms: 
1) AdcAC domain was truncated (adcAN isoform); 
2) His-rich loop was deleted (adcA∆Loop isoform); 
3) Both AdcAC and the His-rich loop were deleted (adcAN∆Loop isoform). 
Deletion of either AdcAC or the His-rich loop had no major impact on the S.pnemoniae growth in 
conditions of Zn2+ deficiency as compared with Zn2+-replete. However, deletion of both regions 
simultaneously (adcAN∆Loop isoform) affected growth in conditions of Zn2+ deficiency significantly. 
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Accumulation of other metal ions was not affected. These findings show that both the AdcAC domain 
and His-rich loop of the AdcAN domain are required to exert full virulence in case of Zn2+ shortage. 
2.3.3 The structure of Zn2+-bound AdcA 
The crystal structure of wild-type Zn2+-bound AdcA was determined at the resolution of 
1.58 Å by Z. Lou, J.R. Morey and co-workers (Submitted Paper). It was confirmed that the protein 
has a two-domain organisation: AdcAN and AdcAC linked by a rigid α-helix (11 amino acids, α5) 
with both domains containing a Zn2+ metal ion (Figure 2-3 (A)). Domain AdcAN has a two-lobe 
architecture: N-terminal and C-terminal lobes (Figure 2-3 (B)). There are four coordinating residues 
comprising the AdcAN binding site: His63, His140, His204 and Glu279 (Figure 2-3 (D)). 
MD simulation conducted by Dr. Evelyne Deplazes (Curtin University, Bentley) using the 
crystal structure as a starting point, revealed that the bond distances between these four residues and 
the Zn2+ metal ion remained relatively stable over 5 independent MD runs of 750 ns each, and stayed 
within the expected range of 2.07-2.15 Å [73]. This result demonstrates that the MD force field used 
for the metal binding was appropriate. The His-rich loop (residue 120-133) was predicted to be 
flexible [59, 74], which is consistent with the single-crystal X-ray diffraction data where no electron 
density was observed. This MD data was used extensively in our EPR structural modelling, as 
described later. 
Among the four Zn2+ coordinating residues, His63 shows the highest accessibility to the 
solvent, while His204 and Glu279 have the lowest. The observation is stable among all five MD runs. 
Interesting that this partly opened conformation of Zn2+-bound protein was observed in the S.enterica 
Zn2+-bound ZnuA [59], while it is not common in other Zn2+-bound ZnuAs where it is fully closed 
[60, 63, 74]. In accordance with the MD results, this is due to the rigid rotation of α7β6 loop (Figure 
2-3 (B)) perpendicularly to the hinge of α5 linking helix. The same analysis was done for the crystal 
structure of the AdcAN domain with AdcAC truncated and yielded the same conclusion. 
The crystal structure of the AdcAC domain with truncated AdcAN domain was also determined 
(Figure 2-3 (C)). Similarly, no significant conformational differences between metal-free and Zn2+ 
conformation were revealed. This conclusion was made on the basis of a Cα root-mean-square 
deviation (RMSD) analysis. The metal binding site of AdcAC is comprised of three residues: His452, 
His461, His463 (Figure 2-3 (E)). The average bond distances are 1.97 – 2.11Å and remained stable 
over five independent MD simulations. 
AdcAN and AdcAC interact with each other in the Zn2+-bound crystal structure via α12 loop 
and α15 loop of the AdcAC domain and α7 and part of His-rich loop (residue 109-117) of AdcAN 
domain by forming H-bonds within the backbones (for example, between Gln492 and Leu115), side 
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chains (for example, between Gln492 and Asp112), and salt bridges (for example, between Glu120 
and Lys318). These interactions provide for a large buried surface that contributes to the stability of 
the interaction between AdcAC and AdcAN domains of AdcA protein. 
 
Figure 2-3 – Structure of AdcA. (A) Cartoon representation of the AdcA crystal structure (top 
view). The ZnuA-like AdcAN domain is coloured in light blue and the ZinT-like AdcAC domain in 
yellow. The bound Zn2+ ions are shown as black spheres, with their coordinating residues shown 
as sticks. (B and C) Cartoon representation of the AdcAN and AdcAC domains, respectively. The 
bound Zn2+ ions are shown as black spheres and their coordinating residues as sticks. (D and E) 
Close-up view of the metal-binding site in the AdcAN and AdcAC domains, respectively. The bound 
Zn2+ ions are presented as black spheres and the coordinating residues as sticks. The coordination 
bonds are indicated by dashed red lines. Figure was adopted from (Submitted Paper). 
2.3.4 Conformational changes upon Zn2+ binding 
A number of Zn2+-specific SBDs do not show significant conformational changes between 
their metal-free and Zn2+- states [61-65], while recent study by Counago revealed that the Mn2+-
specific SBD PsaA protein experiences a major conformational changes via a “spring-hammer” 
mechanism [57]. Using MD runs to model the dynamics of AdcA, and performing a root-mean-
squares fluctuation (RMSF) analysis of the C atoms positions on these runs, the “spring-hammer” 
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mechanism was not confirmed for AdcAN (crystal structure with AdcAC truncated) and it was shown 
that the mechanism of metal binding was not accompanied by distortion of the linking helix α5 or 
any major movements of the lobes. 
Taking into account that crystal structure provides only a snap-shot of the dynamic process, 
Double Electron Electron resonance (DEER) was used to investigate the range of conformations 
undertaken by AdcA in metal-free and Zn2+-bound states in solution. 
2.3.5 Mobility of the loop α2β2 (His63) (before CW EPR) 
To investigate the mobility of the loops containing the coordinating residues further, MD 
simulation of the loop α2β2 (His63), α4β4 (His140), α6β5 (His204) and α10β8 (Glu279) was 
performed to analyse their mobility and solvent accessible surface area (SASA). All MD simulations 
were performed by Dr. Evelyne Deplazes (Curtin University, Bentley). 
An RMSD analysis of the C atom positions from the MD runs were calculated as a function 
of time. The analysis revealed that the α2β2 (His63) loop is highly mobile in comparison with the 
loop α4β4 (His140) and the loop α10β8 (Glu279) that showed very low mobility in both states. Loop 
α6β5 (His204) also showed some mobility, but the difference between metal-free and Zn2+-bound 
conformations was not significant. To investigate the mobility of the loop α2β2 (His63) further, an 
X-band CW EPR study in solution was performed. 
2.4 Aims 
The goal of this study is to investigate how the structural configurations of AdcA protein in 
solution differ in two states: metal-free (without bound Zn2+, also referred as apo in the figures), and 
Zn2+- (with bound Zn2+, also referred as Zn2+-bound) using pulse and CW EPR spectroscopy. To meet 
this goal, the following workflow directions were identified: 
 
(A) Investigate the mobility of the α2β2 (residues 55-65) loop. 
(1) CW EPR study of the spin label “sitting” on the mobile loop, and outside of the loop in metal-
free and Zn2+-bound conformations. 
(2) Computational simulation of the CW EPR spectral line shape to access the dynamic 
parameters of the spin motion. 
(B) Investigate the structural changes of the protein molecule in two states: metal-free and Zn2+-bound 
in solution. 
(3) DEER study of eight metal-free and eight Zn2+-bound mutants double-labelled with an MTSL 
spin probe to access the distance distributions between the spin labels. 
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(4) DEER data analysis and visual investigation of the protein structure using the distance 
distributions as constraints. 
(C) Develop a Structure model for the DEER data based on the set of Molecular Dynamics (MD) 
structures (5 runs, 750 ns each). This will establish if the conformation space sampled by the MD is 
in accord with the experiment, and validate MD simulations of the metal-free AdcA state for which 
there is no crystal structure available. 
 
The outcomes of this study provide structural insights into the AdcA Zn2+-binding process, and 
produce strong complementary information for other studies undertaken in this project. Our 
computational approach to refining the MD data also offers a powerful DEER analysis approach for 
the purpose of modelling structural conformations in solution from experimental data. 
 
2.5 Materials and Methods 
Disclaimer: 
The study was conducted in collaboration with other research groups. The detailed material and 
methodology are described in the (Submitted Paper). 
(1) Bacterial strains, culturing and growth experiments, (2) whole-cell metal ion accumulation 
analyses, (3) expression and purification of AdcA and mutant variants, (4) differential scanning 
fluorimetry (DSF) and (5) protein crystallization, structure determination, and analyses were 
performed by Dr. Zhenyao Luo, Dr. Jacqueline R. Morey and other members of Prof. Bostjan Kobe’s 
group (UQ, Brisbane) and A.Prof. Christopher McDevitt (University of Melbourne). (6) Molecular 
Dynamics simulation of AdcA and related analyses were performed by Dr. Evelyne Deplazes (Curtin 
University, Bentley). (7) smFRET microscopy was performed by the members of Prof. Thorben 
Cordes group (LMU, Munich, Germany). (8) Protein labelling with MTSL spin label for EPR study 
was performed by Dr. Zhenyao Luo. 
2.5.1 Electron paramagnetic resonance (EPR) spectroscopy 
2.5.1.1 Protein mutants for EPR study 
Seven surface-exposed and non-conserved residues were selected based on their location 
(either the N- or C- lobe of the AdcAN domain or on the AdcAC domain) and their polarity. The 
selected residues were mutated to Cys residues by site-directed mutagenesis (Quickchange Lightning 
Kit, Agilent Technologies) for further labelling with MTSL spin label (Santa Cruz Biotechnology, 
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Inc.) to form eight double-labelled mutants as specified in Table 2-1 and shown in Figure 2-4 (A); 
and two single-labelled mutants as shown in Figure 2-4 (B). 
 
Table 2-1 – AdcA mutants for DEER study 
Mutant 1 T60C/T98C Mutant 5 T98C/A233C 
Mutant 2 T60C/A233C Mutant 6 T98C/A259C 
Mutant 3 T69C/A333C Mutant 7 T98C/A333C 






Figure 2-4 – Positions of MTSL spin labels on the AdcA Cys-variants.  (A) Eight double-labelled 
mutants were designed for DEER experiments: Zn2+ metal ion – red spheres, α2β2 mobile loop 
containing His63 coordinating residue – in yellow, MTSL spin labels at the residues listed in Table 
2-1 – in different colours, connected via dashed lines representing each double-mutant.  (B) Two 
single-labelled mutants were designed for CW EPR experiments: 
Zn2+ metal ion – red spheres, α2β2 mobile loop – in yellow, MTSL spin label at T60C position 
(in magenta) and MTSL spin label at T98C position (in green). 
 
This choice of residues for labelling with an MTSL spin label allows access to distances 
between N- and C- lobes of AdcAN domain (e.g. AdcAT98C/A259C), and between the N-lobe and C-lobe 
of the AdcAN domain and the AdcAC domain (e.g. AdcAT98C/A333C and AdcAT233C/A333C respectively). 
It is interesting to observe the changes in the C- and N- lobe positions relative to each other or to the 




2.5.1.2 Labelling procedure 
The recombinant mutant AdcA protein in 10 μM was incubated with 100 μM S-(1-oxyl-
2,2,5,5-tetramethyl-2,5-dihydro-1H-pyrrol-3-yl)methyl methanesolfonothionate (MTSL, Santa Cruz 
Biotechnology, Inc.) in a total of 1 mL solution at 4℃ for 24 hours under agitation. The free MTSL 
in the protein solution was then removed by dialysis using the SnakeSkin dialysis tubing 10 kDA 
MWCO (Thermo Fisher Scientific) against 1 L of buffer solution (20mM MOPS pH 7.2, 100mM 
NaCl) at 4 ℃ for 24 hours. Zn2+ (ZnCl2) was added to the protein solution in excess, with a ratio of 
[1:5] for DEER double-mutants and [1:5] or [1:100] for CW EPR single-mutants (see figure 
descriptions) to replenish lost metal ions from dialysis. The dialysed sample was subsequently 
concentrated to 500 μL using an Amicon Ultra-4 Centrifugal filter, 10 kDa MWCO and purified by 
size-exclusion chromatography using a Superdex 75 Increase 10/300 column (GE Healthcare Life 
Sciences). The purified sample was then concentrated to 100 μM using an Amicon Ultra-4 
Centrifugal filter, 10 kDa MWCO. 30% of d8-glycerol was added to make the protein more stable 
under ambient temperatures and while being flash-frozen for DEER measurements to prevent 
aggregation [75]. 
The d8-glycerol concentration affects the viscosity of the solution, and, as a result, the 
mobility of the protein in solution. Accordingly, for CW EPR mobility study, three concentrations of 
d8-glycerol were tested: 15%, 35% and 50%. Results generated using lower concentration (15%) are 
included in the main text, while the results from higher concentrations (35% and 50%) are provided 
in Appendix 2C. 
For DEER measurements 100 μL of the concentrated sample was loaded into a capillary tube 
and flash-frozen. As an alternative to a liquid nitrogen cooling bath (-196℃), a dry ice/acetone 
cooling bath (-78℃) was also tested. The results did not vary. Flash-freezing in liquid nitrogen was 
used for all other studies. 
2.5.1.3 EPR experimental parameters 
Q-band DEER data (ca. 33.3 GHz) at 55K were acquired on a Bruker X-/Q- Elex580 
spectrometer equipped with a pulse EPR Resonator (EN 5107D2) and a cryogen-free variable 
temperature cryostat from Cryogenic Limited (model PT415). The four-pulse DEER sequence was 
employed for all measurements; for the detection pulses at frequency A, the sequence was 
/2−τ1−− τ1− τ2−− τ2−echo, and the pump pulse at the frequency B was moved within the time 
τ1- τ2 of the refocused echo. The detection pulses were phase-cycled according to 
[+x, +x, +x, +; −x, +x, +x, −]. The detection microwave pulses employed lengths of 
tπ/tπ/2 = 16 ns/32 ns and the π pump pulse at frequency B had a duration of tπ = 12 ns. The pump pulse 
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was positioned at the maximum of the NO• signal intensity, and the detection pulse sequence was 70 
MHz lower in microwave frequency, i.e. B  A = 70 MHz. A variable τ1 time ranging from ca. 
140 – 200 ns (6 increments) was applied to average out potential distortions due to nuclear 
modulations caused by overlap of the excitation range of the pump and detection pulses. Time τ2 was 
made as long at the phase memory relaxation TM allowed, from ca. 3 s to 5 s (see data). Distance 
distributions were computed from the DEER time traces with the software DeerAnalysis (version 
2016) [37] using the Tikhonov regularisation option and a regularisation parameter in the range  = 
100 – 1000 or Gaussian model. In silico modelling of the MTSL spin label rotamer distributions for 
the various metal-free and Zn2+-bound protein conformations were computed using MMM 2018.2. 
[76]. 
CW X-band EPR measurements were performed at 277K, 287K, RT, 308K, 313K, 323K, 
333K and 343K in capillary tubes (1.5 mm OD) on a Bruker540 spectrometer equipped with a Bruker 
super-high Q cavity and ER 4131VT Variable Temperature Accessory. EPR spectra were recorded 
at a microwave frequency of ca. 9.4 GHz with modulation amplitudes and frequencies of 2 G and 
100 kHz, respectively. The microwave power was adjusted to 2 mW (20 dB) to provide non-
saturating conditions, unless otherwise specified. 
The simulation of the CW EPR spectra was performed using Matlab-based EasySpin package 
(version 5.2.16) [37] for the samples with Zn2+ (ZnCl2) added to the protein solution (35% d8-
glycerol) with a ratio of [1:5] in excess for the temperature range 298K – 343K and with a ratio of 
[1:100] in excess for T=298K and T=313K. 
2.5.1.4 Modelling DEER distance distributions from the experimental data 
The experimental DEER distributions were modelled using the set of structures generated 
from five independent MD runs, each run comprising 750 ns of simulation with conformations saved 
as PDB files at 1 ns intervals. After the MD simulations, each conformation was spin labelled in silico 
by attaching the spin label MTSL and computing rotamers for residues T60C, T69C, A73C, T98C, 
A233C, A259C and A333C. The MTSL rotamers were computed using the molecular modelling 
software MMM [40] using ambient temperature and the library R1A. Distance distributions were then 
computed for the eight pairs of labels: (1) T60C-T98C, (2) T60C-A233C, (3) T69C-A333C, (4) 
A73C-A259C, (5) T98C-A233C, (6) T98C-A259C, (7) T98C-A333C, (8) A233C-A333C. Each 
rotamer distance distribution ( )jiP r  (i = 1 to 8, j = 1 to 5  750) was normalised to a unit area. The 
eight distance distributions for each MD conformation were then arranged into a long column and the 
set of conformation into a matrix, A. The eight experimental distance distributions yi(r) (each 
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normalised to unit area) were arranged into a long column y and a fit to these experimental distance 
distributions was determined according to the equation: 
y=
1 2 3 5 750
1 11 1 1 1
1 2 3 5 750
2 22 2 2 2
1 2 3 5 750
3 3 3 3 3
1 2 3 5 750
8 8 8 8 8
( ) ( ) ( ) ( ) ... ( )
( ) ( ) ( ) ( ) ... ( )
( ) ( ) ( ) ( ) ... ( )
... ... ... ... ... ...
( ) ( ) ( ) ( ) ... ( )
y r P r P r P r P r
y r P r P r P r P r
y r P r P r P r P r
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 = Aω Eq. 2-1 
where ω is a column vector (of length 5750) containing the contributions (weightings) of each MD 
conformation to the modelled distance distribution, and yi(r) and ( )
j
iP r  represent columns containing 
the distance distributions (i = 1 to 8, j = 1 to 5750 conformations). Coefficients ω were determined 
by minimisation of the objective function 
q = (y  Aω)2 Eq. 2-2 
 
with the constraint that ω ≥ 0 (i.e. all coefficients ωj ≥ 0). This nonnegative linear least-squares 
problem was solved with the algorithm described by Lawson and co-workers [77] and as implemented 
in Matlab using the function ‘lsqnonneg’. The algorithm was discussed in Chapter 1 Section 1.4.3. 
The stability of the solution was checked by cross-validation by removing the structures from each 
of the five independent MD runs sequentially and examining the conformation space defined by the 
solution. No significant differences were obtained with respect to the protein conformational space 
defined by the solution. We additionally examined an algorithm based on an iterative approach 
described by Marko and Prisner [78] for constructing broad distance distributions from DEER data 
and the results were again very similar to those obtained from the ‘lsqnonneg’ algorithm (but inferior, 
as determined by the objective function Eq. 2-2). 
2.6 Results and Discussion 
2.6.1 DEER study 
The DEER distance distributions for the eight AdcA variants in the metal-free and Zn2+ bound 
states (listed in Table 2-1 and demonstrated in Figure 2-4 (A)) are shown in Figure 2-5 and Figure 1 
in Appendix 2C. 
For Zn2+-bound AdcA where a crystal structure is available, the DEER NO•-NO• distances 
show a good fit with the crystal structure analyses in terms of the mean of the distance distribution 
(Figure 2-5, Table 2-2). However, the crystal structure modelled distributions are generally narrower, 
which indicates that the protein is more dynamic in solution and occupies a number of conformations. 
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The difference between mean distances measured by DEER for metal-free and Zn2+-bound 
structures is not significant (˂ 4Å as indicated by the ratio 
[[(rmean(metal-free) - rmean(Zn2+))/ rmean(metal-free)]× 100%] in Table 2-2)), suggesting that Zn2+ binding 
introduces only minor changes in the protein conformations. In addition, there is almost no difference 
in the distance distribution widths (Figure 2-5, Table 2-2). The DEER data thus provide strong 
evidence that the metal-free AdcA state does not undergo major rearrangements upon Zn2+-binding. 
Since it was not possible to obtain a crystal structure of metal-free AdcA, DEER provides critical 
support for the metal-free AdcA model used in the MD analysis (as discussed further below). 
 
Figure 2-5 – Distance distributions between the NO-NO of MTSL incorporated into metal-free 
AdcA and Zn2+-bound AdcA Cys-isoforms at the indicated residues. Black line: experimental 
distance distributions computed from its DEER trace (see Figure 1 in Appendix 2C). Red line: Fit 
to the experimental data using the set of distance distributions generated from the five molecular 
dynamics runs (5 runs, 750 conformations in each run, MTSL added using MMM [76] after the 
MD computation). Blue line: Distance distributions computed using the Zn2+-bound AdcA crystal 
structure and adding MTSL in silico using MMM [76]. 
The AdcAT233A/A333C Cys-mutant shows the largest difference between mean distances in 
metal-free and Zn2+-bound states – 10.7%. The A333C-MTSL spin label is located on the AdcAC 
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domain that also binds a Zn2+ ion, and the T233C-MTSL spin label is located on the helix on the 
AdcAN domain (Figure 2-6 (A)). Interestingly, the mutant AdcAT98C/A333C that similarly has one spin 
label located on the AdcAN helix (T98C) and the second spin label located on the AdcAC domain 
(A333C), did not show a decrease in distance distributions in the metal-free state in comparison with 
the Zn2+-bound state. T233C-MTSL is located on the C-lobe of the AdcAN domain, whereas T98C-
MTSL is sitting on the N-lobe of the same domain. When binding the Zn2+metal ion, the C-lobe might 
move closer to the AdcAC domain, while the N-lobe, in contrast, may move further away. In this case, 
the T98C/A333C distance may stay the same as in a metal-free state, or increase, as was observed in 
the experiment. Another reason causing this change in distance distribution might be a spin label 
reorganization. The changing environment can force the MTSL spin label to point to a different (or 
opposite) direction in the Zn2+-bound state, and, as a result, the change between mean distances will 
not reflect a translational movement of the protein structural parts but a rotation of e.g. a helix to 
which the label is attached. 
AdcAA73C/A259C mutants and AdcAT98C/A233C mutants also showed shorter distances in the 
Zn2+-bound state in comparison with their metal-free state. In such cases all labels are located on 
helices of the N-lobe of AdcAN (A73C-MTSL and T98C-MTSL) and C-lobe of AdcAN (A259C-
MTSL and A233C-MTSL) (Figure 2-6 (B)). This data characterises the reorganization of the two 









Figure 2-6 – Zn2+-bound AdcA crystal structure labelled with MTSL spin label rotamers. (A) 
AdcAT233A/A333C and AdcAT98C/A333C Cys-variants. (B) AdcAA73C/A259C and AdcAT98C/A259C Cys-
variants. The distances shown in red are calculated in PyMOL (in Å) between the two most 
probable MTSL rotamers. 
 
No significant change in DEER distance distributions between metal-free and Zn2+-bound 
states of AdcAT98C/A259C Cys-isoform was observed. The A259C-MTSL spin label is located on α8 
helix, while A233C-MTSL spin label is positioned on α7 helix. When binding a Zn2+ ion, these helices 
might be moving in different directions relative to each other, but still toward the N-lobe (toward 
T98C-MTSL spin label positioned on α3 helix). This relocation will shorten the mean NO•-NO• 
distances for AdcAA73C/A259C Cys-mutant and AdcAA98C/A233C Cys-mutant, but the NO•-NO• mean 
distance for AdcAA98C/A259C Cys-mutant either will not change or might get longer (as in the case of 
a diagonal twist), as was observed. 
DEER Structural Model 
A DEER structural model of the conformational variability of metal-free AdcA and Zn2+-
AdcA was derived using the complete set of MD trajectories (5 MD runs, 750 ns per run). To achieve 
this, each MD conformation was spin labelled with MTSL and distance distributions computed for 
the isoforms listed in Table 2-1. 
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Including the complete set of MD structures to model the DEER data resulted in computed 
distance distributions that are slightly broader than the observed experimental results (Figure 2-7). 
This amounted to setting all coefficients to 1, i.e. ω = 1 in Eq. 2-1 (y = Aω). 
Thus, an optimal set of MD structures was required that best fit the experimental DEER data, 
i.e. an optimal set of weightings for ω. The result of this fitting for both metal-free AdcA and Zn2+-
AdcA is shown in Figure 2-5 and Table 2-2. Cartoon representations of the structures are given in 
Figure 2-8 and statistics for selected structural elements are listed in Appendix 2C (Tables 1A, 1B, 
2A, 2B, 3A, 3B), together with the corresponding analysis of the ‘unfiltered’ MD trajectories (all 750 
conformations from the five independent MD runs). The structures from the best-fit DEER model in 
general covers the conformation space of the MD model. These data and the modelling thus indicate 
that Zn2+-binding only induces minor changes in global protein conformation. 
It was found that for metal-free AdcA and Zn2+-bound AdcA only 32 and 40 MD structures, 
respectively, were required to reproduce the DEER distance distribution optimally (lowest value of 
the objective function q, Eq. 2-2). Further examination of the stability of the solution was undertaken 
using cross-validation (i.e. removing 
1
5
 of the MD runs and computing a new solution) and removing 
the best-fit structures and looking then for the 2nd best model. The results from these tests showed 
that the various solutions provided a set of MD structures that cover a very similar conformation 
space as the best-fit DEER model. This was determined for each model by investigating the set of 
model structures (i.e. Figure 2-8) and their statistical parameters (i.e. Table 2-2 and Appendix 2C 
(Tables 1A, 1B, 2A, 2B, 3A, 3B). 
As can be seen in Figure 2-7, some simulated distance distributions are clearly outside of the 
experimental distance distribution range (e.g. see the range 40 – 50 Å for the mutant AdcAT60C/T98C), 
meaning that these MD simulated conformations are not present according to the DEER distance 
distributions. There are several possible reasons for this discrepancy. One potential cause is the 
difference between the MD simulation conditions and the DEER experimental conditions. DEER is 
performed on a frozen solution sample, while MD simulations are computed at room temperature. 
The process of flash freezing the DEER sample in liquid nitrogen takes ca. 10 ms or more, which 
may result in the frozen solution sample not being exactly representative of the protein 
conformational ensemble at room temperature. Another factor is the MD theory itself, which is 
largely empirical and limited to sampling conformation space for only relatively short time periods. 
Indeed, this is the reasoning behind the 5 independent MD runs: to help sample the conformation 
space more thoroughly (but certainly not exhaustively). Uncertainties in computation of the rotamer 
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distributions will contribute, but since computed distance distribution are generally broader than 




   
   
  
 
Figure 2-7 – DEER compared to MD Structure Distance Distributions. DEER distance distributions 
for the set of double mutants for Zn2+-bound AdcA (red line), overlayed with distance distributions 
generated from MD simulation. Shown are all the MD distance distributions generated from one 
750ns long simulation run (750 structures, pdb files). Each MD structure was spin labelled using 
MMM and distance distributions calculated. Inspection of the data reveals that the full set of MD 
structures produces a set of distance distributions that are slightly broader than observed by 
experiment. Essentially the trend is obtained for the other four independent MD runs for Zn2+-









Figure 2-8 – Cartoon representation of the DEER model structures that give the best fit to the DEER 
distance distribution for metal-free AdcA (left) and Zn2+-AdcA (right). 
 
The DEER-fit Models are consistent with the smFRET analysis which was performed on two 
of the mutants, the AdcAA73C/A259C and AdcAT98C/A233C Cys-variants. The results showed only minor 
changes in FRET efficiencies (and thus distance) between metal-free and Zn2+-bound states (Table 4 
in Appendix 2C). The divalent chelating compound ethylenediaminetetraacetic acid (EDTA) (1mM) 
was added to Zn2+-bound AdcA, to demonstrate that the Zn2+ structure has a short lifetime and 




Table 2-2 – Selected distances between residues and the corresponding NO of MTSL from MD, the crystal structure, and DEER spectroscopy. 





rDDc / DDd, Å 
DEER (Tikhonov) 
rDD c/ DDd, Å 
DEER (Gaussian) 
rDD c/ DDd, Å 
∆rDDc (Gaussian), Å / 





22.5 ± 5.8 
23.2 ± 6.1 
 24.9 / 5.3 
25.0/6.6  
Zn2+-AdcAT60C/T98C 27.7 ± 4.3 21.8 ± 3.8 26.2 / 5.5 26.5/4.8 26.7/5.3 + 1.7 / +6.8% 
metal-free 
AdcAT60C/A233C 
32.7 ± 4.8 
33.6 ± 4.5 
 37.2 / 3.4 
37.6/2.9  
Zn2+-AdcAT60C/A233C 28.7 ± 3.7 31.5 ± 2.8 34.8 / 6.4 38.1 / 6.8 38.3/6.7 + 0.7 / +1.9% 
metal-free 
AdcAT69C/A333C 
58.2 ± 3.0 
58.1 ± 4.2 
 67.1 / 34.7 
Peak 1: 48.2/2.66; 
Peak 2: 62.5/6.1 
 
Zn2+-AdcAT69C/A333C 45.2 ± 10.1 55.3 ± 3.7 57.5 / 7.4 66.5 / 30.6 Peak 1: 48.6/3.1; 
Peak 2: 62.9/6.1 
+ 0.4 / +0.8% 
+0.4 / +0.6% 
metal-free 
AdcAA73C/A259C 
45.8 ± 3.5 
45.4 ± 3.2 
 52.5 / 11.1 
57.1/16  
Zn2+-AdcAA73C/A259C 44.2 ± 3.1 43.1 ± 2.8 46.6 / 5.9 49.9 / 12.1 53.6/14.9 - 3.5 / - 6.1% 
metal-free 
AdcAT98C/A233C 
46.8 ± 4.5 
53.9 ± 5.3 
 53.4 / 23.3 
55.4/12.8  
Zn2+-AdcAT98C/A233C 49.9 ± 6.6 50.1 ± 5.4 48.7 / 6.4 51.2 / 23.1 51.8/12.6 - 3.6 / - 6.5% 
metal-free 
AdcAT98C/A259C 
44.7 ± 4.5 
52.8 ± 5.4 
 53.2 / 17.5 
53.8/13.7  





61.9 ± 4.2 
59.0 ± 4.2 
 62.3 / 24.0 
58.7/9.9  
Zn2+-AdcAT98C/A333C 44.6 ± 9.3 55.8 ± 6.0 54.4 / 6.6 62.6 / 26.9 59.4/11.1 + 0.7 / +1.2% 
metal-free 
AdcAT233C/A333C 
36.9 ± 6.8 
37.0 ± 6.3 
 41.3 / 16.1 
44.7/14.4  
Zn2+-AdcAT233C/A333C 37.8 ± 5.3 37.5 ± 4.6 39.3 / 7.4 38.1 / 9.6 39.9/10.8 - 4.8 / -10.7% 
a. Calculated mean C - C distance ( S.D.) from the last 250 ns of the 750 ns MD simulations in the AdcA Cys-variants in the metal-bound or metal-free states as 
indicated. 
b. Calculated mean C - C  distances ( S.D.) from the set of DEER Model structures 
c / d rDD is the mean inter-residue distance (NO




2.6.2 CW EPR study to access the mobility of the α2β2 loop 
One of the most informative applications of CW EPR is to study the dynamics of a protein 
via an attached spin label molecules. The motional averaging of CW EPR spectra is a result of 
molecular motion (a combination of spin label and protein dynamics) and can be analysed to provide 
information about the molecular mobility of the protein to which the spin label is attached. 
To evaluate the mobility of the α2β2 loop in solution, two single-labelled Cys-variants 
AdcAT60C and AdcAT98C in the metal-free and Zn2+ states were investigated via X-band CW EPR at 
different temperatures. The T60C residue is located on the α2β2 loop, while the T98C residue is 
located on a stable, rigid helix away from the α2β2 loop. The T98C-MTSL spin label is thus used as 
a relative reference for the mobility of the T60C residue, which our AdcA structural model indicates 
is mobile and dependent upon the AdcA state, metal-free or Zn2+-bound. 
X-band CW EPR spectra at different temperatures, with different glycerol and Zn2+ content, 
were examined in the course of this study. Best results were obtained with 35% glycerol and an 
[AdcA:Zn2+] ratio of [1:100] (Figure 2-11 below). However, we start the description of the data from 
samples with 15% glycerol and an [AdcA:Zn2+] ratio of [1:5] (Figure 2-9) to highlight general 
characteristics and the way in which the measurement conditions were optimised. 
In accordance with the data shown in Figure 2-9, Zn2+-AdcAT60C is more stable with 
temperature increase. At T = 323K (Figure 2-9 (A)) the lineshape of the metal-free AdcAT60C 
spectrum starts to become narrower and it maintains the same tendency with further temperature 
increase. This implies that the T60C-MTSL spin label located on the α2β2 loop of the metal-free 
AdcAT60C becomes more mobile, while in the Zn2+-AdcAT60C mutant it is less mobile at the same 
temperature. There is a noticeable difference in the label mobility between metal-free and Zn2+-bound 
structures at 333K. However, at T = 343K the difference almost disappeared. Presumably, the 
AdcAT60C Cys-mutants in both states unfolded at that temperature, and the CW EPR spectrum starts 
to resemble a spectrum from a free MTSL spin label in solution (three sharp lines due to hyperfine 
interaction between an electron spin s = 
1
2










Figure 2-9 – CW EPR measurements in the temperature range 277 – 343K for the metal-free or 
Zn2+-bound states of AdcA in 15% d8-glycerol. Zn2+ (ZnCl2) were added to the protein solution 
in excess with a ratio of [1:5]. (A) AdcAT60C Cys-mutant (spin label is on the α2β2 loop). (B) 
AdcAT98C Cys-mutant (spin label is out of the α2β2 loop, but on a more stable helix). 
 
As can be seen in Figure 2-9 (B), at T = 323K, the metal-free AdcAT98C mutant partially 
aggregated and the lineshape became significantly broader. This can be prevented by increasing the 
glycerol content from 15% to 50%, as shown in Figure 4 in Appendix 2C, where there was no 
aggregation observed with the temperature increase. Note, however, that the higher glycerol content 
and thus higher viscosity of the solution slows the MTSL mobility and broadens the CW EPR 
spectrum. This glycerol content clearly needs to be kept constant between samples to enable 
comparison between them. 
At 277K (see Figure 2-9) there was no noticeable difference between metal-free and Zn2+-
bound AdcAT60C, or between metal-free and Zn2+-bound AdcAT98C (see also Figure 9 in Appendix 
2C). T60C-MTSL was expected to be more mobile in the metal-free AdcAT60C sample, and less 
mobile in Zn2+-bound AdcAT60C, if we suppose that the mobile α2β2 loop is restricted after binding a 
Zn2+ ion. Note that the CW EPR spectrum lineshape, under a given set of experimental conditions, is 
determined by mobility that is contributed to by spin label rotation around its linker and protein 
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backbone movement. Most likely, the T60C-MTSL has more freedom to rotate around its own bonds 
(of the linker region) even when the loop itself becomes less mobile, while the T98C-MTSL is located 
on a helix which has very limited freedom to move. However, if we compare the CW EPR spectra at 
T = 277K of metal-free AdcAT60C with those of metal-free AdcAT98C (Figure 2-10 (A)), and Zn2+-
AdcAT60C with Zn2+- AdcAT98C (Figure 2-10 (B)) on one graph, the AdcAT60C mutant shows narrower 
EPR spectral lines in both states, metal-free and Zn2+-bound. This finding provides strong 
experimental evidence that the α2β2 loop of the AdcAT60C Cys-mutant is more mobile than the region 





Figure 2-10 – CW EPR spectra of AdcA in metal-free and Zn2+-bound states single-labelled with 
MTSL in 15% d8-glycerol at T = 277K. Zn2+ (ZnCl2) was added to the protein solution in excess 
with a ratio of [1:5]. (A) metal-free AdcAT60C vs. metal-free AdcAT98C. (B) Zn2+-AdcAT60C vs. 
Zn2+-AdcAT98C. 
 
The CW EPR measurements were repeated at room temperature (RT) and at T = 313K for the 
same Cys-mutants (AdcAT60C and AdcAT98C) in metal-free and Zn2+-bound states with a higher Zn2+ 
(ZnCl2) ratio – [1:100], and in 35% d8-glycerol to prevent aggregation of the protein samples.  This 
large Zn2+ excess should ensure all AdcA contains Zn2+ bound. The difference between these results 
and those observed for the samples with [1:5] ratio of Zn2+ is the more distinguishable broadening of 
the AdcAT60C CW EPR lineshape at higher temperature in comparison with the AdcAT98C CW EPR 
lineshape (Figure 2-11). This broadening could in principal be caused by partial aggregation of the 
AdcAT60C Cys-mutant. However, all previous measurements showed that at these temperatures, Zn2+-
bound AdcA does not aggregate. Additionally, 35% of d8-glycerol should be enough to improve 
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protein stability. Thus, the broadening is due to the restriction of the MTSL spin label mobility upon 
Zn2+ binding. 
By careful optimisation of the experimental conditions, the above results show that the α2β2 
loop is indeed mobile and that its mobility is restricted upon Zn2+ binding. This analysis was done on 
a qualitative basis by visual examination of changes in the CW EPR linewidths. In the following we 
attempted to simulate key CW EPR spectra to characterise the findings quantitatively in terms of 






Figure 2-11 – CW EPR spectra of AdcAT60C and AdcAT98C in metal-free and Zn2+- states in 35% 
d8-glycerol solution. Zn2+ (ZnCl2) was added to the protein solution in excess with a ratio of 
[1:100]. (A) AdcAT60C –metal-free/Zn2+ vs. AdcAT98C –metal-free/Zn2+ at RT (298K); (B) 
AdcAT60C –metal-free/Zn2+ vs. AdcAT98C –metal-free/Zn2+ at 313K. 
 
2.6.3 X-band CW EPR spectra simulation to characterise mobility 
The aim of the simulation is to define the change of spin mobility with the change of 
temperature, depending on the spin location (T60C – on the mobile loop, T98C – outside of the mobile 
loop, on a helix on a rigid part of the protein) and protein state (metal-free or Zn2+-bound). The 
orienting potential coefficients 
2
0C  and 
2
2C  and rotational correlation time τC were estimated for the 
best set of data (35% glycerol and a [AdcA:Zn2+] ratio of [1:100] (Figure 2-11)) and are provided in 
Table 2-3. The mutants were measured at T=298K and T=313K. The simulation for the samples with 
35% glycerol and a [AdcA:Zn2+] ratio of [1:5] were performed for the temperature range of 298-343K 
to highlight general characteristics with more temperature points. The results showed similar trends. 
 48 
 
Herein we discuss only the set of samples with 35% glycerol and a [AdcA:Zn2+] ratio of [1:100]. The 
results for the samples with 35% glycerol and a [AdcA:Zn2+] ratio of [1:5] are provided in Appendix 
2C (see Note 1). 
The best fit to the experimental data was found via a Least Squares algorithm. The g-value 
and hyperfine coupling were fixed throughout the simulation to those determined in frozen solution 
(rigid sample): g-tensor [2.0060, 2.0060, 2.0024] and hyperfine coupling A [18 18 96] MHz [13]. The 
assumption was made that there is a Lorentzian line broadening of 0.1 G. The results of the simulation 
are provided in Table 2-3 and in Figure 2-12 for T = 298K. The simulation for the T=313K is provided 
in Figure 14 in Appendix 2C. 
 
Table 2-3 – Parameters of the simulation of the X-band CW EPR spectra of AdcAT60C Cys-mutant 
and AdcAT98C Cys-mutant. The simulation was run for the protein samples in 35% d8-glycerol 
with Zn2+ (ZnCl2) added with a ratio of [1:100] in excess. Simulations used:  
 g-tensor [2.0060, 2.0060, 2.0024] [13], hyperfine coupling A [18 18 96] MHz [13]. 
  AdcAT60C mutant AdcAT98C mutant 










2.0369 2.3039 2.0933 2.5969 3.0674 1.7199 
-Zn2+ 2.4413 1.3820 1.3140 2.9529 2.3602 1.3220 
313K -metal-
free 
1.4122 1.5667 1.3040 1.8875 0 1.1224 
-Zn2+ 2.3299 1.1139 1.1535 2.4809 0 1.0626 
The simulation was performed assuming that there is only one “slow-motion” component 
involved. Meanwhile the experimental spectra potentially show the presence of an additional very 
small but “fast-motion” component that is more distinct at higher temperatures (Figure 10 and Figure 
11 in Appendix 2C). Presumably, the “fast motion” component (superimposed on the mI = –1, see 
blue arrow in Figure 2-12) is a contribution from either unfolded protein or detached free spin label 
in the sample. The second model was not included in the simulation because the component cannot 
be identified/assigned reliably, and also varies from sample to sample depending on the temperature. 
The typical spectrum appearance in the presence of a small quantity of free spin label has been 
observed and described by Pilar and co-workers in their work with TEMPONE spin label attached to 
the polystyrene molecule [31]. In our case, all samples were carefully purified after the labelling 
procedure before measurements. This should have excluded any possibility of free spin labels in 
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solution. Interestingly, the same effect was observed in both samples at lower temperatures. 
Considering the fact that the disulfide bond between MTSL and Cys-residue is stable under our 
sample conditions, bond breakage is unlikely. Sezer and co-workers [79] simulated CW EPR spectra 
of nitroxide spin label 1-oxyl-2,2,5,5-tetramethylpyrroline-3-methyl-methanethiosulfonate (MTSSL) 
attached to a polyalanine α-helix of T4 Lysozyme [80] in explicit solvent using its Molecular 
Dynamics (MD) trajectories. The goal was to study the factors affecting the structural conformations 
and the resulting spectral lineshape. Simulated at 298K, CW EPR spectra did not show the same 
effect as was observed in our case. However, the viscosity of the solution and size of a protein 
molecule and labelling environment will affect spin label tumbling rate, so result are clearly not 
directly transferable. The T4 Lysozyme studied by Sezer and co-workers is a relatively small 
molecule (approx. 18.6 kDa [81]) and tumbles faster than AdcA (approx. 60 kDa (Submitted Paper)). 
Overall, the observed reason for the small sharp line in the AdcA CW EPR spectra should be 
investigated further, but is outside the scope of this study. 
The best Least Squares computed parameters of the rotational correlation time τC and orienting 
potential coefficients did not provide a perfect fit to the experimental data. However, the common 
trends are in agreement with the previous analysis. The rotational correlation time τC calculated for 
both mutants stays higher for Zn2+-bound AdcA, meaning that MTSL is less mobile when it resides 
on the protein structure in the Zn2+-bound state. τC calculated for AdcAT60C is lower than τC calculated 
for AdcAT98C, supporting the fact that the α2β2 is a mobile loop (Table 2-3). At high temperature τC 
for both Cys-mutants, AdcAT60C and AdcAT98C, as was expected, had lower values (MTSL became 
more mobile). However, at T=313K, τC decreased less for the mutants in the Zn2+-bound state than 












Figure 2-12 – EasySpin [37] simulation of the X-band CW EPR spectra at T = 298K for (A) metal-
free AdcAT60C, (B) Zn2+-bound AdcAT60C MTSL-labelled Cys-mutants and (C) metal-free 
AdcAT98C, (D) Zn2+-bound AdcAT98C MTSL-labelled Cys-mutants. Experimental results (in 
black) versus Least Squares fit (in red dotted). The blue arrow points to a sharp feature that is not 
a modelled component. The simulation was run for the protein samples in 35% d8-glycerol with 
Zn2+ (ZnCl2) added with a ratio of [1:100] in excess. Note on abbreviations: tcorr is the rotational 




2C ] – orienting potential 
coefficients (see Chapter 1 Section 1.3.1 for the theory). 
 
2.6.4 AdcA “trap-door” binding mechanism 
The presence of an A-I cluster (AdcAN domain) in the protein AdcA is essential and sufficient 
for Zn2+ acquisition (Submitted Paper). Therefore, in this project, the main focus was on studying the 
conformational changes happening within this domain upon ligand binding to identify the Zn2+-
binding mechanism distinguishing AdcAN from other SBPs. 
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As was discussed earlier, our data show that AdcAN does not show significant conformational 
changes upon Zn2+-binding. In contrast, significant conformational changes were observed in the 
Mn2+-specific cluster A-I SBP PsaA protein from S.pneumoniae. Based on crystal structures of PsaA 
in the metal-free -state (PDB 3ZK7 [57]), Zn2+-bound/closed (PDB 1PSZ [82]) and Mn2+-
bound/closed (PDB 3ZTT [51])) forms, a mechanism for Mn2+ acquisition was developed and called 
a “spring-hammer” mechanism [57]. This protein is the focus of a preliminary DEER study which is 
described in Chapter 3, where further details are given. Using these PsaA structures and 
complementary MD computations, the structural rearrangement of the “spring-hammer” mechanism 
could be characterised thus: the “swinging” metal-binding residue Glu205 (aka “hammer”) “pushes 
onto or pulls away from an almost static metal-binding site (defined by His67, His139 and Glu280)” 
and is dependent on the state of the protein linking helix (residue 188-194, “the spring”) [57]. A 
comparison of the Zn2+-bound AdcAN and Mn2+-bound PsaA crystal structures is shown in Figure 






Figure 2-13 – Crystal structures of Mn2+-specific S.pneumoniae PsaA in the metal-free  state (PDB 
3ZK7 [57] in grey) and Mn2+-bound state (PDB 3ZTT [51] in orange) overlapped with the crystal 
structure of the AdcAN domain with a bound Zn2+ ((Submitted Paper), in yellow). α2β2 loop 
(representative residue T60C) is shown as a red region on the yellow AdcAN crystal structure. This 
loop has approximately the same “closed” position for PsaA in both metal-free and Mn2+-bound 
states. For PsaA crystal structures it can be seen that the “spring-hammer” helix (shown in red for 
both PsaA crystal structures on the right lobe, AdcAN representative region is residues 225-250) is 
moving toward the “closed” position when binding Mn2+ (shown with a light-blue arrow). Contrary 
to this, the same region on the AdcAN in Zn2+-bound state stays in the “open” position which shows 
that the “spring-hammer” mechanism does not occur for the AdcAN Zn2+-binding process. MTSL 
rotamers are shown in blue sticks. 
 
To further interrogate the conformational changes occurring in AdcAN upon metal binding, 
the structural changes occurring in PsaA to those from AdcAN are compared using the DEER data. 
For this analysis, distance distributions for PsaA were computed using the metal-free and Mn2+-bound 
(and Zn2+-bound for the completeness of the analyses) crystal structures. For PsaA only limited 
experimental DEER data are available (see Chapter 3) and thus MTSL spin labels were added in silico 
using the software MMM [76] and the same labelling pattern (equivalent residue positions) as that 
used for the AdcAN DEER experiments. The residue positions used for PsaA and AdcA are shown in 
Table 2-4. The results of this analysis are shown graphically in Figure 2-14. Modelling of the DEER 
data in Chapter 3 showed that the DEER distance distributions agree well with those predicted from 
the crystal structures, and that the mean of the experimental distance distributions was within 3Å of 
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the one modelled from the crystals structures. This difference is at the limit of accuracy of the 
modelling, as an error of 3Å is expected from computation of the spin label rotamers [83]. Taken 
together, this indicates that the PsaA crystal structure provides a good model for in silico spin 
labelling and distance distribution calculations. 
 




S.pneumoniae PsaA –metal-free 
PDB 3ZK7 
S.pneumoniae PsaA Zn2+-bound 
PDB 1PSZ 
T60 Q64 Q64 
A73 K77 K77 
T98 N106 N106 
A233 E234 E234 
A259 R260 R260 
K74 V76 V76 
E237 K237 K237 
 
As can be seen from Figure 2-14, AdcA DEER distance distributions are broader in general 
than PsaA simulated distance distributions, which reflects the single conformation of a single-crystal 
as compared to the conformation distribution of a protein in solution. The key metric is the difference 
between mean distance of the distance distributions calculated for metal-free and Zn2+-bound 
conformations of the same protein. As can be seen from Figure 2-14, PsaA mutants show larger 
difference between mean distances in metal-free and Zn2+-bound states when one spin label is 
attached to a residue on the “hammer” region: PsaAQ64C/E234C (AdcAT60C/A233C), PsaAK77/R260 
(AdcAT73C/A259C), PsaAN106/E234 (AdcAT98C/A233C), PsaAN106/R260C (AdcAT98C/A259C), while there is no 
significant difference for the mutant PsaAQ64/N106 (AdcAT60C/T98C), where both labels are located 
outside of the “hammer” region. In comparison, AdcA mutants have only an insignificant difference 
or no noticeable difference in mean distances between the distance distributions from metal-free and 
Zn2+-bound states. This result provides strong evidence that the “spring-hammer” mechanism does 




Figure 2-14 – Metal-free (shown as apo-) and metal-bound distance distributions from AdcA and 
PsaA compared. DEER distance distributions measured for metal-free (shown as apo-) AdcA 
(cyan) and Zn2+-bound AdcA (magenta). For PsaA, distance distributions were simulated from 
available crystal structures. Metal-free (shown as apo-) PsaA in blue, and Mn2+-bound PsaA and 
Zn2+-bound PsaA in red. Simulations were performed using MMM. The “spring-hammer” 
conformational changes in PsaA are very similar when either Mn2+ (left) or Zn2+ (right) bind, and 
both cases are shown for completeness. 
 
An analysis of MD simulations (using a starting structure based on a AdcA crystal structure) 
of the region associated with the “spring-hammer” mechanism in PsaA (residues 225-250) was 
performed and did not exhibit any large dynamical movement, as indicated by low RMSF values 
(Figure 2-15) (Submitted Paper). It was shown that the linking α-helix in the AdcA A-I cluster is not 
involved (at least significantly, in comparison with PsaA) in the ligand-binding process and does not 




Figure 2-15 – Analysis of PsaA and AdcA conformations from MD simulation data graphed, is 
the Root Mean Square Fluctuations (RMSF) of residues (C atoms) versus residue number. (A) 
RMSF analysis of metal-free AdcAN (residues 27 to 310) in comparison to (B) metal-free PsaA. 
Residues corresponding to the flexible component of the lobe-linking -helix involved in the 
“spring-hammer” mechanism of PsaA (residues 225-250), are indicated by a grey bar. For AdcAN 
RMSF values were calculated using data from the last 250 ns of each of the five independent 
750-ns simulations. For PsaA, RMSF values were calculated using data from the final 20 ns of 
three independent 50-ns simulations from a previous study [84]. In both images the different 
coloured graphs represent data from independent simulations. This figure was adapted from the 
(Submitted Paper). 
 
Molecular Dynamics (MD) simulation of the four loops containing the coordinating residues 
of AdcAN (His 63 – α2β2 loop, His140 – α4β4 loop, His204 – α6β5 loop, Glu279 – α10β8 loop) was 
performed. No significant conformational changes between metal-free and Zn2+-bound states were 
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observed, apart from the higher mobility of the α2β2 loop in the metal-free state that was noticeably 
reduced in the Zn2+-bound state. 
Collectively, the obtained data allowed us to propose a mechanism of ligand-binding used by 
the AdcAN protein that is illustrated in Figure 2-16 and called a ‘trap-door’ mechanism (Submitted 
Paper). In the metal-free  state of AdcAN the loop is more mobile, providing better accessibility of 
the metal-binding site to a solvent (Figure 2-16 (A)). Upon Zn2+ ion binding, the α2β2 loop (His63 
residue) is pushed toward the metal aka “closing door” (Figure 2-16 (B)) until it is “closed” in the 
Zn2+-bound state (Figure 2-16 (C)). 
 
Figure 2-16 – Illustration of the “trap-door” mechanism of Zn2+ acquisition by AdcA: (A) metal-
free AdcA when the Zn2+ ion is coming in, “the door” is open; (B) transition state: Zn2+ is bound 
by three almost static residues (His140, His204 and Glu279), “the door” is closing; (C) Zn2+-
bound AdcA, “the door” is closed, and the fourth coordinating residue (His63) has been pushed 
towards the other three coordinating residues. 
2.7 Conclusions and future directions 
In this chapter CW EPR and DEER were used to provide more insights into the structural 
mechanism of Zn2+ acquisition by ABC importers mediated by SBP AdcA. The CW EPR and DEER 
findings add to and are consistent with our biochemical and structural analyses (crystal structures, 
differential scanning fluorimetry (DSF), Molecular Dynamics simulation, and smFRET microscopy), 
and with prior work. 
CW EPR results confirmed the higher mobility of the α2β2 loop (residues 55-65) in metal-
free AdcAN in contrast with Zn2+-bound AdcAN state. This was achieved by comparing the spectral 
lineshapes of AdcAT60C and AdcAT98C in metal-free and Zn2+-bound states. The difference between 
metal-free and Zn2+-bound states of AdcAT60C Cys-mutant was small but significant. The CW EPR 
data are well supported by MD simulations that were performed on the four loops which contain the 
metal coordinating residues (α2β2 (His63), α4β4 (His140), α6β5 (His204), α10β8 (His279)). This 
study revealed that loop 22, which contains His63, had the highest mobility and solvent 
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accessibility of the four regions in the metal-free and Zn2+-bound states of AdcA. Further, it was the 
only region to have a statistically significant difference in mobility between the metal-free and Zn2+-
bound states. Loop 65 (His204) also showed some mobility, but this was not significantly different 
between the metal-free and Zn2+-bound states. By contrast, loops 108 (Glu279) and 44 (His140) 
showed low mobility in either state, suggesting that these Zn2+-coordinating residues contribute to a 
largely preformed metal binding site (Submitted Paper). 
Computational simulation of the CW EPR spectra was carried out with the aim to characterise 
the dynamics parameters using the rotational correlation time (τC) and orienting potential coefficients 
of the spin labels sitting on the protein molecule in different states, with Zn2+and without Zn2+. 
Although the simulation does not fit the experimental data very accurately, the calculated rotational 
correlation time (τC) decreases with a temperature increase which is in agreement with expectation 
(MTSL label becomes more mobile at higher temperature). MTSL residing on the AdcAT98C Cys-
mutant in both states (with Zn2+-bound and metal-free) has higher rotational correlation time than 
MTSL residing on the AdcAT60C Cys-mutant. This means that the T60C-MTSL spin label located on 
the α2β2 loop is more mobile than the T98C-MTSL spin label located on a helix in a rigid part of the 
protein. In both cases, τC of MTSL residing on Zn2+-bound Cys-mutants are higher than τC of MTSL 
residing on metal-free Cys-mutants, which supports the fact that Zn2+-bound protein is more stable. 
DEER data from eight double mutants of metal-free and Zn2+-bound states of AdcA were used 
to determine structures in frozen-solution. Q-band DEER distance distributions measured on the Zn2+-
bound AdcA mutants showed a reasonable fit with the crystal structure model in terms of the means 
of the distance distributions. However, the DEER data are broader than simulation of the distance 
distributions from the crystal structure, showing that the protein molecule has more conformations in 
solution. To model the DEER data, a comprehensive set of MD structures (5x750 in total) from both 
metal-free and Zn2+-bound states was employed. Distance distributions from the full set of MD 
structures were slightly broader than observed experimentally. This may be due to limitation in the 
MD theory, or the different conditions (MD at room temperature, DEER in frozen solution). To 
account for this, the full set of MD structures were used to fit the DEER data. This fitting procedure 
yielded very good fits to the DEER distance distributions from a sub-set of the MD conformations. 
Importantly, the data as a whole, (both experimental and structural models), show conclusively that 
only small changes in the mean distances are revealed between metal-free and Zn2+-bound 
conformations. Thus, there are no large conformational changes taking place when the protein binds 
Zn2+, in contrast to other SBP such as PsaA (see Chapter 3). To further support these findings, 
extensive statistical RMSD analysis of the C atom positions was done on the MD structures 
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“filtered” with the DEER constraints (DEER model). The results are in good agreement with the 
general trends from the full MD analysis, with the structural variation being less in the DEER model. 
The DEER results were also in agreement with distance changes implied at RT from smFRET 
for the samples investigated, AdcAA73C/A259C and AdcAT98C/A233C. 
Combining all the data from the other biophysical techniques with the CW EPR and DEER 
data allowed a new Zn2+-binding mechanism for AdcA Zn2+-binding protein to be developed 
(Submitted Paper). In metal-free AdcA, loop 22 is highly mobile, which increases the solvent 
accessibility of the metal-binding site. Upon interaction with Zn2+, the metal-coordinating residue 
(His63) of loop 22 initiates closing of the metal-binding site as the loop is pulled onto it. The Zn2+-
induced stabilization of the loop decreases the solvent access to the metal-binding site. The highly 
solvent accessible structural elements, the His-rich loop and the AdcAC domain, help recruit Zn2+ 
from the bulk solvent and promote its proximity to the AdcAN metal-binding site. The reduction in 
mobility upon metal-binding allows the glutamate residues within these regions to interact with the 
cognate ABC transporter and communicate the ligand occupancy status of the SBD. In summary, the 
metal-binding mechanism in AdcA is more akin to a ‘trap-door’, in which the protein conformational 
changes can be summarized as a mobile region (loop 22, ‘open trap-door’) that pushes onto a 
(mostly) static metal-binding site (His140, His204 and Glu279) and closes (‘shut trap-door’) upon 
metal binding. 
In general terms, protein molecules move in a complex way and do not have just one structure. 
A strength of DEER is the ability to measure this conformation space. MD simulations provide a 
valuable and necessary tool to use with DEER to model this conformation space. However, MD 
simulation must be sufficiently long to catch all important conformations. This is challenging from a 
computation time point of view. This process can perhaps be improved by using the MD with the 
DEER spin label distance constraints directly included [85]. The current data offer an ideal system in 





Chapter 3. Understanding Mn2+-binding in the solute-binding 
protein PsaA using pulse Electron Resonance Spectroscopy in 
conjunction with structural models 
3.1 Pneumococcal PsaA as a promising anti-microbial drug target 
Acquisition of transition metal ions (Fe3+, Zn2+, Mn2+, etc.) from the host environment by 
bacterial pathogens, including S. pneumoniae, plays a key role in the proliferation and propagation of 
bacteria [86]. Studies show that Mn2+ is an essential metal ion for all domains of life and is employed 
in a vast range of cellular processes, such as oxidative stress response, carbon metabolism, 
phosphorylation, etc. [87]. It also has been shown that Mn2+ starvation leads to interruption of 
bacterial propagation [51, 88-93]. Logically, disruption of the Mn2+ uptake is of significant interest 
for fighting pneumococcal infections. Understanding of the process of Mn2+ acquisition is therefore 
the first step towards reaching this goal. 
In Chapter 2, it was discussed that the ATP-binding cassette (ABC) transport system is a main 
transport mechanism that the bacteria use to capture required metal ions from the extracellular 
environment. This mechanism is unique to prokaryotes. The general structure of ABC transporters 
was discussed in detail in Chapter 2. It is important to reiterate that an ABC transporter does not 
directly sequester the ligand (transition metal ion), but interacts via an assisting metal-binding protein 
known as a solute-binding protein (SBP). This study focuses on a structural characterisation of the 
interaction between Pneumococcal surface antigen A (PsaA, a Mn2+-specific SBP in S. pneumonia) 
and the metal ion, to reveal how it defines the function of the Mn2+-specific ABC-transporter 
PsaBCA. This knowledge will help in the development of new therapeutic approaches targeting the 
essential Mn2+ uptake pathway by PsaBCA to treat pneumococcal infections. 
PsaA has a two-lobed structure, comprising N- and C-terminal (β/α)4-domains linked by a 
rigid helix. The Mn2+-binding site is situated at the interface between the two domains (Figure 3-1) 
[51, 82]. The domain-linking helix plays a crucial role in the metal-binding process. Its length differs 
between different SBPs of the cluster A-I subgroup. In PsaA the linking helix is longer than, for 
example, in SBP LivJ [94]. Counago and co-workers [57] compared several crystal structures in open 
(metal-free) and closed (metal-bound) states and suggested that the movement of the linking helix in 
PsaA is restricted, which implies that the structure of PsaA is relatively rigid. They showed that the 
C-domain undertakes a relatively minor rotation (~13°) around a pivoting point which is located on 
the linkage area (residues 190-194). In contrast, SBP LivJ showed significantly more mobility in that 
region [57, 94]. 
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However, the crystal structures do not necessarily represent the structural states in solution; 
hence these structures might not provide a full picture of the protein behaviour (conformations) in 
solution. To access this information, we will use double electron electron resonance (DEER) to 
characterise the solution structures in various states (metal-free and with Mn2+- and Zn2+- bound) and 
compare the DEER solution data (strictly speaking frozen-solution data) directly with the 
corresponding crystal structures (metal-free and with Mn2+- and Zn2+- bound) to help validate or 
otherwise the model of ion binding and transport which have has been developed principally via 
analysis of crystal structures. 
3.2 Preliminary findings 
A/Prof. Chris McDevitt (University of Melbourne) and colleagues developed the PsaBCA 
activity assays and showed that the transported PsaBC is active only when both PsaA and Mn2+ are 
present [89]. PsaA is promiscuous to other metal ions, such as Zn2+ [51, 57, 88, 89]. However, the 
functionality of the transporter PsaBC is not activated by Zn2+-bound PsaA, which prevents a 
translocation of the wrong metal ion [89]. 
It was shown that Zn2+ locks the protein in a closed state irreversibly, while the reversible 
binding of Mn2+ to PsaA most likely arises from the asymmetrical distribution of metal-coordinating 
atoms in the protein. It might be connected to its ability to transport the ligand to PsaBC [57]. 
Interestingly, the crystal structures of closed Zn2+-bound and closed Mn2+-bound PsaA are 
indistinguishable overall [51, 82]. This similarity between the two metal-bound structures makes it 
unclear how PsaA functions as part of a Mn2+-specific Psa permease [57]. To elucidate the role of 
this ABC transporter in metal ions acquisition, it is critical to comprehensively understand the 
structural basis behind the process and in particular, the selectivity of the metal ion. 
Coordination chemistry and geometry is one of the key factors defining the specificity of the 
metal ion coordination [95, 96]. PsaA binds both Zn2+ and Mn2+ with tetrahedral coordination: His67, 
His139, Glu205 and Asp280. Recently, it was shown that the mutation of Asp280 to Asn280 
(PsaAD280N), reduces the ability of those mutants to retain metal ion, both Zn2+ and Mn2+, to a greater 
extent than the mutation of Glu205 to Gln205 (PsaAE205Q) [51, 57, 88, 89]. Building up on these 
findings, we sought to characterise the structural difference between metal-free, Zn2+-bound and 
Mn2+-bound state of PsaA and PsaAD280N in solution via DEER. 
Using available crystal structure as a basis, MD studies of metal-free and Mn2+-bound PsaA 
structures were undertaken by Counago and co-workers [57] to probe the process of metal binding 
and release by PsaA. A series of 50ns simulations showed that the linking helix (residues 164-194, 
Figure 3-1) does not undergo major translational movements. However, the interaction between 
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Glu205 and an Mn2+ ion caused a distortion in the helical turn of the linking helix (residues 188-194, 
Figure 3-2 (d)), whereas in the metal-free state of the protein, the residues 188-194 kept the standard 
structure of a helix (Figure 3-2 (b)). 
 
Figure 3-1 – Representation of regions of interest on the structure of a metal-bound PsaA: linking 
helix (residues 164-194), a mobile helical turn of the linking helix called “the spring” (residues 
188-194), and “the hammer” (Glu205). 
 
Coungao and co-workers called the metal ion binding mechanism a “spring-hammer” mechanism, in 
contrast to the Venus flytrap mechanism that was described for SBPs with a flexible linker [57]. The 
full cartoon representation of the “spring-hammer” mechanism is shown in Figure 3-2 (adopted from 
[57]). As can be seen, the metal-binding residue Glu205 acts as “the hammer” that is dropped towards 
or pushed from the almost static metal-binding site comprising His67, His139, and Asp280. This 
movement is accommodated by the change in the helical turn of the linking helix of the protein, as 





Figure 3-2 – PsaA metal-binding mechanism proposed by Counago and co-workers (adopted from 
[57]). (a) Superposition of open/metal-free (in green, PDB 3ZK7 [57]), open/Mn2+-bound (in pink, 
PDB 3ZKA [57]), closed/Mn2+-bound (in yellow, PDB 3ZTT [51]) and closed/Zn2+-bound (in 
purple, PDB 1PSZ [82]) PsaA protein structures. Dashed lines show the “static” metal-binding 
residues His67, His139 and Asp280 and “mobile” metal-binding residue Glu205, and the flexible 
region of the linking helix (residues 184-194) (red). The molecular contour is shown for the 
open/metal-free structure. (b-e) The static, mobile and flexible regions for the (b) open/metal-free, 
(c) open/Mn2+-bound, (d) closed/Mn2+-bound and closed/Zn2+-bound (e) structures of PsaA are 
shown in (a). Backbone atoms of residues 184-194 (flexible helical turn) are shown in the sticks 
representations. The bars represent the level of distortion in the helical turn as a gradient from blue 
(no distortion or breakage of hydrogen bonds) to red (distortion or breakage of hydrogen bonds). 
 
Deplazes and co-workers performed a further and more detailed MD study of metal-free PsaA 
in combination with Continuous Wave (CW) EPR of five MTSL-labelled PsaA Cys-mutants [84]. In 
their work they aimed to build on the study conducted by Counago and co-workers [57] and 
characterize the flexibility of metal-free PsaA protein in solution, which is not possible from 
crystallographic data. Their results were in general agreement with the conclusions made by Counago 
and co-workers on the “spring-hammer” binding mechanism undertaken by PsaA. The clustering 
analysis of MD simulations confirmed that the crystal structure of a metal-free PsaA, defined by 
Counago and co-workers [57], shows only a predominant conformation of PsaA. Deplazes and co-
workers showed, however, that there are a number of sub-populations existing that indicate the lateral 
splaying of the C-terminal domain of PsaA in the metal-free state and the mobility of a linking helix 
(residues 164-194). The metal-binding side was shown to be larger and more exposed to solution in 
comparison with the crystal structures. The metal-binding process, however, did not introduce a 
significant mobility to the protein structure, which is also in agreement with the data collected and 
explained by Counago and co-workers [57]. In the CW EPR study, almost all mutants showed 
reasonable consistency with the above-mentioned conclusions, except for the I236C mutant (MTSL 
spin label is located on the C-terminal helix). It was reported that this sample had restricted mobility 
and showed broader EPR lineshape in comparison with other mutants. 
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In frozen solution and powders the dipolar coupling between MTSL spin labels is only large 
enough to be detected and analysed to extract distance information when the MTSL-MTSL distance 
is less than 15 Å. In our study the MTSL labels are placed more than 15 Å apart and thus we will 
apply DEER spectroscopy to measure these distances. 
3.3 Research aims 
The major goal of this collaborative project is to characterise the molecular machinery of Mn2+ 
ion recognition and import by PsaBCA. Within this goal the main aim of our work in this chapter is 
to investigate in solution the mechanism of Mn2+-binding by PsaA, using DEER techniques in 
conjunction with the site-directed spin labelling (SDSL) technique. To attain the aims, the research 
was designed as follows: 
AIM 1: To measure distance distributions between MTSL spin labelled Cys-residues of the PsaA 
mutants in 3 states: metal-free (or apo), Zn2+-bound, and Mn2+-bound. 
AIM2: To measure distance distributions between MTSL spin label (electron spin s= 1
2
) and Mn2+ 
metal ion (electron spin s= 5
2
) for Mn2+-bound mutants. 
AIM 3: To compare the experimental DEER distance distributions with those computed in silico from 
crystal structures and thus validate the “spring-hammer” mechanism using data collected under 
conditions that are close to physiological. 
These measurements and analyses will add to our understanding of how PsaA transitions 
between the open (metal-free) state and closed (metal-bound) state will contribute to the existing 
knowledge of the interaction mechanism between PsaA and its ligands.  
A further aim of this work is to compare DEER distance distributions between PsaA and 
AdcA, and establish if there is evidence that the two proteins behave differently upon metal binding 
and have a difference in structural features that might be important in metal ion transport. 
3.4 Material and methods 
3.4.1 Protein mutants for EPR study 
For this initial DEER study of PsaA two residues were selected for Cys-mutation for the 
purpose of further labelling with MTSL spin label (Santa Cruz Biotechnology, Inc.). The chosen 
positions are listed in Table 3-1. The corresponding six double-labelled mutants are shown in Figure 




The positions were chosen based on a protein structural analysis (PDBs: 3ZTT [51], 3ZK7 
[57], 1PSZ [82]) and MD simulation to access the local protein dynamics [84]. The residues were 
located on a non-conserved surface and separated by ~20-60 Å to be accessible for DEER 
measurements. The variant isoforms were purified and tested via differential scanning fluorimetry by 
our collaborators (A/Prof. Chris McDevitt, Dr. Stephanie Begg and co-workers) (data not shown) [51, 
57, 89, 97]. All variants showed a wild-type behaviour. The coordination chemistry for each solute-
bound protein is shown in Table 3-2. For mutant 4, 5, and 6, Asp280 was mutated to Asn280, with 
the goal to weaken the metal-binding for comparative analysis. 
 
Table 3-1 – PsaA mutants for DEER study. 
Mutant 1 V76C-K237C metal-free Mutant 4 V76C-K237C-D280N* metal-free 
Mutant 2 V76C-K237C Zn2+ Mutant 5 V76C-K237C-D280N* Zn2+ 
Mutant 3 V76C-K237C Mn2+ Mutant 6 V76C-K237C-D280N* Mn2+ 
* coordinating residue 280 mutated from Asp to Asn, which was proposed to weaken the interaction 
of the protein with the metal ions [57]. 
 
Table 3-2 – PsaA metal coordination residues for Mn2+ and Zn2+ and the PDB accessory codes 
Protein Substrate PDB accession code Coordination chemistry 
PsaA Mn2+ 3ZTT His67, His139, Glu205, Asp280 
Zn2+ 1PSZ His67, His139, Glu205, Asp280 










Figure 3-3 – PsaA crystal structures labelled with MTSL spin labels at position V76C and K237C 
in silico using the software package MMM (only the most probable MTSL rotamer is shown) and 
visualized in PyMol. (A) Superposition of PsaA crystal structures in metal-free (“open”, PDB 
3ZK7 [57] in orange), Zn2+-bound (“closed”, PDB 1PSZ [57] in violet), Mn2+-bound (“closed”, 
PDB 3ZTT [51] in green) states. The linking helix (residues 164-194) is shown with a dashed 
arrow. There are no significant differences between the crystal structures of the PsaA in the three 
states, except in the hinge region where spin label K237C is located. (B) Illustrations are of the 
regions involved in a “spring-hammer” mechanism [57] to show the relative locations of the MTSL 
spin labels. 
3.4.2 Labelling procedure 
The labelling and purification of the labelled protein mutants was performed by Dr. Zhenyao 
Luo (Prof. Bostjan Kobe’s group, School of Chemistry and Molecular Biosciences, UQ). 
Recombinant mutant PsaA protein in 20 μM (in 20mM Tris pH 7.2, 100mM NaCl) was incubated 
with 200 μM MTSL (Santa Cruz Biotechnology, Inc.) in a total of 1 mL solution at 4℃ for 24 hours 
under agitation. The free MTSL in the protein solution was then removed by dialysis using the 
SnakeSkin dialysis tubing 10 kDa MWCO (Thermo Fisher Scientific) against 2 L of buffer solution 
(20mM tris pH 7.2, 100mM NaCl, 10mM Zn2+ or Mn2+ for metal-bound samples with a ratio [1:5], 
in excess) at 4℃ for 24 hours. Any free spin labels were removed. The dialysed sample was 
subsequently concentrated to 20 μL using an Amicon Ultra-4 Centrifugal filter, 10 kDa MWCO and 
20% (v/v) d8-glycerol (Sigma-Aldrich) was added to make the protein more stable under ambient 
temperatures and also while being flash-frozen (to perform DEER measurements or for longer 
storage) to prevent aggregation [75]. 150 μL of the concentrated sample was loaded into a quartz 
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glass tube and flash-frozen in liquid nitrogen for EPR measurements. The final protein concentrations 
are provided in Table 3-3. 
 
Table 3-3 – Final protein concentrations for DEER measurements. 
PsaA mutants [C]metal-free, μM [C]Zn2+, μM [C]Mn2+, μM 
V76C-K237C 51 52 40 
V76C-K237C-D280N 18 79 49 
3.5 DEER study 
3.5.1 Experimental parameters 
Q-band DEER data (ca. 33.3 GHz) at 60K and 7.5K were acquired on a Bruker X-/Q- Elex580 
spectrometer equipped with a pulse EPR Resonator (ER 5106QT-2 Q-band probehead utilizing 
TE012 microwave mode, which results in two magnetic field maxima in the resonator structure) and 
a cryogen-free variable temperature cryostat from Cryogenic Limited (model PT415). The four-pulse 
DEER sequence was employed for all measurements; for the detection pulses at frequency A, the 
sequence was /2−τ1−− τ1− τ2−− τ2−echo, and the pump pulse at the frequency B was moved 
within the time τ1- τ2 of the refocused echo. The detection pulses were phase-cycled according to 
[+x, +x, +x, +x; −x, +x, +x, −x]. The detection mw pulses employed lengths of tπ/tπ/2 = 16 ns/32 ns 
(pulses optimized on the nitroxide signal) using the whole microwave (MW) power (0 dB 
attenuation), and the π pump pulse at frequency B had a duration of tπ = 16 ns. The pump pulse was 
positioned at the maximum of the NO• signal intensity, and the detection pulse sequence was 65 MHz 
(for NO•- NO• distance measurements) lower in microwave frequency, i.e. B  A = 65 MHz. The 
pump pulse was applied in the centre of the cavity, and the observer pulses at the side of the resonator 
dip. A variable τ1 time ranging from ca. 160 ns (10 increments) was applied to average out potential 
distortions due to nuclear modulations caused by overlap of the excitation range of the pump and 
detection pulses. The parameters for each experiment are summarised in Table 3-4. 
The experiment was repeated for the pulses optimized on the Mn2+ signal to access NO•-
Mn2+ distance. Different field positions were tested (see captions to the related figures). Full MW 
power (0 dB attenuation) was used. Time τ2 was made as long at the phase memory relaxation TM 
allowed, from ca. 2.0 s to 5 s (see data and Table 3-4). 
Distance distributions were computed from the DEER time traces with the Matlab-based 
software DeerAnalysis (version 2016) [16, 37] using the Tikhonov regularisation option. 
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3.5.2 Modelling DEER distance distribution 
In silico modelling of the MTSL spin label rotamer distributions for the various metal-free, 
Zn2+-bound and Mn2+-bound protein conformations were computed using MMM 2018.2 [98], using 
ambient temperature and the rotamer library R1A. Each rotamer distance distribution P(r) was 




Table 3-4 – Parameters used for the Q-band DEER measurements 
PsaA mutant T, K νdet, GHz/ 
∆ν, MHz 




60 33.960/+65 16 32 16 160 5000 3570 12088 36 14 
V76C-K237C 
Zn2+ 
60 33.930/+65 16 32 16 160 5000 3570 12078 36 14 
V76C-K237C 
Mn2+ (NO•-NO•) 
60 33.960/+65 16 32 16 160 3800 2805 12091 36 20 
V76C-K237C 
Mn2+ (NO•-NO•) 








60 33.960/+65 16 32 16 160 5000 3570 12088 36 43 
V76C-K237C-
D280N Zn2+ 








7.5 34.100/-150 16 32 16 160 2000 4080 12065 16 93 




3.5.3 Results and Discussion 
General EPR considerations with Mn2+ paramagnetic centres 
The Mn2+ ion has an electronic spin s = 
5
2
. Additionally, the isotope 55Mn has a nuclear spin 
of I = 
5
2
. In lower magnetic fields, these systems exhibit a very complex spectrum which can be very 
difficult to interpret due to the large Zero-Field Splitting (ZFS) interaction relative to the electron 
Zeeman (EZ) term [99]. In higher magnetic fields, when the Electron Zeeman field splitting (EZ) is 
large in comparison to the ZFS (ZFS<< EZ), the Mn2+ EPR spectrum consists of six resolved lines 
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 levels are relatively much broader and thus give a weak 
echo in pulse EPR experiments. Additionally, the EPR signals detected from the different electron 
spin sublevels of the Mn2+ ion,  , 1,S I S Im m m m  , have different transition moments which, 
as a consequence, can be used to separate the transitions using Rabi nutation frequencies [100]. 
 
Figure 3-4 – Electron spin energy levels and Zeeman splitting for Mn2+ in spherical symmetry. One 




The ZFS term can potentially introduce significant complications for the DEER experiment 
using, e.g., Mn2+, as one of the spins of the pair especially at lower magnetic fields. There are two 
main factors that need to be considered. Firstly, different electron spin level transitions overlap and 
are thus excited simultaneously by the DEER pulses to different extents. However, the unwanted 






 levels) are usually very small 
and can typically be ignored. Secondly, and of critical importance, measurements are best carried out 
using the ms = –
1
2
to ms = +
1
2
 energy levels where the electron-electron dipolar interaction is free to 
2nd order from the ZFS interaction and the analysis for computation of the distance distribution can 
thus employ standard theory used for an s = 
1
2
 system. Accordingly, in this study, measurements 
were carried out at Q-band in order to best satisfy this criterion (maximum EZ interaction) and thus 
minimize artefacts in the computation of the distance distributions. The validity of the approximation 
for Mn2+ ions where the ZFS << EZ term has been established in a number of publications, can be 
seen, for instance, in [101-103]. 
 
Experiment Optimization and Measurement of the Distance Distributions 
In this study we tuned the pump pulses at a frequency / field position to measure both a NO•-
NO• or a Mn2+-NO• electron-electron dipole interaction: 
NO-NO distances: The DEER traces obtained at T = 60K were recorded by pumping at the NO• 
frequency with maximum spin excitation (position (1) on Figure 3-5 (a)) and detecting at the lower 
frequency (∆ν = 65 MHz) (position (2) on Figure 3-5 (a)) to measure the electron-electron dipole spin 
coupling between the two spin labels (NO•-NO•). The experimental DEER traces and calculated 
distances are provided in Figure 3-7. 
Mn2+-NO distances: The DEER traces obtained at T = 7.5K were recorded by pumping at the NO• 
frequency with maximum spin excitation (position (1) on Figure 3-5 (b)) and detecting at the higher 
frequency to measure the NO•-Mn2+ electron-electron dipole spin coupling (∆ν = 150 MHz). The 
experimental DEER traces and calculated distances between NO• and Mn2+ are provided in Figure 
3-9. 
The experimental parameters of the measurements for the mutants that do not possess Mn2+ 
ions were similar to the earlier performed DEER for AdcA Zn2+-binding protein and did not require 
any special tuning. 
However, the Mn2+-bound mutants required extensive optimisation of measurement 
conditions, not only because the NO• and Mn2+ EPR spectra overlap, but also because Mn2+ electron 
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spin magnetisation relaxes much faster than that of NO•. The temperature and shot repetition time 
(SRT) were chosen for optimal resolution and sensitivity. The measurement temperature was 
accordingly set to 7.5K in order to achieve a long enough TM relaxation time in the DEER experiment 
to enable the Mn2+ ion paramagnetic centre to be used as a detection spin. At 7.5K, the TM time of 
both spins are similar, and thus using the Mn2+ spin for detection is not a big disadvantage in terms 
of resolution. At these temperatures, the NO• spin T1 times becomes very long (T1 > 3000 s) but this 
does not influence the experiment repetition rate as this is set by T1 of the detection spin, the Mn2+ 
paramagnetic centre. For this reason, detecting on the NO• spin and pumping on the Mn2+ spin is sub-
optimal, as the T1 time of the Mn2+ still requires temperatures around 10K to prevent appreciable T1 
relaxation during the DEER sequence (which would otherwise compromise the experiment as the 
spin state of the pumped Mn2+ spin is changing during the experiment) but then the T1 time of the 
NO• spin becomes exceedingly long and thus prevents fast data acquisition. Table 3-4 has a summary 
of the SRT for the experiments at the 7.5 K and 60 K. 
At Q-band with our experimental set-up, the maximum possible frequency separation between 
the pump and detection pulses was 150 MHz. With this separation, sufficient pulse power was 
available using a 200W TWT Q-band amplifier to achieve a  pulse of ca. 16 ns, sufficient to carry 
out DEER experiments. The offset between pump and detection frequencies was chosen such that 
when detecting on Mn2+ spins and pumping on the maximum of the NO• spectrum, a minor number 
of NO• spins are excited by the detection pulses. The number of NO• spins excited by the detection 
pulses will influence the modulation depth. The separation is the upper limit that could be achieved 









Figure 3-5 – Field-swept echo-detected EPR spectrum of PsaAV76C/K237C in (a) metal-free and (b) 
Mn2+-bound states. Both spectra were recorded at Q-band frequency. Arrows at the observer field 
position show the “pump” (1) and “detect” (2) observer positions for the field sweep recorded at 
the corresponding frequency. Field sweep in red was performed at the “pump” frequency (1), in 
black at the “detect” frequency (2). In (a) DEER between two nitroxides (NO•- NO•) measurements 
were performed at T = 60K; in (b) DEER between NO• - Mn2+ spins measurements were performed 
at T = 7.5K. 
 
The overlapping NO• and Mn2+ lines (in Figure 3-5, 3rd Mn2+ lines overlapped with the NO• 
spectrum) can be distinguished by changing the length of the pulses and SRT, because the two 
paramagnetic species have different longitudinal relaxation times T1: for Mn2+ ~800 μs, for 
NO• ~3ms. This approach was applied by Lueders and co-workers for tuning Gd3+-NO• DEER 
experiments at X- and Q-band [15]. DEER traces obtained for all samples listed in Table 3-1 are 
presented with the related distance distribution fits in the following. 
 
Distance Distribution Calculations 
To calculate the distance distribution between two spins, Tikhonov regularisation with the 
Pake pattern as a kernel for the integration function [16] was used within the Matlab-package 
DeerAnalysis [16]. The orientation selection, when pumping at the maximum of NO• and detecting 
on the Mn2+ spin, was negligible. This was investigated by moving the pump pulse position on the 
nitroxide from the maximum to a position 65 MHz higher, and also by changing the detection position 
for the Mn2+ spin (by reducing the pulse separation to 75 MHz while still pumping on the NO• 
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maximum). In both cases the same dipolar frequencies were recorded in the DEER trace within the 
experimental noise (data not shown). 
Figure 3-6 shows the NO•-NO• distance distributions for the PsaAV76C-K237C and PsaAV76C-
K237C-D280N double mutant in metal-free, Zn2+-bound and Mn2+-bound states. In all cases, the distance 
distributions are well defined and approximately Gaussian in form. The width of the distance 
distribution is due either to the rotamers of the spin labels or conformations of the protein, or a 
combination of both. Next, the experimental distance distributions were modelled using the crystal 
structures by adding spin labels and computing the distance distributions using MMM (see section 
3.5.2 for further details). As can be seen from Figure 3-6, all experimental NO•-NO• distance 
distributions are in reasonable agreement with the distance distribution modelled using the 
corresponding crystal structures, demonstrating that the crystal structures are indeed present in 
solution. In addition, the width of the distribution is well modelled by just the crystal structures, 
indicating no large flexibility in solution exists between these residues. It can be seen from the 
experiment and the modelling that in the case of the PsaAV76C/K237C mutant (Figure 3-6 (A) and (C)) 
the mean distance shortens when protein binds to metal ion (Zn2+ or Mn2+) and transfers to a “closed” 
state. In this state, the N-lobe (V76C) and C-lobe (K237C) are closer to each other. The generally 
accepted accuracy of in silico modelling of a distance distribution from a known protein structure is 
that the error in prediction of the mean of the distance distribution is ~3 Å [83]. Experimentally for 
the three PsaAV76C/K237C mutants shown in Figure 3-6, differences in the mean value of the distance 
distribution between experiment and model are 2.4 Å (metal-free), 2.3 Å (Zn2+-bound), 1.9 Å (Mn2+-
bound) (see also Table 3-5). Considering this error the solution DEER data are in good agreement 
with the crystals’ structures and thus the “spring-hammer” binding model proposed from them. In our 
case we may still have some metal not bound by protein contribution. To investigate this, a larger 













Figure 3-6 – Experimental and simulated NO•-NO• distance distributions between MTSL spin 
labels located at residues V76C and K237C of (A) PsaAV76C/K237C and (B) PsaAV76C/K237C-D280N. The 
simulated distance distributions are based on the crystal structures of PsaA: for PsaAV76C/K237C: 
metal-free (PDB 3ZK7 [57]), Zn2+-bound (PDB 1PSZ [57]) and Mn2+-bound (PDB 3ZTT [51]) 
states; for PsaAV76C/K237C-D280N: metal-free (PDB 3ZK9 [57]), Zn2+-bound (unpublished), 
Mn2+-bound (PDB 3ZKA [57]). The simulated distance distributions display good agreement with 
the experimental data and are within the generally accepted error margins. (C-D) All three 
simulated distance distributions for (C) PsaAV76C/K237C and (D) PsaAV76C/K237C-D280N are plotted 




Next, NO•-NO• distance distributions of the triple mutant (PsaAV76C/K237C/D280N) are compared 
to those from the double mutant in the metal-free, Mn2+-bound, and Zn2+ bound states. In the triple 
mutant PsaAV76C/K237C/D280N, the Asp280 to Asn280 mutation changes a ligand that binds the metal 
ion. Counago and co-workers showed that Asp280 has a significant impact on both Mn2+-mediated 
and Zn2+-mediated stabilisation of the closed state of PsaA [57], and is more important in this respect 
than the other coordinating residue investigated, Glu205. 
The results of these DEER experiments are shown in Figure 3-7. As can be seen by inspection 
of Figure 3-7, this mutation brings about only a relatively minor change in the distance distribution, 
which is in agreement with the simulation (Figure 3-6 (B) and (D)). The PsaAV76C/K237C distance 
distributions are very similar to those from the PsaAV76C/K237C/D280N triple mutant for the metal-free 
and Zn2+ samples. Here good resolution (long time traces) could be collected. However, in the case 
of the Mn2+ samples, due to Mn2+ induced NO phase memory time relaxation TM at 60K, a time trace 
of only 3.5 μs could be recorded, which could potentially lower the resolution achievable in the 
distance distribution calculation. However, by lowering the temperature to 7.5 K, a long trace was 
obtained (see Figure 3-9 below) which is very similar to that obtained in the presence of Zn2+, thus 
verifies the accuracy of the computed distance distributions. 
The DEER data support the crystal structures and the proposal regarding the mechanism for 
metal ion specificity. This proposal is based on the following points. PsaA is a high affinity Mn2+ 






 ) calculated using isothermal 
titration calorimetry (ITC) for [1:1] ratio of PsaA to Zn2+ or Mn2+ were 231±1.9 nM and 3.3±1.0 nM 
respectively [51]. These data support the role of PsaBCA in Mn2+ acquisition under physiological 
conditions. Although the Mn2+-PsaA and Zn2+-PsaA have almost identical closed conformations [51, 
82], only the Mn2+-PsaAD280N mutant seems to exist in a metal-ion open conformation that allows 
stripping of the metal ion by EDTA. Opening of the metal-binding site of PsaA requires the C-
terminal region of a linking helix to refold, which does not happen in the case of Zn2+-bound PsaA. 
These characteristics potentially allow transference of the Mn2+ metal ion to a PsaA-associated 











Figure 3-7 – Comparison between NO•- NO• DEER data for the PsaAV76C-K237C (A/B) and the 
PsaAV76C-K237C-D280N (C/D) samples prepared in the metal-free (shown as apo), Zn2+ and Mn2+ 
states. (A/C) Background-corrected DEER time traces obtained at Q-band frequencies The 
coloured lines are the experimental time traces and the black lines are fits calculated using 




NO•-Mn2+ distance distributions for Mn2+ loaded protein 
Given that the samples loaded with Mn2+ have an intrinsic paramagnetic centre, we were able 
to provide further validation of the structure of the Mn2+-bound form of the PsaA by using this centre 
as one of the spins in the DEER experiments. These measurements should in general be more accurate 
than those using a pair of NO• spins because the rotamers of one NO• spin are replaced by a rigidly 
held metal ion. The only sample we had for this investigation was spin labelled at both the V76C and 
K237C residue. In accordance with the crystal structure for Mn2+-bound PsaA (PDB: 3ZTT [51]), the 
Mn2+ metal ion is located at approximately equal distances from both V76C and K237C residue 
(Table 3-5). For future measurements, single-labelled Mn2+-bound PsaA mutants should be designed 
and measured to provide more accurate data. 
To ensure that we are measuring the desired NO•-Mn2+ distances, a number of background 
measurements were made to ensure that any spurious Mn2+ - Mn2+ distances were not being detected. 
For this we positioned both the “pump” and “detection” pulses on a signal just from the Mn2+ 
paramagnetic centre, as shown in Figure 3-8 below. Figure 3-8(a) shows a schematic representation 
(on a field sweep at one frequency) of the pump (1) and detection (2) pulse observer positions, and 
Figure 3-8(b) the DEER traces for the double and triple mutant sample of Mn2+-bound PsaA. Both 
these DEER traces display only the expected exponential decays due to a random 3D distribution of 
paramagnetic centres in frozen solution. We can thus be sure that when the “pump” pulse is positioned 
onto the NO• spin, any measured distance distribution comes from NO•-Mn2+ pairs. 
It is also noted that the samples were prepared with a [5:1] ratio of [Mn2+:PsaA], and thus 
there is free Mn2+ in the sample. The free Mn2+ is most likely responsible for the six very sharp lines 
in the field sweep spectrum of Figure 3-8, due to the small ZFS of a e.g. Mn2+(H2O)6 complex. The 
signal from the protein is under this signal, and would not be expected to not have six sharp lines due 
to the strained coordination environment resulting in a larger ZFS. This aspect should be investigated 








Figure 3-8 – (a) Field-swept echo-detected EPR spectrum of PsaAV76C/K237C in Mn2+-bound states 
at Q-band frequency. Arrows show the “pump” (1) and “detect” (2) positions for the field sweep 
recorded at the “pump” frequency. The Q-band CW EPR spectrum of Mn2+(H2O)6 recorded at 
T=293K is shown as an inset adopted from [99]. (b) DEER between Mn2+ - Mn2+ measurements 
were performed at T = 7.5K. 
 
Figure 3-9 shows the T=7.5K DEER data obtained when detecting on the Mn2+ paramagnetic 
centre and pumping on the signal maximum of the NO• spin. The mutation of the residue Asp280 
affected the distance distributions NO•-Mn2+ in a similar way to NO•- NO•. The mean distance for 
Mn2+-bound PsaAV76C-K237C-D280N is longer than for Mn2+-bound PsaAV76C-K237C. This means that the 
spin labels have more flexibility in the case of the PsaAV76C-K237C-D280N mutant and/or the C-lobe and 












Figure 3-9 – Q-band DEER data for Mn2+-bound PsaAV76C/K237C/D280N and Mn2+-bound 
PsaAV76C/K237C. (Top) Mn2+-NO• DEER at T=7.5K and with ∆ν=150 MHz. (A) background-
corrected DEER time traces, and (B) the corresponding distance distribution with simulation. 
(Bottom) NO•-NO• DEER at T = 7.5K and with ∆ν = 65 MHz. (C) background-corrected DEER 




Table 3-5 – Experimental and simulated distance distributions 

















60 0.366 51.5 10.5 637.2 53.4 13.0 49.10 / 5.15 
V76C-K237C 
Zn2+ 
60 0.349 47.8 8.0 467.4 49.0 9.9 45.48 / 5.06 
V76C-K237C 
Mn2+ (NO•-NO•) 
60 0.326 46.3 5.9 346.6 52.7 15.4 44.37 / 5.05 
V76C-K237C 
Mn2+ (NO•-NO•) 
7.5 0.187 43.6 10.9 508.1 46.1 8.1 
V76C-K237C 
Mn2+ (Mn2+-NO•) 
7.5 0.033 25.8 6.7 237.3 29.5 16.6 NO• (V76C)-Mn2+: 
25.38 / 3.58 
NO• (K237C)-Mn2+: 




60 0.365 54.0 11.0 896.8 56.1 13.7 49.72 / 5.13 
V76C-K237C-
D280N Zn2+ 














7.5 0.041 29.0 8.5 240.9 35.3 20.9 NO• (V76C)-Mn2+: 
27.21 / 3.77 
NO• (K237C)-Mn2+: 
27.26 / 2.66 
*- σ is a calculated standard deviation; 
** - Gaussian fit is not shown, but provided in Appendix 3C (Figure 1 and Figure 2); 
***- RMMM is calculated using MMM software with R1A rotamer libraries at ambient temperature with a relevant crystal structure:  
PDB: 3ZK7 for metal-free PsaAV76C/K237C, PDB: 1PSZ for Zn2+-bound PsaAV76C/K237C, PDB: 3ZTT for Mn2+-bound PsaAV76C/K237C. 






In this chapter, the molecular mechanism of Mn2+ - binding by the PsaA protein in a frozen-
solution sample was investigated. The key method employed and discussed in this chapter is the 
DEER technique in conjunction with SDSL methodology. The DEER data were modelled using 
available crystal structures.  
Distance distributions between MTSL spin labels on the spin labelled PsaAV76C/K237C and 
PsaAV76C/K237C-D280N Cys-mutants in metal-free, Zn2+-bound and Mn2+-bound states were measured. 
The spin label MTSL-V76C is located on the N-lobe of PsaA, while MTSL-K237C is located on the 
C-lobe of PsaA. Thus, the motion of the lobes relative to each other can be assessed. These lobes are 
predicted to move upon metal binding according to the ‘spring hammer’ mechanism. Both mutants 
in the closed states (Zn2+/Mn2+-bound) showed a decrease in NO•- NO• mean distances in comparison 
with the metal-free state, which is in agreement with the proposed “spring hammer” binding 
mechanism [57]. 
Building on a finding by Counago and co-workers [57] that Asp280 has a greater impact on 
the Zn2+/Mn2+-mediated protein stabilisation than Glu205, the Asp280 residue was mutated to 
Asn280 to investigate the difference between Zn2+- and Mn2+-binding mechanism via DEER. Minor 
differences in distance distribution profiles were observed. The mean distances for 
PsaAV76C/K237C-D280N Cys-mutant are longer in metal-free and Mn2+-bound states, while Zn2+-bound 
PsaAV76C/K237C-D280N showed results similar to Zn2+-bound PsaAV76C/K237C. In general, the distance 
distributions are broader in the case of the PsaAV76C/K237C-D280N mutant, compared with PsaAV76C/K237C, 
meaning the protein backbone is likely to be more mobile. In contrast with the PsaAV76C/K237C results, 
Mn2+-bound PsaAV76C/K237C-D280N had a longer mean distance in comparison with the Zn2+-bound 
PsaAV76C/K237C-D280N Cys-mutant, which confirms that the mutation of Asp280 to Asn280 affects 
Mn2+-binding more than Zn2+-binding. Simulation of the distance distribution in silico using the 
crystal structures of the PsaA in different states was in a good agreement with the experimental data, 
confirming the validity of the method. The small deviations in mean distances are minor and within 
the margins of error of the in silico modelling. 
The distance distribution profiles between MTSL spin label (s=
1
2
) and Mn2+ metal ion (s=
5
2
) were measured at T=7.5K and simulated for both mutants. The overall results are similar to the 
above-mentioned. The NO•-Mn2+ mean distance is longer for PsaAV76C/K237C-D280N than for 
PsaAV76C/K237C, and the distance distribution is broader for PsaAV76C/K237C-D280N. However, the 
differences between PsaAV76C/K237C and PsaAV76C/K237C-D280N results are again minor and within error. 
 83 
 
The DEER measurements with single-labelled Cys mutants have to be performed for more accurate 
assessment. 
Overall, the distance distributions from the DEER data are consistent with those simulated 
using crystal structures of PsaA in metal-free, Mn2+ and Zn2+ states. The crystal structure data were 
the basis for developing the ‘spring hammer’ mechanism and the DEER data are thus consistent with 
this mechanism. Importantly and consistently, the PsaA DEER data show very different 
characteristics to the AdcA DEER data, where a different structural rearrangement caused by metal 
binding was proposed (Chapter 2). Thus, the DEER data are sufficiently accurate to be able to 
discriminate between different mechanisms operating in different SBPs. Further DEER studies on 
additional SBPs will help to pave the way to comprehensively understand recognition and metal 
transport of the ABC importer with the SPB protein. 
3.7 Future directions 
For the next stage, six PsaA variants, provided in Table 3-6, will be expressed and purified. 
The choice of the mutants is in accordance with the requirements dictated by the DEER technique. 
The residues are solvent-exposed, located on helices, and are separated by ~15-80 Å from each other. 
Table 3-6 – Cystein mutants of PsaA for the ongoing DEER study 
PsaA variant Distance between Cys-residues in crystal structure 
Mn2+-bound, Å metal-free, Å 
L56C/I236C 37.8 46.0 
S58C/S266C 32.8 40.0 
E74C/I125C 35.2 41.1 
E74C/E234C 44.2 52.4 
V76C/K237C 39.2 44.2 
I125C/S266C 27.9 35.6 
 
The mutants will be double-labelled with MTSL spin label, and a DEER study will be performed. 
 
RIDME technique for NO•-Mn2+ distance measurements 
Another pulsed technique that allows measurement of the distance between a metal ion (Mn2+ in this 
case) and an NO• spin (MTSL spin label in this case), is the 5-pulse Relaxation-induced Dipolar 
Modulation Enhancement (RIDME) technique (see Chapter 4, section 4.8 (Future directions) for a 




DEER and RIDME constraints for Molecular Dynamics simulation 
Following a similar approach to that developed and applied in Chapter 2, the DEER and 
RIDME experimental data will be incorporated in a structural study based on MD simulations. The 
distance distributions between the spin labels and metal ion will serve as constraints to “filter” the 






Chapter 4. Understanding Structure-Function of a 
Non-Ribosomal Peptide Synthetase using Double Electron Electron 
Resonance 
4.1 Non-ribosomal peptide synthetase 
The success of many facets of medicine strongly depends on naturally occurring peptide-
based antibiotics, such as the glycopeptide antibiotics (GPAs) which are produced by non-ribosomal 
peptide synthetase (NRPS) enzymes. With rapid evolution, invading bacteria are able to develop high 
levels of resistance to these drugs, and the development of new antibiotics is required to combat this 
resistance. Currently, natural product production by NRPSs relies on natural biosynthesis via 
fermentation by a suitable bacteria producer. Thus, to be able to introduce any modification to the 
desired natural products (i.e. GPAs) and to develop new approaches appropriate for a commercial-
scale production, the biosynthesis path should be well-explored and understood. 
The synthesis of GPA is carried out by the complex enzymatic machinery of a non-ribosomal 
peptide synthetase (NRPS). The technology to modify the NRPS machinery to produce new 
compounds exists [104], but these reengineering attempts have only been partially successful due to 
the loss of specificity of the final natural product compounds and low yields. Clearly, a deeper 
understanding of the NRPS machinery on a molecular level is a key step towards reengineering the 
NRPS machinery purpose of developing new antibiotics via in vitro fermentation. 
In this project, the machinery of the NRPS teicoplanin is investigated. This NRPS is a linear 
system and is represented schematically in Figure 4-1. The term “linear” refers to the sequence of 
synthesis. In teicoplanin NRPS the natural product being synthesised is passed from module 1 to 7 
sequentially or ‘linearly’. The reaction order and kinetics are very tightly controlled during the 
synthesis process by the NRPS machinery so that unwanted products are not formed. Each module is 
responsible for the incorporation of one amino acid into the growing peptide (natural product) that 
will become a GPA at the end of the synthesis line [105]. Each NRPS module contains a number of 
catalytic active domains (Adenylation (A) domain, Condensation (C) domain, Epimerization (E) 
domain, X-domain and Thioesterase (TE) domain) and a Peptidyl Carrier Protein (PCP) which carries 
the growing peptide (Figure 4-1). A minimum of three domains is required to assemble an NRPS 
module: Adenylation (A), Condensation (C) and PCP [106]. 
The Adenylation (A) domain acts as a selector of an amino acid. It is activated by Adenosine 
triphosphate (ATP) and delivers the selected amino acid to the PCP domain [107, 108]. Condensation 
(C) domains catalyse the peptide bond formation with the downstream amino acyl unit tethered to the 
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PCP of the current module [109]. The domain plays a major role in the final stereochemistry of a 
growing NRPS peptide. 
 
Figure 4-1 – Schematic representation of glycopeptide antibiotic biosynthesis through the process 
of non-ribosomal peptide synthesis, which relies on a multi-modular enzymatic assembly line to 
produce the core of the antibiotics (PCP – peptidyl carrier protein, A – Adenylation domain, C – 
Condensation domain, TE – Thioesterase domain) [110]. 
 
The PCP domain is a small (~10 kDa) catalytically-silent shuttle-domain that possesses a 18 Å 
phosphopantetheine (Ppant) arm. This arm increases the ability of PCP to reach adjacent domains. A 
thiol group at the end of the arm ensures that substrates are transferred as thioesters and remain 
reactive enough to support the peptide bond formation in the C domain [111]. 
There is a wide range of other domains that can supplement the minimal triple-domain system 
described above. The most common are an epimerization (E) domain that epimerize the L-amino 
acids into their D-form and thereby alter the stereochemistry, and a thioesterase (TE) domain that 
releases the final peptide [109]. An additional C/E-type domain, called an X-domain, is involved in 
the recruitment of cytochrome-P450s (referred to as oxygenases, or Oxy proteins) to the NRPS to 
catalyse the crosslinking of aromatic side chains with bound peptide (natural product) [110, 112-114]. 
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The aim of this collaborative research project is to explore the domain rearrangements, 
dynamics and role of protein-protein interactions in mediating peptide synthesis in NRPS systems 
using Tcp12, a terminal module No.7 of teicoplanin NRPS biosynthesis (Figure 4-1). This module is 
responsible for the incorporation of a single amino acid (3,5-dihydroxyphenylglycine, L-Dpg) into 
the final linear heptapeptide, the transition of this peptide into an active antibiotic aglycone via 
chemical modification from the Oxy proteins, and finally peptide (natural product) cleavage from the 
NRPS module No. 7 (Tcp12). 
Taking into account that during NRPS synthesis all active domains and external proteins 
interact with a catalytically non-active PCP domain, there must be significant spatial rearrangement 
of the whole NRPS system to allow the PCP domain to shuttle bound substrates between all the 
catalytically active domains [115-117]. PCP has been shown to be insufficient to enable the peptide 
bound to it to reach all the catalytic domains of the NRPS with a single ‘static’ conformation with 
only the arms moving. The mechanism that enables the selection and timing of interactions between 
the peptide and the catalytic domains within an NRPS is not known. This is a significant gap in our 
knowledge of the NRPS synthesis process, a part of which will be addressed in this study via 
exploring the domain rearrangements, dynamics and role of protein-protein interactions in mediating 
peptide synthesis using the terminal Tcp12 module from teicoplanin biosynthesis. The final 
teicoplanin module Tcp12 consists of five individual sub-domains (C-A-PCP-X-TE) (C – 
condensation domain, A – adenylation domain, PCP – peptidyl carrier protein domain, X – 
condensation-like domain, TE – thioesterase domain). 
4.2 The PCP and X-domains of Tcp12 NRPS and the Oxy protein 
Within this thesis the PCP-X di-domain of Tcp12 will be studied in a peptide loaded and 
unloaded state and in the presence and absence of the Oxy (Cytochrome P450) protein. The 
polypeptide sequence for the Tcp12 module (C-A-PCP-X-TE) is given in Figure 4-2. The PCP 
domain (in green) and the X-domain (in cyan) are highlighted, as well as the linker region that joins 
them (in brown bold). An N-terminally shortened version of Tcp12, PCP-X-TE was initially trialled, 
but it has four endogenous cysteine residues that were substituted with serine residues to enable site-
directed spin-labelling of this construct. However, the substitution of the Cys-residue on the TE-
domain resulted in protein oligomerization. Further substitutions (e.g. for an alanine, glycine or 
leucine) were not successful (data not shown). Since the cysteine on the TE-domain is accessible to 
the MTSL label and the labelling leads to a perturbation of the protein structure, the TE-domain was 
removed from the protein [118]. This simplified the PCP-X-(Linker between X- and TE- domain) 
model (referred to as PCP-X below) is reasonable and will allow a gradual step-by-step 
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characterisation of the whole Tcp12 module. The entire NRPS system will be investigated 
subsequently. 
The peptidyl carrier protein (PCP). While the secondary and tertiary structures of the PCP 
domain are quite well preserved with few noticeable differences from the four-helix-structure 
documented (Figure 4-3) [111, 119-124], the primary structure of PCP varies significantly between 
PCPs participating in different NRPS synthetases, as well as between different modules within the 
same pathway. This difference in primary structures is thought to control the interaction of the PCP 
domain with other domains and substrates via differences in charge distributions, salt bridges, etc 
[121]. 
The process of substrate loading and transfer by the Ppant arm is unclear. Studies have shown 
that the arm does not interact significantly with the PCP core and does not affect its tertiary structure 
[106, 121, 125]. This observation supports the hypothesis that the arm acts as a “swinging arm”, 
managing the substrates where the PCP core is quite rigid [106]. However, recent NMR studies have 
shown that the PCP core interacts with its “cargo” [111], secluding it between helices 2 and 3 and 
changing the orientation of helix 2 in response to the substrate loading (Figure 4-3) [124]. Besides 
helices 2 and 3, the loop connecting the helices has shown involvement in mediation of the 
interactions between PCP and other domains, A, C and TE [120]. However, all these structural 
rearrangements of PCP are minor, and other processes must be involved in the recruitment of different 




































Figure 4-2 – Polypeptide sequence for the Tcp12 module comprising (C-A-PCP-X-TE) domains. 
The PCP domain (in green), the X-domain (in cyan), and TE domain (in orange) are highlighted, 
as well as the linker region that joins PCP and X-domain (brown bold). The positions of the 
mutations for DEER for the PCP and X-domains are highlighted in magenta. Endogenous 
Cys-residues mutated to Ser to ensure site-directed spin labelling are shown in red. The Ser residue 







Figure 4-3 – PCP7 from teicoplanin biosynthesis (PDB: 2MR7, 2MR8 [121]), H1(blue), H2(red), 
H3(magenta), H4(yellow), Ppant arm is not shown. 
 
X-domain. The X-domain is present in all final modules of GPA NRPS machineries. In 2015, 
Haslinger and co-workers [110] showed in vitro that the X-domain is responsible for the recruitment 
of oxygenases (P450s) to the teicoplanin NRPS-bound peptide. A complex of a P450 – X-domain 
(PDB: 4TX3 [110]) and the individual X-domain (PDB: 4TX2 [110]) were resolved via X-ray 
crystallography. The researchers also showed that the presence of the X-domain is essential to ensure 
the maturation of the peptide precursors to aglycone (which requires interaction with the oxygenases). 
Cytochrome P450 “Oxy proteins”. The three-dimensional structure of GPAs is established 
via cross-linking between their aromatic amino acids. The rigid 3D-backbone structure has an 
essential role because it assists the inhibition of cell-wall biosynthesis in Gram-positive bacteria.  The 
cross-linking of the GPA is performed by P450 oxygenases, so-called “Oxy proteins”. There are 
different Oxy proteins for carrying out specific reactions and the Tcp12 module that is the focus of 
study here, interacts with three Oxy proteins. Each type is responsible for an installation of one 
crosslink via a specific oxidation ring (OxyB: COD ring, OxyA: DOE ring, Oxy C: AB ring, as was 
explained in detail by Haslinger and co-workers [112] and shown in Figure 4-4, using the example of 




Figure 4-4 – A) The structure of the GPA teicoplanin. B) Final module of teicoplanin NRPS 
machinery Tcp12. Tcp9-Tcp11 (in light grey) – the preceding modules. All domains of Tcp12 with 
the attached heptapeptide, which is oxidized by OxyA, OxyB, OxyC and OxyE (all P450 enzymes) 
in chain cross-linking reactions. The domains of Tcp12 are : C – condensation domain, A – 
adenylation domain, T – thiolation (or PCP) domain, X-domain, TE-thioesterase, OxyA-OxyE 
[112]. 
4.3 Research aims 
X-ray crystallography and NMR have provided structures and increased the understanding of 
the mechanism of individual NRPS domains, like the X-domain, or PCP-domain. However, it has 
been proved difficult to obtain crystal structures of even di-domain complexes, perhaps due to the 
conformation flexibility of NRPSs. Since even a small NRPS protein is well in excess of 100 kDa, 
the utility of solution state NMR is limited. In a similar approach to that taken for a structural study 
of the Zn2+-binding AdcA protein (Chapter 2), this research focuses on double electron-electron 
resonance (DEER) spectroscopy to characterise the solution structure of the di-domain X-PCP 
construct. 
Three aims were pursued in this study: 
1) To characterise the conformation space sampled by the di-domain construct X-PCP from 
the terminal module Tcp12 of the teicoplanin NRPS. This was done using double electron 
electron resonance (DEER) spectroscopy and Site-Directed Spin Labelling (SDSL) with 
15 double mutants with one label on the X-domain and one on the PCP domain. The 
measurements were carried out in 4 states 
(a) CP-X, unloaded 
(b) CP-X, peptide loaded state 
(c) CP-X, unloaded, with P450 OxyBtei protein 
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(d) CP-X, peptide loaded state, with P450 OxyBtei protein 
 
2) Rigid-body modelling. The conformation space described by the DEER distance 
distributions was modelled using rigid body structures for the X-domain and the PCP 
domain based on available crystal and NMR structures. 
3) Compare structural predictions from the DEER modelling to those from the few multi-
domain crystal structures available. 
4.4 Materials and Methods 
4.4.1 Structural models from available multi-domain crystal structures 
To better understand the behaviour of the PCP-domain relative to the X-domain and OxyB-
domain and plan the experimental part, two model-structures of the three key components (PCP-
domain, X-domain and OxyBtei) were used: PCPtyr-X-OxyBtei and PCP7-sky-X-OxyBtei. The X-OxyBtei 
structure was published by Haslinger and co-workers and is available as PDB: 4TX3 [110], and was 
used as a core. The position of the PCP-domain was aligned to the core. 
For the first model, the PCP-domain from the tyrocidine NRPS was used – PCPtyr. In this 
complex, the PCP-domain is connected to the downstream C-domain, which was found to be similar 
to the X-domain [110]. The complex PCPtyr-C di-domain is available as PDB: 2JGP [126]. The C-
domain was aligned to the X-domain in X-OxyBtei. 
The second model was created on the basis of another published structure, in which the PCP-
domain was trapped with P450 enzyme via a CoA-derived inhibitor – PCP7-sky-P450sky model as PDB: 
4PWV [127]. In this model we aligned P450sky to OxyBtei. 
In silico MTSL-labelling of these two structures was performed in the Multiscale Modelling 
of the Macromolecular (MMM) systems program [76, 98]. The proteins were labelled with the MTSL 
rotamer libraries at ambient temperature (295K) for each labelling site [40]. For each double-labelled 
mutant, the corresponding DEER trace and distance distribution were simulated using the same 
MMM package. 
4.4.2 Choice of MTSL labelling positions for DEER measurements 
The positions of the MTSL spin labels for the PCP-X protein were chosen to satisfy the 
following requirements: 
1) The positions should be surface exposed to provide thiol group accessibility to the spin 




2) Placing a spin label on the linker region between the X and PCP domain is to be avoided; 
3) The introduced MTSL-labels should not affect the intramolecular interaction between the 
PCP-domain and the X-domain, and also the interaction of those domains with OxyBtei. 
4) The predicted distance distributions between two MTSL labels should be within the 
measurable range, ca. 15-80 Å. 
Considering the above-mentioned requirements, potential spin-labelled residue positions for trial 
model structures of the PCP-X construct were estimated via MMM [98], enabling a final design of 
the cysteine double-mutants. Their synthesis was carried out by Dr. Madeleine Peschke (Dr. Max 
Cryle’s group, Max Planck Institute for Medical Research, Heidelberg, Germany) and Dr. Max Cryle 
(currently Monash University, Melbourne, Australia). The chosen label positions are provided in 
Table 4-1 and the visualisation of the labels on two models is shown in Figure 4-5. Only the most 
probable spin label rotamer position calculated by MMM is shown in Figure 4-5. Five labelling 
positions were chosen on the X-domain. Four of these positions are located on the C-terminal side of 
the domain: T204C, A250C, A323C, A430C. One site was chosen on the N-terminal subdomain of 
the X-domain: A63C. This side is involved into the process of binding OxyBtei. However, introduction 
of a spin label does not affect the interactions with OxyBtei, or the PCP-domain. The four spin labels 
on the PCP-domain were positioned on helices: H1(A14C), H2(E51C), H3(S63C), H4 (A68C) 
(helices are shown in Figure 4-3). 
As a result, fifteen double-labelled mutants with one label on the PCP-domain and one label 
on the X-domain, and one double-labelled mutant with both labels on the X-domain (used as a 
standard for experiment verification) were synthesised. The sample numbering is shown in Table 4-1. 
 
Table 4-1 – PCP-X di-domain mutants labelling (OxyBtei did not carry spin labels) 
                 X 
PCP 
A63C T204C A250C A323C A430C 
A14C No. 7 No. 9 No. 11 No. 12 - 
E51C No. 13 - - No. 14 - 
S63C No. 15 No. 16 - No. 17 No. 18 
A68C No. 19 No. 20 No. 21 No. 22 No. 23 
                 X 
X 
A430C - - - - 









Figure 4-5 – Illustration of MTSL positions on two models: (A) PCP7-sky-X-OxyBtei and (B) 
PCPtyr-X-OxyBtei. The conserved Serine residue on the PCP domain (in yellow with the red label 
“Ser”, and in yellow in Figure 4-2) is the attachment site of the Ppant-arm. 
 
4.4.3 MTSL labelling procedure 
Disclaimer: This part was performed by Dr. Madeleine Peschke (Dr. Max Cryle’s group, Max Planck 
Institute for Medical Research, Heidelberg, Germany). 
The respective double cysteine mutants were loaded with the MTSL spin label. Proteins were 
supplemented with TCEP (2mM) as a reducing agent to avoid the formation of intermolecular 
disulfide bridges and stored at -80°C until use. For the MTSL-labelling reaction the proteins were 
transferred into the MTSL-labelling buffer (50 mM Hepes, 50 mM NaCl, pH7.0) by gel filtration 
(NAPTM, GE Healthcare) following the manufacturers protocol. In this step, the TCEP which would 
directly cleave the covalent attached MTSL label from the protein, was removed from the protein 
solution. A 200 mM MTSL stock solution was prepared in 100% Acetonitrile (MeCN) to avoid the 
formation of MTSL-dimers, wrapped in foil and stored at - 20°C until use. The stock solution was 
diluted 1:10 in MTSL-labelling buffer and immediately used for the labelling reaction. The MTSL 
label was added in a 10-fold excess over the protein and incubated with the protein overnight under 
gentle rotation at 4°C. After the reaction, the unreacted MTSL label was removed from the protein. 
This was either achieved through a concentration-dilution (4x 1:5 dilution) procedure using low salt 
buffer (50 mM Hepes, 50 mM NaCl, pH7.0) (0.5 mL Ultracentrifugal filters, 50,000 MWCO, Merck 
Millipore) for the following PCP-modification reaction, or via SEC as a last purification step for the 
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proteins before the DEER measurements. Following the PCP-modification reaction, the samples were 
used for the P450 activity assay or further purified via SEC for the DEER measurements. 
A small subset of MTSL-labelled proteins was subjected to an additional PCP-loading 
reaction with T7P(D/L-Hpg7)-CoA conjugate. As a final purification step of the DEER protein 
samples, SEC using a Superose 12 10/ 300 GL (24 mL) column was performed in order to remove 
any soluble protein aggregates. Subsequently, the monomeric fractions of the proteins were combined 
and transferred into a deuterated DEER-measurement buffer (62.5 mM potassium phosphate pH 7.0, 
62.5 mM NaCl) via a repeated concentration dilution (4x 1:5 dilution) procedure (0.5 mL 
Ultracentrifugal filters, 100,000 MWCO, Merck Millipore). In a last preparation step, deuterated 
glycerol-d8 was added to the samples in order to obtain a final buffer composition of (62.5 mM 
potassium phosphate pH 7.0, 62.5 mM NaCl, 20% d8-glycerol (v/v)) and a protein concentration of 
50 µM for the labelled PCP-X variants. The proteins were measured either alone or in the presence 
of OxyBtei containing 50 or 100 µM (peptidyl-PCP-X samples) of OxyBtei. The samples were placed 
into X-band (70 µL sample volume) and Q-band (20 µL sample volume) EPR tubes and stored at 
- 80°C until measured. 
4.4.4 peptidyl-CoA- PCP-X:OxyBtei mutants to mimic loaded state of PCP 
Investigations performed by K. Haslinger and M. Peschke (Dr. Max Cryle’s group, Max 
Planck Institute for Medical Research, Heidelberg, Germany) showed that OxyBtei has a high affinity 
with complex peptidyl-bound PCP (Kd is in μM range [128]). This protein-protein interaction might 
be expected to reduce the PCP mobility in the complex PCP-X-OxyBtei and this might show narrower 
distance distributions in DEER experiments. 
To check this hypothesis, the holo- (or loaded) state of PCP was mimicked by loading the 
domain with peptidyl-CoA. The loading was done after MTSL treatment to prevent the thiol group 
of CoA from reacting with MTSL. For a peptidyl-CoA arm the vancomycin peptide with glycine at 
the seventh position coupled to CoA was utilised (sequence: D-Leu – D-Tyr – L-Asn – D-Hpg – D-
Hpg – L-Tyr – Gly). 
Four additional mutants were loaded with peptidyl-CoA for DEER measurements: No.7 
(PCP-X: A14C-A63C), No.12 (PCP-X: A14C-A323C), No.16 (PCP-X: S63C-T204C), No.18 (PCP-
X: S63C-A430C), that were prepared with and without OxyBtei. 
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4.5 Experimental part 
4.5.1 Protein integrity control - analysis of the double cysteine variants of PCP-X 
Disclaimer: This part was performed by Dr. Madeleine Peschke (Dr. Max Cryle’s group, Max Planck 
Institute for Medical Research, Heidelberg, Germany) and described in her final thesis. 
Sixteen double-labelled mutants were cloned, expressed and purified (Table 4-2). A series of 
control experiments were run to confirm that the Cys-mutation and introduction of spin labels do not 
disturb the protein structure. 
The monomeric state of the protein mutants was confirmed by Size Exclusion 
Chromatography (SEC), and the mass of the protein was calculated in the range from 135.7 to 185.2 
kDa (wild-type (WT) reference value = 132.6 kDa). After the labelling with MTSL, the molecular 
weight of the variants was assessed in the range of 124.5 and 153.3 kDa (Table 4-2). Dynamic Light 
Scattering (DLS) was performed to determine the size distribution profile of the variants based on the 
diffusion of the protein particles in solution. DLS results showed that all protein variants were 
homogenous monodisperse in solution with a hydrodynamic radius of the particles ranging from 4.49 
and 4.87 nm (WT reference value = 4.67 nm). The molecular weight estimated on the basis of the 
hydrodynamic radius ranges from 115.7 – 139.6 kDa and is in a good agreement with the expected 
size of the monomeric proteins (Table 4-2). 
To analyse the secondary structure further, circular dichroism (CD) spectroscopy was 
employed. The far-UV spectra recorded for the different variants were similar to the spectra observed 






Figure 4-6 – Circular dichroism (CD) spectra of the PCP-X di-domain wild type protein (black 
curve) and the double cysteine variants sorted by the mutation in the PCP-domain: 
first number assigns the mutation in the PCP-domain: 1- A14C, 2- E51C; 3- S63C, 4- A68C, 0- 
no mutation in the PCP-domain; second number assigns the mutation in the X-domain: 1- A63C, 
2- T204C; 3- A250C, 4- A323C, 5- A430C; WT – a wild type protein; ΔCys - cysteine 
substitution variant (PCP: C13S, X: C123S, C529S). 
 
Thermal stability of the protein variants was assessed by recording the CD signal at 220nm with 
increasing temperature. The monophasic melting curves obtained for all variants demonstrated the 
melting temperature in the range of 58.9°C and 63.5°C (WT reference value = 62.4°C) (Table 4-2 





Figure 4-7 – CD spectroscopy melting curves obtained for the PCP-X di-domain wild type protein 
(black curve) and the double cysteine variants sorted by the mutation in the PCP-domain: 
first number assigns the mutation in the PCP-domain: 1- A14C, 2- E51C; 3- S63C, 4- A68C, 0- 
no mutation in the PCP-domain; second number assigns the mutation in the X-domain: 1- A63C, 
2- T204C; 3- A250C, 4- A323C, 5- A430C; WT – a wild type protein; ΔCys - cysteine 





Table 4-2 – Summary of the data obtained from the PCP-X di-domain protein characterization. 
All variants are based on the ΔCys - cysteine substitution variant (PCP: C13S, X: C123S, C529S, 
shown in Figure 4-2). MW – molecular weight, CD – circular dichroism, DLS – dynamic light 
scattering, Rh – hydrodynamic radius, n/d – not determined. 
ID mutations CD DLS Gel filtration 















WT - - 62.4 ± 0.1 4.67 126.6 132.6 n/d 
ΔCys - - 58.9 ± 0.1 4.68 126.8 138.6 n/d 
1-1 A14C A63C 61.8 ± 0.1 4.68 127.2 142.7 129.6 
1-2 A14C T204C 62.3 ± 0.1 4.69 127.3 145.5 129.6 
1-3 A14C A250C 63.5 ± 0.2 4.71 128.7 138.0 131.4 
1-4 A14C A323C 62.2 ± 0.1 4.60 122.0 143.9 126.6 
2-1 E51C A63C 59.2 ± 0.1 4.53 117.4 162.6 130.3 
2-4 E51C A323C 60.4 ± 0.1 4.54 124.4 163.8 126.3 
3-1 S63C A63C 59.3 ± 0.1 4.78 133.4 135.7 132.2 
3-2 S63C T204C 59.7 ± 0.1 4.49 115.3 140.5 127.4 
3-4 S63C A323C 59.4 ± 0.1 4.57 120.1 141.8 123.4 
3-5 S63C A430C 59.9 ± 0.1 4.76 132.4 147.0 129.6 
4-1 A68C A63C 60.8 ± 0.1 4.72 129.7 178.5 145.7 
4-2 A68C T204C 60.8 ± 0.1 4.83 136.5 172.1 148.7 
4-3 A68C A250C 59.9 ± 0.2 4.87 139.6 182.8 146.2 
4-4 A68C A323C 59.9 ± 0.2 4.63 123.5 179.6 143.3 
4-5 A68C A430C 61.4 ± 0.1 4.58 120.3 185.2 151.3 
0-4/5 A323C A430C 61.1 ± 0.1 4.74 131.0 142.4 124.5 
 
Based on these control experiments, it is concluded that the mutant proteins have similar 
characteristics to those of the WT and thus the isoforms are suitable for structural analysis by DEER 
spectroscopy. 
4.5.2 DEER experimental parameters 
Four-pulse DEER data were recorded on an X/Q-band Bruker Elexsys E580 Bruker 
spectrometer equipped with high power microwave amplifiers (200 W at Q-band, Applied System 
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Engineering, Inc, Model 187ka) and a cryogen free cryostat from Cryogenics (Model PT415). At Q-
band (ca. 34.3 GHz) DEER traces were acquired at 55 K using the four-pulse DEER sequence (shown 
and discussed in Chapter 1, Section 1.2.3): 
2

 (det) - 1- (det) - (1t) - (pump) - (+t) - (det) -  
- echo. The observer 
2

 and  pulses were of length t/2 = 14 ns and t = 28 ns respectively. The 
pump pulse had a length of t = 12 -16 ns depending upon the available microwave power and was 
set to 65 MHz higher in frequency than the detection pulses. The Q-band resonator (Model 
EN5107D2) was overcoupled and with the pump pulse 60-65 MHz higher than the microwave mode 
of the resonator and the field was set 2 Gauss lower than the maximum of the nitroxide spectrum 
signal intensity. Deuterium modulations were supressed by varying delay 1, starting at 112 ns and 
using an increment 1=16 ns with 8 increments and adding these DEER traces. The  delay between 
the first Hahn echo and the final observer pulse was between 3.5 ms to 8 ms, depending upon the 
sample (see figures in the Results section), with an increment  = 12 ns. Distance distributions from 
the DEER time traces were computed using the Matlab-based program DeerAnalysis 2016 using 
Tikhonov regularization [16]. 
4.5.3 Results and discussions 
DEER traces obtained for all sixteen mutants and the corresponding distance distributions are 
provided in Figure 4-8 and Table 4-3. These tables also contain the comparison of distances calculated 
from DEER experiments and simulation from two in silico PCP-X models (discussed in Section 4.4.1 
above). 
The distance distributions computed for the PCP-X samples without OxyBtei are relatively 
broad in comparison to the distance distribution expected from a single protein conformation 
containing two MSTL rotamer distributions. Sample No.48 with two spin labels on the X-domain 
(A323C/A430C) serves as a control for this and displays a distance distribution where position and 
width are well modelled using the X-domain crystal structure and attached MTSL labels in silico. 
The PCP-X data thus indicate that there is a large number of conformations of the PCP-X domain, 
while sample No.48 provides justification for treating the X-domain as a rigid-body to model the 
DEER data. 
It is possible in principal, that the broad distance distributions are a result of unwanted 
oligomerisation of the PCP-X protein (as a general example of this see Schmidt and co-workers’ data 
on E.coli thioredoxin [129]). However, the protein control No.48 suggests this is not the case. In 
addition, the long decay TM (phase memory) times of all the samples enabled traces with lengths > 4 
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s to be easily recorded, which would not be the case in oligomers. Here the higher local 
concentration of spins (MTSL) dramatically shorten TM times and consequently the DEER trace 
length that can be recorded. The modulation depth is also an indicator of potential oligomerisation; 
in the current sample it varies by about 20% but this may readily be explained by small differences 
in labelling efficiencies and also in the DEER experiments where the pump pulse excitation was 
slightly variable (t = 12-16 ns in the experiments), which directly affects the modulation depth. 
Taken as a whole, these observations and the protein integrity controls (CD, melting curves, etc. 
presented above) indicate that there is no serious oligomerisation occurring in the samples. 
The samples with the peptidyl-CoA arm did not show a significant difference from the same 
samples without the arm, see #7 (PCP-X: A14C-A63C), #12 (PCP-X: A14C-A323C), #16 (PCP-X: 
S63C-T204C), and #18 (PCP-X: S63C-A430C)). This is as expected since the peptidyl-CoA arm 
should not interact strongly with the X-domain; its function is to dock OxyBtei proteins to the NRPS 
protein. 
Comparing PCP-X:OxyBtei samples to only PCP-X samples reveals that in some samples a 
significant reduction in the width of the DEER distributions results occurs. This difference is greatest 
for samples No.16 and No.18, a small reduction is observed for No.7 and No.12, and essentially there 
is no difference in the DEER distance distribution width for samples No.9, No.11, No.14, No.17, 
No.19, No.20, No.21, No.22, and No.23. Sample No.15 appears to produce a second distinct 
conformation with addition of OxyBtei, which could indicate that only a fraction of the sample forms 
a CP-X:OxyBtei complex. This sample needs to be remade and measured to confirm this result. The 
width of the distance distribution for samples No.16 and No.18 is below that expected for a pair of 
freely solvent exposed residues even for a single conformation. It is thus very likely that at least one 
of the MTSL labels for these samples has a very much reduced set of rotamers, presumable because 
of the formation of a PCP-X:OxyBtei complex.  
The results are not significantly dependent upon the presence of the peptidyl-CoA arm as 
mentioned above. For example No.16: (peptidyl-CoA)-PCP-X:OxyBtei and PCP-X:OxyBtei systems 
have very similar DEER data, and likewise PCP-X versus (peptidyl-CoA)-PCP-X are very similar. 
Introducing the (peptidyl-CoA) arm makes only small (but noticeable) difference to the shape of the 
distance distributions. 
Taken as a whole, the DEER indicate a large degree of freedom between the PCP and X 
domains. The addition of OxyBtei to PCP-X restricts the conformation space of the PCP domain 
presumably because of the formation of a protein:protein complex, PCP-X:OxyBtei. The PCP domain 
however retains some flexibility with respect to the X-domain, as some spin label pairs (DEER 
distance distributions) are more affected than others. Evidently the peptidyl-CoA arm does not lock 
 102 
 
the system into a definitive conformation, i.e. by formation of a (peptidyl-CoA)-PCP-X:OxyBtei 
complex where the peptidyl-CoA arm binds tightly to the active site of the OxyBtei (which is essential 
at some stage during catalysis to perform its role) and at the same time OxyBtei forms a tight complex 
with the X-domain. It is quite possible that the PCP-X:OxyBtei complex is transient in nature (it must 
be to function correctly) and also dependent upon the loaded state of the PCP. For example (PCP-
X:OxyBtei) may form a tight complex, but not when the PCP is in the loaded state; i.e. OxyBtei only 
interacts with peptidyl-CoA arm when the (X:OxyBtei) complex is broken, i.e. (OxyBtei(peptidyl-
CoA)-PCP-X). This type of reaction kinetics would allow release of OxyBtei protein once it binds 
peptidyl-CoA and starts its catalytic function. At the time of this thesis, DEER constraints between 
OxyBtei and PCP, and between OxyBtei and X, were not available (but see the conclusion and future 
work). 
Next we sought to define a conformation space that explains the DEER distance distributions 
using a rigid-body model, i.e. the X-domain and PCP-domain are rigid-bodies and connected by the 
flexible linker between them: PCP (PDB: 2MR7 [130]) and X-domain (PDB: 4TX2 [110]). To 
investigate this we firstly used HADDOCK (a rigid-body docking program) to generate rigid-body 
docked PCP-X structures, and secondly a more flexible model where all relative orientations of the 
PCP and X domain were considered that are feasible in terms of the length of the flexible linker 
joining the two structures. Since we have no constraints to the OxyBtei protein at this time, this was 
not included as a constraint, but the conformation space defined was checked post computations for 



























Figure 4-8 – Set of DEER traces and related distance distributions obtained for sixteen protein 
mutants: PCP-X di-domain (set 1, in blue (without peptidyl arm) / in cyan (with peptidyl arm)) and 
PCP-X di-domain in presence of OxyBtei (set 2, in red (without peptidyl arm) / in magenta (with 
peptidyl arm)) labelled with the MTSL spin probe as shown in Table 4-3. Note: DEER traces in 




Table 4-3 – Distance distributions simulated on the two models: PCP7-sky-X-OxyBtei and PCPTyc-X-























7 A14C A63C 41.1/4.8/12% 46.7/3.8/8% 50.8 50.6 
9 A14C T204C 29.3/4.2/14% 16.3/5.2/32% 36.0 35.5 
11 A14C A250C 50.4/3.3/7% 28.9/4.4/15% 57.8 53.7 
12 A14C A323C 41.1/3.9/10% 14.7/5.0/34% 46.4 45.1 
13 E51C A63C 34.2/4.0/12% 44.3/3.8/9% 49.0 49.2 
14 E51C A323C 41.4/4.4/11% 21.6/4.2/20% 46.3 42.8 
15 S63C A63C 40.8/4.0/10% 42.1/5.1/12% 47.4 42.2 
16 S63C T204C 28.9/5.5/19% 34.2/4.3/12% 28.9 32.6 
17 S63C A323C 19.9/4.5/23% 36.8/3.9/11% 40.1 38.8 
18 S63C A430C 39.9/3.6/9% 60.2/4.7/8% 63.3 56.7 
19 A68C A63C 48.6/3.1/6% 40.0/4.8/12% 44.6 45.1 
20 A68C T204C 24.4/5.3/22% 33.4/3.8/11% 32.4 29.3 
21 A68C A250C 30.6/3.4/11% 30.1/3.9/13% 50.6 47.9 
22 A68C A323C 20.1/4.2/21% 27.8/3.9/14% 43.4 40.7 
23 A68C A430C 49.8/3.5/7% 44.8/4.1/9% 66.6 62.2 




    
4.6 Rigid-body modelling 
4.6.1 Docked rigid-body models using HADDOCK 
Disclaimer: The HADDOCK simulation was performed by Dr. Evelyne Deplazes (currently ANU, 
Canberra). 
To model the DEER data and thus define PCP-X structures and surface interfaces between the 
two domains, rigid-body docking using HADDOCK [131] was trialled. The hypothesis for this 
approach is that the individual domains (PCP and X) do not experience large conformational changes 
(are rigid bodies), and the PCP-X construct reorients via the flexible linker that joins the two domains. 
The hypothesis is well supported as discussed above, and also by the available crystal structures 
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where individual domains structures have been shown to be very similar to those of the corresponding 
multi-domain construct structures [126, 127]. 
Using the HADDOCK web server, 25,000 structures of a potential PCP-X construct were 
generated using the PCP (PDB: 2MR7 [130]) and X-domain (PDB: 4TX2 [110]) crystal structures. 
The HADDOCK algorithm adds protons and any missing chains to a “start” structure, and then moves 
the domains relative to each other with the condition that the two domains are docked. The flexible 
linker is not included in this search, so the PCP-domain and X-domain represent two separate proteins 
in this search. The search was ‘loosely’ restricted so that the two domains could potentially be joined 
by the linker region subsequently to the docking to obtain a PCP-X protein. This was done by 
restricting the linker region (residue) on the PCP and the X domain so as to be facing each other (on 
the same side of the protein). 
After performing rigid-body docking of the individual PCP and X domains, the resulting 
structure models were used to simulate the corresponding DEER traces by attaching the MTSL spin 
labels to each docked structure in silico using MMM [76, 98] and computing the corresponding 
distance distributions. The simulated distance distributions were compared to those from DEER 
experiments, and the residual norm was calculated. The aim was to rank HADDOCK structures into 
the best single structure, and the best set of structures that gives the best fit to the DEER data. 
The results obtained from HADDOCK/MMM rigid-body simulations did not show a good fit 
with the DEER experimental data, even after summing DEER traces predicted from a large number 
of possible HADDOCK structures to model a range of domain-domain orientations. This 
demonstrates that the PCP and X domain do not always form a tight complex with a defined surface 
interface. The result from the best single-structure HADDOCK simulation is shown in Figure 4-9 in 
comparison to obtained DEER distributions. These data shows that this is a possible structure that fits 
reasonably well within the distance distributions determined by DEER, but clearly many more 
conformations must contribute to obtain the DEER distance distribution widths. This is consistent 
with the assertion that the PCP domain is able to occupy a large region of space relative to the X-




Figure 4-9 – Comparison of simulated versus DEER distance distributions. Black: DEER for the 
15 unloaded PCP-X constructs (no OxyBtei protein). Blue: best single-conformation distance 
distribution simulated from a set of 5000 HADDOCK structures. 
4.6.2 Rigid-body models – ‘two beads connected by a piece of string’ 
To determine if a set of conformations between the X and PCP domains that is consistent with 
the DEER data exist, a ‘two beads connected by a piece of string’ model was investigated. The beads 
are the PCP and X domain, and the string is the linker between them. In accordance with this model, 
the PCP domain was allowed to occupy all positions where the distance and orientation between the 
PCP and X domain is potentially feasible in terms of the expected linker length. This basic model is 
important to identify a feasible solution space, and to then use this as a basis for modelling in the 
 110 
 
linker residues and thus obtaining a full structural model for the PCP-X construct. This last step was 
not achieved during this work. However, a feasible conformation space is identified using the ‘two 
beads connected by a piece of string’ model. 
Defining the Conformation Space Search. A search space of possible PCP-X conformations 
was constructed by searching a large region of space where the linker distance between the PCP and 
X domains was kept within a sensible range. This was done by restricting the distance between the 
last PCP residue and a patch around the first X-domain residues to allow for linker flexibility (see 
Figure 4-2 for the sequence). The patch on the X-domain was defined by four residues to allow for 





Figure 4-10 – Representation of the constraint used for the PCP-X linker region for the ‘two 
beads connected by a piece of string’ model. (A) Extent of the patch region on the X-domain, 
shown in red. (B) A PCP-X conformation, the line (9.1 Å) shows the distance between the PCP 
and X-domain (last and first residue, respectively), the break in the polypeptide comprises the 
linker residues (Figure 4-2, residues in bold brown). 
 
The criterion for a potential structure was the distance between the patch on the X-domain and 
the residue on the PCP domain to be <7.5 Å. Next, all possible PCP structures fulfilling this criterion 
were generated with a certain resolution for the 3D search space. This resolution was defined by a 
grid with a translational resolution of 3Å (along the x, y, and z directions), and a rotational resolution 
of 3 (rotation around the centre of mass of the PCP using Euler rotation defined by angles (,,)). 
This procedure produced a large number of potential PCP-X conformations, 13977 in total. 
Modelling the DEER data. The same basic approach to finding the best fit to the DEER data as 
for the AdcA protein (Chapter 2) was used. Thus, each conformation in the search space, comprising 
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13977 structures was spin labelled with MTSL and distance distributions ( )
j
iP r  calculated for each 
double mutant, 15 in total for each PCP-X conformation (i = 1 to 15, j = 1 to 13977). These data were 
then arranged into a large matrix with each column containing the set of distance distributions for 
each conformation. The DEER distance distributions for each PCP-X mutant were similarly arranged 
into a long column, and the best fit to the experiment was then sorted according to 
y=
1 2 3 13977
1 1 1 1 1
1 2 3 13977
2 2 2 2 2
1 2 3 13977
3 3 3 3 3
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 = Aω Eq. 4-1 
where ω is a column vector (of length 13977) containing the contributions (weightings) of each rigid-
body conformation to the modelled distance distribution, and yi(r) and ( )
j
iP r  represent columns 
containing the distance distributions (i = 1 to 15) and rigid-body conformations (j = 1 to 13977). 
Coefficients ω were determined by minimisation of the objective function 
q = (y  Aω)2 Eq. 4-2 
The fits to the DEER distribution for the case of the PCP-X (without OxyBtei) samples are 
shown in Figure 4-12 (red) and fit the experimental data extremely well. The conformation space 
defined by this best solution is shown in Figure 4-11. The Serine residue where the peptidyl-CoA is 
attached to the PCP (see Figure 4-2, in yellow) moves by up to a distance of 11 Å, which would 
potentially allow it the flexibility to reach the catalytic domains of Tcp12 (C,A,TE in the Tcp12 
module C-A-PCP-X-TE). The corresponding analysis for the (PCP-X:OxyBtei) samples is shown in 
Figure 4-13 (DEER distance distributions and the simulation) and the conformation space is similar 










Figure 4-11 – Representation of the conformation space for the PCP-X model for the ‘two beads 
connected by a piece of string’ model. Red – X-domain, cyan – PCP domain, green OxyBtei protein. 
(A) View showing the conformation space of the PCP relative to the X-domain. (B) Two views 
where the OxyBtei protein docked to the X-domain according to the corresponding crystal structure. 








Figure 4-12 – Simulations for the ‘two beads connected by a piece of string’ for the PCP-X 
samples (without OxyBtei). Black: DEER distance distributions. Red: best fit simulation for the 






Figure 4-13 – Simulations for the ‘two beads connected by a piece of string’ for the PCP-
X:OxyBtei samples. Black: DEER distance distributions. Red: best fit simulation for the PCP-X 
model which used 45 structures to fit the DEER data. 
4.7 Conclusions 
This study has established that the PCP-X domain is highly flexible. By treating the PCP and 
X domains as rigid-bodies, rigid–body modelling was able to establish a conformation space where 
the PCP can move relative to the X-domain, presumably via the flexible linker joining the two 
domains. This conformation space was in good agreement with the corresponding DEER distance 
distributions for fifteen double mutants. Fits to the PCP-X samples were very well modelled with this 
approach. Addition of OxyBtei narrowed some of the distance distributions, indicating that the 
conformation space is restricted to an extent. Two of the mutants (No.16 and No.18) had extremely 
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narrow distance distributions presumably caused by the presence of OxyBtei restricting the spin label 
rotamers. Thus, OxyBtei needs to be explicitly incorporated into a more advanced structural model 
than attempted in this work. However, the effect is not likely caused exclusively by OxyBtei, because 
DEER data of the samples with and without OxyBtei are similar. More likely it is caused by the 
positions of PCP relative to X-domain. Future modelling work is required to investigate this complex 
further. 
The addition of the peptidyl-CoA arm made very little difference to the distance distribution 
widths, for both the PCP-X and PCP:X:OxyBtei samples. Modest differences in the shape of the 
distance distributions were observed when the peptidyl-CoA arm was present. This intriguing 
observation may hint at the mechanism of interaction of the NRPS with the OxyBtei protein, where 
PCP-X:OxyBtei forms a tight complex, but the presence of the peptidyl-CoA arm on the PCP leads to 
a loosening of the stability of the PCP-X:OxyBtei complex where it is potentially transient in nature. 
This may allow OxyBtei to be released from the X domain when peptidyl-CoA binds so it can be 
released after catalysis. Potentially an equilibrium between structures of the form 
 
(peptidyl-CoA)-PCP-X:OxyBtei      OxyBtei:(peptidyl-CoA)-PCP-X 
 
exists. This type of reaction dynamic would allow release of OxyBtei protein from the X domain once 
it binds peptidyl-CoA to its active site and starts its catalytic function. At the time of this thesis, DEER 
constraints between OxyBtei and PCP, and between OxyBtei and X, were not available to test this 
hypothesis. 
4.8 Future directions 
Measuring distance distributions between MTSL spin label and Fe3+ P450 heme for the same set 
of mutants. 
OxyBtei contains a Fe3+ heme paramagnetic centre at its active site that can exist in two spin 
states: low spin (s = 
1
2
) and high spin (s = 
5
2
) [132]. This presents the possibility of measuring the 
distance distributions between an MTSL spin label sitting on either PCP or X-domain and the Fe3+ of 
OxyBtei (Figure 4-14 (A)). However, measuring the distance between the MTSL and the metal ion 
(Fe3+) is more complicated because of the broadness of the metal ion EPR spectrum which created 
orientation selection problems for DEER, i.e. large difference between the g-factors of the nitroxide 
and the metal ions coupled with the limited bandwidth of an EPR resonator. Yet this distance 
constraint could be of great value, as to date no distances between PCP and OxyBtei or between the 
 116 
 
X-domain and OxyBtei have been measured. The labelling of OxyBtei with an MTSL spin label is not 
easy, because OxyBtei contains a number of surface exposed Cys residues that may introduce 
structural changes if mutated. 
Another technique that can be used to measure the distance between a spin label and metal 
ion is RIDME (Relaxation-induced Dipolar Modulation Enhancement). This is a one-frequency 
technique that is advantageous to DEER in overcoming the complications discussed above [133]. 
The originally introduced three-pulse RIDME technique [133] and the subsequently suggested 
four-pulse RIDME technique, [134] suffer from a dead-time. The dead-time leads to a severe 
distortion of the Pake spectrum (similarly to a three-pulse DEER as discussed in Chapter 1, Section 
1.2.3), which significantly complicates data analysis. However, the five-pulse dead-time-free RIDME 
sequence overcomes these problems (Figure 4-14 (B)) [135]. The RIDME technique has been well 
developed for the current spin system where the flipped spins (here Fe3+) have a much faster spin-









Figure 4-14 – (A) PCP-X domain (green/blue) and OxyBtei (brown). RIDME can be employed to 
measure the distance distributions between nitroxides sitting on X (dotted lines in magenta) or PCP 
(dotted lines in red) domains and the Fe3+ metal ion. (B) Five-pulse RIDME experiment: PE –
primary echo, VE – virtual echo, RVE – refocused virtual echo. (C) 8-step phase cycling for 5-






Chapter 5. Optimizing the transformation of HYSCORE data 
using the maximum entropy algorithm 
 
This chapter is reproduced from the publication: 
Motygullina, A.E., M. Mobli, and J.R. Harmer, Optimizing the transformation of HYSCORE data 




1) Conducted a literature review on the Maximum Entropy applications for NMR data 
reconstruction and application of RNMRTK toolbox; 
2) Participated in the design of the project concept; 
3) Participated in HYSCORE data collection for dataset-1 and dataset-3; 
4) Data analysis: used RNMRTK toolbox for all data collected and post-processing data in 
Matlab; 
5) Data interpretation; 






Pulse electron paramagnetic resonance (EPR) offers the possibility to characterize 
paramagnetic systems in great detail by allowing many of the unresolved couplings in a continuous 
wave (CW) EPR spectrum to be resolved and quantified. Time-domain pulse EPR experiments [1] 
are typically carried out by recording the intensity of an electron-spin echo while incrementing one 
or more delays in the pulse sequence. A discrete Fourier transformation (DFT) is then almost 
universally used to compute the frequency domain spectrum from which the magnetic couplings can 
be conveniently extracted, often via simulation [137]. The most widely used and informative electron 
spin echo envelop (ESEEM) experiment to measure nuclear quadrupole and hyperfine couplings uses 
the four pulse hyperfine sublevel correlation (HYSCORE) sequence [1, 138]. Even though EPR 
experiments are in general considered sensitive due to the large electron spin magnetic moment, the 
time required to record data from multi-dimensional pulse EPR experiments with two or more indirect 
dimensions is often prohibitive. This is particularly relevant for paramagnetic centres in biological 
samples which may only be available at low concentrations (e.g. >10 M), and also for minor species 
in complex mixtures. To overcome sensitivity issues, the time trace length can be reduced albeit at 
the expense of resolution, or as we showed in a preliminary report [139], the time domain data can 
be sampled non-uniformly and the frequency spectrum reconstructed using the method of Maximum 
Entropy (MaxEnt). 
In this paper we will again concentrate on the four-pulse two-dimensional (2D) technique 
HYSCORE. The sequence (Figure 5-1) has two indirect dimensions, with both t1 and t2 having to be 
incremented stepwise to record a matrix of intensities in the time domain, Y(t1,t2). This incrimentation 
scheme makes the data acquisition time consuming, and as a result HYSCORE data are often 
truncated before the signals have decayed to below the noise level. 
In multi-dimensional NMR spectroscopy non-uniform sampling (NUS) schemes in 
conjunction with the method of Maximum Entropy (MaxEnt) for spectrum reconstruction has been 
intensely investigated over the last decades [140-150]. The main advantage of this methodology for 
NMR data is a significant reduction in measurement time with an increase in resolution [143]. In 
NMR spectroscopy the NUS+MaxEnt methodology is developing into a key technique because of a 
number of desirable properties: (1) it is free of prejudice concerning missing data points in a NUS 
scheme, (2) it does not exhibit starred peaks or ‘sinc-wiggle’ artefacts, as the frequency domain is 
determined directly and not by the discrete Fourier transformation (DFT), and (3) artifact signals in 




A disadvantage of the MaxEnt algorithm is that it scales signal intensity and thus peaks non-
linearly by pushing weaker intensities more toward zero as compared to stronger intensities [151, 
152]. Consequently, it is unlikely that noise will be falsely identified as peaks in a well optimized 
MaxEnt spectrum, but the weakest real peaks could be lost in the noise, potentially leading to a loss 
of information. The exact details of the MaxEnt spectrum reconstruction depend upon two user input 
variables aim and def. The goodness of fit is defined by aim and is best adjusted in accordance with 
the noise level of the data, and def controls the relative weighting of the entropy term in the objective 
function and is chosen relative to aim. These two parameters dictate the degree of non-linearity in the 
reconstruction of the spectrum intensities. The non-linear characteristic of the MaxEnt algorithm 
makes accurate quantification of peak heights in general, difficult. To be reliable for HYSCORE 
applications, the dependence of the MaxEnt parameters on the spectrum outputted needs to be well 
understood and characterized. 
Although the nature of the data to be transformed by HYSCORE and n-dimensional NMR is 
in principle similar, the techniques have large differences in the details of the spectrum, with 
HYSCORE spectra typically exhibiting long ridges of complex shape, variable linewidths, and peak 
intensities which very often vary by an order of magnitude or more [139]. Therefore, if the 
NUS+MaxEnt method is to be employed generally to HYSCORE data, the user adjustable parameters 
of the algorithm should be investigated and suitable ranges defined for the specific requirements of 
HYSCORE. In our preliminary paper on the application of the MaxEnt algorithm to HYSCORE data, 
we investigated non-uniform sampling (NUS) schemes and determined that about 20% or less of the 
linearly sampled data points were required to accurately compute a spectrum where the peak positions 
(frequencies) are faithfully determined [139]. This established that significant reductions in 
acquisition times are possible with minimal distortions of the frequency spectrum in terms of peak 
positions. However, we did not investigate in any detail sensitivity with respect to detection of the 
weakest peaks, the non-linearity of the frequency spectrum reconstruction, or investigate the intensity 
profile of the HYSCORE ridges and peaks in any detail. These aspects therefore warrant a detailed 
study. 
In this paper we explore the use of the maximum entropy approach in terms of sensitivity to 
detect the weakest peaks in the spectrum, the ability to faithfully reconstruct the shape of 
HYSCORE ridges, and the non-linearity of the reconstruction in terms of aim and def and if it can 
be characterized by the introduction of synthetic peaks with known intensities. Firstly we will 
characterize in detail the sensitivity of the NUS+MaxEnt method to detect the weakest peaks in two 
datasets: the first one where only one set of cross-peaks is detected with a poor signal to noise ratio 
(SNR) and poor spectral resolution, and the second where many cross-peaks are determined with a 
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large range of signal intensities and with high spectral resolution. The sensitivity of constant time 
experiments and minimum time experiments for both US+DFT and NUS+MaxEnt are explored. We 
also investigate MaxEnt sensitivity and linearity on aim and def and characterise how these 
parameters affect the reconstruction of the shape of HYSCORE ridges. Lastly, we will show how 
the MaxEnt algorithm applied to linearly sampled data can be used as an alternative to the routinely 
employed DFT that suffers from windowing artefacts. This approach was investigated in 1995 by 
Hore [153] in relation to NMR data processing, but is potentially more relevant to HYSCORE data 
as normally the time domain data are truncated, which results in starred peaks (“sinc wiggles”) in 
the frequency domain, a problem exacerbated by peak intensities which vary by more than an order 
of magnitude. This characteristic makes the weakest peaks susceptible to distortions from 
windowing artefacts from the strongest peaks. 
5.2 Methods 
5.2.1 MaxEnt algorithm for spectral reconstruction 
Here we provide an overview of aspects of MaxEnt that are important for this work, in 
particular for HYSCORE. A detailed overview of the MaxEnt reconstruction method for NMR 
spectra is discussed in detail elsewhere [141, 153-157]. In the work presented here the MaxEnt 
reconstruction of HYSCORE data was carried out using the Rowland NMR Toolkit (RNMRTK) 
[158-160]. The MaxEnt algorithm finds the spectrum f , which maximizes the entropy ( )S f , and which 
at the same time is consistent with the experimental (measured) data. The MaxEnt objective function 
to be maximized is, 
( , ) ( ) ( )Q S C f d f f,d  Eq. 5-1 
where λ is a Lagrange multiplier that determines the relative weight of the entropy contribution to the 
objective function. The second term quantifies the fit of the frequency domain reconstruction to the 
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Eq. 5-2 
where mi is the reconstructed time domain data, computed from the inverse Fourier transform of f . 
Experimental data d has N elements di. The spectrum f  is considered to be consistent with d if, 
C(f,d) ≤ C0 where C0 is typically chosen in relation to the experimental error. Usually in the literature 
C0 is referred to as aim, and for the sake of clarity, we will also refer to aim instead of C0. For a 



























f  Eq. 5-3 
where def is a scale factor that can be interpreted as a default value which function f  would attain in 
the absence of experimental signals (i.e. the data only contains noise) [155]. It can be shown that the 
def value can be defined from a quantum-mechanical derivation [141], but it is more applicable for 
this application to treat def as a user adjustable parameter and note that its value influences the non-
linearity of the frequency domain reconstruction. In the case of HYSCORE, the absolute value of the 
frequency domain data is used and thus the conventional Shannon entropy can also be used, 
1
0









 f  Eq. 5-4 
Daniell and co-workers [156] compared the usage of both functions Eq. 5-3 and Eq. 5-4, and 
showed their similarity for positive real values. In this paper Eq. 5-3 is used. For completeness we 
note that for phase-sensitive NMR data the entropy representation should take the form of Eq. 5-3, 
which follows from both the classical and quantum mechanical approach, and is well explained in 
reference [156]. 
In general, there are two essentially equivalent options for the RNMRTK MaxEnt 
optimization algorithm: “constant λ” regime, with aim adjusted during the algorithm convergence 
[161], or “constant aim” regime, with λ adjusted during the algorithm convergence [141, 161]. In our 
work the “constant aim” optimization was used. Setting aim to a very small number of results in the 
reconstructed time-domain data m fits very accurately to the experimental data d, which in an extreme 
case results in the MaxEnt spectrum also being fitted to the noise. 
5.2.2 Computation of the data noise level – defining aim 
To set up a value for aim for the MaxEnt algorithm, the noise level of the spectrum needs to 
be chosen. In NMR, this can be conveniently calculated as a root mean square (RMS) deviation of 
the data at the end of an FID of the direct dimension where the signals have essentially decayed to 
zero and only noise remains. Since both dimensions in HYSCORE are indirect, this can be 
problematic as the time traces are invariably truncated in both dimensions. There are two simple 
approaches that can be used: a second short 1D experiment can be performed where only one 
HYSCORE trace is recorded for a time sufficient that the signals have decayed; or the noise level can 
be calculated in the frequency-domain in a signal-free area, and used to compute the noise level. 
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   Eq. 5-5 
where d[n] is a discrete time domain signal, and D[k] is the DFT of d[n] [162]. In this paper both 
methods were used and gave essentially the same value for aim in all cases. 
5.2.3 Experimental part 
HYSCORE spectra were recorded with the four pulse sequence shown in Figure 5-1. A 4-step 
phase cycle was used to remove unwanted echoes [1]. Three X-band HYSCORE datasets at 12.5 K 
were collected for analysis, all on a P450 enzyme at an observer position close to the g2 position in 
the middle of the frozen-solution CW EPR spectrum (B0 310 mT, microwave frequency 9.748 
GHz). All experiments had pulse lengths of t = 16 ns, t/2 = 16 ns, and both t1 and t2 time axes started 
at t0 = 32 ns. The individual dataset used the following parameters: 
Dataset-1: 125  125 points, time increments t=20 (Nyquist frequency 225 MHz, t1/t2 = 2480 ns). 
A total of 40 individual HYSCORE data matrices were recorded; each is referred to as 1 
accumulation. Dataset-1 exhibits a very low signal-to-noise ratio (SNR). 
Dataset-2: 400  400 points, time increments t = 18 (Nyquist frequency 227.78 MHz, 
t1/t2 = 7182 ns). A total of 40 individual HYSCORE data matrices were accumulated. Dataset-2 has 
a high resolution and a high SNR. 
Dataset 3: 200  200 points, time increments of t = 16 (Nyquist frequency 231.25 MHz, 
t1/t2 = 3184 ns). A total of 200 accumulations were recorded as 1 HYSCORE time-domain matrix. 
Dataset-3 has acceptable spectral resolution and a high SNR. 
 
 
Figure 5-1 – Hyperfine sublevel correlation (HYSCORE) pulse sequence; the time domain 
matrix is collected as Y(t1, t2) for a fixed τ. The experiment correlates nuclear frequencies in the 
different electron spin manifolds, yielding cross-peaks symmetric to the diagonals in the 
frequency domain spectrum, the positions of which are determined by the electron-nuclear 




MaxEnt reconstructed spectra were computed using the Rowland NMR toolkit version 4 
(http://rnmrtk.uchc.edu/rnmrtk/RNMRTK.html). The jittered exponential sampling algorithm 
incorporated in the program sched3d (version 5) [163] was used to generate the schedule for non-
uniform sampling (NUS). Maximum entropy (MaxEnt) reconstructions were performed in two-
dimensions by the program msa2d, which requires as input the parameters aim and def. During 
spectrum optimization  is treated as an adjustable parameter and convergence is reached when Q(d,f) 
is maximized and C(f,d) ≤ aim (Eq. 5-1 and Eq. 5-2). The computation requires the number of points 
and the maximum frequency of the MaxEnt spectrum to be defined, which was set equal to that of 
the US data for easy comparison to DFT spectra. Further details of how these parameters are set 
within the programs of the Rowland NMR toolkit are given in the supporting information. All MaxEnt 
spectra were apodized with a Gaussian window function (convolution in the frequency domain) using 
a time constant consistent with the resolution governed by the maximum length of the experimental 
time traces, unless otherwise stated (Figure 5-6 is an exception). 
5.3 Results and Discussion 
Our principal goal is to quantify and compare the sensitivity and resolution of HYSCORE 
spectra computed using US data with the DFT (US+DFT) with those of NUS data reconstructed with 
the MaxEnt algorithm (NUS+MaxEnt). This investigation will include an analysis of the linearity of 
the MaxEnt algorithm on the user input parameters def and aim. In this paper aim and def are given 
relative to the noise level of the experimental data. Our analysis utilizes three HYSCORE data 
matrices with different spectral properties, all collected on a low-spin cytochrome P450 enzyme 
sample. These are referred to as dataset-1, dataset-2 and dataset-3, and have different signal-to-noise 
ratio (SNR) and spectral resolutions (time trace lengths). 
5.3.1 Sensitivity and Resolution 
To quantify the sensitivity and resolution of a HYSCORE experiment computed from the 
US+DFT and the NUS+MaxEnt methods, data recorded with different numbers of accumulations 
(nacc) and hence a different SNR, are investigated. ‘Accumulation’ refers to the number of signal 
acquisitions (averages) required to record a time-domain HYSCORE data matrix, Y(t1,t2). Constant 
acquisition time and minimum acquisition time experiments are characterised in the following. 
Firstly, we quantify sensitivity and resolution of HYSCORE data recorded with a very low 
SNR and spectral resolution (dataset-1). This mimics the experimental conditions where sensitivity 
is a limiting factor as, for example, in a biological sample with low concentrations of paramagnetic 
centers. Dataset-1 has only sufficient signal to detect just one pair of cross-peaks with SNRs of 2.6 
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and 3.1 after summing nacc = 40 accumulations of US data and using the DFT (Figure 5-2A and Table 
5-1). In this paper the SNR of a peak is computed as, 
snr = I / (2.5noise-rms) Eq. 5-6 
where I is the mean of the signal intensity computed from the top 5% of a HYSCORE peak/ridge and 
noise-rms is the root-mean-square of a region of the spectrum where there is no signal. The 
denominator of (2.5noise-rms) in Eq. 5-6 is the approximate level at which peaks become 
discernible from noise. This level was carefully chosen by examination of HYSCORE contour plots. 
A snr ≤ 1 thus indicates that there is no peak detected. 
Figure 5-2B was computed using the same US+DFT method as in Figure 5-2A, but with 
HYSCORE data having only nacc = 4 accumulations and there are now no peaks definitively detected 
in the spectrum. The SNR of the two cross-peaks is estimated as snr = 1.0, 0.9 (Table 5-1). For this 
calculation, the peak intensities are estimated by scaling the corresponding peak intensity from the 
nacc = 40 accumulation data where they are well defined. To investigate sensitivity using the 
NUS+MaxEnt methodology, the total experiment time was kept constant to that used for the nacc = 4 
data and NUS data was constructed using fewer points but more averages per point. Two NUS levels 
were employed, [nus = 0.2, nacc = 20], and [nus = 0.1, nacc = 40], which give sufficient sensitivity to 
detect peaks of sME = 3.3, 3.2 and sME = 1.8, 3.0, respectively, where sME is calculated using Eq. 5-6. 
Figure 5-2C and Figure 5-2D demonstrate graphically that the method is sufficient to detect the peaks 
at a high confidence level. Note that for all MaxEnt spectra the SNR is denoted sME to emphasise that 
it is not the intrinsic SNR of the raw data. sME may exceed the intrinsic SNR of the raw data 
substantially, and furthermore it depends upon the user input parameters aim and def as discussed in 
detail below. At this point, we note that the ability to detect a peak (an sME > 1) is not critically 
dependent upon aim and def as long as they provide for an acceptable fit of the MaxEnt spectrum to 












Figure 5-2 – HYSCORE spectra for dataset-1 computed with US+DFT and with NUS+MaxEnt for 
different numbers of accumulations (nacc). (A) DFT spectrum, nacc =  40, maximum SNR. Constant 
time experiments: (B) DFT spectrum, nacc = 4, (C) MaxEnt spectrum with nus = 0.2, nacc = 20, 
aim = 0.5, def = 0.01, and (D) MaxEnt spectrum with nus = 0.1, nacc = 40, aim = 0.5, def = 0.01. 
Insets in (C) and (D) show the density of points for the NUS scheme. The random exponential 
sampling used a time constant Ts = 1020 ns, t1/t2 = 2480 ns, and 125  125 points. 
 
Thus, increasing the SNR of points by increasing nacc = 4 to nacc = 20 (40) with a 
corresponding decrease in the number of points by 0.2 (0.1) increases the sensitivity to detect weak 
peaks with intensities close to the noise level. This result indicates a level of redundancy in the US 
HYSCORE data. Note that for the equivalent US data with nacc = 20 (40) the cross-peaks in the DFT 
spectrum have a snr =  2.0, 2.3 (2.6, 3.1), demonstrating that the intrinsic SNR is in principle 
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sufficient to detect the cross-peaks (Table 5-1). This analysis establishes that for a constant time 
experiment, best sensitivity is obtained with the NUS+MaxEnt method. The NUS scheme is critical 
and was carried out using an exponentially decaying data point density with sampled points 
distributed as [139] 
𝑁𝑐𝑟 = 𝑅𝑐𝑟
1/exp(−𝑡1,𝑐/𝑇𝑠)exp⁡(−𝑡2,𝑟/𝑇𝑠) Eq. 5-7 
where time constant Ts is the same in each dimension for HYSCORE data, and Rcr is a random number 
between 0 to 1. Ts is optimally adjusted in relation to the transverse relaxation times T*2n of the nuclear 
coherences (around 0.3×T*2n) [143]. The insets in Figure 5-2C and Figure 5-2D show the density of 
points for the NUS schemes. Key in determining the sensitivity of the MaxEnt spectrum is the 
sampling scheme employed. If a completely random sampling scheme is employed (Ncr = Rcr in Eq. 
5-7), then for constant time experiments the MaxEnt spectrum in terms of sensitivity is very similar 
to the one computed by the DFT using US data (data not shown) [164, 165]. With random exponential 
sampling [145], the best sensitivity is obtained by setting Ts relative to T*2n as discussed above. 
Lastly for dataset-1, the minimum experimental time required to detect the two prominent 
cross-peaks was determined for both the US+DFT and the NUS+MaxEnt methodologies. For 
US+DFT, nacc = 6 accumulations are required to definitively identify these cross-peaks with a 
snr = 1.5, 1.5 (Figure 1A in Appendix 5C). The corresponding accumulations to just resolve the two-
cross peak for the NUS+MaxEnt method were determined as: [nus = 0.2  nacc = 8, sME = 1.6, 1.7] 
and [nus = 0.1  nacc = 10, sME = 2.4, 3.0] (Figure 1B and Figure 1C in Appendix 5C). This indicates 
that the maximum time saving to record a spectrum to just detected weak peaks is ~25% (nus = 0.2) 
and ~20% (nus = 0.1). A summary of the sensitivity parameters for dataset-1 is given in Table 5-1. 
Because of the non-linearity of the MaxEnt reconstruction with weaker peaks attenuated 
relative to stronger ones, it is not straightforward to scale these results easily (in a linear manner) for 
HYSCORE data with an arbitrary accumulation nacc to estimate MaxEnt sensitivity. However, the 
analysis above establishes a guideline for sensitivity improvements when the signal-to-noise-ratio of 
the entire spectrum is close to the noise level – an important case where efforts to improve peak 




Table 5-1 – Sensitivity parameters for dataset-1 (t1/t2 = 2480 ns) using US+DFT and 
NUS+MaxEnt methods. Compared are HYSCORE data acquired with Constant Acquisition 
Time, and Minimum Acquisition Time to Detect Peaks. snr and sME values are for the two 
weakest cross-peaks. Next to NUS the sampling density time constant is given (Eq. 5-7). 
Parameters aim and def are given relative to the noise level. 
Methodology Points nacc Relative 
Total Time 
snr sME aim def 
US 125125 40 10 2.6, 3.1 - - - 
Constant Acquisition Time  
US 125125 4 1 0.9, 1.0 - - - 
NUS: 1.02 s 20% (3125) 20 1 2.0, 2.3 3.3, 3.2 0.5 0.005 
NUS: 1.02 s 10% (1562) 40 1 2.6, 3.1 1.8, 3.0 0.5 0.005 
Minimum Acquisition Time to Detect Peaks 
US 125125 6 1 1.4, 1.4 - - - 
NUS: 1.02 s 20% (3125) 8 0.26 1.6, 1.7 1.7, 1.6 0.5 0.005 
NUS: 1.02 s 10% (1562) 10 0.17 1.8, 2.1 2.4, 3.0 0.5 0.005 
 
The above analysis on dataset-1 was carried out on information poor data where only two 
HYSCORE cross-peaks were definitively detected. In contrast, dataset-2 contains a large number of 
detected peaks and ridges above the noise level which have a large signal intensity variations with a 
range of 50.2 (largest/smallest peak intensity). The DFT spectrum of dataset-2 determined from US 
data (400  400 points) measured with nacc = 40 accumulations and the maximum SNR, is shown in 
Figure 5-3A. Dataset-2 also has a high spectral resolution with the time trace length (t1,t2 = 7182 ns) 
being significantly longer than dataset-1 (t1,t2 = 2480 ns) and just long enough for peak widths in the 
HYSCORE spectrum to be governed by the intrinsic nuclear transverse relaxation times T*2N. This 
was ascertained by shortening the Gaussian apodization window time constant methodically and 
observing where peaks start to broaden. 
The same type of analysis as for dataset-1 was carried out on dataset-2, concentrating however 
on the sensitivity of the methodology to detect the weakest peaks in the presence of many significantly 
stronger ones. These weakest peaks are 1/50 of the maximum peak intensity of the HYSCORE 
spectrum and are due to (1H, 14N) and (14N, 14N) combination peaks and marked in Figure 5-3A as p1 
to p3. With the US+DFT method and nacc = 4, these weak peaks are not observed in the HYSCORE 
spectra (Figure 5-3B) and are well below the detection limit with predicted SNRs of snr = 0.8 to 1.1 
(see Table 5-2). As for dataset-1, these peaks are easily detected in NUS+MatEnt spectra of the same 
overall measurement time but recorded with (nus = 0.2, nacc = 20), and (nus = 0.1, nacc = 40) as shown 
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in Figure 5-3C/D. The intrinsic data snr and sME of the peaks p1 to p3 for these cases are listed in 
Table 5-2, along with the aim and def values. Lastly, the minimum number of accumulations required 
to just detect the weak combination peaks p1-p3 was determined for the US+DFT spectrum and the 
NUS+MaxEnt spectra at 20% and 10% of the points of the US data matrix; for US+DFT  nacc = 7 
accumulations; nus = 0.2  nacc = 9 accumulations per point; nus = 0.1  nacc = 13 accumulations 
per point. This represents a time saving of 0.25 and 0.19 for the nus = 0.2 and nus = 0.1, respectively. 
To match the experimental time of the best NUS+MaxEnt spectrum with NUS of 10% of 
points, the US HYSCORE data matrix could be reduced to 172  172 points. This then yields a 
spectrum with sensitivity comparable to the NUS+MaxEnt case, but with a very significant loss of 
spectral resolution with peaks significantly broadened (Figure 2 in Appendix 5C). Dataset-2 thus 
demonstrates that very high resolution HYSCORE spectra can be recorded in a significantly faster 
time than the equivalent high resolution US+DFT spectrum. 
The analysis above for dataset-1 and dataset-2 concentrated on sensitivity to detect peaks, and 
thus on defining the frequencies measured in a HYSCORE experiment. Typically, this is the most 
important information available and simulation of the HYSCORE frequencies enables the magnetic 
parameters to be extracted. Theoretically, the intensities contain information on the interaction 
matrices (determined by coupling and relative orientation for the g-matrix, hyperfine matrix, etc), and 
ideally should be matched by simulation to improve accuracy and solution uniqueness. However, 
approximations in the simulation generally make this information difficult to utilize (e.g. a simplified 
two or three spin system is simulated, relaxation is not included, square pulses are assumed) but 









Figure 5-3 – HYSCORE spectra for dataset-2 computed with US+DFT and with NUS+MaxEnt for 
different numbers of accumulations (nacc). (A) DFT spectrum, nacc = 40, maximum SNR. Constant 
time experiments: (B) DFT spectrum, nacc = 4, (C) MaxEnt Spectrum with nacc = 20, nus = 0.2, 
aim = 0.5, def = 0.01, and (D) MaxEnt spectrum with nacc = 40, nus = 0.1, aim = 0.5, def = 0.01. 
Insets in (C) and (D) show the density of points for the NUS scheme. The time constant for random 






Table 5-2 – Sensitivity parameters for dataset-2 (400  400 points) using US+DFT and 
NUS+MaxEnt methods. Compared are HYSCORE data acquired with Constant Acquisition 
Time and Minimum Acquisition Time to Detect Peaks. snr and sMaxEnt values are given for the 
six weakest cross-peaks p1 to p3. Next to NUS the sampling density time constant is given 
(Eq. 5-7). Parameters aim and def are given relative to the noise level. 
Methodology Points nacc Relative 
Total 
Time 
snr sME aim def 
US 400400 40 10 1.7/1.3, 2.3/2.2, 2.5/2.1 -   
Constant Acquisition Time    
US 400400 4 1 0.9/0.8, 1.0/0.9, 1.1/1.0 -   
NUS (1.8 s) 20%
a 20 1 1.3/1.1, 1.6/1.7, 1.9/1.7 3.9/2.6, 4.9/4.9, 
5.3/5.5 
0.5 0.01 
NUS (7.9 s) 20%
a 20 1 - 1.5/1.2, 1.6/1.8, 
1.9/1.7 
0.5 0.01 
NUS (1.8 s) 10%b 40 1 1.7/1.3, 2.3/2.2, 2.5/2.1 5.2/3.9, 6.9/7.2, 
7.5/8.0 
0.5 0.01 
NUS (7.9 s) 10%
b 40 1 - 1.5/1.6, 4.7/1.6, 
1.0/2.6 
0.5 0.01 
Minimum Acquisition Time   
US 400400 7 1 1/0.9, 1.1/1.1, 1.3/1.1 - - - 
NUS (1.8) 20%a 9 0.25 1/0.9, 1.2/1.2, 1.4/1.3 2.1/1.8, 3.2/3.2, 
3.6/3.9 
0.5 0.01 
NUS (1.8) 10%b  13 0.20 1.3/1.1, 1.6/1.7, 1.9/1.7 2.3 /1.5, 2.8/2.6, 
3.2/3.3 
0.5 0.01 
a) 20% of 400400 points is 32000 points 
b) 10% of 400400 points is 16000 points 
5.3.2 Linearity and Sensitivity of the Transformation on aim and def 
An ideal property of the transformation of the time domain data into the frequency domain is 
linearity of the transformation. Whilst this is guaranteed with the discrete Fourier transformation, the 
linearity of a Maximum Entropy reconstruction depends upon the choice of the algorithm parameters 
aim and def. To investigate the effect of aim and def on the linearity and sensitivity of the 
transformation, MaxEnt spectra were computed for a wide range of aim and def combinations: 
aim = 1, 0.5, 0.1, 0.01, 0.001 and def = 100, 10, 1, 0.1, 0.01, 0.001. For this analysis, dataset-2 with 
high resolution was utilized and the time domain data were augmented with synthetic Lorentzian 
peaks with known amplitudes A and frequency positions (1, 2), 
1 2 1 2 1 1 2 2( , ) exp( )cos(2 2 )L t t A Ct Ct t t       Eq. 5-8 
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The aim of the synthetic peaks was to determine if it is possible to quantify and potentially 
correct the non-linearity of a MaxEnt spectrum for a particular aim and def. In our protocol ten 
Lorentzian peaks were added to the time domain data with amplitudes evenly spaced from the most 
intense experimental peak to the data noise level and rate constant C was set to 1/C = 2 s-1 
(t1/t2 = 7182 ns). This type of synthetic peak method has previously been applied to NMR data in 
order to ascertain the degree of non-linearity on the MaxEnt transformation [141, 161]. 
The non-linearity was characterised by plotting DFT peak intensities against those obtained 
from MaxEnt, as shown in Figure 5-4A, for a representative case with aim = 0.5 and def = 0.01. The 
experimental data points indicated by the ‘o’ comprise 31 peaks and regions of ridges which were 
chosen to cover the signal intensity range of the data. Synthetic peaks are indicated by the ‘+’ and are 
joined by a dotted line as a guide for the eye. All intensities are determined as an average of the top 
5% of points (intensities) over the defined spectral region of the peak. The non-linearity observed in 
the synthetic peaks follows the general trend of the experimental peaks, with smaller amplitudes 
attenuated more relative to stronger ones in the MaxEnt spectrum, as expected. However, 
experimental peaks do not follow a simple monotonic trend that would allow the MaxEnt spectrum 
to be simply scaled with a calibration curve to accurately recover the signal intensity linearity. This 
is demonstrated in Figure 5-4B/C, which plots the data from which Figure 5-4A was constructed as 
a projection of the 2D spectrum onto the 1 axis. Three peaks are highlighted; ‘a’ which is relatively 
stronger in the MaxEnt as compared to the DFT spectrum, and ‘b’ and ‘c’ where the peak is strongest 
in the DFT spectrum. Evidently, the NUS scheme introduces error or uncertainty in the intensities 
which cannot be faithfully recovered. Given this property, the NUS+MaxEnt method is most useful 
in its ability to determine accurately the frequencies of the spectrum, but some information on the 
exact intensities is lost. The addition of synthetic peaks allows the degree of non-linearity to be 







Figure 5-4 – Comparison of DFT and MaxEnt intensities for aim = 0.5 and def = 0.01 for dataset-2. 
A) DFT vs MaxEnt peak intensities. ‘o’ are the 31 experimental peak intensities which span the 
range of signal intensities in the data. Synthetic Lorentzian peaks are shown as ‘+’ and are joined 
by a line as a guide to the eye. Both DFT and MaxEnt intensities are scaled so that the strongest 
peak has intensity 1. The data shows the general trend for MaxEnt transformations where weaker 
peaks are increasingly attenuated relative to stronger ones. (B) and (C) show the projection of the 
DFT and MaxEnt HYSCORE spectra onto the 1 axis, respectively, for the data used to 
construct (A). The peak marked ‘a’ is larger in the MaxEnt spectrum, whereas ‘b’ and ‘c’ are larger 







Figure 5-5 – Sensitivity of the NUS+MaxEnt method for detection of the weakest HYSCORE 
peak in dataset-2 for a range of aim and def values. The black horizontal line shows the related 
intrinsic SNR of the corresponding US+DFT peak (nacc = 20) as the MaxEnt data (nus = 0.2, 
nacc = 20). 
 
In addition to investigating the non-linearity properties of the MaxEnt transformation it is 
instructive to investigate how sensitivity (to detect peaks) depends upon the choice of def and aim. 
For this purpose, a weak peak in the spectrum of dataset-2 was chosen and sME plotted for a wide 
range of aim and def parameters (Figure 5-5). The data show that sME is approximately constant when 
def > 1 for the range of aim values analyzed. With def < 1, sME increases rapidly with the best sME 
result having aim ~ 0.5 and the smallest def. The SNR of the corresponding US+DFT data with 
nacc = 20 is shown as the black horizontal line. The data demonstrate that for HYSCORE a good 
choice for aim is in the range 1 to 0.1. Decreasing def < 1 increases the sensitivity or significance to 
detect weak peaks, but at the cost of increases in the non-linearity of the obtained spectrum [161]. 
This feature can be particularly disadvantageous when ridges with a large intensity variation are 
present in the spectrum, as is typically the case for HYSCORE, as then the ridge itself can become 
quite distorted and potentially difficult to interpret. This is demonstrated in Figure 5-6 for an extreme 
range of def values. In this figure, the MaxEnt spectra were not apodized with a Gaussian window 
function to highlight the def dependence (Figure 3 in Appendix 5C shows the corresponding data, but 









Figure 5-6 – HYSCORE spectra highlighting the distortion of the ridges as def is decreased for 
dataset-2 in the region below 6 MHz. US+DFT spectrum (A) and NUS+MaxEnt spectra for 
aim = 0.5 with def = 0.5 (B), def = 0.01 (C), and def = 0.0001 (D). All spectra had the same 
measurements time: US+DFT  nacc = 4; NUS+MaxEnt  nus = 0.2, nacc = 20. No window 
function was used on the final MaxEnt spectra. 
 
5.3.3 An advantage of MaxEnt over the DFT for linearly sampled data 
For linearly sampled data, an advantage of the MaxEnt transformation over the DFT is that 
there is no truncation of the time-domain data required. The MaxEnt spectrum is optimized in the 
frequency domain and only inverse Fourier is transformed to the time-domain to compare the 
experimental data during optimization [166]. Thus, MaxEnt does not suffer from time-domain 
truncation artefacts, ‘sinc wiggles’ or ‘starred’ peaks. The starred ridges resulting from the truncated 
time domain traces can potentially overlap with weak real peaks and make the data analysis 
inconclusive. This is shown in Figure 5-7 for dataset-3 that has trace lengths t1/t2 = 3148 ns. The DFT 
spectrum shown in Figure 5-7A used a Gaussian window function with a time constant Tapz = 2000 
ns (see inset). The strongest cross-peaks at (7, 4) MHz and (4, 7) MHz exhibit starred ridges which 
overlap with a number of weak cross-peaks some of which are highlighted in the spectrum (see p3 to 
p5). These windowing artefacts are removed in the MaxEnt spectrum, as shown in Figure 5-7B 
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computed with aim = 0.1 and def = 0.01. Peak p3, for example, is detected at high significance with 




Figure 5-7 – HYSCORE spectra computed from dataset-3 all uniformly sampled. (A) US+DFT 
spectrum computed after application of a Gaussian window function with time constant 
Tapz = 2000 ns (see inset). (B) US+MaxEnt spectrum with aim = 0.1 and def = 0.01. Starring 
ridges from the strongest peak which distorts weak peaks in the DFT is absent in the MaxEnt 
spectrum (see, for example, p3 to p5). 
 
5.3.4 Discussion 
In this paper we compare and characterize how the methodologies of US+DFT and 
NUS+MaxEnt perform on a number of HYSCORE datasets with distinct properties. Firstly, the 
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sensitivity of the two methods was investigated on data where the signal intensity was at or below the 
limit to definitively detect just one pair of cross-peaks in the spectrum. This data (dataset-1) has very 
poor SNR and short t1/t2 time traces, measurement conditions that may be encountered, for example, 
on biological samples with low concentrations of paramagnetic centres. For HYSCORE experiments 
with a constant measurement time, it was shown that the NUS+MaxEnt method out performs 
US+DFT by about a factor of 5. Importantly, for a constant time experiment where US+DFT was 
unable to detect the cross-peaks, MaxEnt was sensitive enough to be able to detect these peaks. 
In contrast to dataset-1, dataset-2 had many detected HYSCORE peaks with a large range of 
signal intensities, with the weakest peaks (combination peaks) close to the detection limit. Dataset-2 
also had very long time traces such that the spectral resolution was close to the intrinsic linewidth set 
by spin system relaxation. Reductions in the NUS+MaxEnt measurement time as compared to the 
US+DFT measurement time by about a factor of 5, were again observed with an optimal choice of 
the sampling time Ts in the NUS scheme (Eq. 5-7), i.e. Ts  0.3× T*2n. This relationship is consistent 
with results from NMR studies [143]. The sampling scheme is key in determining the maximum 
sensitivity that can be obtained with the MaxEnt algorithm. If uniform weighting is employed in the 
NUS scheme (i.e. Ncr = Rcr), there is no sensitivity advantage in the NUS + MaxEnt method as 
compared to the US+DFT method for a constant time experiment (but there may be resolution 
enhancement).  
We characterized the non-linearity (Figure 5-4) and sensitivity (Figure 5-5) of MaxEnt spectra 
for a range of the user input parameters aim and def. Results show that aim and def should be at or 
below the noise level of the spectrum. A similar trend was observed in all HYSCORE data 
investigated, we thus suggest that a suitable general range has aim = 1 to 0.1, and def = 1 to 0.001. 
Significantly smaller def values result in very large attenuation of the weakest signal which in the 
extreme case of very low def yields severe distortion of HYSCORE ridge intensities. This is because 
the intensities vary across the ridge and the strong intensity dependent attenuation with low def makes 
the data difficult to interpret as ridges are broken into parts (Figure 5-6). Thus, the results indicate 
that satisfactory HYSCORE spectra with acceptable ridge shape using NUS+MaxEnt can in general 
be found by searching in the range aim = 0.5 and def = 1 to 0.01. 
Within the NMR literature there are three major regimes for choosing aim (or λ) and def: 
automated maximum entropy reconstruction (AUTO) [160], maximum entropy interpolation (MINT) 
[148], and shannon-weighted augmentation of reconstruction (SHARP) [167]. AUTO uses aim = C0 
and the scaling factor def is based on aim and the number of dataset points, 
( / )def aim M N aim    for HYSCORE as M = N (the number of rows and columns in a time-
domain matrix). MINT was introduced by Paramasivam and co-workers [148] where the main 
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strategy is to set aim lower than the noise level, and then def = aim. This can lead to overfitting of the 
solution for extremely low aim values. In SHARP [167] the approach is similar to AUTO, with 
aim = C0 but def = aim/103. We investigated these regions in our analysis. For HYSCORE 
applications, we suggest operating in the region aim = 1 to 0.1 and def = 0.1 to 0.001, the approximate 
space covered by AUTO and SHARP. The SHARP parameters result in high sensitivity but tend to 
distort the intensities of HYSCORE ridges because of the larger non-linearity, AUTO has a larger def 
and thus better linearity is obtained in the MaxEnt spectrum. 
Recently Zambrello and co-workers introduced an automated procedure to determine the 
optimum MaxEnt parameters (NUS scheme, aim and def values) for computation of spectra for 
solution state NMR data containing many peaks [168]. The method, in situ/receiver operating 
characteristic (IROC), is based on an in situ analysis of synthetic peaks introduced to an NMR 
spectrum. IROC uses two main metrics, recovery rate and false discovery rate, which are calculated 
as a function of the detection threshold, resulting in an IROC curve. The recovery rate is the fraction 
of synthetic peaks that are recovered, and the false discovery rate is the fraction of total peaks that 
are false positive (signal falsely identified as a peak). The detection threshold is set to a fraction of 
the estimated spectrum noise. In this paper, we considered sensitivity to detect peaks as a function of 
aim and def and the level of NUS, only introducing synthetic peaks to investigate non-linearity. For 
optimization of MaxEnt HYSCORE spectra, we suggest computations within the suggested aim and 
def ranges (aim = 1 to 0.1 and def = 0.1 to 0.001) and a careful examination of spectra with an 
emphasis on the identification of cross-peaks to ensure only real peaks are identified. Given the 
relatively small number of peaks in a HYSCORE spectrum and the appearance of these peaks in 
characteristic regions of the spectrum, an automated peak detection procedure like IROC will 
generally not be required for HYSCORE data. 
Because the HYSCORE spectrum has symmetry with respect to a pair of cross-peaks around 
the diagonals in both (+,+) (  (,)) and (,+) ( (+,)) quadrants, it is perhaps advantageous to use 
this property in the MaxEnt algorithm, i.e. symmetrize the time-domain data matrix, 
Ysymm = ½(Y+Y†) (where † indicates transpose), and then in the frequency domain, only intensities of 
½ of the spectrum in the (+,+) and (,+) quadrants would need to be optimized. However, we did not 
pursue this approach, as the appearance of a pair of cross-peaks enables confidence to assign them as 
real rather than noise. Removing this useful property would most likely result in many wrong 




HYSCORE is a widely used high-resolution pulse EPR techniques, but has the disadvantage 
of long measurement times due to the point-by-point acquisition demanded by two indirect 
dimensions. In particular, long measurement times are required to obtain data with long time traces 
and thus high spectral resolution (increasing with N2 where N is the number of points in each 
dimension). The sensitivity of the NUS+MaxEnt method was characterized for HYSCORE data with 
a low SNR and short time traces, and for data recorded with a high SNR and spectral resolution (long 
time traces). In all cases, NUS+MaxEnt out performs the US+DFT method in terms of sensitivity and 
resolution, but with the disadvantage of losing linearity of the signal intensities in the transformation, 
the degree of which depends upon the user input parameters aim and def. The time saving and 
sensitivity enhancement critically depends on employing a weighted NUS scheme, and consequently 
for high-resolution spectra, the NUS+MaxEnt method is most impressive and beneficial. MaxEnt 
may also find application to transform uniformly sampled HYSCORE data to the frequency domain 
as unlike the DFT it does not transform truncated time domain data that may produce ‘starred’ peaks 





Chapter 6. Application of EPR imaging and spectroscopy for 
theranostics 
6.1 Introduction 
EPR imaging (EPRI) and spectroscopy (EPRS) are promising techniques for obtaining 
physiological information about living tissue in vivo [169-175]. Unlike NMR and MRI, EPR targets 
molecules with unpaired electron spins such as free radicals. Free radicals, as reactive oxygen species 
(ROSs) and reactive nitrogen species (RNSs), are generated by living organisms naturally in response 
to different physiological conditions or when in a pathological state [176-178]. In vivo applications 
of EPR are not limited to studying only naturally occurring radicals. To expand the applications of 
the technique, stable organic spin labels like nitroxide radicals (NRs) [179] and trityl radicals [180-
183] are used. The spin labels can vary in stability, functionality and spectral properties and have 
been used for a variety of EPR applications both in vivo and in vitro. 
The functional specificity of the EPR technique makes it attractive for the purposes of 
theranostics. Theranostics is a field of research combining therapeutics and diagnostics, which has 
recently become important in cancer research [184, 185]. The main idea behind theranostics is to 
combine therapeutic and diagnostic properties into one agent that allows for simultaneous diagnosis 
of disease, drug delivery to the tumor and monitoring of physiological conditions of the pathologic 
tissue over time. EPRI and EPRS allows information on living tissue oxygenation [171, 174, 183, 
186, 187], redox status [175, 186] and pH mapping [172, 175, 183, 188] to be obtained. 
For EPR applications in vivo, developing a stable endogenous probe is of key importance. In 
this project we focused on the usage of polyethylene glycol (PEG)-based hyperbranched polymers 
(HBP) and pPEGMA-coated gold nanoparticles (AuNPs) as carriers of a paramagnetic functional 
group for their application in vitro and in vivo. Both carriers have a large surface area to accommodate 
a sufficient number of spin labels for a high degree of sensitivity and perform targeted delivery of the 
spin probe to the tissue of interest. Delivery is enhanced by incorporating a specific targeting ligand 
to increase the material uptake by a living organism. Additionally, being attached to a larger molecule 
can potentially prolong the lifetime of a spin label in vivo [189]. Another important advantage of the 
carriers is their facile synthesis and well characterized structures and biodistribution profiles [185, 
190-192]. The challenge was to modify the procedure to introduce the paramagnetic functional group 




The goal of this chapter is to provide basic groundwork for the use of EPRI and EPRS in 
theranostics and to provide recommendations for future development of the project.  
6.2 Theoretical background 
6.2.1 The EPR Imaging (EPRI) technique 
Differences between EPR spectroscopy (EPRS) and imaging (EPRI) 
EPRS provides information about the identity and quantity of free radicals in the whole object, 
while EPRI provides spatially resolved measurements of the EPR spectrum, called a spin density 
profile. In EPRI an additional set of magnetic field coils creates a linear gradient across the object. 
During a conventional field sweep in the presence of these gradients, different planes orthogonal to 
the gradient direction experience the resonance. By collecting a series of EPR spectra with the 
magnetic field gradient oriented in different directions an image of the object’s spin density (image) 
can be reconstructed by backprojection [173, 193]. 
EPRI is an important tool for studying the distribution of free radicals in many fields of science 
including living biological systems. However, the broad application of the EPRI technique to obtain 
high quality images of lossy biological samples has been limited by several instrumental 
considerations including gradient design, gradient accuracy, speed of acquisition and drifts in the 
magnitude of the static and gradient fields. These factors are not easily resolved and therefore research 
has focussed on improving spin probe design. These probes should be stable and have narrow EPR 
spectral lines for EPRI to maximise the resolution of images, or sensitivity to a parameter of interest 
in the case of EPRS (e.g. redox potential or partial oxygen pressure). 
The EPRI technique is based on similar principles to the MRI technique. However, in vivo EPR 
detection suffers from tissue penetration limits (e.g. at L-band it is a few cm) and from low 
concentrations of endogenous or exogenous spin probes. The MRI technique generally has a superior 
sensitivity due to the high concentration of protons from which a signal can be obtained. A 




Table 6-1 – Comparison of NMR imaging (NMRI) and EPR imaging (EPRI). 
 proton MRI EPR Imaging 
Spin probes Endogenous: tissue protons Endogenous: (<μM), short-
lived; 
Exogenous: below toxic level 
(<5 mm/kg) –  
nitroxides, trityl; 
Concentration >60M ~mM 
Stability Stable minutes - for nitroxides 
hours – for trityl 
Line width Hz-kHz 0.1 MHz 
Relaxation times 100-500 μsec 0.05-5 μsec 
Imaging modality Pulse CW/pulse 
Magnetic Field (at 300 
MHz) 
70000G (=7T) 100G (=10mT) 
 
In spite of these limitations, EPRI and EPRS have niche application areas such as measuring 
tissue metabolism/redox status and oxygenation. Successful use of EPRI for correlation of anatomical 
information with relevant physiological/metabolic parameters of tissue is largely dependent on 
choosing the right spin probe for a particular aim. 
 
Image resolution 
Image resolution is not defined consistently in EPR. In accordance with the definition given by 
G. Eaton and co-workers [170], two object points are resolved if the EPR signal intensity was 
decreased by 17% between the signal peaks from the two objects. 
The resolution depends on several aspects including spectral linewidth (sample), gradient 
magnitude and number of projections (experimental), number of pixels per image and reconstruction 
method (computational) [194]. 
In general, stronger gradients result in a higher image resolution and should be used. Gradients 
should be calibrated via measuring a standard sample with a known size [170]. 
The minimum volume that can be resolved is determined in part by the concentration of the 
spin probes in the material. The volume must contain sufficient paramagnetic centres to achieve a 
satisfactory signal-to-noise ratio. However, high concentrations of paramagnetic centres in the sample 
will lead to a higher contribution of spin-spin interactions which will lead to line broadening. This 
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can lead to local variations in the linewidth and lineshape which will complicate the image 
reconstruction process. In this case, the spectral-spatial mode of EPRI can be employed to calculate 
mean spin density via integration of the spectral component [170]. 
Signal linewidth is another factor that affects resolution. A broader linewidth requires a higher 
gradient to resolve two object-points. The experimental parameters that cause additional line 
broadening (like high modulation amplitude and excessive microwave power) should be adjusted 
carefully [170]. 
 
Spin probes for EPRI and EPRS techniques 
Unlike in MRI, the signal from paramagnetic centers occurring naturally in living biological 
systems are below the detection limits. To utilize EPRI and EPRS in biological systems, paramagnetic 
spin probes must be used. There are several criteria that an EPR spin probe should fulfill [195]: 
(1) be chemically stable and water soluble; 
(2) be non-toxic; 
(3) have a simple EPR spectrum at ambient temperature; 
(4) have a pharmacological half-life that permits an imaging time of at least 10 mins; 
(5) have spectral properties such as line width and/or intensity, which are modulated by tissue 
oxygenation status or redox status. 
Nitroxide radicals and trityl-based free radicals are spin probes that are suitable for EPRI and 
EPRS of small animals. Both probes possess minimal toxicity and they are well tolerated in small 
animals such as mice or rats. Their pharmacological half-lives are in the range of 10 to 20 minutes 
for nitroxides, but much longer for protected trityl-based free radicals and are thus convenient for 
conducting EPRS or EPRI experiments [195]. 
 
EPR-based applications of nitroxide spin probes 
Nitroxide spin probes have a wide application in EPR oximetry for measuring oxygen in vivo 
[196]. The nitroxide EPR spectral lineshape is broadened due to the Heisenberg spin exchange 
between the unpaired electron spin of the nitroxide radical and the nuclear spin of oxygen [179]. The 
advantages of nitroxide radicals include their well-developed chemistry and commercial availability. 
However, quantitative oximetric applications of the nitroxide radicals are burdened with the effect of 
concentration-induced line broadening that might interfere with oxygen-induced line broadening. 
Self-induced line broadening typically becomes an issue for concentrations of nitroxide above 100μM 
[179], and deuteration of nitroxides brings an enhancement to a certain extent [171, 197]. 
Nevertheless, other oxygen-sensitive spin probes, like trityl radicals [198] or lithium phthalocyanine 
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[199], that possess a narrow single EPR spectral line, are preferable for oximetric applications of the 
technique. 
Nitroxides can also be used as redox-sensitive paramagnetic probes (Figure 6-1). The rate of 
nitroxide radical reduction depends on the tissue redox state and can be used to differentiate between 
normal and pathological states of tissue [179, 183, 200]. 
 
 
Figure 6-1 – Illustration of the nitroxide/hydroxylamine redox couple [179]. 
 
Lastly, nitroxide probes are used for pH mapping in vivo. Protonation of the probes has an effect 
on the hyperfine coupling and g-factor values that can be observed via EPR [179]. A variety of 
nitroxide probes have been designed for pH mapping purposes to address the different range of pH 
sensitivity and to have a different stability toward bio-reduction [175, 201-204]. 
The available applications of nitroxide make it a promising spin probe for cancer theranostics 
and EPR is a useful supplementary technique that contributes to other molecular imaging modalities. 
In this study we design a multi-functional PEG-based hyperbranched polymer that acts as a carrier of 
imaging probes, gold nanoparticles (AuNPs), tumor-targeting ligands and drug molecules. 
6.2.2 Hyperbranched polymers for theranostics 
Polymers are large molecules made of smaller repeating subunits with tuneable size and shape 
that are ideal for distribution in the body. Molecular subunits called monomers are used to synthesise 
the polymers. One of the most popular mechanisms of polymerisation is free-radical polymerisation, 
including methods such as nitroxide mediated polymerisation (NMP), atom transfer radical 
polymerisation (ATRP), and reversible addition-fragmentation polymerisation (RAFT) [205]. 
Hyperbranched polymers (HBPs) contain many branches (polymer “arms”). This feature 
contributes to high end-group functionality and makes them promising imaging agents for the purpose 
of theranostics [206-208]. The hydrodynamic size of the HBPs is relatively large in comparison with 
linear polymers. For our study, the HBP typical mass is 30 – 50 kDa [209]. Besides high functionality, 
HBPs are easily synthesised and are a biocompatible material [184, 185, 209, 210]. Thus their 
applicability is not limited to imaging applications, but they can also function as drug carriers and 
diagnostic tools [190, 211, 212]. 
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The incorporation of MRI probes, ultrasound imaging probes, etc. in HBP chains has great 
potential [213]. However, HBP-based nanoparticles have not been extensively investigated as agents 
for EPRI and EPRS. Hayashi and co-workers [214] recorded X-band CW EPR spectra at RT of 
aqueous solutions of hyperbranched poly(4-bromomethylstyrene) carrying stable 2,2,6,6-
tetramethylpiperidine-1-oxyl (TEMPO) radicals and observed the signal from approximately 20 
TEMPO radicals per HBP molecule. The obvious benefit of using HBP as an EPR probe is improved 
signal sensitivity due to the ability to put a significantly greater number of paramagnetic centres onto 
each polymer. In addition, HBPs are an attractive multi-functional imaging agent that can carry other 
functional groups, including fluorescent dyes, drug molecules and targeted ligands to ensure the 
delivery of a spin probe to a tissue of interest [184]. 
6.2.3 Gold nanoparticles for theranostics 
Gold nanoparticles (AuNPs) are promising carriers for drug or gene delivery, because of their 
high penetration ability that enables them to accumulate at cancer tumour sites. Due to their bio-
inertness and low toxicity, they possess good biocompatibility [215]. Moreover, the surface chemistry 
of AuNPs allows for easy functionalisation with a variety of target groups. This makes AuNPs a 
potential multi-functional imaging probe for theranostics [216-218]. 
AuNPs are widely investigated in the field of cancer research. Qian and co-workers [219] 
demonstrated in vivo tumour targeting and Surface-Enhanced Raman Signal (SERS) detection on the 
basis of PEG-protected gold nanoparticles (AuNPs). Priyanka and co-workers [220] developed 
barcoded HBP-mediated gold NP assemblies for use as biomedical diagnostic agents for Spatially 
Offset Raman Spectroscopy (SORS). They concluded that the assemblies perform well as diagnostic 
agents that can be detected with high signal-to-noise ratio from 7-8 mm of animal proteinaceous tissue 
underneath 1-2 mm of animal tissue with a high lipid content. 
In this study we aimed to design similar AuNP assemblies labelled with a paramagnetic spin 
probe and use the resulting species as redox status sensors via EPRS in vivo. This application shows 
potential to increase the sensitivity of EPRS measurement in vivo due to the large surface area of the 
AuNPs which can be functionalised with high concentrations of spin probes. However, since EPR 
spectral linewidth is expected to be broadened due to the contribution of electron-electron exchange 
interactions in the case of high concentrations, the utility of the probe for EPRI is still unknown. 
Chechik and co-workers [221] investigated the nature of the EPR signal of AuNPs with 
nitroxide spin probes attached. They observed a difference in the lineshape of the EPR spectrum of 
labelled AuNPs in toluene solution dependent upon the percentage of surface covered by the spin 
probes and the linker length between the NO and the AuNP surface. In accordance with the results, 
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EPR spectra of the AuNPs with low coverage (0.25 spin label per AuNP) show a modest increase in 
anisotropy (in comparison to a free probe) that is due to the mobility of the spin labels. This was 
shown to be dependent upon linker length from the AuNP surface, and the rotation rate of the AuNP. 
At the same time, the EPR spectra of the AuNPs with a high coverage rate show considerable 
lineshape broadening due to dipole and exchange interactions. 
6.3 Aims 
The first aim of this study is to understand the available sensitivity and resolution of the 
E540R36 L-band resonator for in vivo applications. This knowledge will contribute to understanding 
the signal-to-noise and image resolution that can be expected in the case of spin-labelled 
nanoparticles. 
The second aim is to design an imaging probe based on PEG-based HBP and pPEGMA-coated 
AuNP and investigate their suitability for in vivo study via EPR. Signal strength and EPR linewidth 
were two key parameters of interest. 
6.4 Methodology and Material 
Unless otherwise stated, all reagents and solvents were purchased from Sigma Aldrich and 
Thermo Scientific at the highest available purity and used as received. MTSL spin label for AuNPs 
study was purchased from Santa Cruz Technology, Inc. and was used as received. Prior to use, 
azobisisobutyronitrile (AIBN) was recrystallised from methanol and the PEGMA monomer was 
purified by filtering it through basic alumina. TEMPO monomer for labelling of PEG-based HBP 
was synthesised and kindly provided by Dr. James Blinco (QUT, Brisbane). Ethylphenyl 
thiocarbonylthio-2-cyanapentanoic acid RAFT agent used was synthesised by the members of 
A/Prof. Kristofer Thurecht’s group (CAI, UQ) [222]. 
6.4.1 Instrumental techniques 
UV-Vis spectroscopy 
For UV-Vis spectroscopy, a Varian Cary 3000 UV-Visible spectrophotometer was used, and samples 









For performing NMR measurements, a Bruker Avance Ultrashield spectrometer operating at 400 
MHz for 1H with a BBFO probe, and Bruker TopSpin 2.1 software were used. 1H experiments were 
performed (number of scans = 64). Polymer samples were measured in CDCl3 or DMSO. 
 
GPC-MALLS 
For GPC of pPEGMA, a Waters Alliance 2690 Separations Module was used. A column heater, 2414 
differential refractive index detector, 717 autosampler and a 1515 isocratic pump were used. HPLC 
grade tetrahydrofuran (THF) was used as the mobile phase with a flow rate of 1 mL/min. The three 
columns were 7.8 x 300 mm Waters Styragel SEC columns connected in series, two linear Ultra 
Styragel and one Styragel HR3 column. A Wyatt Dawn 8+ Heleos-II at 658 nm laser wavelength was 
used for MALLS analysis, at 30°C. The dn/dc was determined from the refractive indices of a 
concentration series and was found to be 0.0564; this was used for the light scattering analysis. 
 
TEM 
For TEM, a JEM-1010 Transmission Electron Microscope was used. Sample preparation for as-
synthesized AuNPs included the drying of AuNP solutions on carbon coated TEM grids. Sample 
preparation for AuNP samples with polymer included applying the sample to a copper grid and 
negatively staining the grid with ammonium molybdate. A voltage of 100 kV was used for 
acquisition. Images were processed using Image J software. 
 
DLS 
For DLS, a Malvern Instruments Nanomac Zetasizer was used. Samples were measured in 
polystyrene cuvettes (number of scans = 3). Data was processed using Zetasizer software. 
 
EPR 
EPRI studies were performed on a Bruker Elexsys E540 spectrometer fitted with X, Y and Z- 
gradient coils, and equipped with X-band (~9.4GHz) and L-band (~1GHz) microwave bridges for 
recording the EPR spectra. The spectrometer can perform imaging experiments of two categories: 
pure spatial imaging or spectral-spatial imaging (SSI). Only pure spatial imaging mode was tested. 
The size of the cavity of an L-band resonator (diameter ~35 mm) is suitable for a small mouse. 
X-band resonators were used for imaging samples in solution and cells. 
For the X-band frequency range a super high-Q cavity was used while for L-band range 
measurements an E 540R36 L-band resonator was used. 
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The data acquisition parameters are specified in figure captions. 
6.4.2 HBP synthesis and labelling 
The PEG-based hyperbranched polymer was synthesised by RAFT polymerization from a 
dilute reaction solution of monomers in tetrahydrofuran. This method is known results in almost total 
conversion of monomer to polymer [190]. The purpose was to synthesise a polymer with a size 
suitable for biological applications. For this synthesis the ethylphenyl thiocarbonylthio-2-
cyanapentanoic acid RAFT agent was used. 
The mechanism for the synthesis of PEG-based hyperbranched polymer was optimized and 
well-described by A/Prof. Kris Thurecht’s Polymer Chemistry Group (CAI, UQ). We introduced an 
additional compound in the reaction – TEMPO moiety protected by the methoxyamine group [223] 
and optimised the established procedure to get the PEG-based hyperbranched polymer labelled with 






Figure 6-2 – The overall schematic of the synthesis of PEG-based hyperbranched polymer 
labelled with TEMPO functional group, highlighting the EPR agent (TEMPO) in the final 
product (A) and chemical structure of PEG-based HBPs with TEMPO-group (B). 
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6.4.3 Gold nanoparticles synthesis and stabilization with pPEGMA 
Disclaimer: Gold nanoparticles were synthesized and stabilized with pPEGMA by Lisa Timmers 
(A/Prof. Idriss Blakey group, AIBN, UQ) and used as received. 
The protocol used was adapted from Frens and co-workers [191]. Glassware used for AuNP 
synthesis was cleaned with a mixture of 1:3 molar ratio of nitric acid and hydrochloric acid (aqua 
regia), then rinsed with ultrapure water and dried at 60 C. In a round bottomed flask, 35 µL (50 
µmol) HAuCl4 from a 30 wt% stock in dilute HCl was heated in ultrapure water, with a final 
concentration of 0.5 mM. Once boiling, citrate from 0.1 M trisodium citrate stock was rapidly added, 
yielding the desired ratio of citrate:gold in a total volume of 100 mL. The mixture was refluxed for 
15 minutes and was then allowed to cool to RT and stored in a capped flask. The [citrate:AuNPs] 
molar ratios used were 1:2 (100 µmol citrate added), 1:2.5 (125 µmol citrate added) and 1:3 (150 
µmol citrate added). The nanoparticles were characterised by UV-Vis, TEM and DLS. 
PEGMA polymer was polymerised via RAFT (2-cyano-2-propyl benzodithioate), and 
initiated using AIBN (Figure 6-3). The protocol was adopted from the study by Blakey and co-
workers [192]. 
 
Figure 6-3 – Structure of poly(ethylene glycol) methyl ether methacrylate (pPEGMA) polymer, 
including dithiol functional group from the RAFT agent and repeat units with a PEG side chain. 
 
To stabilize the particles against NaCl-induced aggregation, various ratios of 
[AuNPs:pPEGMA] were studied for stability. Based on UV-Vis analysis, the sample with 40 µL 
polymer per mL AuNPs has the most distinct peak. This may suggest that those AuNPs were 
individual particles in solution, confirming successful stabilisation. Based on the approximate stock 
solution concentrations of 1.5 nM AuNPs and 14.7 µM pPEGMA, 40 µL pPEGMA per mL AuNPs 
would give 392 polymer chains per nanoparticle. Based on TEM study, the mean size of the AuNP 
cores was 18.3 nm (n = 13 particles, standard deviation (STD) = 2.4 nm). No aggregation was found 
in the imaging study. The result was confirmed with DLS. 
6.4.4 Sample preparation for EPR study 
AuNPs of ~2 nM were combined with pPEGMA and MTSL spin label (Santa Cruz 
Technology, Inc). To obtain a coverage of approximately 2000 MTSL molecules per nanoparticle, 10 
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µL 4 mM MTSL (in ethanol) were added to 10 mL 2nM AuNPs, along with 400 µL 1 mg/mL 
pPEGMA. From previous trials, it was hypothesized that the citrate presence in solution reduces free 
radical moiety and makes it EPR-silent. This effect of citrate was examined by comparing the EPR 
signal of three samples: (S1) MTSL and pPEGMA were added before EPR measurement to purified 
AuNPs only after dialysis; (S2) the mixture AuNPs-MTSL-pPEGMA was purified from citrates by 
dialysis, and then studied via EPR; (S3) the crude mixture AuNPs-pPEGMA (without purification) 
with MTSL spin label added before EPR measurement. As a control, 4μM MTSL in water was used. 
Dialysis was performed for 3 days at RT against 2 L ultrapure water, using snake-skin dialysis tubing 
with a MWCO of 3.5kDa (Thermo Scientific). A schematic representation of AuNPs stabilisation and 
labelling is provided in Figure 6-4. 
 
Figure 6-4 – Schematic overview of the stabilising gold nanoparticles with pPEGMA and 
labelling with either MTSL or N17 long-chain MTSL. The size ratio is not considered. 
 
Subsequently, the optimal number of MTSL molecules per particle was studied. A titration 
ranging from approximately 40 up to 2000 MTSL was performed, with EPR measurements of each 
ratio. For this purpose, 0.4 mM and 40 µM MTSL stocks were used, in order to limit the volume 
differences between samples. 
Next, EPR and UV-Vis analyses were repeated with a 40 µM stock of long-chain N17 MTSL 
in ethanol. The synthesis of N17 MTSL is described in the section below. Ratios of 20, 40 and 80 
N17 MTSL molecules per AuNP were used to examine the optimum coverage for binding. 
6.4.5 Synthesis of a long-chain N17 MTSL spin label 
Disclaimer: Long-chain (N17 MTSL) was synthesized by Steffen Ott (A/Prof. Jeffrey Harmer group, 
CAI, UQ). The information in this section is adopted from his report. 
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The synthesis procedure reported by Chechick and co-workers [221] was followed. 16-
mercaptohexadodecanoic acid 1 (Figure 6-5) was suspended in water, containing hydrogen peroxide 
and sodium hydroxide and stirred for three (3) days. The solid compound 2 was filtered and washed 
with diluted hydrochloric acid to remove remnants of hydrogen peroxide and then dried in vacuum. 
The product had poor solubility in suitable solvents (tetrahydrofurane (THF), 
dimethylsulfoxide (DMSO) and diethylether were tested), which made characterisation challenging. 
With such low solubility NMR analysis was not practical. After sonicating, the homogeneity of the 
product was improved which then made it possible to perform mass spectroscopy. ESI-MS was 
acquired in negative mode only.  
 
 
Figure 6-5 – Synthesis of an N17 MTSL (3). The coupling should be performed by using the 
activation agents N,N'-dicyclohexylcarbodiimide (DCC) and N-hydroxysucchinimide (NHS). 
A mixture of DCM and THF was used as solvent to solve the reagents and the disulphide. 
 
The coupling was performed by using the activation agents N,N'-dicyclohexylcarbodiimide 
(DCC) and N-hydroxysucchinimide (NHS). A mixture of DCM and THF was used as solvent to solve 
the reagents and the disulphide. 4-amino-TEMPO (Sigma Aldrich) was added ten minutes after 
addition of DCC/ NHS. 
After two (2) days of stirring at RT, the precipitated product was filtered and the solvent 
evaporated. The crude peptide was purified via column chromatography (SiO2, MeOH:DCM=1:20). 
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X-band CW EPR spectra of the final compound were measured in DCM/Methanol (1:1) at 
RT (Figure 6-6). 
 
Figure 6-6 – X-band CW EPR spectra of an N17 MTSL in DCM/Methanol (1:1) at RT. The 
EPR lineshape is broad which is caused by longer correlation rotational time of the label. 
Data acquisition parameters: T=300K, microwave frequency 9.27 GHz, number of scans = 10, 
modulation frequency 100 kHz, modulation amplitude 1 G, time constant 1.28 ms, sweep time 
60 s, power attenuation 25dB. 
6.5 Results 
6.5.1 EPRI sensitivity and linewidth requirements 
6.5.1.1 Sensitivity of L-band E540R36 resonator 
To estimate approximately how many TEMPO paramagnetic centers in the active region of 
the resonator could be detected with a certain signal-to-noise ratio (SNR), a range of concentrations 
of TEMPO (Sigma Aldrich) radical in DMSO were studied (Table 6-2). From trial and error 
















No of scans SNR SNR normalized 
to 1 scan 
5.7 M 48501.8 0.1413 1 45.3 45.3 
570 mM 4850.18 0.1413 10 27.8 8.8 
57 mM 485.018 0.1413 100 18.1 1.8 
5.7 mM 48.5018 0.1413 69 8.2 0.9 
3.3 mM 28.08 0.1413 10 3.4 1.1 
2 mM 17.0182 0.1413 10 1.9 0.6 
1 mM 8.50909 0.1413 10 1.2 0.4 
570 uM 4.85018 0.1413 78 1.6 0.2 
Solid TEMPO 
(in crystals)r 
3969.7 0.1413 96 22.5 2.3 
 
As can be seen, to get the SNR around 8 and above, the approximate number of TEMPO 
paramagnetic centers needed in an active volume of the L-band E540R36 resonator is 1020. This 
number is an approximate estimation that can be used to assess the suitability of the particular 
nanoparticle of interest, PEG-based hyperbranched polymers or gold nanoparticles, for EPRI study 
and to optimize the synthesis of the particles to meet this need. 
6.5.1.2 EPR lineshape 
As was discussed earlier, EPRI probes or EPRS sensors should satisfy several conditions. For 
EPRI’s application in vivo, the probe should possess both a simple EPR spectrum to simplify 
reconstruction and data interpretation and a narrow linewidth to get maximum spatial resolution and 
to provide high sensitivity. For EPRS in vivo applications, when probes serve as sensors, the same 
requirements are applied. However, the EPR spectrum of the sensor should not necessarily consist of 
one line. Narrow linewidth is desirable, for example, for EPR oximetry applications, as was discussed 
earlier, because self-induced line broadening might interfere with oxygen-induced line broadening, 
which makes interpretation of the results difficult. On the other hand, application as a redox sensor 
does not depend on a spectral linewidth. 
In the previous section we examined a range of TEMPO concentrations in DMSO to define 
sensitivity of the L-band resonator. The EPR spectra of three samples are shown in Figure 6-7. As 
can be seen, the spectrum of [TEMPO]=5.7mM consists of three lines (due to hyperfine interaction 
with 14N nucleus) with a linewidth of 1.5G (comparing to 0.3G [180] for TAM radical). When the 
concentration is increased ([TEMPO] = 570mM), only one broad EPR line appears with approximate 
width of 10G. The effect is caused by a Heisenberg exchange interaction between the electron spins. 
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Interacting unpaired electrons are described by their individual spins S and Heisenberg exchange 
coupling tensors J and dipole-dipole coupling tensors D (which is measured with DEER). The 
Heisenberg exchange coupling term ( exchH 
1 2
S JS ) becomes relevant whenever the orbitals of the 
two spins overlap significantly, and consequently the unpaired electrons of the two species can be 
exchanged. In solutions, an exchange can occur in bi-radicals, or during collisions of paramagnetic 
species when the orbitals overlap strongly for a short time [1]. For a nanoparticle loaded with a 
significant amount of spin labels, this leads to significant line broadening, and even the collapse of 
the triplet to a singlet (Figure 6-7). Thus, nanoparticles loaded with nitroxide spin labels would be 
more suitable as bio-sensors, rather than probes for imaging study. 
 
Figure 6-7 – CW EPR spectra of different concentrations of TEMPO radical in DMSO at RT 
obtained on Bruker E540 (E 540R36 L-band resonator). 
Data acquisition parameters: T = 300 K, microwave frequency 1.02 GHz, number of scans = 1, 
modulation frequency 30 kHz, modulation amplitude 0.8 G, sweep time 5.24 s, time constant 
1.28 ms, power attenuation 10dB 
6.5.1.3 Initial imaging study to define image resolution 
A simple phantom of two (2) capillary tubes (external diameter ≈ 1.5 mm) was designed for 
the study and filled with a solution of TEMPO radical in DMSO ([C]=57mM, linewidth = 3.5G). The 
capillaries were spaced 10 mm, 5 mm and 2 mm apart from each other and scanned using the 












Figure 6-8 – Two-dimensional (2D) image of two capillaries filled with TEMPO in DMSO 
[C]=57mM (D) and distant from each other on (A) 10 mm, (B) 5 mm, (C) 2 mm. 
Data acquisition parameters: T=300K, image orientation: ZY, G=35 G/cm, number of 
scans = 20, microwave frequency: 1.02 GHz, modulation frequency 30 kHz, modulation 
amplitude 4 G, sweep time 5.24 s, time constant: 1.28 ms. 
 
The preliminary data yields an estimate of the resolution limit of between 2mm and 5 mm. 
The experimental spatial resolution was lower than that predicted by theoretical calculations. If two 
object-points with δB spectral linewidths are b cm distant from each other, then the image of these 
objects may be resolved only if G*b≥ δB where δB is the half-amplitude linewidth [170]. Having 
δB=3.5G and G=35G/cm the theoretically achievable resolution limit should be 1mm. These results 
suggest that the resolution can be improved by optimizing the reconstruction algorithm, which can be 
one of the future directions of the study. 
6.5.2 PEG-based hyperbranched polymer 
1H NMR and SEC-MALLS analysis (Mw = 113800 g/mol) confirmed that the resultant 
hyperbranched polymer is comprised of multiple “arms”, terminated by the RAFT end-groups with 




Since the TEMPO monomer used for the synthesis was protected with a methoxyamine group 
and not paramagnetic, it had to be oxidized to make the molecule available for EPR investigation. 
For this purpose, 3-Chloroperbenzoic acid (mCPBA) was used as an oxidation agent [223]. 
EPR measurements were performed at RT for a free TEMPO monomer in solution oxidized 
with mCPBA and PEG-based HPB with TEMPO functional group oxidized with mCPBA. The EPR 
lineshape of the PEG-based HBP-TEMPO sample has a distinctive broadening which confirms that 






Figure 6-9 – X-band CW EPR spectra of (A) TEMPO monomer protected with methoxyamine 
group after being exposed to mCPBA in dichloromethane and of (B) (PEG)-based hyperbranched 
polymer with TEMPO-functional group after being exposed to mCPBA. 
Data acquisition parameters: T=300 K, microwave frequency 9.76 GHz, number of scans = 7, 
modulation frequency 100 kHz, modulation amplitude 1 G, sweep time 41.94 s, time constant 
5.12 ms, attenuation power 15dB. 
 
6.5.3 Gold nanoparticles study 
To assess the effect caused by the presence of citrate and stabilizing polymer pPEGMA with 
regard to labelling efficiency, we analyzed three sets of samples (S1, S2, S3) named in Section 6.4.4. 
The results in Figure 6-10 show that all samples have a detectable signal of MTSL spin label. S2 has 
the lowest intensity, meaning that the citrate might be a cause of MTSL reduction or a significant 









Figure 6-10 – X-band CW EPR spectra of MTSL-labelled pPEGMA-coated AuNPs in H2O 
and control sample of MTSL in H2O. (A) S1 (in red): gold nanoparticles were purified from 
citrate via dialysis, and then pPEGMA polymer and MTSL spin label were added before EPR 
measurements; S2 (in blue): gold nanoparticles were mixed with pPEGMA and MTSL spin 
label, and then purified from citrates via dialysis; S3 (in green): the crude mixture of gold 
nanoparticles and pPEGMA and MTSL spin label added before EPR measurements. The molar 
concentration of MTSL for each sample was calculated by comparing the signal intensity with 
the standard sample of MTSL in water ([MTSL]standard=4 uM). (B) Demonstration of the fact 
that the EPR lineshape of S1 resembles the EPR lineshape of a free MTSL spin label in water. 
The intensities were scaled to 1 to estimate the lineshape. 
Data acquisition parameters: T=300 K, microwave frequency 9.81 GHz, number of scans = 5, 
modulation frequency 100 kHz, modulation amplitude 2 G, sweep time 60.0 s, time constant 
1.28 ms, attenuation power 20dB. 
 
Figure 6-10 (B) shows that the lineshape of the S1 resembles the lineshape of free MTSL spin 
label in solution. Line broadening was expected with successful labeling of Au NPs with MTSL, 
because the tumbling motion of the label would become restricted [221]. This suggests that AuNPs 
were not successfully labelled with MTSL, and that only a free MTSL spin label was observed in 
solution. A possible explanation for this is an excess of MTSL spin labels per nanoparticle, which 
was 2000 spin labels per particle. The vast majority of the labels might be in solution rather than 
attached to the gold surface. Thus, we studied different ratios as well. However, as shown in Figure 
6-11, two ratios with an order-of-magnitude difference did not give different results, but showed the 
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same narrow line as free MTSL in solution. Reducing the ratio of MTSL further was not feasible due 
to an insufficient signal intensity for use as an imaging probe or sensor. 
Interestingly,  after all three samples and the control sample (4μM MTSL in water) were stored 
at RT for 10 days and then re-measured with the addition of meta-Chloroperoxybenzoic acid 
(mCPBA) to oxidize all the MTSL that potentially had been reduced over the storage period, the 
signal for S1, S2 and S3 was not restored, while the control sample was rejuvenated. The explanation 





Figure 6-11 – X-band CW EPR spectra of gold nanoparticles labelled with MTSL spin label 
with different coverage: 1800/200 MTSL spin labels per gold nanoparticle as indicated. The 
narrow EPR lineshape resembles the EPR lineshape of free MTSL in water, meaning that MTSL 
spin labels do not bind to the surface of gold nanoparticles. (A) EPR signal of different 
intensities for the samples with 1800 MTSL per nanoparticle and 200 MTSL per nanoparticle. 
(B) Same as in part (A), but scaled to 1 to demonstrate that the EPR lineshape did not change 
and resembles the EPR lineshape of a free MTSL label in solution. 
Data acquisition parameters: T=300 K, microwave frequency 9.81 GHz, number of scans = 5, 
modulation frequency 100 kHz, modulation amplitude 2 G, sweep time 60.0 s, time constant 
1.28 ms, attenuation power 20dB. 
 
As a control, we performed a UV-Vis study of the samples with different numbers of MTSL 
per AuNPs and compared these with the UV-Vis spectra of unlabeled AuNPs-pPEGMA as well as 
with UV-Vis spectra of free MTSL in water (control sample). Figure 6-12 illustrates the result of the 
UV-Vis study for those four samples: (1) crude mixture of gold nanoparticles with stabilizing polymer 
Au-pPEGMA, (2)-(3) labelled gold nanoparticles Au-pPEGMA-MTSL ((2) 1800 MTSL per particle 
and (3) 40 MTSL per particle), and (4) free MTSL in water. The wavelength of the absorbance 
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maxima of the Au-pPEGMA-MTSL samples does not deviate significantly from the crude mixture 
Au-pPEGMA. The small shift in the absorbance maxima occurred in the case of the sample with 40 
MTSL per particle, which might be an indication of its binding to the particle surface. The EPR 
spectrum of this sample had a very low SNR. The EPR study should be repeated with a higher 
concentration of MTSL-labelled Au-pPEGMA. The pH levels of all the samples used in the UV-Vis 
study were checked using pH test strips and found to be approximately 8. In accordance with previous 
experience (from communications with Prof. Lawrence Berliner, University of Denver, USA), the 
pH level for labelling purposes should be around 8. Overall, in comparison with the literature [224], 
the results are inconclusive about the attachment of MTSL to AuNP surface. 
 
Figure 6-12 – UV-Vis spectra of the pPEGMA-coated AuNPs labelled with MTSL spin label 
show that the absorbance maxima has slightly shifted for the sample with 40 MTSL per AuNP 
(the inlet shows a zoomed in range of 510 nm – 540 nm). 
 
We aimed to improve attachment rate via an exchange reaction between an alkanethiol and 
MTSL spin label. For this purpose, pPEGMA-coated Au NPs were incubated with mercaptopropionic 
acid for 3 days, and then MTSL label was added before EPR measurement. The resulting EPR 
spectrum again showed a narrow lineshape, suggesting that the label attachment was not improved 
(data not shown). 
As a next step, we aimed to replace the previously used MTSL spin label with a long-chain 
MTSL (N17 MTSL) to study whether the disulphide of the N17 MTSL would result in a higher AuNP 
surface and could ensure at better attachment rate. The EPR lineshape of a free N17 MTSL in solution 
(Figure 6-6) is broader than that of free MTSL, because the long alkyl chain restricts the freedom of 
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motion that leads to a longer rotational correlation time. UV-Vis spectra were also recorded for four 
different variations: (1) AuNPs with an addition of 3-mercaptopropionic acid, (2) AuNPs with an 
addition of 3-mercaptopropionic acid and MTSL spin label, (3) AuNPs with 3-mercaptopropionic 
acid and N17 MTSL, and lastly (4) AuNPs with N17 MTSL. 3-mercaptopropionic acid was added to 
mimic the exchange reaction, as was shown by Chechik and co-workers [221]. The results showed 
no changes in absorbance intensity, which is a sign of unsuccessful attachment of the spin label (data 
not shown). 
6.6 Discussion and recommendations for future directions 
EPRS and EPRI are useful techniques to obtain physiological and biochemical information 
from living tissue [169, 170, 174, 225-230]. In EPRI, spatial information on the localization of 
paramagnetic centers is obtained via the application of magnetic field gradients [170] in a similar 
fashion to MRI. However, there are several challenges that must be addressed when using EPRI that 
affects sensitivity and resulting resolution: 
1. EPR spectral linewidth is three orders of magnitude larger than MRI linewidth, this means 
that stronger field gradients are required. 
2. The concentration of paramagnetic centers is usually on a μM level as compared with ~100M 
and higher concentration of water protons in MRI. 
3. Lower frequencies are preferable for clinical applications because that ensures a sufficient 
penetration depth (~0.5 cm for L-band (~1GHz) and ~8cm for 100MHz [231]) despite the 
lower resulting SNR [232]. 
4. Electron spin-spin interactions can cause additional spectral line broadening, which means 
that higher concentrations of the spin probe might improve sensitivity, but decrease achievable 
resolution. Additionally, self-induced broadening can interfere with the broadening induced 
by other interactions of interest, for example oxygen in the case of EPR oximetry. 
The issues above can be minimised via three angles: developing a suitable spin probe, optimising 
experimental parameters and reducing artefacts during image reconstruction. Developing a suitable 
imaging probe is key. Probe design and choice of paramagnetic ligand should be made to suit the 
final application. We aimed to use PEG-based HBPs and AuNPs as spin probe carriers for in vivo and 
in vitro applications for theranostics. The size of both carriers allows the placement of a significant 
number of spin probes to address the sensitivity issue, while keeping the probes distant from each 
other to avoid an additional line broadening due to spin-spin interactions. Additionally, the attachment 
to a large molecule could potentially prolong the lifetime of the spin label in vivo due to the steric 
protection provided, and allow more time for data collection. 
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The results showed that the nitroxide radical (TEMPO) would be more suitable for 
applications as a sensor for redox status, when a broad linewidth is not a significant obstacle. We 
estimated that the approximate number of spins in the active range of the E540R36 L-band resonator 
needed to get an approximate SNR of 8 is ~1020 paramagnetic centers. Considering the achieved 
design of the HBP with ~20 TEMPO groups per arm, we will need approximately 400 mg of HBP 
per injection (100μl). On average 2 mg of HBP is usually synthesized with the same procedure as 
used in similar research by Pearce and co-workers [184]. 
In EPRI, trityl probes with a narrower linewidth (OXO31: 0.18G, OXO63: 0.22G [231]) and 
longer lifetime would be a better choice. Trityl probes are used extensively as oxygen- or pH-sensitive 
probes and different modifications of this probe are discussed in the literature for in vivo applications 
[180, 181, 183, 198, 233-235]. However, the trityl spin probes are not available commercially and 
have to be synthesised specifically for the project. 
While synthesis of a PEG-based HBP with attached TEMPO functional group was successful, 
we could not attach thiol-specific MTSL spin labels to the surface of AuNPs coated with pPEGMA. 
The presence of citrates in solution contributes to a signal reduction and the order of addition of the 
components plays a role in binding success. We did not attempt to label AuNPs without pPEGMA-
coat with MTSL; this is an aim to examine in the future. Hypothetically, in the case that MTSL cannot 
dislodge pPEGMA, no binding can occur. 
Long-chain MTSL spin labels were successfully loaded on the surface of AuNPs by Chechik 
and co-workers [221]. They also demonstrated how percentage coverage with MTSL spin labels 
affects the linewidth of the EPR spectra. In accordance with their study, more than 5 NO• per AuNP 
broadens the EPR spectral line, which makes it unsuitable for imaging purposes. 
Overall, the results provided a platform to build on for the future development of paramagnetic 
imaging agents for EPRI and EPRS applications in theranostics. The synthesis of a suitable spin label 
and optimization of experimental parameters for the particular probe and its application (either for 
imaging or as a sensor) is key. However, improving image resolution at the stage of image 
reconstruction could be of interest as well. For our data we used conventional filtered-backprojection 
(FBP) [236]. For a 2D image, a vector gradient of an appropriate magnitude (35 G/cm is the maximum 
available on our instument) was applied radially at n=25 equal intervals in step of θ = π/n from 0 to 
(π – θ) and n projections are acquired. Improvements to FBP proposed by Ahmad et al [237] and the 
application of alternative techniques like Maximum Entropy [238] and Tikhonov regularization [239] 
are discussed in the literature. 
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The application of EPRI and EPRS is not as well-developed as that of NMR and MRI 
applications, possibly because of its limitations for clinical use. However, EPR has a promising niche 






1. Schweiger, A. and G. Jeschke, Principles of pulse electron paramagnetic resonance. 2001. 
2. Vries;, S.J.d., et al., HADDOCK versus HADDOCK: New features and performance of 
HADDOCK2.0 on the CAPRI targets. Proteins, 2007. 69: p. 726-733. 
3. Bencini, A. and D. Gatteschi, Electron Paramagnetic Resonance of Exchange-Coupled 
Systems. 1990, Heidelberg: Springer. 
4. R., E.G., et al., Quantitative EPR. 2010, SpringerWienNewYork: Germany. 
5. Weil, J.A. and J.R. Bolton, Electron Paramagnetic Resonance: Elementary Theory and 
Practical Applications. 2007. 
6. Jeschke, G., ESR Spectroscopy in Membrane Biophysics. Vol. 27. 2007: Boston, MA: 
Springer US. 17-47. 
7. Berliner, L.J., G.R. Eaton, and S.S. Eaton, Distance measurements in biological systems by 
EPR, ed. ProQuest. 2000, New York: Kluwer Academic/Plenum. 
8. Banham, J.E., et al., Distance measurements in the borderline region of applicability of CW 
EPR and DEER: A model study on a homologous series of spin-labelled peptides. Journal of 
Magnetic Resonance, 2008. 191(2): p. 202-218. 
9. Ward, R., et al., EPR distance measurements in deuterated proteins. Journal of Magnetic 
Resonance, 2010. 207(1): p. 164-167. 
10. Christiane;, T.R. and H.R. Jeffrey, Structural Information from Spin-Labels and Intrinsic 
Paramagnetic Centres in the Biosciences. Structure and Bonding, ed. D.M.P. Mingos;. 
2013. 
11. Reginsson, G.W., et al., Trityl Radicals: Spin Labels for Nanometer‐Distance 
Measurements. Chemistry – A European Journal, 2012. 18(43): p. 13580-13584. 
12. Goldfarb, D., Metal-based spin labelling for distance determination, in Structural 
information from spin-labels and intrinsic paramagnetic centres in the biosciences, C. 
Timmel and J. Harmer, Editors. 2014, Springer: Berlin, Heidelberg. p. 163-204. 
13. Bowen, A.M., et al., Orientation-Selective DEER Using Rigid Spin Labels, Cofactors, 
Metals, and Clusters. 2013. 152: p. 283-327. 
14. Raitsimring, A., et al., Gd3+ Complexes as Potential Spin Labels for High Field Pulsed 
EPR Distance Measurements. Journal of the American Chemical Society, 2007. 129: p. 
14138-14139. 
15. Lueders, P., G. Jeschke, and M. Yulikov, Double electron-electron resonance measured 
between Gd 3+ ions and nitroxide radicals. Journal of Physical Chemistry Letters, 2011. 
2(6): p. 604-609. 
 163 
 
16. Jeschke, G., et al., DeerAnalysis2006—a comprehensive software package for analyzing 
pulsed ELDOR data. Applied Magnetic Resonance, 2006. 30(3): p. 473-498. 
17. Milov, A.D., K.M. Salikhov, and M.D. Shirov, Application of the double resonance method 
to electron spin echo in a study of the spatial distribution of paramagnetic centres in solids. 
Phys. Solid State, 1981. 23: p. 565-569. 
18. Milov, A.D., A.B. Ponomarev, and Y.D. Tsvetkov, Electron-electron double resonance in 
electron spin echo: Model biradical systems and the sensitized photolysis of decalin. 
Chemical Physics Letters, 1984. 110(1): p. 67-72. 
19. Larsen, R.G. and D.J. Singel, Double electron-electron resonance spin-echo modulation: 
Spectroscopic measurement of electron spin pair separations in orientationally disordered 
solids. The Journal of Chemical Physics, 1993. 98(7): p. 5134-5146. 
20. Pannier, M., et al., Dead-Time Free Measurement of Dipole–Dipole Interactions between 
Electron Spins. Journal of Magnetic Resonance, 2000. 142: p. 331-340. 
21. Jeschke, G., Interpretation of dipolar EPR data in terms of protein structure, in Structural 
Information from Spin-Labels and Intrinsic Paramagnetic Centres in the Biosciences, C.R. 
Timmel and J.R. Harmer, Editors. 2014, Springer: Berlin, Heidelberg. p. 83-120. 
22. Jeschke, G. and Y. Polyhach, Distance measurements on spin-labelled biomacromolecules 
by pulsed electron paramagnetic resonance. Phys Chem Chem Phys, 2007. 9(16): p. 1895-
910. 
23. Lovett, J.E., B.W. Lovett, and J. Harmer, DEER-Stitch: Combining three- and four-pulse 
DEER measurements for high sensitivity, deadtime free data. Journal of Magnetic 
Resonance, 2012. 223: p. 98-106. 
24. Jeschke, G., et al., Direct Conversion of EPR Dipolar Time Evolution Data to Distance 
Distributions. Journal of Magnetic Resonance, 2002. 155(1): p. 72-82. 
25. Jeschke, G., et al., Data analysis procedures for pulse ELDOR measurements of broad 
distance distributions. Applied Magnetic Resonance, 2004. 26(1): p. 223-244. 
26. Bowman, M.K., et al., Visualization of Distance Distribution from Pulsed Double Electron-
Electron Resonance Data. Applied Magnetic Resonance, 2004. 26(1-2). 
27. Chiang, Y.-W., P.P. Borbat, and J.H. Freed, The determination of pair distance distributions 
by pulsed ESR using Tikhonov regularization. Journal of Magnetic Resonance, 2005. 
172(2): p. 279-295. 
28. Bordignon, E. and H.-J. Steinhoff, Membrane protein structure and dynamics studied by 
sitedirected spin labeling ESR, in ESR Spectroscopy in Membrane Biophysics M.A. 
Hemminga and L.J. Berliner, Editors. 2007, Springer Science: New York. p. 129-164. 
 164 
 
29. McHaourab, H., et al., Motion of spin-labeled side chains T4 lysozyme. Correlation with 
protein structure and dynamics. Biochemistry (Washington), 1996. 35(24): p. 7692-7704. 
30. Stoll, S., Computational modeling and least-squares fitting of EPR spectra, in 
Multifrequency electron paramagnetic resonance, S.K. Misra, Editor. 2014, Wiley-VCH: 
Germany. p. 69-138. 
31. Pilar, J., et al., Segmental Rotational Diffusion of Spin-Labeled Polystyrene in Dilute 
Toluene Solution by 9 and 250 GHz ESR. Macromolecules, 2000. 33: p. 4438-4444. 
32. Budil, D.E., et al., Nonlinear-Least-Squares Analysis of Slow-Motion EPR Spectra in One 
and Two Dimensions Using a Modified Levenberg–Marquardt Algorithm. Journal of 
Magnetic Resonance, 1996. 120: p. 155-189. 
33. Schneider, D.J. and J.H. Freed, Calculation Slow Motional Magnetic Resonance Spectra: A 
User's Guide. Spin Labeling. Theory and Applications., ed. L.J. Berliner and J. Reuben. 
Vol. 8. 1989. 
34. Earle, K.A. and D.E. Budil, Calculating Slow-Motion ESR Spectra of Spin-Labelled 
Polymers. Advanced ESR methods in Polymer Research, ed. S. Schlick. 2006. 
35. Collauto, A., et al., Interpretation of cw-ESR spectra of p -methyl-thio-phenyl-nitronyl 
nitroxide in a nematic liquid crystalline phase. Phys. Chem. Chem. Phys., 2012. 14(9): p. 
3200-3207. 
36. Barone, V. and A. Polimeno, Toward an integrated computational approach to CW-ESR 
spectra of free radicals. Physical Chemistry Chemical Physics, 2006. 8(40): p. 4609-4629. 
37. Stoll, S. and A. Schweiger, EasySpin, a comprehensive software package for spectral 
simulation and analysis in EPR. J Magn Reson, 2006. 178(1): p. 42-55. 
38. Jeschke, G., Conformational dynamics and distribution of nitroxide spin labels. Progress in 
nuclear magnetic resonance spectroscopy, 2013. 72: p. 42-60. 
39. Hustedt, E.J., et al., Dipolar Coupling between Nitroxide Spin Labels: The Development and 
Application of a Tether-in-a-Cone Model. Biophysical Journal, 2006. 90(1): p. 340-356. 
40. Polyhach, Y., E. Bordignon, and G. Jeschke, Rotamer libraries of spin labelled cysteines for 
protein studies. Phys Chem Chem Phys, 2011. 13(6): p. 2356-66. 
41. Hagelueken, G., et al., MtsslWizard: In Silico Spin-Labeling and Generation of Distance 
Distributions in PyMOL. Applied Magnetic Resonance, 2012. 42(3): p. 377-391. 
42. Pardee, A.B., Membrane transport proteins. Proteins that appear to be parts of membrane 
transport systems are being isolated and characterized. Science (New York, N.Y.), 1968. 
162(3854): p. 632. 
 165 
 
43. Linton, K.J. and C.F. Higgins, The Escherichia coli ATP-binding cassette (ABC) proteins. 
Molecular microbiology, 1998. 28(1): p. 5. 
44. Saier, M.H., Families of transmembrane sugar transport proteins. 2000. p. 699-710. 
45. Rees, D.C., E. Johnson, and O. Lewinson, ABC transporters: the power to change, in Nat. 
Rev. Mol. Cell Biol. 2009. p. 218-227. 
46. Gilson, E., et al., Evidence for high affinity binding-protein dependent transport systems in 
gram-positive bacteria and in Mycoplasma. The EMBO journal, 1988. 7(12): p. 3971. 
47. Karpowich, N., et al., Crystal Structures of the MJ1267 ATP Binding Cassette Reveal an 
Induced-Fit Effect at the ATPase Active Site of an ABC Transporter. Structure, 2001. 9(7): 
p. 571-586. 
48. Orelle, C., et al., Conformational change induced by ATP binding in the multidrug ATP-
binding cassette transporter BmrA. Biochemistry, 2008. 47(8): p. 2404. 
49. Luo, Z., Structural studies of metal-binding proteins in pathogenic bacteria, in School of 
Chemistry and Molecular Biosciences. 2015, The University of Queensland: Australia. 
50. Plumptre, C.D., et al., AdcA and AdcAII employ distinct zinc acquisition mechanisms and 
contribute additively to zinc homeostasis in Streptococcus pneumoniae. Mol Microbiol, 
2014. 91(4): p. 834-51. 
51. McDevitt, C.A., et al., A Molecular Mechanism for Bacterial Susceptibility to Zinc 
(Mechanism for Bacterial Susceptibility to Zinc). PLoS Pathogens, 2011. 7(11): p. 
e1002357. 
52. Lucie, B., et al., Zinc uptake by Streptococcus pneumoniae depends on both AdcA and 
AdcAII and is essential for normal bacterial morphology and virulence. Molecular 
Microbiology, 2011. 82(4): p. 904-916. 
53. Luo, Z., et al., Structural characterisation of the HT3 motif of the polyhistidine triad protein 
D from Streptococcus pneumoniae. FEBS Letters, 2018. 592(13): p. 2341-2350. 
54. Plumptre, C.D., et al., Overlapping Functionality of the Pht Proteins in Zinc Homeostasis of 
Streptococcus pneumoniae. Infection and Immunity, 2014. 82(10): p. 4315-4324. 
55. Woo, J.S., et al., X-ray structure of the Yersinia pestis heme transporter HmuUV. Nature 
Structural & Molecular Biology, 2012. 19(12): p. 1310-+. 
56. Korkhov, V.M., et al., Asymmetric states of vitamin B-12 transporter BtuCD are not 
discriminated by its cognate substrate binding protein BtuF. Febs Letters, 2012. 586(7): p. 
972-976. 
57. Counago, R.M., et al., Imperfect coordination chemistry facilitates metal ion release in the 
Psa permease. Nat Chem Biol, 2014. 10(1): p. 35-41. 
 166 
 
58. Loisel, E., et al., AdcAII, A New Pneumococcal Zn-Binding Protein Homologous with ABC 
Transporters: Biochemical and Structural Analysis. JMB, 2008. 381: p. 594–606. 
59. Ilari, A., et al., The X-ray Structure of the Zinc Transporter ZnuA from Salmonella enterica 
Discloses a Unique Triad of Zinc-Coordinating Histidines. Journal of Molecular Biology, 
2011. 409(4): p. 630-641. 
60. Banerjee, S., et al., Structural Determinants of Metal Specificity in the Zinc Transport 
Protein ZnuA from Synechocystis 6803. Journal of Molecular Biology, 2003. 333(5): p. 
1061-1069. 
61. Chandra, B.R., M. Yogavel, and A. Sharma, Structural analysis of ABC-family periplasmic 
zinc binding protein provides new insights into mechanism of ligand uptake and release. 
Journal of Molecular Biology, 2007. 367(4): p. 970-982. 
62. Lee, Y.H., et al., The crystal structure of Zn(II)-free Treponema pallidum TroA, a 
periplasmic metal-binding protein, reveals a closed conformation. Journal of Bacteriology, 
2002. 184(8): p. 2300-2304. 
63. Wei, B., et al., Possible Regulatory Role for the Histidine-Rich Loop in the Zinc Transport 
Protein, ZnuA. Biochemistry, 2007. 46(30): p. 8734-8743. 
64. Neupane, D.P., et al., Mechanisms of zinc binding to the solute-binding protein AztC and 
transfer from the metallochaperone AztD. Journal of Biological Chemistry, 2017. 292(42): 
p. 17496-17505. 
65. Sharma, N., et al., Crystal structure of a periplasmic solute binding protein in metal-free, 
intermediate and metal-bound states from Candidatus Liberibacter asiaticus. Journal of 
Structural Biology, 2015. 189(3): p. 184-194. 
66. Quiocho, F.A. and P.S. Ledvina, Atomic structure and specificity of bacterial periplasmic 
receptors for active transport and chemotaxis: Variation of common themes. Molecular 
Microbiology, 1996. 20(1): p. 17-25. 
67. Mao, B., et al., Hinge-Bending in L-Arabinose-Binding Protein - the Venus-Flytrap Model. 
Journal of Biological Chemistry, 1982. 257(3): p. 1131-1133. 
68. Kershaw, C.J., N.L. Brown, and J.L. Hobman, Zinc dependence of zinT (yodA) mutants and 
binding of zinc, cadmium and mercury by ZinT. Biochemical and Biophysical Research 
Communications, 2007. 364: p. 66-71. 
69. Claverys, J.P., A new family of high-affinity ABC manganese and zinc permeases. Research 
in Microbiology, 2001. 152(3-4): p. 231-243. 
70. David, G., et al., YodA from Escherichia coli is a metal-binding, lipocalin-like protein. 
Journal of Biological Chemistry, 2003. 278(44): p. 43728-43735. 
 167 
 
71. Ilari, A., et al., The Salmonella enterica ZinT structure, zinc affinity and interaction with the 
high-affinity Uptake protein ZnuA provide insight into the management of periplasmic zinc. 
Biochimica Et Biophysica Acta-General Subjects, 2014. 1840(1): p. 535-544. 
72. Cao, K., et al., Two zinc-binding domains in the transporter AdcA from facilitate high-
affinity binding and fast transport of zinc. The Journal of biological chemistry, 2018. 
293(16): p. 6075. 
73. Laitaoja, M., J. Valjakka, and J. Janis, Zinc coordination spheres in protein 
structures.(Report). Inorganic Chemistry, 2013. 52(19): p. 10983-10991. 
74. Yatsunyk, L.A., et al., Structure and metal binding properties of ZnuA, a periplasmic zinc 
transporter from Escherichia coli. JBIC Journal of Biological Inorganic Chemistry, 2008. 
13(2): p. 271-288. 
75. Vagenende, V., M.G. Yap, and B.L. Trout, Mechanisms of protein stabilization and 
prevention of protein aggregation by glycerol. Biochemistry, 2009. 48(46): p. 11084-96. 
76. Jeschke, G., MMM: A toolbox for integrative structure modeling. Protein Sci, 2018. 27(1): 
p. 76-85. 
77. Lawson, C.L. and R.J. Hanson, Solving least squares problems 1974, Englewood Cliffs: 
Prentice-Hall. 
78. Marko, A. and T.F. Prisner, An algorithm to analyze PELDOR data of rigid spin label pairs. 
Physical Chemistry Chemical Physics, 2013. 15(2): p. 619-627. 
79. Sezer, D., J.H. Freed, and B. Roux, Parameterization, molecular dynamics simulation, and 
calculation of electron spin resonance spectra of a nitroxide spin label on a polyalanine 
[alpha]-helix. Journal of Physical Chemistry B, 2008. 112(18): p. 5755-5767. 
80. Liang, Z., et al., A Multifrequency Electron Spin Resonance Study of T4 Lysozyme Dynamics 
Using the Slowly Relaxing Local Structure Model. The Journal of Physical Chemistry B, 
2004. 108(45): p. 17649-17659. 
81. Ando, N., et al., Structural and Thermodynamic Characterization of T4 Lysozyme Mutants 
and the Contribution of Internal Cavities to Pressure Denaturation. Biochemistry, 2008. 
47(42): p. 11097-11109. 
82. Lawrence, M.C., et al., The crystal structure of pneumococcal surface antigen PsaA reveals 
a metal-binding site and a novel structure for a putative ABC-type binding protein. 
Structure, 1998. 6(12): p. 1553-1561. 
83. Jeschke, G., DEER distance measurements on proteins. Annual Reviews Phys Chem, 2012. 
63: p. 419-446. 
 168 
 
84. Deplazes, E., et al., Characterizing the conformational dynamics of metal-free PsaA using 
molecular dynamics simulations and electron paramagnetic resonance spectroscopy. 
Biophysical chemistry, 2015. 207: p. 51–60. 
85. Islam, S.M. and B. Roux, Simulating the Distance Distribution between Spin-Labels 
Attached to Proteins. The Journal of Physical Chemistry B, 2015. 119(10): p. 3901-3911. 
86. Lewis, V.G., M.P. Ween, and C.A. McDevitt, The role of ATP-binding cassette transporters 
in bacterial pathogenicity. Protoplasma, 2012. 249(4): p. 919-42. 
87. Papp-Wallace, K.M. and M.E. Maguire, Manganese Transport and the Role of Manganese 
in Virulence. 2006. 60(1): p. 187-209. 
88. Begg, S.L., et al., Dysregulation of transition metal ion homeostasis is the molecular basis 
for cadmium toxicity in Streptococcus pneumoniae. Nat Commun, 2015. 6: p. 6418. 
89. Eijkelkamp, B., et al., Extracellular Zinc Competitively Inhibits Manganese Uptake and 
Compromises Oxidative Stress Management in Streptococcus pneumoniae. PLoS One, 
2014. 9(2): p. e89427. 
90. Bajaj, M., et al., Discovery of novel pneumococcal surface antigen A (PsaA) inhibitors using 
a fragment-based drug design approach. ACS chemical biology, 2015. 10(6): p. 1511. 
91. Morona, J.K., et al., Streptococcus pneumoniae Capsule Biosynthesis Protein CpsB Is a 
Novel Manganese-Dependent Phosphotyrosine-Protein Phosphatase. The Journal of 
Bacteriology, 2002. 184(2): p. 577. 
92. Ogunniyi, A.D., et al., Central Role of Manganese in Regulation of Stress Responses, 
Physiology, and Metabolism in Streptococcus pneumoniae. The Journal of Bacteriology, 
2010. 192(17): p. 4489. 
93. Yesilkaya, H., et al., Role of Manganese-Containing Superoxide Dismutase in Oxidative 
Stress and Virulence of Streptococcus pneumoniae. Infection and Immunity, 2000. 68(5): p. 
2819. 
94. Felder, C., et al., The venus flytrap of periplasmic binding proteins: An ancient protein 
module present in multiple drug receptors. AAPS PharmSci, 1999. 1(2): p. 7-26. 
95. Silva, J.J.R.F.d. and R.J.P. Williams, The biological chemistry of the elements : the 
inorganic chemistry of life. 2nd ed.. ed. 2001: New York : Oxford University Press. 
96. Giedroc, D. and A.I. Arunkumar, Metal sensor proteins: nature's metalloregulated 
allosteric switches, in Dalton Trans. 2007. p. 3107-3120. 
97. Stephanie, L.B., et al., Dysregulation of transition metal ion homeostasis is the molecular 




98. Polyhach, Y. and G. Jeschke, Prediction of favourable sites for spin labelling of proteins. 
Spectroscopy, 2010. 24: p. 651-659. 
99. Reed, G.H. and G.D. Markham, EPR of Mn(II) Complexes with Enzymes and Other Proteins, in 
Biological Magnetic Resonance Volume 6, L.J. Berliner and J. Reuben, Editors. 1984, 
Boston, MA : Springer US. 
100. Astashkin, A.V. and A. Schweiger, Electron-spin transient nutation: a new approach to 
simplify the interpretation of ESR spectra. Chemical Physics Letters, 1990. 174(6): p. 595-
602. 
101. Banerjee, D., et al., Nanometer-Range Distance Measurement in a Protein Using Mn2+ 
Tags. J. Phys. Chem. Lett., 2012. 3(2): p. 157-160. 
102. Reed, G. and G. Markham, EPR of Mn(II) complexes with enzymes and other proteins, in 
Biological Magnetic Resonance: Volume 6, L.J. Berliner and J. Reuben, Editors. 1984, 
Plenum Press: New York. p. 73-142. 
103. Akhmetzyanov, D., et al., Pulsed electronelectron double resonance spectroscopy between a 
high-spin Mn 2+ ion and a nitroxide spin label. Phys. Chem. Chem. Phys., 2015. 17(10): p. 
6760-6766. 
104. Stegmann, E., H.-J. Frasch, and W. Wohlleben, Glycopeptide biosynthesis in the context of 
basic cellular functions. Current Opinion in Microbiology, 2010. 13(5): p. 595-602. 
105. Meier, J.L. and M.D. Burkart, The chemical biology of modular biosynthetic enzymes. Chem 
Soc Rev, 2009. 38(7): p. 2012-45. 
106. Kittilä, T., et al., New Structural Data Reveal the Motion of Carrier Proteins in 
Nonribosomal Peptide Synthesis. 2016. p. 9834-9840. 
107. Challis, G.L., J. Ravel, and C.A. Townsend, Predictive, structure-based model of amino 
acid recognition by nonribosomal peptide synthetase adenylation domains. Chemistry & 
Biology, 2000. 7(3): p. 211-224. 
108. Stachelhaus, T., H.D. Mootz, and M.A. Marahiel, The specificity-conferring code of 
adenylation domains in nonribosomal peptide synthetases. Chemistry & Biology, 1999. 
6(8): p. 493-505. 
109. Hur, G.H., C.R. Vickery, and M.D. Burkart, Explorations of catalytic domains in non-
ribosomal peptide synthetase enzymology. Nat. Prod. Rep., 2012. 29(10): p. 1074-1098. 
110. Haslinger, K., et al., X-domain of peptide synthetases recruits oxygenases crucial for 
glycopeptide biosynthesis. Nature, 2015. 521(7550): p. 105-9. 
 170 
 
111. Goodrich, A.C., B.J. Harden, and D.P. Frueh, Solution Structure of a Nonribosomal Peptide 
Synthetase Carrier Protein Loaded with Its Substrate Reveals Transient, Well-Defined 
Contacts. Journal of the American Chemical Society, 2015. 137(37): p. 12100. 
112. Haslinger, K., et al., Cytochrome P450 OxyBtei catalyzes the first phenolic coupling step in 
teicoplanin biosynthesis. Chembiochem, 2014. 15(18): p. 2719-28. 
113. Brieke, C., et al., Rapid access to glycopeptide antibiotic precursor peptides coupled with 
cytochrome P450-mediated catalysis: towards a biomimetic synthesis of glycopeptide 
antibiotics. Org Biomol Chem, 2015. 13(7): p. 2012-21. 
114. Brieke, C., et al., Sequential In Vitro Cyclization by Cytochrome P450 Enzymes of 
Glycopeptide Antibiotic Precursors Bearing the X-Domain from Nonribosomal Peptide 
Biosynthesis. Angew Chem Int Ed Engl, 2015. 54(52): p. 15715-9. 
115. Herbst A., D., et al., Structural basis of the interaction of MbtH-like proteins, putative 
regulators of nonribosomal peptide biosynthesis, with adenylating enzymes. J Biol Chem, 
2012. 288(3): p. 1991-2003. 
116. Drake, E.J., et al., Structures of two distinct conformations of holo-non-ribosomal peptide 
synthetases. Nature, 2016. 529(7585): p. 235-8. 
117. Reimer, J.M., et al., Synthetic cycle of the initiation module of a formylating nonribosomal 
peptide synthetase. Nature, 2016. 529(7585): p. 239-42. 
118. Peschke, M., In vitro reconstitution of the final steps involved in teicoplanin aglycone 
production. . 2016, Ruprecht-Karls-Universität Heidelberg: Heidelberg. 
119. Tufar, P., et al., Crystal Structure of a PCP/Sfp Complex Reveals the Structural Basis for 
Carrier Protein Posttranslational Modification. Chemistry & Biology, 2014. 21(4): p. 552-
562. 
120. Lohman, J.R., et al., The crystal structure of BlmI as a model for nonribosomal peptide 
synthetase peptidyl carrier proteins. Proteins: Structure, Function, and Bioinformatics, 
2014. 82(7): p. 1210-1218. 
121. Haslinger, K., C. Redfield, and M.J. Cryle, Structure of the terminal PCP domain of the 
non-ribosomal peptide synthetase in teicoplanin biosynthesis. Proteins, 2015. 83(4): p. 711-
21. 
122. Zimmermann, S., et al., High‐resolution structures of the d‐alanyl carrier protein (Dcp) 
DltC from Bacillus subtilis reveal equivalent conformations of apo‐ and holo‐forms. FEBS 
Letters, 2015. 589(18): p. 2283-2289. 
 171 
 
123. Liu, Y., T. Zheng, and Steven d. Bruner, Structural Basis for Phosphopantetheinyl Carrier 
Domain Interactions in the Terminal Module of Nonribosomal Peptide Synthetases. 
Chemistry & Biology, 2011. 18(11): p. 1482-1488. 
124. Jaremko, M.J., et al., Structure and Substrate Sequestration in the Pyoluteorin Type II 
Peptidyl Carrier Protein PltL. Journal of the American Chemical Society, 2015. 137(36): p. 
11546. 
125. Goodrich, A.C. and D.P. Frueh, A nuclear magnetic resonance method for probing 
molecular influences of substrate loading in nonribosomal peptide synthetase carrier 
proteins. Biochemistry, 2015. 54(5): p. 1154. 
126. Samel, S.A., et al., Structural and Functional Insights into a Peptide Bond-Forming 
Bidomain from a Nonribosomal Peptide Synthetase. Structure, 2007. 15(7): p. 781-792. 
127. Haslinger, K., et al., The structure of a transient complex of a nonribosomal peptide 
synthetase and a cytochrome P450 monooxygenase. Angew Chem Int Ed Engl, 2014. 
53(32): p. 8518-22. 
128. Woithe, K., et al., Exploring the substrate specificity of OxyB, a phenol coupling P450 
enzyme involved in vancomycin biosynthesis. Organic & Biomolecular Chemistry, 2008. 
6(16): p. 2861. 
129. Schmidt, M.J., et al., EPR Distance Measurements in Native Proteins with Genetically 
Encoded Spin Labels. ACS chemical biology, 2015. 10(12): p. 2764. 
130. Haslinger, K., C. Redfield, and M.J. Cryle, Structure of the terminal PCP domain of the 
non‐ribosomal peptide synthetase in teicoplanin biosynthesis. Proteins: Structure, Function, 
and Bioinformatics, 2015. 83(4): p. 711-721. 
131. Bonvin, A.M., Flexible protein-protein docking. Curr Opin Struct Biol, 2006. 16(2): p. 194-
200. 
132. Harbort, J.S., et al., CW and Pulse EPR of Cytochrome P450 to Determine Structure and 
Function, in Future directions in metalloprotein and metalloenzyme research, G. Hanson 
and L.J. Berliner, Editors. 2017, Cham : Springer. 
133. Kulik, L.V., et al., Electron dipole–dipole interaction in ESEEM of nitroxide biradicals. 
Chemical Physics Letters, 2001. 343(3–4): p. 315-324. 
134. Kulik, L.V., et al., Electron Dipole–Dipole ESEEM in Field-Step ELDOR of Nitroxide 
Biradicals. Journal of Magnetic Resonance, 2002. 157(1): p. 61-68. 
135. Abdullin, D., et al., Comparison of PELDOR and RIDME for Distance Measurements 
between Nitroxides and Low-Spin Fe(III) Ions. Journal of Physical Chemistry B, 2015. 
119(43): p. 13534-13542. 
 172 
 
136. Milikisyants, S., et al., A pulsed EPR method to determine distances between paramagnetic 
centers with strong spectral anisotropy and radicals: The dead-time free RIDME sequence. 
Journal of Magnetic Resonance, 2009. 201(1): p. 48-56. 
137. Stoll, S. and R.D. Britt, General and efficient simulation of pulse EPR spectra. Phys. Chem. 
Chem. Phys., 2009. 11(31): p. 6614-6625. 
138. Höfer, P., et al., Hyperfine sublevel correlation (hyscore) spectroscopy: a 2D ESR 
investigation of the squaric acid radical. Chem. Phys. Lett., 1986. 132(3): p. 279-282. 
139. Nakka, K.K., et al., Non-uniform sampling in EPR--optimizing data acquisition for 
HYSCORE spectroscopy. Phys. Chem. Chem. Phys., 2014. 16(31): p. 16378-82. 
140. Bretthorst, G.L., Nonuniform sampling: bandwidth and aliasing. Concepts Magn. Reson. 
Part A Bridg. Educ. Res., 2008. 32A(6): p. 417-435. 
141. Hoch, J.C. and A.S. Stern, Maximum entropy reconstruction, spectrum analysis and 
deconvolution in multidimensional nuclear magnetic resonance. Meth. Enzymol., 2002. 
338: p. 159-178. 
142. Kazimierczuk, K., W. Kozminski, and I. Zhukov, Two-dimensional Fourier transform of 
arbitrarily sampled NMR data sets. J. Magn. Reson., 2006. 179(2): p. 323-8. 
143. Mobli, M. and J.C. Hoch, Maximum entropy spectral reconstruction of non-uniformly 
sampled data. Concepts Magn. Reson. Part A Bridg. Educ. Res., 2008. 32A(6): p. 436-448. 
144. Maciejewski, M.W., et al., Nonuniform sampling and spectral aliasing. J. Magn. Reson., 
2009. 199(1): p. 88-93. 
145. Mobli, M., et al., A non-uniformly sampled 4D HCC(CO)NH-TOCSY experiment processed 
using maximum entropy for rapid protein sidechain assignment. J. Magn. Reson., 2010. 
204(1): p. 160-4. 
146. Hyberts, S.G., H. Arthanari, and G. Wagner, Applications of non-uniform sampling and 
processing. Top. Curr. Chem., 2012. 316: p. 125-48. 
147. Mobli, M., et al., Sparse sampling methods in multidimensional NMR. Phys. Chem. Chem. 
Phys., 2012. 14(31): p. 10835-43. 
148. Paramasivam, S., et al., Enhanced sensitivity by nonuniform sampling enables 
multidimensional MAS NMR spectroscopy of protein assemblies. J. Phys. Chem. B, 2012. 
116(25): p. 7416-27. 
149. Maciejewski, M.W., et al., Data sampling in multidimensional NMR: fundamentals and 
strategies. Top. Curr. Chem., 2012. 316: p. 49-77. 
150. Mobli, M. and J.C. Hoch, Nonuniform sampling and non-Fourier signal processing methods 
in multidimensional NMR. Prog. Nucl. Magn. Reson. Spectrosc., 2014. 83: p. 21-41. 
 173 
 
151. Hyberts, S.G., et al., Ultrahigh-resolution 1H-13C HSQC spectra of metabolite mixtures 
using nonlinear sampling and forward maximum entropy reconstruction. J. Am. Chem. 
Soc., 2007. 129: p. 5108-5116. 
152. Schmieder, P., et al., Quantification of Maximum-Entropy Spectrum Reconstructions. J. 
Magn. Reson., 1997. 125: p. 332-339. 
153. Hore, P.J., NMR data processing using the maximum entropy method. J. Magn. Reson., 
1985. 62: p. 561-567. 
154. Hoch, J.C., Maximum entropy signal processing of two-dimensional NMR data. J. Magn. 
Reson., 1985. 64: p. 436-440. 
155. Hoch, J.C., et al., Maximum entropy reconstruction of complex (phase-sensitive) spectra. J. 
Magn. Reson., 1990. 86: p. 236-246. 
156. Daniell, G.J. and P.J. Hore, Maximum entropy and NMR - A new approach. J. Magn. 
Reson., 1989. 84: p. 515-536. 
157. Stern, A.S., K.-B. Li, and J.C. Hoch, Modern Spectrum Analysis in Multidimensional NMR 
Spectroscopy: Comparison of Linear-Prediction Extrapolation and Maximum-Entropy 
Reconstruction. J Am Chem Soc, 2002. 124(9). 
158. Hoch, J.C. and A.S. Stern, NMR data processing. 1996: New York : Wiley-Liss. 
159. Mobli, M., et al., An automated tool for maximum entropy reconstruction of biomolecular 
NMR spectra. Nat. Methods, 2007. 4(6): p. 467-468. 
160. Mobli, M., et al., Automatic maximum entropy spectral reconstruction in NMR. J. Biomol. 
NMR, 2007. 39(2): p. 133-9. 
161. Schmieder, P., et al., Quantification of Maximum-Entropy Spectrum Reconstructions. 
Journal of Magnetic Resonance, 1997. 125(2): p. 332-339. 
162. Stern, A.S., K.-B. Li, and J.C. Hoch, Modern Spectrum Analysis in Multidimensional NMR 
Spectroscopy: Comparison of Linear-Prediction Extrapolation and Maximum-Entropy 
Reconstruction. JACS, 2002. 124(9): p. 1982-1993. 
163. Mobli, M., Reducing seed dependent variability of non-uniformly sampled multidimensional 
NMR data. J. Magn. Reson., 2015. 256: p. 60-69. 
164. Rovnyak, D., M. Sarcone, and Z. Jiang, Sensitivity enhancement for maximally resolved 
two-dimensional NMR by nonuniform sampling. Magn. Reson. Chem., 2011. 49(8): p. 483-
91. 
165. Palmer, M.R., et al., Performance tuning non-uniform sampling for sensitivity enhancement 
of signal-limited biological NMR. J. Biomol. NMR, 2014. 58(4): p. 303-14. 
 174 
 
166. Mobli, M., A.S. Stern, and J.C. Hoch, Maximum Entropy Reconstruction, in Fast NMR data 
acquisition : beyond the Fourier transform, M. Mobli and J.C. Hoch, Editors. 2017, Royal 
Society of Chemistry: London, England. p. 252-266. 
167. Miljenovic, T., et al., A non-uniform sampling approach enables studies of dilute and 
unstable proteins. J. Biomol. NMR, 2017. 
168. Zambrello, M.A., et al., Robust and transferable quantification of NMR spectral quality 
using IROC analysis. Journal of Magnetic Resonance, 2017. 285: p. 37-46. 
169. Alecci, M., et al., Three-dimensional in vivo ESR Imaging in rats. Magnetic Resonance 
Imaging, 1990. 8: p. 59-63. 
170. Eaton, G.R., S.S. Eaton, and K. Ohno, EPR Imaging and in vivo EPR. 1991, Boca Raton, 
Florida: CRC Press. 
171. Gallez, B., et al., Use of Nitroxides for Assessing Perfusion, Oxygenation, and Viability of 
Tissues: In Vivo EPR and MRI Studies. Magn Reson Med, 1996. 35(1): p. 97-106. 
172. Gallez, B., K. Mader, and H.M. Swartz, Noninvasive Measurement of the pH inside the Gut 
by Using pH-Sensitive Nitroxides. An in Vivo EPR Study. MRM, 1996. 36. 
173. Berliner, L., In vivo EPR (ESR): Theory and Applications. Vol. 18. 2003. 
174. Epel, B. and H.J. Halpern, In Vivo pO2 Imaging of Tumors: Oxymetry with Very Low-
Frequency Electron Paramagnetic Resonance. Methods Enzymol, 2015. 564: p. 501-27. 
175. Bobko, A.A., et al., In vivo monitoring of pH, redox status, and glutathione using L-band 
EPR for assessment of therapeutic effectiveness in solid tumors. Magn Reson Med, 2012. 
67(6): p. 1827-36. 
176. Ando, T. and Y. Yonamoto, 349 - In-Situ EPR Measurement of Reactive Oxygen Species in 
Cultured Cells. 2014. p. S145-S145. 
177. A. Abdel‐Rahman, E., et al., Physiological and pathophysiological reactive oxygen species 
as probed by EPR spectroscopy: the underutilized research window on muscle ageing. 
Journal of Physiology, 2016. 594(16): p. 4591-4613. 
178. Wassall, C.D., et al., EPR Method for ex vivo Detection of Reactive Oxygen Species in 
Tissue. Biophys. J., 2012. 102(3): p. 406A-406A. 
179. Khramtsov, V.V., In vivo Spectroscopy and Imaging of Nitroxide Probes, in Nitroxides - 
Theory, Experiment and Applications, A.I. Kokorin, Editor. 2012. 
180. Rizzi, C., et al., Application of a trityl-based radical probe for measuring superoxide. Free 
Radical Biology & Medicine, 2003. 35(12): p. 1608–1618. 
181. Tseitlin, M., et al., New spectral-spatial imaging algorithm for full EPR spectra of multiline 
nitroxides and pH sensitive trityl radicals. J Magn Reson, 2014. 245: p. 150-5. 
 175 
 
182. Kunjir, N.C., et al., Measurements of short distances between trityl spin labels with CW 
EPR, DQC and PELDOR. Phys Chem Chem Phys, 2013. 15(45): p. 19673-85. 
183. Dhimitruka, I., et al., Phosphonated trityl probes for concurrent in vivo tissue oxygen and 
pH monitoring using electron paramagnetic resonance-based techniques. J Am Chem Soc, 
2013. 135(15): p. 5904-10. 
184. Amanda K. Pearce, et al., Development of a polymer theranostic for prostate cancer. 
Polymer Chemistry, 2014. 5. 
185. Rolfe, B.E., et al., Multimodal Polymer Nanoparticles with Combined 19F Magnetic 
Resonance and Optical Detection for Tunable, Targeted, Multimodal Imaging in Vivo. 
JACS, 2014(136): p. 2413-2419. 
186. Ilangovan, G., et al., In vivo measurement of regional oxygenation and imaging of redox 
status in RIF-1 murine tumor: effect of carbogen-breathing. Magn Reson Med, 2002. 48(4): 
p. 723-30. 
187. Elas, M., et al., Where it's at really matters: in situ in vivo vascular endothelial growth 
factor spatially correlates with electron paramagnetic resonance pO2 images in tumors of 
living mice. Mol Imaging Biol, 2011. 13(6): p. 1107-13. 
188. Foster, M.A., et al., In vivo detection of a pH-sensitive nitroxide in the rat stomach by low-
field ESR-based techniques. Magn Reson Med, 2003. 49(3): p. 558-67. 
189. Eteshola, E., et al., Polymer coating of paramagnetic particulates for in vivo oxygen-sensing 
applications. Biomed Microdevices, 2009. 11(2): p. 379-87. 
190. Thurecht, K.J., et al., Functional Hyperbranched Polymers: Toward Targeted in Vivo 19F 
Magnetic Resonance Imaging Using Designed Macromolecules. JACS Communications, 
2010. 132: p. 5336-5337. 
191. Frens, G., Controlled Nucleation for the Regulation of the Particle Size in Monodisperse 
Gold Suspensions. Nature Physical Science, 1973. 241(105): p. 20. 
192. Blakey, I., Z. Merican, and K.J. Thurecht, A method for controlling the aggregation of gold 
nanoparticles: tuning of optical and spectroscopic properties. Langmuir, 2013. 29(26): p. 
8266-74. 
193. Lauterbur, P.C., D.N. Levin, and R.B. Marr, Theory and Simulation of NMR Spectroscopic 
Imaging and Field Plotting by Projection Reconstruction Involving an Intrinsic Frequency 
Dimension. Journal of Magnetic Resonance, 1984. 59: p. 536-541. 
194. Kuppusamy, P., et al., High Resolution Electron Paramagnetic Resonance Imaging of 




195. Krishna, M.C., et al., Electron Paramagnetic Resonance for Small Animal Imaging 
Applications. ILAR, 2001. 42. 
196. Swartz, H.M., Using EPR to Measure a Critical but Often Unmeasured Component of 
Oxidative Damage: Oxygen. 2004. 6: p. 677-686. 
197. Kuppusamy, P., et al., Three-dimensional spectral-spatial EPR imaging of free radicals in 
the heart: A technique for imaging tissue metabolism and oxygenation. Proc. Natl. Acad. 
Sci. USA, 1993. 91: p. 3388-3392. 
198. A., B., et al., Fourier Transform EPR Spectroscopy of Trityl Radicals for Multifunctional 
Assessment of Chemical Microenvironment. Angewandte Chemie International Edition, 
2014. 53: p. 2735-2738. 
199. Liu, K.J., et al., Lithium phthalocyanine: a probe for electron paramagnetic resonance 
oximetry in viable biological systems. Proc. Natl. Acad. Sci. USA, 1992. 90: p. 5438-5442. 
200. Zhu, X., et al., Ischemic preconditioning prevents in vivo hyperoxygenation  in postischemic 
myocardium with preservation of mitochondrial oxygen consumption. Am J Physiol Heart 
Circ Physiol, 2007. 293(3): p. H1442-H1450. 
201. Khramtsov, V.V. and L.M. Weiner, Proton exchange in stable nitroxyl radicals: pH 
sensitive spin probes, in Imidazoline nitroxides, L.B. Volodarsky, Editor. 1988, CRC Press. 
p. 37-80. 
202. Khramtsov, V.V. and L.B. Volodarsky, Use of imidazoline nitroxides in studies of chemical 
reactions. ESR measurementsof the concentration and reactivity of protons, thiols and nitric 
oxide, in Spin labelling. The next Millennium., L.J. Berliner, Editor. 1998, Plenum Press: 
New York. p. 109-180. 
203. Kirilyuk, I.A., et al., Nitroxides with two pK values-useful spin probes for pH monitoring 
within a broad range. Org Biomol Chem, 2005. 3(7): p. 1269-74. 
204. Voinov, M.A., et al., Synthesis, Structure, and X-Band (9.5 GHz) EPR Characterization of 
the New Series of pH-Sensitive Spin Probes: N,N-Disubstituted 4-Amino-2,2,5,5-
tetramethyl-3-imidazoline 1-Oxyls. JOC, 2005. 70: p. 9702-9711. 
205. T. W. Graham Solomons and C.B. Fryhle, Organic Chemistry. 2011: John Wiley and sons, 
Inc. 
206. Fréchet Jean M. J, et al., Dendrimers and hyperbranched polymers: Two families of three-
dimensional macromolecules with similar but clearly distinct properties. Journal of 
Macromolecular Science, 1996. 33(10): p. 1399-1425. 
207. Tomoya Higashihara, et al., Synthesis of hyperbranched polymers with controlled degree of 
branching. Polymer Journal, 2012. 44: p. 14-29. 
 177 
 
208. Dali Wang, et al., Bioapplications of hyperbranched polymers. Chem. Soc. Rev., 2014. 44: 
p. 4023-4071. 
209. Fuchs, A.V., et al., Evaluation of Polymeric Nanomedicines Targeted to PSMA: Effect of 
Ligand on Targeting Efficiency. Biomacromolecules, 2015. 16(10): p. 3235-3247. 
210. Zhao, Y., et al., In vivo therapeutic evaluation of polymeric nanomedicines: effect of 
different targeting peptides on therapeutic efficacy against breast cancer. Nanotheranostics, 
2018. 2(4): p. 360-370. 
211. Vlasov, G.P., Starlike Branched and Hyperbranched Biodegradable Polymer Systems as 
DNA Carriers. Russian Journal of Bioorganic Chemistry, 2005. 32: p. 205-218. 
212. Yixiao Dong, et al., “One-step” Preparation of Thiol-Ene Clickable PEG-Based 
Thermoresponsive Hyperbranched Copolymer for In Situ Crosslinking Hybrid Hydrogel. 
Macromolecular Rapid Communications, 2012. 33: p. 120-126. 
213. Qi Zhu, et al., Hyperbranched polymers for bioimaging. RSC Advances, 2013. 3: p. 2071-
2083. 
214. Hayashi;, H., et al., Water-proton relaxivity of hyperbranched polymers carrying TEMPO 
radicals. Magnetic Resonance in Chemistry, 2008. 47: p. 201-204. 
215. Hong Liang, et al., Gold Nanoparticles for Cancer Theranostics. Chin. J. Chem., 2015. 33: 
p. 1001-1010. 
216. Kumar, A., et al., Gold nanoparticles functionalized with therapeutic and targeted peptides 
for cancer treatment. Biomaterials, 2012. 33(4): p. 1180-9. 
217. Zheng, L., et al., Targeted cancer cell inhibition using multifunctional dendrimer-entrapped 
gold nanoparticles. MedChemComm, 2013. 4(6): p. 1001. 
218. Xiao, T., et al., Dendrimer-entrapped gold nanoparticles modified with folic acid for 
targeted gene delivery applications. Biomaterials Science, 2013. 1(11): p. 1172. 
219. Qian, X., et al., In vivo tumor targeting and spectroscopic detection with surface-enhanced 
Raman nanoparticle tags. Nat Biotechnol, 2008. 26(1): p. 83-90. 
220. Dey, P., et al., SERS-based detection of barcoded gold nanoparticle assemblies from within 
animal tissue. Journal of Raman Spectroscopy, 2013. 44(12): p. 1659-1665. 
221. Chechik, V., et al., Spin-labelled Au nanoparticles. Faraday Discuss., 2004. 125: p. 279-291. 
222. Fuchs, A.V. and K.J. Thurecht, Stability of Trithiocarbonate RAFT Agents Containing Both 
a Cyano and a Carboxylic Acid Functional Group. ACS Macro Letters, 2017. 6(3): p. 287-
291. 
223. Benjamin A. Chalmers, et al., A novel protecting group methodology for syntheses using 
nitroxides. ChemComm, 2013. 49: p. 10382-10384. 
 178 
 
224. Blakey, I., et al., Interactions of iodoperfluorobenzene compounds with gold nanoparticles. 
Phys Chem Chem Phys, 2012. 14(10): p. 3604-11. 
225. Berliner, L.J. and H. Fujii, Magnetic-Resonance Imaging of Biological Specimens by 
Electron-Paramagnetic Resonance of Nitroxide Spin Labels. Science, 1985. 227(4686): p. 
517-519. 
226. Quaresima, V., et al., Whole Rat Electron Paramagnetic Resonance Imaging of a Nitroxide 
Free Radical by a Radio Frequency (280MHz) Spectrometer. Biochemical and Biophysical 
Research Communications, 1992. 183(2): p. 829-835. 
227. Elas, M., et al., Electron paramagnetic resonance oxygen images correlate spatially and 
quantitatively with Oxylite oxygen measurements. Clin Cancer Res, 2006. 12(14 Pt 1): p. 
4209-17. 
228. Epel, B., et al., Electron paramagnetic resonance oxygen imaging of a rabbit tumor using 
localized spin probe delivery. Med Phys, 2010. 37(6): p. 2553-9. 
229. Epel, B., et al., Comparison of 250 MHz electron spin echo and continuous wave oxygen 
EPR imaging methods for in vivo applications. Med Phys, 2011. 38(4): p. 2045-52. 
230. Redler, G., et al., In vivo electron paramagnetic resonance imaging of differential tumor 
targeting using cis-3,4-di(acetoxymethoxycarbonyl)-2,2,5,5-tetramethyl-1-pyrrolidinyloxyl. 
Magn Reson Med, 2014. 71(4). 
231. Subramanian, S., et al., Radio frequency continuous-wave and time-domain EPR imaging 
and Overhauser-enhanced magnetic resonance imaging of small animals: instrumental 
developments and comparison of relative merits for functional imaging. NMR Biomed, 
2004. 17(5): p. 263-94. 
232. Poole, C.P., Electron spin resonance : a comprehensive treatise on experimental techniques. 
1967: New York : Interscience Publishers. 
233. Bobko, A.A., et al., Trityl-based EPR probe with enhanced sensitivity to oxygen. Free 
Radical Biology & Medicine, 2009. 47: p. 654-658. 
234. Bobko, A.A., et al., Multifunctional Assessment of Tissue pO2, pH and Inorganic Phosphate 
(Pi) Using in Vivo EPR and Phosphanated Trityl Probe: Interstitial Pi as a New Prognostic 
Factor in Tumorigenesis. SFRBM, 2014. 
235. Frank, J., et al., Synthesis, Characterization, and Nanoencapsulation 
ofTetrathiatriarylmethyl and Tetrachlorotriarylmethyl (Trityl) Radical Derivatives: A Study 




236. Natterer, F., The mathematics of computerized tomography. 1986, Stuttgart: B.G. Teubner ; 
Chichester ; New York ; Brisbane. 
237. Ahmad, R., et al., Enhanced resolution for EPR imaging by two-step deblurring. Journal of 
Magnetic Resonance, 2007. 184(2): p. 246-257. 
238. Tseitlin, M., et al., Comparison of maximum entropy and filtered back-projection methods to 
reconstruct rapid-scan EPR images. J Magn Reson, 2007. 184(1): p. 157-68. 
239. Tseitlin, M., et al., Regularized optimization (RO) reconstruction for oximetric EPR 
imaging. J Magn Reson, 2008. 194(2): p. 212-21. 
240. Golub, G.H. and C.F. Van Loan, Matrix computations. Fourth edition.. ed. 2013: Baltimore : 
The Johns Hopkins University Press. 
241. Golub, G.H. and C. Reinsch, Singular Value Decomposition and Least Squares Solutions. 






Mathematical background on a computational method applied to 
create DEER structure-model 
1.1.  Introduction 
The focus of this section will be to provide a theoretical background behind the computational 
approach applied in Chapter 2 and Chapter 4 to “filter” protein structures obtained via MD simulation 
(in Chapter 2) or rigid-body docking (in Chapter 4) using DEER constraints – DEER model. 
The problem was approached as a linear least-squares problem (Eq. 1C-1) and the method is 
based on a certain decomposition of m n  matrix A discussed herein. 
, m nA y A     Eq. 1C-1 
The experimental DEER distributions were modelled using a set of n structures generated 
from MD simulations using a home-built Matlab script. Each of these MD simulated conformations 
was spin labelled in silico by attaching the spin label MTSL and computing rotamers for a particular 
residue (in accordance with the Cys-mutated and spin-labelled residues of the measured protein 
samples). For example, for AdcA Zn2+-binding protein (discussed in Chapter 2) it was T60C, T69C, 
A73C, T98C, A233C, A259C and A333C. The MTSSL rotamers were computed using the molecular 
modelling software MMM [98] using temperature ambient and the rotamer library R1A. Distance 
distributions were then computed for all k pairs of residues corresponding to the k protein mutants 
that were measured with DEER. For AdcA Zn2+ the eight pairs of labels with DEER measurements 
were simulated: (1) T60C/T98C, (2) T60C/A233C, (3) T69C/A333C, (4) A73C/A259C, (5) 
T98C/A233C, (6) T98C/A259C, (7) T98C/A333C, (8) A233C/A333C. Each computed distance 
distribution P(r) was represented as a one column array of length l (see in more details in Chapter 2 
and Chapter 4). 
Each rotamer distance distribution P(r) was normalised to unit area. The k distance 
distributions for each MD conformation were then arranged into a long column of a length m (m=k
l) and the set of conformations into a matrix A (mn). 
The experimental distance distributions were normalised to unit area and were arranged into 
a long column y of a length n. 
A column vector ω (1n) contains the contributions of each simulated protein conformation 
to the modelled experimental distance distribution. The coefficients ωi will be determined by 
minimization of the objective function q (Eq. 1C-2) which is the subject to the constraint ωi 0, 





q y A     Eq. 1C-2 
This nonnegative linear least-squares problem was solved with using the algorithm described 
in [77] and implemented in the Matlab function lsqnoneg.m. The algorithm is explained step-by-step 
in section 1.3 below. As many other regularization functions, it is based on a certain matrix 
decomposition called Singular Valued Decomposition (SVD) that allows to represent the matrix A in 
the form of A= tUSV , where U and V are orthonormal matrices, that preserve the Euclidean length 
under multiplication and allow to operate with Euclidian norms when solving the minimization 
problem: 
2
min y A   . 
1.2. Singular Value Decomposition 
Singular Value Decomposition (SVD) [240] is a generalization of eigenvalue decomposition. 
It was developed and explained by Eugenio Beltrami and Camille Jordan in 1873 and 1874 
respectively. In 1970 the algorithm for SVD calculations was designed and published by Golub and 
Reinsch [241]. 
Considering a general linear mapping A: ℋ n → ℋ m such as ,
m×nA y A   , ω ϵ ℋ n, 
y ϵ ℋ m, the matrix A can be decomposed to the product of three matrices: 
tA USV  Eq. 1C-3 
U is a unitary m× m matrix, S is an m× n diagonal matrix whose only non-zero elements σi+1 ≥ σi ≥ 0 
– called singular values and 1i i   where λi – eigenvalues of matrix A: λ1 ≥ λ2 ≥ λ3 ≥  … ≥ λn; V is 
a unitary n× n matrix; V t is a transposed matrix V. 
Columns of matrix U and matrix V are called left (ui) and right (vi) singular vectors. 
Thus, the linear mapping A y   can be written as following: 









A v u  

    Eq. 1C-5 
From Eq. 1C-5 one can see that the high-frequency components of ω are more supressed in A   
than the low-frequency components. Oppositely, the solution of the inverse problem by the 
minimization of the residual norm: 
2
min A y   amplifies the high-frequency components of y. 












      
 
  Eq. 1C-6 
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For a physical inverse problem, y – is an observed output signal and usually it might carry 
some noise. In the context of this Thesis y is an experimental distance distribution. 
1.3. Least Squares method with non-negativity constraint as lsnonneg.m 
Least squares (LSQ) approach with non-negativity constraint is a direct regularization method 
with a solution that can be directly computed, oppositely to iterative methods. LSQ method with non-
negativity constraint is incorporated in Matlab as lsnonneg.m function, and was used without any 
additional modifications to find the solution: 
 22arg minLSQ A y   , 0LSQ   Eq. 1C-7 
The algorithm has nine steps: 
1. Set all elements of ω to zero and create set Z with all indices, create empty set M. 
2. Start of the main loop: 
Compute the gradient vector g from current value of ω as  tA y A   . 
3. If Z is empty or if all elements of g with indices in Z have nonnegative value, ω is a solution. 
Termination. 
If Z is not empty and g has positive values, then continue the loop. 
4. Find the maximum element of g, which will be positive. Move its index from Z to M. 
5. Start of the possible inner loop: 
Compute matrix Apositive where the columns corresponding to indices in Z are replaced with 
zeros. Solve the linear least squares problem Apositive z=y using SVD with no constraints (Eq. 
1C-6). Components of z corresponding to indices in M will be determined. The rest of z 
elements should be set to 0. 
6. If all z elements with indices in M are positive, z is a new trial solution. Continue with the 
main loop with ω=z (step 2). 
7. If not all the z elements are positive, then only fraction of z will be accepted as a new trial 
solution. Find the index i that gives  ( )i i imin z    . 
8. Calculate the linear sum ω=ω+α(z-ω). 
9. Transfer all indices of the zero-elements in ω from M to Z, including i. Proceed to the inner 
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Figure 1 – Experimental Q-band 4-pulse DEER traces and distance distributions for double mutants 
of metal-free AdcA and Zn2+-bound AdcA isoforms. Left panels shows the DEER trace and the fit 
(Tikhonov regularisation and Gaussian fit), the right panels displays the corresponding distance 
distribution. The data are for double mutants AdcAT60C/T98C (a), AdcAT60C/A233C (b), AdcAT69C/A333C 
(c), AdcAA73C/A259C (d), AdcAT98C/A233C (e), AdcAT98C/A259C (f), AdcAT98C/A333C (g), AdcAA233C/A333C 
(h). 
(c)* - distance distributions for the mutant AdcAT69C/A333C have two distinguishable peaks. The 

















































Figure 2 – (A) Projections of an inter-dye distance E* for metal-free AdcAA73C/A259C (50 µM 
EDTA), Zn2+-loaded AdcAA73C/A259C (100 µM Zn2+) and excess EDTA (100 µM Zn2+ + 1 mM 
EDTA) with fits. Mean values of 0.65, 0.68 and 0.65 were found, respectively. (B) Projections of an 
inter-dye distance E* for metal-free AdcAT98C/A233C (50 µM EDTA), Zn2+-loaded AdcAT98C/A233C 










Figure 3 – X-band CW EPR at different temperatures of AdcAT98C/ A333C Cys-mutant in 35% d8-
glycerol with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess. The mutant was measured for 
comparison with a single labelled AdcAT60C Cys-mutant to estimate the mobility of α2β2 loop as 
explained in the main text of the Chapter. 
The observations are in agreement with the conclusions made. The Zn2+-bound conformations are 
more stable toward temperature. The metal-free conformations start melting earlier (approx. at 
T=323K, while Zn2+-bound mutants – at approx. T=343K) – EPR lineshape changed significantly 
and started to resemble an EPR spectrum of a free MTSL in solution. Presumably the AdcA protein 
unfolded. 
The presence of two MTSL spin labels on a protein molecule makes the interpretation dubious. 
Similar experiment was performed with single-labelled AdcAT98C and AdcAT60C that was more 






Figure 4 – X-band CW EPR at 298K-343K temperature range of AdcAT60C and AdcAT98C Cys-
mutants in 50% d8-glycerol with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess. Significant 






Figure 5 – Comparison of X-band CW EPR spectra of AdcAT60C and AdcAT98C Cys-mutants at 
298K in 50% d8-glycerol solution with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess: Zn2+-
bound samples show less mobility for both AdcAT60C and AdcAT98C than metal-free isoforms. 
  
 
Figure 6 – Comparison of X-band CW EPR spectra of AdcAT60C and AdcAT98C Cys-mutants at 
333K in 50% d8-glycerol solution with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess: AdcAT60C 
mutant shows more distinctive difference in spectral shape between metal-free and Zn2+-bound  
structures with temperature increase. It means that the α2β2 loop is less mobile for Zn2+-bound 
structure. For AdcAT98C mutant the difference is not significant. However, as was mentioned in the 






Figure 7 – Comparison of X-band CW EPR spectra of AdcAT60C Cys-mutant in metal-free state 
versus AdcAT98C Cys-mutant in metal-free state at 298K and 333K in 50% d8-glycerol solution 
with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess: metal-free AdcAT60C mutant is more mobile 
than metal-free AdcAT98C mutant at all temperatures within the measured range. However, as was 




Figure 8 – Comparisons of X-band CW EPR spectra of Zn2+-bound AdcAT60C mutant versus Zn2+-
bound AdcAT98C mutant at 298K and 333K in 50% d8-glycerol solution with Zn2+ (ZnCl2) added 
with a ratio of [1:5] in excess: AdcAT60C mutant has a narrower spectral line, but the broadening is 





Figure 9 – CW EPR spectra of AdcA in metal-free and Zn2+-bound states labelled at different 
positions in solution with 15% d8-glycerol with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess at 







Figure 10 (shown on the next page) – EasySpin simulation of the X-band CW EPR spectra for 
metal-free AdcAT60C Cys-mutant (shown as apo, on the left) and for Zn2+-bound AdcAT60C Cys-
mutant (shown as holo, on the right): experimental results (in black) versus Least Squares fit (in red 
dotted) at 308K-343K range. The simulation was run for the protein samples in 35% d8-glycerol 
with Zn2+ (ZnCl2) added with a ratio of [1:5] in excess. The blue arrow (shown for T=298K only) 
points to the evidence of the presence of the faster-tumbling component (discussed in the main 


















Figure 11 – EasySpin simulation of X-band CW EPR spectra for metal-free AdcAT98C Cys-mutant 
(shown as apo, on the left) and for Zn2+-bound AdcAT98C Cys-mutant (shown as holo, on the right): 
experimental results (in black) versus Least Squares fit (in red dotted) at 308K-343K range. The 
simulation was run for the protein samples in 35% d8-glycerol with Zn2+ (ZnCl2) added with a ratio 
of [1:5] in excess. The blue arrow (shown for T=298K only) points to the evidence of the presence 
of the faster-tumbling component (discussed in the main text). Note on abbreviations: tcorr – 

















Figure 12 – Rotational correlation time τC of MTSL spin label versus temperature: blue line – 
metal-free AdcAT60C; grey line – Zn2+-AdcAT60C; red line – metal-free AdcAT98C; yellow line – 
Zn2+-AdcAT98C. The simulation was run for the protein samples in 35% d8-glycerol with Zn2+ 


















τC for T60C and T98C
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Figure 13 – 
2
0C  and 
2
2C  coefficients of the orienting potential for (A) AdcAT60C and (B) AdcAT98C 
Cys-mutants calculated from the simulated X-band CW EPR spectra at RT. 
blue line: 
2
0C  metal-free  structure; grey line: 
2




structure; yellow line: 
2
2C  Zn
2+-bound structure. The simulation was run for the protein samples in 










































T98C: C20 and C22 
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Figure 14 – EasySpin simulation of X-band CW EPR spectra for  metal-free AdcAT98C Cys-mutant 
(shown as apo-, on the left) and for Zn2+-bound AdcAT98C Cys-mutant (shown as holo-, on the 
right): experimental results (in black) versus Least Squares fit (in red dotted) at 313K. The 
simulation was run for the protein samples in 35% d8-glycerol with Zn2+ (ZnCl2) added with a ratio 
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1 5.5  0.2 5.1  0.3 4.7  0.2 3.4  0.3 4.3  0.4 4.4  0.2 
2 6.4  0.5 5.4  0.4 3.9  0.3 4.2  0.3 4.7  0.2 4.7  0.2 
3 5.8  0.2 4.8  0.3 4.3  0.2 3.4  0.3 3.9  0.2 4.3  0.2 
4 6.6  0.2 7.1  0.3 4.3  0.3 4.3  0.2 4.5  0.1 4.4  0.1 
5 6.9  0.2 6.6  0.4 5.0  0.2 4.5  0.5 4.3  0.2 4.1  0.2 
a Values shown represent the average C RMSD ( S.D.) calculated by combining the last 250 ns 
of each of the five independent MD simulations of metal-free and metal-bound state, as indicated. 
The RMSD for AdcA (full-length protein), AdcAN or AdcAC were calculated using the starting 
structure of the simulation as a reference and averaged over the data set. 
 

















1-5 5.2  2.5 4.7  1.9 3.7  2.3 3.2  2.2 NA NA 
a. Values shown represent the calculated C RMSD ( S.D.) from the set of best fit MD simulations 
to the experimental DEER data using all C atoms in the AdcA and AdcAN domain in the metal-
bound or metal-free state as indicated. RMSD calculated using the most probable DEER model 





Table 2A – Analysis of the AdcAN domain loops containing metal-coordinating residues 
AdcA loop 
RMSD (Å) a 
metal-free -AdcA Zn2+-AdcA 
Loop 22 (residues 55 – 65; His63) 2.7 ± 0.3 b 1.9 ± 0.4 b 
Loop 44 (residues 135 – 144; His140) 1.3 ± 0.3 1.3 ± 0.3 
Loop 65 (residues 201 – 207; His204) 2.0 ± 0.2 1.7 ± 0.3 
Loop 108 (residues 274 – 281; Glu279) 2.0 ± 0.3 1.6 ± 0.4 
a. Values shown represent the average C RMSD ( S.D.) for the AdcAN domain loops containing 
the metal-binding residues and were calculated by combining the frames from the last 250 ns of each 
of the five independent 750-ns MD simulations of metal-free and Zn2+-bound AdcA, respectively (the 
data set). The RMSD were calculated using the starting structure of the simulation as a reference and 
averaged over the data set. 





Table 2B – Analysis of the DEER Model AdcAN domain loops containing metal-
coordinating residues 
AdcA loop 
RMSD (Å) a 
metal-free -AdcA Zn2+-AdcA 
Loop 22 (residues 55 – 65; His63) 4.2 ± 1.5 3.2 ± 0.9 
Loop 44 (residues 135 – 144; His140) 2.2 ± 0.7 1.4 ± 0.6 
Loop 65 (residues 201 – 207; His204) 1.8 ± 0.4 1.7 ± 0.4 
Loop 108 (residues 274 – 281; Glu279) 2.1 ± 0.2 1.9 ± 0.2 
a. Mean Root Mean Square Deviation (RMSD) values (± S.D.) for the AdcAN domain loops 
containing the metal-binding residues calculated from the DEER model (constructed from MD 
simulations from five independent run). RMSD calculated from the most probable DEER model 
structure. 
 
Table 3A – Inter-residue distances between loop 22 and helix 1 for metal-free-AdcA 
 Helix 1 a 
Loop 22 Thr34 Phe35 Tyr36 
Leu55 4.9 ± 1.1 7.0 ± 1.9  9.1 ± 0.9 
Ile56 5.9 ± 0.6 5.8 ± 1.0 7.8 ± 1.0 
Ala58 9.2 ± 1.6 8.5 ± 1.9 8.6 ± 1.6 
Thr60 11.4 ± 1.6 9.9 ± 2.0 12.4 ± 1.8 
Glu61 12.8 ± 1.5 12.3 ± 1.9 12.4 ± 2.2 
a Mean distances (Å) were calculated by as the inter-residue distance (C-C  S.D.) between the 




Table 3B – Inter-residue distances between loop 22 and helix 1 for metal-free AdcA using 
the DEER Model 
 Helix 1 a 
Loop 22 Thr34 Phe35 Tyr36 
Leu55 4.9 ± 0.2 6.9 ± 0.4 9.1 ± 0.5 
Ile56 5.6 ± 0.3 5.5 ± 0.4 7.8 ± 0.6 
Ala58 10.3 ± 1.4 8 ± 1.6 8.0 ± 1.6 
Thr60 11.1 ± 1.7 9.6 ± 2.0 11.1 ± 2.1 
Glu61 12.1 ± 1.6 10.9 ± 2.2 12.7 ± 2.2 
a. Mean distances (Å) were calculated as the inter-residue distance (C-C  S.D.) between the 
residue pairs for the DEER model (constructed from MD simulations from five independent 
simulations). 
 
Table 4 – Apparent FRET efficiencies of the AdcA cysteine variants 
Sample metal-free (E*) Zn2+ (E*) 
AdcAA73C/A259C 0.65 0.68 






Table 5 – Parameters of the simulation of the X-band CW EPR spectra of AdcAT60C Cys-
mutant and AdcAT98C Cys-mutant (g-tensor [2.0060, 2.0060, 2.0024], hyperfine coupling A [18 
18 96] MHz). The simulation was run for the protein samples in 35% d8-glycerol with Zn2+ 
(ZnCl2) added with a ratio of [1:5] in excess. 
  AdcAT60C mutant AdcAT98C mutant 










1.8647 2.30390 2.09330 2.62850 3.18130 1.75960 
-Zn2+ 1.7952 0.65025 1.04380 3.30100 2.36020 1.32200 
308K -metal-
free 
1.2786 2.43140 2.59980 2.12600 3.15560 1.48870 
-Zn2+ 1.5778 0.93518 1.08230 2.78390 2.12500 0.56166 
313K -metal-
free 
1.1982 2.50990 2.56780 1.90580 3.22200 1.50800 
-Zn2+ 1.4598 1.11390 1.15350 2.58800 2.07480 0.38618 
323K -metal-
free 
1.1347 2.83640 2.62560 1.69590 3.12870 1.53120 
-Zn2+ 1.2931 1.41780 1.24040 2.41500 2.07480 0.38618 
333K -metal-
free 
1.1256 3.06000 2.83800 2.54470 2.79770 1.92150 
-Zn2+ 1.2239 0.95727 0.78051 2.97950 2.07480 0.38618 
343K -metal-
free 
- - - 2.54470 2.79770 1.92150 





3) Note 1 
The simulation of the CW EPR spectra for the AdcAT60C and AdcAT98C Cys-mutants in metal-
free and Zn2+-bound states with 35% glycerol and a [AdcA:Zn2+] ratio of [1:5] were performed for 
the temperature range of 298K-343K (Table 5, Figure 10 and Figure 11). The same simulation 
parameters as for the samples with 35% glycerol and a [AdcA:Zn2+] ratio of [1:100] were used (see 
main text). The simulation was performed assuming that there is only one “slow-motion” component 
involved (discussed in the main text). 
The rotational correlation time τC has higher values for mutant AdcAT98C where the label is 
located on a helix, rather than for mutant AdcAT60C, which supports the fact that the T98C-MTSL is 
less mobile than T60C-MTSL. As shown in Figure 12, the values of τC for metal-free AdcAT60C is 
lower than for Zn2+- AdcAT60C (MTSL-T60C is more mobile in metal-free state than in metal-bound 
state). τC of MTSL-T98C is higher than τC of MTSL-T60C in both states, metal-free and metal-bound. 
This is attributed by the fact that MTSL-T98C resides on a stable helix, while MTSL-T60C is located 
on a more mobile α2β2 loop. 
The comparison between the orienting potential coefficients (
2
0C  and 
2
2C ) for AdcAT60C and 
AdcAT98C is shown in Figure 13. As was discussed in Chapter 1 (section 1.3.1), the first component 
2
0C  refers to the restricting potential for the wobbling motion, and the 
2
2C  component refers to its 
asymmetry. For the T60C-MTSL sitting on the mobile loop, both components are contributing 
approximately equally. In contrast, for the T98C-MTSL, the “wobbling motion” is prevailing in 






Understanding Mn2+-binding in the solute-binding protein PsaA using 
pulse Electron Resonance Spectroscopy in conjunction with structural 
models 
 
Figure 1 – Comparison between NO•- NO• DEER data for the PsaAV76C-K237C (A/B) and the 
PsaAV76C-K237C-D280N (C/D) samples prepared in the metal-free (shown as apo-), Zn2+ and Mn2+ 
states. (A/C) Background-corrected DEER time traces obtained at Q-band frequencies The coloured 
lines are the experimental time traces and black lines are fits calculated using Gaussian fit. (C/D) 














Figure 2 – Q-band DEER data for Mn2+-bound PsaAV76C/K237C/D280N and Mn2+-bound 
PsaAV76C/K237C. (Top) NO•-NO• DEER at T = 7.5K. (A) background-corrected DEER time traces, 
and (B) the corresponding distance distribution. (Bottom) Mn2+-NO• DEER at T=7.5K. (C) 
background-corrected DEER time traces, and (D) the corresponding distance distribution. The 
coloured lines of DEER traces are the experimental time traces and black lines are fits calculated 















Optimizing the transformation of HYSCORE data using the 
maximum entropy algorithm 
 
Figure 1 – DFT and MaxEnt spectra using time domain data recorded with the minimum 
experimental time required to definitely detect the two prominent cross-peaks in dataset-1. (A) 
US+DFT with nacc = 7 accumulations, (B) NUS+MaxEnt with nus = 0.2 and nacc = 8, and (C) 







Figure 2 – Compassion of spectral resolution obtained for constant time experiments: (A) MaxEnt 
spectrum computed with 16000 points taken with nus = 0.1 from a 400400 points uniformly 
samples matrix, and (B) DFT spectrum with 16000 point linearly sampled, 172172 matrix. (C) For 








Figure 3 – HYSCORE spectra highlighting the distortion of the ridges as def is decreased for 
dataset-2 in the region below 6 MHz. US+DFT spectrum (A) and NUS+MaxEnt spectra for 
aim = 0.5 with def = 0.5 (B), def = 0.01 (C), and def = 0.0001 (D). All spectra had the same 
measurements time: US+DFT  nacc = 4; NUS+MaxEnt  nus = 0.2, nacc = 20. A Gaussina 
window function with Tapz = 4000 ns was used on the final MaxEnt spectrum that gives peaks 







Note 1. Instruction to use the RNMRTK script are available online (https://nmrbox.org 
(https://nmrbox.org/files/umd17-maciejewski-nus-processing-tutorial.pdf), here we provide some 
information specific for HYSCORE data. The RNMRTK workflow for HYSCORE data is as 
follows: 
1) Create a shared memory section 
2) Load the binary file with HYSCORE time-domain data 
3) If NUS scheme is applied, create ‘.txt’ file with the schedule parameters: 
• NPTS [no1] [no2] is a number of points in each time dimension of the initial HYSCORE data 
• NPTS_SUB [no1   no2   0.1(0.2)] is a number of points out; depends on the NUS percentage: 10% 
or 20% in this paper 
• SW [sw1] [sw2] sets a spectral width of a dimension (in Hz) by invoking automatically the 
command SCALE to set up the first point (XFIRST) and the step XSTEP: 
XFIRST (in Hz) is set to  ; XFIRST (in s) is set to 0 
XSTEP (in Hz) is set to  ; XSTEP (in s) is set to a dwell time, 
and was set up for every dataset used in this paper as follows: 
dataset 1: dwell = 20 ns, SW = 25 MHz; 
dataset 2: dwell = 18 ns, SW = 27.7 MHz; 
dataset 3: dwell = 16 ns, SW = 31.25 MHz. 
• LW [lw1] [lw2] (in Hz) specifies the linewidth in each dimension for an exponentially decaying 
NUS schedule where Tc is the exponential time-constant of the decay. 
4) Create ‘.txt’ file with the parameters of Maximum Entropy reconstruction – msa2d function: 
• NLOOPS specifies maximum number of convergences performed by msm2d to find the best fit 
• NOUT number of points in each dimension after msa2d 
• AIM is aim described in the paper (AIM or LAMBDA must be specified depending on the regime 
used, ‘constant aim” or “constant lambda” as described in the paper) 
• DEF is def described in the paper 
5) Save reconstructed data in ‘.bin’ file for further processing. 
 
