We present an object function to generate classical atomic trajectories for given initial and final atomic configurations. By introducing an additional penalty function to the action of Passerone and Parrinello [Phys. Rev. Lett. 87, 108302 (2001)], the quality of atomic trajectories is significantly improved in terms of the accumulative deviation from the Verlet trajectories. We demonstrate that this variant of the action is useful for improving path quality, and consequently for atomic trajectory annealing. The present method can be easily and efficiently processed by parallel computation, indicating that the method is useful for studying pathways of complex systems.
I. INTRODUCTION
The accurate simulation of active molecules in complex systems is one of the most important tasks for theoretical study. Molecular dynamics (MD) simulation techniques are quite useful for an atomically detailed description of complex systems [1] [2] [3] [4] . However, an ordinary MD simulation approach fails to observe rare events where astronomically long simulations are required, due to large activation energy barriers [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The timescales associated with rare events, such as configurational transitions of complex molecular systems, are many orders of magnitude longer than those of individual atomic vibration. For this reason, an ordinary MD simulation approach is not a suitable method for the study of rare events in general [6] [7] [8] .
Significant progress, such as development of activation-relaxation technique [12] , hyperdynamics [13, 15] , parallel replica dynamics [16] , and dimer method [17] , has been made for rare event simulations. It should be noted that, in these methods, the system is not guaranteed to reach the desired final configuration in the study of rare events. In the study of rare events, it is more appropriate to incorporate the given initial and final atomic configurations explicitly in the simulation, i.e., one formulates the problem into an action minimization problem with boundary conditions [5, 6, 18, 19] . For given initial and final atomic configurations, one has to find the most probable path between the * E-mail: ihlee@kriss.re.kr † E-mail: jlee@kias.re.kr two states by optimizing a specially designed object function.
The nudged elastic band method, developed by Jónsson et al. [9] , is a heuristic method to search for a saddle point providing the activation barrier energy and the atomic configuration of the transition state. Similar methods, the string method [11] and the step and slide method [10] , are also designed for the study of rare events. However, these strategies do not take account of dynamical conditions, such as total energy conservation and the least action principle.
Recently, Passerone and Parrinello [8] proposed a powerful action-derived molecular dynamics (ADMD) method that explicitly determines the dynamical trajectory of an atomic system for given initial, {R(0)} and final, {R(τ )} atomic configurations, and a chosen simulation time interval τ [8] . This method was shown to be quite useful for the study of rare events. In ADMD simulations, one starts with an initial guess of the trajectory connecting the given initial and final configurations. The final atomic trajectory is obtained by minimizing an appropriate action starting from the initial guess. However, in practical application of the original ADMD method to a system, we observe that the final results of the atomic trajectories strongly depend on the initial guess [20] . In this paper, as a solution to this problem, we introduce an additional penalty function term to the original action. We show that, based on the measurement of the OnsagerMachlup action [6] , the proposed action provides paths of significantly better quality, compared to those from the original action.
The organization of the paper is as follows. In Sec. II, we summarize the original ADMD method by Passerone and Parrinello. In Sec. III, we present the extended action containing the control of kinetic energy. In Sec. IV, we suggest the one-way multigrid approach as an efficient action minimization method. Concluding remarks are given in the final section.
II. PASSERONE AND PARRINELLO'S ADMD METHOD AND THE QUALITY OF A TRAJECTORY
We look for classical atomic trajectories, {R j } of an N -atom conservative system with given potential energy, V ({R}). The trajectories start at the point {R j=0 }(= {R(0)}) at time t = 0 and finish at the point {R j=P }(= {R(τ )}) at time t = τ . Atomic units ( = m e = e = 1) are used throughout this paper.
Passerone and Parrinello proposed an action, Θ({R j }, E) to generate an atomic trajectory for given sets of initial, {R(0)} and final, {R(τ )} configurations [8] . The dynamical trajectory, {R j }, can be obtained by minimizing the following discretized action, mimicking the least action principle in classical mechanics.
Here the first term stands for a discretized classical action S of an N -atom system interacting by a given potential V ({R}). The number of intermediate configurations between the two end points is set to P − 1, and M I is the atomic mass of atom I. The discretized time interval and the time step index are represented by ∆(= τ /P ) and j (= 0, 1, 2, . . . , P ), respectively. The instantaneous total energy, E j , at time step j is defined by [8] 
The initial and final configurations are fixed during the minimization of the action Θ. The second part of the action Θ is a penalty term, and the role of the parameter µ is to control the value of the total energy of the system close to the target energy E along the path [8] .
An arbitrary atomic trajectory satisfying the boundary conditions can be represented by a straight line between the two points plus a series of sine functions as shown below [8, 19] .
Now, the problem is to find a solution {R j } which minimizes the discretized action Θ({R j }, E) for given E. In principle, rigorous application of a global optimization method such as simulated annealing [21] should solve the problem. However, generally speaking, many global optimization problems are non-trivial, and we focus on a local minimization procedure in the present study.
One of the advantages of the ADMD method is that its calculation can be easily and efficiently parallelized. At each path relaxation step in the object function minimization procedure, one has to evaluate the potential energy function and the atomic forces for P − 1 independent configurations. Since these P − 1 calculations are the most time-consuming part of the ADMD simulation, and since they are completely independent of each other, one can easily take advantage of parallel computation with high parallel efficiency. In Fig. 1 , we show a flowchart of the ADMD algorithm.
In the ADMD simulation, it is important to check the quality of the resulting trajectory, based on the fact that the trajectory satisfies Newton's equations of motion, i.e., it follows closely the Verlet trajectory [5, 6, 8] . The key quantity for this estimation is the discretized Onsager-Machlup action [6, 8] ,
The trajectory of O = 0, i.e., all the arguments in the parentheses become zero, is known as the Verlet trajectory [22] . The smaller the value of O, the more closely the corresponding trajectory follows the Verlet trajectory. Therefore, the quality of a trajectory is often measured [6] by the value of the Onsager-Machlup action, O
[6], and we will adopt this in this work.
III. IMPROVED PATH QUALITY
When performing the original ADMD simulation we often encounter a situation where the final converged trajectory depends strongly on the initial assignment of the expansion coefficients, {a k } [20] . Here we illustrate this problem in a specific example, where we perform several ADMD simulations, by using various sets of initial trajectories, of a Stone-Wales (SW) defect formation [23] in a C 60 molecule [24, 25] . In this example, the problem is to find the most probable transition path connecting the initial configuration of the perfect Buckyball to the final configuration containing a SW defect. Tersoff's empirical interatomic potential [26] is used. We have generated four different initial trajectories by assigning random sets of {a k }. Using these initial trajectories, the Passerone and Parrinello's action Θ is minimized. We find that, although the total energies are well conserved for all cases, the final converged trajectories are quite sensitive to the initial assignment of {a k }, and they are significantly different from each other. Consequently, the kinetic energy, the potential and kinetic energy fluctuations, and the value of the Onsager-Machlup action O are quite different from trajectory to trajectory. We find that the time-averaged kinetic energy fluctuates quite significantly from atom to atom. This large kinetic energy fluctuation is intuitively undesirable, and it would be quite useful if one could introduce a procedure which assigns an appropriate value of kinetic energy to all atoms in the system, so that the kinetic energy fluctuates significantly less than in the cases of the four trajectories above. In this work, by introducing such a procedure of kinetic energy control, we demonstrate that the quality of the resulting trajectories is significantly improved, compared to the original ADMD results.
In order to control the kinetic energy of each atom, we introduce an additional penalty term to the Passerone and Parrinello's action, and the extended actionΘ becomes
where,
is the instantaneous kinetic energy of the atom I at time step j, K I is its time-average value over the entire trajectory (P steps), T is the target temperature of the system which we set, and k B is Boltzmann's constant. The parameter ν controls the strength of the kinetic energy enforcement to the value corresponding to the target temperature.
With the proposed actionΘ to be minimized, we repeated the ADMD simulations by using the same initial assignment of {a k } as above. We used the target temperature T = 500 K and ν = 10 10 a.u. The total energy conservation is as well established as in the original ADMD simulations. Compared to the original ADMD simulation results in the four separate cases above, the final converged trajectories are relatively similar to each other, representing insensitivity of the initial assignment of {a k } in the case of the proposed approach. When we measure the Onsager-Machlup action O, we find that the quality of the paths from the proposed extended action is significantly improved by a factor of ∼ 7 on average. Apart from the fact that the time-averaged kinetic energy has little fluctuation due to the newly-introduced penalty term, we observe that the fluctuation of O, from the variation of the random initial trajectories, is also reduced.
In Fig. 2 , we plot the distribution of the components of the vector {2R
lected from the final converged trajectories from both the present and the original ADMD simulations. We find that the data fit well to Gaussian distributions for both ADMD results. Apparently, the width of the distribution from the present method is smaller than that from the original method, showing that the present method provides atomic trajectories of better quality. One technical aspect of the proposed approach is the determination of the appropriate values of the target temperature T and the parameter ν. In the original ADMD method, the values of the total energy E and the parameter µ can be set to an appropriate value [8] . Fig. 3 . Scalar components of {a k } for the final converged path obtained by the present ADMD simulation. The system under investigation is the fusion process of two C60 molecules into a carbon capsule C120. The importance of the slowly varying components in the atomic path construction is illustrated. We observe large variation of sine expansion coefficients in the low-frequency regime.
Once the values of E and µ are set, and the values of potential energy are evaluated in the given initial and final configurations of a system, several values of T can be tried. Typically, the kinetic energy is bounded by the energy difference between the total energy E and the potential energy value of either the initial or the final configuration. Regarding the parameter ν, we have tried several values in the range between 10 8 a.u. and 10 11 a.u. We find that the results are insensitive to the particular choice of ν. It should be noted that the target temperature T is only a parameter to control the timeaveraged kinetic energy in ADMD simulations, and we do not intend to interpret it as a physical quantity. In a practical calculation of an atomic trajectory, one needs a procedure to assign the path of each atom of the system under consideration, from the initial to the final configuration. Especially, when dealing with identical particles, there is a set of free parameters associated with the relative translational and rotational degrees of freedom between the initial and final configurations. We have used the least square superposition of two atomic coordinate sets via the quaternion method [27] . The first coordinate set is fixed while the second one is rotated and translated to provide the best fit. In complex cases, we introduce an atomic index exchange procedure prior to the ADMD simulation to best superpose the initial atomic positions on the final ones. For this purpose, we use a simulated annealing method [21] .
IV. ONE-WAY MULTIGRID METHOD
It should be noted that very-high-frequency components of the sine expansion of the final converged trajectory are typically quite small, whereas the amplitudes of low-frequency components are large. For example, we consider the fusion process of two C 60 molecules into a C 120 carbon capsule molecule [28] as shown in Fig. 3 . We choose the chirality of the capsule to be that of the (5,5) carbon nanotube. In the simulation, we place two C 60 molecules separated by 9.9Å center-to-center as shown in the figure. Before applying the ADMD simulation, the potential energies of initial and final configurations are separately minimized by the conjugate gradient minimization method [29] , so that each of them corresponds to the most stable structure of its potential energy basin.
The ADMD simulation of the C 120 fusion process is quite a non-trivial example of complicated kinetic configurational rearrangement, since it involves many StoneWales [23] -type bond rotations. In Fig. 3 , we show typical Fourier components of the final path. We find that the low-frequency components of {a k } fluctuate greatly from atom to atom, while the amplitudes of highfrequency components are all quite small. This indicates that the multigrid method is efficient for obtaining good final converged trajectories [29, 30] .
Direct application of the conjugate gradient method [29] to a trajectory containing high-frequency components of the sine expansion coefficients is not an efficient approach for action minimization, since slowly varying low frequency components of the trial trajectory do not converge well. Therefore, when performing path relaxation, it is convenient to start with a path containing low-frequency components only and to move on by gradually adding higher-frequency components to the path to accelerate the convergence [8] .
The object function minimization is carried out with several levels of accuracy defined by the ever-increasing number of sine expansion coefficients {a k }, as typically performed in the one-way multigrid electronic structure calculations [30] . We have used seven levels of accuracy and applied the conjugate gradient minimization method [29] at each level. The output of a lower-level calculation is iteratively used as the input for the next-level calculation, following the one-way multigrid schedule. During the multigrid calculation, the number of configurations, P , is fixed.
A typical convergence plot of the value of the object functionΘ during the one-way multigrid minimization procedure is shown in Fig. 4 . The three components of the action, the discretized classical action and the two penalty function terms, are shown in the figure. In addition, we have evaluated the discretized Onsager-Machlup action O. We observe that the values of the total energy and the time-averaged kinetic energy rapidly approach their pre-assigned values in the early stages of simulations, indicating the numerical stability of the proposed ADMD method. When a path is converged by the minimization procedure the contribution of the second penalty term (kinetic-energy control term) to the value of the total object function is minimal. This demonstrates that the proposed ADMD approach can identify a trajectory satisfactory in terms of the small value of Fig. 4 . Convergence characteristics of various quantities during a typical minimization process of the extended actioñ Θ. Atomic units are used for the vertical axis. The object function consists of three terms: a discretized action S and two penalty function terms for total and kinetic energy controls. The contribution of the second penalty term to the object function is minimal (less than 0.1 %) when the trajectories are converged. We use µ = 10 8 a.u., ν = 10 10 a.u., E=−14.6 a.u., T =500 K, τ = 2.47 × 10 4 a.u., and P =100. The mass of a carbon atom is 2.2054 × 10 4 a.u.
O from many possible trajectories which one would have obtained by following the original version of ADMD simulation by Passerone and Parrinello, and the path relaxation procedure utilizing the proposed extended action can be thought of as a trajectory annealing.
V. CONCLUSIONS
We have proposed an extended action for the ADMD simulation that consists of three terms: a discretized classical action and two penalty function terms to control both the total energy and the time-averaged kinetic energy of each atom.
The quality of atomic trajectories obtained by the proposed ADMD method is significantly improved in terms of the smaller value of Onsager-Machlup action, compared to that from the original ADMD method. The proposed action is useful for improving path quality, and can be used as an atomic trajectory annealing method. This feature was demonstrated by the fact that the path derived from the proposed ADMD method is also a solution of the original method by Passerone and Parrinello, the difference being only the smaller value of the OnsagerMachlup action.
The ADMD calculation can be easily and efficiently processed by parallel computation, indicating that the method is useful for studying pathways of complex systems. The implementation of the proposed approach for a general system is quite straightforward, as in the case of ordinary molecular dynamics simulations, since the only requirement is to evaluate the potential energy and the atomic forces. 
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