Markovian perturbation, response and fluctuation dissipation theorem by Dembo, Amir & Deuschel, Jean-Dominique
ar
X
iv
:0
71
0.
43
94
v2
  [
ma
th.
PR
]  
17
 Fe
b 2
01
0
MARKOVIAN PERTURBATION, RESPONSE AND
FLUCTUATION DISSIPATION THEOREM
AMIR DEMBO∗ JEAN-DOMINIQUE DEUSCHEL†
Abstract. We consider the Fluctuation Dissipation Theorem (FDT) of sta-
tistical physics from a mathematical perspective. We formalize the concept of
“linear response function” in the general framework of Markov processes. We
show that for processes out of equilibrium it depends not only on the given
Markov process X(s) but also on the chosen perturbation of it. We charac-
terize the set of all possible response functions for a given Markov process
and show that at equilibrium they all satisfy the FDT. That is, if the initial
measure ν is invariant for the given Markov semi-group, then for any pair of
times s < t and nice functions f, g, the dissipation, that is, the derivative in s
of the covariance of g(X(t)) and f(X(s)) equals the infinitesimal response at
time t and direction g to any Markovian perturbation that alters the invariant
measure of X(·) in the direction of f at time s. The same applies in the so
called FDT regime near equilibrium, i.e. in the limit s→∞ with t − s fixed,
provided X(s) converges in law to an invariant measure for its dynamics. We
provide the response function of two generic Markovian perturbations which
we then compare and contrast for pure jump processes on a discrete space, for
finite dimensional diffusion processes, and for stochastic spin systems.
1. Introduction and outline
One of the fundamental premises of statistical physics, the Fluctuation Dissipa-
tion Theorem (FDT), follows from the assumption that the response of a system in
thermodynamic equilibrium to a small external perturbation is the same as its re-
laxation after a spontaneous fluctuation. The FDT provides an explicit relationship
between the equilibrium fluctuation properties of the thermodynamic system and
its linear response (e.g. susceptibility), which involve out-of-equilibrium quantities.
As such it relates the dissipation of dynamics at thermal equilibrium of molecular
scale (i.e. microscopic) models, with observable macroscopic response to external
perturbations, allowing the use of microscopic models for predicting material prop-
erties (in the context of linear response theory). Among notable special cases of
the FDT are the Einstein relation between particle diffusivity and its mobility [8]
(or the recent accounts in [11], [19] and [20]), and the Johnson-Nyquist formula [22]
for the thermal noise in a resistor.
Date: June 17, 2007; Revised: February 16, 2010.
∗Research partially supported by NSF grants #DMS-0806211, #DMS-0406042 and #DMS-
FRG-0244323.
†Research partially supported by DFG grant #663/2-3.
AMS (2000) Subject Classification: Primary: 60J25, 82C05, Secondary: 82C31, 60J75,
60J60, 60K35
Keywords: Markov processes, Out of equilibrium statistical physics, Langevin dynamics,
Dirichlet forms, Fluctuation Dissipation Theorem.
1
2 AMIR DEMBO JEAN-DOMINIQUE DEUSCHEL
When deriving the FDT in equilibrium statistical physics one typically starts
from a measure µ0(·) which is often a Gibbs measure, characterized by a Hamil-
tonian H(·), and a dynamics X(s) for which this measure is invariant. For δ > 0
small, one perturbs the dynamics so it becomes invariant for the Gibbs measure
corresponding to the Hamiltonian H(·) + δf(·). The linear response measures the
effect of applying such perturbation at time s on the rate of change, as δ ↓ 0 in the
value of a test function g(·) at time t > s (often taking f = g to be the state variable
of the dynamics in question). This response function (of s and t) is then compared
to the rate of change in s of the covariance between f(X(s)) and g(X(t)) at equi-
librium, in the non-perturbed dynamics, whereby the FDT states that the ratio
between these two functions is merely β, the inverse of the system’s temperature.
Whereas the FDT is well established and understood in physics, at least in
or near thermal equilibrium, see [16, 17], our goal here is to provide its rigorous
derivation from a mathematical perspective, as a result about perturbations of
Markovian semi-groups. This is easy to do in special (simple) cases, most notably,
when dealing with a Markov process on a finite state space. Aiming here instead
for a unified derivation, we formalize in Definition 2.7 the concept of having a
linear response function in the general framework of a family of continuous time,
homogeneous Markov processes Xf(·) that are invariant for the measures µf (·) =
efµ0(·) (see Assumption 2.5 for the precise setting). In our definition, the response
function RXf ,g(s, t) depends on the initial position of the process at time 0, thereby
allowing us to study the effect of the initial measure on the FDT relation. Though
this function is uniquely defined per family Xf(·), it depends not only on the given
Markov process X(·) but also on the chosen perturbation Xf(·) of it (compare for
example Theorems 4.1 and 4.2). In Theorem 2.10 we characterize the set of all
possible response functions for a given Markov process X(·) and show that they
all satisfy the FDT relation (2.13). It states that if the initial measure µ0(·) is
invariant for the underlying Markov process X(·), then the dissipation, that is the
derivative in s of the covariance between f(X(s)) and g(X(t)) for s < t equals the
µ0-average of the infinitesimal response RXf ,g(s, t) to any Markovian fluctuation
Xδf(·) that for δ ↓ 0 alters the invariant measure of X(·) in the direction of test
function f(·) at time s, as registered at time t via test function g(·). We show
in Corollary 2.13 that this FDT relation holds in the limit s → ∞ and t − s
fixed, whenever the initial measure is such that the law of X(s) converges (in the
appropriate sense) to an invariant measure µ0(·) and in Proposition 2.14 we specify
the set of all possible response functions in case of µf -symmetric (i.e. reversible)
Markovian perturbations. Note that the FDT relation has to do with invariance of
µ0(·) but does not require the Markov process X(·) to be reversible with respect
to µ0(·). To further demonstrate how widely this theory can be used, we construct
in Section 3 two generic families of Markov perturbations satisfying Assumption
2.5, which apply for any Markov process (subject only to mild restrictions on the
domain of certain generators). Namely, the time change of Propositions 3.1 and
3.4 and the generalized Langevin dynamics of Proposition 3.2 (in the symmetric
case) and Proposition 3.8 (in the general, non-symmetric case). The bulk of the
mathematical work in this paper is in proving that these two generic families admit
a response function per Definition 2.7. This is done in Theorems 4.1 and 4.2 of
Section 4 which also provide an explicit formula for the response function in each
case.
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Moving to examples of specific Markov processes, in Proposition 5.1 we use the
simple sufficient condition of Proposition 2.9 for the existence of a response func-
tion, to show that essentially all choices of the response function that are possible
per Theorem 2.10 are indeed attainable in the context of pure jump processes on a
discrete state space. We also demonstrate there how to create a host of perturba-
tions via cycle decomposition (for example, perturbation of a Metropolis dynamics,
or of a Glauber dynamics). In Section 6 we illustrate our generic Langevin pertur-
bation for diffusion processes on connected, compact, smooth, finite dimensional
manifolds without boundary, showing in Proposition 6.1 that it is generated in this
case by the addition of a smooth drift, which for symmetric diffusions is of gradient
form. Finally, in Section 7 we demonstrate the flexibility of our framework by con-
sidering such a perturbation for infinite dimensional diffusion processes associated
with stochastic spin systems in the setting of Gibbs distributions.
All our derivations and results apply even when the Markov process X(·) has
more than one invariant measure (as is often the case in statistical physics when
the system’s temperature is sufficiently low), and most of them apply also for non-
reversible dynamics (i.e. having non-symmetric semi-groups).
We note in passing that the appearance of β in the FDT in physics is merely
due to the definition of Gibbs measure as proportional to e−βH , with H the cor-
responding Hamiltonian, and not counting β as part of the perturbation δf . It
makes more sense for the mathematical version of the FDT to not mention β (so
it in effect corresponds to doing statistical physics at β = 1). Also, though from
a mathematical point of view the response function can not be defined solely in
terms of the given Markov process X(·), this is never an issue in physics, whereby
viewing the (Markov) dynamics as a classical approximation of a quantum sys-
tem, the perturbation of its Hamiltonian in direction f(·) uniquely defines also the
perturbed quantum system dynamics, hence its classical approximation Xf(·) (for
example, see the physics based derivation in [14] of the FDT in quantum statistical
mechanics).
2. General theory: FDT at or near equilibrium
A continuous time, homogeneous, strong Markov process X(t) with values in a
complete, separable metric space S is defined on a fixed probability space (Ω,F ,P).
We assume that X(t) has right continuous sample path and Markov semi-group
Pth(x) = Ex(h(X(t))) ∈ Cb(S) for any h ∈ Cb(S). Let D(Pt) denote the domain of
Pt with respect to the supremum norm. That is, the closed vector space D(Pt) =
{h ∈ Cb(S) : ‖Pth − h‖∞ → 0 as t → 0} on which Pt is strongly continuous and
such that Pt : D(Pt) 7→ D(Pt) and denote by D(L) the domain of the generator L :
D(L) 7→ D(Pt) of the semi-groupPt (i.e. D(L) := {h ∈ D(Pt) : t−1(Pth−h)→ Lh
in (D(Pt), ‖·‖∞) for t ↓ 0}), which is a dense subset of (D(Pt), ‖·‖∞). Recall that if
g ∈ D(L) then t 7→ Ptg : R+ 7→ D(L) is differentiable and ∂tPtg = LPtg = PtLg.
For example, when S is compact one often has D(Pt) = Cb(S) whereas for
S = Rd one typically has D(Pt) = {h+ c : c ∈ R, h ∈ C0(S)} for the space C0(S) of
continuous functions that vanish at infinity.
The following hypothesis applies throughout.
Assumption 2.1. We assume that D(Pt) is an algebra under point-wise multi-
plication and a dense subset of L2(µ) for any probability measure µ. We consider
test functions in a linear vector space G ⊆ D(L) such that G is an algebra with
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1 ∈ G and that G is dense in (D(Pt), ‖ · ‖∞). Setting Ĝ := {Ptg : g ∈ G, t ≥ 0}, we
further assume that φ(g) ∈ G, Lg ∈ G and gĥ ∈ D(L) for all g ∈ G, ĥ ∈ Ĝ and any
φ ∈ C∞(R).
As usual we say that a finite measure µ on S is invariant for Pt if 〈Ptg〉µ :=∫
Ptgdµ =
∫
gdµ for all g ∈ BS and t ≥ 0. Since G ⊆ D(L) is dense in L2(µ), this
is equivalent to
∫ Lĝdµ = 0 for all g ∈ Ĝ.
A key role is to be played by the symmetric bi-linear operator
Γ(f, g) = L(fg)− fL(g)− gL(f) ,
whose domain is D(Γ) := {(f, g) : f ∈ D(L), g ∈ D(L), fg ∈ D(L)} ⊆ D(Pt) ×
D(Pt). One may instead define Γ as the carre´ du champ operator for the Dirichlet
form associated with a µ0-symmetric semi-group Pt, thus possibly having a larger
domain (c.f. [2, Proposition I.4.1.3]). However, in either case G × G is a dense
subset of D(Γ), which is all we use in this paper.
Let ν = ν0 denote the initial measure of X(0) and νt := ν ◦Pt the corresponding
measure of X(t). Fixing 0 ≤ s < t < ∞ and f ∈ L2(νs), g ∈ L2(νt), we denote
the covariance of the random variables f(X(s)) and g(X(t)) by Kf,g(s, t). By the
Markov property we have,
(2.1) Kf,g(s, t) = 〈Ps(fPt−sg)〉ν − 〈Psf〉ν〈Ptg〉ν .
The next lemma provides useful formulas for the derivative of the covariance
with respect to s.
Lemma 2.2. For any f, g ∈ G and all 0 ≤ s < t <∞,
∂sKf,g(s, t) = 〈PsL(fPt−sg)〉ν − 〈Ps(fPt−sLg)〉ν − 〈PsLf〉ν〈Ptg〉ν(2.2)
=
∫
S
PsΓ(f,Pt−sg)dν +KLf,g(s, t) .(2.3)
Suppose ν is invariant for Pt. Then,
(2.4) ∂sKf,g(s, t) = −〈fLPt−sg〉ν .
If in addition Pt is ν-symmetric (i.e. 〈fPtg〉ν = 〈gPtf〉ν for all f, g ∈ BS), then
(2.5) ∂sKf,g(s, t) = 1
2
〈Γ(f,Pt−sg)〉ν .
Proof: Fix f, g and s, t as in the statement of the lemma, and δ > 0. Let D denote
the right-hand-side of (2.2), h = Lg, ∆δ = Pδ − I and ∆̂δ = δ−1(Pδ − I) − L. It
is not hard to verify that
δ−1(Kf,g(s+ δ, t)−Kf,g(s, t))−D = 〈Ps∆̂δfPt−sg〉ν − 〈Ps+δfPt−s−δ∆̂δg〉ν
+ 〈Ps+δfPt−s−δ∆δh〉ν − 〈Ps∆δfPt−sh〉ν + 〈Ps∆̂δf〉ν〈Ptg〉ν .
Recall that {Pt} is contractive for the supremum norm while ‖∆δh‖∞ → 0 and
‖∆̂δh‖∞ → 0 as δ ↓ 0 for each fixed h ∈ D(L). Since f is bounded with f , g,
fPt−sg and fPt−sh in D(L), it follows that
lim
δ↓0
δ−1(Kf,g(s+ δ, t)−Kf,g(s, t)) = D .
Similar computation applies for the case of δ < 0, thus establishing (2.2). Since
Pt−sLg = LPt−sg for g ∈ G, the equality (2.3) is a direct consequence of (2.1) and
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the definition of Γ(·, ·). To derive (2.4) note that
D = 〈L(fPt−sg)〉νs − 〈fLPt−sg〉νs − 〈Lf〉νs〈Ptg〉ν .
If ν is invariant for Ps then νs = ν and further 〈Lh〉νs = 0 for any h ∈ D(L).
Consequently, in this case D = −〈fLPt−sg〉ν yielding (2.4). If in addition Pt is
ν-symmetric, then obviously 〈fLh〉ν = 〈hLf〉ν for all f, h ∈ D(L), so (2.5) holds
by the definition of Γ(·, ·).
Definition 2.3. The G-convergence as s → ∞ of probability measures νs on S to
a probability measure µ on S, denoted νs G→ µ, means that 〈h〉νs → 〈h〉µ as s→∞,
for any fixed h ∈ {f ĝ ,L(f ĝ) : f ∈ G, ĝ ∈ Ĝ}.
For example, the weak convergence of νs to µ implies that νs
G→ µ as well.
Corollary 2.4. If νs = ν ◦ Ps G→ µ as s → ∞, then (2.2) implies that for all
f, g ∈ G, and any fixed τ ,
lim
s→∞
∂sKf,g(s, s+ τ) = 〈L(fPτg)〉µ − 〈fPτLg〉µ − 〈Lf〉µ〈Pτg〉µ .
If in addition Pt is µ-symmetric then by (2.5),
lim
s→∞
∂sKf,g(s, s+ τ) = 1
2
〈Γ(f,Pτg)〉µ .
Given an invariant probability measure µ0 for Pt we consider throughout the
following setting (where the Banach space B is typically L2(µ0) or (Cb(S), ‖ · ‖∞)).
Assumption 2.5. The norm topology on a Banach space (B, ‖ · ‖) of µ0-integrable
functions is finer than the one induced by L1(µ
0) and ‖h‖ ≤ ‖h‖∞ for all h ∈
D(Pt) ⊆ B. For each f ∈ G there exists a continuous time, homogeneous Markov
process Xf(t) with a contractive semi-group Pft on (B, ‖·‖) such that ‖Pft h−h‖ → 0
as t → 0 for any h ∈ D(Pt) and the finite, positive measure µf on S such that
dµf/dµ0 = ef is invariant for Pft . Further, X
0(t) = X(t), the subspace G is
contained in the domain of the generator Lf of Pft , and Lfg ∈ G for all g ∈ G.
Remark 2.6. It is easy to verify that all results and proofs of this section remain
valid in case µf = eΦ(f)µ0 as long as Φ : G → BS is such that for any fixed f ∈ G
the functions ψδ := δ
−1(eΦ(δf) − δf − 1) converge to zero in L1(µ0) when δ ↓ 0.
The FDT is about the relation between derivatives of the covariance at equi-
librium and the response of the system to small perturbation out of equilibrium.
We turn now to the rigorous definition of the latter (see also Proposition 2.9 for
an easy sufficient condition for existence of such response, in case L is bounded on
(B, ‖ · ‖)).
Definition 2.7. Assume 2.5 and that for any f ∈ G there exists a linear operator
Af : D(Af ) 7→ B whose domain D(Af ) contains Ĝ, and such that s 7→ AfPsg is
strongly continuous in (B, ‖ · ‖) for each g ∈ G. If moreover, for any T ≥ 0, ĝ ∈ Ĝ,
all t ∈ [0, T ] and δ > 0,
(2.6) ‖δ−1(Pδft −Pt)ĝ −
∫ t
0
PsAfPt−sĝds‖ ≤ ηδt ,
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and ηδ = ηδ(f, ĝ, T )→ 0 as δ ↓ 0, then we call
(2.7) RXf ,g(s, t) = PsAfPt−sg ∈ B
(which for any t ≥ 0 is strongly integrable on [0, t]), the response function (at time
t and direction g) for the Markovian perturbations Xf(·) on G (applied at time s).
Note that RXf ,g(s, t) is uniquely defined per given Markovian perturbations
Xf(·). Indeed, suppose that for some f ∈ G the inequality (2.6) holds for the same
semi-groups Pδft and both linear operators Af and A˜f . Then, taking δ ↓ 0 we see
that the linear operator ∆A = A˜f −Af is such that for all t > 0 and ĝ ∈ Ĝ,
(2.8) t−1
∫ t
0
Ps∆Aĝds+ t
−1
∫ t
0
Pt−s∆A(Ps − I)ĝds = 0 .
With Ps strongly continuous, upon taking t ↓ 0 the left-most term converges to
∆Aĝ, whereas t
−1
∫ t
0
Pt−s∆A(Ps − I)ĝds → 0 by the contractivity of Pt−s on
(B, ‖ · ‖) and the assumed strong continuity of∆APsĝ. Consequently, Af = A˜f on
the set Ĝ, and so using either operator in (2.7) leads to the same response function.
As we demonstrate next, RXf ,g(u, a + t + b) of (2.7) is merely the effect in
“direction” g and at time a + t + b, of a small perturbation of the dynamics in
“direction” f during the time interval u ∈ [a, a + t], in agreement with the less
formal definition of response function one often finds in the literature.
Corollary 2.8. For any f, g ∈ G, each T ≥ a, b, t ≥ 0 and all δ > 0, a response
function of the form (2.7) must satisfy the inequality
(2.9) ‖δ−1Pa(Pδft −Pt)Pbg −
∫ a+t
a
RXf ,g(u, a+ t+ b)du‖ ≤ ηδt ,
for ηδ = ηδ(b, f, g, T )→ 0 as δ ↓ 0.
Proof: Using the expression (2.7) to write (2.9) more explicitly, one finds that for
a = 0 the latter is precisely (2.6) for v = b, hence it obviously holds. Moreover, in
case a > 0 we merely consider the norm of Pah
δ, where hδ is the element of B the
norm of which we consider in (2.6). As Pa is contractive on (B, ‖ · ‖), we have that
(2.9) holds also in this case.
We provide now an explicit sufficient condition for the existence of a response
function of the form (2.7) when Lf , L and Af are bounded operators (as is the
case in the setting of Section 5).
Proposition 2.9. Assume 2.5 holds. If for each f ∈ G, the operators Af , L, Lδf ,
δ > 0 are bounded on (B, ‖ · ‖) and the corresponding operator norms are such that
(2.10) lim
δ↓0
‖δ−1(Lδf − L)−Af‖ = 0 ,
then (2.6) holds and AfPsg is strongly continuous, for each g ∈ G.
Proof: Since ‖AfPs+vg − AfPvg‖ ≤ ‖Af‖ ‖Psĝ − ĝ‖ for ĝ = Pvg, the strong
continuity of s 7→ AfPsg is a direct consequence of the strong continuity of Ps on
its domain. Fixing f, g ∈ G and v ≥ 0 it remains only to show that t−1‖ρδt‖ → 0 as
δ ↓ 0, uniformly over t ∈ (0, T ], where
ρδt := δ
−1(Pδft −Pt)ĝ −
∫ t
0
Pt−uAfPuĝdu .
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To this end, let rt := −
∫ t
0
Pt−uAfPuĝdu and note that
∂tρ
δ
t = δ
−1(LδfPδft − LPt)ĝ −AfPtĝ + Lrt ,
which imply, after some algebraic manipulations, that
(2.11) ∂tρ
δ
t = Lδfρδt + ζδt ,
for
(2.12) ζδt := (L − Lδf )rt + [δ−1(Lδf − L)−Af ]Ptĝ .
It is not hard to show that the solution ρδt of (2.11) with initial condition ρ
δ
0 = 0, is
ρδt =
∫ t
0
P
δf
t−sζ
δ
s ds .
With both Pδft and Pt contractive on (B, ‖ ·‖), we thus have that ‖rt‖ ≤ t‖Af‖‖g‖
and for any t ∈ [0, T ],
‖ρδt‖ ≤
∫ t
0
‖ζδs‖ds ≤ t[T ‖L−Lδf‖‖Af‖+ ‖δ−1(Lδf −L)−Af‖]‖g‖ =: ηδ(f, g, T )t .
Finally, note that from (2.10) we have that ηδ → 0 as δ ↓ 0.
Our next theorem characterizes the type of response functions one may find. It
also proves the FDT, showing that if Xf (·) has a response function RXf ,g(s, t),
then the average of the response function according to an initial measure ν0 = µ
0
which is invariant for X(·), equals the time derivative of the covariance of X(·)
under the same initial measure.
Theorem 2.10 (Fluctuation Dissipation Theorem). Let f ∈ G. If Xf (·) has a
response function, then Af1 = 0 and Arf = rAf for all r > 0. Further, then
〈(Af + fL)ĝ〉µ0 = 0 for all ĝ ∈ Ĝ and consequently, if the initial measure ν0 = µ0,
then for any s < t,
(2.13) ∂sKf,g(s, t) = 〈RXf ,g(s, t)〉ν0 .
Remark 2.11. If Pt is µ
0-symmetric and f, g ∈ L2(µ0) with (f, g) ∈ D(Γ), then
by spectral decomposition we have the Green-Kubo formula
−〈fLg〉µ0 =
1
2
〈Γ(f, g)〉µ0 =
∫ ∞
0
[〈(PsLf)(Lg)〉µ0 ]ds
(c.f. [15, Theorem 4.3.8]). Applying it for f and Pt−sg, we get the alternative
expression
∂sKf,g(s, t) =
∫ ∞
0
[〈(PsLf)(LPt−sg)〉µ0 ]ds
for the dissipation term. In contrast with (2.13), this identity does not involve a
perturbation of the given Markovian dynamic.
Proof: Fix f ∈ G. If g = 1 then Pug = Pδfu g = 1 for all δ > 0 and u ≥ 0, so in
this case taking δ ↓ 0 in (2.6) we find that for any t > 0,
t−1
∫ t
0
PsAf1ds = 0 .
Thus, taking t ↓ 0 we have that Af1 = 0.
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Next, fixing r > 0, note that P
δ(rf)
t = P
(δr)f
t for all δ > 0, hence by (2.6) we
have for ∆A = Arf − rAf ,
‖
∫ t
0
Ps∆APt−sĝds‖ ≤ [ηδ(rf, ĝ, T ) + rηδr(f, ĝ, T )]t .
Taking δ ↓ 0 this implies that (2.8) holds for ∆A = Arf − rAf and all t > 0.
Hence, by the argument we provided immediately following (2.8), we deduce that
∆Aĝ = 0 for all ĝ ∈ Ĝ. That is, without loss of generality we may assume that
Arf = rAf , as claimed.
Let ψδ = δ
−1(eδf − δf − 1). Since µδf is invariant for Pδft and µ0 is invariant
for Pt, it follows that
〈δ−1(Pδft −Pt)ĝ〉µ0 = 〈ψδ(I−Pδft )ĝ〉µ0 − 〈f(Pδft −Pt)ĝ〉µ0 − 〈f(Pt − I)ĝ〉µ0
:= F1(δ) + F2(δ) + F3 .
With (2.6) implying that ‖(Pδft − Pt)ĝ‖ → 0 as δ ↓ 0 (hence so does 〈|(Pδft −
Pt)ĝ|〉µ0), and ‖f‖∞ <∞ we deduce that F2(δ) → 0. Further, 〈|ψδ|〉µ0 → 0 when
δ ↓ 0 (since f is bounded), while ‖(I−Pδft )ĝ‖∞ ≤ 2‖ĝ‖∞ is uniformly bounded in
δ, resulting with F1(δ)→ 0 as well. We thus deduce by considering the limit δ ↓ 0
in (2.6), and applying Fubini’s theorem, that for any t > 0 and ĝ ∈ Ĝ,
〈ft−1(Pt − I)ĝ〉µ0 + t−1
∫ t
0
〈Pt−sAfPsĝ〉µ0ds = 0 .
Further, with µ0 invariant for Pt and having assumed strong continuity of s 7→
AfPsĝ, upon taking t ↓ 0 we find that
(2.14) 〈fLĝ〉µ0 + 〈Af ĝ〉µ0 = 0 ,
as claimed.
Next, recall (2.4) and (2.7) that for ν0 = µ
0 which is invariant for Ps and for
any finite s < t,
∂sKf,g(s, t)− 〈RXf ,g(s, t)〉µ0 = −〈fLPt−sg〉µ0 − 〈AfPt−sg〉µ0 = 0 ,
where the right-most identity is precisely (2.14).
Combining Corollary 2.4 and Theorem 2.10 we deduce the existence of the FDT
regime in out-of-equilibrium dynamics whenever X(s) converges in law (in the ap-
propriate sense), with the limiting measure µ0 being invariant for X(·). That is,
the FDT relation (2.13) then asymptotically holds for t− s = τ fixed, in the limit
s→∞. Specifically, similar to Definition 2.3 we define the notion of Gf -convergence
as follows.
Definition 2.12. The Gf -convergence of probability measures νs on S to a prob-
ability measure µ on S, denoted νs Gf→ µ, means that 〈h〉νs → 〈h〉µ as s → ∞, for
any fixed h ∈ {f ĝ, L(f ĝ), Af ĝ : ĝ ∈ Ĝ} (implicitly assuming that Af ĝ ∈ L1(νs)
for all s large enough).
Corollary 2.13. Let ν0 denote the initial measure of X(0) for an S-valued, contin-
uous time, homogeneous, strong Markov process X(t) such that Xf(·) has a response
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function (in the sense of Definition 2.7). Suppose further that νs = ν0 ◦Ps Gf→ µ0
as s→∞. Then, for any g ∈ G and fixed τ ≥ 0,
(2.15) lim
s→∞
∂sKf,g(s, s+ τ) = −〈fLPτg〉µ0 = lim
s→∞
〈RXf ,g(s, s+ τ)〉ν0 .
Proof: The left side of the identity follows from the formula for the limit of
∂sKf,g(s, s + τ) given in Corollary 2.4 and the fact that µ0 is invariant for Pt so
〈Lh〉µ0 = 0 for all h ∈ D(L). Recall (2.7) that 〈RXf ,g(s, s + τ)〉ν0 = 〈AfPτg〉νs
which converges to 〈AfPτg〉µ0 as s → ∞. From Theorem 2.10 we have that
〈(Af + fL)Pτg〉µ0 = 0, which thus yields the right side of the stated identity.
We conclude this section with a statement characterizing response functions for
symmetric perturbations.
Proposition 2.14. Assume 2.5 holds for the Hilbert space B = L2(µ0) and that
for each f ∈ G the semi-group Pft of Xf(t) is µf -symmetric. Then, any response
function of the form (2.7) is based on Af = Bf−fL for a linear operator Bf which
is µ0-symmetric on Ĝ.
Remark 2.15. The stated µ0-symmetry of Bf = Af + fL is necessary in this
setting of symmetric perturbations. However, typically more is required from Bf in
order to assure the existence of a response function of the form (2.7).
Proof: Note that for any δ > 0 and all ĝ, ĥ ∈ Ĝ,
Fδ(ĥ, ĝ) := δ
−1〈ĥ(Pδft −Pt)ĝ〉µ0 + 〈ĥf(Pt − I)ĝ〉µ0
= 〈ĥψδ(I−Pδft )ĝ〉µ0 − 〈ĥf(Pδft −Pt)ĝ〉µ0
+ δ−1〈ĥ(Pδft − I)ĝ〉µδf − δ−1〈ĥ(Pt − I)ĝ〉µ0
=: F1(δ, ĥ, ĝ) + F2(δ, ĥ, ĝ) + F3(δ, ĥ, ĝ) + F4(δ, ĥ, ĝ) ,
where ψδ = δ
−1(eδf−δf−1). Recall that ‖(I−Pδft )ĝ‖∞ ≤ 2‖ĝ‖∞, ĥ is bounded and
〈|ψδ|〉µ0 → 0, hence F1(δ, ĥ, ĝ)→ 0 as δ ↓ 0. Further, 〈|(Pδft −Pt)ĝ|〉µ0 → 0 hence
also F2(δ, ĥ, ĝ)→ 0 as δ ↓ 0. By the µδf -symmetry of Pδft and the µ0-symmetry of
Pt, it follows that
F3(δ, ĥ, ĝ) = F3(δ, ĝ, ĥ), F4(δ, ĥ, ĝ) = F4(δ, ĝ, ĥ),
for any δ > 0. Consequently, as δ ↓ 0,
Fδ(ĥ, ĝ)− Fδ(ĝ, ĥ)→ 0
which by (2.6) and the µ0-symmetry of Pt−u amounts to
(2.16) Et(ĥ, ĝ) = Et(ĝ, ĥ) ,
where
Et(ĥ, ĝ) :=
∫ t
0
〈(Pt−sĥ)(AfPsĝ)〉µ0 ds+ 〈ĥf(Pt − I)ĝ〉µ0 .
Since s 7→ AfPsĝ is strongly continuous (as part of Definition 2.7 of the response
function), it follows that as t ↓ 0,
t−1
∫ t
0
〈ĥAfPsĝ〉µ0 ds+ t−1〈ĥf(Pt − I)ĝ〉µ0 → 〈ĥAf ĝ〉µ0 + 〈ĥfLĝ〉µ0 = 〈ĥBf ĝ〉µ0 .
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Further, for all u > 0,
(Pu − I)ĥ =
∫ u
0
PvLĥ dv ,
hence ‖(Pu− I)ĥ‖∞ ≤ u‖Lĥ‖∞, while the strong continuity of AfPsĝ implies that
sups≤t ‖AfPsĝ‖ → ‖Af ĝ‖ <∞ as t ↓ 0. Taken together, these imply that
lim
t↓0
t−1
∫ t
0
〈((Pt−s − I)ĥ)(AfPsĝ)〉µ0 ds = 0 ,
and consequently we have also that
t−1Et(ĥ, ĝ)→ 〈ĥBf ĝ〉µ0 .
We thus conclude, based on (2.16), that 〈ĥBf ĝ〉µ0 = 〈ĝBf ĥ〉µ0 for any ĝ, ĥ ∈ Ĝ, as
claimed.
3. Generic Markov perturbations
In this section we construct several generic Markov perturbations for which As-
sumption 2.5 holds. Our presentation is somewhat technical because we aim at
addressing a rather general framework. The reader may thus benefit from consid-
ering first the concrete examples of Sections 5 and 6.
Time change. Our first construction corresponds to changing the clock as follows.
For each fixed f ∈ G and s ≥ 0 let
tf (s, ω) :=
∫ s
0
ef(X(u))du .
Note that tf : R+ × Ω → R+ is a measurable stochastic process the sample path
of which are everywhere differentiable with dds t
f = ef(X(s)) bounded and bounded
away from zero. Its inverse, τf (t) := inf{s ≥ 0 : tf (s) ≥ t} is thus also a measurable
stochastic process, the sample path of which are everywhere differentiable with
d
dtτ
f = e−f(X(τ
f(t))) uniformly (in t and ω) bounded and bounded away from zero.
Proposition 3.1. Assumption 2.5 holds for (B, ‖ · ‖) = (Cb(S), ‖ · ‖∞) and the
Markov process Xf0 (t) = X(τ
f (t)). Further, the generator Lf0 of the semi-group
(Pf0 )t of X
f
0 (t) is such that D(L) = D(Lf0 ) and Lf0g = e−fLg for any g ∈ D(L).
Proof: Obviously, {τf (t) ≤ s} = {tf(s) ≥ t} is in Fs = σ(X(u) : 0 ≤ u ≤ s)
by the right continuity and boundedness of u 7→ exp(f(X(u))). Hence, for each
fixed t, the random variable τf (t) is a stopping time with respect to the canonical
filtration Fs of {X(·)}. Similarly, the stochastic process
τf (t) =
∫ t
0
e−f(X
f
0
(v))dv ,
is adapted to the canonical filtration Fft = σ(Xf0 (u) : 0 ≤ u ≤ t) of {Xf0 (·)}. The
strict monotonicity and continuity of t 7→ τf (t) imply that Fft = Fτf(t) and further
it is not hard to check that τf (t, ω) have the regeneration property
τf (t, ω) = τf (s, ω) + τf (t− s, θτf (s,ω)ω) ,
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for any t > s > 0 (where θuω(·) = ω(u+ ·) denotes the usual shift operator). Thus,
for any h ∈ BS , t > s > 0 and x ∈ S, by the strong Markov property of X(·) at
τf (s),
Ex[h(X
f
0 (t))|Ffs ] = Ex[h(X(τf (t)))|Fτf (s)]
= EX(τf (s))[h(X˜(τ
f (t− s)))] = EXf
0
(s)[h(X˜
f
0 (t− s))] ,(3.1)
where X˜(·) and X˜f0 (·) denote independent copies of X(·) and Xf0 (·), respectively.
The Markov property ofXf0 (·) then follows from (3.1) by standard arguments. Since
Xf0 (·) assumes its values in a complete, separable metric space, the contractive semi-
group Pft h = Ex(h(X
f
0 (t))) is well defined on (Cb(S), ‖·‖∞). Further, by the change
of variable v = τf (u) its resolvent is given by
R
f
λh = Ex
[ ∫ ∞
0
e−λuh(Xf0 (u))du
]
= Ex
[ ∫ ∞
0
e−λt
f (v)ef(X(v))h(X(v))dv
]
.
Note that λtf (s) = λcs− ∫ s0 ξ(X(u))du for positive, finite c = exp(‖f‖∞) and the
continuous function ξ(x) = λ(c − ef(x)) ≥ 0 with ‖ξ‖∞ < λc. The linear operator
Rλcξ : D(Pt) 7→ D(L) such that
(Rλcξ)g = Ex
[ ∫ ∞
0
e−λcsξ(X(s))g(X(s))ds
]
is thus strictly contractive, and since the series
R
f
λh =
∑
k≥0
(Rλcξ)
kRλc(e
fh)
converges uniformly, it follows that Rfλ : D(Pt) 7→ D(Pt) and consequently Pft :
Cb(S) 7→ Cb(S).
Fixing g ∈ D(L) recall that g(X(·)) and (Lg)(X(·)) are bounded right-continuous
functions, with M(t) := g(X(t)) − g(X(0)) − ∫ t
0
(Lg)(X(v))dv a right-continuous
martingale with respect to the filtration Ft. With M(0) = 0 and τf (t) bounded
above uniformly in ω, by Doob’s optional sampling theorem ExM(τ
f (t)) = 0 for
any x ∈ S. By the change of variable v = τf (u) and Fubini, this amounts to
(3.2) Pft g(x) = g(x) +
∫ t
0
Ex[(e
−fLg)(Xf (u))]du = g(x) +
∫ t
0
(Pfue
−fLg)(x)du .
Let g˜ = e−fLg ∈ D(Pt). Since Pfu is contractive on D(Pt), it follows from (3.2)
that ‖Pft g − g‖∞ ≤ t‖g˜‖∞. In particular, ‖Pft g − g‖∞ → 0 as t ↓ 0, for all g ∈ G.
With G dense in the closed vector space (D(Pt), ‖·‖∞), we have that Pft is strongly
continuous there. The uniformly bounded and strongly continuous Pfug˜ : [0, t] 7→
Cb(S) is also strongly integrable, so (3.2) implies that for any g ∈ D(L),
lim
t↓0
‖t−1(Pft g − g)− g˜‖∞ = lim
t↓0
‖t−1
∫ t
0
Pfug˜du− g˜‖∞ = 0 .
We have thus seen that D(L) ⊆ D(Lf0 ) with Lf0g = e−fLg for all g ∈ D(L).
We next prove that if g ∈ D(Lf0 ), then necessarily g ∈ D(L). To this end,
observe that the sample path of Xf(t) inherits the right continuity of those of
X(t), and fixing g ∈ D(Lf0 ) (which is thus continuous and bounded), we have the
right-continuous martingale Mf (s) = g(Xf(s)) − g(Xf(0)) − ∫ s0 (Lf0g)(Xf (v))dv
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with respect to the filtration Ffs . With Mf (0) = 0 and the stopping time tf (s)
for the latter filtration bounded above uniformly (in ω), by the optional sampling
theorem ExM
f (tf (s)) = 0 for all x ∈ S. Since Xf (tf (u)) = X(u), using Fubini
and the change of variable v = tf (u) we get in analogy to (3.2) that
Psg(x) = g(x) +
∫ s
0
(Pue
fLf0g)(x)du ,
which by the uniform boundedness and strong continuity of Pue
fLf0g results with
g ∈ D(L) (and Lg = efLf0g), completing the proof that Lf0 = e−fL.
In particular, G ⊆ D(Lf0 ) and since G is an algebra containing both e−f and Lg,
it follows that Lf0g ∈ G for any f, g ∈ G. It remains just to verify that µf is invariant
for Pft , that is,
∫ Lf0Pft gdµf = 0 for all t > 0 and g ∈ G. We have already shown
that
∫ Lf0Pft gdµf = ∫ L(Pft g)dµ0. The latter is zero since Pft g ∈ D(Lf0 ) = D(L)
and µ0 is invariant for Pt, so the proof of the proposition is complete.
Perturbations for symmetric processes. Relying on the powerful technology of
Dirichlet forms (c.f. [2]), the second generic case we consider is that of a generalized
Langevin dynamics for a µ0-symmetric process.
Proposition 3.2. Suppose Pt is µ
0-symmetric. Then, for any f ∈ G there exists a
Markov process Xf1 such that the generator of its µ
f -symmetric, strongly continuous
semi-group (P
f
1 )t on the Hilbert space B = L2(µf ), satisfies
(3.3) Lf1g = Lg +
1
2
e−fΓ(ef , g) , ∀g ∈ G
and for which Assumption 2.5 holds.
The Leibniz rule Γ(fh, g) = hΓ(f, g) + fΓ(h, g) applies whenever L is the gen-
erator of a Markov process of continuous trajectories t 7→ X(t) (c.f. [1]), resulting
with Lf1g = Lg + 12Γ(f, g) as soon as Γ(
∑
k>n
fk
k! , g) → 0 when n → ∞. We call
Xf1 a generalized Langevin dynamics since for S a finite dimensional, compact,
connected smooth manifold without boundary, the perturbed process Xf1 (·) is then
obtained by adding to the original (diffusion) process a drift of a gradient form (c.f.
Section 6).
Remark 3.3. Proposition 3.2 provides us with a semi-group (P
f
1 )t of X
f
1 that is
defined only for µ0 almost every x ∈ S. In most interesting specific situations one
easily shows that (P
f
1 )t is the unique extension to L2(µ
f ) of a semi-group (Pf1 )t
that is strongly continuous on (D(Pt), ‖ · ‖∞) such that (Pf1 )th(x) = Ex(h(Xf1 (t)))
for all x ∈ S and h ∈ Cb(S). Our proof of the proposition also shows that if f(·) is
constant on S then Lf1 = L is merely the closure of L for the Hilbert space L2(µ0).
Proof: Fixing f ∈ G, we construct the continuous time, homogeneous Markov
process Xf1 on the Hilbert space H = L2(µf ). To this end, consider the bi-linear
form
(3.4) Ef (h, g) := 〈h(−Lf1 )g〉µf , ∀g, h ∈ Df ,
where Df := {g : efg ∈ D(L)} ∩ D(L) is a linear subspace of H and Lf1g :=
Lg+ 12e−fΓ(ef , g) is a linear operator from Df to H. Our assumptions imply that
the algebra G is a subspace of Df , hence the latter is dense in H. Recall that Pt is
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µ0-symmetric, so the same applies for its generator L (i.e. 〈hLg〉µ0 = 〈gLh〉µ0 for
all g, h ∈ D(L)). It is easy to check that thus Lf1 is µf -symmetric and consequently,
Ef(·, ·) is a symmetric form on Df × Df . Further, by the definition of L and the
µ0-symmetry of Pt we find that for any g ∈ Df ,
(3.5) Ef (g, g) = 1
2
〈g2Lef 〉µ0 −
1
2
〈gefLg〉µ0 −
1
2
〈gL(efg)〉µ0 = lim
t→0
Ef,t(g) ,
where for any t > 0,
(3.6) Ef,t(g) := 1
2t
〈g2 − 2gPtg +Ptg2〉µf =
1
2t
〈Ex[(g(X(t))− g(x))2]〉µf ≥ 0 ,
and consequently Ef(g, g) ≥ 0 as well. The non-negative quadratic form Ef on the
dense subspace D[Ef ] = Df , is then closable (c.f. [2, Example I.1.3.4]). The closure
Ef of Ef determines a unique strongly continuous semi-group (Pf1 )t of self-adjoint
contractions on H (c.f. [2, Proposition I.1.2.3]). The generator Lf1 of (P
f
1 )t is (up to
a sign inversion) the Friedrichs extension of −Lf1 , that is, a non-positive self-adjoint
operator on H satisfying (3.3) for all g ∈ Df (c.f. [2, Example I.1.3.4]).
For ǫ > 0 let ϕǫ : R→ [−ǫ, 1 + ǫ] be infinitely differentiable functions, such that
ϕǫ(t) = t for t ∈ [0, 1] and 0 ≤ ϕǫ(t2)− ϕǫ(t1) ≤ t2 − t1 if t1 ≤ t2 (see [9, Problem
I.1.2.1] for a construction of such functions). Obviously, for any ǫ, t > 0, g ∈ D(Pt)
and µf almost every x ∈ S,
Ex[(ϕǫ(g(X(t))− ϕǫ(g(x)))2] ≤ Ex[(g(X(t))− g(x))2] .
By (3.6) this implies that Ef,t(ϕǫ(g)) ≤ Ef,t(g). Further, recall that when g ∈ G also
ϕǫ(g) ∈ G ⊆ Df , in which case it follows from (3.5) that Ef (ϕǫ(g), ϕǫ(g)) ≤ Ef (g, g).
As this holds for all ǫ > 0 and on the dense subset G of D[Ef ], we conclude that
Ef is a symmetric Dirichlet form in H (c.f. [21, Proposition I.4.10]). Consequently,
the strongly continuous semi-group (P
f
1 )t of self-adjoint contractions on H is sub-
Markovian (c.f. [2, Proposition I.3.2.1]), and in particular µ0-almost everywhere
(P
f
1 )tψ ≥ 0 whenever µ0-almost everywhere ψ ≥ 0 (c.f. [2, Definitions I.2.1.1 and
I.2.4.1]). Recall that 1 ∈ G and L1 = 0 (since Pt is Markovian), implying by (3.3)
that Lf11 = 0 as well. Consequently, (P
f
1 )t = e
tL
f
1 (c.f. [2, Proposition I.1.2.1]), is
Markovian as claimed (that is, also (P
f
1 )t1 = 1 for all t > 0).
In carrying out the construction of Langevin dynamics in a non-symmetric set-
ting we use the following analog of Proposition 3.1 which applies in the Hilbert
space L2(µ
f ) for any µ0-symmetric Markov semi-group Pt on L2(µ
0) (possibly
no longer defined point-wise, and even when the corresponding Markov process is
neither strong Markov, nor has right continuous sample path).
Proposition 3.4. If Pt is µ
0-symmetric Markov semi-group on the Hilbert space
L2(µ
0) with a generator L, then Assumption 2.5 holds for a µf -symmetric, strongly
continuous Markov semi-group (P
f
0 )t on B = L2(µf ), whose generator L
f
0 has the
same domain as L and is such that
(3.7) Lf0g = e−fLg , ∀g ∈ D(L) .
Proof: Since Pt is a µ
0-symmetric sub-Markovian semi-group on L2(µ
0), with
domain that is dense in L2(µ
0) (on account of G ⊆ D(L) being dense in L2(µ0)),
its generator L is a Dirichlet operator, namely, a (negative), self-adjoint operator
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on L2(µ
0) of a dense domain on which 〈(h − 1)+Lh〉µ0 ≤ 0 (c.f. [2, Proposition
I.3.2.1]). Fixing f ∈ G, the linear map Lf0 from the dense subset D(L) of L2(µf )
to L2(µ
f ) given by (3.7) is a symmetric operator on L2(µ
f ), as
〈h1Lf0h2〉µf = 〈h1Lh2〉µ0 = 〈h2Lh1〉µ0 = 〈h2L
f
0h1〉µf
for all h1, h2 ∈ D(L). Further, if h, φ ∈ L2(µf ) are such that 〈hLf0g〉µf = 〈φg〉µf
for all g ∈ D(Lf0 ) = D(L) then of course 〈hLg〉µ0 = 〈efφg〉µ0 for h, φ ∈ L2(µ0).
With L self-adjoint on L2(µ0) this implies that h ∈ D(L) and φ = e−fLh = Lf0h,
namely, the symmetric operator Lf0 is self-adjoint on L2(µf ). Clearly,
〈(h− 1)+Lf0h〉µf = 〈(h− 1)+Lh〉µ0 ≤ 0
for all h ∈ D(L) = D(Lf0 ). We thus deduce that L
f
0 is a Dirichlet operator
on L2(µ
f ), hence the generator of a µf -symmetric sub-Markovian semi-group on
L2(µ
f ), denoted hereafter (P
f
0 )t (for example, apply again [2, Proposition I.3.2.1],
now in the converse direction). Finally, with Pt a Markov semi-group, we have that
1 ∈ D(L) and µ0-a.s. L1 = 0. Of course, the same applies µf -a.s. for Lf0 of (3.7).
Consequently, (P
f
0 )t is actually a µ
f -symmetric Markov semi-group on L2(µ
f ) (e.g.
[2, Exercise I.3.1]), as claimed.
Langevin dynamics in a non-symmetric setting. Building on Propositions
3.1 and 3.2 we shall construct a generalized Langevin dynamics when µ0 is invariant
for the strongly continuous Markov semi-group Pt on D(Pt) (of a strong Markov
process of right continuous sample pathX(t) valued on a complete, separable metric
space S), now in case Pt is not µ0-symmetric. This construction is more complex
than what we have seen in Proposition 3.2 and it involves certain (mild) restrictions
on the domains of various generators. We start by letting Pt denote the extension of
Pt to a µ
0-invariant strongly continuous, Markov semi-group on the Hilbert space
L2(µ
0) and P
⋆
t the adjoint of Pt in L2(µ
0). The adjoint semi-group (P
⋆
t )t≥0 is then
strongly continuous in L2(µ
0) and its generator L⋆ is the adjoint of the generator
L of Pt (see [10, Theorem 4.3]). Further, since Pt is µ0-invariant and Markovian
on L2(µ
0), the same applies for P
⋆
t .
Let Γ(h, g) = L(gh)−hL(g)− gL(h) denote the L2(µ0) extension of Γ. We seek
a perturbed Markovian semi-group whose generator has the form
Lf1 = L˜+
1
2
e−fΓ(ef , ·) + e−fLa ,
where L˜ = 12 (L + L
⋆
) and La = 12 (L − L
⋆
) correspond to the symmetric and anti-
symmetric parts of L, respectively. Indeed, it is easy to see that Lf1 is µf -invariant
and Lδf1 → L for δ ↓ 0. However, while L˜ is a generator of a Markovian semi-group
(as shown in Corollary 3.7), this is not the case for La. Hence, we alternatively
construct Lf1 in Proposition 3.8 as the sum of the Markovian generators L
f
0 of
Proposition 3.4 and L˜f which we construct next.
Lemma 3.5. Suppose Pt is a µ
0-invariant strongly continuous Markov semi-group.
Assume further that G ⊆ D(L⋆) and L⋆g ∈ G for all g ∈ G. Then, for each non-
negative f ∈ G there exists a Markov process X˜f such that the generator of its
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µf -symmetric, strongly continuous semi-group P˜ft on the Hilbert space B = L2(µf ),
satisfies
(3.8) L˜fg = (1− e−f)
(1
2
Lg + 1
2
L⋆g
)
+
1
2
e−fΓ(ef , g) , ∀g ∈ G
and for which Assumption 2.5 holds.
Proof: Fixing a non-negative f ∈ G, consider the linear subspace
(3.9) D̂f := {h : efh ∈ D(L)} ∩ D(L) ∩ D(L⋆)
of H = L2(µf ) and the linear operator L̂f from D̂f to H, defined via (3.8). It is
not hard to verify that L̂f is µf -symmetric operator on D̂f , with the associated
symmetric bi-linear form
Êf (h, g) := −〈hL̂fg〉µf(3.10)
=
1
2
[
〈hL(g − gef)〉µ0 + 〈gL(h− hef )〉µ0 + 〈ghLef〉µ0
]
.
Since L and its adjoint L⋆ are the generators of the µ0-invariant, strongly continuous
semi-groups Pt and P
⋆
t on L2(µ
0), similarly to (3.5), we further have that for any
g ∈ D̂f ,
(3.11) Êf (g, g) = 1
2
〈g2Lef 〉µ0 + 〈gLg〉µ0 − 〈gL(efg)〉µ0 = lim
t→0
Êf,t(g) ,
where for any t > 0,
(3.12) Êf,t(g) := 1
2t
〈(ef − 1)[g2 − 2gP⋆t g +P
⋆
t g
2]〉µ0 ≥ 0 ,
in view of the non-negativity of f . Hence, Êf (g, g) ≥ 0 for all g ∈ D̂f , and since
by our assumptions G ⊆ D̂f , we conclude that the non-negative quadratic form Êf
of dense domain D̂f is closable, denoting by E˜f its closure, and by P˜t and L˜f the
corresponding strongly continuous semi-group and generator. Since P
⋆
t is a Markov
semi-group, by the same argument as in the proof of Proposition 3.2 we deduce that
replacing g by ϕǫ(g) reduces the value of g
2 − 2gP⋆t g + P
⋆
t g
2 ≥ 0, implying that
Êf,t(ϕǫ(g)) ≤ Êf,t(g) for all ǫ, t > 0 and g ∈ G, a dense subset of D[E˜f ]. Arguing
again as in Proposition 3.2, we conclude that E˜f is a symmetric Dirichlet form in
H with P˜t = etL˜f a strongly continuous Markovian semi-group (recall that 1 ∈ G
and L1 = L⋆1 = 0).
Remark 3.6. Though Assumption 2.5 holds for the µf -symmetric Markov semi-
group P˜ft , the Fluctuation Dissipation Theorem 2.10 fails in this case, for L˜δf of
(3.8) converges to zero as δ ↓ 0 (and not to L). We thus need the additional
ingredients of Proposition 3.8 in order to complete the construction of the Langevin
dynamics in non-symmetric setting.
Considering Lemma 3.5 for f = 1 and then Proposition 3.4 for f = log(1−e−1)1
we get the existence of the following symmetric Markov process.
Corollary 3.7. For any µ0-invariant strongly continuous Markov semi-group Pt,
if G ⊆ D(L⋆) and L⋆g ∈ G for all g ∈ G, then Assumption 2.5 holds for a Markov
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process X˜ on the Hilbert space L2(µ
0). The generator of its µ0-symmetric, strongly
continuous semi-group P˜t is such that for any g ∈ D(L) ∩ D(L⋆),
(3.13) L˜g = 1
2
Lg + 1
2
L⋆g .
We complete our construction by adding to the generator of Lemma 3.5 an
appropriate non-symmetric perturbation (taken from Proposition 3.1).
Proposition 3.8. Suppose as in Lemma 3.5 that f ∈ G is non-negative and
L⋆(G) ⊆ G. Further assume that D(L) is contained in the domain of the gen-
erator L˜f of X˜f . Then, Assumption 2.5 holds for a µf -invariant Markov process
Xf1 on B = L2(µf ). The generator L
f
1 of its strongly continuous semi-group (P
f
1 )t
has the same domain as L and is such that
(3.14) Lf1 = L˜f + e−fL .
Remark 3.9. Proposition 3.8 is the non-symmetric generalization of Proposition
3.2 since if Pt is µ
0-symmetric then L⋆ = L and the operator of (3.14) and the
corresponding Markov process coincide with Lf1 (and Xf1 ) of Proposition 3.2. Also
note that since each f ∈ G is bounded below, you have the non-negativity condition
of the proposition by adding to any given f ∈ G a sufficiently large constant, without
changing the corresponding normalized invariant measure µf/µf(S).
Proof: From Proposition 3.1 we get the Markov process Xf0 (t) on (Cb(S), ‖ · ‖∞)
whose semi-group is generated by Lf0 = e−fL and is invariant for µf . Let P
f
0
denote the extension of this semi-group to L2(µ
f ) and Lf0 its generator. Since f
is bounded it is easy to see that Lf0 = e−fL has the same domain as L. Subject
to the assumptions of Lemma 3.5 we get the µf -symmetric Markov semi-group
P˜
f
t on the same Hilbert space, whose generator L˜f satisfies (3.8). In particular,
by Hille-Yosida theorem we know that L˜f is a closed operator, so our assumption
that its domain contains the domain of L implies that the operator Lf1 (on D(L)),
given by (3.14) is a generator of a strongly continuous semi-group P
f
1 (c.f. [5,
pages 631-639]). Further, with ef ∈ G (an algebra) such that both L(G) ⊆ G and
L⋆(G) ⊆ G, we have the same properties for Lf0 and L˜f , hence for L
f
1 as well.
The latter operator is the sum of the generators of two µf -invariant Markov semi-
groups, so by Trotter’s product formula (c.f. [10, Theorem 8.12]), we conclude that
the corresponding generated semi-group is both Markovian and µf -invariant.
4. The corresponding response functions
The response function is not determined just by the given Markov process X(·),
its invariant measure µ0, and the perturbation function f ∈ G. Indeed, Theorem
4.1 provides the response function of the Markovian perturbations of Propositions
3.1 and 3.4, while Theorem 4.2 provides the response function for the Markovian
perturbation of Proposition 3.8 under the uniform control of (4.1) on the anti-
symmetric part of the generator L. See also Corollary 4.6 for the simpler response
function in the symmetric case of Proposition 3.2. Typically the response functions
in these two theorems are not the same.
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Theorem 4.1. Taking (B, ‖ · ‖) = (Cb(S), ‖ · ‖∞), the Markov perturbation Xf0 (t)
has a response function of the form (2.7), with Af = (A0)f = −fL.
Proof: Recall that Xf0 (t) satisfies Assumption 2.5 for (B, ‖ · ‖) = (Cb(S), ‖ · ‖∞).
Fixing f ∈ G, observe that D((A0)f ) = D(−fL) = D(L) which contains Ĝ by our
assumptions about G. Further, by strong continuity of Ps on (D(Pt), ‖ · ‖∞) it
follows that for each given g ∈ G,
(A0)fPsg = −fLPsg = −fPs(Lg) ,
is also strongly continuous. Fixing ĝ = Pvg for v ≥ 0 and g ∈ G, and taking Pft =
(Pf0 )t, as in the proof of Proposition 2.9 it suffices to show that ‖ζδt ‖∞ → 0 as δ ↓ 0,
uniformly over t ∈ (0, T ], with ζδt given by (2.12). To this end, since LPu = PuL,
Lf0 = e−fL and (A0)f = −fL, it is not hard to verify that ζδt = φδLrt − ψ−δPtĥ,
where ĥ = Pvh for h = Lg ∈ G, the continuous functions φδ := 1 − e−δf and
ψδ := δ
−1(eδf − δf − 1) are such that ‖φδ‖∞ + ‖ψ−δ‖∞ → 0 as δ ↓ 0, and
rt =
∫ t
0 Pt−ufPuĥdu is in D(L) by our assumptions about the space G of test
functions.
With Pt contractive on (D(Pt), ‖ · ‖∞), we thus have that for any t ∈ [0, T ],
‖ζδt ‖∞ ≤ ‖φδ‖∞‖Lrt‖∞ + ‖ψ−δ‖∞‖h‖∞ ≤ ηδ(f, g, T ) ,
with ηδ → 0 as δ ↓ 0, provided sup{‖Lrs‖∞ : s ≤ T } <∞.
To show the latter, recall that
Lrs + fPsĥ = ∂srs = ∂s
( ∫ s
0
PufPs−uĥ du
)
= Psfĥ+
∫ s
0
PufLPs−uĥ du = Psfĥ+
∫ s
0
PufPs−uLĥ du ,
hence by contractivity of the semi-group Pu,
‖Lrs‖∞ ≤ ‖fPsĥ‖∞ + ‖Psfĥ‖∞ +
∫ s
0
‖PufPs−uLĥ‖∞ du
≤ 2‖f‖∞‖h‖∞ + T ‖f‖∞‖Lh‖∞ ,
which completes the proof.
Theorem 4.2. Suppose in addition to the assumptions of Proposition 3.8 holding
for δf and all δ ∈ (0, 1], that (Pδf1 )tĝ ∈ D(L
⋆
) for all ĝ ∈ Ĝ, t ≥ 0, and that
D(L) ⊆ D(L˜) for L˜ of Corollary 3.7, with
(4.1) ‖L˜r − Lr‖2 ≤ −K〈rLr〉µ0 ,
for some K < ∞ and all r ∈ D(L). The semi-groups (Pf1 )t for the Markovian
perturbations Xf1 (t) on B = L2(µ0) then have a response function of the form
(2.7), now with
(4.2) Af = (A1)f =
1
2
Γ(f, ·) + f L˜ − fL ,
a linear operator on D((A1)f ) := {g : fg ∈ D(L)} ∩ D(L).
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Remark 4.3. Since (A1)f is applied in (2.7) only on functions in the set Ĝ =
{Ptg : g ∈ G, t ≥ 0}, it is not hard to verify that (4.2) is valid even with L and
Γ replaced by L and Γ, and that only the term corresponding to f L˜ in (2.7) might
not be in Cb(S) (hence requiring the application of Ps instead of Ps).
Remark 4.4. Of the conditions of Theorem 4.2, it is the least convenient to check
that r = (P
δf
1 )tĝ is in the domain of L
⋆
. However, we use it only once, to de-
duce that then 〈rLr〉µ0 = 〈rL˜r〉µ0 . Thus, one can eliminate the former condition
whenever there is a direct way to verify the latter.
Heuristically, the condition (4.1) tells us that the symmetric part of the dynamics
is dominant, in the same spirit as our assumption that D(L) is contained in both
D(L˜) and D(L˜f ) (and many non-symmetric examples have different domains for L,
L⋆ and L˜). Nevertheless, in many cases we do not have to worry about domains
of the various operators and in certain settings arrive at the same conclusion even
when (4.1) does not hold (see Section 5 for one such example).
Remark 4.5. Since µδ1 = µ0 for any δ > 0, it is natural to choose Pδ1t = Pt,
as is the case for Xf1 (·), yielding then that A1 = 0. However, this is not always
done. For example, Pδ1t 6= Pt for Xf0 (·), where indeed (A0)1 = −L 6= 0. Also note
that by Definition 2.7 the response function RXf ,g(s, t) is always linear in g and
homogeneous with respect to multiplication of f by a positive scalar. In Theorems
4.1 and 4.2, the response function is further linear in f , but this does not always
apply (see Example 5.4 for the Metropolis perturbation in which A−f 6= −Af ).
In case of µ0-symmetric processes we get the following corollary upon considering
L˜ = L⋆ = L. The direct proof of this corollary is of course simpler and shorter
than that of Theorem 4.2.
Corollary 4.6. Suppose Pt is µ
0-symmetric and that for all δ ∈ (0, 1] the generator
of the µδf -symmetric semi-group of Proposition 3.2 is such that D(L) ⊆ D(Lδf1 ).
These semi-groups then have a response function of the form (2.7) with (A1)f =
1
2Γ(f, ·) (whose domain {g ∈ D(L) : fg ∈ D(L)} contains Ĝ).
Proof of Theorem 4.2: Recall Proposition 3.8 that fixing hereafter non-negative
f ∈ G, Assumption 2.5 holds for the Hilbert space H = L2(µ0) and further, Ĝ =
{Ptg : g ∈ G, t ≥ 0} is in the domain D(A) of the linear operator A = (A1)f of
(4.2). Due to the linearity of A, for the strong continuity of APsg in H per given
g ∈ G, it suffices to show the convergence to zero in H of L(Psĝ− ĝ), Γ(f,Psĝ− ĝ)
and L˜(Psĝ − ĝ), when s ↓ 0, per given ĝ ∈ Ĝ. To this end, note first that L(Psĝ −
ĝ) = (Ps − I)Lĝ (since ĝ,Psĝ ∈ D(L)), with the latter converging to zero in H by
the strong continuity of Ps. Further, applying (4.1) for Psĝ − ĝ ∈ D(L), by the
preceding argument, the convergence of L˜(Psĝ − ĝ) in H is a consequence of the
convergence to zero of
−〈(Psĝ − ĝ)L(Psĝ − ĝ)〉µ0 = −〈(Psĝ − ĝ)(Ps − I)(Lĝ)〉µ0 ≤ 2‖Psĝ − ĝ‖ ‖Lĝ‖ ,
by the strong continuity of Ps.
To deal with the last remaining term, namely Γ(f,Psĝ−ĝ), note that if (h1, h2) ∈
D(Γ) then Γt(h1, h2) → Γ(h1, h2) in supremum norm and hence also in H, when
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t ↓ 0, where
(4.3) Γt(g, h) := t
−1[gh− gPth− hPtg +Ptgh] ,
is a bi-linear symmetric, non-negative definite operator.
Since Γt(h1, h2)
2 ≤ Γt(h1, h1)Γt(h2, h2), we have in particular that
‖Γ(f,Psĝ − ĝ)‖2 = lim
t→0
‖Γt(f,Psĝ − ĝ)‖2
≤ lim
t→0
‖Γt(f, f)‖∞〈Γt(Psĝ − ĝ,Psĝ − ĝ)〉µ0 .(4.4)
As (f, f) ∈ D(Γ) we have the convergence of Γt(f, f) to Γ(f, f) in supremum norm.
Further, the µ0-invariance of Ps results with
(4.5) 〈Γt(Psĝ − ĝ,Psĝ − ĝ)〉µ0 → −2〈(Psĝ − ĝ)L(Psĝ − ĝ)〉µ0
as t→ 0, which as we have already shown converges to zero when s→ 0. Combining
all these facts we get the stated strong continuity of APsg.
Fixing ĝ = Pvg for v ≥ 0 and g ∈ G, it thus remains only to show that for
Pδt := (P
δf
1 )t of Proposition 3.8,
ρδt := δ
−1(Pδt −Pt)ĝ −
∫ t
0
Pt−uAPuĝdu ,
is such that t−1‖ρδt‖ → 0 as δ ↓ 0 uniformly in t ∈ (0, T ]. To this end, recall that
the generator Lδ := Lδf1 of the semi-group Pδt of Proposition 3.8 has exactly the
same domain as L, so with Ĝ ⊆ D(L), we see that both Ptĝ and Pδt ĝ are in the
domain of L (and Lδ), with
ψδt = δ
−1(LδPδt ĝ − LPδt ĝ)−APtĝ ,
well defined. Further, as we shall prove at the sequel,
Lemma 4.7. For any f ∈ G, ĝ ∈ Ĝ and T <∞ there exists K̂ = K̂(f, ĝ, T ) finite,
such that ‖ψδt ‖ ≤ K̂
√
δ for all t ∈ [0, T ] and δ ∈ (0, 1].
Next, given Lemma 4.7, recall that
Pδt ĝ −Ptĝ =
∫ t
0
LδPδuĝdu−
∫ t
0
Pt−uLĝdu ,
from which we conclude by the finiteness of
∫ t
0 ‖APuĝ‖du and
∫ t
0 ‖ψδu‖du, that
∆ := δ[
∫ t
0
Pt−uψ
δ
udu− ρδt ] =
∫ t
0
(Pt−u − I)LδPδuĝdu −
∫ t
0
Pt−uL(Pδuĝ − ĝ)du .
Fixing t ∈ [0, T ] and δ > 0 we claim that ∆ = 0.
Indeed, fixing h ∈ G, by Fubini’s theorem and the definition of the adjoint semi-
group (P
⋆
)t≥0, clearly,
〈h∆〉µ0 =
∫ t
0
〈(P⋆t−uh− h)LδPδuĝ〉µ0du−
∫ t
0
〈(L⋆P⋆vh)(Pδt−v ĝ − ĝ)〉µ0dv .
Further, with h ∈ D(L⋆) and ĝ ∈ D(Lδ), we thus get that also
〈h∆〉µ0 =
∫ t
0
〈(
∫ t−u
0
P
⋆
vL
⋆
hdv)LδPδuĝ〉µ0du−
∫ t
0
〈P⋆vL
⋆
h(
∫ t−v
0
LδPδuĝdu)〉µ0dv .
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By Fubini’s theorem, the contractiveness of P
⋆
v and P
δ
u and the finiteness of ‖L
⋆
h‖
and ‖Lδĝ‖, this implies that 〈h∆〉µ0 = 0 for all h ∈ G. So, with G dense in L2(µ0),
we deduce that ∆ = 0 as claimed, i.e. ρδt =
∫ t
0
Pt−uψ
δ
udu.
Now, by Lemma 4.7, the contractiveness of Pt and the convexity of ‖ · ‖ we have
that
‖ρδt‖ ≤
∫ t
0
‖ψδu‖du ≤ tK̂
√
δ ,
thus completing the proof of the theorem.
Proof of Lemma 4.7: Fixing f, h ∈ G, for each r ∈ D(L) ⊆ D(L˜) set ξ(r) =
1
2ξ1(r) + ξ2(r), where
(4.6) ξ1(r) = 〈frL⋆h− hfLr − hrLf〉µ0 and ξ2(r) = 〈hf(L˜r − Lr)〉µ0 .
Next for each r ∈ D(L) and δ ∈ (0, 1] let
∆δ(r) := δ
−1〈h(Lδr − Lr)〉µ0 − ξ(r) .
It is not hard to verify that ξ(r) = 〈hAr〉µ0 whenever r ∈ D(A). In particular,
with Ptĝ ∈ D(A) and Pδt ĝ ∈ D(L) this implies that
(4.7) 〈hψδt 〉µ0 = ∆δ(Pδt ĝ) + ξ(Pδt ĝ −Ptĝ) ,
for any ĝ ∈ Ĝ, δ ∈ (0, 1] and t ∈ [0, T ].
To complete the proof we require the following lemmas, whose proofs are pro-
vided at the end of the section.
Lemma 4.8. Under the conditions of Theorem 4.2 there exists K1 = K1(f) <∞
such that for all δ ∈ (0, 1], h ∈ G and r ∈ D(L)
|ξ(r)| ≤ K1E(r)1/2‖h‖ ,(4.8)
|∆δ(r)| ≤ δK1E(r)1/2‖h‖ ,(4.9)
where E(r) := −〈rLr〉µ0 is finite and non-negative for r ∈ D(L).
Lemma 4.9. Under the conditions of Theorem 4.2, for each T < ∞ and ĝ ∈ Ĝ
there exists κ = κ(f, ĝ, T ) <∞ such that for all δ ∈ (0, 1] and any t ∈ [0, T ],
E(Pδt ĝ) ≤ κ ,(4.10)
E(Pδt ĝ −Ptĝ) ≤ δκ .(4.11)
Indeed, in view of (4.7) we get from the bounds of Lemma 4.8 that
|〈hψδt 〉µ0 | ≤ K1‖h‖
[
δE(Pδt ĝ)1/2 + E(Pδt ĝ −Ptĝ)1/2
]
.
Hence, by the bounds of Lemma 4.9 we deduce that |〈hψδt 〉µ0 | ≤ K̂‖h‖
√
δ for
K̂ = K̂(f, ĝ, T ) = 2K1
√
κ finite, and all δ ∈ (0, 1], t ∈ [0, T ] and h ∈ G. Since G is
a dense linear subspace of H we conclude that ‖ψδt ‖ ≤ K̂
√
δ, as claimed.
Proof of Lemma 4.8: Fixing f, h ∈ G and r ∈ D(L) we start by proving (4.8).
Indeed, with L and L⋆ being the generators of the strongly continuous semi-group
Pt and its adjoint P
⋆
t , we have from (4.6) that
(4.12) ξ1(r) = lim
t→0
1
t
[〈rfP⋆th− hfPtr − hrPtf + hrf〉µ0 ] = lim
t→0
〈hΓt(f, r)〉µ0 ,
for the bi-linear symmetric, non-negative definite operators
Γt(h1, h2) := t
−1[h1h2 − h1Pth2 − h1Pth2 +Pth1h2]
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on H × H. Next, mimicking the arguments of (4.4) and (4.5) it follows by the
µ0-invariance of Pt that
(4.13) lim sup
t→0
‖Γt(f, r)‖2 ≤ lim sup
t→0
‖Γt(f, f)‖∞〈Γt(r, r)〉µ0 = 2‖Γ(f, f)‖∞E(r) ,
for all r ∈ D(L) and f ∈ D(Pt) such that (f, f) ∈ D(Γ). Consequently,
(4.14) |ξ1(r)| ≤ ‖h‖ lim sup
t→0
‖Γt(f, r)‖ ≤
√
2‖Γ(f, f)‖∞ E(r)1/2‖h‖ .
Clearly, |ξ2(r)| ≤ ‖hf‖ ‖L˜r − Lr‖ ≤
√
K‖f‖∞‖E(r)1/2‖h‖ by (4.6) and (4.1). We
thus deduce that (4.8) holds for any K1(f) ≥
√
‖Γ(f, f)‖∞ +
√
K‖f‖∞.
Turning to (4.9) and fixing δ ∈ (0, 1] let ψδ := δ−1(eδf − δf − 1) ∈ D(Pt), and
note that by (3.14) and (4.6)
(4.15) ∆δ(r) = ∆̂δ(r) + 〈hψ−δ(L˜r − Lr)〉µ0
where
∆̂δ(r) := δ
−1[〈hL˜δf r〉µ0 − 〈(1 − e−δf )hL˜r〉µ0 ]−
1
2
ξ1(r) .
Recall that e−δfh ∈ G, so using the µδf -symmetry of L˜δf and the µ0-symmetry of
L˜, followed by the relations (3.8) and (3.13), at g = e−δfh and g = h, we have that
δ[∆̂δ(r) +
1
2
ξ1(r)] = 〈reδf L˜δf (e−δfh)〉µ0 − 〈r[L˜h− L˜(e−δfh)]〉µ0
= 〈reδf L˜(e−δfh)〉µ0 +
1
2
〈rΓ(eδf , e−δfh)〉µ0 − 〈rL˜h〉µ0
=
1
2
[〈reδfL⋆(e−δfh)〉µ0 − 〈rhe−δfLeδf 〉µ0 − 〈hLr〉µ0 ] .
Adapting the derivation of (4.12) we find that the latter expression is the limit as
t→ 0 of 12 〈he−δfΓt(eδf , r)〉µ0 , so in view of (4.12), we deduce that
∆̂δ(r) =
1
2
lim
t→0
〈h[δ−1e−δfΓt(eδf , r) − Γt(f, r)]〉µ0 .
Since u 7→ Γt(u, r) is a linear functional such that Γt(1, r) = 0 for any r ∈ H, we
further have that
δ−1e−δfΓt(e
δf , r)− Γt(f, r) = e−δfΓt(ψδ, r)− φδΓt(f, r)
for φδ := 1− e−δf . With e−δf ∈ [0, 1] and ψδ ∈ G, we thus get as in the derivation
of (4.13) and (4.14) that
‖∆̂δ(r)‖ ≤ 1
2
‖h‖[lim sup
t→0
‖Γt(ψδ, r)‖ + ‖φδ‖∞ lim sup
t→0
‖Γt(f, r)‖]
≤ k0(δ, f)E(r)1/2‖h‖ ,
for k0(δ, f) =
√
‖Γ(ψδ, ψδ)‖∞ + ‖φδ‖∞
√
‖Γ(f, f)‖∞ finite. Combining this with
(4.15) and (4.1) we thus deduce that
‖∆δ(r)‖ ≤ ‖∆̂δ(r)‖ + ‖h‖‖ψ−δ‖∞‖L˜r − Lr‖ ≤ k1(δ, f)E(r)1/2‖h‖ ,
where k1(δ, f) = k0(δ, f) +
√
K‖ψ−δ‖∞. Thus, we establish (4.9) once we show
that k1(δ, f) ≤ δK1(f) for some finite K1(f) and all δ ∈ (0, 1]. To this end, recall
that ‖φδ‖∞ ≤ δ‖f‖∞ and ‖ψ−δ‖∞ ≤ δ‖f‖2∞/2 for any non-negative f ∈ D(Pt)
and δ > 0. Further, for any g ∈ G, as t → 0 the non-negative functions Γt(g, g)
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converge to Γ(g, g) with respect to the supremum norm, so it remains only to check
that for any δ ∈ (0, 1] and t > 0,
(4.16) Γt(ψδ, ψδ) ≤ (eδ‖f‖∞ − 1)2Γt(f, f)
(indeed, using the bound eδu − 1 ≤ δeu in (4.16) results with (4.9) holding when
K1(f) ≥ (e‖f‖∞ + ‖f‖∞)
√
‖Γ(f, f)‖∞ +
√
K‖f‖2∞/2). As for (4.16), recall that
for any x, y ∈ S and δ > 0,
|ψδ(y)− ψδ(x)| = |
∫ f(y)
f(x)
(eδu − 1)du| ≤ cδ|f(y)− f(x)| ,
for cδ = e
δ‖f‖∞ − 1. Consequently,
Γt(ψδ, ψδ) = t
−1
Ex[(ψδ(X(t))−ψδ(x))2] ≤ c2δt−1Ex[(f(X(t))−f(x))2] = c2δΓt(f, f) ,
which is exactly the inequality (4.16).
Proof of Lemma 4.9: Fixing T < ∞, f ∈ G and ĝ ∈ Ĝ, recall that (h, ĝ) ∈
D(Γ) ⊆ D(Γ) for any h ∈ G. Consequently, then Γt(h, ĝ) → Γ(h, ĝ) as t → 0. In
view of (4.13) and (4.16) we see that
‖Γ(ψδ, ĝ)‖2 ≤ 2‖Γ(ψδ, ψδ)‖∞ E(ĝ) ≤ 2(eδ‖f‖∞ − 1)2‖Γ(f, f)‖∞ E(ĝ)
are bounded uniformly in δ ∈ (0, 1]. Further, since eδf = δψδ + δf + 1,
(4.17) ‖Γ(eδf , ĝ)‖ ≤ δ‖Γ(ψδ, ĝ)‖ + δ‖Γ(f, ĝ)‖ ≤ κ0(f)E(ĝ)1/2
are also bounded uniformly in δ ∈ (0, 1] (take κ0(f) = e‖f‖∞
√
2‖Γ(f, f)‖∞ finite).
Turning to prove (4.10), note that for any δ ∈ (0, 1] and r ∈ D(L), by (3.14),
−〈rLδf1 r〉µδf = −〈rL˜δf r〉µδf − 〈rLr〉µ0 ≥ E(r)
since L˜δf is the generator of a µδf -symmetric, strongly continuous semi-group whose
domain contains D(L), hence a negative self-adjoint operator on this set. With Pδt
a contraction for the norm of L2(µ
δf ) (denoted hereafter by ‖ · ‖δ), we thus find
that for any ĝ ∈ Ĝ and t > 0,
E(Pδt ĝ) ≤ −〈(Pδt ĝ)(PδtL
δf
1 ĝ)〉µδf ≤ ‖ĝ‖δ ‖L
δf
1 ĝ‖δ .
Further, f is non-negative and by our assumptions, ĝ is in D̂f of (3.9) where the
identity (3.8) applies. We thus establish the uniform bound of (4.10) upon noting
that both ‖ĝ‖δ ≤ e‖f‖∞‖ĝ‖ and
‖Lδf1 ĝ‖δ ≤ ‖L˜δf ĝ‖δ + ‖e−δfLĝ‖δ
≤ e
‖f‖∞
2
(‖Lĝ‖+ ‖L⋆ĝ‖+ ‖Γ(eδf , ĝ)‖) + e‖f‖∞‖Lĝ‖(4.18)
are bounded uniformly in δ ∈ (0, 1] (see (4.17) for the uniform bound on ‖Γ(eδf , ĝ)‖).
Next consider the non-negative quadratic form E˜(h1, h2) := −〈h1L˜h2〉µ0 on
D(L˜) × D(L˜), noting that E(r) = E˜(r, r) for all r ∈ D(L) ∩ D(L⋆), due to (3.13).
Turning to prove (4.11), by our assumptions this is the case for rδt := P
δ
t ĝ −Ptĝ,
hence wδt := E(rδt ) = E˜(rδt , rδt ). Further, t 7→ aδt := ∂trδt = LδPδt ĝ − LPtĝ is
uniformly continuous, since
(4.19) sup
|t−s|≤θ
‖aδt − aδs‖ ≤ sup
u≤θ
‖(Pδu − I)Lδ ĝ‖+ sup
u≤θ
‖(Pu − I)Lĝ‖ =: εδ(θ)
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which converges to zero when θ ↓ 0. With bδt = aδt − Lrδt , we show next that
‖bδt‖ ≤ 2δK1
√
κ ,(4.20)
‖Lrδt ‖ ≤ κ1 ,(4.21)
for some finite κ1 = κ1(f, ĝ), the universal constants K1 and κ of Lemma 4.8 and
(4.10), respectively, all t ≥ 0 and δ ∈ (0, 1]. Indeed, bδt = LδPδt ĝ − LPδt ĝ, hence
〈hbδt 〉µ0 = δ[∆δ(Pδt ĝ) + ξ(Pδt ĝ)] for any h ∈ G. Thus, by Lemma 4.8 and (4.10)
|〈hbδt 〉µ0 | ≤ δK1(δ + 1)‖h‖E(Pδt ĝ)1/2 ≤ δK1(δ + 1)
√
κ‖h‖ ,
and with G dense in L2(µ0) this immediately yields the bound of (4.20). Turning
to prove (4.21), note that for any t ≥ 0 and δ ∈ (0, 1], by (4.20) the contractivity
of Pt on L2(µ
0) and the contractivity of Pδt on L2(µ
δf ),
‖Lrδt ‖ ≤ ‖LδPδt ĝ‖+ ‖bδt‖+ ‖LPtĝ‖
≤ e‖f‖∞‖Lδ ĝ‖δ + 2K1
√
κ+ ‖Lĝ‖ ,
with the right side bounded uniformly in δ ∈ (0, 1] by some finite κ1 = κ1(f, ĝ) ≥ 1
(see (4.18) for details).
As L˜ is µ0-symmetric, by Fubini’s theorem, for any s′ ≥ s,
wδs′−wδs−(s′−s)[E˜(aδs, rδs)+E˜(aδs′ , rδs′)] =
∫ s′
s
E˜(aδu−aδs, rδs)du−
∫ s′
s
E˜(aδs′−aδu, rδs′ )du .
Recall that by (4.1) and (4.21), for some universal finite constant K,
(4.22) ‖L˜rδt ‖ ≤
√
Kwδt + ‖Lrδt ‖ ≤ Kwδt + 2κ1 ,
so by the uniform continuity of t 7→ aδt , see (4.19),
wδs′ − wδs − (s′ − s)[E˜(aδs, rδs) + E˜(aδs′ , rδs′)] ≤ (s′ − s)εδ(s′ − s)[Kwδs′ +Kwδs + 4κ1] .
Further, by (4.1) also
E˜(aδt − bδt , rδt ) = −2〈(Lrδt )L˜rδt 〉µ0 ≤ ‖L˜rδt − Lrδt ‖2 ≤ KE(rδt ) = Kwδt .
Combining the latter pair of inequalities and the bound E˜(bδt , rδt ) ≤ ‖bδt‖‖L˜rδt ‖, we
deduce from (4.20) and (4.22) that if εδ(s
′ − s) ≤ 2δK1
√
κ, then
wδs′ − wδs ≤ (s′ − s)[K2wδs′ +K2wδs + κ2δ] ,
for some finite universal constants K2 = K2(K1, κ,K), κ2 = κ2(K1, κ, κ1) and all
δ ∈ (0, 1]. Since wδ0 = 0, iterating the latter bound n times, for s′ − s = t/n, then
taking n → ∞, we conclude that wδt ≤ δκ2
∫ t
0 e
2K2udu for all δ ∈ (0, 1] and t ≥ 0.
That is, (4.11) holds for κ(f, ĝ, T ) = κ2
∫ T
0 e
2K2udu finite.
5. Pure jump processes on a discrete state space
We consider here pure jump processes X(t) on a countable (or finite) state space
S equipped with the discrete topology, such that the total jump rate at state x is
bounded uniformly over x ∈ S. That is, the jump rates c(x, y) ≥ 0 from x to y 6= x
are such that
(5.1) sup
x∈S
∑
y:y 6=x
c(x, y) <∞
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(which trivially holds when the set S is finite). Recall that to each such process
corresponds a strongly continuous Markov semi-group on the Banach space Cb of
all bounded functions on S, the generator of which is the bounded linear operator
L : Cb → Cb such that
(5.2) Lg(x) =
∑
y:y 6=x
c(x, y)(g(y)− g(x)) .
Conversely, any operator of the form (5.2) with non-negative c(x, y) satisfying (5.1)
is the generator of such a Markov process, and taking in this context G = Cb elim-
inates all technical issues of the previous sections (about the domains of various
generators). Further assuming that the process X(·) is irreducible, let µ0(·) de-
note its unique invariant probability measure, identified hereafter with the positive
function µ0(x) := µ0({x}) on S. Recall that necessarily,
(5.3) µ0(x)
∑
y:y 6=x
c(x, y) =
∑
y:y 6=x
µ0(y)c(y, x) , ∀x ∈ S .
We proceed to compute in this case the response functions for our two generic
Markov perturbations. To this end, consider the operators L⋆ and L˜ = 12 (L+ L⋆)
of the form (5.2) but for jump rates
c⋆(x, y) :=
µ0(y)
µ0(x)
c(y, x), x 6= y ,
c˜(x, y) :=
1
2
(c(x, y) + c⋆(x, y)) x 6= y ,
respectively. By (5.3), both c⋆(·, ·) and c˜(·, ·) satisfy (5.1) so L⋆ and L˜ are both
bounded operators on Cb and the generators of strongly continuous, Markov semi-
groups on Cb, denoted P⋆t and P˜t, respectively. It is easy to check that P⋆t is the
adjoint of the original semi-group Pt and that P˜t is the µ
0-symmetric, strongly
continuous, Markov semi-group of Corollary 3.7 (both restricted to Cb ⊆ L2(µ0)).
Given a non-negative f ∈ Cb, both Propositions 3.1 and 3.8 apply here, and their
generic perturbations correspond to the bounded operators Lf0 and Lf1 on Cb having
jump rates cf0 (x, y) = e
−f(x)c(x, y) and
cf1 (x, y) = c˜(x, y) +
1
2
(ef(y)−f(x) − 1)c(x, y) + 1
2
e−f(x)(c(x, y)− c⋆(x, y))
=
1
2
(ef(y)−f(x) + e−f(x))c(x, y) +
1
2
(1− e−f(x))c⋆(x, y),
respectively. Theorem 4.1 provides the response function for Xf0 (·) which in this
case has a bounded operator (A0)f on Cb of the form
(5.4) (Af )g(x) =
∑
y:y 6=x
af (x, y)(g(y)− g(x)) ,
with af0 (x, y) = −f(x)c(x, y). Consider the bounded operator (A1)f of the form
(5.4) with
af1 (x, y) = a
f
0 (x, y) +
1
2
f(y)c(x, y) +
1
2
f(x)c⋆(x, y) ,
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and let
ξδ(x, y) := δ
−1(cδf1 (x, y)− c(x, y)) − af1 (x, y)
=
1
2
ϕ−δ(f(x))[c
⋆(x, y)− c(x, y)] + 1
2
ϕδ(f(y)− f(x))c(x, y) ,
where ϕδ(r) = δ
−1(eδr − δr − 1)→ 0 as δ → 0, uniformly on compacts. Hence,
(5.5) lim
δ→0
sup
x∈S
∑
y:y 6=x
|ξδ(x, y)| = 0 .
This in turn implies that (2.10) holds for Lf1 and (A1)f , so by Proposition 2.9
we deduce that the Markovian perturbations Xf1 (·) have the response function
associated with (A1)f .
Suppose now that Af is of the form (5.4) and that
(5.6) sup
x∈S
∑
y:y 6=x
|af (x, y)| <∞
which guarantees that Af is a bounded operator on Cb. In view of Theorem 2.10,
for such Af to correspond to the response function of some perturbation X
f(·) (per
Definition 2.7), it is necessary that af (x, y) = bf (x, y)− f(x)c(x, y), where
brf(x, y) = rbf (x, y), r > 0(5.7)
µ0(x)
∑
y:y 6=x
bf(x, y) =
∑
y:y 6=x
µ0(y)bf (y, x), ∀x ∈ S .(5.8)
Slightly modifying the time change generic perturbation of Proposition 3.1, we
next show that essentially these conditions on af (x, y) are also sufficient for having
a perturbation Xf(·) whose response function is given by (2.7).
Proposition 5.1. Suppose that the generator of the semi-group Pt of a pure jump
Markov process X(·) on a discrete state space S is of the form (5.2) for jump
rates c(x, y) ≥ 0 that satisfy (5.1). To any Af of the form (5.4) with af (x, y) =
bf(x, y)− f(x)c(x, y) satisfying (5.6)–(5.8) and such that for some ρf <∞,
(5.9) bf (x, y) ≥ −ρfc(x, y) ∀x 6= y ,
there corresponds a Markovian perturbation Xf(·) satisfying Assumption 2.5 whose
response function is RXf ,g(s, t) = PsAfPt−sg (for g ∈ Cb).
Remark 5.2. Condition (5.9) implies that bf (x, y) is non-negative for every x 6= y
such that c(x, y) = 0 (and for a finite state space S it puts no other restrictions on
bf(x, y)).
Proof: In view of (5.7) and (5.9), if δ > 0 is small enough so 1− δρf > 0 then
(5.10) ĉδf0 (x, y) = e
−δf(x)
[
c(x, y) + bδf (x, y)
]
= cδf0 (x, y) + e
−δf(x)bδf (x, y),
are non-negative for all x 6= y. Further, by the boundedness of f(·), (5.1) and (5.6)
we have that
∑
y ĉ
δf
0 (x, y) is bounded, uniformly in x ∈ S. Thus, there exists a
pure jump Markov process X̂δf0 (·) on S whose semi-group is generated by a bounded
operator L̂δf0 on Cb of the form (5.2) with the jump rates ĉδf0 (x, y). Moreover, it
follows from (5.3), (5.8) and (5.10) that
µδf (x)
∑
y:y 6=x
ĉδf0 (x, y) =
∑
y:y 6=x
µδf (y)ĉδf0 (y, x), ∀x ∈ S
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(where µδf (x) = eδf(x)µ0(x)). This implies that µδf (·) is a finite, positive invariant
measure for the semi-group of the irreducible Markov process X̂δf0 (·), which thus
satisfies Assumption 2.5 (with G = Cb = B). It is easy to check that (5.5) holds for
ξδ(x, y) := δ
−1(ĉδf0 (x, y)− c(x, y))− af (x, y). This in turn implies that (2.10) holds
in this setting, so by Proposition 2.9 we deduce that (2.6) holds as well, and that
AfPsg is strongly continuous on Cb.
Remark 5.3. We alternatively get the response function RXf ,g(s, t) = PsAfPt−sg
per Proposition 5.1 by adapting instead the generic perturbation of Proposition 3.8,
i.e. following the same line of reasoning for the Markov perturbation X̂δf1 (·) that
correspond to the jump rates
ĉδf1 (x, y) = c
δf
1 (x, y) + e
−δf(x)
(
bδf (x, y)− δ
2
f(y)c(x, y)− δ
2
f(x)c⋆(x, y)
)
.
Indeed, for f(·) non-negative and δ > 0 also ψδ = δ−1(eδf−δf−1) is non-negative,
so by (5.7) and (5.9)
eδf(x)ĉδf1 (x, y) = c(x, y) + b
δf (x, y) +
δ
2
[ψδ(y)c(x, y) + ψδ(x)c
⋆(x, y)]
≥ c(x, y) + δbf(x, y)
is non-negative as soon as 1 − δρf > 0. With ψδ ∈ Cb it follows from (5.1) and
(5.6) that L̂δf1 of the form (5.2) corresponding to jump rates ĉδf1 (x, y) is a bounded
operator on Cb hence a generator of a semi-group for a Markov process X̂δf1 (·).
Further, from the µ0-invariance of L and Bf = Af + fL, see (5.3) and (5.8), it
follows that 〈L̂δf1 g〉µδf = 0 for all g ∈ Cb and so the irreducible Markov process
X̂δf0 (·) satisfies Assumption 2.5. Finally, with ‖ψδ‖∞ → 0 as δ ↓ 0 we get the
stated response function upon checking that (5.5) holds for ξδ(x, y) = δ
−1(ĉδf1 (x, y)−
c(x, y))− af (x, y).
Cycle decomposition provides a canonical construction of Markov processes on a
discrete state space with a prescribed invariant measure (such as µf ). For simplicity,
we consider only cycles of finite length. More precisely, equipping S with any
complete order, let Γ denote the collection of all finite oriented cycles γ. That is,
γ = (x0, x1, . . . , xn) of length n = |γ| ≥ 2 is such that xn = x0 and xi 6= xj for
all 0 ≤ i < j < n. Suppose a strictly positive probability measure µ0 on S and
α : Γ 7→ R+ are such that
‖α‖Γ := sup
x∈S
1
µ0(x)
∑
γ:x∈γ
|α(γ)|
is finite (in particular, if S is finite then so is Γ and ‖α‖Γ <∞ for any α : Γ 7→ R).
It is then easy to check that the jump rates
(5.11) c(x, y) =
1
µ0(x)
∑
γ∈Γ
α(γ)1(x,y)∈γ ∀x 6= y ∈ S ,
satisfy (5.1) and that µ0(·) is an invariant measure for the corresponding semi-
group Pt. Further, this semi-group is µ
0-symmetric (i.e. the Markov process is
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reversible), if α(γ) = 0 whenever |γ| > 2. Next, let βf : Γ 7→ R and αf : Γ 7→ R+
for f ∈ Cb be such that ‖βf‖Γ is finite, βrf = rβf and
lim
δ↓0
‖δ−1(αδf − α) − βf‖Γ = 0 .
Then, applying once more Proposition 2.9, we deduce that the Markov process of
jump rates
cf (x, y) =
e−f(x)
µ0(x)
∑
γ∈Γ
αf (γ)1(x,y)∈γ
has an invariant measure µf and the response function corresponding to
af (x, y) = −f(x)c(x, y) + 1
µ0(x)
∑
γ∈Γ
βf (γ)1(x,y)∈γ .
We next consider some concrete examples such as the Glauber and Metropolis
dynamics for Gibbs measures on finite graphs.
Example 5.4. Consider a finite graph with S denoting its vertexes and the sym-
metric E ⊆ S × S denoting its edges. Given H : S 7→ R let µ0(x) = e−H(x) de-
note the corresponding non-normalized Gibbs measure and consider the reversible
Markov processes obtained by (5.11) when α(γ) > 0 if and only if γ = (x, y, x) with
(x, y) ∈ E. That is, having jump rates
c(x, y) = eH(x)α(x, y)1(x,y)∈E ,
for α(x, y) = α(y, x) > 0. Two such examples are the Metropolis dynamics where
αM (x, y) = min(e
−H(x), e−H(y)) and the Glauber dynamics for which αG(x, y) =
1/(eH(x)+eH(y)). The Markov perturbations one uses for the Metropolis (or Glauber)
dynamics are of the same type as the original process, just replacing H(·) by H(·)−
δf(·). Here the convergence in ‖ · ‖Γ is equivalent to a point-wise convergence on
E leading to the response functions that correspond to
afM (x, y) = (f(y)− f(x))e−∆H
(
1∆H>0 + 1∆H=01f(x)>f(y)
)
1(x,y)∈E ,
afG(x, y) = (f(y)− f(x))
e−∆H(
1 + e−∆H
)2 1(x,y)∈E ,
where ∆H := H(y)−H(x). Note in particular that while afG is linear in f(·), this
is in general not the case for afM .
6. Finite dimensional diffusion processes
Here S is a connected, finite dimensional C∞-manifoldM without boundary. We
first consider compact M , with the treatment of non-compact M = Rd provided at
the end of the section. Let µ0 be a probability measure on M that has a smooth
strictly positive density with respect to any coordinate chart for M (c.f. [3, Section
6.3]). Setting G = C∞(M) and Γ(T(M)) denoting the space of smooth sections
over M , recall that in the absence of boundary, for any Z ∈ Γ(T(M)) there exists
then a unique gZ ∈ G such that Z⋆h = −Zh + gZh acts on G as the adjoint of Z
with respect to the inner product of L2(µ
0) (and gZ = Z
⋆1). For Di ∈ Γ(T(M)),
i = 0, 1, . . . , d, consider the operator L = ∑di=1Di ◦ Di + D0 on G (that is, a
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diffusion generator in the Ho¨rmander form, see [13]). Any such operator can be
rewritten as
L = −
d∑
i=1
D⋆i ◦Di +Y ,
where Y = D0 +
∑d
i=1 gDi Di is also in Γ(T(M)). Note that such operator is the
restriction to G of the generator of a strongly continuous Markov semi-group Pt
on Cb = Cb(S) such that Ĝ = G = C∞(M) (see for example, [3, Theorem 6.3.2]).
In particular, the corresponding Markov process X(·) can be constructed as the
unique solution of a certain Stratonovich stochastic differential equation (S-SDE),
c.f. [3, Exercise 6.3.22].
Also, the semi-group Pt is µ
0-invariant if and only if gY = 0 (see [3, Theorem
6.3.2]). In particular, if {D1, . . . ,Dd} satisfies Ho¨rmander’s strong hypo-elliptic
condition (i.e. (H) of [3, Section 6.3]), then for any D0 ∈ Γ(T(M)) there exists a
unique probability measure µ0 (of a smooth strictly positive density with respect
to any coordinate chart) for which gY = 0. We next provide the diffusion process
Xf1 (·) of the generalized Langevin dynamics of Proposition 3.8 and its response
function.
Proposition 6.1. Suppose gY = 0 and for any non-negative f ∈ C∞(M) let
Yf = e−fY +
∑d
i=1(Dif)Di. Then,
Lf1 = −
d∑
i=1
D⋆i ◦Di +Yf ,
is (the restriction to G = C∞(M) of) the generator of a strongly continuous, µf -
invariant Markovian semi-group (Pf1 )t on Cb with G closed under the action of
this semi-group (and the Markov process Xf1 (·) is the unique solution of a certain
S-SDE). If further
(6.1)
∫
M
|Yg|2dµ0 ≤ K
d∑
i=1
∫
M
|Dig|2dµ0 ,
for some K <∞ and all g ∈ G, then Xf1 (·) has a response function that corresponds
to (A1)f =
∑d
i=1(Dif)Di − fY, a linear operator of domain G.
Remark 6.2. The process Xf1 (·) is a diffusion on M that differs from X(·) only by
the addition of a smooth drift term corresponding to Yf −Y. We note in passing
that X(·) is reversible (i.e. has a µ0-symmetric semi-group) if and only if Y = 0,
in which case the added drift is of a gradient form (and Xf1 (·) is known in the
literature as the Langevin dynamic).
Remark 6.3. If D0 =
∑d
i=1 hiDi for some hi ∈ L2(µ0), then Girsanov transfor-
mation shows that the laws of Xf1 (·) and X(·) are mutually absolutely continuous
on C([0, T ];M) for each T < ∞. The Langevin dynamic is in this respect more
natural that the time change generic perturbation (of generator L0 = e−fL), for
which this is of course not the case. If in addition hi ∈ L∞(µ0) for i = 1, . . . , d
(as for example, in case of uniform ellipticity), then the condition (6.1) is trivially
satisfied.
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Proof: Our assumption that gY = 0 means that Y
⋆ = −Y. Hence, acting on G,
the adjoint
L⋆ = −
d∑
i=1
D⋆i ◦Di −Y
of L with respect to the inner product of L2(µ0) is such that L⋆G ⊆ G. It is thus
the restriction to G (and a core) of the generator of the adjoint semi-group P⋆t
on Cb, with G closed under the action of P⋆t . Consequently, the generator of the
µ0-symmetric semi-group P˜t of Corollary 3.7 is just L˜ = −
∑d
i=1D
⋆
i ◦ Di (when
acting on G). Moreover, here
(6.2) Γ(f, g) = 2
d∑
i=1
(Dif)(Dig)
satisfies the Leibniz rule Γ(fh, g) = hΓ(f, g) + fΓ(h, g), so Γ(ef , g) = efΓ(f, g)
and for any non-negative f ∈ G, the generator of the µf -symmetric semi-group P˜ft
of Lemma 3.5 is such that for g ∈ G,
L˜fg = −(1− e−f)
d∑
i=1
D⋆i ◦Dig +
d∑
i=1
(Dif)(Dig) .
It follows that when acting on G the generator Lf1 = L˜f+e−fL we use in Proposition
3.8 is merely
Lf1 = −
d∑
i=1
D⋆i ◦Di +Yf .
It is easy to check that for any Z ∈ Γ(T(M)), the operator Z⋆,f = −Z+(gZ−Zf)
acts on G as the adjoint of Z with respect to the inner product of L2(µf ). Further,
with Ye−f = −e−fYf , it follows that
ge−fY − e−fYf = e−fgY = 0 .
Thus, Lf1 = −
∑d
i=1D
⋆,f
i ◦Di + e−fY, and (e−fY)⋆,f = −(e−fY). Hence, by [3,
Theorem 6.3.2], now with respect to the finite measure µf on M that is also of
a smooth strictly positive density, we find that Lf1 is the generator of a strongly
continuous, µf -invariant Markovian semi-group (Pf1 )t on Cb such that G is closed
under its action, with Xf1 (·) characterized as the unique strong solution of some
S-SDE (this direct construction bypasses that of Proposition 3.8).
Carefully examining the proof of Theorem 4.2 one verifies that there is no
need to ever consider functions outside G in case this algebra is in the domain
of the generators L, L∗, L˜, Lδf1 and is closed under the action of the corre-
sponding Markovian semi-groups on Cb. It then suffices to define the operator
(A1)f of (4.2) only on G and since here L − L˜ = Y we deduce from (6.2) that
(A1)fg =
∑d
i=1(Dif)(Dig)− fYg for all g ∈ G, as stated. Further, it follows that
in such a situation Xf1 (·) has the response function corresponding to (A1)f as soon
as ‖L˜g − Lg‖2 ≤ −K〈gLg〉µ0 for some K <∞ and all g ∈ G, which is exactly our
condition (6.1).
Consider next the non-compact manifold M = Rd, denoting by C∞, C∞b , C∞0
the collections of smooth functions, smooth functions with bounded derivatives of
all orders, smooth functions of compact support on M = Rd, respectively. Let G
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be the vector space spanned by 1 and the collection of Schwartz test functions on
M (i.e. functions in G are elements of C∞ whose derivatives of all positive orders
decay faster than any power of ‖x‖), and consider the Markovian semi-group Pt on
G that is generated by L =∑di=1Di ◦Di +D0 where for i = 0, . . . , d,
Di =
d∑
k=1
ai,k
∂
∂xk
,
with ai,k ∈ C∞b for i ≥ 1 while a0,k ∈ C∞ with ∂a0,k∂xj ∈ C∞b for k, j = 1, . . . , d (that
is, the drift of our diffusion may be unbounded, but its derivatives are bounded).
Hence,
L =
d∑
j,k=1
cj,k
∂2
∂xj∂xk
+
d∑
j=1
bj
∂
∂xj
,
where for each x ∈M ,
cj,k =
d∑
i=1
ai,jai,k, bj = a0,j +
d∑
i,k=1
ai,k
∂ai,j
∂xk
.
Suppose that {D1, . . . ,Dd} satisfies Ho¨rmander’s strong hypo-elliptic condition and
there exists a bounded below Lyapunov function V ∈ C∞, such that LV ≤ 0 and
lim
‖x‖→∞
V (x) =∞.
This implies that the diffusion has a unique invariant measure µ0 with a strictly
positive smooth density ρ ∈ C∞b with respect to Lebesgue’s measure on M (see [6]).
In view of [18, Theorem 3.14] the semi-group Pt maps G into itself (more precisely
they require bounded drift, but under our assumptions, for D0 of linear growth
the transition probability function has sub-Gaussian tails and once this is shown, a
localization argument reduces to the case covered in [18]. An alternative approach
is to use that fact that if g ∈ G then LPtg = Pt(Lg), where Lg ∈ G and use the
weighted Sobolev norm estimates of [7, Theorem 4.1]).
Now take f ∈ C∞0 and upon making the relevant modifications, apply Proposition
6.1 in this setting.
7. Stochastic spin systems
We consider next systems of locally interacting diffusion processes, indexed by
the d-dimensional lattice Zd. Such processes naturally arise in statistical physics,
where all Gibbs states of the interaction potential are invariant measures for the
chosen dynamics. In particular, in the presence of a phase transition we typically
have non-uniqueness of the Gibbs state and infinitely many invariant measures for
the Markov process X(·). Note that in contrast with the setting of Section 6, here
the state space S is such that we typically do not have an obvious dense algebra
of test functions G in D(Pt) which is closed under the action of the semi-group Pt
(for example, the algebra of functions depending on finitely many coordinates is
typically not closed under action of Pt).
For simplicity we restrict ourselves to pair interaction potentials and consider
first the simpler case of compact spin spaces S = (S1)Zd , with spins taking values
in the one dimensional torus S1 (equipped with Lebesgue measure and its σ-algebra
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S1), and having smooth, symmetric, finite range interactions. Specifically, for x =
(xi, i ∈ Zd) and any V ⊂⊂ Zd (i.e. V finite), consider the Hamiltonian
(7.1) HV (x) =
∑
i∈V
Φi(xi) +
1
2
∑
i6=j∈V
Φi,j(xi, xj) +
∑
i∈V,j /∈V
Φi,j(xi, xj) ,
where the potentials Φi ∈ C∞(S1) and Φi,j ∈ C∞(S1 × S1), i 6= j are such that
Φi,j(x, y) = Φj,i(x, y) = Φi,j(y, x) and Φi,j = 0 if |i− j| > r. Let
Hi(x) := H{i}(x) = Φi(xi) +
∑
j∈N(i)
Φi,j(xi, xj) ,
where N(i) = {j ∈ Zd : 1 < |i− j| ≤ r} denotes the r-neighborhood of i, excluding
i. Given smooth functions Ψi(x) = Ψi(xj , j ∈ N(i)) ∈ C∞((S1)N(i)), set
bi(x) = −Φ′i(xi)−
∑
j∈N(i)
Φ′i,j(xi, xj) + Ψi(x)e
Hi(x),
where Φ′i(x) = ∂xΦi(x), Φ
′
i,j(x, y) = ∂xΦi,j(x, y) (and hereafter ∂x denotes the
smooth section corresponding to this differential operator on the C∞-manifold S1).
We assume that
(7.2) sup
i
|Φ′i(0)| ≤ C, sup
i,j
|Φ′i,j(0, 0)| ≤ C,
(7.3) inf
i
inf
x
Φ
′′
i (x) ≥ −K, inf
i,j
inf
x,y
Φ
′′
i,j(x, y) ≥ −K
(7.4) sup
x,y
|∂x∂yΦi,j(x, y)| ≤ c(i− j),
(7.5) sup
i
|Ψi(0)| ≤ C, sup
i
sup
j∈N(i)
sup
x
|∂xjΨi(x)| ≤ C
for some finite constants C,K and c(k). Under these conditions there exists a strong
Markov process X(t) on S = (S1)Zd (equipped with the corresponding product
topology), which is the unique strong solution of the system of stochastic differential
equations
(7.6) dXi(t) = bi(X(t)) dt+
√
2dWi(t), i ∈ Zd,
where Wi(t), i ∈ Zd are independent Brownian motions on S1 (c.f. [23]).
We note in passing that with S1 compact, conditions (7.2)-(7.5) trivially hold
for example whenever i 7→ Φi, i 7→ Ψi and (i, j) 7→ Φi,j are translation invariant
(and also in some other cases).
Let G denote the dense subset of Cb(S), consisting of all local smooth functions.
That is, G = {C∞((S1)V ) for some V ⊂⊂ Zd}. Restricted to the algebra G, the
generator of the corresponding semi-group Pt on Cb(S) takes the form
(7.7) L =
∑
i
(
Di ◦Di + biDi
)
,
where Dig = ∂xig. Hence, Lg ∈ G for each g ∈ G.
The solution X(t) of (7.6) is smooth with respect to X(0) = x with derivatives
Yij(t) = ∂xjXi(t) such that Yij(t) =
∑
k
∫ t
0
Bik(X(s))Ykj(s)ds and Yij(0) = 1j(i),
where by our assumptions Bik = Dkbi are uniformly bounded and the sum is over
the finite support of the local function bi. While Ptg is not necessarily local for all
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g ∈ G (so G is not closed under the action of this semi-group), nevertheless by the
chain rule DiPtg =
∑
k Ex[Dkg(X(t))Yik(t)], which is thus uniformly bounded in
x (c.f. the proof of [4, Theorem 2.2] or [12] which further shows the existence of
a smooth transition probability density). Further, iterating this procedure to deal
with the second derivatives, one easily verifies that for all ĝ ∈ Ĝ,
(7.8)
∑
i
‖Di ◦Diĝ‖∞ +
∑
i
‖biDiĝ‖∞ <∞ .
In particular, hPtg ∈ D(L) for all h, g ∈ G and the form (7.7) of L extends to any
such function.
Under our assumptions the collection G(Φ) of Gibbs measures associated with
the potentials {Φi,Φi,j , i, j ∈ Zd} is non-empty (see [12]). That is, µ ∈ G(Φ) if
and only if the DLR equations
∫
B µV (dy|x)µ(dx) = µ(B) hold for all B ∈ SZ
d
1 and
V ⊂⊂ Zd, where the probability measure µV (·|x) on (S1)V has the density
µV (y|x) = 1
ZV (x)
exp(−HV (y))
∏
i/∈V
δxi(yi),
with respect to Lebesgue measure on this set (and ZV (x) ∈ R+ is the corresponding
normalizing constant). Since S1 has no boundary and ∂xiΨi = 0, considering the
form (7.7) and the DLR relation for V = {i}, it is not hard to verify that 〈Lg〉µ = 0
for any µ ∈ G(Φ) and g ∈ Ĝ. That is, any measure in G(Φ) is invariant for X(t).
Further, fixing µ0 ∈ G(Φ), upon using the explicit form of the local specification
µ{i}( · |x) and integration by part, it is easy to check that for all g, h ∈ D(Di) and
for µ0-a.e. x ∈ S,
(7.9) 〈hDig〉µ{i}(·|x) = 〈g(H ′ih−Dih)〉µ{i}(·|x)
where H ′i = DiHi = Φ
′
i(xi) +
∑
j∈N(i) Φ
′
i,j(xi, xj) is in G. That is, the operator
D⋆i = −Di+H ′i, having the same domain as Di, is the adjoint of Di in L2(µ0). In
particular,
L =
∑
i
(−D⋆i ◦Di +ΨieHiDi) ,
with its adjoint in L2(µ
0)
L⋆ =
∑
i
(−D⋆i ◦Di −ΨieHiDi)
having the same domain as L and such that L⋆G ⊆ G. Consequently, the same
applies for the self-adjoint operator L˜ = −∑iD⋆i ◦Di (whose domain thus contains
that of L).
When Ψi = 0 for all i, the Markov process X(t) is merely the usual reversible
Langevin dynamic and G(Φ) is then precisely the collection of measures for which
its semi-group Pt is symmetric (see [23, Theorem 4.3]). In this case, it is further
known that for d = 1, 2 there are no other invariant measures for Pt (c.f. [12]).
Fixing a non-negative, smooth, local function f ∈ C∞((S1)U ) for some U ⊂⊂ Zd
(with f 6= 0), and µ0 ∈ G(Φ), the probability measure µ¯f = Z−1f efµ0 (with
Zf = 〈ef 〉µ0) is a Gibbs measure corresponding to potentials {Φi,Φi,j , i, j ∈ Zd
and Φ˜U = −f}. Consequently, µ¯f is invariant for the strong Markov process Xf(t)
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which is the unique strong solution of the SDE (7.6) with drift
bfi = −H ′i +Dif +Ψfi exp(Hi − f1U (i)) ,
provided Ψfi ∈ C∞((S1)N(i)) satisfy (7.5). For example, when taking Ψfi = 0 the
generator of the corresponding semi-group coincides with L˜f + e−f L˜ of Lemma 3.5
and Corollary 3.7, at least when acting on smooth functions satisfying (7.8) (and
in particular, on Ĝ).
We now seek Ψfi for which this Markovian perturbation has a response function.
To this end, suppose first that Ψi = 0 for all but finitely many i ∈ Zd. In this case
we may and shall enlarge U so Ψi = 0 for all i /∈ U in which case taking Ψfi = Ψi
results effectively with the Markovian perturbation Xf1 (·) of Proposition 3.8. The
same argument we used to derive (7.9) also shows that 〈rΨieHiDir〉µ{i}(·|x) = 0 for
µ0-a.e. x ∈ S and any r ∈ D(Di). Consequently, for any r ∈ D(L),
〈rLr〉µ0 = 〈rL˜r〉µ0 = −
∑
i
‖Dir‖2 ,
and applying Cauchy-Schwarz inequality we see that the condition (4.1) holds here
for K =
∑
i∈U ‖ΨieHi‖2 finite. In view of Remark 4.4 we can apply Theorem 4.2
and conclude that this Markovian perturbation yields a response function (in the
sense of Definition 2.7), that corresponds to
(7.10) Af =
∑
i
(Dif)Di − f
∑
i∈U
Ψie
HiDi .
Whereas the condition (4.1) typically fails to hold when Ψi is non-zero at infin-
itely many sites i ∈ Zd, the perturbed drift bfi with Ψfi = Ψi (where now U = Uf
remains the domain of f), can be directly shown to still yield the response func-
tion corresponding to the operator Af of (7.10). While we do not detail this
argument, note that we merely replaced the non-symmetric part of the pertur-
bation (namely, (1 − e−f)(Lr − L˜r)), by the “localized” non-symmetric operator
(1− e−f)∑i∈U ΨieHiDir, which as we have seen, is dominated by −〈rLr〉µ0 (and
we can handle the latter as in the proof of Theorem 4.2).
Considering next the case of unbounded spins, where S1 is replaced by R, we
restrict the state space S to the subset of tempered configurations x ∈ RZd such
that
∑
i |xi|2(1 + |i|)−2p is finite for p large enough. Considering only the usual
Langevin dynamics where Ψi = 0 and assuming once more that (7.2)–(7.4) hold,
guarantees the existence of a strong Markov process X(t) with state space S which
is the unique strong solution of the SDE (7.6), see [23]. In this setting we take
G = {g ∈ C∞(RV ), V ⊂⊂ Zd, ∂xig has a compact support in RV , ∀i ∈ V } ,
where again (7.7) holds and LG ⊆ G.
Generally Ptg is neither a local function, nor having derivatives of compact
support, so once again G is not closed under the action of Pt. Nevertheless, under
suitable assumptions (7.8) holds, the process X(t) has invariant (Gibbs) measures
and the µ¯f -symmetric Markovian semi-group associated with the perturbed drift
bfi yields the same explicit response function as before. For example, as shown in
[23], the set G(Φ) of Gibbs measures is non-empty when for some b >
∑
k c(k)
sup
x,i
(bx2 − xΦ′i(x)) <∞ .
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