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Abstract
This paper uses Lie symmetry methods to analyze boundary cross-
ing probabilities for a large class of diffusion processes. We show that if
Fokker–Planck–Kolmogorov equation has non-trivial Lie symmetry, then
boundary crossing identity exists and depends only on parameters of pro-
cess and symmetry. For time-homogeneous diffusion processes we found
necessary and sufficient conditions of symmetries’ existence. This paper
shows that if drift function satisfy one of a family of Ricatti equations,
then the problem has nontrivial Lie symmetries. For each case we present
symmetries in explicit form. Based on obtained results, we derive two-
parametric boundary crossing identities and prove its uniqueness. Fur-
ther, we present boundary crossing identities between different process.
We show, that if the problem has 6 or 4 group of symmetries then the
first passage time density to any boundary can be explicitly represented
in terms of the first passage time by Brownian motion or Bessel process.
Many examples are presented to illustrate the method.
1 Introduction
Let b(t) be a sufficiently smooth function of time, W = {Wt : t ≥ 0} be a stan-
dard Brownian motion and X = {Xt : t ≥ 0} be a solution to the following
SDE
dXt = µ(Xt, t)dt+ σ(Xt, t)dWt, X0 = x0 ≤ b(0). (1.1)
We assume that functions µ(x, t) and σ(x, t) are smooth functions such that
equation (1.1) has a unique non-explosive solution for any initial value x0. We
define the first passage time T b of the diffusion process Xt to the curved bound-
ary b(t):
T b = inf{t > 0; Xt ≤ b(t)}. (1.2)
We denote by Px0 and Ex0 probability and expectation conditional on the pro-
cess Xt started at X0 = x0. We omit subscript x0 if process Xt starts at zero,
i.e. x0 = 0. Define function u
b
x0(x, t) as
ubx0(x, t) =
∂
∂x
Px0
(
Xt ≤ x, T b > t
)
. (1.3)
From standard results in probability theory the function ubx0(x, t) solves Cauchy
problem with absorbing boundary condition for Fokker–Planck–Kolmogorov
∗e-mail:d.muravey87@gmail.com.
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equation (FPKE)

(
L ∗ − ∂∂t
)
ubx0 = 0, (x, t) ∈ (b(t),∞)× (0,∞)
ubx0(b(t), t) = 0, t ∈ [0,∞)
ubx0(x, 0) = δ(x− x0), x ∈ [b(0),∞)
(1.4)
where δ(x−x0) is a Dirac measure at the point x0 and differential operator L ∗
is the adjoint of L , which is the infinitesimal generator of Xt:
L =
σ2(x, t)
2
∂2
∂x2
+ µ(x, t)
∂
∂x
, L ∗ =
1
2
∂2
∂x2
σ2(x, t)− ∂
∂x
µ(x, t). (1.5)
Superscript b in (1.3) denotes boundary b(t). If b(t) is sufficiently regular, the
problem (1.4) has unique solution and probability Px0(T
b > t) and density
ρT
b
x0 (t) of the moment T
b have the following representations (we also omit sub-
script x0 in case of x0 = 0):
Px0(T
b > t) =
∫∞
b(t) u
b
x0(x, t)dx,
ρT
b
x0 (t) =
∂
∂x
(
σ2(x,t)ubx0(x,t)
2
)
|x=b(t).
(1.6)
The calculation of boundary-crossing probabilities (1.6) arises in several areas
such as statistical testing [16, 32], the valuation of barrier options [18, 25, 33],
default modeling [11, 21], molecular biology [9]. The comprehensive review of
the first passage time problems can be found in [31].
The most popular analytic techniques to analyze first passage times are
martingale theory via optional sampling theorem, measure/time changes, inte-
gral equations and PDE theory. Martingale methods were used in [7, 27, 26].
Method of images and integral transforms are the most frequently used tech-
niques of PDE theory. The method of images is used in [12, 24, 22] for Brownian
Motion and in [13] for Bessel process. If we study first passage times to a fixed
level by a time-homogeneous process we can apply Laplace transform and re-
duce original PDE problem to the ODE problem. This technique gives the first
passage time law in the series expansion form, for details see [23]. Paper [29]
shows, that first hitting time density can be found as a solution of Volterra
integral equation.
In 2005 Alili and Patie have published a paper [2] about so-called functional
transformation approach for the first passage time problems. They considered
a one-parametric mapping from the space of continuous positive functions into
a family of curves and established explicit formula relating the distributions of
the first hitting times of each of these curves by a Brownian Motion. Later,
they generalized their results to the processes having time-inversion property
[4]. In the recent paper [5] they extended one-parametric transformation to the
two-parametric and proved uniqueness of proposed transform. Their proof is
based on Lie symmetries for the heat equation.
In this article we explore connections between Lie symmetries of FPKE and
laws of first passage times of a curved boundary by a diffusion process. In the
assumption of non-trivial Lie symmetry’s existence we derive explicit boundary
crossing identity characterized only by symmetry and process parameters. This
result generalizes Alili and Patie transformations to the case of diffusion process
such that FPKE has non-trivial Lie symmetries. Also we generalize obtained
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identity to the case of two different diffusion process such that their FPKE have
a one specific relation similar to the Lie symmetry. The main contribution of
this paper is these two explicit identities.
Further, we focus on time-homogeneous diffusion processes. Without loss of
generality we consider process with unit variance. For these processes we find
necessary and sufficient conditions of symmetries’ existence and derive all of Lie
symmetries in explicit form. Based on these results, we obtain two-parametric
transforms and prove its uniqueness. We apply reductions to the canonical form
(see [17]) and obtain boundary crossing identities between time-homogeneous
diffusion process and Brownian motion or Bessel Processes. These results gener-
alize well-known connections between Ornstein– Uhlenbeck process and Brow-
nian Motion and radial Ornstein–Uhlenbeck process and Bessel process.
The rest of paper is organized this way: in Section 2 we briefly introduce
Lie symmetries method and present boundary crossing identities for general
case. In Section 3 we focus on time homogeneous diffusion processes. We
show that existence of non-trivial Lie symmetry is equivalent to the condition
that drift function solves one of 4 Ricatti equations. Each Ricatti equation
can be solved explicitly in terms of elementary and special functions. For each
family we present closed form solution of corresponded Ricatti equation, derive
all symmetries in explicit form, construct two-parametric transformations and
prove its uniqueness.
2 Boundary crossing identities and Lie symme-
tries. General results
2.1 Preliminaries of Lie symmetries
A Lie group symmetry of a differential equation is a transformation which maps
solutions to solutions. Application of this technique allows us to construct
complex solutions from trivial solutions. Here we briefly review the main idea
of Lie method, more details can be found in book by Olver [28]. Let u(x, t) be
a solution of equation (L ∗ − ∂t)u = 0 and v be a vector field of the form
v = ξ(x, t, u)∂x + τ(x, t, u)∂t + ϕ(x, t, u)∂u (2.1)
where ∂x denotes partial derivative ∂/∂x etc. Functions ξ, τ and ϕ are sought to
guarantee that field v generates a symmetry of PDE (L ∗ − ∂t) u = 0. According
to the Lie’s theorem, vector field v generates local group of symmetries if and
only if its second prolongation (see Chapter 2 of [28] for the explicit formulas of
prolongations) is equal to zero:
pr2v [(L ∗ − ∂t) u] = 0. (2.2)
Action of the vector field v gives triplet (X , T ,U) (see Chapter 1, [28])
eǫv(x, t, u) = (X , T ,U) (2.3)
such that (X , T ,U) solves the following ODE system

dX/dǫ = ξ(X , T ,U), X|ǫ=0 = x,
dT /dǫ = τ(X , T ,U), T |ǫ=0 = t,
dU/dǫ = ϕ(X , T ,U), U|ǫ=0 = u.
(2.4)
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Therefore, condition that vector field v generates symmetry of differential op-
erator L ∗ − ∂t is equivalent to existence of functions f(x, t), X (x, t) and T (t)
such that for any solution (L ∗ − ∂T )U = 0 the function u(x, t) defined as
u(x, t) = f(x, t)U (X (x, t), T (t)) , (2.5)
solves the equation (L ∗ − ∂t)u = 0. In order to obtain symmetries (2.5) we
need to solve the equation for second prolongation (2.2) and after that make
exponentiation (2.3). This steps gives us all symmetries (2.5).
2.2 Boundary crossing identities
In this subsection we present first main result of this paper. It is explicit identity
between densities of first passage times to the different boundaries.
Theorem 2.1. Suppose that equation (L ∗ − ∂t)u = 0 has non-trivial Lie sym-
metry (2.5) such that T (0) = 0. Let T b be the first passage time of the curve
b(t) by the process Xt:
T b = inf {t ≥ 0, Xt ≤ b(t)} . (2.6)
Let’s define by g(t) any solution of equation
X (g(t), t) = b(T ). (2.7)
and by T g the corresponded stopping time
T g = inf {t ≥ 0, Xt ≤ g(t)} . (2.8)
The density ρT
g
x0 (t) of the distribution of T
g can be explicitly represented from
the following identity:
ρT
g
x0 (t)
ρT
b
X (x0,0)(T (t))
=
σ2(g(t), t)
σ2(b(T (t)), T (t))
f(g(t), t)
f(x0, 0)
∂X/∂x|x=g(t)
Ψ′(X (x0, 0)) . (2.9)
Here function Ψ(Y ) is defined as a solution of the following equation
X (Ψ(Y ), 0) = Y . (2.10)
Proof. Let function U(X , T ) be a solution of Cauchy problem

(L ∗ − ∂T )U = 0, (X , T ) ∈ (b(T ),∞)× (0,∞)
U(b(T ), T ) = 0, T ∈ [0,∞)
U(X , 0) = δ(Ψ(X )−x0)f(Ψ(X ),0) , X ∈ [b(0),∞) .
(2.11)
It follows that the function ugx0(x, t) = f(x, t)U(X , T ) solves the problem

(L ∗ − ∂t)ugx0 = 0, (x, t) ∈ (g(t),∞)× (0,∞)
ugx0(g(t), t) = 0, t ∈ [0,∞)
ugx0(x, 0) = δ(x − x0). x ∈ [g(0),∞) .
(2.12)
Let function ubx0(x, t) be a solution to the equation (1.4). Therefore, we can
represent function U as the following convolution product:
U (X , T ) =
∫ ∞
b(0)
ubX0(X , T )U(X0, 0)dX0
4
=∫ ∞
b(0)
ubX0(X , T )δ(Ψ(X0)− x0)
f(Ψ(X0), 0) dX0
=
∫ ∞
b(0)
ubX0(X , T )δ(Ψ(X0)− x0)
Ψ′(X0)f(Ψ(X0), 0) dΨ(X0)
=
ubX0(X , T )
Ψ′(X0)f(Ψ(X0), 0) |Ψ(X0)=x0
=
ubX (x0,0)(X , T )
Ψ′(X )|X (x0,0)f(x0, 0)
.
After the following calculations, we get the main identity (2.9):
ρT
g
x0 (t) =
1
2
∂
∂x
(
σ2(x, t)ugx0(x, t)
) |x=g(t)
=
1
2
∂
∂x
(
σ2(x, t)ubX (x0,0)(X , T )f(x, t)
Ψ′(X )|X=X (x0,0)f(x0, 0)
)
|x=g(t)
=
1
2
∂
∂x
(
σ2(x, t)σ2(X , T )ubX (x0,0)(X , T )f(x, t)
σ2(X , T )Ψ′(X )|X (x0,0)f(x0, 0)
)
|x=g(t)
=
1
2
σ2(X , T )ubX (x0,0)(X , T )|x=g(t)
· ∂
∂x
(
σ2(x, t)f(x, t)
σ2(X , T )Ψ′(X )|X=X (x0,0)f(x0, 0)
)
|x=g(t)
+
1
2
(
σ2(x, t)f(x, t)
σ2(X , T )Ψ′(X )|X (x0,0)f(x0, 0)
)
|x=g(t)
· ∂
∂x
(
σ2(X , T )ubX (x0,0)(X , T )
)
|x=g(t)
=
1
2
σ2(X , T )ubX (x0,0)(X , T )|X=b(T )
· ∂
∂x
(
σ2(x, t)f(x, t)
σ2(X , T )Ψ′(X )|X (x0,0)f(x0, 0)
)
|x=g(t)
+
1
2
(
σ2(x, t)f(x, t)∂X/∂x
σ2(X , T )Ψ′(X )|X (x0,0)f(x0, 0)
)
|x=g(t)
· ∂
∂X
(
σ2(X , T )ubX (x0,0)(X , T )
)
|X=b(T )
= 0 +
(
σ2(x, t)f(x, t)∂X/∂x
σ2(X , T )Ψ′(X )|X (x0,0)f(x0, 0)
)
|x=g(t)ρT
b
X (x0,0)(T (t))
=
σ2(g(t), t)
σ2(b(T (t)), T (t))
f(g(t), t)
f(x0, 0)
∂X/∂x|x=g(t)
Ψ′(X )|X (x0,0)
ρT
b
X (x0,0)(T (t)).
Example 2.1. We illustrate an application of the main formula (2.9) with the
well-known Bachelier–Le´vy formula for the first passage time of a Brownian
motion to the slopping line g(t) = a+bt. We present two transformations of the
density corresponds to the straight line, i.e. b(t) = a, ρT
b
= |a|√
2πt3
e−
a2
2t . Recall
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all one-parametric symmetry for the heat equation(see Chapter 2 in [28]):
s
ǫ
1 : u(x, t) =
1√
1+ǫt
e
−ǫx2
2(1+ǫt)U
(
x
1+ǫt ,
t
1+ǫt
)
,
s
ǫ
2 : u(x, t) = U(eǫx, e2ǫt),
s
ǫ
3 : u(x, t) = e
−ǫx+ǫ2t/2U(x− ǫt, t),
s
ǫ
4 : u(x, t) = U(x+ ǫ, t)
s
ǫ
5 : u(x, t) = U(x, t+ ǫ),
s
ǫ
6 : u(x, t) = e
ǫU(x, t),
sβ : u(x, t) = β(x, t) + U (x, t) ,
(2.13)
where function β(x, t) is an arbitrary solution of equation (L ∗ − ∂t)β = 0.
The probabilistic interpretation of any symmetry from (2.13) can be found in
[5]. Application of symmetry sǫ4 with ǫ = b yields
u(x, t) = e−ax+b
2t/2U(x− at, t). (2.14)
New boundary g(t) solves the equation X (g(t), t) = g(t) − bt = a. If we apply
formula (2.9) we get (f(0, 0) = 1, dX/dx ≡ 1, Ψ′ ≡ 1)
ρT
g
(t) =
|a√
2πt3
e−
a2
2t e−b(a+bt)+b
2t/2 (2.15)
=
|a|√
2πt3
e−
a2
2t −ab− b
2t
2 .
Now we consider the superposition of symmetries s
b/a
5 ◦ sb/a1 :
u(x, t) =
e−
x2
2(t+a/b)√
t+ a/b
U
(
x
t+ a/b
,
t
(t+ a/b)a/b
)
. (2.16)
We apply this symmetry to the boundary b(t) = b (ρT
b
= |b|√
2πt3
e−
b2
2t ). In the
result we get g(t) = (t+ a/b)b(T (t)) = a+ bt. For the density ρT g (t) we have
ρT
g
(t) =
√
b/a√
(t+ a/b)3
e−
b2t+ab
2 ρT
b
(
t
(t+ a/b)a/b
)
(2.17)
=
|a|√
2πt3
e−
a2
2t −ab− b
2t
2 .
Remark 2.1. Main transform from [2] can be easily derived by the application
of Theorem 2.1 with symmetry sβ1 from (2.13). If we apply Theorem 2.1 with
symmetry sǫ4 we obtain first hitting time laws by Brownian motion with drift
(i.e. Girsanov transform).
Remark 2.2. In this paper we apply identity (2.5) to derive closed form for-
mulas for the first passage time laws. However, obtained identity can be useful
in numerical context. We can use it as a benchmark of any numerical methods.
2.3 Boundary crossing identities for different processes
In this section we introduce another diffusion process Y = {Yt, t ≥ 0} defined
by SDE
dYt = ν (Yt, t) dt+Σ(Yt, t) dWt, Y0 = y0, (2.18)
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Let T b and T g also be the following stopping times of the processes Yt and Xt
started from X (x0, 0) and x0 respectively
T b = inf {t ≥ 0, Yt ≤ b(t)} , T g = inf {t ≥ 0, Xt ≤ g(t)} . (2.19)
Next Theorem provides explicit connection formulas between distributions of
T bY and T
g.
Theorem 2.2. Suppose that solutions of equations (L ∗ − ∂t)u = 0 and (G ∗ − ∂T )U =
0 have relation (2.5). Here G is infinitesimal generator of the process Yt. Let b(t)
and g(t) be smooth functions having relation (2.7). Then, the boundary crossing
identity between densities of stopping moments (2.19) can be represented in the
form (2.9).
Proof. Proof is fully analogical to the proof of Theorem 2.1.
Example 2.2. We also illustrate an application of Theorem 2.2 with Bachelier–
Le´vy formula. Let Xt be a Brownian motion with negative drift −b and Yt be a
standard Brownian Motion, i.e
L
∗ =
1
2
∂2
∂x2
+ b
∂
∂x
, G ∗ =
1
2
∂2
∂x2
. (2.20)
After application of formula (2.9) with X ≡ x, T ≡ t, f(x, t) = e−bx−b2t/2,
b(t) ≡ g(t) ≡ a and x0 = 0 we get formula (2.15).
3 Time-homogeneous diffusion processes
Now we turn to the time-homogeneous diffusion processes, i.e. µ(x, t) ≡ µ(x)
and σ(x, t) ≡ σ(x). Without loss of generality, we assume that σ(x) ≡ 1. In the
case of σ(x) 6= 1 we can apply Lamberti transform (see e.g. [7]):
dUt = ν(Ut)dt+ σ(Ut)dWt, F (y) =
∫ y
y0
du
σ(u) , Xt = F (Ut);
dXt = µ(Xt)dt+ dWt, µ(y) =
(
ν
σ − σ
′
2
)
◦ F−1(y). (3.1)
Differential operator L ∗ is simplified to
L
∗ =
1
2
∂2
∂2x
− µ(x) ∂
∂x
− µ′(x). (3.2)
Next Theorem provides necessary and sufficient conditions of non-trivial sym-
metry’s existence.
Theorem 3.1. Differential Equation (L ∗−∂t)u = 0 where L ∗ defined in (3.2)
has non-trivial Lie symmetry (2.5) if and only if drift function µ(x) is a solution
of one of the following Ricatti equations:
F1 : µ
′ + µ2 = 4Bx+ 2C
F2 : µ
′ + µ2 = Ax2 + 4Bx+ 2C
F3 : µ
′ + µ2 = 2C +D/x2
F4 : µ
′ + µ2 = Ax2 + 2C +D/x2
(3.3)
where A, B, C and D are arbitrary constants.
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Proof. Craddock and Lennox considered in [10] Lie symmetries for the equation
σxγ
∂2u
∂x
+ f(x)
∂u
∂x
− g(x)u− ∂u
∂t
= 0. (3.4)
They proved that if f(x) solves Ricatti equation with coefficients depending on
function g, then the operator (3.4) has non-trivial Lie symmetries. Differential
operator L ∗ − ∂t is the special case of (3.4) with specifications γ = 0, σ = 1/2,
f(x) = −µ(x) and g(x) = µ′(x). For readers’ convenience we present proof from
[10] with our specifications. According to ([10, p. 129]) components of vector
field v allow the following representation
ξ(x, t) = x2 τt + ρ, ϕ(x, t, u) = α(x, t)u + β(x, t),
α(x, t) = −x24 τtt − xρt + µ(x)ρ + x2µ(x)τt + η,
(3.5)
where τ , ρ and η are functions of t only and solve the equation
− x
2
4
τttt − xρtt + ηt = −τtt
4
− L(x)τt +K(x)ρ. (3.6)
Functions K(x) and L(x) are defined analogical to [10, p. 129, formula 2.3]
K(x) = −
(
µ′ + µ2
)′
2
, L(x) =
x
4
(
µ′ + µ2
)′
+
µ′ + µ2
2
. (3.7)
Equation (3.6) has non-trivial solution if and only if function L(x) is quadratic,
i.e.
x
4
(
µ′ + µ2
)′
+
1
2
(
µ′ + µ2
)
= Ax2 + 3Bx+ C. (3.8)
This ODE can be simply solved by standard techniques:
µ′ + µ2 =
D
x2
+
1
x2
∫ (
4Ax3 + 12Bx2 + 4Cx
)
dx
= Ax2 + 4Bx+ 2C +
D
x2
.
Functions K(x) and L(x) are equal to:
K(x) = −
(
Ax+ 2B − D
x3
)
, L(x) = Ax2 + 3Bx+ C. (3.9)
Substitution of (3.9) in (3.6) yields
− x
2
4
τttt−xρtt+ηt = −τtt
4
−(Ax2 + 3Bx+ C) τt−
(
Ax+ 2B − D
x3
)
ρ. (3.10)
Comparison of the corresponding powers turns out to the following ODE system

τttt − 4Aτt = 0
ρtt −Aρ = 3Bτt
ηt = −
(
1
4τtt + Cτt + 2Bρ
)
Dρ = 0
(3.11)
It is easy to see that condition D 6= 0 is equivalent to B = 0. Then, we have
two families of Ricatti equations for µ:
µ′ + µ2 = Ax2 + 4Bx+ 2C,
µ′ + µ2 = Ax2 + 2C + Dx2 .
For convenience we arrange it into 4 families (3.3).
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Remark 3.1. It is easy to check that backward Kolmogorov equation for time-
homogeneous process (3.1)(
L +
∂
∂t
)
u =
(
∂2
∂x2
+ µ(x)
∂
∂x
+
∂
∂t
)
u = 0
has the same necessary and sufficient conditions (3.3) of Lie symmetries’ exis-
tence. However, the symmetries are different.
Remark 3.2. It is easy to see that for drift functions µ ∈ F1 or µ ∈ F2 FPKE
has 6 independent groups of symmetries. It is known that second order parabolic
equation with six group of symmetries can be reduced to the heat equation (see
e.g. [17]). This means that we can apply Theorem 2.2 with a standard Brownian
Motion Wt.
At the same time, FPKE for the process Xt with drift µ ∈ F3 or µ ∈ F4 has
4 groups of symmetries. This means that FPKE can be reduced to the equation
1
2
∂2u
∂x2
− Q
x2
u− ∂u
∂t
= 0.
Therefore, we can apply Theorem 2.2 and set Yt is equal to the δ-dimensional
Bessel process Zδt :
dZδt =
δ − 1
2Zδt
dt+ dWt. (3.12)
Any Ricatti equation from (3.3) can be explicitly solved. We find solution
µ(x) in the form
µ(x) = ln′ (θFn(x)) , θFn(x) = e
∫
µ(x)dx, µ ∈ Fn, n = 1..4, (3.13)
function θFn(x) makes linearization of Ricatti equation
θ′Fn(x)−
(
µ′(x) + µ2(x)
)
θFn(x) = 0. (3.14)
Therefore, we can represent diffusion processes Xt in the following form
dXt =
θ′
Fn
(Xt)
θFn (Xt)
dt+ dWt, X0 = x0, n = 1..4. (3.15)
In next subsections we consider in the detail each family, derive closed form so-
lutions, obtain non-trivial Lie symmetries, construct two-parametric transforms
and prove its uniqueness.
3.1 Drift functions from F1 : µ
2 + µ′ = 4Bx+ 2C
Consider the process Xt of the form (3.15) and set n = 1.
Proposition 3.1. Solution of equation (3.14) for n = 1 is the following function
θF1(x) =


c1Ai
(
3
√
4B [x+ C/2B]
)
+ c2Bi
(
3
√
4B [x+ C/2B]
)
,
c1 sinh
(√
2Cx
)
+ c2 cosh
(√
2Cx
)
, B = 0,
c1x+ c2, B = C = 0,
(3.16)
where Ai(z) and Bi(z) are Airy functions, for definition and properties see [1].
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Proof. Apply formulas 1 and 2 with λ = C, γ = 2B from [6, Appendix 4].
Remark 3.3. The case B = C = 0 corresponds to the standard Brownian
Motion (c1 = 0) and 3-dimensional Bessel process (c2 = 0).
Now we are ready to obtain all groups of symmetries for FPKE.
Proposition 3.2. Let Xt be a solution of (3.15) for n = 1. FPKE has the
following Lie symmetries only
s
ǫ
1 :
u(x,t)
U(Xs1 ,Ts1)
=
θF1(x)
θF1(Xs1)
e−
(x+Bt2)2
2t
+2B
2t3
3
−Ct
e
−
(Xs1+BT 2s1 )
2
2Ts1
+
2B2T 3
s1
3
−CTs1
t−1/2
T −1/2
s1
s
ǫ
2 :
u(x,t)
U(Xs2 ,Ts2)
=
θF1(x)
θF1(Xs2)
e−2Bxt+
2B2t3
3
−Ct
e−2BXs2Ts2+
2B2T 3
s2
3
−CTs2
s
ǫ
3 :
u(x,t)
U(x−ǫt,t) =
θF1 (x)
θF1(x−ǫt)
e−
(x+Bt2)2
2t
e−
(x−ǫt+Bt2)2
2t
,
s
ǫ
4 :
u(x,t)
U(x−ǫ,t) =
θF1(x)
θF1(x−ǫ)
e−2Bxt
e−2B(x−ǫ)t ,
s
ǫ
5 :
u(x,t)
U(x,t+ǫ) = 1,
s
ǫ
6 :
u(x,t)
U(x,t) = e
ǫ
sβ : u(x, t) = β(x, t) + U (x, t)
(3.17)
Here Xs1 , Ts1 , Xs2 , Ts2 are defined by the following formulas
Xs1 = x−Bt
2
1+ǫt +
Bt2
(1+ǫt)2 , Ts1 = t1+ǫt ,
Xs2 =
(
x−Bt2) e−ǫ/2 +Bt2e−2ǫ, Ts2 = te−ǫ. (3.18)
Proof. Proof of this result is a textbook, so we just summarize only main points.
At first we solve the system (3.11) and obtain components ξ, τ , ϕ of the symme-
try generator v. Further we make exponentiation (2.3) and after tedious algebra
get formulas (3.17).
Proposition 3.3. Any Lie symmetry (2.5) of FPKE such that T (0) = 0 is rep-
resented as one of the following two-parametric symmetries or its composition:
s
α,β
1 :
u(x,t)
U(X ,T ) =
θF1(x)
θF1(X )
e−
(x+Bt2)2
2t
+2B
2t3
3
−Ct
e−
(X+BT 2)2
2T +
2B2T 3
3
−CT
t−1/2
T −1/2 ,
s
α,β
2 :
u(x,t)
U(x−α−βt,t) = e
−2αBt θF1 (x)
θF1(x−α−βt)
e−
(x+Bt2)2
2t
e−
(x−α−βt+Bt2+α)2
2t
,
(3.19)
Here X and T are defined as
X = αx−Bt
2
1 + αβt
+
Bα4t2
(1 + αβt)2
, T = α
2t
1 + αβt
(3.20)
Proof. We will only point out the main ideas for the proof. It is easy to check
that any repeated application of the symmetries sǫ1 or s
ǫ
2 from (3.17) after the
symmetry sα,β1,2 from (3.19) holds structure of s
α,β
1,2 , i.e ∀α, β, ǫ, ∃αˆ, βˆ:
sǫ1(2) ◦ sα,β1,2 = sαˆ,βˆ1,2 .
Proof for the symmetry s3,4 is fully analogical.
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Theorem 3.2. Let T b be the first passage time to the boundary b(t) by the
process Xt defined by (3.15) with n = 1. Consider two-parametric family of
curves defined over the curve b(t):
gα,β(t) =
1 + αβt
α
b
(
α2t
1 + αβt
)
+Bt2 − α
3Bt2
1 + αβt
. (3.21)
Let g(t) be an any curve from gα,β and T g be the first hitting time (2.8). The
boundary crossing identity between densities correspond to the stopping times
T b and T g has the following representation:
ρT
g
x0 (t)
ρT bαx0 (T )
=
α2e
αβx20
2
(1 + αβt)3/2
θF1(αx0)
θF1(x0)
θF1 (g(t))
θF1 (b (T ))
e−
(g(t)+Bt2)2
2t +
2B2t3
3 −Ct
e−
(b(T )+BT 2)2
2T +
2B2T 3
3 −CT
.
(3.22)
Here variable T is defined in (3.20). Symmetry sα,β2 from (3.19) corresponds to
the following two-parametric family of curves:
gα,β(t) = α+ βt+ b(t). (3.23)
The law of T g to any boundary from g ∈ gα,β(t) by the process Xt can be
explicitly represented from the following representation
ρT
g
x0 (t)
ρT
b
x0−α (t)
= e−2αBt
θF1(x0 − α)
θF1(x0)
θF1 (g(t))
θF1 (b(t))
e−
(g(t)+Bt2)
2
2t
e−
(b(t)+α+Bt2)2
2t
(3.24)
Proof. Apply Theorem 2.1 with symmetries from (3.19).
Theorem 3.3. Let Xt be a stochastic process of the form (3.15) with n = 1.
Let b(t) and g(t) also be smooth functions of time such that
g(t) = b(t) +Bt2.
Define stopping times T g and T b for the process Xt and for a standard Brownian
motion Wt respectively:
T g = inf {t ≥ 0, Xt ≤ g(t)} , T b = inf {t ≥ 0, Wt ≤ b(t)} (3.25)
Then, there exists the following identity between the densities ρT
g
x0 (t) and ρ
T b
x0 (t):
ρT
g
x0 (t) =
θF1 (g(t))
θF1(x0)
e
2Bt3
3 −Ct−2Btg(t)ρT
b
x0 (t) (3.26)
Laplace transform of the stopping moment T g can be represented by:
Ex0
[
e−λT
g
]
=
Ex0
[
θF1
(
WT b +B(T
b)2
)
e−2BT
bW
Tb
− 4B(Tb)33 −(λ+C)T b
]
θF1(x0)
(3.27)
Proof. Let L and G be infinitesimal generators of diffusion processXt and stan-
dard Brownian motion Wt respectively. We can check by the direct calculations
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that the solutions of equations (L ∗ − ∂t)u = 0 and (G ∗ − ∂T )U = 0 has the
following relation of the form (2.5):
u(x, t) = θF1(x)e
2B2
3 t
3−Ct−2BxtU(x −Bt2, t).
Application of Theorem 2.2 finishes the proof.
Example 3.1. Let W
(ω)
t be a Brownian motion with drift ω and M
(ω)
t =
sup {Ws : s ≤ t} . The process Xt = 2M (ω)t −W (ω)t (see [34]) solves SDE
dXt = |ω| coth (|ω|Xt) dt+ dWt, X0 = x0. (3.28)
Drift |ω| coth (|ω|x) ∈ F1 with parameters B = 0, C = ω2/2, hence θ(x) =
sinh(|ω|x). Apply Theorem 3.3 for the stopping times:
T g = inf {t ≥ 0, Xt ≤ b} , T b = inf {t ≥ 0, Wt ≤ b} .
In the result we have
ρT
g
x0 (t) =
sinh (|ω|b)
sinh (|ω|x0)e
−ω2t/2ρT
b
x0 (t) (3.29)
=
|b− x0|√
2πt3
sinh (|ω|b)
sinh (|ω|x0)e
−ω2t/2− (b−x0)22t .
Application of Theorem 3.2 yields the explicit formula for the density of the
stopping moment T h = inf {t ≥ 0, Xt ≤ at+ b}:
ρT
h
x0 (t) =
|b− x0|√
2πt3
sinh (|ω|(at+ b))
sinh (|ω|x0) e
−ω2+a22 t−a(b−x0)−
(b−x0)2
2t (3.30)
Example 3.2. Consider Pearson diffusion process Ut defined by SDE:
dUt = (αUt + β) dt+
√
rU2t + pUt + qdWt, U0 = u0, r > 0. (3.31)
We are looking for closed form formula for the distribution of the first passage
time T h = inf {t ≥ 0, Ut ≤ h}. Denote by d = −(p2 − 4rq) and suppose that
d > 0. Application of Lamberti transform turns out to the process Xt:
Xt =
∫
du√
ru2 + pu+ q
|u=Ut =
1√
r
ln
(√
rU2t + pUt + q +
√
rUt +
p
2
√
r
)
Ut = − p
2
√
r
+
e
√
rXt − de−
√
rXt
2
√
r
,
√
rU2t + pUt + q =
e
√
rXt + de−
√
rXt
2
.
In the general case FPKE does not have Lie symmetries. It is easy to check that
symmetries exist if and only if α and β has the following form
α =
3
4
r, β =
3
4
p,
The process Xt solves the following SDE (θ(x) = e
√
ax − de−
√
ax):
dXt =
√
r
e
√
rXt + de−
√
rXt
e
√
rXt − de−√rXt dt+ dWt. (3.32)
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The stopping time T h has the same distribution that the stopping time T g =
inf {t ≥ 0, Xt ≤ b}. Application of Theorem 3.3 yields the formula
ρT
g
x0 (t) =
|b − x0|√
2πt3
e
√
rb − de−
√
rb
e
√
rx0 − de−√rx0 e
− rt2 −
(b−x0)2
2t .
After the following substitutions
2
√
ru0 + q = e
√
rx0 − de−
√
rx0 , 2
√
rh+ q = e
√
rb − de−
√
rb
b− x0 = 1√r ln
(
2
√
rh+q+
√
(2
√
rh+q)2+4d
2
√
ru0+q+
√
(2
√
ru0+q)
2
+4d
)
(3.33)
we have
ρT
h
u0 (t) =
1√
2πrt3
ln
(
2
√
rh+q+
√
(2
√
rh+q)
2
+4d
2
√
ru0+q+
√
(2
√
ru0+q)
2
+4d
)
2
√
rh+q
2
√
ru0+q
×
× exp
{
− rt2 − 12rt ln2
(
2
√
rh+q+
√
(2
√
rh+q)
2
+4d
2
√
ru0+q+
√
(2
√
ru0+q)
2
+4d
)} (3.34)
Remark 3.4. Consider the first passage time T b of quadratic boundary b(t) =
a − Bt2 by a Brownian Motion. The distribution of T b can be explicitly repre-
sented in terms of stopping time T g = inf {t ≥ 0, Xt ≤ a}, where process Xt is
a solution to the following SDE:
dXt =
3
√
4B
Ai′
(
3
√
4BXt
)
Ai
(
3
√
4BXt
) dt+ dWt.
At the same time, law of T g can be explicitly derived by Laplace transform and
spectral expansions method, see [23]. The probabilistic approach to analysis of
stopping time T b is presented in [19] and [35].
3.2 Drift functions from F2 : µ
2 + µ′ = Ax2 + 4Bx+ 2C
Now we turn to the process Xt of the form (3.15) with n = 2.
Proposition 3.4. The solution of equation (3.14) for n = 2 is the following
function
θF2(x) = c1D2ν
(
4
√
4A
[
x+
2B
A
])
+ c2D2ν
(
− 4
√
4A
[
x+
2B
A
])
, (3.35)
where Dν(±z) are parabolic cylinder functions, for definitions and properties
see [1], constant ν is equal
ν =
1
2
√
A
(
2B2
A
−
√
A
2
− C
)
, (3.36)
Proof. Apply formula 3 with γ2 = A, λ = C − 2B2/A. from [6, Appendix 4]
.
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Proposition 3.5. Let Xt be a diffusion process of the form (3.15) with n = 2.
Corresponded FPKE has the following Lie symmetries only
s
ǫ
1,2 :
u(x,t)
U(X ,T ) =
θF2(x)
θF2(X )
e
2
√
A(ν− 14± 14 )t∓
√
A
2
(x+2B/A)2
e
2
√
A(ν− 14± 14 )T∓
√
A
2
(X+2B/A)2
,
s
ǫ
3,4 :
u(x,t)
U(x−ǫe±
√
At,t)
=
θF2 (x)
θF2(x−ǫe±
√
At)
e
∓
√
A
2
ǫe±
√
At[x+2BA ]
e
±
√
A
2
ǫe±
√
At[x−ǫe±
√
At+2B
A ]
,
s
ǫ
5 :,
u(x,t)
U(x,t+ǫ) = 1,
s
ǫ
6 :,
u(x,t)
U(x,t) = e
ǫ,
sβ, u(x, t) = β(x, t) + U (x, t) .
(3.37)
Here
Xs1,2 =
x+ 2B/A√
1 + ǫe±2
√
At
− 2B
A
, Ts1,2 = −
ln
(
ǫ+ e∓2
√
At
)
2
√
A
.
Proof. Proof is fully analogical to the proof of Proposition 3.2.
Proposition 3.6. Any Lie symmetry (2.5) such that T (0) = 0 is one of the
following two-parametric symmetries or its composition:
s
α,β
1 :
u(x,t)
U(Xs1 ,Ts1)
=
θF2 (x)
θF2(Xs1)
e
−
√
A(x+2B/A)2[(β+1)T+−(α+1)T−]
2T+T−
T −ν+ T
ν−1/2
−
s
α,β
2 :
u(x,t)
U(X ,t) =
θF2 (x)
θF2 (X )
e
−
√
A
2 (αe
√
At−βe−
√
At)[x+2B/A]
e
+
√
A
2 (αe
√
At−βe−
√
At)[X+2B/A]
(3.38)
Here Xs1 , Xs2 , T−, T+ and Ts1 are defined as
Xs1 = (x+2B/A)
√
α+β+1√
T+T−
− 2BA , Xs2 = x− αe
√
At − βe−
√
At,
T− = β + 1 + αe−2
√
At, T+ = α+ 1 + βe2
√
At,
Ts1 = t+ ln(T−/T+)2√A .
(3.39)
Proof. Proof is fully analogical to the proof of Proposition 3.3.
Theorem 3.4. Let T b be the first passage time to the boundary b(t) by the
process Xt defined by (3.15) with n = 2. Consider the following two-parametric
family of the curves defined over the curve b(t):
gα,β(t) =
√T+T−√
1 + α+ β
[
b
(
t+
ln (T−/T+)
2
√
A
)
+
2B
A
]
− 2B
A
.
Then, the distribution of the first hitting time to the any curve g(t) from gα,β(t)
can be explicitly represented in terms of the distribution of T b:
ρT
g
x0
(t)
ρT
b
x0+2B/A√
α+β+1
(
t+
ln(T−/T+)
2
√
A
) = T
−ν
− T ν−1/2+√
α+β+1
θF2 (g(t))
θF2
(
b
(
t+
ln(T−/T+)
2
√
A
))×
× θF2
(
x0+2B/A√
α+β+1
)
θF2(x0)
e
−
√
A(g(t)+2B/A)2[(β+1)T+−(α+1)T−]
2T+T−
e
−
√
A(x0+2B/A)
2[β−α]
2(1+α+β)
(3.40)
Symmetry sα,β2 from (3.19) corresponds to the following two-parametric fam-
ily of curves:
gα,β = b(t) + αe
√
At + βe−
√
At. (3.41)
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Boundary crossing identity has the form
ρT
g
x0 (t)
ρT
b
x0−α−β (t)
=
θF2 (g(t))
θF2 (b(t))
e
−
√
A
2
(
αe
√
At−βe−
√
At
)
[g(t)+2B/A]
e+
√
A
2 (αe
√
At−βe−
√
At)[b(t)+2B/A]
(3.42)
Proof. Proof is fully analogical to the proof of Theorem 3.2.
Theorem 3.5. Let Xt be a process (3.15) with n = 2. Let’s consider the
following stopping times
T b = inf {t ≥ 0, Wt ≤ b(t)} , T g = inf {t ≥ 0, Xt ≤ g(t)}
where functions b(t) and g(t) have the following relation:
g(t) =
e−
√
At
4
√
4A
b
(
e2
√
At − 1
)
− 2B
A
.
The density ρT
g
of the distribution of T g can be explicitly represented from the
following identity:
ρT
g
x0 (t)
ρT bw0
(
e2
√
At − 1
) = 2
√
A
e−2(ν+1)
√
At
θF2 (g(t))
θF2(x0)
e
√
A(g(t)+2B/A)2
2
e
√
A(x0+2B/A)
2
2
. (3.43)
Laplace transform of T g has the following representation:
Ex0
[
e−λT
g]
= e
−w20/4
θF2(x0)
Ew0
[
e
W2
Tb
(Tb+1)/4
(T b+1)−ν+λ/2
√
A
θF2
(√
T b+1W
Tb
4√4A −
2B
A
)]
,
w0 =
4
√
4A(x0 + 2B/A).
(3.44)
Proof. Proof is fully analogical to the proof of Theorem 3.3. Basic relation (2.5)
has the following form:
u(x, t) = θF2(x)e
√
A(x+2B/A)2
2 +
√
A(2ν+1)tU
(
4
√
4Ae
√
At
(
x+
2B
A
)
, e2
√
At − 1
)
.
Example 3.3. Consider Ornstein–Uhlenbeck process with zero mean and unit
variance:
dXt = −λXtdt+ dWt, X0 = x0.
For this process we have A = λ2, B = 0, C = −λ/2 and θ(x) = e−λx22 . Consider
the following stopping times:
T b = inf {t ≥ 0, Wt ≥ b(t)} , W0 = −
√
2λx0, b(t) = a
√
2λ(t+ 1),
T g = inf {t ≥ 0, Xt ≥ g(t)} , g(t) ≡ a,
The law of T b is known and can be found in [27] (a = −
√
2λx0, b = a
√
2λ,
c = 1).
ρT
b
−
√
2λx0
(t) = −
∞∑
n=1
HK(vn, x
√
2λ)
∂/∂vHK(vn, a
√
2λ)
(t+ 1)−vn−1 . (3.45)
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Here function HK(v, z) is defined as
HK(v, z) =
∫ ∞
0
exp(zt− t2/2)t−2v−1dt, (3.46)
= D2ν(−z)exp(z2/4)/Γ(−2v), ℜ(v) < 0.
Application of Theorem 3.5 yields formula for the law of stopping time T g:
ρT
g
x (t) = −2λ
∞∑
n=1
HK(vn, x
√
2λ)
∂/∂vHK(vn, a
√
2λ)
exp (−2vnλt) .
Denote vn,−a
√
2λ = 2vn and apply relation (3.46) between function HK(v, z)
and parabolic cylinder function Dν(z) (in the result we have formula from [3]):
ρT
g
x0 (t) = −λeλ(x
2
0−a2)/2
∞∑
j=1
Θj(x0),
Here
Θj (z) =
Dv
j,−a
√
2λ
(
−z√2λ
)
D′vj,−a√2λ
(
−a
√
2λ
) exp(−λvj,−a√2λt)
and D′vj,b(b) =
∂Dv(b)
∂v |v = vj,b.
Now we turn to the following stopping times
T h = inf
{
t ≤ 0, Xt ≤ a+ αe−λt + βeλt
}
,
T q = inf
{
t ≤ 0, Xt ≤
√
(α+1+βe2λt)(αe−2λt+1+β)
1+α+β
}
.
The distribution of T h can be found in [8]. Application of Theorem 3.4 yields
the following explicit formulas:
ρT
h
x0 (t) = −λe−λα
2(e2λt+1)−2λα(eλta+β−x0)×
×eλ((x0−α−β)2−a2)/2∑∞j=1Θj(x0 − α− β) (3.47)
and
ρT
q
x0 (t) = −λeλ
x0(β−α+1)−a2[2β(αe−2λt+β+1)+α+β+1]
α+β+1
·∑∞j=1Θj ( x0√2λα+β+1)(α+1+βe−2λtβ+1+αe2λt )vj,−a√2λ/2
(3.48)
Remark 3.5. Based on Theorem 3.5 and first passage time for quadratic curve
by Brownian motion we can derive closed form formulas for the distributions of
first hitting times of the following curves
αeλt + βe−λt + ae±3λt
by Ornstein–Uhlenbeck process.
Example 3.4. Now we turn to the following diffusion process
dXt =

−3λXt + 2
√
2λ
π
e−λX
2
t
1− erf
(√
λXt
)

 dt+ dWt.
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This case corresponds to specifications A = −λ2 B = 0, C = 3λ/2 (ν = −1/2).
Function θ(x) is equal
θ(x) = D−1(x) = ex
2/4
√
π
2
[
1− erf(x/
√
2)
]
,
Here erf(z) is the error function:
erf(z) =
2√
π
∫ z
0
e−t
2
dt.
The distribution of stopping time T g = inf {t ≥ 0, Xt ≤ b} can be explicitly
found by application of Theorem 3.5 to the formula (3.45)
ρT
g
x0 (t) = −λeλ(a
2−x20)/2 1− erf(
√
λa)
1− erf(
√
λx0)
∞∑
j=1
Θj(x0). (3.49)
3.3 Drift functions from F3 : µ
2 + µ′ = 2C +D/x2
Consider the process Xt defined by SDE (3.15) with n = 3.
Proposition 3.7. The solution of equation (3.14) for n = 3 is the following
function
θF3(x) =

 c1
√
xI√
1/4+D
(√
2Cx
)
+ c2
√
xK√
1/4+D
(√
2Cx
)
c1x
1/2+
√
1/4+D + c2x
1/2−
√
1/4+D, C = 0
(3.50)
where Iν(z) and Kν(z) are modified Bessel functions, for definitions and prop-
erties see [1].
Proof. Apply formulas 4 with γ2 = 1/4 + D and λ = C from [6, Appendix
4].
Proposition 3.8. Let Xt be a diffusion process of the form (3.15) with n = 3.
FPKE has the following Lie symmetries only
s
ǫ
1 :
u(x,t)
U( x1+ǫt , t1+ǫt )
=
θF3(x)
θF3(
x
1+ǫt )
e
[
x2
2t2
+C
]
[ t1+ǫt−t]√
1+ǫt
,
s
ǫ
2 :
u(x,t)
U(xe−ǫ/2, te−ǫ) =
θF3 (x)
θF3(xe−ǫ/2)
eCt[e
−ǫ−1],
s
ǫ
3 :
u(x,t)
U(x,t+ǫ) = 1,
s
ǫ
4 :
u(x,t)
U(x,t) = e
ǫ,
sβ : u(x, t) = β(x, t) + U (x, t) .
(3.51)
Proof. Proof is fully analogical to the proof of Proposition 3.2.
Proposition 3.9. Any Lie symmetry (2.5) such that T (0) = 0 has the following
two-parametric representation
s
α,β
1 :
u(x, t)
U
(
αx
1+αβt ,
α2t
1+αβt
) = θF3 (x)
θF3
(
αx
1+αβt
) e− αβx
2
2(1+αβt)
+Ct
[
α2
1+αβt−1
]
√
1 + αβt
(3.52)
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Proof. Proof is fully analogical to the proof of Proposition 3.3.
Theorem 3.6. Let T b be the first passage time to the boundary b(t) by the
process (3.15) with n = 3. Symmetry sα,β1 generates two parametric family of
the curves
gα,β(t) =
1 + αβt
α
b
(
α2t
1 + αβt
)
. (3.53)
The density function of the first hitting time to any boundary g(t) from gα,β is
represented as
ρT
g
x0 (t)
ρT bαx0
(
α2t
1+αβt
) = α2eCt
[
α2
1+αβt−1
]
(1 + αβt)3/2
θF3(αx0)
θF3(x0)
θF3 (g(t))
θF3
(
b
(
α2t
1+αβt
)) e−αβ2 g
2(t)
1+αβt
e−
αβ
2 x
2
0
.
(3.54)
Proof. Proof is fully analogical to the proof of Theorem 3.2.
Theorem 3.7. Let Xt be a stochastic process with drift µ(x) ∈ F3. The density
ρT
g
of the first hitting time T g to the curved boundary g(t) by the process Xt
can be represented in terms of first hitting time of T b by the Bessel process Zδt of
dimension δ = 2+
√
4D + 1 started from Z0 = x0 to the same curve b(t) ≡ g(t):
ρT
g
x0 (t) =
x
δ−1
2
0
b(t)
δ−1
2
θF3 (b(t))
θF3(x0)
e−CtρT
b
x0 (t), (3.55)
Laplace transform of T g has the following representation
Ex0
[
e−λT
g
]
=
x
δ−1
2
0
θF3(x0)
Ex0

θF3 (ZδT b)(
Zδ
T b
) δ−1
2
e−(λ+C)T
b

 (3.56)
Proof. Proof is fully analogical to the proof of Theorem 3.3. Basic relation (2.5)
has the following form: u(x, t) = θF3(x)x
−(δ−1)/2e−CtU(x, t).
Example 3.5. Let’s consider the Bessel process with drift Xt. This process
solves SDE
dXt =
(
ω + 1/2
Xt
+ κ
Iω+1(κXt)
Iω(κXt)
)
dt+ dWt, a > 0, X0 = x0,
where Iν(z) is modified Bessel function. These processes arise from the radial
part of δ-dimensional Brownian Motion with drift and were studied by Pitman
and Yor in [30]. Here function θ(x), parameters C, D and dimension δ are
equal
θ(x) =
√
xIω(κx), C = κ
2/2, D = ω2 − 1/4, δ = 2 + 2ω.
Define the following stopping times for Bessel process Zδt and drifted process Xt:
T b = inf
{
t ≥ 0, Zδt ≤ b
}
, T g = inf {t ≥ 0, Xt ≤ b} .
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Laplace transform of the moment T b is known (see e.g. [6]):
Ex0
[
e−λT
g
]
=
x−ω0
b−ω
Kω(x0
√
2λ)
Kω(b
√
2λ)
. (3.57)
The inversion of (3.57) can be made via the residue theorem. Formulas for
zeros of function Kν(z) can be found in [20]. Application of formula (3.56)
yields Laplace transform of the stopping time T g:
Ex0
[
e−λT
g
]
=
x
δ−2
2
0
b
δ−2
2
Iω(κb)
Iω(κx0)
Ex0
[
e−(λ+κ
2/2)T b
]
(3.58)
=
Iω(κb)
Iω(κx0)
Kω(x0
√
2λ+ κ2)
Kω(b
√
2λ+ κ2)
For the density ρT
g
x0 (t) we have the following integral representation:
ρT
g
x0 (t) =
1
2πi
Iω(κb)
Iω(κx0)
∫ γ+i∞
γ−i∞
eλt
Kω(x0
√
2λ+ κ2)
Kω(b
√
2λ+ κ2)
dλ. (3.59)
Now we turn to the first hitting time T h = inf {t ≥ 0, Xt ≤ h(t)} of the slop-
ping line h(t) = at + b by the process Xt. Application of Theorem 3.6 yields
closed form formula for the density ρT
h
x0 :
ρT
h
x0 (t) = e
ax20
2b − aκ
2t2
2(at+b)
− a(at+b)2b Iω(κ(at+b)
Iω(κx0)
×
× 12πi
∫ γ+i∞
γ−i∞ e
λbt
at+b
Kω(x0
√
2λ+κ2)
Kω(b
√
2λ+κ2)
dλ
(3.60)
3.4 Drift functions from F4 : µ
2 + µ′ = Ax2 + 2C +D/x2
In this subsection we consider the diffusion process Xt of the form (3.15) with
n = 4.
Proposition 3.10. Solution of equation (3.14) for n = 4 is the following func-
tion:
θF4(x) =
c1√
x
M
ν+ 14 ,
√
1/4+D
2
(√
Ax2
)
+
c2√
x
W
ν+ 14 ,
√
1/4+D
2
(√
Ax2
)
. (3.61)
Here Mλ,µ(z) and Wλ,µ(z) are Whittaker functions (i.e. confluent hypergeo-
metric functions), for definitions and properties see e.g. [1]. Constant ν is
equal
ν = −1
4
− C
2
√
A
. (3.62)
Proof. Apply formula 6 with λ = C, p2 = 1/4+D and q2 = A in [6, Appendix
4].
Proposition 3.11. Let process Xt be a solution to the equation (3.15) with
n = 4. Corresponded FPKE has the following Lie symmetries only
s1,2 :
u(x,t)
U(Xs1,2 ,Ts1,2)
=
θF4 (x)
θF4(Xs1,2)
e2
√
A(ν−1/4±1/4)t∓
√
Ax2
2
e
2
√
A(ν−1/4±1/4)Ts1,2∓
√
AX2
s1,2
2
s3 :
u(x,t)
U(x,t+ǫ) = 1
s4 :
u(x,t)
U(x,t) = e
ǫ
sβ : u(x, t) = β(x, t) + U (x, t) .
(3.63)
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Here variables Xs1,2 and Ts1,2 are defined as
Xs1,2 =
x√
1 + ǫe±2
√
At
, Ts1,2 = −
ln
(
ǫ+ e∓2
√
At
)
2
√
A
. (3.64)
Proposition 3.12. Any Lie symmetry (2.5) such that T (0) = 0 is represented
by the following formula
s1 :
u(x, t)
U(X , T ) =
θF4 (x)
θF4 (X )
T ν+
T ν−1/2−
e
− x
2√A[(β+1)T+−(α+1)T−]
2T+T− , (3.65)
where
X = x
√
1 + α+ β
T+T− , T = t+
ln (T−/T+)
2
√
A
and variables T− and T+ are defined in (3.39), constant ν is defined in (3.62).
Theorem 3.8. Let T b be the first hitting time of the curve b(t) by the process
Xt. Consider two-parametric family of curves defined over the curve b(t):
gα,β(t) =
√T+T−√
1 + α+ β
[
b
(
t+
ln (T−/T+)
2
√
A
)]
The distribution of the first hitting time to any curve g(t) from gα,β(t) can be
explicitly represented in terms of the distribution of T b:
ρT
g
x0
(t)
ρT
b
x0√
α+β+1
(
t+
ln(T−/T+)
2
√
A
) = T
−ν
− T
ν−1/2
+√
α+β+1
θF4(g(t))
θF4
(
b
(
t+
ln(T−/T+)
2
√
A
))×
× θF4
(
x0√
α+β+1
)
θF4(x0)
e
−
√
Ag2(t)[(β+1)T+−(α+1)T−]
2T+T−
e
−
√
Ax2
0
[β−α]
2(1+α+β)
(3.66)
Theorem 3.9. Let Xt be a stochastic process of the form (3.15) and n = 4.
Let b(t) and g(t) also be smooth functions such that:
g(t) =
e−
√
At
4
√
4A
b
(
e2
√
At − 1
)
. (3.67)
Define stopping times T g and T b for the process Xt and for the Bessel process
of dimension δ = 2+
√
4D + 1. Then, there exists the following identity between
densities ρT
g
and ρT
b
:
ρT
g
x0 (t)
ρT bz0
(
e2
√
At − 1
) = 2√A x
δ−1
2
0
g(t)
δ−1
2
θF4 (g(t))
θF4(x0)
e
√
A(g2(t)−x20)
2
e−
√
At[2+ 1−δ2 +2ν]
(3.68)
Here z0 =
4
√
4Ax0. Laplace transform of the moment T
g can be represented as
Ex0
[
e−2
√
AλT g
]
=
z
δ−1
2
0 e
−z20/4
θF4 (z0/
4√4A)×
×Ez0

(ZδT b) 1−δ2 e (
Zδ
Tb
)
2
4(Tb+1)
(
T b + 1
)ν−λ
θF4
(
Zδ
Tb
/ 4
√
4A√
T b+1
) (3.69)
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Proof. Proof is fully analogical to the proof of Theorem 3.3. Basic relation (2.5)
has the following form
u(x, t) = θF4(x)
(
4
√
4Ax
) 1−δ
2
e
√
A
2 x
2−Ct+ (2−δ)
√
A
2 tU
(
4
√
4Axe
√
At, e2
√
At − 1
)
Example 3.6. Let’s consider square-root diffusion process Ut (this process is
known in finance as CIR process)
dUt = κ(θ − Ut)dt+ σU1/2t dWt.
Lamperti transform of Ut is the radial Ornstein–Uhlenbeck process Xt = 2U
1/2
t /σ
defined as a solution of the following SDE:
dXt =
(
ω + 1/2
Xt
− γXt
)
dt+ dWt, (3.70)
where ω = 2κθ/σ2− 1 and γ = 2κ. Process (3.70) arises in the radial part of δ-
dimensional Ornstein–Uhlenbeck processes. Connections between these processes
and Bessel processes were studied by [14], [15]. Function θ(x) and constants A,
B and D are equal
θ(x) = xω+1/2e−γx
2/2, ν = ω2 +
1
4 ,
A = γ2, C = −γ(ω + 1), D = ω2 − 1/4. (3.71)
Let us consider the stopping moment T g = inf{t ≥ 0, Xt ≤ b}. Laplace trans-
form of the moment T g is known (see e.g. [6]):
Ex0
[
e−2λγT
g
]
=
x
−2ν−1/2
0
b−2ν−1/2
eγx
2
0/2
eγb2/2
Wν+1/4−λ,ν−1/4
(
γx20
)
Wν+1/4−λ,ν−1/4 (γb2)
. (3.72)
We define stopping moment T b = inf{t ≥ 0, Zδt ≤ c
√
(t+ 1)}. Here Zδt is the
Bessel process of the dimension δ = 3+2ω started from z0 =
√
2x0. Application
of Theorem 3.9 and formula (3.72) with c = b
√
2γ yields Mellin transform of
T b:
Ez0
[(
T b + 1
)λ]
=
x−2ν0
b−2ν
θ (x0)
θ (b)
eγx
2
0/2
eγb2/2
Ex0
[
e−2(1/4−λ)γT
g
]
. (3.73)
=
z
−δ/2
0
c−δ/2
ez
2
0/4
ec2/4
Wλ+δ/4−1/4,δ/4−1/2
(
z20/2
)
Wλ+δ/4−1/4,δ/4−1/2 (c2/2)
.
Example 3.7. Now we turn to the process Xt defined by the following SDE:
dXt =
(
− 1
2Xt
+ 2κ coth
(
κX2t
))
dt+ dWt.
This process corresponds to the following specifications:
A = 4κ2, C = 0, ν = −1/4, D = 3/4, c1 = 1/2, c2 = 0.
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Function θ(x) is equal θ(x) = 1
2
√
x
M0,1/2
(
2κx2
)
. It is well known thatM0,1/2 (2z) =
2 sinh (z). We consider stopping moment T g defined as
T g = inf {t ≥ 0, Xt ≤ b} .
Using Theorem 3.9 we get Laplace transform of T g:
Ex0
[
e−4κλT
g
]
=
1− e−2κb2
1− e−2κx20
W−1/4−λ,1/2
(
2κx20
)
W−1/4−λ,1/2 (2κb2)
.
Remark 3.6. Craddock and Lennox considered in [10] the process defined by
SDE:
dUt = 2Uttanh (Ut) dt+
√
2UtdWt, Ut =
X2t
2
.
Lamperti transform Xt of the process Ut corresponds to the following function
θ(x) = cosh
(
x2
)
/
√
x. This function can also be represented in the form (3.61).
It is easy to see, if we use the following relations, see e.g [1].
Wλ,µ(z) =
Γ(−2µ)
Γ( 12−µ−λ)
Mλ,µ(z) +
Γ(2µ)
Γ( 12+µ−λ)
Mλ,−µ(z).
M0,−1/2(z) =
Γ(1/2)√
2
√
zI−1/2(z), I−1/2(z) =
(
2
πz
)1/2
cosh z.
(3.74)
Remark 3.7. Theorems 3.3, 3.5, 3.7 and 3.9 gives the following result: Bound-
aries b(t) = a+bt2, b(t) = a+b
√
t+ c and b(t) = a+bt and their two-parametric
transforms are unique in meaning that distribution of the first passage time for
these boundaries by a standard Brownian Motion can be explicitly represented in
terms of first passage time to the fixed level boundary by a time-homogeneous dif-
fusion process. Boundaries b(t) = b
√
t+ c and b(t) = b and their two-parametric
transforms are unique in the same meaning for the Bessel process. Let us men-
tion that the distribution of the first passage time to the fixed level boundary by
a time-homogeneous diffusion process can be found by spectral expansion method
proposed in [23].
Remark 3.8. All boundary crossing identities can be easily generalized to the
case of two-sided boundaries.
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