Abstract. Our goal is to create speaker models in audio domain and face models in video domain from a set of videos in an unsupervised manner. Such models can be used later for speaker identification in audio domain (answering the question "Who was speaking and when") and/or for face recognition ("Who was seen and when") for given videos that contain speaking persons. The proposed system is based on an audio-video diarization system that tries to resolve the disadvantages of the individual modalities. Experiments on broadcasts of Czech parliament meetings show that the proposed combination of individual audio and video diarization systems yields an improvement of the diarization error rate (DER).
Introduction
With the increasing amount of multimedia data it is necessary to develop techniques that detect the presence of people and find out their identities. Such information can be used for indexing and searching purposes, for enhancement of automatic speech recognition systems, for building audio or video identification systems or for building audio or video corpora.
Our main goal is to create speaker models in the audio domain and face models in the video domain, in an unsupervised manner, so that the models can be used later for audio-video person identification. Contrary to most other existing systems [3, 4] our method produces a slightly larger number of speaker-model candidates than the real number of speakers. The reason is that it is more important that no two different speakers are assigned the same identity than that each speaker is only assigned one. The former error has a negative impact on the performance of the whole system and can never be corrected, while the latter can be discovered and resolved in later processing by automatic or manual verification.
The paper is organized as follows. Section 2 describes the diarization system in audio-only domain, Section 3 in video-only domain. Combined audio-video diarization is described in Section 4 and evaluated in Section 5.
Audio Speaker Diarization
For audio diarization we use an approach based on Gaussian Mixture Models (GMMs). The system is largely based on the ones proposed in [5] and [6] . However, there are some differences.
Most notably, as this particular application does not require the diarization to be done online, we perform additional offline clustering after all audio files have been processed, to identify and merge speaker-model candidates corresponding to the same speakers, both within a single file and between different ones. Unlike the authors of [5] , we also use energy-based speech activity detection as opposed to model-based.
At the beginning, the system starts with only two GMMs, one for each gender, which are trained in advance. Afterwards, for every speech segment, the system decides if the segment corresponds to an already known speaker, or a new one. In the case of a new speaker, a new model is created by copying one of the gender dependent models. Otherwise, one of the existing models is selected. The assigned model is then adapted using the data from the segment.
The system for audio speaker diarization consists of several modules:
1. Feature extraction and voice activity detection 2. Speech segmentation 3. Speaker identification and novelty detection 4. Online GMM learning 5. Offline clustering
Feature Extraction and Voice Activity Detection
For feature extraction, we used the LFCC with 25 filters in range from 50 Hz to 8 kHz based on 25ms FFT window with 10ms shift. 20 cepstral coefficients were computed without the energy coefficient. No cepstral normalization was performed. This module also performs an energy-based voice activity detection (VAD), with every frame being labeled as speech or silence based on a threshold.
Speech Segmentation
Using the information obtained from the VAD and parameters such as the minimum and maximum segment length and the maximum pause length in a segment, the speech is divided into short segments. Of each segment, only the frames labeled as speech are used for the novelty detection and GMM learning modules. In our experiments, this has lead to both reduced computation time and improved performance.
Speaker Identification and Novelty Detection
For each speech segment the system uses a maximum-likelihood classification to determine both the speaker's gender (using the gender dependent models) and their most likely identity out of the existing speaker-model candidates. Afterwards, a likelihood ratio test is used to decide whether the segment belongs to the chosen identity, or represents an entirely new speaker.
The likelihood ratio is as follows:
where X is a speech segment and P sp and P gen are the likelihoods of the winning speaker and the appropriate gender dependent model, respectively.
If L(X ) ≥ θ, the segment X belongs to the old speaker. Otherwise it belongs to an entirely new speaker.
The optimal value of decision threshold θ was found experimentally, and chosen in such a way that the system produces a slightly larger number of speaker models than the real number of speakers. The reason for this is that it is more important to us in this stage that no two different speakers are assigned the same identity than that each speaker is only assigned one. The former error has a negative impact on the performance of the whole system and can never be corrected, while the latter can be discovered and resolved in later stages, either during clustering or once the results from both audio and video are combined.
Online GMM Learning
For GMM adaptation we use an online variant of the Expectation-Maximization algorithm, as described in [7] , with values of the parameters as proposed by [5] .
Audio Clustering
After we have processed all audio recordings, we perform clustering. The main purpose is to find the labels corresponding to the same real speakers between different recordings, although the system also resolves most cases of multiple labels being assigned to the same real speaker within a single recording.
For every pair of speaker models λ i and λ j , we calculate the value of the following expression, which is similar to the Cross-Likelihood Ratio [8] :
where X i represents all the speech data assigned to the speaker model λ i , N i is the number of frames in X i , and λ m and λ f are the gender dependent models.
If both L(i, j) and L( j, i) exceed a certain threshold, we consider λ i and λ j to be the same speaker. In order for more than two models to be merged, the condition must be fulfilled for every two of them.
Video Speaker Diarization
The goal of this module is to detect and track faces in a video, to extract features from each face image and to perform clustering. The result is a set of clustered face tracks, each cluster representing one identity.
The task of face detection, tracking, and identification has been widely studied. Existing solutions can solve this task with high accuracy [1, 2] .
Face Tracking and Feature Extraction
In this paper we use a facial landmarks detector based on the Deformable Part Models [1] . In addition to the detected position of the face, this face detector provides a set of facial landmarks: nose, mouth and canthi corners. Such landmarks are used for the construction of normalized face images from which the face features are computed. The feature computation is based on Local Binary Patterns (LBP).
During the face tracking process, normalized face images are computed for the whole face track. For all normalized face images in the face track, the distances from all the previous normalized images in the same face track are computed. If at least one distance is lower than a threshold θ 1 , a similar face appearance was already seen and the image is ignored. As a result, each of the N T face tracks is represented by a set of key face images and corresponding features λ V .
Clustering
Clustering is performed after the processing of all video recordings. The purpose is to find the labels corresponding to the face of the same person between different face tracks, in all videos. The whole process is visualised in Figure 1 .
For θ 2 , then both face tracks are considered to be of the same identity with the same label. In other words, if there are similar faces in the first face track i and the second track j, then the identity of both is considered to be the same. As a result we have N C clusters, each representing the face of one person. The threshold θ 2 was experimentally set so that we have multiple clusters with the same identity, but there is no cluster that represents multiple identities. The reason is that the additional merging of clusters is performed in later stage using audio modality.
Audio-Video Speaker Diarization
The combined audio-video speaker diarization system tries to resolve the disadvantages of particular modalities. The audio-only diarization requires longer intervals (usually several seconds) to produce a certain decision about the speaker's identity. For the faces in the video domain, the decision can be made in one frame only, but the appearance of one speaker's face can change in time greatly. When compared to audio, the speech style of one speaker changes only a little during the time.
The proposed system is built with the assumption that the speaker's face is present in the video most of the time during his speech. The generated audio and video speakers' models can be used later for any videos where this condition is not fulfilled.
Audio-Video Speaker Models Clustering
Only the best matching segments (models) were clustered in the previous stages of the processing where the audio and the video modalities were treated independently. Therefore, the number of obtained models was too high number. Further clustering cannot be done accurately according to individual modalities. However, fused audiovideo merging is able to reduce the number of models with acceptable error rate. The clustering of the models was done in the following way:
1. The audio similarity matrix was based on the symmetric Kullback-Leibler divergence:
where
2. The video similarity matrix was based on a transformation of D(i, j) values produced by the face-model distance function. The transformation was chosen to match the audio L K L D similarity:
where α and β are parameters tuned on a small development data set.
3. The final fused similarity is defined as
The evaluated L AV i, j values were compared with a threshold θ and the model pairs with a value higher than the threshold were clustered.
Experiments
For testing purposes we used recordings from Czech parliament meetings broadcasted by the Czech Television. A sample image from the broadcasts can be seen in Figure 2 . We had 8 recordings with a total of 30 hours of labeled audio.
To evaluate the system we compared the audio-only and audio-video clustering results. 
Audio Clustering
Gender dependent models were trained using 30 seconds of speech from each of 16 women and 70 men.
In the experiments, we used GMMs with only 8 components and the minimum and maximum segment lengths were set to 1 and 5 seconds respectively.
In order for the diarization results to better correspond to the reference labels, we relabeled any short pauses between two consecutive speech segments which belong to the same speaker as speech as well. The optimal maximum length of such pauses was determined from the reference labels to be 3 seconds.
To evaluate the performance of the system, we used the diarization error rate (DER), which is the sum of three values: the rate of missed speech (i.e. the speech frames that were incorrectly labeled as silence), false alarm (FA, silence incorrectly labeled as speech) and speaker error (SE, the speech labeled as a wrong speaker). It is measured as the fraction of time that is not assigned correctly to a speaker or to non-speech [9] .
Additionally, we also computed the speaker error rate and the DER when tolerating the use of multiple models for each real speaker (SE M M and DER M M in the table).
These values essentially represent the ideal error rates we would obtain by performing additional oracle clustering.
Average values from all recordings, obtained both before and after the clustering, are shown in Table 1 . The values given were obtained without any forgiveness collar around reference segment boundaries. The audio clustering has lead to a significant decrease of the speaker error, though it does not reach the ideal value represented by SE M M . The slight increase of SE M M suggests that we have also clustered a small number models which did not truly belong to the same speaker, while the decrease of DER M M was caused by the decreased miss rate.
Audio-Video Clustering
The table 2 presents the results of audio-video clustering method. The previous results of audio-only clustering are compared to the audio-video clustering. The results show that the DER decreased from 7.51% to 7.18% when the video modality is used. The number of resulting clusters decreased from 381 to 292. The merged clusters were either short or contained some noise and the audio-only clustering system was unable to merge these ambiguous clusters. Because the DER is measured as the fraction of time and we clustered mostly short segments, the decrease of DER is 4.5% relatively, although the decrease of number of clusters is 23.4% relatively.
As the face is not present in the video all the time, the proposed algorithm is not able to merge clusters where only audio modality is used and the segments are too short or ambiguous.
Conclusion
We addressed the problem of audio-visual speaker diarization. After the description of the baseline audio-only diarization system we presented our proposed method for association of individual models from the audio and video modalities, all in an unsupervised manner. The method was evaluated on 30 hours of video. The diarization error rate (DER) decreased from 7.51% to 7.18% and the number of clusters decreased from 381 to 292, where the real number of speakers was 86. These results show that the short utterances which the audio-only diarization is unable to associate to a correct identity can be associated more reliably with the addition of video modality and face recognition.
