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Abstract— Clustering in wireless sensor networks (WSNs) is an important technique to ease topology management and 
routing. Clustering provides an effective method for prolonging lifetime of a WSN. This paper proposes energy efficient multi-
level clustering schemes for wireless sensor networks. Wireless sensor nodes are extremely energy constrained with a limited 
transmission range. Due to large area of deployment, the network needs to have a multi-level clustering protocol that will enable 
far-off nodes to communicate with the base station. Simulation is used to analyze the proposed protocols and compare their 
performance with existing protocol EEMC [5]. Simulation results demonstrate that our proposed protocols are effective in 
prolonging the network lifetime. 
Index Terms—WSN, clustering, data aggregation, energy efficiency, cluster head, caching.  
——————————      —————————— 
1 INTRODUCTION
ECENT technological advancements have enabled 
the deployment of large scale wireless sensor net-
works for real-world applications. Inexpensive sen-
sors are deployed for data collection from the field in a 
variety of scenarios including health, military surveil-
lance, building security, in harsh physical environments, 
for scientific investigations on other planets, etc. [1, 2]. A 
sensor node has limited computing capability and memo-
ry, and it operates with limited battery power. These sen-
sor nodes can self organize to form a network and can 
communicate with each other in a wireless manner [1, 3].  
Each node has transmitter power control and an omni-
directional antenna, and therefore can adjust the area of 
coverage with its wireless transmission. Typically, sensor 
nodes collect audio, seismic, and other types of data and 
collaborate to perform a high level task in a sensor web. 
For example, a sensor network can be used for detecting 
the presence of potential threats in a military conflict. 
Since wireless communications consume significant 
amounts of battery power, sensor nodes should be energy 
efficient in transmitting data [4, 6, 7].  
WSNs are usually employed to cover a very large area 
and thus need to be in touch with far away base station. 
Clustering is an effective topology control approach in 
WSNs which can increase network scalability and life-
time. In real-world scenarios all the nodes may not be 
able to reach the base station directly. This leads to need 
for multi-level clustering algorithms that will form multi-
level cluster heads (CHs). Loosely speaking, a multi-level 
clustering algorithm is one in which nodes are arranged 
in a hierarchical cluster setup such that Level-i CH sends 
aggregated data to Level-(i-1) CH which in turn reports 
data to Level-(i-2) CH and so on until the Level-1 CH 
receives data and forwards it to base station. 
In [5], the authors propose an energy-efficient multi-
level clustering algorithm called Multi-Level Clustering 
Algorithm (EEMC), which aims at minimum energy con-
sumption in sensor networks. EEMC also covers the clus-
ter head election scheme. In EEMC, the data collection 
operation is broken up into rounds, where each round 
begins with a cluster set-up phase, which means that the 
nodes execute EEMC algorithm to form a multi-level clus-
tering topology independently, and continues with a data 
transmission phase, which means the nodes transmit the 
sensed data packets to the sink node under such a cluster-
ing topology. Assuming that sink node is remotely lo-
cated and sensor nodes are stationary, simulation results 
show that their proposed algorithm is effective in pro-
longing the network lifetime of a large-scale network. 
They also show that the algorithm has low latency and 
moderate overhead across the network [5]. 
The EEMC [5] algorithm has the limitation that the 
regular nodes can join the last level of CHs only, thus 
incurring high latency in the network. Another notable 
limitation is that each node be GPS equipped to know its 
location precisely. If the precise location is not known, the 
algorithm will fail. In order to overcome these shortcom-
ings, we propose two new algorithms, LAMC (Location 
Aware Multi-level Clustering) and PAMC (Power Aware 
Multi-level Clustering). Simulations are used to analyze 
the performance of proposed algorithms.  
The remainder of the paper is organized as follows. 
Section 2 describes the assumptions and the energy model 
used in this paper, Section 3 outlines the EEMC algorithm 
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proposed in [5] and in Section 4 we propose two new al-
gorithms for energy efficient multi-level clustering. Sec-
tion 5 discusses the simulation results of the proposed 
algorithms and compares it with the existing ones. Con-
cluding remarks are given in Section 6. 
2 PRELIMINARIES 
In this paper, we consider a sensor network consisting of 
N nodes randomly deployed over a vast field to conti-
nuously monitor the environment. We make some as-
sumptions about the sensor nodes and the underlying 
network model: 
 
 There is a base station (i.e. sink node) located far from 
the sensing field. Sensors and the base station are all 
stationary after deployment. 
 All nodes in the network are homogenous and 
energy constrained. 
 All nodes are able to send data to the base station. 
 Propagation channel is assumed to be symmetric. 
 Cluster-heads can aggregate data gathered into a 
single packet. 
 
We use the same energy and radio model as in [5] with 
the value of electronics energy, bitnJEelec /50  as the 
energy being used to run transmitter and receiver circuits. 
The energy used for transmission amplifi-
er 2/10 m
bit
pJ
amp  . The energy cost of transmission ( TxE ) 
and reception ( RxE ) are calculated as  
2),( kdkEdkE ampelecTx    
kEdkE elecRx ),(  
Where k is the length of transmitted/received message in 
bits and d is the Euclidian distance between sending and 
receiving nodes. Additionally energy is also used for ag-
gregation of data at the cluster heads [8]. 
3 OVERVEW OF EEMC ALGORITHM 
In addition to the above assumptions, EEMC [5] also as-
sumes that the nodes have location information. As de-
tailed in [5], EEMC algorithm is divided into two phases: 
 
(a) Cluster Setup Phase 
(i)  At the beginning of each round, all nodes are set to 
regular (non-CH status). The cluster set-up phase is in-
itiated by each active node u sending its location informa-
tion and its current residual energy )(tEu  to the sink 
node to indicate that level-1 CH will now be selected.  
(i) (ii)  After the sink node receives these values, it will 
broadcast a ‘‘command’’ message with the following two 
values: one is the total remaining energy of the network 
 )(tEv  and the other is  ),(/1 sinkv nndis the total 
reciprocal of distance from all active nodes. Here, 
),( sin kv nndis  is the distance between active node v and 
the sink node.  
(iii)  On receiving this ‘‘command’’ message, each active 
node u sets its probability of becoming a level-1 CH, de-
noted as )(1 up , by using the following formula, 


 


  )( sin
sin
)(
),(/1
),(/1
)(
)(
11 )1()(
tSv kv
ku
tSv v
u
nndis
nndis
tE
tEopt
CHNup 
 
Here,   is a parameter and optCHN 1  is the optimal number 
of cluster heads for level-1. Thus, nodes with higher ener-
gy or less distance will have a greater probability of be-
coming the cluster heads.  
(iv) After this, in order to reduce energy consumption, all 
level-1 CH send out a level-1 CH message with the 
range opt
CHN
R
1
. Any node receiving this message replies 
with a “join” message sending out its residual energy and 
the current position. After the level-1 CH (denoted as 
1CHn ) receive this message, they can construct their ac-
tive node-set, denoted as )(1 tS , and then will broadcast 
a “command” message with total residual energy of the 
cluster and the total reciprocal distance within the cluster 
of each node from the cluster-head and also cardinality of 
)(1 tS  denoted as 1N . Each node will then set its proba-
bility of becoming a level-2 cluster-head according to the 
formula, 






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Based on this probability, nodes elect whether they will 
become cluster-heads for level 2 or not.  
(v)  Generalizing, the clustering may extend up to j-levels. 
For any level-(j-1) CH, the CH would broadcast a level-(j-
1) CH message with the radio range  211 )(jj joptCH tNN
R . 
Each regular node that receives this message will send its 
current position as well as the energy level to CH with a 
“join” message. After the level-(j-1) CHs (denoted as 
1CHjn ) receive this message, they can construct their ac-
tive node-set, denoted as )(1 tS j , and then will broad-
cast a “command” message with total residual energy of 
the cluster and the total reciprocal distance within the 
cluster of each node from the cluster-head and also cardi-
nality of )(1 tS j  denoted as 1jN . Each node will then 
set its probability of becoming a level-j cluster-head ac-
cording to the formula,  

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The process of Clustering will stop if a node has two or 
less number of nodes in its regular set. 
 
JOURNAL OF COMPUTING, VOLUME 2, ISSUE 5, MAY 2010, ISSN 2151-9617 
HTTPS://SITES.GOOGLE.COM/SITE/JOURNALOFCOMPUTING/ 
WWW.JOURNALOFCOMPUTING.ORG  160
 
(b) Network Operation Phase 
After level-T clustering topology is formed, the regular 
nodes start transmitting the sensed data to lowest CHs. 
Level-T CHs aggregate the sensed data and send it to lev-
el-(T-1) CHs and so forth. Finally, all level-1 CHs transmit 
the aggregated data to sink node.  
The cost of delivering data to the sink is sum of energy 
spent by nodes to send the data to their respective CH. 
4 PROPOSED ALGORITHM 
The EEMC algorithm discussed above has the following 
perceived shortcomings: 
(i) The regular nodes can join the last level of CHs 
only. Thus the latency of the network is high 
since packets take a longer route to reach the 
base station.  
(ii) The nodes need to be equipped with GPS 
systems in order to know their location precisely. 
If the precise location is not known, the 
algorithm will fail. 
In order to overcome these shortcomings, we propose two 
new algorithms, LAMC (Location Aware Multi-level 
Clustering) and PAMC (Power Aware Multi-level Clus-
tering). The basic idea of both these algorithms is bor-
rowed from EEMC [5]. 
 
4.1  LAMC 
The Location Aware Multi-level Clustering (LAMC) algo-
rithm is same as EEMC, but without the shortcoming (i) 
listed above. The operation of LAMC is also performed in 
two steps. 
 
(a) Cluster Setup Phase 
(i)  At the beginning of each round, all nodes are set to 
regular (non-CH status). The cluster set-up phase is in-
itiated by the sink node sending a beacon signal which 
contains the current round number to each active node u 
present within its transmission range. 
(ii) On receiving this beacon signal, each node sends its 
location information and its current residual energy 
)(tEu to the sink node to indicate that level-1 CH will 
now be selected.  
(iii) After the sink node receives these values, it will 
broadcast a ‘‘command’’ message with the following two 
values: one is the total remaining energy of the network 
 )(tEv  and the other is  ),(/1 sin kv nndis the total 
reciprocal of distance from all active nodes. Here, 
),( sin kv nndis  is the distance between active node v and 
sink node.  
(iv) On receiving this ‘‘command’’ message, each active 
node u sets its probability of becoming a level-1 CH, de-
noted as )(1 uP , by using the following formula, 


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Here,   is a parameter which defines how much weigh-
tage is given to residual energy and how much to dis-
tance of node from sink and optCHN 1  is the optimal number 
of cluster heads for level-1 and is taken to be equal to N  
where N is the total number of nodes in the network. 
Thus, nodes with higher energy or less distance will have 
a greater probability of becoming the cluster heads. 
Nodes elect whether to become a level-1 cluster head or 
not based on global knowledge. 
 (v) After this, in order to reduce energy consumption, all 
level-1 CH send out a “level-1 CH” message with the 
range opt
CHN
R
1
. Any node receiving this message replies 
with a “join” message sending out its residual energy and 
the current position. After the level-1 CHs (denoted as 
1CHjn ) receive this message, they can construct their ac-
tive node-set, denoted as )(1 tS , and then will broadcast 
a “command” message with total residual energy of the 
cluster and the total reciprocal distance within the cluster 
of each node from the cluster head and also cardinality of 
)(1 tS  denoted as 1N . Each node will then set its proba-
bility of becoming a level-2 cluster-head according to the 
formula, 








   )( 1
1
)(
12
11
),(/1
),(/1
)1(
)(
)(
)(
tSv CHv
CHu
tSv v
u
nndis
nndis
tE
tE
Nup 
Based on this probability, nodes elect whether they will 
become level-2 CHs or not.  
(vi)  Generalizing, the clustering may extend up to level-j. 
For any level-(j-1) CH, the CH would broadcast a level-(j-
1) CH message with the radio range  211 )(jj joptCH tNN
R . 
Each regular node that receives this message will send its 
current position as well as the energy level to CH with a 
“join” message. After the level-(j-1) CHs (denoted as 
1CHjn ) receive this message, they can construct their ac-
tive node-set, denoted as )(1 tS j , and then will broad-
cast a “command” message with total residual energy of 
the cluster and the total reciprocal distance within the 
cluster of each node from the cluster-head and also cardi-
nality of )(1 tS j  denoted as 1jN . Each node will then 
set its probability of becoming a level-j cluster-head ac-
cording to the formula,  
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The process of clustering will stop if a node has two or 
less number of nodes in its regular set. 
(vii) In addition to this, each regular node also maintains 
information about the closest CH that has been heard 
from. The closest CH may be from the higher levels. 
Whenever a regular node receives a level-i CH message, it 
checks whether the sender is closer than the closest CH 
heard from until current time. If it is, the closest CH in-
formation is set to current CH. In any case, the regular 
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node will send out a join message to the present CH. 
However, the final decision to join a CH is deferred until 
finalization of topology. 
(viii) After all CHs have been chosen, each regular node 
checks whether it has joined the closest CH (which may 
be from higher levels). If not, it sends a message to the 
new CH indicating that it will now join that cluster and 
sets its level to one more than the level of CH. It also 
sends a de-join message to previous CH. 
 
(b) Network Operation Phase 
After level-T clustering topology is formed, the regular 
nodes start transmitting the sensed data to their CHs. 
Level-T CHs aggregate the sensed data and send it to lev-
el-(T-1) CHs and so forth. Finally, all level-1 CH transmit 
the aggregated data to sink node. The cost of delivering 
data to the sink is sum of energy spent by nodes to send 
the data to their respective CH. 
An obvious advantage in LAMC is the decrease in the 
average number of hops required to transmit sensed data 
to the base station in a network. By allowing regular 
nodes to join higher level CHs, the depth of topology can 
be decreased. Also, since the regular nodes are now 
transmitting to the closest CHs, the energy consumption 
of these nodes will also decrease. 
 
4.2 PAMC 
LAMC presented above, does not do away with the loca-
tion related assumption. For this we present a new algo-
rithm Power Aware Multi-level Clustering (PAMC). Here 
we make additional assumption that the nodes have 
many discrete power levels that determine their transmis-
sion range. An example of such nodes is the Berkley 
motes [9]. The assumption about power levels is derived 
from [7] where the authors have used the concept of Min-
imum Reachability Power. Let iMinPwr  be the mini-
mum power level required by the node i to reach its clus-
ter-head. The TRMRP (Total Reciprocal Minimum Rea-
chability Power) is  iMinPwrTRMRP /1 . The 
MRP of any node can give us an idea about the distance 
of transmission and can replace the distance parameter in 
the formula of LAMC. Note that MRP is used to decrease 
the intra-cluster communication cost within the hierarchy. 
The protocol assumes that for any Power Level iL , there 
is a corresponding Transmission Range iR  such that  
jiji LLRR   
   
The operation of the protocol is divided into two phases. 
 
(a) Cluster Setup Phase 
(i)  At the beginning of each round, all nodes are set to 
regular (non-CH status). The cluster setup phase is in-
itiated by the base station which sends out a Start beacon. 
(ii) On receiving this Start beacon, each nodes selects its 
minimum power level needed to reach the base station 
and stores it in the memory for subsequent rounds. The 
discovery of the power level is done by recursively send-
ing signals of lower power levels till acknowledgement is 
not received from base station. Note that the process of 
MRP discovery to base station is done only once during 
entire network lifetime and is cached for subsequent 
usage.  
(iii) The active nodes receiving the Start message reply by 
sending out their residual energy )(tEu  and the MRP  
uP  to the sink node to indicate that level-1 CH will now 
be selected. uP  can be thought as a measure of distance 
between source and sink. 
(iv) After the sink node receives these values, it will 
broadcast a ‘‘command’’ message with the following two 
values: one is the total remaining energy of the network 
 )(tEv  and the other is  vP/1  the TRMRP from all 
active nodes.  
(v) On receiving this ‘‘command’’ message, each active 
node u sets its probability of becoming a level-1 CH, de-
noted as )(1 uP , by using the following formula, 


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
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Here,   is a parameter which defines how much weigh-
tage is given to residual energy and how          much to 
distance of node from sink and optCHN 1  is the optimal num-
ber of cluster heads for level-1. Thus, nodes with higher 
energy or less distance will have a greater probability of 
becoming the cluster heads. Nodes thus elect whether to 
become a level-1 cluster head or not based on global 
knowledge. 
(vi) After this, in order to reduce energy consumption, all 
level-1 CH send out a level-1 CH message with the Power 
level equivalent to range opt
CHN
R
1
 where R is the Range 
associated with MRP. Any node receiving this message 
replies with a “join” message sending out its residual 
energy and MRP to the CH. Note that the regular nodes 
can cache some of the entries of MRP to other nodes to 
reduce the message overhead in calculating the MRP  
(v) The regular nodes keep track of the closest CH from 
which they have heard till now. The closest CH may be 
from higher levels. Closeness is now defined in terms of 
MRP. If two nodes have same MRP, the node that was 
heard earlier from (i.e. the node higher up in the hie-
rarchy) is given preference. 
(vi) After the level-1 CHs (denoted as 1CHn  receive this 
message, they can construct their active node-set, denoted 
as )(tSi , and then will broadcast a “command” message 
with total residual energy of the cluster, the TRMRP with-
in the cluster of each node from the cluster-head and the 
cardinality of its active set 1N . Each node will then set its 
probability of becoming a level-2 cluster-head according 
to the formula, 
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Based on this probability, nodes elect whether they will 
become cluster heads for level-2 or not.  
(vi) Generalizing, the clustering may extend up to level-j. 
For any level-(j-1) CH, the CH would broadcast a level-(j-
1) CH message with the power-level equivalent to radio 
range  211 )(jj joptCH tNN
R . Each regular node that receives 
this message will send its MRP as well as the energy level 
to CH with a “join” message. After the level-(j-1) CHs 
(denoted as 1CHjn ) receive this message, they can con-
struct their active node-set, denoted as )(1 tS j , and then 
will broadcast a “command” message with total residual 
energy of the cluster and the TRMRP within the cluster of 
each node from the cluster-head and also cardinality of 
)(1 tS j  denoted as 1jN . Each node will then set its 
probability of becoming a level-j cluster-head according 
to the formula,  
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The process of clustering will stop if a node has two or 
less number of nodes in its regular set. 
(viii) Once the clustering process is over, the regular 
nodes select their final CHs based on the closeness criteria 
explained before. If a regular node needs to change its 
CH, it will send out control messages to both old and new 
CH to indicate its change of preferences. 
 
(b) Network Operation Phase  
After level-T clustering topology is formed, the regular 
nodes start transmitting the sensed data to their CHs. 
Level-T CHs aggregate the sensed data and send it to lev-
el-(T-1) CHs and so forth. Finally, all level-1 CH transmit 
the aggregated data to sink node. 
The cost of delivering data to the sink is sum of energy 
spent by nodes to send the data to their respective CH. It 
may be noted that the process of storing some of the last 
known MRPs can greatly reduce the communication cost 
of the network.  
5 SIMULATION AND RESULTS 
5.1 Simulation Environment 
We have simulated EEMC, LAMC and PAMC using 
Qualnet, a discrete event based object oriented simulator. 
Table I lists the simulation parameters used. The very 
small initial energy of 0.1J is chosen to shorten the simula-
tion time. To evaluate the algorithms, we have used the 
following performance metrics: 
 
First Node Dead and Half Nodes Dead – These are a 
number of rounds that elapse before first node and half of 
the nodes, respectively, run out of energy. It gives us an 
idea about the network lifetime, since the network will be 
operational only until more than half of the nodes are 
sensing the data. 
 
Overhead Ratio – The ratio of control packets to the data 
packets transmitted per round is an indication of the con-
trol overhead incurred by the algorithm. Lower value of 
this ratio indicates better algorithm. 
 
Latency per Packet – The average number of hops in the 
network is used as a measure to evaluate the latency of 
the algorithm. A larger value of average number of hops 
indicates greater delay in packet reception by the base 
station. 
 
In addition to this, we will also study the impact of para-
meter   on the network lifetime of both PAMC and 
LAMC, and also impact of different cache sizes on the 
performance of PAMC algorithm. 
 
5.2 Simulation Results 
Many runs of each algorithm are simulated on different 
random distribution of nodes and the results are recorded 
as average of all the runs. A more efficient scheme is de-
noted by greater network lifetime and less number of 
hops. 
 
TABLE I 
SIMULATION PARAMETERS 
Number of nodes 100 - 500 
Network Grid (0, 0) to (1000, 
1000) 
Base Station Position (500, 500) 
Energy Per Node 0.1J 
Size of Data Packet 500 bits 
Size of Control Packet 10 bits 
Number of cached entries (for 
PAMC) 
10 
 
Lifetime Analysis 
It is clear from Fig. 1 and Fig. 2 that the LAMC out-
performs both the EEMC and the PAMC in terms of net-
work lifetime. An obvious reason for this is that LAMC is 
derived from EEMC and optimizes the energy usage of 
EEMC by choosing the closest CH rather than the latest 
CH.  
The PAMC is found to decrease the network life-time 
slightly, since it has to incur an overhead in terms of MRP 
calculations by repeated message sending. The perfor-
mance of EEMC and PAMC are, however, comparable 
since in EEMC we have not considered the energy over-
head in obtaining the current location information via 
GPS. 
Fig. 2 shows that PAMC outperforms EEMC for 100 
nodes because the use of cache (size ten) decreases the 
MRP queries. As the number of nodes increases, the need 
to query for MRP also increases. This increases the energy 
overhead. 
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By doing away with the GPS, it is possible to miniaturize 
the nodes to an even greater extent. 
 
 
Fig. 1. The FND analysis. 
 
 
Fig. 2. The HND analysis. 
 
Overhead analysis 
The histogram in Fig. 3 clearly shows that EEMC has the 
minimum control overhead over all the algorithms. This 
is understandable since LAMC needs to send extra con-
trol messages to make the final selection of CH. Recall 
that in LAMC the regular nodes select their final CH after 
the cluster-setup phase has ended. Control packets need 
to be transmitted to inform the old and new CHs about 
the change. 
PAMC has even higher overhead ratio since the query for 
MRP entails sending of more beacons to the prospective 
CHs. However, for 100 nodes the PAMC shows lesser 
ratio since the use of cache limits the transmission of MRP 
queries. This result is in line with the HND results which 
show PAMC to be better than EEMC for 100 nodes. 
 
Latency analysis 
Fig. 4 clearly shows that LAMC and PAMC both decrease 
the latency of the network by optimizing the cluster for-
mation. Since both these algorithms allow regular-nodes 
to join higher level CHs, it leads to a more compact topol-
ogy which is reflected with a decrease in average number 
of hops. 
 
 
 Fig. 3. Control-to-data ratio analysis. 
 
 
 
 
 Fig. 4. Average number of hops.  
 
 
PAMC leads to a further decrease in the number of hops 
since the criteria of “closeness” is now MRP. For any reg-
ular nodes, all the CHs will lie in one of the six power 
levels. Hence there will be frequent ties in which case 
higher CHs will be preferred. By contrast, LAMC will 
have discrete values of distance which will lead to fewer 
ties and hence the closer but lower CHs may be selected. 
 
Impact of parameter   
To study the impact of parameter   we simulate the al-
gorithms for 100 nodes.  As is clear from the graph in Fig. 
5, for LAMC, the value of   plays an important role in 
determining the network lifetime. However, the impact is 
highly irregular. The general trend is that lower the value 
of  , lower is the network lifetime. The network lifetime 
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peaks when   reaches 0.8 and then decreases again. Note 
that by lifetime we mean the numbers of rounds that have 
elapsed before half of the nodes are dead.  
 
 
Fig. 5. Impact of   on LAMC. 
 
For PAMC, the trend is the same. There is a general in-
crease in lifetime as   increases. The maximum lifetime 
is obtained in this case for 0.7 and there is a dip in the 
network lifetime for 0.8.  
 
Impact of caching on PAMC 
As already discussed, in PAMC algorithm each node can 
store some of the latest MRP values in the cache. If the 
cache size is bigger, lesser MRP queries will have to be 
sent out to obtain MRP information. This will decrease 
the control overhead and consequently increase the net-
work lifetime. However, since WSN are memory con-
strained, there is little scope for increasing cache size 
beyond a few bytes. 
The histogram shown below corroborates this view. As 
we increase the cache size, there is a small increase in the 
HND value, which signifies an increase in the network 
lifetime. Values have been obtained for cache size of 1, 5, 
10 and 20 entries. 
 
 
Fig. 6. Impact of   on PAMC. 
 
 
Fig. 7. Impact of cache on PAMC. 
6 CONCLUSIONS 
This paper presents two multi-level clustering algorithms 
namely LAMC and PAMC for wireless sensor networks. 
Both these algorithms are built upon EEMC algorithm 
proposed in [5] and aim to further prolong the lifetime of 
WSN by minimizing the energy consumption of the net-
work.  
While LAMC reduces the latency of the network, the 
PAMC removes the constraint of location awareness alto-
gether. 
Simulations have been performed to study the perfor-
mance of these algorithms. Results show that LAMC is 
more efficient than EEMC whereas PAMC gives compa-
rable performance without the need of GPS fitting at each 
node. 
The PAMC algorithm that we have discussed can be op-
timized further by making use of alternative MRP evalua-
tion techniques. In addition, to remove location aware-
ness criteria of LAMC, localization techniques can be 
used that would require only some of the nodes to be 
equipped with GPS. 
REFERENCES 
[1] T. Gao, D. Greenspan, M. Welsh, R.R. Juang and A. 
Alm, “Vital Signs Monitoring and Patient Tracking 
Over a Wireless Network,” 27th IEEE EMBS Annual 
International Conference, pp. 1-4, 2005. 
[2] G. Wener-Allen, K. Lorincz, M. Ruiz, O. Marcillo, J. 
Johnson, J. Lees and M. Walsh, “Deploying a Wireless 
Sensor Network on an Active Volcano,” IEEE Internet 
Computing, Vol. 10. No. 2, pp. 18-25, March 2006. 
[3] B. Warneke, M. Last, B. Liebowitz and K. Pister, 
“Smart Dust: Communicating with a Cubic-
Millimeter Computer,” IEEE Computer, Vol. 34, No. 
1, pp. 44-51, January 2001. 
[4] R. Min, M. Bhardwaj, S. Cho, E. Shih, A. Sinha, A. 
Wang and A. Chandrakasan, “Low-Power Wireless 
Sensor Networks,” 14th International Conference on 
VLSI Design, pp. 205-210, January 2001. 
[5] Yan Jin, Ling Wang, Yoohwan Kim, and X. Yang, 
“EEMC: An Energy-Efficient Multi-Level Clustering 
JOURNAL OF COMPUTING, VOLUME 2, ISSUE 5, MAY 2010, ISSN 2151-9617 
HTTPS://SITES.GOOGLE.COM/SITE/JOURNALOFCOMPUTING/ 
WWW.JOURNALOFCOMPUTING.ORG 165 
 
Algorithm for Large-Scale Wireless Sensor 
Networks,” Computer Networks Vol. 52, No. 3, pp. 
542-562, Aug 2008. 
[6] W. Heinzelman,  A. Chandrakasan and H. 
Balakrishnan, “Energy-Efficient Communication 
Protocol for Wireless Micro Sensor Networks,” 33rd 
International Conference on System Sciences 
(HICSS), pp. 8020-8029, January 2000. 
[7] O. Younis and S. Fahmy, “HEED: A Hybrid, Energy-
Efficient, Distributed Clustering Approach for Ad 
Hoc Sensor Networks,” IEEE Transactions on Mobile 
Computing, Vol. 3, No. 4, pp. 366-379, October  2004. 
[8] W. Heinzelman, A. Sinha, A. Wang and A. 
Chandrakasan, “Energy Scalable Algorithms and 
Protocols for Wireless Microsensor Networks,” 
International Conference on Acoustics, Speech, and 
Signal Processing (ICASSP), pp. 3722-3725, June 2000. 
[9] J. Hill, R. Szewczyk, A. Woo, S. Hollar, D.E. Culler 
and K.S.J. Pister, “System Architecture Directions for 
Networked Sensors,” Architectural Support for 
Programming Languages and Operating Systems, pp. 
93-104, 2000. 
 
 
Surender Soni received his BTech Degree from NIT Hamirpur, and 
MTech Degree from Punjab University Chandigarh. He is currently a 
Research Scholar at the Department of Computer Science & Engi-
neering, NIT Hamirpur. His research interests include resource man-
agement in wireless sensor networks. 
 
Dr. Narottam Chand received his PhD degree from IIT Roorkee in 
Computer Science and Engineering. Previously he received MTech 
and BTech degrees in Computer Science and Engineering from IIT 
Delhi and NIT Hamirpur respectively.  
Presently he is working as Head, Department of Computer Science 
and Engineering, NIT Hamirpur. He also served as Head, Institute 
Computer Centre, NIT Hamirpur from February 2008 to July 2009. 
He has coordinated different key assignments at NIT Hamirpur like 
Campus Wide Networking, Institute Web Site, Institute Office Auto-
mation.  
His current research areas of interest include mobile computing, 
mobile ad hoc networks and wireless sensor networks. He has pub-
lished more than 50 research papers in International/National jour-
nals & conferences and guiding six PhDs in these areas. He is 
member of ISTE, CSI, International Association of Engineers and 
Internet Society. 
 
