ABSTRACT Person re-identification refers to matching images of pedestrians from camera networks distributed at different locations. It involves multiple challenging problems, especially large variations in illumination, viewpoint, and occlusion which exert negative affect on recognition rate. In this paper, we propose the partial least square (PLS) algorithm based on the Riemannian manifold. The covariance matrix is established by extracting the feature information of the region of the torso and leg images of a pedestrian. To find a suitable tangent plane in the covariance matrix of the Riemannian manifold, we create a relation between the torso and leg image by using the PLSs algorithm to obtain the correlative feature information of pedestrian images. Using unsupervised learning, this method performs well in the single-shot scenario. Experimental results on publicly available benchmarks show better performance of the proposed method.
I. INTRODUCTION
Person re-identification is a basic task of matching people across multiple non-overlapping camera networks. Given an image of a pedestrian captured from another probe camera, re-identification is a process for identifying a person taken from gallery camera. Person re-identification is difficult due to large variations in illumination, viewpoint and occlusion of the real site, which results in inconsistent feature distribution and complicated recognition. The example of some image pairs from VIPeR dataset [34] are shown in Fig. 1 .
Currently, there are two categories of person reidentification methods, i.e. extracting robust features [1] - [11] and learning discriminative metrics [14] - [39] . A variety of methods can be used to obtain stable features to represent person re-identification. The SDALF method proposed by Farenzena et al. [1] uses stable color region and salient texture to exploit features. To improve the performance of the SDALF method, Hu et al. [2] fuse multiple local features and structural constraints to enhance the identification accuracy. Liao et al. [5] use local maximal occurrence (LOMO) to analyze the horizontal occurrence of local geometric features to improve color variations and viewpoint changes of images. Gray and Tao [6] propose Adaboost to ensemble a set of weak features for the purpose of finding out a robust feature combination to obtain competitive performance. Zhao et al. [7] apply an unsupervised saliency model to discover patch pairs. Yang et al. [10] establish a region covariance descriptor to address the limitation of different viewpoints and illumination.
Discriminative metrics learning is an important research on person re-identification. KISS metric learning [14] is FIGURE 2. The whole flowchart of our method: First, the images of silhouettes are segmented manually into three non-overlapping regions. Second, we extract the regions of torso and leg using 4 feature descriptors. Then, these regions can form covariance matrices which can be viewed as a connected Riemannian manifold depicted with the surface of the curve. The region covariance matrices are mapped to tangent plane space. Finally, the features from tangent plane space are projected into PLS subspace for similarity matching.
one of the efficient metric learning algorithms, demonstrating better performance of person re-identification. Xiong et al. [19] propose the regularized PCCA to solve the inter class of maximal margin. Guo et al. [26] use a weighted fusion of the local and global feature by sparse and collaborative representation to justify the advances. Pedagadi et al. [27] present multi peak characteristics of the optimization of some input samples and apply local fisher discriminant analysis (LFDA) to maximize between-class margin. Zheng et al. [29] propose the PRDC algorithm to optimize the relative distance comparison.
In terms of the disadvantage that similar samples are far away from each other, statistics is a useful method to address this problem. Person re-identification is an ideal scenario for multivariate statistical analysis. An et al. [31] explore a robust feature of the same subjects from different camera views and used the canonical correlation analysis (CCA) to project the feature into a maximally correlated common space. Prates et al. [32] introduce the method of Partial Least Squares (PLS) into person re-identification. The method reduces the dimensionality and finds a discriminative projection and meanwhile maximizes the correlation between the observed variables and responses.
In this paper, we propose a new method of using the technique of PLS on the Riemannian manifold to exploit the constraint of geometrical structure in the two covariance matrices composed by the two regions of torso and leg image area of the same pedestrian in the benchmark datasets. These regions can be formed into a feature structure and then put the feature structure on a Riemannian manifold using covariance matrices. When measure the distance between the two regions on the manifold, we describe this distance as geometrical structure and pedestrian image pairs can be constrained to the regions with this distance. Specifically, at first we divide the pedestrian images into three areas of head, torso and leg respectively. After the covariance descriptors for the pedestrian regions are computed, the regions of torso and leg can be deemed as the connected Riemannian manifold. In order to project these covariance descriptors into a maximally correlated space, we map them into a tangent space and turn them into a vector space by using the vector operation sequentially. Thus, the geodesic structure of the Riemannian manifold is included in the feature information, and the covariance matrix in the tangent space is simultaneously constructed. Then the method of PLS is used to maximize the correlation. The PLS algorithm based on the Riemannian manifold is used to form multiple groups of different image pairs, and unsupervised learning is used to approximate the same pedestrian image in each set of image pairs. The whole procedure of our method is illustrated in Fig. 2 .
II. PROPOSED METHOD A. COVARIANCE DESCRIPTORS FOR PERSON RE-IDENTIFICATION
Among the given pedestrian images in the gallery and probe set, we first utilize the physiological characteristics of the human body proportion to segment the pedestrian images and compute the three local regions named as r h , r t and r l corresponding to head, torso and leg respectively. Considering the vague and low-resolution image of the pedestrian head, we only retain the images of the torso and leg. In the regions of torso and leg, we extract a set of 11-dimensional feature vectors that describe the property of each pedestrian image. The mapping function of the covariance descriptor is defined with pixel locations, three channel color and higher order derivatives. Each pixel position provides a set of feature vectors, such as color characteristics and gradient representation, which can be written as:
where x and y are the coordinates of a pixel, while l 1 , l 2 and l 3 represent the corresponding color invariant features. Gabor 0-4 represents the five aspects in which various pedestrian poses are described. One of the challenging problems for extracting color features is that the same pedestrian images under different cameras present color dissimilarities. In order to reduce the influence of light on image color, we use the Shafer two-color reflectance model [12] to reduce the illumination effects.
We capture properties of each pedestrian images in the gallery and probe set by the covariance descriptor of the vector r(x,y) and the dimension of 11x11 covariance matrix is computed as follows:
where µ t , µ l is the mean of the vector f and n is the number of pixels in the vector f . These representations naturally merge together the original features and the covariance matrix X t and X l lies on the Riemannian manifold. In order to ensure better match performance, we use Riemannian geometry to measure the relationship between the torso and leg region of a pedestrian image in the next section.
B. MEASURE REGION CONSTRAINT FROM PEDESTRIAN IMAGE
Positive definite symmetric matrix, often encountered in image processing, is replaced by a manifold and the generalizing statistics to the manifold can be provided by Riemannian metric in a powerful geometric framework [13] . In order to measure the correlation between some points on the manifold, we can proceed as usual by a curve, which is along the surface of the manifold. The minimum curve between two points on the manifold is called geodesics. Inspired by the use of a few tools for the geometrical curves on the Riemannian manifold [13] , we propose a new approach to make the constraint by geometrical curves between the torso and leg region of a pedestrian image to improve the recognition rate. It is well known that a single global feature ignores the structural and spatial information of a pedestrian image. Thus, we pay more attention to the features among the upper and lower body of the pedestrian image and form a structural information. With the description of the structure by covariance matrices, the Riemannian manifold can be used and we put the constraint on the features between the image of the upper and lower body by the geometrical structure curves so as to find the better matching pairs. For instance, if different pedestrians wear the same color pants or the large variations in illumination causes the pants color to the same, the color of the coat may be different. This makes it easier for us to make a distinction between pedestrians.
However, Euclidean distance measurement constraint region does not significantly increase recognition rate due to the fact that these pedestrian images may be on a manifold. That is, the short distance in the Euclidean space may become a long distance on the manifold. We therefore use the Riemannian manifold to establish a model for the regions of the torso and leg in each pedestrian image and explore the geometric structure of the regions of the torso and leg. Fig. 3(a) illustrates the difference between the Euclidean space and the manifold.
The covariance matrix, which is described by Eqn. (4) and Eqn. (5), can be formulated as the Riemannian manifold, which is a differential manifold locally similar to a higher dimensional Euclidean space [21] . Each point on the Riemannian manifold has a small neighborhood which is diffeomorphism with a small neighborhood in the Euclidean space. Fig. 3(b) illustrates the transformation of the Riemannian manifold and the Euclidean space based on diffeomorphism.
In this paper, we use the matrix X l ∈ M as the leg of the pedestrian images and M is the Riemannian manifold. We map X l into a diffeomorphism tangent space T x t , which go through the matrix with respect to the region of torsoX t . Due to the fact that Riemannian geometry is almost equal to the length from the tangent space to the surface of the manifold, logarithm operator can map the Riemannian geometry into the tangent space [19] . The logarithm operator is defined as:
Therefore, we define a Geometric Constraint Vector to describe the feature structure of each pedestrian image. This vector is defined as:
where vec() is a vector operator, which the lower triangular matrix elements is obtained. This vectorization step is important since only the region features in the vector space are amenable to the PLS representation framework.
C. PARIAL LEAST SQUARES ON RIEMANNIAN MANIFOLD
PLS algorithm is useful to learn a mapping subspace where variables obtained from different views can be matched successfully. In our paper, we use the PLS on Riemannian manifold to get the mapping relationship between the geometric constraint vectors. In the problem of person re-identification, the number of n pedestrian image pairs are extracted from different views and we define the feature dimension as f and the number of pedestrian image pairs is n. In order to describe PLS on Riemannian manifold for person re-identification, we define vector x i and y i as
where subscript i represents the number of i-th pedestrian image. We first arrange each vector x i into the matrix X as X = [x 1 , x 2 , . . . , x n ]. Each vector is scaled and meancentered. Y is the index matrix and each diagonal element of the index matrix is equal to one, representing the same pedestrian pairs in different images. The PLS decomposes matrices X and Y into bilinear terms as follows [28] :
where T = [t 1 , t 2 , . . . , t k ] ∈ R f ×k is latent matrix, which maps the relations between X and Y maximally and k is the reduction dimension. P, Q is the loading matrix and E, F is the approximate error. All the three matrices, T, P, and Q keep reducing matrix E and F to ensure better approximation results. Through bilinear terms decomposition, the latent component T can be represented as a linear transformation of X. T = XB (13) where B ∈ R n×k is the weight matrix of X. The loading matrix Q in Eq. (12) can be obtained through least squares algorithm as follows:
After the number of f times of iteration, the mapping coefficient matrix W can be computed as
Rosipal and Trejo [25] use the modified algorithm of NIPALS to extract the latent vectors t from X and Y matrix. We apply the NIPALS algorithm and arrange the latent vectors t on the columns of matrix T in each iteration. We present our method in detail in Algorithm 1. Finally, we arrange each vector y i into the matrix Y as Y = [y 1 , y 2 , . . . , y n ] and use the cosine distance to calculate the distance between the mapped image pairs by W. The mapping coefficient W usually adjust to achieve the optimization of the image pairs between intra-class and inter class dissimilarities. Learning the projection matrix W makes the distance between the similar image pairs in the projection space smaller and the distance between the different image
Algorithm 1 PLS on Riemannian Manifold
Input: X t ∈ M, X l ∈ M, Y and the feature dimension f 1 Initialize T and W as empty. 2 map the covariance matrix X t , X l into the geometric constraint vector x i in Eqn. (9) . 3 arrange each vector element x i into matrix X by columns. 4 randomly initialize u. 5 for a=1 to f do 6 while u do not converge do
11 end 12 compute mapping coefficient matrix W in Eqn. (15) . Output: W pairs larger. By projecting the original image pairs into the projection space, we are able to better alleviate the different camera views bias.
III. EXPERIMENTAL RESULTS
We evaluate our proposed approach on three public available datasets, the VIPeR, the PRID and the CUHK. The datasets are captured from various challenging real scenarios and are widely used on person re-identification performance evaluation. The entire procedure adopts cross validation method and uses random partitions for ten times. Then, the recognition rates are Equations evaluated with the average Cumulative Matching Characteristic (CMC) [34] curves which represents the expectation of finding the true match in the top rank matches.
We report experiment results performed on those person Re-ID datasets, especially compared our method with the KPLS method [32] . Our method outperformers that method in VIPeR dataset with a first rank recognition rate of 37.1% and we also show our method indeed improve performance by raising the first rank recognition by more than 15.6% compared to the KPLS method in PRID dataset.
A. FEATURE EXTRACTION
To validate the effectiveness of our method, we employ a mixture of gabor and color invariant features in the following experiments. Specifically, we divide an image of person into three non-overlapped regions according to the physiology to split a human body in proportion of 1/7, 3/7 and 3/7, i.e. head, torso and leg. For the regions of torso and leg, we transform the RGB into a robust color feature and consider the texture channel of 6 Gabor features as well as the LBP feature. Thus, the information of color, pedestrian boundary and body posture can be captured.
These features are normalized in order to balance the weight of each feature type. In addition, each region of the appearance-based features is concatenated together to form a VOLUME 6, 2018 single vector. Then, in the two region vectors of torso and leg, we compute two 11-dimensional covariance matrices which belong to Riemannian manifold.
B. VIPER DATASET
The VIPeR dataset [34] is the most common dataset for person re-identification. It is a single-shot benchmark dataset, which exactly contains pairs of images of 632 pedestrians by two different cameras in an outdoor scenario. The images undergo significant changes on viewpoint, pose and illumination intensity.
The set of 632 image pairs is randomly split into two sets of 316 image pairs for the purpose of applying the cross validation method to improve variety. We compare our approach with the method of SDALF [1] , GLRCD [11] , MFF [36] , PLS-OAA [32] ĄC KPLS [32] and CAMEL [35] under an unsupervised setting. In Table 1 , we present the obtained recognition rate at several ranks that shows that our approach presents better improved matching performance especially compared with the method of PLS-OAA and KPLS. The CMC curves are shown in Fig. 4 .
C. PRID450S DATASET
The Person Re-identification (PRID) dataset [37] consists of 450-person image pairs of pedestrians from two nonoverlapping camera views. It is a complicated dataset with low quality images captured from a real site. This dataset are taken from different viewpoints, varying poses as well as significant differences in background and illumination. In our experiments, we use the single-shot version of this dataset. Each image is normalized to 168x80 pixels.
We compare our unsupervised learning method with feature extracting algorithm and several conventional metric learning algorithms. Those methods include SCNCD [10] , KISSME [14] , PLS-OAA [32] and KPLS [32] . The final results are listed in Table 2 . The CMC curves are shown in Fig. 5 . It shows our method performs better than the compared algorithms in rank 1. Although KPLS method shows better performance in rank5, rank 10 and rank 20, our method achieves1.74% improvement after rank 40.
D. CUHK 01 DATASET
The CUHK01 dataset [39] has 971 identities and each identity has two images per person captured by two camera views in a campus environment. One camera includes identities of frontal and back view, and the other one has more variations of pose and viewpoint. Identities in the CUHK01 dataset are scaled to 160x60 pixels for evaluation.
We compare the proposed method with SDALF [1] , rCCA [31] , LMNN [15] and ITML [20] . PLS-OAA and KPLS approaches are missing in Table 3 because they have not provided their code for the CUHK 01 dataset.
We compute our method in this dataset and achieve better results in comparison with those methods.
IV. CONCLUSION
In this paper, we propose a novel method of using PLS on Riemann manifold for person re-identification. We extract color invariant features as well as higher order derivatives to form the region covariance. It utilizes the constraint on upper and lower part of the body using appearance-based features. The Riemannian manifold of region covariance matrices is converted into the vector space under the tangent plane space in order to applying PLS method in an unsupervised way. Extensive experiments are conducted on three public benchmark datasets to show the effectiveness validation of our method on the average of the cross validation. All of these datasets undergo real-scenario complexities. Experimental results present better performance in person re-identification problems.
CHEN ZHANG is currently pursuing the Ph.D. degree in signal and information processing with the College of Electronics and Information Engineering, Sichuan University. His research interests include image processing, machine learning, and computer vision.
QIAOLING LIU is currently pursuing the Ph.D. degree in signal and information processing with the College of Electronics and Information Engineering, Sichuan University. Her research interests include image processing, visual tracking, and intelligent surveillance.
