Abstract-Latent Dirichlet allocation (LDA) has been widely used for analyzing large text corpora. In this paper we propose the topic-weak-correlated LDA (TWC-LDA) for topic modeling, which constrains different topics to be weak-correlated. This is technically achieved by placing a special prior over the topicword distributions. Reducing the overlapping between the topicword distributions makes the learned topics more interpretable in the sense that each topic word-distribution can be clearly associated to a distinctive semantic meaning. Experimental results on both synthetic and real-world corpus show the superiority of the TWC-LDA over the basic LDA for semantically meaningful topic discovery and document classification.
Pioneered by latent Dirichlet allocation (LDA) [1] , probabilistic topic modeling is becoming a popular tool for analyzing large unstructured discrete data such as text corpora. The basic idea is that the words of each document are assumed to be independently drawn from a mixture of multinomials. Each multinomial component is a word distribution over the vocabulary, which we call the topic-word distribution. The topic-word distributions, or topics, are shared by all documents. Each document has its own mixing proportion, which we call the document-topic proportion. Learning with topic models allows us to discover the latent topics from unstructured text corpora. Posterior inference for the document-topic proportion is useful for dimensionality reduction, classification, and information retrieval.
Since the introduction of the basic LDA, there are a lot of works developing new topic models and their applications. Among them, there are many works related to exploring new priors for the LDA, namely, the priors over the topic proportion and over the topic-word distribution respectively. In the basic LDA, the two priors are both assumed to be dirichlet. In contrast to the researches on exploring different priors over the topic proportion such as using the logistic normal prior [2] [3] or the Dirichlet tree prior [4] to develop correlated topic models, there have been relatively few works on exploring new priors over the topic-word distributions, which is the main issue addressed in this paper.
First, it should be pointed out that the priors over the topicword distributions is not merely for smoothing in estimating the topic-word probabilities, as introduced in the original paper 1 This work is supported by NSFC (61075020) and 863 program (2006AA01Z149). [1] . They have practical effects. For example, using nested Chinese restaurant process as the priors can learn topic hierarchies from data [5] . Using Gaussian Markov random fields as the priors can capture the relationships between topics across multiple corpora [6] . Second, note that the topic term in the LDA is more a metaphor, with no epistemological claims [1] . The learned topics are usually named after we inspect the top words from the learned topic-word distributions. Topics are expected to be distinct in order to convey information [7] . We think, the distinction between different topics can be quantified by the weak-correlation between different topic-word distributions. So if we can reduce the overlapping between the topic-word distributions, it will make the learned topics more interpretable in the sense that each topic-word distribution can be clearly associated to a distinct semantic meaning.
The above two considerations motivate us to propose the topic-weak-correlated LDA (TWC-LDA) for topic modeling, which constrains different topics (i.e. topic-word distributions) to be weak-correlated. This is technically achieved by placing a special prior over the topic-word distributions, which exponentially decreases as the correlation between different topics increases. Variational inference procedure is derived for the new model. Experimental results on both synthetic and real-world corpus show that the TWC-LDA can successfully discover the weak-correlated topics which have clearer and more distinctive semantic meanings than topics learned by the basic LDA. A direct consequence of this is that TWC-LDA eliminates the need to manually remove stop-words. In the document classification task on Reuters-21578 dataset [8], the proposed TWC-LDA achieves higher classification accuracy than the basic LDA.
It is worthwhile to compare TWC-LDA with some related researches. First, note that while the previous correlated topic model [2] aims at capturing the correlation between the occurrences of latent topics, TWC-LDA focuses on incorporating the weak correlation between the topics themselves (i.e. between topic-word distributions). These two approaches complement to each other. Second, it is recently found in [7] that LDA using asymmetric dirichlet prior over document-topic distributions can be robustness to stop-words. Its main motivation is that some topics are assumed a priori to occur more frequently in each document; these more frequently used topics are thus forced to absorb stop-words after model learning. This modeling motivation is different from TWC-LDA, which directly places a weak-correlated prior over topicword distributions, thus makes that the topic-word distributions are less-overlapped and each topic has distinctive semantic meaning. Although the seeming consequence of the LDA in [7] and TWC-LDA is similar -being robustness to stop-words, their modeling motivation are from different aspects. Moreover, the model in [7] employs computational-intensive Gibbs sampling, while TWC-LDA uses efficient variational inference.
The rest of paper is organized as follows. Section II describes the new TWC-LDA model and the variational inference. The experimental results on both synthetic and realworld corpus are shown in Section III. Finally, we present the conclusions in Section IV.
II. TOPIC-WEAK-CORRELATED LDA

A. The basic LDA
The basic LDA [1] shown in Fig. 1(a) assumes that in the corpus, each document
arises from a mixture distribution over latent topics. Each word dn w is associated with a latent topic dn z according to the documentspecific topic proportion vector d 
B. TWC-LDA model formulation
Note that the topic term in the LDA is more a metaphor, with no epistemological claims. The learned topics are usually named after we inspect the top words from the learned topicword distributions. So if we can reduce the overlapping between the topic-word distributions, it will make the learned topics more interpretable in the sense that each topic-word distribution can be clearly associated to a distinctive semantic meaning. The above two considerations motivate us to propose the topic-weak-correlated LDA (TWC-LDA) for topic modeling as shown in Fig.1 (b) , which constrains different topics (i.e. topic-word distributions) to be weak-correlated. This is technically achieved by placing a special prior over the topic-word distributions, which exponentially decreases as the correlation between different topics increases. This special prior is a non-conjugate prior over the parameters E , encoding our special prior knowledge.
where 0 U ! controls the strength of the prior, Z is the normalizing constant. The negative-log of the prior density is proportional to the sum of all the inner products for every pair of different rows in E matrix. The larger the correlation between different topics is, the smaller the prior is. In this way, the prior incorporates the interaction of different topics and forces them to have weak correlations. An approximate formula for U is given in section II-D.
C. Variational inference for TWC-LDA
Here for formula simplicity, we illustrate the posterior inference for a single document. The inference problem for the TWC-LDA is to compute the posterior 
are the variational parameters for document d . The resulting variational update equations are as follows: 
and perform the maximum a-posterior (MAP) estimate for k E 's.
As a result, the expectations in (3) and (4c) can be easily computed using the MAP point estimates. We use the linesearch technique to calculate the mode of (4a) for MAP estimate.
For learning with the TWC-LDA over multiple documents, the variational updates of (2) and (3) 
D. An approximate formula for U
As said in section II-B, the influence of weak-correlated prior is adjusted through the strength parameter U , when doing posterior inference for E . Considering the likelihood lower-bound with regard to E :
It can be seen that U weights the "weak correlated item"
, which encourages weak-correlated topics.
We define T as the total number of words in the corpus. We will see below that an approximate formula for U is related to the topic number K , the vocabulary size V and the word number T .
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Finally, we obtain an approximate formula for U , which says U is proportionally to a value defined by K , V and T as follows,
In practice in order to obtain a reasonable value for U , we only need to tune the proportion factor first in a small-scale experiment, and then fixed in later large-scale experiments.
III. EXPERIMENTAL RESULTS
A. Synthetic dataset
Suppose that there is an imaginary vocabulary of 400 words, with the word-id being from 0 to 399. The 400 words are equally divided into 4 topics. Every word is hard assigned to one topic, and every topic has its own 100 words. Specifically, the topic-word assignments are that: word 0~99 for topic 1, word 100~199 for topic 2, word 200~299 for topic 3, word 300~399 for topic 4. The word assignment probabilities over 100 words in each topic are randomly generated. The topic 1 that consists of word 0~99, is chosen to be the simulated topic of syntactic-words which occur more frequently. Therefore we set a relatively larger hyperparameter for topic 1 in the dirichlet prior 
D D D
). A total of 6000 documents (30 words per document) are generated.
Using the above synthetic dataset, we learn the four topics with LDA and TWC-LDA respectively. It can be seen from Table 1 that the TWC-LDA can successfully learn the four topics of the simulated model 2 , but the basic LDA fails. The four topics learned by the basic LDA are almost occupied by the words from topic 1 (i.e. word 0~99), which represent simulated syntactic-words.
B. Real-world text corpus
For all the following experiments on real-world corpus, we set the number of topics K to be 30, hyperparameter D to be 0.5.
1) Qualitative assessment of the learned topics
We use the subset of the TREC AP corpus [5] containing 16333 articles with 23075 unique terms, which was the same as the corpus used in [1] , and Year 1994 China daily newspaper (CDN) corpus.
We remove the stop-words in TREC AP corpus before running topic modeling. We use the raw CDN corpus, all the words are kept. The topics learned are shown in Table 2 -5. Table 2 and 4 shows the topics learned by the basic LDA. Without deleting the stop-words, the topics learned by the basic LDA are mostly occupied by the syntactic words (see Table 2 ), and thus it is difficult to tell the semantic meaning of the topics. In experiments with deleting the stop-words, such problem is alleviated to some extent. The "topic 2" in Table 4 has the clear semantic meaning of "law", while "topic 3" and "topic 4" in Table 4 are still occupied by some semantic-vague words which are marked in red, such as "I, two, years, people, last". Table 3 and 5 shows topics learned by TWC-LDA. Table 3 and 5 show that whether deleting the stop-words or not, the TWC-LDA can successfully learn the topics with clear semantic meanings. Incorporating weak-correlation among topics makes that each topic has its own distinctive semantic meaning. Moreover, the TWC-LDA can also discover the 'topics' with different syntactic functions. For example, "topic 3" in Table 3 includes preposition words and "topic 4" in Table  3 includes numeral words.
To make clear the semantic meanings of learned topics by deleting predefined stop-word list is subjective and nonadaptive. The stop-word list may be corpus-specific. Weakcorrelated topics improve this problem by constraining the structure among topics. For example, preposition words have high probabilities in topic 3 of Table 3 . The weak correlation between topic 3 and other topics prevents preposition words spreading into other topics, and thus helps other topics to have clearer semantic meanings.
2) Quantitative Analysis of the learned topics
We conduct quantitative analysis to see whether TWC-LDA learn more distinctive topics than LDA. We compare the correlation between topics extracted by LDA and TWC-LDA. We define the confusion matrix Table 6 and Fig. 2 that the learned topics of TWC-LDA have significantly weaker correlation than that of LDA. 
3) Document Classification
The document-specific posterior topic proportions can be used as a reduced-dimensional representation of the document, which serves as the feature for document classification.
We conduct binary text classification using Reuters-21578 dataset. After removing the space character, non-English characters, and a list of 512 stop words, we obtain a dataset with 13476 documents and 32531 words.
In the experiment, we divide the whole dataset into training set and test set. Utilizing the SVMLight package [9] , we train two support vector machines with the feature provided by LDA and TWC-LDA respectively. The classification experiments focused on two main categories in Reuters-21578 dataset -"EARN" and "GRAIN".
Experimental results in Fig.3 show that the document classification accuracies of the basic LDA we implemented are comparable to the results reported in the origin paper of LDA [1] . For different training data proportions, the proposed TWC-LDA model consistently achieves higher classification accuracies than the basic LDA model.
IV. CONCLUSIONS
In this paper, we propose the topic-weak-correlated LDA (TWC-LDA) for topic modeling, which constrains different topics (i.e. topic word-distributions) to be weak-correlated. Such weak correlation forces each topic to have clear and distinctive semantic meaning. Without manually deleting stopwords, the TWC-LDA can discover topics with clear semantic meanings. In the task of document classification, the proposed TWC-LDA model achieves higher classification accuracies than the basic LDA model. Topic modeling has been used in computer vision to learn natural scene categories [10] . However, it becomes harder for researchers to define appropriate stop-patches list for images' topic modeling. Although this paper focuses on text analysis, the new TWC-LDA model can also be applied in other applications. It is worthwhile further studying the application of weak-correlated topic modeling for computer vision. 
