CURE : Eine Reparaturheuristik für die Planung ökonomischer und zuverlässiger Kommunikationsnetzwerke mit Hilfe von heuristischen Optimierungsverfahren by Reichelt, Dirk & Rothlauf, Franz
CURE: Eine Reparaturheuristik fu¨r die Planung
o¨konomischer und zuverla¨ssiger Kommunikationsnetzwerke
mit Hilfe von heuristischen Optimierungsverfahren
Dirk Reichelt and Franz Rothlauf
Working Paper 10/2004
September 2004
Working Papers in Information Systems
University of Mannheim
Department of Business Administration and Information Systems
D-68131 Mannheim/Germany
Phone +49 621 1811691, Fax +49 621 1811692
E-Mail: wifo1@uni-mannheim.de
Internet: http://www.bwl.uni-mannheim.de/wifo1
CURE: Eine Reparaturheuristik fu¨r die Planung
o¨konomischer und zuverla¨ssiger
Kommunikationsnetzwerke mit Hilfe von heuristischen
Optimierungsverfahren
Dirk Reichelt
Institute of Information Systems
Ilmenau Technical University
D-98684 Ilmenaud/Germany
dirk.reichelt@tu-ilmenau.de
Franz Rothlauf
Dept. of Business Administration and Information Systems
University of Mannheim
D-68131 Mannheim/Germany
rothlauf@uni-mannheim.de
September 14, 2004
Zusammenfassung
Dieser Beitrag bescha¨ftigt sich mit dem Aufbau kostengu¨nstiger Kommu-
nikationsnetzwerke unter Zuverla¨ssigkeitsrestriktionen. Fu¨r den Aufbau
des Kommunikationsnetzes stehen je Verbindung verschiedene Leitungs-
typen mit unterschiedlichen Zuverla¨ssigkeiten und Kosten zur Verfu¨gung.
Im Rahmen der Planung ist das Netzwerk so aufzubauen, dass das re-
sultierende Gesamtnetz kostenminimal ist und eine geforderte minimale
Gesamtzuverla¨ssigkeit garantiert werden kann. Aufgrund der hohen Kom-
plexita¨t des Problems (NP-vollsta¨ndig) werden u¨blicherweise heuristische
Optimierungsverfahren zur Lo¨sung eingesetzt. Um sicherzustellen, dass
die dadurch ermittelten Lo¨sungen die geforderte Zuverla¨ssigkeit aufweisen,
werden in den meisten Ansa¨tzen unzula¨ssige Lo¨sungen, welche die gefor-
derte Zuverla¨ssigkeit nicht erfu¨llen, durch die Verwendung von Straftermen
schlechter bewertet. Der vorliegende Beitrag ersetzt diese Strafterme durch
eine Reparaturheuristik (CURE). CURE stellt sicher, dass heuristische
Optimierungsverfahren nur zula¨ssige Lo¨sungen erzeugen und keine Straf-
terme fu¨r invalide Lo¨sungen mehr notwendig sind. Experimentelle Unter-
suchungen der Leistungsfa¨higkeit von heuristischen Optimierungsverfah-
ren am Beispiel eines genetischen Algorithmus zeigen, dass durch CURE
im Vergleich zu Ansa¨tzen mit Straftermen deutlich bessere Lo¨sungen mit
geringerem Aufwand gefunden werden ko¨nnen.
1
1 Einleitung
Bei der Planung von Netzwerktopologien zum Aufbau verteilter Systeme mu¨ssen
in der Regel mehrere (oft auch konfligierende) Kriterien wie Kosten des Netz-
werks und Ausfallsicherheit beachten werden. Fu¨r den Planer stellt sich die
Aufgabe, eine Netzwerkstruktur zu finden, welche mo¨glichst kostengu¨nstig ist,
trotzdem aber eine vorgegebene Gesamtzuverla¨ssigkeit erfu¨llt. Fu¨r den Auf-
bau eines derartigen Kommunikationsnetzes stehen u¨blicherweise Leitungsty-
pen mit unterschiedlichen Zuverla¨ssigkeiten (und entsprechenden Kosten) zur
Verfu¨gung. In der Regel nehmen die Kosten einer Leitung mit der zugesicher-
ten Ausfallsicherheit (Zuverla¨ssigkeit) der Verbindung zu. Ein gebra¨uchliches
Maß fu¨r die Messung der Gesamtzuverla¨ssigkeit eines Kommunikationsnetz-
werkes ist die All-Terminal Zuverla¨ssigkeit. Dieses Maß berechnet sich aus den
vorgegebenen Zuverla¨ssigkeiten der einzelnen Leitungen, welche im Netzwerk
eingesetzt werden, und gibt die Wahrscheinlichkeit dafu¨r an, dass sa¨mtliche
Knoten des Netzwerks miteinander kommunizieren ko¨nnen. Das Problem des
Findens einer kostenminimalen Netzwerkstruktur bei vorgegebener Gesamtzu-
verla¨ssigkeit za¨hlt zu den NP-harten Problemen [1, S.207]. Aufgrund der hohen
Komplexita¨t des Problems wurden in der Vergangenheit u¨berwiegend heuris-
tische Optimierungsverfahren wie z.B. genetische Algorithmen zur Lo¨sung des
Problems eingesetzt [3-7,9].
Der vorliegende Beitrag stellt ein Verfahren zur Ermittlung einer kosten-
minimalen Netzwerkstruktur unter Beru¨cksichtigung einer vorgegebenen mini-
malen Gesamtzuverla¨ssigkeit des Netzwerkes vor. Als Verfahren zur Ermitt-
lung kostenminimaler Netzwerkstrukturen wird ein genetischer Algorithmus
eingesetzt. Der Hauptunterschied zu bisherigen Ansa¨tzen liegt in der Art und
Weise, in der die geforderte minimale Gesamtzuverla¨ssigkeit des Netzwerkes
beru¨cksichtigt wird. Im Gegensatz zu den meisten bisherigen Arbeiten, bei wel-
chen Netzwerkstrukturen, welche die geforderte Zuverla¨ssigkeit nicht erfu¨llen,
durch die Einfu¨hrung von Straftermen (Penalties) schlechter bewertet werden
[3,7], wird im vorliegenden Beitrag eine Reparaturheuristik (CURE) eingesetzt.
Durch CURE wird sichergestellt, dass sa¨mtliche Lo¨sungen, welche durch das
heuristische Optimierungsverfahren generiert werden, zula¨ssig sind und die ge-
forderte Gesamtzuverla¨ssigkeit fu¨r das Netzwerk aufweisen. Zusa¨tzliche Straf-
terme sind damit nicht mehr notwendig. Die Leistungsfa¨higkeit von CURE wird
anhand von drei Benchmarkproblemen aus der Literatur untersucht. Die Ergeb-
nisse zeigen, dass durch die Verwendung von CURE deutlich bessere Lo¨sungen
gefunden werden ko¨nnen, als mit herko¨mmlichen Straftermansa¨tzen.
Der Beitrag ist wie folgt gegliedert: Abschnitt 2 des Beitrags fu¨hrt in die
Netzplanung unter Beru¨cksichtigung von Zuverla¨ssigkeitsrestriktionen ein und
gibt einen kurzen U¨berblick zur Ermittlung der Gesamtzuverla¨ssigkeit eines
Netzwerks. Abschnitt 3 stellt CURE vor und zeigt auf, wie sie im Rahmen eines
genetischen Algorithmus eingesetzt wird. Experimentelle Ergebnisse fu¨r aus der
Literatur entnommene Testprobleme werden in Abschnitt 4 beschrieben. Der
Beitrag endet mit einer kurzen Zusammenfassung.
2
2 Problembeschreibung
In den folgenden Abschnitten werden das Planungsproblem sowie Verfahren
zur Bestimmung der Gesamtzuverla¨ssigkeit eines Netzwerkes beschrieben. In
Abschnitt 2.3 wird das Planungsproblem an einem kleinen Beispiel illustriert.
2.1 O¨konomische Netzwerkplanung unter Zuverla¨ssigkeitsrestrik-
tionen
Ziel des Planungsprozesses ist es, eine Netzwerkstruktur mit minimalen Kosten
zu finden, welche einer vorgegebenen Zuverla¨ssigkeitsanforderung genu¨gt. Ein
Netzwerk wird hierbei als ein ungerichteter Graph G(K,E) modelliert. K ist die
Menge der Knoten und E die Menge der Kanten im Graphen. Durch jede Kante
bzw. Knoten wird eine Verbindung bzw. ein Knoten des zugeho¨rigen Netzwer-
kes repra¨sentiert. Es wird davon ausgegangen, dass die Position der Knoten fest
vorgegeben ist und deren Installationskosten fu¨r die Planung nicht relevant sind.
Fu¨r jede Kante eij ∈ E zwischen Knoten i und j besteht die Auswahlmo¨glichkeit
zwischen verschiedenen Zuverla¨ssigkeitsoptionen lk (k = 1 . . . n) welche sich hin-
sichtlich Kosten c(lk(eij)) und Ausfallsicherheit r(lk(eij)) unterscheiden. Dabei
entspricht lk(eij) der aktuell fu¨r die Kante eij gewa¨hlten Option. Weiterhin gel-
ten die Annahmen, dass die Knoten zuverla¨ssig arbeiten, jede Kante sich ent-
weder im Zustand seij ”
operational“ (seij = 1) oder ”
failed“ (seij = 0) befindet,
die Ausfallwahrscheinlichkeiten der einzelnen Leitungen unabha¨ngig voneinan-
der sind, die Verbindungen bidirektional sind und Reparaturen ausgefallener
Verbindungen nicht beru¨cksichtigt werden. Die Lo¨sung des Optimierungspro-
blems wird durch den Subgraph GN (K,EN ⊂ E) dargestellt. Die Zielfunktion
fu¨r das Optimierungsproblem lautet:
C(GN ) =
∑
eij∈EN
c(lk(eij)) → min
mit: R(GN ) ≥ R0
(1)
Dabei sind C(GN ) die Gesamtkosten des Netzwerkes, welche sich aus den Kos-
ten ck(l(eij)) der aktuell gewa¨hlten Optionen fu¨r die Kanten eij zusammensetzt.
R(GN ) ist die Gesamtzuverla¨ssigkeit des Netzwerks, die eine minimal geforderte
Zuverla¨ssigkeit R0 nicht unterschreiten darf.
Lo¨sungsansa¨tze fu¨r dieses Optimierungsproblem wurden bereits in verschie-
denen fru¨heren Arbeiten entwickelt. In [8] wird ein Branch and Bound Algorith-
mus vorgestellt, der die Netzwerkkosten unter Beachtung einer Zuverla¨ssigkeits-
schra¨nke minimiert. Smith et al. stellen in [3,7] genetische Algorithmen vor, bei
denen die Zuverla¨ssigkeitsnebenbedingung u¨ber einen Strafterm direkt in die
Zielfunktion integriert wird. Die Autoren arbeiten in [7] lediglich mit einer Op-
tion pro Kante. In [3] wird der Ansatz auf Probleme mit unterschiedlichen Op-
tionen pro Kante erweitert. Eine Erweiterung des Ansatzes aus [7] fu¨r gro¨ßere
Probleminstanzen erfolgt in [9] durch den Einsatz von parallelen genetischen
Algorithmen. Eine parallele Betrachtung von Zuverla¨ssigkeit und Kosten als
multikriterielles Optimierungsproblem erfolgt in [5,6].
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2.2 Zuverla¨ssigkeit von Netzwerktopologien
Die Bewertung der Zuverla¨ssigkeit der Kommunikation zwischen allen vorhan-
denen Knoten eines Netzwerks erfolgt durch die All-Terminal Zuverla¨ssigkeit
RAll [2-8]. Diese ist definiert als die Wahrscheinlichkeit, dass zwischen jedem
Knotenpaar des Netzwerks ein funktionierender Kommunikationspfad existiert
[10]. RAll kann als die Wahrscheinlichkeit interpretiert werden, dass in dem
Netzwerk mindestens ein funktionierender Baum existiert, welcher sa¨mtliche
Knoten des Netzwerks miteinander verbindet [2, S. 3 ]. Die allgemeine Berech-
nungsvorschrift der All-Terminal Zuverla¨ssigkeit fu¨r ein Netzwerk GN lautet:
RAll(GN ) =
∑
si∈S
Φ(si) · Pr(si) (2)
Ein Zustand si repra¨sentiert dabei einen mo¨glichen Zustand des Netzwerks
GN bei dem ein Teil der Kanten ausgefallen ist. Ein Zustand si gilt dabei als
”
operational“ (Φ(si) = 1), wenn der resultierende Graph immer noch verbunden
ist. Falls der dem Zustand si entsprechende Graph nicht mehr verbunden ist,
gilt Φ(si) = 0. Pr(si) entspricht der Eintrittswahrscheinlichkeit der einzelnen
Zusta¨nde si. Ein Beispiel fu¨r die Berechnung von RAll wird in Abschnitt 2.3
gegeben.
Die exakte Berechnung der All-Terminal Zuverla¨ssigkeit za¨hlt zu den NP-
harten Problemen [2, S. 3]. Daher wurden fu¨r die Berechnung und Approximati-
on von RAll in den vergangenen Jahren eine Reihe unterschiedlicher Methoden
entwickelt. Ein einfaches Verfahren zur Bestimmung einer oberen Grenze fu¨r
RAll wird in [11] beschrieben. Eine exakte Berechnung von RAll kann mit Hilfe
von dem in [10] beschriebenen Dekompositionsansatz erfolgen. Bei zunehmender
Netzwerkgro¨ße ist allerdings der Einsatz von exakten Berechnungsverfahren auf
Grund der langen Laufzeiten und dem damit verbundenen hohen Ressourcenbe-
darf nicht mehr praktikabel. An Stelle einer exakten Berechnung von RAll treten
dann zunehmend Scha¨tzverfahren, wie z.B. Monte-Carlo Simulationen [2,4-7].
Das Grundprinzip sa¨mtlicher Monte-Carlo Techniken ist identisch. In mehreren
unabha¨ngig voneinander durchgefu¨hrten Stichproben generiert das Verfahren
jeweils einen Zustand si des Netzwerks und untersucht, ob der entsprechende
Graph verbunden ist. Aus einer Vielzahl von Stichproben wird anschließend
eine Scha¨tzung fu¨r die tatsa¨chliche All-Terminal Zuverla¨ssigkeit vorgenommen.
2.3 Ein Beispiel zur Bestimmung der Gesamtzuverla¨ssigkeit und
Kosten eines Kommunikationsnetzwerks
An Hand des in Abb. 1 gezeigten Beispielnetzwerks wird die Berechnung der
Netzwerkkosten sowie der All-Terminal Zuverla¨ssigkeit demonstriert. Das abge-
bildete Netzwerk besteht aus 4 Knoten und 4 Kanten (e12, e24, e34 und e13). Fu¨r
jede der vier Kanten (Leitungen) ko¨nnen jeweils drei verschiedene Optionen (l1
mit Zuverla¨ssigkeit r(eij) = 0, 8, l2 mit Zuverla¨ssigkeit r(eij) = 0, 9 und l3 mit
Zuverla¨ssigkeit r(eij) = 0, 95) jeweils mit unterschiedlichen Kosten gewa¨hlt wer-
den. Fu¨r die vier Leitungen wurden die folgenden Optionen ausgewa¨hlt: l1(e12),
l3(e24), l2(e34) und l1(e13). Die Kosten fu¨r das Netzwerk werden nach (1) als
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k=1 k=2
k=3
k=1
l1(eij) l2(eij) l3(eij)
r(l1(eij)) c(l1(eij)) r(l2(eij)) c(l2(eij)) r(l3(eij)) c(l3(eij))
e12 0,8 10 0,9 20 0,95 40
e24 0,8 14 0,9 28 0,95 56
e34 0,8 24 0,9 48 0,95 96
e13 0,8 12 0,9 24 0,95 48
Abbildung 1: Beispielnetzwerk zur Bestimmung von Netzwerkkosten und -
zuverla¨ssigkeit
C(N) = c(l1(e12))+ c(l3(e24))+ c(l2(e34))+ c(l1(e14)) = 10+56+48+12 = 126
berechnet. Die Berechnung der All-Terminal Zuverla¨ssigkeit erfolgt mit Hilfe
einer vollsta¨ndigen Enumeration sa¨mtlicher Zusta¨nde si nach Formel 2. Fu¨r
die Berechnung sind nur die fu¨nf Zusta¨nde von Interesse, fu¨r die das Netzwerk
verbunden ist. Die mo¨glichen Zusta¨nde hierfu¨r sind 1) keine Kante ausgefal-
len 2) e12 ausgefallen 3) e13 ausgefallen 4) e34 ausgefallen und 5) e24 aus-
gefallen. Da bei einem gleichzeitigen Aufall von mehr als zwei Kanten das
Netzwerk nicht mehr verbunden ist, mu¨ssen die anderen Zusta¨nde fu¨r die Be-
rechnung von RAll nicht mehr beru¨cksichtigt werden. Damit berechnet sich
RAll aus der Summe der Wahrscheinlichkeiten der Einzelzusta¨nde als RAll =
(0, 8 ∗ 0, 95 ∗ 0, 9 ∗ 0, 8)+ (0, 2 ∗ 0, 95 ∗ 0, 9 ∗ 0, 8)+ (0, 8 ∗ 0, 05 ∗ 0, 9 ∗ 0, 8)+ (0, 8 ∗
0, 95 ∗ 0, 1 ∗ 0, 8)+ (0, 8 ∗ 0, 95 ∗ 0, 9 ∗ 0, 2) = 0, 9104. Damit ist das Netzwerk mit
einer Wahrscheinlichkeit von ca. 91% komplett verbunden.
3 Ein Ansatz zur Planung von Netzwerkstrukturen
unter Kosten- und Zuverla¨ssigkeitsaspekten
3.1 CURE - Eine Schnittbasierte Reparaturheuristik
Mit der Reparaturheuristik CURE (CUt based REpair heuristic) wird ein Ver-
fahren vorgestellt, welches in der Lage ist, beim Entwurf o¨konomischer und
zuverla¨ssiger Netzwerktopologien Kosten und Zuverla¨ssigkeit gleicher Maßen
zu beru¨cksichtigen. Die Reparaturheuristik CURE verwendet Netzwerkstruk-
turen, welche durch ein heuristisches Optimierungsverfahren erzeugt wurden
und verbessert diese solange bis die All-Terminal Zuverla¨ssigkeit des Netzwer-
kes gro¨ßer als eine minimal geforderte Schranke R0 ist. CURE geht dabei prin-
zipiell so vor, dass in einem ersten Schritt die Zuverla¨ssigkeit von einzelnen
Kanten solange erho¨ht wird, bis RAll > R0. Die Zuverla¨ssigkeit der einzelnen
Kanten wird dadurch erho¨ht, dass fu¨r eine Kante eij eine Option lk mit ei-
ner ho¨heren Ausfallsicherheit r(lk(eij)) gewa¨hlt wird. Falls fu¨r jede mo¨gliche
Kante die maximal mo¨gliche Zuverla¨ssigkeit r(lk(eij)) gewa¨hlt ist und das ge-
forderte R0 noch nicht erreicht ist, werden in einem zweiten Schritt zusa¨tzliche
Verbindungen in das Netzwerk eingefu¨gt. Durch diese Vorgehensweise stellt
CURE sicher, dass stets eine Netzwerkstruktur erzeugt wird, welches die Zu-
verla¨ssigkeitsnebenbedingung RAll ≥ R0 erfu¨llt. Der Einsatz einer solchen Pro-
zedur in einem heuristischen Optimierungsverfahren wie z.B. einem genetischen
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Algorithmus (GA) ermo¨glicht es, ungu¨ltige Lo¨sungen, welche im Laufe des Opti-
mierungsprozesses entstehen, hinsichtlich der gestellten Zuverla¨ssigkeitsneben-
bedingung zu reparieren.
Fu¨r die Auswahl der Kanten, deren Zuverla¨ssigkeit im ersten Schritt von
CURE vergro¨ßert wird, wird die Theorie der minimalen Schnitte in Graphen
verwendet. Ein Schnitt C ⊂ K in einem Graphen G ist eine nichtleere Teilmenge
der Knoten K. Jeder Menge C an Knoten wird die Menge EC an Kanten eij
zugeordnet, fu¨r die gilt ∀eij ∈ EC : i ∈ C und j /∈ C. Lo¨scht man nun alle
Kanten EC aus G so zerfa¨llt G in zwei Subgraphen, welche jeweils aus den
Knotenmengen C und K \ C bestehen. Das Gewicht eines Schnittes C ist die
Summe der Gewichte der Kanten EC . Ein minimaler Schnitt ist der Schnitt
mit dem geringsten Gewicht. Beim Entwurf zuverla¨ssiger Netzwerktopologien
kann das Konzept der minimalen Schnitte zum Finden der Verbindungen in
einem Netzwerk genutzt werden, deren Ausfall das Netzwerk trennen wu¨rde.
Fu¨r die Anwendung der CURE Heuristik wird jede Kante des Graphen GN mit
den Kosten c(lk+1(eij)) der na¨chst zuverla¨ssigeren Option lk+1(eij) bewertet.
Durch die Wahl von Kanten, die zu einem Schnitt geho¨ren, wird sichergestellt,
das die Elemente des Graphen verbessert werden, durch deren gemeinsamen
Ausfall das Netzwerk nicht mehr verbunden wa¨re. Durch die Verwendung des
minimalen Schnittes wird die Kantenmenge gefunden, bei deren Verbesserung
der geringste Kostenzuwachs entsteht. Im Folgenden wird der Ablauf von CURE
beschrieben:
Prozedur CURE
Eingabe: GN ,G,R0
Queue Q = ∅
Bewerte alle eij ∈ GN mit c(lk(eij)) =
{
c(lk+1(eij)) wenn k < max
c(lk(eij)) wenn k = max
Q.Append(GN)
solange (Nichtleer(Q) & RAll(GN ) < R0)) do begin
Gwork = Q.first(), C = MinCut(Gwork)
∀eij ∈ C : lk(eij) =
{
lk+1(eij) wenn k < max
lk(eij) wenn k = max
GN1 = Gwork \ C,GN2 = C
Wenn AnzahlKnoten(GN1) > 1
Q.Append(GN1)
Wenn AnzahlKnoten(GN2) > 1
Q.Append(GN2)
berechne RAll(GN )
end
wenn (RAll(GN ) < R0)) begin
Fu¨ge Kante eij ∈ G und eij /∈ GN zu GN hinzu
∀eij ∈ GN : lk(eij) = l1(eij)
rufe CURE auf
end
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Abbildung 2: Verbin-
dungsbewertung fu¨r
Netzwerk aus Abb. 1
1
2
3
4
Abbildung 3:
Subgraph GN1
fu¨r Netzwerk aus
Abb. 1
Im ersten Schritt werden sa¨mtliche
Kanten aus GN mit den Kos-
ten c(lk+1(eij)) der na¨chst zu-
verla¨ssigeren Option bewertet. k
gibt hierbei die Nummer der ak-
tuellen Option an. Ist fu¨r eine der
Kanten bereits die Option mit der
ho¨chsten Zuverla¨ssigkeit gewa¨hlt
(k = max), so wird die Kante mit
den Kosten der aktuellen Option
bewertet. Die Bewertung fu¨r das in
Abbildung 1 vorgestellte Netzwerk
zeigt Abb. 2. Der zu verbessernde Graph wird anschließend in die Queue ein-
gestellt. Wa¨hrend des Verbesserungsprozesses wa¨hlt die Prozedur jeweils den
ersten Graphen Gwork der Queue und ermittelt fu¨r diesen die Kanten des mi-
nimalen Schnittes (MinCut). Zum Finden des minimalen Schnittes C wird das
Verfahren aus [12] genutzt. Anschließend wird fu¨r alle Kanten des minimalen
Schnittes die Zuverla¨ssigkeit auf die na¨chste Option erho¨ht und die Kanten EC
aus Gwork entfernt, so dass zwei Subgraphen GN1 und GN2 entstehen. Jeder
Subgraph mit |K| > 1 wird am Ende der Queue angefu¨gt. Wird durch die ers-
te Verbesserung die geforderte Zuverla¨ssigkeit R0 nicht erreicht, so werden auf
diese Weise rekursiv die neu entstanden Subgraphen GN1 , GN2 ebenfalls mittels
CURE verbessert.
Wenn die in GN enthaltenen Kanten mit ihrer maximal mo¨glichen Zuver-
la¨ssigkeit nicht ausreichen um die geforderte Zuverla¨ssigkeit R0 zu erfu¨llen, so
wird eine neue Kante aus G in GN eingefu¨gt und CURE erneut gestartet. Details
zur Auswahl einer geeigneten Kante sind in [4] beschrieben.
Der Ablauf von CURE soll am Beispiel des Graphen GN aus Abb. 2 erla¨utert
werden. In Abbildung 3 werden der Schnitt C sowie die Kanten EC gepunk-
tet dargestellt. Als minimaler Schnitt wird C = {1} mit EC = {e12, e13} mit
einem Gewicht von 44 ermittelt. Fu¨r die Kanten e12 und e13 wird die na¨chst
bessere Optionen (l2(e12) und l2(e13)) ausgewa¨hlt und diese anschließend aus
GN gelo¨scht. Nach dem Lo¨schen entstehen die Subgraph GN1 mit den Knoten
{2,3,4} und GN2 mit dem Knoten {1}. Da GN2 nur einen Knoten besitzt, wird
der Subgraph durch CURE nicht weiter betrachtet. Konnte durch die Verbes-
serung der Kanten e12 und e13 die geforderte Zuverla¨ssigkeit R0 nicht erreicht
werden, so wird das Verfahren rekursiv auf GN1 angewendet.
3.2 Entwurf eines genetischen Algorithmus unter Verwendung
der CURE-Reparaturheuristik
Genetische Algorithmen [13] adaptieren die Prinzipien der Evolution (survival
of the fittest) fu¨r die computergestu¨tzte Problemlo¨sung. Dabei werden Suchope-
ratoren (Rekombination und Mutation) auf eine Menge (Population) von Pro-
blemlo¨sungen u¨ber mehrere Iterationen (Generationen) angewendet. In jeder
Generation wird die Qualita¨t (Fitness) jedes Individuums mittels einer Zielfunk-
tion (hier Formel (1)) bewertet. U¨ber einen Selektionsoperator werden schlechte
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Lo¨sungen aus der Population entfernt. GA verwenden als Hauptsuchoperator
die Rekombination. Im vorliegenden Beitrag wird ein Uniform-Crossover Ope-
rator fu¨r die Rekombination eingesetzt. Durch den Mutationsoperator ko¨nnen
zusa¨tzlich kleine Vera¨nderungen eines Individuums durchgefu¨hrt werden. Eine
umfassende Erla¨uterung zu GA findet man in [13]. Durch die Operatoren des
GA kann allerdings nicht sichergestellt werden, dass fu¨r sa¨mtliche in der Po-
pulation enthaltenen Lo¨sungen gilt, dass RAll ≥ R0. Fu¨r das hier betrachtete
Problem ko¨nnen durch die Suchoperatoren Lo¨sungen erzeugt werden, die eine
zu geringe Gesamtzuverla¨ssigkeit RAll aufweisen. Wird wa¨hrend des Suchpro-
zesses ein solches Individuum erstellt, so wird dieses wa¨hrend der Bewertung der
Fitness mit Hilfe der CURE Reparaturheuristik in eine valide (gu¨ltige) Lo¨sung
u¨berfu¨hrt. Der im vorliegenden Beitrag eingesetzte GA arbeitet wie folgt:
Algorithmus GA
begin
t:=0
erzeuge initiale Population P(t)
bewerte P(t), repariere Lo¨sungen mit RAll(N) < R0 mittels CURE
repeat
t := t+1
P*(t) := Selektiere Individuen aus P(t)
P’(t) := rekombiniere P*(t)
P”(t) := mutiere P’(t)
bewerte P”(t), repariere Lo¨sungen mit RAll(N) < R0 mittels CURE
P(t+1) := wa¨hle gute Individuen aus P(t) und P”(t)
until Abbruchkriterium
end
Als Abbruchkriterium kann die Anzahl der durchlaufenen Generationen (t) oder
eine fehlende Verbesserung in den letzten N Generationen definiert werden.
4 Experimentelle Ergebnisse
4.1 Probleminstanzen
Die Leistungsfa¨higkeit des im vorherigen Abschnitts vorgestellten genetische
Algorithmus soll an Hand von drei unterschiedlichen Testproblemen aus der
Literatur untersucht werden:
Testproblem Jan5 - 5 Knoten Das einfachste hier untersuchte Netzwerk
aus [8] besitzt 5 Knoten. In [3] wurde das Problem dahingehend erweitert, dass
fu¨r jede Verbindung drei unterschiedlichen Werte fu¨r die Zuverla¨ssigkeit aus-
gewa¨hlt werden ko¨nnen ({0,7; 0,8; 0,9}). Fu¨r das Problem sind 4(5∗4/2) =1048
576 Lo¨sungen mo¨glich. Die optimalen Lo¨sungen fu¨r R0 = {0,85; 0,9; 0,93125;
0,95; 0,99; 0,995; 0,999} sind aus [3] bekannt. Als
”
Proof of Concept“ soll mit
diesem Problem die Fa¨higkeit von CURE zum Finden optimaler Lo¨sungen un-
tersucht werden.
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Testproblem Deeter10 - 10 Knoten Das aus [3] entnommene Testproblem
besitzt zehn Knoten, die zufa¨llig auf einer 100x100 Fla¨che platziert wurden. Fu¨r
jede Verbindung ko¨nnen Leitungen mit den Zuverla¨ssigkeiten {0,7; 0,8; 0,9} aus-
gewa¨hlt werden. Die Kosten einer Leitung entsprechen der Euklidischen Distanz
zwischen den zwei Endpunkten. Fu¨r die verschiedenen Zuverla¨ssigkeitsoptionen
werden diese Kosten mit einem Faktor multipliziert. Es werden optimale Lo¨-
sungen fu¨r R0 = 0.95 gesucht. Fu¨r das Problem sind 4
10∗9/2 = 1, 237e27
Lo¨sungen mo¨glich und eine optimale Lo¨sung ist nicht bekannt. Als Kosten fu¨r
die beste gefundene Lo¨sung wird in [3] 5 881,42 angegeben.
Testproblem Tu¨rkei19 - 19 Knoten Dieses Problem ist das gro¨ßte, wel-
ches in [3] untersucht wurde. Es stellt eine vereinfachte Version eines realen
Planungsproblems der tu¨rkischen Regierung dar. Fu¨r die Kommunikation zwi-
schen 19 tu¨rkischen Forschungseinrichtungen und Universita¨ten in 9 Sta¨dten
soll ein neues Hochgeschwindigkeitsnetzwerk aufgebaut werden. Das Netzwerk
muss mindestens eine All-Terminal Zuverla¨ssigkeit R0 von 0,99 aufweisen. Fu¨r
jede Verbindung besteht die Auswahl zwischen den Zuverla¨ssigkeitsoptionen
{0,960; 0,975; 0,99}. Die Kosten der einzelnen Verbindungen ergeben sich aus
der Distanz zwischen den Endpunkten multipliziert mit den Kosten pro km
der verschiedenen Zuverla¨ssigkeitsoptionen. Die Kosten der besten gefundenen
Lo¨sung werden in [6] mit 1 755 474 angegeben.
4.2 Experimentierumgebung
Fu¨r die Experimente wurde ein genetischer Algorithmus mit u¨berlappenden
Populationen unter Verwendung der in Abschnitt 3.1 beschriebenen Repara-
turheuristik CURE implementiert. Eine mo¨gliche Lo¨sung (Netzwerk) wird im
GA als ein Vektor ganzer Zahlen der La¨nge |K| ∗ |K − 1|/2 kodiert. Hierbei
gibt jede Zahl des Vektors an, welche Option lk(eij) mit 0 < k ≤ max fu¨r die
jeweilige Kante eij verwendet wird. Eine Null gibt an, dass keine Verbindung
zwischen Knoten i und j existiert. Abb. 4 zeigt die Kodierung des Netzwerks
aus Abbildung 1. Nicht vorhandene Verbindungen sind gestrichelt dargestellt.
1
2
3
4
k=2
k=3
k=1
k=1 Kanten (von,nach):
((1,2),(1,3),(1,4),(2,3),(2,4),(3,4))
(1   1   0   0   3   2)Kodierung:
k=0
k=0
Abbildung 4: Kodierung des Netzwerks
aus Abb. 1 als Genom
Alle Experimente wurden mit
einer Populationsgro¨ßen M = 200
durchgefu¨hrt. Die Initialisierung
der Netzwerke fu¨r die erste Genera-
tion erfolgt zufallsbasiert. Das In-
itialisierungsverfahren erstellt mit
40% Wahrscheinlichkeit eine Ver-
bindung zwischen zwei Knoten.
Wurde eine Verbindung erstellt,
wird gleichverteilt eine der zur
Verfu¨gung stehenden Optionen fu¨r die Zuverla¨ssigkeit der Kante gewa¨hlt.
Genu¨gt ein durch das Initialisierungsverfahren erstelltes Netzwerk nicht den
Zuverla¨ssigkeitsanforderungen, so wird dieses mittels CURE repariert. Der GA
arbeitet mit Uniform-Crossover, einem Flip-Mutator und einer Mutationswahr-
scheinlichkeit 0,01. Ein GA-Lauf wird nach maximal 1000 Generationen oder
wenn in den letzten 20 Generationen keine bessere Lo¨sung gefunden wurde ab-
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Tabelle 1: Ergebnisse fu¨r Testproblem Jan5
R0 Kosten CURE Ansatz von [3]
opt. Lsg. min. Kosten Psucc  Eval min. Kosten Psucc  Eval
0,999 5 522 5 522 0,3 360 5 522 0,8 40 560
0,995 4 352 4 382 0 - 4 352 0,4 23 200
0,99 3 754 3 754 1 1 560 3 754 1 31 400
0,95 2 634 2 634 1 270 2 634 1 118 880
0,93 125 2 416 2 416 1 1 170 2 416 1 25 560
0,9 2 184 2 184 1 200 2 184 1 26 160
0,85 1 904 1 904 1 200 1 904 1 4 640
gebrochen. Die Bewertung der All-Terminal Zuverla¨ssigkeit erfolgt fu¨r die Pro-
bleme Jan5 und Deeter10 mit Hilfe des exakten Verfahrens aus [10]. Fu¨r das
Problem Tu¨rkei19 ist dieses Verfahren auf Grund der Netzwerkgro¨ßen nicht
mehr einsetzbar. Stattdessen wird hier eine einfache Monte-Carlo Simulation
genutzt. Fu¨r jedes Problem wurden jeweils zehn voneinander unabha¨ngige GA-
La¨ufe durchgefu¨hrt. Fu¨r den Vergleich der mit CURE gewonnenen Ergebnisse
mit bisherigen Ansa¨tzen wurde der in [3] vorgestellte Strafterm-Ansatz imple-
mentiert.
4.3 Auswertung
Tabelle 1 fasst die Ergebnisse fu¨r das Problem Jan5 fu¨r unterschiedliche R0
zusammen. Die Tabelle vergleicht die Reparaturheuristik CURE mit dem Straf-
wertansatz von [3] bezu¨glich den durchschnittlichen Kosten der jeweils gefun-
denen besten Lo¨sung (min. Kosten), der Wahrscheinlichkeit Psucc, dass die op-
timale Lo¨sung gefunden wird, und der durchschnittlichen Anzahl ( Eval) der
hierfu¨r notwendigen Bewertungen von Lo¨sungen. Fu¨r R0 = 0, 85 und R0 =
0, 90 wird in allen zehn La¨ufen die optimale Lo¨sung bereits bei der Initiali-
sierung der ersten Population gefunden. Daru¨ber hinaus findet mit Ausnahme
von R0 = 0, 995 der GA die optimale Lo¨sung in mindestens drei von zehn
La¨ufen. Fu¨r R0 = 0, 995 wird in allen zehn La¨ufen lediglich eine suboptimale
Lo¨sung mit den minimalen Kosten 4 382 gefunden. Ein Vergleich der notwen-
digen Fitnessbewertungen zwischen CURE und dem Strafwertansatz aus [3]
zeigt, dass ein GA mit CURE deutlich weniger Fitnessbewertungen bei glei-
cher Lo¨sungsqualita¨t beno¨tigt. Dies ist besonders positiv hervorzuheben, da die
Bewertung von Lo¨sungen (Berechnung von RAll sowie Ermittlung der Kosten)
fu¨r gro¨ßere Netzwerke sehr rechenaufwendig ist und im Vergleich dazu der Auf-
wand fu¨r CURE vernachla¨ssigt werden kann. Zusammenfassend la¨sst sich fu¨r
das einfache Problem Jan5 feststellen, dass ein GA mit der Reparaturheuristik
CURE in der Lage ist optimale bzw. nahezu optimale Lo¨sungen zu finden.
Tabelle 2 vergleicht die Leistungsfa¨higkeit des GAs fu¨r die Probleme Dee-
ter10 und Tu¨rkei19. Es sind der Mittelwert der Kosten ( Kosten) der besten
gefundenen Lo¨sungen u¨ber alle 10 La¨ufe, die Kosten des besten gefundenen
Netzwerks (min. Kosten) und die durchschnittliche Anzahl der pro Lauf durch-
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Tabelle 2: Vergleich der Ergebnisse fu¨r Testproblem Deeter10 und Tu¨rkei 19
Deeter10 Tu¨rkei19
CURE Strafterm CURE Strafterm
min. Kosten 4 385,99 4 948,79 1 577 755 2 499 080
 Kosten 4 439,40 5 239,90 1 720 994 2 763 670
 Eval. 4 830 6 190 33 330 20 550
gefu¨hrten Fitnessbewertungen ( Eval.) jeweils fu¨r CURE und dem Strafwert-
ansatz aus [3] angegeben. Als beste Lo¨sung wurde unter Verwendung von CURE
fu¨r das Problem Deeter10 ein Netzwerk mit den Kosten von 4 385,99 gefunden.
Die mittleren minimalen Kosten gemittelt u¨ber alle 10 La¨ufe betragen 4439,40.
Beide Ergebnisse liegen deutlich unter den mit Hilfe eines Strafterms erzielten
Lo¨sungen.
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Abbildung 5: Kosten C(N) der besten gefundenen Lo¨sungen in Abha¨ngigkeit
von der Anzahl der Generationen des eingesetzten GAs. Ein GA findet bei
der Verwendung von CURE deutlich bessere Lo¨sungen als beim Einsatz des
Strafkostenansatzes.
In den Abbildungen 5(a) und 5(b) werden fu¨r die Probleme Deeter10 und
Tu¨rkei19 die durchschnittlichen Kosten der jeweils gefundenen besten Lo¨sung
u¨ber die Anzahl der Generationen des GA dargestellt. Die Kurven beschreiben
somit, wie sich die Qualita¨t der besten gefundenen Lo¨sungen wa¨hrend der GA-
La¨ufe vera¨ndert. Die Ergebnisse zeigen, dass durch den Einsatz von CURE
deutlich bessere Startlo¨sungen ermittelt werden ko¨nnen und auch im weiteren
Verlauf der Optimierung die Kosten der besten gefundenen Netzwerke beim
Einsatz von CURE stets kleiner sind als beim Einsatz von Straftermen. Eine
Analyse des Fitnessverlaufs zeigt, dass ein GA bei der Verwendung von CURE
deutlich schneller konvergiert und somit zum Finden besserer Lo¨sungen weniger
Fitnessbewertungen als der straftermbasierte Ansatz beno¨tigt.
Es ist festzuhalten, dass der Strafterm-GA zwar teilweise weniger Bewertun-
gen beno¨tigt, die Qualita¨t der gefundenen Lo¨sungen jedoch deutlich schlechter
ist. Analysiert man die in Tabelle 2 fu¨r das Problem pra¨sentierten Ergebnisse,
so erfolgt durch den CURE-GA eine deutliche Verbesserung der bisher gefunde-
nen besten Lo¨sungen. Im Vergleich zu [6], wo die Kosten des besten gefundenen
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Netzwerkes fu¨r das Problem Tu¨rkei19 mit 1 755 474 angegeben wurde, konnte
durch den Einsatz von CURE eine Netzwerkstruktur mit Kosten 1 577 755 er-
mittelt werden (eine Verringerung der Kosten um mehr als 10% bei gleichem
R0). Beim Problem Deeter10 konnten die Kosten der optimalen Lo¨sung von
5 881 auf 4 386 bei gleichem R0 verringert werden (eine Verbesserung von ca.
25%).
5 Zusammenfassung
Dieser Beitrag bescha¨ftigt sich mit der Planung von Netzwerkstrukturen un-
ter Kosten- und Zuverla¨ssigkeitsaspekten. Hierbei werden zum Ermitteln von
kostenoptimalen Netzwerkstrukturen, welche eine vorgebene minimale Gesamt-
zuverla¨ssigkeit R0 aufweisen, heuristische Optimierungsverfahren eingesetzt. Im
Gegensatz zu bisherigen Forschungsarbeiten, bei welchen Netzwerke, welche die
geforderte Zuverla¨ssigkeit R0 nicht erfu¨llen, durch die Einfu¨hrung von Strafter-
men schlechter bewertet werden, wird im vorliegenden Beitrag eine Reparatur-
heuristik CURE entwickelt und eingesetzt. CURE bestimmt mit Hilfe der mi-
nimalen Schnitte fu¨r ein Netzwerk die fu¨r eine Reparatur relevanten Kanten und
liefert eine Netzwerkstruktur, welche die vorgegebene Zuverla¨ssigkeitsrestriktion
erfu¨llt. Die Reparaturheuristik CURE wurde in einem genetischen Algorithmus
implementiert und deren Leistungsfa¨higkeit im Rahmen einer experimentellen
Studie mit dem bisher u¨blichen Straftermansatz verglichen.
Die Leistungsfa¨higkeit von CURE wurde fu¨r drei Probleminstanzen aus der
Literatur mit unterschiedlicher Komplexita¨t getestet. Die Ergebnisse zeigen,
dass CURE mit geringem Aufwand durchweg bessere Lo¨sungen findet als der
bisherige Straftermansatz. Bei den zwei praktisch relevanten Problemstellungen
konnten durch den Einsatz von CURE Netzwerkstrukturen gefunden werden,
welche um bis zu 25% geringere Kosten bei gleicher Gesamtzuverla¨ssigkeit auf-
weisen.
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