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1. INTRODUCTION 
The aim of this paper is to obtain the optimal feedback control of the 
following problem: for every (to, x0) E ( - cc, 7’) x R” for which this is 
possible, 
minimize (x(T), c) (1.1) 
subject to 
x’(t)=A(t)x(t)+B(t)u(t), x(4l) = x0, a.e. on [to, T] (1.2) 
0 <u(t) 6 Q(t) x(r) a.e. on [r,, T] (1.3) 
where TER, CER”\(O}, A(.), B(e), Q(.) are given. 
We note first that this is a time-dependent version of a particular class of 
problems obtained in [l, Chap. VI] as mathematical models for the 
so-called “bottleneck problems” in production processes. In the general 
bottleneck problems in [l] the mappings A(. ), B( . ), Q( .) are constant and 
(1.3) is replaced by constraints of the form 0 < u(t), Pu(t) ,< Qx(t); if the 
matrix P is positive definite and has a left-inverse P-’ (i.e., Pm-‘P= I= the 
identity matrix) then the new control function u(r) = Pu(t) verifies (1.3) and 
(1.2) where B is replaced by BP- ‘. 
Additional phase space constraints of the form x 3 0 that may appear in 
problems from mathematical economics may be treated in the same way as 
the constraints 
Q(r) x > 0 (1.4) 
implied by (1.3) are treated in Section 4 of this paper. 
In Section 2 we use the sufficient optimality conditions in [6] to obtain a 
characterization of an optimal “open-loop” control zi( .) with respect to a 
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fixed initial point (to, no) in terms of an “adjoint” mapping fi(. ), similar to 
the one that appears in Pontryagin’s Maximum Principle; the optimal con- 
trol ii(. ) is shown to be defined also by the solution a( ) of a discontinuous 
differential equation that satisfies the phase space constraints (1.4). 
In Section 3 we prove the existence of the mappings d(. ) and .Z(. ) from 
which follows the existence of the optimal open-loop control ii(. ) as well as 
the existence of the optimal feedback control U( ., ); we give an explicit 
formula for the optimal feedback control u( ., . ) in terms of the adjoint 
mapping p(. ) (which is the solution of a differential equation defined by the 
data T, c, A(. ), B(. ), Q(. ) of the problem) and a characterization of the set 
GO c (- CC, T] x R” on which it is delined. We prove also that the 
“synthetized” differential equation (i.e., Eq. (1.2) in which u(t) is replaced 
by the optimal feedback control v(t, x(r))) is “stable with respect to 
measurement” in the sense of [S], which means that the optimal trajec- 
tories are stable with respect o errors of measurement of the state. 
In Section 4 we give several easier verifiable conditions for points (1, x) 
at which the phase space constraints (1.4) are satisfied, hence contained by 
the set G, on which the optimal feedback control is defined. 
In the last section a simple example inspired from [ 11, illustrating the 
results in the paper, is considered. 
Apart from providing the complete mathematical solution (ready for 
practical implementation) of optimal control problems of the form 
(1.1 )-( 1.3) the results in this paper emphasize once more several important 
features of the theory of the optimal feedback control from which we men- 
tion: (1) sufficient optimality conditions, when applicable, may greatly sim- 
plify the computations and even more the arguments, proving that the 
results of the computations are indeed optimal controls in comparison with 
the approach using necessary optimality conditions, uniqueness of the 
extremals, and existence of optimal controls (e.g., [3]); (2) the further 
study of the optimal solution consisting in proof of the existence of the 
elements involved in its definition (in our case the mappings j(. ) and .?(. )) 
and the proof of the fact that the optimal feedback control is a proper 
mathematical object in the sense that the “synthetized” differential equation 
has solutions (optimal trajectories) satisfying the required phase space con- 
straints, its stability to perturbations, etc., lead to mathematical problems 
that are by no means trivial even in relatively simple cases like the one con- 
sidered in this paper. 
2. SUFFICIENT OPTIMALITY QNDITIONS 
We denote by R” the n-dimensional Euclidean space, by M,, the space 
of n x m real matrices and M, = M,.,,; if A E M,,,, then A* denotes its trans- 
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pose and if a,, a2 ,..., a,,, E R” are its columns then we write A = 
(a,, a2 ,..,, a,); if A = (a,) E M,, then we write A > 0 if au > 0 for any 
i’= 1,2 ,..., n, i = 1,2 ,..., m; we denote by ( ., . ) the scalar product in R” and 
by 11. I( the Euclidean norm in R” as well as the “operatorial” norm in 
M,,,: Ml = sup{ II4; llxll 6 11 for any A EM,,,. 
In what follows the mappings ,4(.):(--a, T]+M,, B(.)=(b,(.), 
b2(. ),..., b,(. )I, Q*(. ) = (q,(. 1, q2(. I,..., q,(’ 1): (- ~0, Tl -+ M,, that define 
the optimal control problem (1.1 )-( 1.3) are assumed to be continuous. 
The constraints (1.3) imply that the time-space variable (t, x) is allowed 
to vary in the subset G c (- co, r] x R” defined by 
G=((t,x)~(--,T]xR”;Q(t)x~O) (2.1) 
which is assumed to be nonempty. 
For every initial point (to, x0) E G the (possibly empty) set @(to, x0) of 
admissible controls with respect to (to, x0) consists of all measurable boun- 
ded mappings u(.) = (Us,..., u,(.)): [to, T] -+ R” for which the differen- 
tial equation (1.2) has an absolutely continuous solution x( .) = x( .; t,, x0, 
u(. )) (the admissible trajectory corresponding to the control u(. )) that 
satisfies conditions (1.3); the real number P(u(. )) defined by 
fYu(.))= (x(C to, x0, u(.)), c> (2.2) 
is said to be the performance of the admissible control u(. ). 
An admissible control ii( .) E @(t,, x0) is said to be optimal (with respect 
to (to. x0)) if it satisfies 
P(C(. 1) 6 04.)) forany u(.)E@(~~,x~). (2.3) 
A mapping u( ., ’ ): G, c G -+ R” is said to be an optimal feedback control 
of the problem (1.1 )-( 1.3) if for any (t,, x0) E Go the synrhetized differential 
equation 
x’=A(t)x+B(t)u(t,x), x(fo)=xo (2.4) 
has an absolutely continuous solution R( .; to, x0) that is an optimal trajec- 
tory with respect o (to, x,), i.e., the mapping i;( .; t,, x0) defined by 
qt; fo, x(j) = u(t, I(t; t,, XII)), tc C&, Tl (2.5) 
is an optimal control with respect o (to, x0). 
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To describe the optimal “open-loop” controls ii( . ) E a’( t,, x,), 
(t,, x,,) E G, using the sufficient optimality conditions in [6, 71 and possibly 
elsewhere, we introduce the notations 
[s]+ =s if s > 0, 
SER 
=O if s f 0, 
(2.6) 
J+(t, PI= {“h (1, L.., m); (b,(t), P> >O}, CE(-co, T],~ER” 
(2.7) 
with the natural convention that J, (t, p) = 121 if (b,(t), p) 6 0 for every 
j= 1,2 ,..., m. 
Jo(t9 P)‘{jE (1, L., m}; (bj(t), P)=O}, CE(-a, T],peR” (2.8) 
qt, x3 PI = (4j(f), x> if jEJ+(t, P), 
=o if j$J+(t, PI, 
j= 1, 2,..., m (2.9) 
ct., ., .)= (U,(., 1 .),..., %A., ‘, .I) 
U(t, x) = (24 =(u, )...) u,);Obu,6 (e(t),x), j= 1,2 ,..., m}. (2.10) 
PROPOSITION 2.1. Let (to, x0) E G and fi(. ) E %( t,, x,,) be SMC~ that there 
exists an absolutely continuous mapping d(. ): [to, T] -+ R” satisfying 
P’= -A*(t) P- 2 [(b,(t), p)l+ q,(t), p(T)= --c (2.11) 
i= I 
fi(t) = U(t, qt), p(t)), a.e. on [r,, T], a(,)=~(.; tO,xO, C(,)). (2.12) 
Then C(. ) is an optimal control with respect to (to, x0) and its performance 
is given by 
P(C(.))= - (P(to), x0>. (2.13) 
Proof. To use the sufficient optimality conditions in [6] we consider 
the functions 
~“(1, x, p, u) = (A(t) x + B(t) 4 P>T (t,x)~G,u~U(t,x),p~R” 
(2.14) 
H(t,x, p)=max{Jf(t,x, p, u);uE WC x)}, (t, x)EG, PER” (2.15) 
I(t, x, p) = {u E U(4 xl; =@(t, x, p, u) = ff(t, x, PII (2.16) 
fA(4 x, p, P’) = <x7 P’> f ff(4 x2 PI1 (t,x)~G, p, PIER” (2.17) 
g(x) = c-7 c>, g,(x, po, p,)= (xo,po)- (X,P1)-dX). (2.18) 
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According to Proposition 12 in [6] the admissible control fi( .)E 
@(to, x,,) whose corresponding trajectory is Z( .) is optimal if there exists an 
absolutely continuous mapping p( * ): [to, T] -+ R” that verifies the con- 
ditions 
17(t) E m-f(t), p’(t)) a.e. on [to, r] (2.19) 
max{.fh(t, x, P(t), P’(t)); XE R”} =f,%f, a(f), P(t), P’(f)) a.e. (2.20) 
max{g,k P(to), P(T)); x~R”j = s,(-t(U, P(to), P(T)) (2.21) 
and moreover, in this case the performance of i;( . ) is given by (2.13). 
An easy computation shows that in our case the Hamiltonian H( ., ., .) 
in (2.15) is given by 
H(r2x9 P)’ (A(r)x9 P>+ f C<bj(f)9 P)1+(9j(r)5x) (2.22) 
j= 1 
and the function U(. , . , ) defined by (2.9) is a selection of the multifunction 
8(., .) . ) defined by (2.16), i.e., U(t, x, p)~ 8(t, x, p) for any (t, X)E G, 
p E R” (in fact the set 8(t, x, p) is given by O(t, x, p) = {u = (u, ,..., u,) E 
U( t, x); 0 6 uj < ( qj( t), x ) if j E J,( t, p) and uj = tij( t, x, p) otherwise I), 
hence from (2.12) it follows (2.19). 
To prove that (2.11) implies (2.20) and (2.21) we note first that from 
(2.17) and (2.22) it follows that 
xw-;k x9 P, p’)= (4 P’> + (A*(t) P, x> + f C<bjW, P)l+<qi(t), x> 
j= I 
is a linear function hence it has a maximum value on R” iff p’ + A*(t) p + 
C~=‘=,[(bi(t),p)]+qj(t)=Oandthereforeif6(.)isasolutionof(2.11)then 
condition (2.20) is satisfied. Similarly, from (2.18) it follows that 
xHgi(x, po, p,) = (x0, po) - (x, pl) - (x, c) is a linear function hence 
it has a maximum value on R” iff pI + c = 0 and therefore from (2.11) 
follows (2.21) and the Proposition is proved. 
Remark 2.2. It is not difkult to give a direct proof of the statement in 
Proposition 2.1, i.e., to prove that (2.11) and (2.12) imply P(u( .)) 2 
P(ii(.))= - (P(to),xo) for any u(.)E%(~,,x,): if we denote x(.)= 
x(.; tO,xo, u(e)) then using the fact that (2.11) and (2.22) imply 
2(&x, p(t), u)<H(t, x,d(t))= -(d’(t), x) for any (t,x)~G, UE iJ(t, x), 
one may write successively: P(u(.)) = (x(T), c) + Sc[d/&((p(t), x(t))) 
- <B’(t),x(t)> - <B(t), x’(t)>1 dt = (x(T), c> + <AT), x(T)) - 
G(to), x(to)> - j;RB’(t), x(t)> + x(c -4th d(t)> 4t))l dt z 
- @(to), xo> - j;L-W(t), x(t)> + WC 4th d(t))1 dr = - Mto), x0>. 
226 QTEFAN MIRICA 
The proof above was preferred because it explains the origin of Eq. (2.11) 
and this approach may be used to solve other types of optimal control 
problems to which the sufficient optimality conditions in [6] are 
applicable. 
We note that the Sufficiency Theorem in [7] may be used in a similar 
way since the problem (1.1 )-( 1.0) may be written as a “convex Bolza 
problem” defined by the Lagrangian: L( t, X, o) = 0 if (t, x) E G, u = A(t) x + 
B(t) U, u E U(t, x) and L( t, x, u) = +cc otherwise. On the other hand the 
Necessity Theorem in [7] cannot be used since the Hamiltonian H( . , , ) 
given by (2.22) does not have the “lower boundedness property” in [7]. 
It should be noted also that the “dual problem” in [l, Chap. VI, 
Sect. 121 may lead, at least in some particular cases, to the same optimality 
conditions. 
Remark 2:3. From (1.2) and (2.12) it follows that the trajectory ,?(.) 
corresponding to an optimal control ii(. ) E %(t,, x0) satisfying the 
hypotheses of Proposition 2.1 is a solution of the differential equation 
x’=A(t)x+B(t)ti(t,x,jqt)), x(to) = x0 (2.23) 
where p(. ) is a solution of (2.11) and ii( . , ., ) is given by (2.9). 
Since differential equations (2.11) and (2.23) are determined only by the 
data T, c, A(.), B(.), Q(.) of the problem (1.1))(1.3), relation (2.12) gives 
an optimal control ii( .; to, x0) E %(t,, x0) for any (to, x0) E G for which a 
solution p(. ): [to, T] + R” of (2.1 I) and a solution a( .; to, x,,): 
[to, T] -+ R” of (2.23) exist and satisfy 
(t, n(t; to, xo)) E G for any TV [to, T] (2.24) 
where the set G is defined by (2.1). 
In other words, for any subset Go c G of points (to, x0) with the above 
property the mapping u( ., . ): Go -+ R” defined by 
46 x) = u(t, x, E(t)), (t, xl E Go (2.25) 
where ii(., ., .) is given by (2.9) is an optimal feedback control of the 
problem (l.l)-( 1.3). 
In fact Proposition 2.1 reduces the problem of finding the optimal feed- 
back control of (t.l)-(1.3) to the problem of finding the maximal (with 
respect to set inclusion) subset Go c G of points (to, x0) E G for which 
solutions p( * ) and Z( .; to, x0) of (2.11) and (2.23), respectively, exist and 
verify (2.24). 
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3. OPTIMAL FEEDBACK CONTROL 
We prove first the existence and uniqueness of the solution jj( .) of the 
differential equation (2.11): 
PROPOSITION 3.1. If A(. ), I?(. ), Q( . ) that define the problem ( 1.1 )-( 1.3) 
are continuous mappings then the differential equation (2.11) has a unique 
solution p(. ): ( - CO, T] + R” which is of class C’. 
Proof: Since the positive part [. ] +: R + R + defined by (2.6) is a 
(globally) Lipschitzian function, the vector field f(t, p)= -A*(t) p- 
I:=, [ (b,(t), p)] + qj(t) that defines Eq. (2.11) is a continuous mapping 
and for any t E ( - co, T] the mapping f( t, . ) is Lipschitzian with the 
Lipschitz constant L(t)= IIA*(t)ll +x7=, jib,(t)JI. jlq,(t)lj hence (2.11) has a 
unique noncontinuable solution p(. ) of class C’; moreover, since f (t, ) has 
linear growth II f (t, p)ll < L(t) llpll for any (t, p) E ( - CO, TJ x R” from 
classical theorems on continuation of solutions of differential equations 
(e.g., [4]) it follows that j(. ) is defined on ( - cc, T] and Proposition 3.1 is 
proved. 
Remark 3.2. An interesting particular case is that in which the vector 
field f( ., . ) that defines Eq. (2.11) is piecewise linear with respect to the 
second variable on any compact interval [to, T], i.e., the case in which for 
any j = 1, 2,..., m the function t H (b,(t), d(t)) changes the sign only at a 
finite number of points in [to, T]. In this case the solution ,i7(. ) of (2.11) 
may be constructed as follows: one finds a subset J, (T, -c) c Jc 
.I+ (T, -c) u J,,( T, -c) and a real number t, < T such that the solution 
pJ(. ) of the equation 
P’= -A*(t) P- C (b,(t), P> qjW, p(T) = -c (3.1) 
jcJ 
coincides with ~7( .) on the interval [t,, T], i.e., satisfies 
(bj(t),p,(t))>OifjEJ and (b,(t), P&D <W&J 
for any t E [t, , T]. Repeating the procedure one may find successively T > 
t, > t2.. . such that on each interval [fk + 1, tk] the differential equation 
(2.11) is of the form (3.1). 
We consider now the differential equation (2.23); since the mapping 
(t, x) F-+ U( t, x, jj( t)) defined by (2.9) is generally discontinuous the existence 
of solutions of (2.23) does not follow so easily as the existence of solutions 
of (2.11) in Proposition 3.1. To prove such a result we obtain first an 
equivalent form of the equation (2.23) for which we can use Caratheodory’s 
existence theorem. 
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PROPOSITION 3.3. If A(. ), B( . ), C( . ) that define the problem ( 1.1 )-( 1.3) 
are continuous mappings then for any (t,, x0) E G the initial value problem 
(2.23) has a unique absolutely continuous olution Z( .; t,, x0): [to, T] + R”. 
Proof: For every j = 1,2 ,..., m we denote by Xj(. ): ( - co, T] + { 0, 1) 
the characteristic function of the set T,c (- cc, T] defined by 
T’={tE(--cO, T]; (bj(t), P(t)>>O} (3.2) 
i.e., Xi(t) = 1 if t E T, and X,(t) = 0 otherwise. 
We note that from (3.2) it follows that the mapping v(., .) = (v,(., .),..., 
vm(., .)) defined by (2.25) and (2.9) may be written now as 
vj(t3 x) = u,(t, x, dtt)) = (qj(t), x> xj(t), 
j= 1, 2 ,..., m, (t,x)EG (3.3) 
and therefore, if we interpret b,(t), qj(t) as column vectors and &fine the 
mapping C( . ): ( - co, T] + M, by 
C(t) = A(t) + f b,(t) q:(t) x,(t), tE(-co, T] (3.4) 
j= I 
then the initial value problem (2.23) may be written as 
x’ = C(t) x, x(to) =x0 (3.5) 
hence it is a linear differential equation on R” defined by C( . ). 
Since according to Proposition 3.1 the solution b(. ) of (2.11) is of class 
C’, the subset T,c (-co, T] defined by (3.2) is open (in the relative 
topology of ( - co, T]) hence the characteristic function X,(. ) of T, is 
measurable and therefore the mapping C(. ) defined by (3.4) is also 
measurable; moreover, since for any t E (-co, T] one has jlC(t)ll 6 
l\,4(t)ll +x7= l \Ib,(t)ll . llqj(t)l( it follows that C(.) is Lebesgue integrable on 
any compact interval [to, T]. 
Since for any t E (-co, T] the mapping XH C(t) x is linear from 14, 
Problem III.11 it follows that initial value problem (3.5) (hence (2.23)) has 
a unique absolutely continuous solution Z( .; to, x0) defined on [to, T] for 
any (to, x0) E G and Proposition 3.3 is proved. 
Remark 3.4. From (3.4) and (3.2) it follows that the solution d(. ) of 
(2.11) may be interpreted also as the solution of the differential equation 
p’ = -c*(t) p, p(T)= -c (3.6) 
which looks like the “adjoint” equation of (3.4) but the mapping C( . ) that 
defines (3.5) and (3.6) is itself defined by the solution d(. ) of (3.6). 
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Remark 3.5. As noted in [5] in practice, the value u(t, x(t)) of the 
optimal feedback control is determined after making a measurement of the 
state x(t) at time t; if this measurement is in error, say, x(t) + i(t) is 
measured rather than x(t), the governing equation of motion will have the 
form 
x’ = A(t)(x + i(t)) + B(f) 44 x + i(t)), x( to) = x0 (3.7) 
instead of the form (2.4) (and the definition (2.25) and (2.9) of u( ., . ) 
should be altered accordingly, so that such errors of measurement may be 
taken into consideration). If the solution of Eq. (3.7) is close to the 
corresponding solution of (2.4) whenever the perturbation [(. ) is small 
enough then Eq. (2.4) (which in our case coincides with (2.23) and (3.5)) is 
said to be stable with respect to measurement. As is shown in [S] this is 
not always the case for synthetized differential equations in Optimal Con- 
trol Theory, which means that it may very well happen that from a prac- 
tical viewpoint the obtained optimal feedback control is useless. 
DEFINITION 3.6 [5]. A vector field f(., *): Rx R” -+ R” for which a 
Caratheodory solution x( .; t,, x0) of the equation 
x’=f(t, x), 4to) =x0 (3.8) 
exists for any (to, x0) E Rx R” is said to be stable with respect to 
measurement if for any E > 0, (to, x0) E R x R” and any T> to such that the 
solution x( .; to, x0) of (3.8) is defined on [to, T] there exists 6 > 0 such 
that for any measurable mapping [(. ): [to, T] + R” satisfying 
lli(~)II =ess.w.(lli(t)ll; TV [to, Tl} ~6 (3.9) 
for which a (Caratheodory) solution y( .; to, x0) of the equation 
x’ =f(t, x + i(f)), x(to)=xo (3.10) 
exists on [to, T] one has 
llx(~;~o,~o)-Y(~;~o,~o)ll~~ 
where the norm is defined as in (3.9). 
(3.11) 
In what follows we denote by R,,.,( ., .): (-co, T] x (-co, T] --) M, the 
resoluent of the linear differential equation (3.5), i.e., for any s E (- co, T] 
the mapping tt+ R,(. ,(t, S) is the matrix solution of Eq. (3.5) satisfying 
R.(.,(s, S) = Z= the identity matrix; in this case for any (to, X~)E 
(- co, T] x R” the solution a( .; to, x0) of (3.5) is given by 
z(c to, x01 = R,,.,(f, to) xo, TV [to, Tl. (3.12) 
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THEOREM 3.7. If R,,.,( ., . ) denotes the resolvent of the linear differential 
equation (3.5) then Go c G defined by 
G,={(t,x)~G;Q(s)R,,.,(s,t)x~Oforanys~[t,T]} (3.13) 
is the largest invariant set of Eq. (3.5) (or (2.4)) that is contained by the set 
G defined by (2.1) and tf G, # @ then v( ‘, ): G, -+ R” given by (2.25 ) and 
(2.9) is an optimal feedback control of the problem (l.l)-( 1.3). 
Moreover, the synthetized differential equation (2.4) is stable with respect 
to measurement in the sense of Definition 3.6. 
Proof If (to, x0) E G, and a(.; to, x0) is the unique solution of the 
initial value problem (3.5) then from (3.12) and the uniqueness of solutions 
of Eq. (3.5) it follows that R,,. Js, t) I(t; t,, x,,) = Z(s; t, i(t; t,, x,,)) = 
Z(s; to, x0) for any te [to, 7J, SE [t, T] hence from (3.13) it follows 
that Q(s) R,(.,(s, t) I(t; t,, x,,) = Q(s) Z(s; t,, x0) >, 0 and therefore 
(t, Z(t; to, x0)) E Go for any t E [to, T] which means that GOc G is an 
invariant set of Eq. (3.5). 
On the other hand if G, c G is an invariant set of (3.5) then for any 
(to, x0) E G, we must have (t, .%(t; to, x0)) E G, c G for any t E [It,, T] and 
from (2.1) and (3.12) it follows that Q(t) I(t; to, x0)= 
Q(t) R,,.,(t, to) x,20 for any t E [to, T] hence according to (3.13) we have 
(to, x0) E Go and therefore G, c G,, and the first part of Theorem 3.7 is 
proved. 
The fact that v( . , . ): G, + R’” defined by (2.25) and (2.9) is an optimal 
feedback control for the problem (1.1 )-( 1.3) follows from the interpretation 
in Remark 2.3 of Proposition 2.1. 
The stability with respect to measurement of the vector field ,f( t, x) = 
A(t) x + B(t) v(t, X) that defines the synthetized differential equation (2.4) 
follows from the fact that, according to the proof of Proposition 3.3, it is of 
the form f (t, x) = C(t) x hence the property in Definition 3.6 coincides with 
the well-known continuous dependence of solutions of differential 
equations with respect o the right-hand side of the equation (which in our 
case may be proved by a very easy direct argument using variation of the 
constants formula). 
4. PHASE SPACE CONSTRAINTS 
The phase space constraints (2.24) (implied by (1.3)) that, according to 
Remark 2.3, ensure the existence and the optimality of the “open-loop” 
control fi(. ) E %( I,, x0) given by 
fi(t) = 46 qt; to, x0), d(t)), tE L-to, n (4.1) 
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(where ii(*, a, .) is given by (2.9)) for a fixed initial point (to, x,-J E G may 
be checked directly after the computation of the solutions p( *) and 
.Z(*; to, x0) of (2.11) and (3.5), respectively. 
From the point of view of the “feedback control” the definition (3.13) of 
the set GO c G on which u( ., . ) is defined requires the computation of the 
resolvent I?,,.,( ., . ) of Eq. (3.5) but that may be costly or just difficult to 
do in practical applications. 
In what follows we describe several subsets of G, (on which the optimal 
feedback control u( ., . ) is defined) w h ose definitions do not require the 
resolvent I?,,.,(., .) of (3.5). 
PROPOSITION 4.1. If R,,.,( ., .) denotes the resolvent of the linear dif- 
ferential equation defined by A( .): (- 00, T] -+ M, then the optimal feed- 
back control v( ., .) is defined on the set G, c G given by 
G, = (0, xl c G; Q(s) R,(.,b, t) x b 0, Q(a) &.,(a, s) B(s) 2 0 
for any Q, s E [t, T] }. (4.2) 
Proof: According to Theorem 3.7 it suffices to prove that G, c G,, i.e., 
to prove that for any (to, x0) E G, one has Q(t) I(t; t,, x,,) 3 0 for any 
TV [Ito, Tl. 
From definition (3.4) of C( . ) and from variation of the constants for- 
mula it follows that the solution Z(.; to, x0) of (3.5) may be written as 
g(t; to, XO) = R,(.)(t, to) XO + C?= 1 j:,CR,(.)(t, S) b;(s) < qi(J), z(s; to, XO)) 
X,(s)] ds and therefore, if we take the scalar product of both sides with 
q,(t) and denote rj(t) = (qj(t), Z(t; to, x0)), j= 1,2,..., m, then we obtain 
rj(f) = (R,(.)(t, to) Xor 9jC.t) > + CC 1 [.io C(R.q. )(t, $1 hi(S), ql(t) > ribI 
X,(s)] ds, j= 1,2 ,..., m, hence the mappmg r(.)=(rl(.) ,..., r,(.)) is the 
solution of a Volterra-type system of linear integral equations; a standard 
argument shows that r(. ) is the limit of the sequence of the usual 
successive approximations rj”) = ( RAC.)(t, to) x0, qi(t)), #j(t) = rjO)(t) + 
Cy=, [:,,[ (R,,,(.)(t, s) hi(s), qj(t)) rjkp l)(s) X,(s)] ds, j= 1, 2,.!., m, k = 1, 2 ,... . 
If (to, x0) E G, then from (4.2) it follows by induction that rjk)(t) >O for 
any t E [to, r], j= 1,2 ,..., m, k = 0, 1, 2 ,..., and therefore the limit r(t) = 
limk A m rCk’(t) has nonnegative components for any t E [to, T], i.e., 
(to, x0) E Go and Proposition 4.1 is proved. 
The results concerning nonnegative solutions of linear differential 
equations available in the literature (e.g., [2]) may provide criteria for con- 
dition (2.24) that require only the solution a( .) of (2.11) (needed also for 
the explicit formula (2.25) of the optimal feedback control) and criteria 
that do not require the solution of any differential equation. 
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PROPOSITION 4.2. Zf there exists t, < T such that for any t E [to, T] the 
matrices Q(t) and C(t) have nonnegative components then the optimal feed- 
back control is defined on G, given by 
G,={(t,x)~[t~,T]xR”;x>O}. (4.3) 
Proof According to a known result [2, Exercise X.15.21 if the com- 
ponents of the matrix C(t) are nonnegative for any t E [to, T] then the 
components of the resolvent R,,. ,( t, to) of Eq. (3.5) are nonnegative hence 
if x0 > 0 then Z(t; t,, x,,) = Rcc.,(t, to) x0 3 0 and therefore if Q(t) also has 
nonnegative components then Q(t) R,(. ,( t, to) x0 > 0 for any t E [to, T], 
which means that G2 c G, hence according to Theorem 3.7 the optimal 
feedback control v( ., . ) is defined on Gz. 
As an immediate Corollary of Proposition 4.2 and (3.4) we obtain: 
PROPOSITION 4.3. Zf there exists t, < T such that for any t E [t,, T] the 
components of the matrices A(t), B(t), Q(t) are nonnegative then the optimal 
feedback control is defined on the set G, given by (4.3). 
Remark 4.4. We conclude that to obtain the optimal feedback control 
v(., .)=(v,(., a),..., v,(., .)) of the problem (l.l)-(1.3) defined by con- 
tinuous mappings A(. ), B(. ), Q(. ) we have to first find the solution p( * ): 
( - co, T] + R” of the differential equation (2.1 l), use (2.25) and (2.9) for 
the explicit description of u(., . ), and then either use (3.12) to find the set 
Go c G on which o( . . .) is defined or use Propositions 4.1-4.3 to find a sub- 
set G,,G,cGO. 
The use of numerical procedures for these operations is justified by the 
stability with respect o measurement proved in Theorem 3.7. 
5. AN EXAMPLE 
To illustrate the results above we consider the following problem, which 
is a modification of the example studied in [ 1, Chap. VI, Sect. 11, 131: 
minimize ( -x*(T)) subject to 
xi(t) = u*(t) - h(f), 
x;(t) = 4u,(t) - u*(t), 
where TE R is fixed. 
O<u,(t)<x,(t) 
a.e. on [to, T] 
0 < u*(t) < x*(t) 
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This is a problem of the form (l.l)-( 1.3) defined by the elements 
the set G c (- co, r] x R* in which (t, x) is allowed to vary being given by 
G=(-co, T]xR:, R:=(x=(~~,x~);x~,x?~O). (5.1) 
According to Remark 4.4, to obtain the optimal feedback control 
Y(., .) = (u,(., .), u,(., .)) and the set G,, c G on which it is defined we have 
to first find the solution d(. ) = (p, (. ), p2(. )) of Eq. (2.11) which in our case 
becomes 
Pi= -c4P,-P,l+~ P*(T)=0 
Pi’ -[P, -PA+, P*(T)= 1. 
(5.2) 
We note that since according to Proposition 3.1 the mapping j?( * ) is of 
class C’, the functions z,(.), zz(.) defined by z,(r)= (b,(t), p(t)) = 
4p2(f)-PI(t), Z,(t)= (b,(t), d(t))=p,(t)-p*(t) areCOntiIIUOUS and Since 
from (5.2) it follows that z,(T) = 4, z2( T) = -1, there exists I, E [-co, T) 
such that z,(t) > 0, z*(t) < 0 for any t E (t,, T] and therefore (5.2) takes the 
form 
Pi = PI -4P2, P*(T)=02 
p;=o, P2(U = 13 
tE (t,, n (5.3) 
An easy computation shows that on (t, , r] the solution d( .) of (5.3) is 
given by 
B(t) = (4(1 - exp(t - Oh 11, tE (t,, Tl (5.4) 
and the functions z,(.), z2(.) are given by z,(t)=exp(t - T), zZ(t)= 
3-4exp(t-T) hence z,(t)>O, z*(t)<0 only for 
t,=T-lnj<t<T. (5.5) 
Since zz(tl)=O, z$(tl)= -z,(t,)= -i it follows that there exists 
t,e [-co, tI) such that zl(t), z,(t)>0 for any t E (t2, t,] hence the system 
(5.2) takes the form 
(5.6) 
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A standard computation shows that on the interval (t2, t,] the solution 
jY(. ) of (5.6) is given by 
~(?)=~(3exp(t,-t)-exp3(t-t,),(3exp(t,-t)+exp3(t-t,))/2) (5.7) 
and the functions z,(.), z2(.) satisfy zi(t), z,(t)>0 for any t E (-cc, t,) 
hence t, = -cc and the solution p(. ) of (5.2) is completely defined by (5.4), 
(5.5), and (5.7). 
Since matrices B(t) and C(t) have some negative components 
Propositions 4.143 do not give any subset of Go on which the optimal 
feedback control is defined so we have to find the solutions of Eq. (3.5) 
(written also as (2.4) or (2.23)), which in our case takes the form 
x; =Xz(t)x,-xx,, x,(t,)=xy>O 
x; =4x, - X2(t) x2, x2( to) = x’: 2 0 
(5.8) 
where X,( .): ( - co, T] + (0, 1 } is the characteristic function of the set 
T,=(-CD, T-ln:)= {t~(--co, T];z,(t)>O} (see (3.2)). We note that 
since z,(t)>0 for any f E (-cc, T] it follows that T, = (-a, T] hence 
X,(t)= 1 for any t~(-CD, T]. 
It is easy to see that for any to E ( - cc, T), x0 = (xy, xi) E R: the solution 
t(.; to,xo)=(x,(.).x,(~)) of (5.8) is defined as follows: if toe [tr, T] then 
i( t; to, x0) = (x7 exp( t, - t), 4x:( 1 - exp( t, - t)) + x:), 
[E Ch,, Tl (5.9) 
and if ?,~(-a, t,) then 
x,(t)=((2x~+x~)exp(t-t,) 
+ (2x: - x:) exp 3( to - t))/4 if TV [to, t,] 
= x,(f, 1 exp(t, - t) if TV [t,, T] 
xz(t)=((2x’:+x:)exp(t-to) 
(5.10) 
- (2.x: - xy) exp 3(t0 - t))/2 if t E [to, t,] 
=4x,(t,)(l -exp(t,-t))+xAt,) if TV [tl, T] 
and since Z(t; to, x”,) b 0 for any t E [to, T], the set Go on which the 
optimal feedback control is defined coincides with the set G = 
(-co, T] x R!+ ; from (2.25) and (2.9) it follows that the optimal feedback 
control is given by u,(t, (x,, x2)) =x, for any (t, (x,, x~))E G, 
UZ(~,(XI,X~)=X~ if (t,(x.,,x,))~(--,t,)xR: and Ut,(x,,x,))=O if 
(6 (x1 9 4) E Cl, 7 Tl x R: where t, = T- In +, the optimal trajectories 
being given by (5.9)-(5.10). 
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