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ABSTRACT 
Expert consultant systems can be viewed as a new medium of communication 
between experts and users, similar in some respects to the telephone and in other 
respects to the printed page. Fuzzy linguistic variables and approximate r asoning 
offer a way to increase the expressive power of this communications medium. 
Recent advances in the application of these techniques allow the use of features such 
as goal-directed processing, mixed-initiative dialog, sophisticated user and expert 
interfaces, and efficient knowledge r presentation that have formerly been associ- 
ated only with non fuzzy expert systems. 
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EXPERT CONSULTANT SYSTEMS 
Every human being encounters situations in which his or her knowledge is not 
sufficient for confident, competent decision making. In such a situation, one 
natural response is to consult an expert. If the expert is nearby at the time we 
need help, we can do the consulting in person. More often, some medium of 
communication is used. The two most common of these media are the telephone 
and the printed word. Ideally, the telephone allows a completely natural dialog 
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that focuses the expert's attention on our immediate problem: We provide the 
relevant situation-specific answers in response to the expert's questions, and the 
expert gives us good advice (and probably a bill for services rendered). 
However, in practice the line may be busy, or the expert may be "away from the 
desk," on vacation, or retired. A book written by the expert is not subject o 
these problems, but its focus is fixed, and even the best printed index does not 
give anywhere near the help in locating the relevant bits of knowledge that a live 
expert who can listen to our problem does. 
Expert consultant systems, also known as knowledge-based decision support 
systems, can be viewed as a new medium of communication that shares ome of 
the advantages of both the telephone and the book. The distinguishing 
characteristic of an expert system is its attempt o computerize a portion of 
expert human understanding of what the questions and answers are talking 
about. This is what distinguishes it from model-based decision support systems, 
which compute answers using predefined algorithmic code, on the one hand, and 
data-based decision support systems, which look up answers from large tables of 
records, on the other (Michie [1]). 
The inherent imprecision i  many of the inference rules that are used by even 
(or perhaps especially) the most competent human expert decision-makers 
presented a major difficulty to the early researchers in computer representation 
of expert human knowledge. Evaluating the truth or falsity of an IF clause 
according to Aristotelian bivalent logic and executing the THEN clause in a 
correspondingly all-or-nothing manner sufficed for board games and tabletop 
blocks worlds. However, to capture and use the broad and flexible bodies of 
knowledge required for such practical matters as medical diagnosis or chemical 
analysis requires a framework that is logical without being rigid. 
The first successful, and still the most common, approach to representing 
imprecision was to use "certainty factors" modeled loosely on Bayesian 
probabilities. In a Bayesian probabilistic model, we assume that a proposition is
either true or false; the available vidence does not allow us to say which for 
certain, but it does allow us to express our relative confidence in the proposition 
by analogy with simple lotteries.For example, to say that I am 75% confident in 
a proposition is to say that I am equally as confident in that proposition as I am in 
the proposition that if I tossed a fair coin twice it would come up heads at least 
once. Uncertainty as to whether the proposition in question is true or false may 
come from random errors of observation or of sampling, or it may be inherent in 
the proposition itself (for example, propositions about the future), but the 
proposition itself remains ubject o the bivalent principles of Aristotelian logic. 
More recent developments incorporate the nonstatistical theory of fuzzy sets 
to model concepts that are inherently imprecise in the sense of vagueness rather 
than in the sense of uncertainty. One of the most productive of these fuzzy 
approaches involves the use of linguistic variables. 
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LINGUISTIC VARIABLES 
The use of linguistic variables for approximate r asoning has attracted great 
interest since Zadeh's [2-4] introduction of the concept. The substitution set of a 
linguistic variable is a countable set of adjectives and adjectival phrases elected 
from a natural language and generated from a simple syntax of basic adjectives, 
linguistic hedges (mainly adverbs), and conjunctions. The hedges and conjunc- 
tions are largely standardized from one linguistic variable to another, but each 
linguistic variable has a characteristic set of basic adjectives. Typical sets 
include {short, average, tall}; {low, medium, high}, {hours, days, weeks, 
months}, or {ugly, plain, good-looking, beautiful}. 
A Type I linguistic variable is associated with a real "base variable" whose 
domain is a real interval or a sequence of integers. The semantics of a linguistic 
variable defines a unique fuzzy subset of the domain of the base variable for 
every word or phrase generated by the semantics, and a unique word or phrase to 
describe any fuzzy subset, l The fuzzy subset is represented byan ordered list of 
membership grades; the domain of the base variable is sampled at a fixed set of 
values, and each element in the ordered list representation f a linguistic value 
gives the degree to which the corresponding sample point in the base domain 
belongs to the fuzzy set described by the corresponding linguistic phrase. The 
ordered list representation is generally referred to as a "vector epresentation," 
although this should not be taken to entail the ordinary rules of vector arithmetic. 
For example, the Type I linguistic variable height can take on a fuzzy value, 
such as "tall" in the fuzzy proposition "John is tall." The linguistic term "tall" 
is very compatible with 172 cm but incompatible with 125 cm; that is, 172 cm 
has a high membership grade in the corresponding fuzzy set, and 125 cm has a 
very low membership grade. A proposition such as "Bill is exactly 170 cm tall" 
is a crisp (nonfuzzy) statement that asserts an ordinary mathematical value for 
the variable height. The value "exactly 170 cm" is treated as a degenerate case 
of a linguistic variable; one value of the base variable belongs totally to the 
corresponding degenerate fuzzy set, and all other values of the base variable 
belong with a membership grade of zero. 
In a Type I linguistic variable, the vector epresentation gives the compatibil- 
ity between the linguistic value and each of a set of sample values on an 
underlying numeric scale such as temperature or duration. In a Type II linguistic 
variable, the vector epresentation is defined by analogy with a Type I linguistic 
variable in terms of an abstract underlying quasi-variable. For example, we can 
i Since there are more fuzzy subsets han there are legal phrases, converting a fuzzy subset into a 
phrase and converting the phrase back to a fuzzy subset need not generate the identical subset; he set 
of phrases defines a set of equivalence classes inthe space of fuzzy subsets of the domain of the base 
variable. 
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imagine a quasi-variable measuring pulchritude underlying the set of linguistic 
primitives {ugly, plain, good-looking, beautiful} mentioned above; the vector 
representation for"ugly" would resemble the vector epresentation for"short" 
in the set of primitives for height, but the absence of a real base variable prevents 
us from specifying exactly what level of pulchritude corresponds to each 
position in the ordered set that makes up the vector epresentation. 
Several researchers, beginning with Wenstop [5], have implemented various 
special-purpose linguistic processing systems to support specific applications. 
General-purpose ystems include Wenstop's [6] generalized system, Eshragh 
and Mamdani's [7] system, FUZZY and L-FUZZY (Freksa [8]), PRUF (Zadeh 
[9]), and FRIL (Baldwin and Zhou [10]). Many applications, extensions, and 
modifications of Wenstop's ystem have been made over the last five years at 
Georgia State University (Whalen et al. [11-13]). Wenstop's generalized system 
was chosen because its published APL code provides a facility for linguistic 
approximation and approximate reasoning that is complete, powerful, well- 
documented, easily implemented on a wide variety of computers, and readily 
modified and extended using standard APL. (More recently, Whalen and Schott 
have also implemented the system in LISP [14].) 
In all these systems, the adjectives of the language are the "linguistic 
constants" whose vector representations are a fundamental part of the 
knowledge base. Adverbs or adverbial phrases like "very" or "more or less" 
are functions that take a vector as argument and return a vector, while 
conjunctions are functions that take two vectors as arguments and return a single 
vector. Once an approximate r asoning process has computed the output vector, 
the system scans a list of standard phrases to find the one most similar to the 
output vector in both position and imprecision. If the vector epresentation f the 
selected term does not match the output vector closely enough, further linguistic 
hedges may be added using the conjunctions "or"  and "except." 
APPROXIMATE REASONING 
Most important human knowledge is not so precise as to be well represented 
by ordinary mathematical variables, even random variables, but nevertheless is 
not so vague as to be vacuous. The use of linguistic variables can permit a more 
faithful representation of this continuum of knowledge in computer-based 
systems, but it requires a new kind of automated processing to make use of such 
information. 
The extension principle of fuzzy mathematics allows any mathematical 
operation to be used to relate linguistic variables. However, the most powerful 
way to exploit the expressive breadth of linguistic variables is by logical 
relations of the form " I f  A is a and B is b then C is c," where A, B, and C are 
linguistic variables and a, b, and c are specific linguistic values. Several 
Mixed Initiative, Goal Directed Dialog 19 
alternative ways of implementing this logical relation exist, but in each case the 
degree to which the vector epresentations of A and B resemble those of a and b, 
respectively, determines the degree to which the inferred vector epresentation 
of C will resemble that of c. Finally, the process of linguistic approximation 
assigns a linguistic representation to C, based on the inferred vector, that bears 
an appropriate degree of resemblance to the linguistic onstant c (see Wenstop 
[61). 
It is conceptually rather straightforward to fashion aworking fuzzy production 
system directly from a collection of "rules of thumb" expressed in natural 
language. Such rules can be gleaned from published sources or elicited from 
human experts more easily than most other forms of knowledge representation. 
The vocabulary of the rules needs to be standardized and implemented within the 
system of linguistic variables and operations. This allows the linguistic 
processing system to use the rules to draw appropriate inferences from both crisp 
(nonfuzzy) inputs and inputs that are also expressed in imprecise verbal form. 
Approximate reasoning operationalizes the uncertainty or imprecision in the 
If-Then type of rules (implications) in knowledge-based systems. Fuzzy 
mathematics provides the necessary framework for formally paralleling the 
loose skeins of argument that characterize natural (informal) logic. 
GOAL-DIRECTED PROCESSING IN flNDex 
Most previous fuzzy production systems have operated in a forward-chaining, 
data-driven manner. In the data-driven mode, all available data are presented to 
the system as soon as they are available, and the system draws all the appropriate 
conclusions it can from those data. The initiative is entirely with 'the user of the 
system, who provides values (or accepts default values) for the inputs before 
commanding the system to process them. The data-driven mode is conceptually 
simple and relatively easy to implement; it is useful for applications inwhich all 
the relevant data are available at once, such as the financial statement data 
processed by FANFARE(S) (Ganoe [15]), and for fuzzy automatic ontrol 
applications in which data arrive continuously from the process to be controlled 
(Maiers and Sherif [16]; Umbers and King [17]). 
Designers of conventional expert systems, without linguistic variables, have 
long been able to choose between data-driven, forward-chaining systems on the 
one hand and goal-directed, backward-chaining systems on the other. Forward 
chaining is used when the alternative conclusions to be evaluated are numerous 
(or made up of numerous subparts) and the marginal cost of data is small or the 
data requirements are predictable. 
In the goal-directed mode, the system examines the IF clauses of the rules in 
the knowledge base to determine what data are needed to achieve the system 
objective and then seeks those data in the data base, in the THEN clauses of 
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other ules, or interactively from the system user. In effect, the system takes the 
initiative in the data acquisition process by asking the user a series of questions 
determined by the system's goal and knowledge and by the user's responses to 
prior questions. Goal-directed processing avoids asking for data that are not 
needed for the particular problem at hand, and it allows the system to explain to 
the user why it is asking for a particular piece of information at a particular time 
in terms of the system goals and the information presented so far. Thus, goal- 
directed systems are particularly appropriate when data are difficult or costly to 
obtain and different problems require different subsets of a large collection of 
potential inputs. An example is the medical diagnostic laboratory data used by 
MYCIN (Shortliffe [18]). 
One exception to the tendency for fuzzy production systems to be data-driven 
is flNDex (Whalen and Schott [12]), which uses an askability measure for 
linguistic variables to implement a hybrid of data-driven and goal-directed 
methods. 
flNDex is a prototype xpert consultant system that suggests appropriate 
techniques for forecasting sales of commercial products, flNDex asks the user a 
flexible series of questions about wo general areas: (1) the type and quality of 
outputs from the forecasting process that the user will require; and (2) the 
resources ( uch as time, money, and data) that can be made available as inputs to 
the forecasting process. Which questions are asked later in the dialog depends on 
the answers given to earlier questions. The user may respond to a flNDex 
question either with an exact numeric value or with a linguistic description of the 
value; the latter may be as vague or as precise as appropriate given the user's 
own current knowledge of the output requirement or input resource in question. 
In the first stage of the interaction between flNDex and the user, the program 
asks questions in a predetermined sequence that gives precedence to questions 
about constraints known to be of very wide importance, such as time and cost. 
The user answers as many or as few questions in this sequence as he or she 
wishes. The user is free to refuse to answer any given question just by striking a 
carriage return; this has the same result as if the user had answered the question 
with the standard linguistic term "UNKNOWN." 
Once the user judges that the sequence of questions has begun to stray from 
the focus of the current problem, he or she directs the system to process the 
information it has acquired so far. The first step in information processing is to 
apply the production rules of the knowledge base in a data-driven mode, in order 
to update the degree to which the various forecasting techniques remain possible 
in the light of current fuzzy knowledge about he problem. This information is
made available to the user, who can either (1) exit the program if he or she 
decides that the fuzzy set of candidate techniques has been narrowed down 
sufficiently or (2) continue the interaction to narrow the list further. 
If further winnowing of techniques is desired, the program performs a 
modified backward-chaining process on all the fuzzy production rules in the 
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knowledge base. The principal output of this goal-directed process is a new 
ordering of the constraint variables (and corresponding questions) ranked by 
their asicability. Askability is determined by the three qualities importance, 
ignorance, and recency; the question corresponding to a constraint variable is 
askable to the extent hat the variable is important, he sys:em is ignorant of its 
value, and the question has not been asked recently: 
Askability = min {importance, ignorance, 1- recency} 
A constraint variable V is important for the decision-making process to the 
extent hat it is a strict constraint for a possible technique. A variable imposes a
strict constraint on a technique to the extent hat the technique is possible for 
only a narrow range of values of the variable to which the question refers; for 
example, a question about money is more relevant o an expensive technique 
than to an inexpensive one. However, constraints imposed on techniques that 
have already been largely ruled out by other variables do not make a variable 
important. Thus, the overall importance of a constraint variable V is determined 
by the following formula: mpoo l Istnctnss  oss i /1 
of = max rain of V , of technique 
constraint T for T given answers 
variable V technique T so far 
The second major factor determining the askability of a constraint variable is 
the system's relative ignorance about its value. If the system has not yet asked 
the user about he constraint variable V, or if the user has declined to answer, 
then the linguistic value of the variable is "UNKNOWN" and the system's 
ignorance is at its maximum. If the user has previously responded to a question 
about the variable, then the system's residual ignorance is proportional to the 
vagueness of the user's answer. Thus, if the variable in question is time to do the 
study, then a user response of "WEEKS BUT NOT UPPER WEEKS" would 
leave the system in a state of much lower ignorance than a response of 
"LOWER WEEKS TO UPPER MONTHS" because the fuzzy set of time 
periods described by the former phrase more strongly rules out more 
possibilities for the actual deadline of the forecasting project; for example, while 
16 days is highly compatible with both phrases, 90 days is compatible only with 
the latter. Thus, the system would be much more likely to re-ask the same 
question later in the dialog in the latter case than in the former. 
However, the system attempts whenever possible to honor the user's decision 
to give a vague answer or none at all to a particular question. This is 
accomplished using the third major component of askability, recency. All 
questions that were asked in the round of dialog immediately preceding the 
current round of processing are temporarily given a recency score of l, which 
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produces an askability score of 0. As a result, once a question has been asked, it 
will not be asked again until the user has requested processing of his or her 
inputs to the system at least twice. And if it is possible to arrive at a final short 
list of possible techniques without a precise answer regarding the constraint 
variable in question, it will not be re-asked at all. 
After the questions have been reordered, fINDex resumes the questioning 
process using the new question priority sequence. The loop may be repeated as 
many times as required to converge on a small set of possible candidate 
forecasting techniques for the user's particular problem. 
MIXED-INITIATIVE DIALOG IN EASIFORM 
One of the major weaknesses of the fINDex prototype system was the fact that 
the system maintained almost total control over the sequence in which 
information was collected. Two features that have come to be seen as standard in 
nonfuzzy expert systems are the ability of the user to "volunteer" information 
about any system variable and the ability of the system to respond to "why"  
queries from the user by giving a meaningful explanation of the reasons for 
asking a particular question. 
EASIFORM is a successor program to fINDex, with the same goal of EArly 
Screening of FORecasting Methods. The user time interface of EASIFORM 
provides both a more user-friendly querying system and a way for the user to 
break out of the querying system to add data at his or her own discretion. 
Routine user input to EASIFORM is by form fill-out. The system fills the 
screen with the five most askable questions at the beginning of a consultation and 
after each round of processing. Below each question is a space for the answer, 
with the current value of the variable concerned isplayed. If the user has not 
responded to the question previously, the current value is the linguistic primitive 
"UNKNOWN";  if a question is being re-asked, the user's previous response 
appears. The latter case would occur if the user's previous response was a vague 
one such as "POOR TO VERY GOOD" and the corresponding variable turns 
out to be very important given the user's other responses. The user answers as 
many or as few of the five questions as desired and then indicates whether to 
process the latest batch of inputs or to continue with another screen showing the 
next five questions in askability order. Figuratively, the system is telling the user 
what it is interested in learning about, and the user responds to this in terms of 
the answers he or she is willing and able to supply. 
Each five-question form also offers another option, the WHY command. The 
first thing the user sees after entering "WHY"  is a list of all the constraint 
variables in the system, sorted from the most o the least askable. Also displayed 
for each constraint variable is its askability and the three numbers that determine 
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the calculation of askability: the importance, ignorance, and recency of the 
constraint variable. 
At this point, the user can either equest a detail report on one of the constraint 
variables or return to the main question screen. If the user requests a detail 
report, EASIFORM displays the current linguistic value of the indicated 
constraint variable followed by a list of each technique in the system, the 
technique's current possibility, the strictness of the constraint that the variable in 
question imposes on the technique, and the linguistic value of the constraint for 
which the rule base asserts that the technique is possible. (See Figure 1 for a 
sample detail report.) 
At the bottom of the detail report he user is asked "Do you want to change the 
value of the current constraint? (Y/N)." If an N is entered, the system gives the 
user the option of viewing another detail report or retunfing to the main question 
screen. If the response is Y, then the user can "volunteer" information about he 
constraint variable rather than waiting for the system to ask about it. 
When the user directs the system to process inputs, the possibilities of the 
DETAIL REPORT ON : MEDIUM TERM ACCURACY 
LINGUISTIC VALUE : UNKNOWN 
TECHNIQUE POSSI- STRICT ALLOWABLE VALUES 
BILITY -NESS 
HISTORICAL ANALOGY 1.00 
JUDGMENTAL METHOD .95 
MARKET RESEARCH .80 
INPUT-OUTPUT MODEL .35 
LIFE-CYCLE ANALYSIS .35 
CAUSAL METHOD .35 
ECONOMETRIC MODEL .01 
PANEL CONSENSUS .00 
VISIONARY FORECAST .00 
TREND PROJECTIONS .00 
REGRESSION MODEL .00 
MOVING AVERAGE .00 
EXPONENTIAL SMOOTHING .00 
BOX-JENKINS .00 
X- 11 .00 
INTENTION-TO-BUY SURVEYS .00 
DIFFUSION INDEX .00 
LEADING INDICATOR .00 
EXTRAPOLATIVE METHOD .00 
ECONOMIC INPUT-OUTPUT MODEL .00 
• 33 ATMOST GOOD TO FAIR 
.36 ATMOST POOR TO VERY GOOD 
.33 ATMOST GOOD 
.33 ATMOST GOOD TO VERY GOOD 
.33 ATMOST POOR TO GOOD 
.00 ATMOST GOOD TO EXCELLENT 
.00 ATMOST VERY GOOD TO EXCEL 
.51 ATMOST POOR TO FAIR 
.80 ATMOST POOR 
.33 ATMOST GOOD 
.33 ATMOST GOOD TO VERY GOOD 
• 80 ATMOST POOR 
.33 ATMOST POOR TO GOOD 
.33 ATMOST GOOD 
.33 ATMOST GOOD 
.33 ATMOST POOR TO GOOD 
.33 ATMOST POOR TO GOOD 
.33 ATMOST POOR TO GOOD 
.33 ATMOST POOR TO GOOD 
.33 ATMOST GOOD TO VERY GOOD 
DO YOU WANT TO CHANGE THE VALUE OF THE CURRENT CONSTRAINT (Y/N)? 
Figure 1. Sample Detail Report 
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techniques are updated as in flNDex. Next, the user sees a list of all the 
techniques in the system sorted from the most possible to the least possible. 
Techniques with a possibility rating above .5 appear on a red background, while 
techniques with a possibility of 1.0 appear in high-intensity display. At this point 
the user can exit from the program, view a text file giving references and 
additional information about techniques (in possibility order), or see more 
questions. If the latter option is selected, backward chaining similar to that in 
flNDex sorts the constraint variables, and the five most askable questions are 
displayed first in the question screen. The process continues until a short list of 
appropriate t chniques has been selected. 
ACQUIRING AND MAINTAINING FUZZY KNOWLEDGE 
EASIFORM uses a relational table rather than the more usual unstructured list 
of rules to store its knowledge. Each row of the table corresponds to one 
constraint variable, such as the availability of time or money, the quality of 
various orts of data to be input to the forecasting model, or the type and quality 
of forecast output needed. Each column of the table corresponds to one 
forecasting technique. Each entry in the table contains the linguistic value of the 
row variable that makes the column technique possible. (In the case of an ordinal 
universe of discourse such as quality of recent historical data, the linguistic value 
is interpreted as "poor,"  "fair ,"  "good,"  etc., while in the case of a cardinal 
universe of discourse such as money it is interpreted asa fuzzy set of budgets for 
which the technique in question is possible.) Thus, each cell in the table is 
equivalent to a rule that declares that if the value of the constraint variable 
corresponding to the row matches the linguistic value in the cell, then the 
technique corresponding to the column is possible. 
The relational representation has been demonstrated to be far faster for routine 
execution of the system; running STSC APL on an IBM PC with an 8087 
coprocessor, flNDex requires 24 seconds to process 10 new linguistic inputs, 
while EASIFORM requires 5 seconds for the same task. 
The relational approach as also proved advantageous for maintaining and 
refining an existing knowledge base; that is, editing the rules and adding new 
ones. Figure 2 shows the on-screen form displayed to the subject-matter expert 
when he or she is considering a particular constraint variable; each line of the 
display concerns the fuzzy set of values of the constraint variable that are 
compatible with one particular technique. The screen shows EASIFORM's 
current knowledge about how the variable constrains each technique; the expert 
changes this knowledge by moving the cursor to the appropriate line and 
overwriting the linguistic value there with a new one. Figure 3 shows the dual 
approach to knowledge refinement; here the subject-matter expert is considering 
one particular technique, and each line corresponds tothe fuzzy set of values of 
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CONSTRAINT : RECENT HISTORICAL DATA 
TECHNIQUE 
DELPHI METHOD 
MARKET RESEARCH 
PANEL CONSENSUS 
VISIONARY FORECAST 
HISTORICAL ANALOGY 
MOVING AVERAGE 
EXPONENTIAL SMOOTHING 
BOX-JENKINS 
X-II 
TREND PROJECTIONS 
REGRESSION MODEL 
ECONOMETRIC MODEL 
INTENTION-TO-BUY SURVEYS 
INPUT-OUTPUT MODEL 
ECONOMIC INPUT-OUTPUT MODEL 
DIFFUSION INDEX 
LEADING INDICATOR 
LIFE-CYCLE ANALYSIS 
JUDGMENTAL METHOD 
EXTRAPOLATIVE METHOD 
CAUSAL METHOD 
CURRENT ALLOWABLE VALUE 
ATLEAST FAIR 
ATLEAST FAIR 
ATLEAST FAIR 
ATLEAST FAIR 
UNKNOWN 
ATLEAST FAIR 
ATLEAST FAIR 
ATLEAST FAIR TO GOOD 
ATLEAST FAIR 
ATLEAST POOR 
ATLEAST GOOD 
ATLEAST FAIR 
ATLEAST POOR 
ATLEAST GOOD 
ATLEAST FAIR 
ATLEAST FAIR 
ATLEAST GOOD 
ATLEAST FAIR TO GOOD 
ATLEAST POOR 
ATLEAST FAIR TO VERY GOOD 
ATLEAST FAIR TO GOOD 
Figure 2. Knowledge Acquisition/Refinement Screen for a Constraint 
one particular constraint variable that are compatible with the technique in 
question. 
Another useful feature for knowledge acquisition and refinement hat the 
relational form makes feasible is the ability to create new concepts (techniques 
or constraint variables) by copying and modifying old ones. When the subject- 
matter expert adds a new technique, the system asks whether that technique 
resembles any other technique already in the system. If  the subject-matter xpert 
responds in the affirmative, the new technique is initialized with all of its 
constraint values set equal to those in the old, similar technique; these values are 
then displayed to allow the subject-matter xpert to make changes from this 
base. I f  the new technique does not resemble any old ones in the subject-matter 
expert's judgment, the constraints are initialized as "UNKNOWN."  A similar 
option exists in the procedure for adding a new constraint variable. One very 
effective way to use this facility is to define broad categories like "extrapolative 
method" or "causal method" first, and then add particular instances of  these 
and modify whichever ones of the "default" values pertaining to the general 
concept are necessary to particularize the specific instances. While it occurs 
under the direction of the subject-matter xpert, this process resembles the 
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TECHNIQUE : REGRESSION MODEL 
CONSTRAINT 
SHORT-TERM ACCURACY 
MEDIUM-TERM ACCURACY 
LONG-TERM ACCURACY 
TURNING POINT IDENTIFICATION 
RECENT HISTORICAL DATA 
LONG-TERM HISTORICAL DATA 
COMPARABLE HISTORY 
DELPHI COORDINATOR 
PANEL OF EXPERTS 
KNOWLEDGE OF STRUCTURAL RELATIONS 
COST 
TIME TO DO THE STUDY 
PRODUCT LIFE CYCLE 
AVAILABILITY OF EXPERT 
QUALITATIVE ROBUSTNESS 
QUANTITATIVE ROBUSTNESS 
CURRENT VALUE 
ATMOST GOOD TO VERY GOOD 
ATMOST GOOD TO VERY GOOD 
ATMOST POOR 
ATMOST VERY GOOD 
ATLEAST GOOD 
ATLEAST POOR TO FAIR 
ATLEAST POOR TO FAIR 
UNKNOWN 
UNKNOWN 
ATLEAST GOOD 
ATLEAST LOWER THREE 
ATLEAST LOWER WEEKS 
UNKNOWN 
ATLEAST FAIR 
UNKNOWN 
RATHER HIGH 
Figure 3. Knowledge Acquisition/Refinement Screen for a Technique 
automated systems for "property inheritance" used in more explicitly hierarchi- 
cal data structures. 
SUMMARY AND CONCLUSION 
Approximate reasoning with linguistic variables provides a rich medium for 
representing and communicating expert knowledge via interactive consultant 
systems. Recent developments in the technology of approximate r asoning allow 
the use of goal-directed processing based on backward chaining, mixed-initiative 
dialog between human and machine, and an efficient means for capturing and 
representing fuzzy knowledge. Continued refinement of these and related 
features hould lead to linguistic variables taking their place among the standard 
set of expert systems development tools. 
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