Abstract. We present c 0 -semigroup generation results for the free streaming operator with abstract boundary conditions. We recall some known results on the matter and establish a general theorem (already announced in [1]). We motivate our study with a lot of examples and show that our result applies to the physical cases of Maxwell boundary conditions in the kinetic theory of gases as well as to the non-local boundary conditions involved in transport-like equations from population dynamics.
Introduction
In this paper, we investigate the well-posedness of the following initial-boundary-value problem in L p -spaces (1 p < ∞) ∂φ ∂t (x, v, t) + v · ∇ x φ(x, v, t) = Q(φ)(x, v, t) (x, v) ∈ Ω × V, t > 0 (1.1a)
φ |Γ − (x, v, t) = H(φ |Γ + )(x, v, t) (x, v) ∈ Γ − , t > 0. (1.1c) where Ω is a smooth open subset of R N (N 1), V is the support of a positive Radon measure dµ on R N and φ 0 ∈ L p (Ω × V, dxdµ(v)) (1 p < ∞). The operator Q at the right-hand side of (1.1a) is a suitable linear operator on L p (Ω × V, dxdµ(v)). In (1.1c) cells undergo fission to give birth to two daughter cells, i. e. Hu = 2 u ∀u 0 [8] . The question of the well-posedness of (1.1) has been already addressed in several recent papers, see for instance [9, 10, 11] and the references therein. We present in this paper various approaches to answer this question and give also some new results. More precisely, our aim is to determine sufficient condition on the boundary operator H for which T H generates a c 0 -semigroup in L p (Ω × V, dxdµ(v)) (1 p < ∞). Our main result (Theorem 5.3) (already announced in [1] ) answer this question in general L p -spaces with arbitrary 1 p < ∞ by a constructive approach. Actually, our proof consists in deriving, by an appropriate change of unknown, an evolution problem equivalent to (1.1) and involving contractive boundary conditions. Note that the afore-mentioned result on contractive boundary conditions turns out to be a direct consequence of our main result. Moreover, known results referring to the so-called phase space approach (see Section 4 for more details) [12, 13] are also simple corollaries of our main theorem. We apply our results successfully to the following boundary conditions arising in practical situations:
• Local boundary conditions of Maxwell-type which are known to be well-suited to the kinetic theory of gases [2] and to neutron transport theory [4] .
• Non-local boundary conditions as the ones used in population dynamics. Note that this type of boundary conditions may be handle thanks to compactness arguments.
The outline of the paper is as follows. In the following section, we present some of the boundary conditions commonly adopted in the kinetic theory of gases and in population dynamics. These are the motivating examples we had in mind to apply our main result. In section 3, we introduce the functional setting and prove the classical generation theorem for contractive boundary conditions. In section 4, we present the so-called phase space approach. We begin with the particular case of slab geometry (section 4.1) and recall then the general result [12] which identify the class of phase spaces in which (1.1) is well-posed without any assumption on the boundary operator. After some examples showing that, out of this class of phase spaces, assumptions on the boundary conditions are needed, we present our main result Theorem 5.3 and show that all the afore-mentioned results are simple consequences of it. Finally, in section 5 we show that our result applies to the physical boundary conditions afore-mentioned. In an Appendix, we propose a brief discussion on the use of Batty and Robinson Theorem [14, 15] in the context of kinetic theory and we end this paper by some concluding remarks and open problems.
Examples of boundary conditions
We present in this section some examples of boundary conditions arising in applications. These examples are coming from the kinetic theory of gases or from population dynamics. The main feature of these latter is their non-local character whereas the boundary conditions are local in the kinetic theory of gases.
Local boundary conditions
Let us consider in this section the case of Maxwell-type boundary conditions which plays a fundamental role in the kinetic theory of gases (see for instance [3] ) and in neutron transport theory [4] . For simplicity, we assume throughout this section that dµ(·) is the Lebesgue measure with support V ⊂ R N (N 1). The natural class of boundary operators arising in the kinetic theory of gases is the one of boundary operators local with respect to x ∈ ∂Ω. Typically, such a boundary operator reads
where, for a. e. (x, v) ∈ Γ − , dΠ (x,v) (·) is a non-negative and bounded Radon measure on
is the probability that a particle (molecule of gas, neutron...) striking the wall ∂Ω at the point x with velocity between v ′ and v ′ + dv ′ will re-emerge at (practically) the same point with velocity between v and v + dv (see [2, 3, 4] for details). A particularly interesting model is the following.
Example 2.1. Let us assume that a fraction α (0 < α < 1) of particles undergoes a specular reflection while the remaining fraction 1 − α is diffused with the Maxwellian distribution of the wall M ω :
1)
θ 0 being the temperature of the surface ∂Ω (which is assumed to be constant). Then
where dδ(·) is the usual Dirac mass centered in 0. This corresponds to the classical Maxwell model, commonly adopted in the kinetic theory of gases [2] . ⋄ More generally, let us introduce the following definition of regular reflection boundary conditions, due to A. Palczewski [16] .
One say that R is a regular reflection boundary operator if there exists a C 1 -piecewise mapping V :
In practical situations, the most frequently used regular reflection conditions are (a) the specular reflection boundary conditions which corresponds to
(b) The bounce-back reflection conditions for which V(x, v) = −v, (x, v) ∈ Γ − and V has to be symmetric with respect to 0. ⋄
The main important feature of such boundary operators is that they are conservative, i. e., for any regular reflection operator R:
where α(·) ∈ L ∞ (∂Ω) is non-negative, R is a regular reflection operator, and
where h(·, ·, ·) 0 is measurable.
Remark 2.5. If C = 0, the boundary operator is said to be diffusive. More generally, the operator K is called the diffusive-part of H.
Non-local boundary conditions
For transport-like equations arising in population dynamics, the boundary conditions are no longer assumed to be local with respect to x ∈ ∂Ω (see for instance [8, 17, 18] and the monograph [5] ) as illustrated by the following example:
Example 2.6. In [19] , the author, together with M. Mokhtar-Kharroubi, studied a model of growing cell population proposed by Lebowitz and Rubinow [8] :
where
. This is a model of a proliferating cell population with inherited properties. The variable ℓ is the cycle length of cells, that is the time between cell birth and cell division. It is assumed to be determined at birth. The variable a represents the age of the individual cell. At birth, the age is obviously null whereas, at division, a = ℓ. The constant ℓ 1 (respectively ℓ 2 ) denotes the minimum (resp. maximum) cycle length. The unknown ϕ(a, ℓ, t) denotes the density of the cell population with age a and cycle length ℓ at time t 0. The function µ(·, ·) is the rate of cell mortality which is assumed to be bounded and non-negative. The boundary condition describes the birth-law (i.e. the transition from mother cycle length to daughter cycle length). For this model, the velocity space V reduces to the singleton
endowed with the Dirac mass centered in (1, 0) . One has X p = L p (Ω, dadℓ) (1 p < ∞) and Γ − = {(0, ℓ) ; ℓ 1 < ℓ < ℓ 2 } and Γ + = {(ℓ, ℓ) ; ℓ 1 < ℓ < ℓ 2 }. Let us consider the biological case
The free-streaming operator T H is given then by
with its usual domain and, in Eq. (2.3), the boundary operator H ∈ L(L p ((0, ℓ 2 ) , dℓ)) (1 p < ∞) is non-local with respect to x = (a, l) ∈ Ω:
⋄
As suggested by the above example, we can introduce non-local Maxwell-type boundary operators.
3 Setting of the problem and the classical case of contractive boundary conditions
Let us first introduce the functional setting we shall use in the sequel. Let
where Ω is a smooth interior (respectively exterior) domain of R N (N 1), i.e., Ω is bounded (resp. R N \ Ω is bounded). The boundary of the phase space ∂Ω × V splits as
where Γ ± = {(x, v) ∈ ∂Ω×V ; ±v ·n(x) > 0} and Γ 0 = {(x, v) ∈ ∂Ω×V ; ±v ·n(x) = 0}. We will assume throughout this paper that Γ 0 is of zero measure with respect to dγ(·)dµ(·), dγ(·) being the Lebesgue measure on ∂Ω. We define the partial Sobolev space
Suitable L p -spaces for the traces on Γ ± are defined as
For any ψ ∈ W p , one can define the traces ψ |Γ ± on Γ ± , however these traces do not belong to L p ± but to a certain weighted space [20, 21] . Let us define
The free-streaming operator associated with the boundary condition H is
A crucial role will be played in the sequel by the so-called time of sojourn in Ω.
For the sake of convenience, we will set
From a heuristic point of view, t(x, v) is the time needed by a particle having the position x ∈ Ω and the velocity −v ∈ V to go out Ω. One notes [22] 
Let us now derive the resolvent of T H . For any λ ∈ C such that Re λ > 0, define
and
Thanks to Hölder's inequality, all these operators are bounded on their respective spaces. More precisely, for any Reλ > 0
The resolvent of T H is given by the following (see for instance [23] ).
Then, for any Reλ > λ 0 ,
We recall now the well-known generation result concerning contractive boundary conditions. It can be found in [7, Theorem 2.2, Chapter XII] (see also [24] ). We recall here the proof of this (now classical) result since it will play a fundamental role in the sequel.
Proof : The proof consists in showing that T H is dissipative. From Proposition 3.2, one sees first that {λ ∈ C ; Reλ > 0} ⊂ ρ(T H ), where ρ(T H ) stands for the resolvent set of T H (in particular T H is closed). Let us now consider the case 1 < p < ∞ and let
Green's identity yields
Since H is a contraction and ψ |Γ − = H(ψ |Γ + ), one deduces that
For p = 1, one shows in the same way that
Now, let ψ ∈ D(T H ) and Reλ > 0 be fixed. Set ϕ = (λ − T H )ψ and denotes
One has Reλ ψ p = Re λψ, ψ * . Consequently
Therefore, for any Reλ > 0, ψ ϕ /Reλ, i. e.
The proof follows then from Lumer-Phillips Theorem.
Remark 3.4. Note that, resuming the above arguments, one can easily check that estimate (3.2) remains true if one assumes Hψ = ψ ∀ψ ∈ L p + . Indeed, with the notations of the above proof, T H ψ, ψ * = 0 for any ψ ∈ D(T H ). Unfortunately, this is not sufficient to prove that T H generates a c 0 -semigroup in X p as illustrated by the following example due to J. Voigt [22] . 
Clearly, ϕ n ∈ W 1 for any n ∈ N and, since
one has ϕ n|Γ ± ∈ L 1 ± and ϕ n ∈ D(T H ) for any n ∈ N. Now, one can easily show that
This proves that ϕ / ∈ D(T H ) and T H is not a closed operator in X 1 . ⋄ Remark 3.6. The above example shows that, for H = 1, T H may not be closed and consequently may not be the generator of a c 0 -semigroup in X p . Nevertheless, under the additional assumption H 0, it is possible to show, by a monotone convergence argument, that there exists an extension of T H that generates a c 0 -semigroup in X p [24] , [7, Theorem 2.3, Chapter XII]. For more considerations on non-negative conservative boundary conditions, we refer the reader to [25] ).
Remark 3.7. If H < 1, Theorem 3.3 implies that the type ω(T H ) of the c 0 -semigroup generated by T H is non-positive. Actually, it is possible to derive finer estimates of ω(T H ). We refer for instance to [26] in the case when 0 / ∈ V (see also Remark 4.2 thereafter in the case of the slab). 4 The phase space approach
The particular case of a slab
We begin this section by dealing with the study of the free streaming operator in slab geometry. This particular case has its own historical importance and received a peculiar interest during the last decade (see for instance [10, 27] 
In this case, the incoming and the outgoing part of Ω × V are
, the free streaming operator is given then by
It is possible to prove the following.
) admits a matrix representation [28] which allows to improve the estimate (4.2) (see [27] ).
This theorem has been proved independently by several authors. Let us mention here the seminal works of G. Borgioli and S. Totaro [9] and S. Totaro [27] who proved the result in the particular case p = 1 using a general theorem of Batty and Robinson [15] (for more details on the result of Batty and Robinson, see also the Appendix). More recently, M. Boulanouar proved Theorem 4.1 using a renormalization process similar to that used in Section 4.2 [10] .
The above result calls for comments. Surprisingly, Theorem 4.1 asserts that, whatever the boundary operator H is, the free-streaming operator T H generates a c 0 -semigroup in X p (1 p < ∞). Actually, as we will see hereafter, this result follows from the particular nature of the slab geometry. The drawback of this result is that it does not give any information of what may occur in other kind of geometry and leaves in the darkness the real mathematical difficulty. In fact, Theorem 4.1 is a simple consequence of the more general case studied in the following section.
The general phase space approach
The following illustrates the fact that the geometry of the phase space plays a crucial role for the well-posedness of kinetic equations [29, 12] . 
which proves that the phase space is regular. Theorem 4.3 has been proved by M. Boulanouar [12] and his proof is based upon a suitable renormalization argument. More precisely, it consists in studying the problem
is a suitable nonnegative function such that ω |Γ + = H p , ω |Γ − = 1 and, because of (4.3), ess sup
This last inequality implies that the norms on X p and on L Note that the proof of Theorem 4.3 in [29] is carried out by the method of characteristics, using the fact that, because of (4.3), the lengths of the characteristics curves have a positive lower bound. The proof of [29] also uses the above renormalization argument. 
The influence of the boundary operator
The results of Section 4.2 illustrate the fact that, to prove the well-posedness of kinetic equations associated to a non-contractive boundary operator H, the main difficulty relies on the fact that, for a convex domain Ω ⊂ R N with N > 1, the time of sojourn of particles in Ω may be arbitrary small. Recall that Theorem 4.3 asserts that, for a regular phase space (for which this time of sojourn is bounded away from zero), no assumption on the boundary operator is needed. This is no more the case in full generality as it is illustrated by the following example:
Example 5.1 (Bounce-back reflections). Let Ω be a smooth open and convex subset of R N (N 1) and let V = R N be endowed with the Lebesgue measure. Let us consider the boundary operator:
and H = α > 1. In [31] , the spectrum of the associated free-streaming operator T H is investigated and one can show that
where R ess (F k ) is the essential range of the measurable mapping:
Consequently,
This proves that the spectrum of T H is not confined in any left half-plane. In particular, T H is not a generator of a c 0 -semigroup in X p (1 p < ∞). ⋄ Remark 5.2. It is possible to exhibit similar examples from neutron transport models with specular reflection conditions [32] and for transport-like equations from population dynamics [19] (see also Example 2.6 below).
The previous example shows that, for a non-regular phase space, some assumption on the boundary operator is needed to prove that the associated streaming operator generates a c 0 -semigroup in X p . Moreover, Theorem 4.3 indicates intuitively that T H will be the generator of a c 0 -semigroup in X p provided H "does not take too much into account" the set {(x, v) ∈ Γ + , τ (x, v) = 0}.
Let us make more precise what we mean by this. For any ε > 0, denotes χ ε the multiplication operator in L p + by the characteristic function of the set
for any u ∈ L p + . Our main result is the following.
2)
where ε 0 = sup{ε > 0 ; Hχ ε < 1}.
Remark 5.4. Roughly speaking, assumption (5.3) is a smallness assumption of H in the neighborhood of {(x, v) ∈ Γ + ; τ (x, v) = 0} = {(x, v) ∈ Γ + ; v · n(x) = 0}. This means that the tangential velocities are weakly taken into account by H regardless of its norm.
Remark 5.5. A particular version of Theorem 5.3 has been first proved in [11] in the case p = 1 thanks to Batty-Robinson's theorem. Nevertheless, it appears that the result of [11] only apply to regular phase-spaces (see Appendix for details). [23] for details).
Remark 5.6. Note that it is possible to show, in the spirit of [19, Theorem 4.4], that
Let us explain the strategy we follow to prove this result. This strategy is inspired by a model from population dynamics (see Example 2.6) studied together with M. MokhtarKharroubi [19] . Our aim is to prove that the following evolution problem
where ψ 0 ∈ X p (1 p < ∞), is governed by a c 0 -semigroup in X p . We make use of a suitable change of unknown in the spirit of the one used in [19] (see also [7, Chapter XIII] ). This new unknown satisfies then an equivalent evolution problem (see below (5.5)) which, under assumption (5.1), involves a contractive boundary operator.
Let us introduce some useful definitions. For any 0 < q < 1, define the multiplication
where τ k (x, v) = min{τ (x, v); k}, (x, v) ∈ Γ + , k being any fixed positive real number. Let B q be defined by
The unbounded operators T H and T Hq are related by the following. Proof : Let 0 < q < 1 be fixed. One sees easily that B q is a continuous bijection from X p onto itself. Its inverse is given by
Since, for a. e. (x, v) ∈ Ω × V ,
Using that ϕ ∈ W p one gets
This proves that ψ ∈ D(T Hq ) i. e.
The converse inclusion is proved similarly. Finally, for ϕ ∈ D(T H ), according to (5.4)
As a consequence, one has the following. 
In other words, Proposition 5.8 indicates that the following evolution problem
is equivalent to problem (5.3) thanks to the change of variables ϕ(x, v, t) = e −t k (x,v) ln q ψ(x, v, t).
We are now in position to prove Theorem 5.3.
Proof of Theorem 5.3 : According to Theorem 3.3, it is enough to prove the result when H 1. Define Q = { 0 < q < 1 ; HM q < 1}. Proposition 5.8 together with Theorem 3.3 assert that if Q = ∅ then T H generates a c 0 -semigroup {U H (t) ; t 0} such that
where {V Hq (t) ; t 0} is the c 0 -semigroup in X p with generator T Hq (q ∈ Q). Thanks to assumption (5.1), let us fix 0 < ε < k so that Hχ ε < 1. Then, for any 0 < q < 1,
Consequently, HM q Hχ ε + H e ε ln q and, if
then q ∈ Q. One has then Q = ∅ and T H is a generator of a c 0 -semigroup {U H (t) ; t 0} in X p . On the other hand, it is clear that
and one checks that
Then, (5.6) implies
One deduces from (5.7) the following estimate
Remark 5.9. It has been shown above that, provided H fulfills (5.1), lim sup q→0 HM q < 1.
Therefore, setting λ = − ln q, with the notations of Section 3 one gets r σ (M λ H) < 1 for sufficiently large λ.
The results of the previous section are now simple corollaries of Theorem 5.3. Indeed, let us assume that τ 0 := ess inf
, one has
Therefore, Theorem 4.3 follows directly from Theorem and assumption (5.1) is met by any bounded boundary operator H. Note also that the estimate (4.4) follows from (5.8) and (5.2).
Application to Maxwell-type boundary conditions
We briefly show in this section how the results of the previous section apply to the boundary conditions described in Section 2. We begin by the local boundary conditions introduced in Definition 2.4. For p = 1, we have the following. 
Proof : It is easy to check that
Then, Theorem 5.3 leads to the conclusion.
When 1 < p < ∞, we have the following. |v · n(x)|dv×
Then T H is a generator of a c 0 -semigroup in X p .
Proof :
The proof is a direct application of Theorem 5.3 and follows from straightforward calculations (for the details see [23] ).
Remark 6.3. It is possible to replace assumption (6.1) by lim ε→0 ess sup
(1/p + 1/q = 1).
For practical situations (see Example 2.1), it is useful to state the following. 
where We will restrict ourselves with the case 1 < p < ∞, the case p = 1 being much simple. For any ε > 0, define
Clearly, for any 0 ε < ε ′ ,
Note that f 0 ∈ L ∞ (Ω) according to (6.2) . Moreover, using the continuity of n(·) and τ (·, ·) (see [22] ) it is possible to show [23, p. 194-195] 
Thus, using (6.2) together with the dominated convergence theorem,
Using (6.4) and the continuity of f ε (·), Dini's Theorem yields
one gets (6.3). Finally, since C ess sup x∈∂Ω α(x) < 1, Theorem 5.3 leads to the conclusion.
Remark 6.5. The main notable fact of Proposition 6.4 is that generation occurs for arbitrarily large β(·). This comes from the fact that β(·) is only space-dependent and does not care about the tangential velocities (see Remark 5.4).
Example 6.6. Let us consider the Maxwell model described previously. Precisely, assume that, for any ψ ∈ L p + ,
where α ∈ L ∞ (∂Ω) is non-negative and M ω is the Maxwellian of the wall given by (2.1).
One easily derive from Proposition 6.4 that, if
The case of non-local boundary operators as described in by Definition 2.7 is covered by the following result when p = 1.
where the kernel κ(·, ·, ·, ·) 0 is measurable and dγ(·) is the Lebesgue measure on the surface ∂Ω. If
Proof : The proof follows from Theorem 5.3 and from the fact that
since κ(·, ·, ·, ·) is non-negative.
For 1 < p < ∞, one has the following result, based on compactness arguments.
Proof : Note that
. Since the truncation operator χ ε goes to zero as ε → 0 in the strong operator topology (and consequently uniformly on any compact subset of L q − ) it follows from the compactness of
Hence lim sup ε→0 Hχ ε C < 1 which ends the proof thanks to Theorem 5.3.
Example 2.6 (revisited). Let us go back to Example 2.6. Let the boundary operator
If p = 1, one deduces from Theorem 6.7 that, provided lim ε→0 (ess sup
then T H generates a c 0 -semigroup in X 1 (see also [19, Corollary 3.2] ). For 1 < p < ∞, it is also possible to prove the well-posedness of (2.3) thanks to Theorem 6.8 under some (natural) assumption on the transition kernel k(·, ·) (see [19, Corollary 3 .1] for details). ⋄ Remark 6.9. Note that, if ℓ 1 > 0, the phase space Ω × V is regular so that, thanks to
Concluding remarks
We gave in this paper an overview of c 0 -semigroup generation results for free-streaming operators with abstract boundary conditions. Actually, we emphasize here that, to our mind, the right approach is the one explained in Section 5 which consists in dealing with the boundary operators rather than with the phase space. Indeed, for applications, the phase space is given a priori and it appears to us that the interesting question is to determine, for a given phase space, the class of boundary operators H such that T H generates a c 0 -semigroup in some suitable L p -space. One saw that this occurs under some suitable smallness assumption on H in the vicinity of the tangential velocities. The important feature of such a result (Theorem 5.3) is that no global assumption on H is needed. Moreover, already known generation results for regular phase space turn out to be simple consequence of our main result. This comes from the fact that, for this kind of geometry, the set of tangential velocities is empty. We also emphasize the fact that Theorem 5.3 is well-suited to the study of transport-like equations with practical boundary conditions arising in the field of mathematical physics (neutron transport equations, linear kinetic of gases...) or from population dynamics. We point out that, by standard perturbation arguments, the results of this paper imply the well-posedness (in the semigroup sense) of the initial-boundary value problem (1.1) given in Introduction with
Precisely, at least for σ(·, ·) ∈ L ∞ (Ω × V ) and for a measurable kernel κ(·, ·, ·) such that the operator
It is an open question to know whether such a result is still valid for unbounded cross-sections σ and K. Such a question is of relevant interest in the study of the linearized Boltzmann equation (see [3] ). Hopefully, one should generalize the generation result proposed in [33] (dealing with the absorbing case H = 0) to more general boundary conditions. Results in this direction are already known in the peculiar case of slab geometry [34, 35] and, more generally, for regular phase space [29] .
We conclude this section with an interesting conjecture. To our knowledge, all the existing examples of free-streaming operator T H that does not generate a c 0 -semigroup in X p (1 p < ∞) are such that the spectrum of T H does not lie in a left half-space or that T H is not closed (see Examples 2.5 or 4.1 for instance). Moreover, one saw that the smallness assumption on H (5.1) can be seen as an existence assumption of the resolvent of T H for large λ (see Remark 5.9 ). This suggests the following conjecture. Actually, the use of Batty-Robinson Theorem in L 1 -space (see the following Appendix) supports us in the belief that the main difficulty to prove that T H is a generator is not to find a suitable estimate on the resolvent of T H but rather to prove that this resolvent does exist. Work is in progress in this direction.
Appendix: The Batty-Robinson Theorem
In this section, we say a few words about a useful tool used in kinetic theory to derive generation theorem in L 1 -space. The following abstract result is due to J. K. Batty and D. W. Robinson [15] (see also [14] for a very elegant proof of this theorem).
Let X be an ordered Banach space whose positive cone is generating and normal, i.e., X = X + − X − and X ⋆ = X ⋆ + − X ⋆ − where X ± (respectively X ⋆ ± ) denote the positive and negative cone in X (resp. in X ⋆ ).
An operator A on X is said to be resolvent positive if there exists ω ∈ R such that ]ω, +∞[⊂ ρ(A) (the resolvent set of A) and (λ − A) −1 0 for any λ > ω. Note that the hypothesis (A.1) requires an inverse estimate with respect to the HilleYosida theorem. Note also that, in practical situations, the Banach space X is a L 1 -space.
The use of Batty-Robinson's Theorem in kinetic theory is due to our knowledge to G. Borgioli and S. Totaro [9] in order to prove Theorem 4.1 in a L 1 -setting. More recently, this result has been used successfully by several authors [36, 11] . In particular, K. Latrach and M. Mokhtar-Kharroubi [11] According to Assumption (A.3), Hu ε u ε and, since Hu ε = H ε u ε (where we used the notations of Section 5), this shows that
and contradicts Assumption (5.1). This fact has not been noticed by the authors of [11] and suggests that the Batty-Robinson's Theorem applies in the kinetic theory only to regular phase-spaces.
