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Abstract
Il termine portafoglio viene usato in finanza o in economia per indicare una col-
lezione di titoli finanziari. Il problema dell’allocazione ottimale delle risorse fi-
nanziare e` dunque spesso quello di massimizzare il rendimento, minimizzando al
contempo il rischio del portafoglio. La teoria di portafoglio, in ambito finanziario,
ha lo scopo di costruire un investimento con caratteristiche desiderabili, data una
disponibilita` di beni finanziari. Queste caratteristiche possono essere ad esempio
la massimizzazione del rendimento medio, la minimizzazione del rischio, o il rag-
giungimento di un certo ammontare di capitale. Il problema della selezione di un
portafoglio e` visto come un compromesso ottimale tra il rischio a cui ci si sotto-
pone e il rendimento che ci si aspetta.
Problemi come quello della selezione di portafoglio sono affrontati mediante
tecniche proprie della programmazione stocastica. La programmazione stocas-
tica studia problemi di ottimizzazione che coinvolgono parametri di incertezza. I
modelli di programmazione stocastica sono caratterizzati dall’ipotesi che alcuni
fattori di incertezza siano rappresentabili adeguatamente da variabili aleatorie, e
il loro uso e` stato agevolato dalla rapida crescita della capacita` computazionale
dei calcolatori. In economia e in finanza questi modelli sono utilizzati per studi-
are i comportamenti dei consumatori, la formazione dei prezzi, l’andamento dei
mercati, fornendo cosı` un perfetto campo di applicazione della programmazione
stocastica. Il problema della selezione di un portafoglio, una volta definite formal-
mente le variabili, diventa un problema di ottimalita`, ovvero di programmazione
stocastica.
La moderna teoria di portafoglio nasce con il modello media-varianza, che
ipotizza scelte di portafoglio basate soltanto sulla media e varianza dei rendimenti
del portafoglio, essendo il rischio definito come la deviazione standard del rendi-
mento di un portafoglio. La teoria di portafoglio e` basata sull’assunzione che
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l’investitore sappia sempre scegliere in maniera razionale, data una serie di alter-
native, quella che meglio si adatta alle sue preferenze. Questa ipotesi e` sviluppata
in maniera rigorosa per la prima volta mediante la teoria dell’utilita` attesa. La
teoria dell’utilita` attesa rappresenta un passo in avanti rispetto al modello media-
varianza, e fornisce l’ambito teorico entro il quale l’investitore puo` scegliere tra
le possibilita` che gli si propongono sulla base delle sue preferenze. Le preferenze
dei consumatori, e concetti come l’avversione o la propensione al rischio, si tra-
ducono in altrettanti concetti all’interno delle teorie dell’utilita`.
La teoria dell’utilita` attesa ha tuttavia messo in evidenza alcune criticita`. Queste
criticita` ad esempio identificano comportamenti che non sono consistenti con le
preferenze soggettive del decisore, come nel caso del paradosso di Ellsberg. Per
tale motivo viene introdotto un recentissimo sviluppo della teoria dell’utilita` at-
tesa, ovvero la teoria dell’utilita` incerta, capace di far fronte a molte delle criticita`
della teoria dell’utilita` attesa.
In questo lavoro di tesi applichiamo poi i principali metodi illustrati per real-
izzare un’ottimizzazione di portafoglio a partire da dati reali, ovvero i rendimenti
dei titoli che prendiamo in esame, lungo un periodo temporale di un anno. I
modelli che applichiamo all’ottimizzazione di portafoglio sono il modello media-
varianza di Markowitz, la teoria dell’utilita` attesa, e la teoria dell’utilita` incerta.
Le metodologie applicate producono scelte di portafoglio diverse, che vengono
discusse, illustrando le peculiarita` e i vantaggi di ogni metodo. Le simulazioni
numeriche che riportiamo sono state prodotte usando il linguaggio di program-
mazione MATLAB R©.
KEYWORDS: Teoria dell’utilita` incerta; Teoria dell’utilita` attesa; Program-
mazione stocastica; Scelte di portafoglio; Matlab
Chapter 1
INTRODUZIONE ALLA
PROGRAMMAZIONE
STOCASTICA
La programmazione stocastica (SP, da Stochastic Programming) studia i prob-
lemi di ottimizzazione che coinvolgono parametri di incertezza. Uno dei vantaggi
nell’uso della programmazione stocastica, rispetto ad altri modi di rappresentare
quantita` incerte, e` dato dalla sua flessibilita` nell’adattarsi ai fenomeni da studiare,
unita pero` ad un rigore dovuto soprattutto alle solide basi matematiche di teoria
della probabilita` e di processi stocastici dai quali muove. L’uso di modelli di pro-
grammazione stocastica, ovviamente, e` stato molto agevolato dalla rapida crescita
della capacita` computazionale dei calcolatori, e dal conseguente miglioramento
delle tecnologie di risoluzione automatica dei problemi. Cio` che contraddistingue
la programmazione stocastica e` l’ipotesi che alcuni fattori di incertezza siano rap-
presentabili adeguatamente da variabili aleatorie, l’effetto delle quali e` soltanto in
parte, o per nulla, modificabile o controllabile mediante il nostro intervento. In
economia e in finanza tali variabili aleatorie vengono correntemente utilizzate per
modellare ad esempio i comportamenti dei consumatori, la formazione dei prezzi,
l’andamento dei mercati, fornendo cosı` un perfetto campo di applicazione della
programmazione stocastica.
La programmazione matematica, anche detta ottimizzazione matematica, e` il
contesto generale in cui si collocano le tecniche di programmazione stocastica,
e riguarda lo sviluppo di tecniche per selezionare il migliore (migliore rispetto
ad un determinato criterio di ottimizzazione, appunto), elemento di un insieme.
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Un gran numero di problemi che riguardano l’identificazione e la determinazione
di decisioni soggette a vincoli di diversa natura puo` essere modellato e risolto
con metodi propri della programmazione matematica. Il processo che porta alla
risoluzione dei problemi mediante programmazione matematica puo` essere rap-
presentato da una prima fase di modellazione del problema, una successiva fase
di implementazione del modello mediante linguaggio algebrico, ed un’ultima fase
che prevede la risoluzione del problema con l’aiuto di algoritmi adatti al problema
in questione.
Le tecniche della programmazione stocastica vengono utilizzate quando una
definizione o una rappresentazione deterministica dei problemi affrontati appare
troppo semplicistica. Ai fini della risoluzione di un problema, viene spesso ipo-
tizzato che i dati che caratterizzano il problema stesso siano deterministici, ossia
noti con certezza. Sebbene in un problema proveniente dal mondo reale questa
ipotesi non sia mai del tutto vera, la risoluzione del problema potrebbe comunque
essere ad un livello accettabile di approssimazione, per cui puo` essere tranquilla-
mente accettata. Se ad esempio volessimo conoscere l’altezza media degli abitanti
di una citta`, potremmo accettare che nelle singole misurazioni errori inferiori al
millimetro sono trascurabili. Questo perche´ accettiamo il fatto che un millimetro,
paragonato a quella che ci aspettiamo sia l’altezza media di una popolazione di
umani (quindi dell’ordine del metro), sia un errore trascurabile.
Tuttavia, in molte situazioni l’incertezza delle misurazioni - data dall’errore
insito nelle quantita` che si vanno a utilizzare, dalla mancanza di conoscenza ade-
guata del fenomeno o dalla difficolta` nel rappresentarlo adeguatamente - e` parag-
onabile all’ordine di grandezza delle quantita` stesse. Questo e` il caso, ad esem-
pio, di molte misurazioni indirette in ambito medico, che forniscono una stima
parecchio incerta (rumorosa, in gergo) dei parametri d’interesse; oppure di molte
quantita` in ambito finanziario e economico, nelle quali l’incertezza non e` dovuta
ad un’imprecisione nella misurazione, ma semplicemente al fatto che il caso gioca
un ruolo predominante.
La programmazione, nel suo approccio tradizionale, tiene conto implicita-
mente dell’ipotesi che i dati siano deterministici, usufruendo in tal modo di una
riduzione in termini di complessita` del problema. Ma cosa accade se lo scenario
reale si discosta da quello modellizzato a tal punto che l’ipotesi di determinismo
dei dati non e` affatto applicabile? Occorre allora introdurre il concetto di in-
certezza in un problema decisionale. Esistono alcune metodologie che permettono
di includere dati, o condizioni di incertezza in un modello, generalizzando quindi
i modelli di tipo deterministico: tra le piu` comuni vi sono l’analisi di sensitivita`,
9le simulazioni, l’analisi degli scenari, e infine la programmazione stocastica.
I modelli di programmazione stocastica possono essere applicati a problemi
decisionali con parametri incerti, i quali vengono caratterizzati mediante distribu-
zioni di probabilita`. I modelli della programmazione stocastica sono generaliz-
zazioni aleatorie di modelli della programmazione matematica, che invece sono
deterministici. Le proprieta` che rendono la programmazione stocastica attraente
da un punto di vista della modellazione decision-making, sono la possibilita` di
trattare molte variabili decisionali, l’inclusione di diversi periodi temporali in cui
le decisioni vengono prese, l’uso di funzioni obiettivo caratterizzate da una certa
aspettativa e di distribuzioni di probabilita` note o parzialmente note.
Una delle idee fondamentali alla base della programmazione stocastica e` il
concetto di ricorso. Il ricorso e` la capacita` di prendere decisioni correttive dopo
che un evento casuale si e` verificato. Il concetto di ricorso e` legato a quello di
stage: tipicamente i modelli stocastici includono una dimensione temporale che
identifica una successione degli eventi casuali. Uno stage puo` essere interpre-
tato come un istante lungo questo asse temporale, in cui un’azione o un insieme
di azioni correttive e` effettivamente intrapresa. Un metodo molto diffuso per ri-
solvere problemi con parametri di incertezza e` quello di identificare una serie di
scenari futuri e di assegnare un diverso peso (probabilita`) a ciascuno di essi. Un
metodo alternativo puo` essere quello di considerare, anziche´ gli scenari singolar-
mente, il valore atteso dei parametri su tutti gli scenari ed utilizzare questo valore
in un modello deterministico.
I dati a cui vengono applicate le tecniche inferenziali o previsionali della pro-
grammazione stocastica sono solitamente di due tipi:
1. Cross section, se le osservazioni che abbiamo a disposizione sono relative
ad individui diversi;
2. Serie storiche, se quelle che abbiamo a disposizione sono osservazioni, su
una o piu` variabili, che si protraggono nel tempo.
Nel caso di cross section si considera un insieme di N dati osservati e lo si con-
sidera come una delle possibili realizzazioni di N variabili casuali, le quali spesso
a loro volta si suppone che siano indipendenti e identicamente distribuite. Se, ad
esempio, si rilevano peso e statura di N individui, e` un’ipotesi ragionevole pen-
sare che: (i) le caratteristiche fisiche dell’i-esimo individuo non sono correlate a
quelle degli altri individui (indipendenza delle variabili aleatorie); (ii) la relazione
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(incognita) tra peso e statura che vale per l’i-esimo individuo e` essenzialmente la
stessa per tutti gli individui (variabili aleatorie identicamente distribuite). Questo
tipo di assunzione sulle variabili aleatorie, indicato anche con i.i.d. (variabili
aleatorie indipendenti e identicamente distribuite) puo` essere fatto in molti casi
in cui i dati osservati derivano da un esperimento controllato.
Il caso di dati derivanti da serie storiche presenta la caratteristica peculiare
derivante dal fatto che il tempo ha una direzione e quindi, in tale contesto, la ten-
denza di molti fenomeni ad evolversi in maniera piu` o meno regolare porta ad
affermare che il dato rilevato al tempo t sia piu` simile a quello rilevato al tempo
t− 1 piuttosto che in epoche piu` distanti nel tempo. Questa caratteristica e` chia-
mata persistenza e differenzia nettamente i campioni di serie storiche da quelli di
cross section; mentre nei primi l’ordine dei dati e` fondamentalmente importante,
nei secondi e` del tutto irrilevante.
Un campione di T osservazioni consecutive nel tempo non viene solitamente
pensato come una realizzazione di T variabili casuali diverse, ma come parte
di un’unica realizzazione di un processo stocastico, la cui persistenza e` data dal
grado di connessione fra le variabili casuali che lo compongono. In questa cor-
nice si puo` pensare a un processo stocastico come ad una sequenza di variabili
aleatorie.
Definizione 1 Un processo stocastico e` una famiglia di variabili aleatorie {Xt , t ∈
S⊂ R}, definite tutte su uno stesso spazio di probabilita`.
Se il sottoinsieme S⊂R e` un intervallo di numeri interi, il processo stocastico sara`
detto discreto, mentre se S= [T0,T ]⊂R il processo stocastico sara` detto continuo.
In generale un problema di ottimizzazione matematica si pone come la min-
imizzazione (o la massimizzazione) di una funzione L : D ⊆ R→ R, ovvero la
ricerca di un elemento x0 che renda minimo (o massimo) il valore di L nel do-
minio D:
x0 ∈ D : L(x0)≤ L(x) per ogni x ∈ D.
La funzione L in questo caso e` detta funzione obiettivo, oppure funzione costo,
mentre il dominio D e` chiamato spazio dei vincoli. Va notato che ogni problema
di massimizzazione puo` essere ricondotto ad un opportuno problema di minimiz-
zazione minimizzando la funzione −L, che restituisce lo stesso risultato. Nella
pratica spesso si usa mantenere un problema di ottimizzazione come minimiz-
zazione o come massimizzazione, a seconda della comodita` di notazione, oppure
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per ricondurlo a forme standard prestabilite.
In accordo con la comodita` di notazione, e per rappresentare piu` intuitivamente
i problemi di ottimizzazione, lo spazio dei vincoli e` spesso rappresentato mediante
equazioni o disequazioni. Vale a dire che D e` definito come lo spazio delle x ∈Rn
che soddisfano ad una serie di disequazioni e equazioni:{
f (x)≥ 0
g(x) = 0
In altre parole si cerca il minimo (o il massimo) della funzione L, ma con i vincoli
imposti su x dalle disequazioni e dalle equazioni che questo deve soddisfare me-
diante f (x),g(x).
Storicamente, le prime formule basate sull’applicazione di tecniche dell’analisi
matematica, per il calcolo dei minimi di una funzione, furono scoperte da Pierre
de Fermat e Joseph-Louis Lagrange (piemontese di nascita, Giuseppe Luigi La-
grangia). Gli sviluppi di quella che poi si chiamera` programmazione lineare sono
principalmente dovuti a Leonid Kantorovich, mentre a George Dantzig e` dovuta
l’invenzione dell’algoritmo del simplesso. Infine, John von Neumann ha svilup-
pato la teoria della dualita`.
1.1 Classificazione dei problemi di ottimizzazione
I problemi di ottimizzazione possono essere classificati in base a diversi criteri.
Una prima classificazione dei problemi di ottimizzazione si ottiene considerando
la classe a cui appartiene la funzione obiettivo. Diamo qui un elenco (non esaus-
tivo) delle categorie con cui puo` essere classificato un problema di ottimizzazione,
andando dal modello piu` particolare al modello piu` generale, sebbene questa di-
rezione non possa essere seguita alla lettera.
• Programazione Lineare (Linear Programming)
In questo caso la funzione obiettivo e` lineare, e l’insieme dei vincoli puo`
essere espresso mediante equazioni e disequazioni lineari. Si puo` cauta-
mente dire che rappresenti il caso piu` semplice e piu` particolare delle cat-
egorie trattate, e che tuttavia ha un notevole potere esplicativo e di rapp-
resentazione. La maggior parte degli algoritmi per risolvere problemi di
ottimizzazione agiscono nell’ambito di questa categoria.
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• Programmazione Quadratica (Quadratic programming)
In questo caso la funzione obiettivo e` un polinomio (in una o piu` variabili) di
secondo grado, mentre i vincoli sono espressi da funzioni lineari. In questa
classe rientrano naturalmente anche i problemi di programmazione lineare.
• Programmazione Convessa (Convex programming)
In questo caso la funzione obiettivo e l’insieme dei vincoli sono convessi.
Questa e` una classe abbastanza ampia di problemi, che comprende quelli
della programmazione lineare, e una parte dei problemi di programmazione
quadratica. Nonostante cio`, esistono una serie di strumenti atti a risolvere i
problemi di ottimizzazione in questa classe. Il lettore puo` riferirsi ad esem-
pio a [8].
• Programmazione Nonlineare (Nonlinear programming)
In questo caso la funzione obiettivo e i vincoli sono espressi da funzioni
nonlineari. Essendo una classe molto generale, e che comprende i prob-
lemi di ottimizzazione delle precedenti categorie, e` di difficile trattazione,
molto spesso impossibile o approcciabile soltanto mediante soluzioni ap-
prossimate. Il lettore puo` riferirsi, per una trattazione sull’argomento, a [6].
• Programmazione Stocastica (Stochastic programming)
Su questo caso si concentra il lavoro della tesi. Qui la funzione obiettivo,
oppure i vincoli, dipendono da variabili aleatorie. Questo caso non puo` ri-
entrare direttamente in nessuno dei precedenti, in quanto e` diverso lo spazio
entro il quale si deve cercare l’elemento che da` l’ottimo, che in questo caso
comprende delle variabili aleatorie.
• Programmazione Intera (Integer programming)
In questo caso le variabili da minimizzare sono vincolate ad assumere valori
interi. A dispetto del fatto che la limitazione a valori interi possa sembrare
un’agevolazione, la programmazione intera non rientra in nessuna delle
tradizionali categorie (lineare, quadratica, convessa) in quanto a tecniche
utilizzate, e i suoi problemi sono di difficile risoluzione. La ragione princi-
pale e` che non si possono utilizzare direttamente tecniche differenziali, che
non si applicano ai numeri interi.
• Dynamic Programming (Programmazione Dinamica) Questo caso si dif-
ferenzia dagli altri per l’approccio che si utilizza. Infatti in questa catego-
ria i problemi di si risolvono mediante una strategia di ottimizzazione che
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risolve il problema riconducendolo a sotto-problemi, piu` semplici da risol-
vere.
1.2 Analisi di sensitivita`
Nel caso in cui si volesse stabilire quanto eventuali incertezze nella stima dei
parametri di riferimento - dovuti a errori di misurazione, parziale conoscenza, o
altro - influenzano il risultato del problema di ottimizzazione, una via che si puo`
seguire e` la cosiddetta analisi di sensitivita`. Tale analisi aiuta a capire quanto
una eventuale soluzione deterministica resiste a imprecisioni varie eventualmente
presenti nei parametri del problema. In altre parole, l’analisi di sensitivita` e` una
maniera di scoprire se gli output di un algoritmo sono ancora affidabili a fronte
di perturbazioni in alcuni dati del problema. Essa permette di studiare l’impatto
che una variazione di un parametro, un coefficiente nella funzione obiettivo o in
un vincolo, ha sulla bonta` della soluzione. Cio` che l’analisi di sensitivita` studia
matematicamente, e` il tasso di incremento o decremento della funzione obiettivo
al variare dei parametri che si vogliono analizzare. In tal modo, se questi para-
mentri variano entro un determinato range, la funzione obiettivo puo` rimanere
pressoche´ o del tutto invariata, e dunque la nostra decisione rimane ottimale; op-
pure la funzione obiettivo puo` variare sensibilmente, e dunque la decisione non
e` ottimale per variazioni di quei parametri. Quindi tali analisi di sensitivita` stu-
diano la variazione della fuzione obiettivo al variare dei singoli parametri che vi
compaiono, per capire se si possano mantenere ragionevoli livelli di robustezza
dell’output quando i singoli parametri cambiano.
I fattori da tenere in considerazione in un’analisi della sensitivita` sono molteplici,
e dipendono dal tipo di problema in considerazione, e dall’ambito e dalle im-
postazioni del problema stesso. A titolo di esempio ne citiamo due, tra i princi-
pali:
• Correlazione tra i parametri
I piu` comuni metodi di analisi assumono l’indipendenza tra gli input del
modello, ma nella realta` tali input sono correlati, a volte fortemente. In
questo caso un’analisi della sensitivita` potrebbe servire a stabilire quanto
robusto e` il risultato rispetto alla dipendenza/indipendenza dei parametri, e
dunque quanto l’ipotesi di indipendenza e` effettivamente adatta a risolvere
il problema.
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• Non linearita`
I metodi di analisi spesso si basano su linearizzazioni di problemi non lin-
eari, che permettono cosı` di giungere ad una soluzione. Nella realta` invece
i problemi possono essere fortemente non lineari, e a fronte di soluzioni
ottenibili facilmente o ottenibili algoritmicamente, un’analisi della sensi-
tivita` potrebbe essere utile a valutare quanto la linearizzazione incide sulla
soluzione finale, e in che modo.
L’analisi della sensitivita` dunque analizza l’output di una funzione come funzione
dei singoli parametri che intervengono nella funzione. A seconda di come si quan-
tifica l’incertezza che puo` intervenire per i singoli parametri, e a seconda di come
si misura la sensitivita` stessa dell’output, vi sono molte tecniche per fare un’analisi
di sensitivita`, che possono basarsi su metodi analitici, su ipotesi ad hoc oppure
formulate a priori sulla natura dei dati da analizzare. In generale l’incertezza
associata ai singoli parametri puo` essere modellata mediante l’appartenenza ad
un range di valori, oppure mediante l’uso di variabili aleatorie. Alcune tecniche
per assegnare delle misure di sensitivita` utilizzano per esempio appropriate de-
composizioni della varianza degli output, oppure valutazioni basate sulle derivate
parziali o loro discretizzazioni, o ancora basate sugli effetti della variazione dei
singoli parametri.
1.3 Analisi degli scenari
La generazione degli scenari e` un passo importante per la corretta specificazione
del problema di ottimizzazione stocastica nei casi conreti. L’analisi degli scenari e`
un’analisi che permette di comprendere, almeno in parte, la struttura dei possibili
sviluppi futuri del sistema (albero degli scenari), e puo` essere determinata in di-
versi modi, in relazione sia alla natura che alla struttura del problema considerato.
L’approccio degli scenari si basa sull’assunzione che sia possibile identificare
alcune combinazioni piu` interessanti tra quelle che possono scaturire dai possi-
bili valori dei nostri parametri incerti: perche´ piu` probabili delle altre, perche´ piu`
significative, o perche´ in qualche maniera enumerabili quasi esaustivamente. Tali
combinazioni sono chiamate appunto scenari. La soluzione del problema di ot-
timizzazione viene poi conseguita per ogni possibile scenario, creando cosı` una
sorta di ventaglio di situazioni possibili, insieme con le loro soluzioni. In tale
modo l’incertezza sui parametri viene ridotta all’incertezza tra i diversi scenari, i
quali restringono il campo a poche, o comunque a un numero finito, possibilita`.
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La soluzione ottimale ed il corrispondente valore della funzione obiettivo sono
poi esaminati seguendo adeguate euristiche. E` comprensibile, dunque, quanto
e` importante fornire al modello una rappresentazione il piu` possibile accurata
dell’evoluzione del sistema. La difficolta` connessa alla ricerca di previsioni pun-
tuali attendibili e la necessita` di considerare le evoluzioni meno probabili del sis-
tema, possono essere in parte superate considerando esplicitamente tali evoluzioni
entro un approccio all’incertezza basato sull’analisi a scenari.
Definiamo uno scenario come una possibile realizzazione di un processo sto-
castico. L’ipotesi fondamentale alla base dell’analisi di scenario e` che un limitato
numero di scenari sia adeguato per rappresentare lo sviluppo futuro del sistema e
il comportamento della componente aleatoria. Graficamente, gli scenari vengono
rappresentati mediante strutture ad albero in cui ciascun nodo corrisponde ad uno
stato del sistema in un dato periodo. Nell’analisi di scenario e` importante definire
un appropriato orizzonte temporale e specificare un metodo per la generazione e
la selezione degli scenari. La struttura e l’estensione dell’albero determinano una
distribuzione di probabilita` discreta che si assume in qualche maniera rappresen-
tativa di tutte le possibili realizzazioni future.
1.3.1 La valutazione degli scenari
La generazione e la selezione degli scenari rappresentativi delle diverse evoluzioni
che possono avere le traiettorie di un sistema, passa attraverso un criterio di valu-
tazione che in qualche maniera permetta di stabilire cio` che e` importante rappre-
sentare e cio` che non lo e`. La generazione degli scenari che ne discende e` quindi
valutata di solito secondo i seguenti criteri, che sono spesso anche le finalita` ultime
per le quali gli scenari sono generati.
• Credibilita` o ammissibilita`
Gli scenari generati devono essere innanzitutto ammissibili, ovvero devono
essere possibili traiettorie del sistema che corrisponde al problema di ot-
timizzazione (ammissibilita`). Inoltre gli scenari devono descrivere situ-
azioni verosimili (credibilita`), con riferimento allo stato attuale e passato
del sistema che viene descritto.
• Ampiezza
A fronte di una elevata copertura dei fattori rilevanti viene chiesta una mag-
giore mole di informazioni. E` particolarmente importante quindi distinguere
ampiezza dell’analisi e numero degli scenari considerati.
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• Consistenza o coerenza: le realizzazioni delle variabili non devono con-
trastare tra loro e con il passato.
Quanto allo scopo per cui sono creati gli scenari, e ai diversi tipi di scenario
che si possono creare, abbiamo diverse classificazioni che possono essere prese
in considerazione. Una di queste classificazioni e` basata proprio sulle ipotesi e
sulle finalita` per cui gli scenari sono costruiti. Sulla base di tali variabili, vengono
classificati nelle seguenti due tipologie:
• Scenari esplorativi
Si tratta della generazione di scenari che rendano conto delle possibilita` che
si possono presentare, o delle occorrenze piu` probabili. Gli scenari esplo-
rativi vengono usati, come suggerisce la dicitura stessa, per avere un’idea
quanto piu` precisa possibile delle evoluzioni future del sistema. Infatti in
questi casi l’analisi parte dalla situazione attuale, cercando di prevedere e
di crearsi delle aspettative circa gli sviluppi futuri, ed e` un’analisi condotta
secondo la direzione forward.
• Scenari anticipativi
Le analisi di questo tipo si focalizzano sugli obiettivi da raggiungere. Queste
infatti partono dalla definizione di uno o piu` situazioni future desiderabili
(alle volte anche indesiderabili, ma che comunque si vogliono analizzare),
e si procede dal futuro al presente, cercando di connettere tali eventi futuri
con la situazione attuale. In qualche maniera cosı` si cercano le possibili
cause che possono portare ad una certa situazione. La direzione seguita e`
quella contraria agli scenari esplorativi, ovvero la direzione backward.
Un’altra classificazione degli scenari puo` essere fatta sulla base dell’ampiezza
degli sviluppi considerati dagli scenari. In questo senso si distinguono: gli scenari
a trend, dove l’andamento attuale viene esteso al futuro nelle sue configurazioni
piu` probabili o piu` significative, includendo pochissimi o nessun elemento inat-
teso; gli scenari periferici, dove sulla base della configurazione attuale vengono
assegnati alle variabili valori estremi, che possano produrre evoluzioni poco prob-
abili, o inattese, del sistema.
Un’ultima classificazione viene condotta sulla base del tipo di analisi ese-
guite e, in particolare, si distingue tra approccio qualitativo e approccio quanti-
tativo. Nell’approccio qualitativo il processo di generazione degli scenari segue
a grandi linee il seguente schema: identificazione degli obiettivi; individuazione
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dell’orizzonte temporale; individuazione dei fattori rilevanti; costruzione degli
scenari attraverso la combinazione delle possibili realizzazioni dei fattori rilevanti.
Sono molto importanti, in questo tipo di approccio, le relazioni causa-effetto tra le
variabili. Nell’approccio quantitativo, invece, si individuano diversi tipi di analisi;
i piu` importanti sono:
• Trend-impact analysis (analisi dei trend)
Funge da collegamento tra la generazione degli scenari e la previsione e
porta alla creazione di sviluppi futuri non molto discostanti dalla previsione
iniziale;
• Forecast-adjusted model (modelli di previsione corretta)
Si tratta di una combinazione di previsione statistica e di correzioni, utili per
considerare e saper gestire eventi e fattori che possano impattare sul trend,
modificandone la previsione;
• Cross-impact analysis
Questa e` una tecnica che considera le interconnessioni tra le variabili con-
siderate nel determinare gli sviluppi futuri del sistema.
1.3.2 Metodi di generazione degli scenari
I principali metodi per la generazione degli scenari sono basati sulle tecniche
seguenti:
• Campionamento (sampling)
Questo metodo fa uso di valori campionati da una data distribuzione di prob-
abilita`, per generare valori di scenario.
• Approccio statistico (statistical approach)
Il principio generale che sta dietro l’applicazione di metodi statistici e` quello
di determinare alcuni parametri che individuano proprieta` statistiche rile-
vanti (ad esempio i momenti del primo e del secondo ordine, ovvero media
e varianza) delle distribuzioni dei dati. Tali parametri, una volta stimati,
possono essere utilizzati per generare distribuzioni di probabilita` teoriche
che meglio approssimano i dati. Tali distribuzioni di probabilita`, infine,
vengono usate per generare gli scenari.
• Simulazione (simulation)
Questa classe di metodi comporta la simulazione di evoluzioni del sistema
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immettendo numeri casuali nelle equazioni che lo governano. I risultati
ottenuti forniscono delle realizzazioni delle variabili aleatorie, che possiamo
cosı` usare come valori di scenario.
• metodi ibridi (hybrids)
In questa classe rientrano tutta una serie di metodi non altrettanto larga-
mente utilizzati come i precedenti. Questi includono ad esempio i metodi di
generazione mista mediante campionamento, con il matching dei momenti.
1.4 Background
Per rappresentare adeguatamente i concetti seguenti, pur senza approfondirne i
dettagli matematici, faremo riferimento agli spazi di probabilita`, i quali rappre-
sentano processi che consistono di stati che si verificano o si evolvono in maniera
casuale, come gli esiti di un esperimento di cui non si conoscono le dinamiche.
Diamo per comodita` di consultazione alcune definizioni standard sulle funzioni,
che utilizzeremo in seguito.
Una funzione e` un relazione f : X→Y , definita tra un insieme X detto dominio
e un insieme Y detto codominio, che ad ogni elemento x ∈ X associa uno ed un
solo elemento f (x) ∈ Y . Date due funzioni f : X → Y, g : Y → Z, indicheremo la
composizione con g◦ f (x) = g[ f (x)]. Ecco alcune proprieta` delle funzioni che ci
serviranno.
Una funzione f e` continua nel punto x0 ∈ X se limx→p f (x) = f (x0). Inoltre
la funzione si dice continua se e` continua in ogni punto del dominio. La funzione
f si dice (monotona) crescente se, per ogni x1 ≤ x2 vale f (x1) ≤ f (x2), (mono-
tona) decrescente se, per ogni x1 ≤ x2 vale f (x1)≥ f (x2). Una funzione f : I→R
definita su un intervallo I si dice convessa se f (λx+(1− λ )y) ≤ λ f (x)+ (1−
λ ) f (y) ∀x,y ∈ I ∀λ ∈ [0,1]. Analogamente la funzione e` concava se, co-
munque scelti due punti x,y ∈ I, e per ogni t ∈ [0,1], si ha che f (tx+(1− t)y)≥
t f (x)+(1− t) f (y).
Le nozioni matematiche necessarie per questa tesi riguardano principalmente
la teoria della probabilita` e la statistica. Uno spazio di probabilita` e` composto da
una tripla (Ω,F ,P), in cui
• Ω e` lo spazio campionario, ovvero lo spazio di tutti i possibili stati;
1.4 Background 19
• F e` una σ -algebra di eventi definita sullo spazio degli stati Ω, ovvero una
famiglia di sottoinsiemi di Ω che soddisfa alle seguenti proprieta`:
- L’insieme Ω appartiene aF ;
- Se un insieme S appartiene a F , allora anche il suo complementare Ac
appartiene aF ;
- Data una collezione di insiemi {Si}i∈N che appartengono a F , la loro
unione S =
⋃N
i=1 Si apaprtiene aF .
• P e` una misura di probabilita`, che associa gli eventi di F alla loro proba-
bilita`, ovvero
- P :F → [0,1];
- P(Ω) = 1;
- Data una collezione di insiemi mutuamente disgiunti {Si}i∈N che apparten-
gono aF , allora vale P
(⋃N
i=1 Si
)
= ∑Ni=1 P(Si).
La misura di probabilita` P, se lo spazio Ω e` discreto, puo` essere rappresentata
da una successione fn tale che{
fn ≥ 0 ∀n ∈ N
∑n∈N fn = 1
Nel caso in cui lo spazio Ω sia continuo, la misura di probabilita` P e` rappresentata
da una funzione f : R→ R tale che{
f (x)≥= ∀x ∈ R∫
R f (x)dx = 1.
In entrambi i casi la funzione f viene detta distribuzione di probabilita`. Sia
(Ω,F ,P) uno spazio di probabilita`. Allora una funzione X : Ω→ R e` detta una
variabile aleatoria se soddisfa alla seguente proprieta`:
{ω : X(ω)≤ r} ∈F ∀r ∈ R.
Diremo che due eventi sono indipendenti se l’occorrenza di un evento non in-
fluisce sull’occorrenza dell’altro. Similmente di due variabili aleatorie, diremo
che sono indipendenti se la realizzazione di una variabile non e` influenzata dalla
realizzazione dell’altra. Non diamo qui una definizione matematica rigorosa, po-
tendo fare tui tutto con questo concetto intuitivo. Il lettore, per definizioni precise,
puo` consultare [39].
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Si definisce media, o speranza, di una variabile aleatoria discreta X , il valore
E[X ] =∑ pixi,
dove si intende che pi e` la probabilita` che la variabile X assuma il valore xi. La
moda di una distribuzione di probabilita` discreta e` quel valore x che compare piu`
frequentemente. Nelle distribuzioni continue questo corrisponde al valore x per
il quale la densita` di probabilita` sia massima. In caso di due o piu` mode presenti
in una distribuzione di parla di distribuzioni bimodali, trimodali, o multimodali in
generale.
La mediana di una distribuzione di probabilita` e` quel valore numerico che sep-
ara la meta` superiore dei dati da quella inferiore. In una distribuzione finita la me-
diana puo` essere calcolata semplicemente mettendo i numeri in ordine crescente
e prendendo il valore che occupa la posizione intermedia. Nel caso di numero
pari di osservazioni la mediana non puo` essere definita nel modo precedente, ma
e` solitamente definita come la media tra i due valori di posizione intermedia.
Il k-esimo q-quantile di una distribuzione e` quel valore x tale che la probabilita`
che un valore della distribuzione sia minore o uguale di x al piu` kq , e la probabilita`
che un valore della distribuzione sia maggiore di x sia almeno 1− kq .
La varianza di una distribuzione di probabilita` X e` definita come
E[(X−µ)2]
Tale formula, nel caso di distribuzioni di probabilita` discrete si traduce in
N
∑
i=1
pi(xi−µ)2,
mentre nel caso di distribuzioni di probabilita` continue diventa∫
f (x)(x−µ)2dx.
Se la sommatoria, oppure l’integrale nel caso di distribuzioni continue, e` fatta
soltanto sui valori che sono minori della media, allora si ha la semivarianza.
La covarianza e` una misura di quanto due variabili aleatorie variano insieme. Il
segno della covarianza rende conto del fatto che le due variabili varino in maniera
diretta o inversa, mentre l’ampiezza della covarianza non e` di immediata interpre-
tazione. La covarianza tra due variabili x e y e` definita come
σ(x,y) = E
[
(x−E[x])(y−E[y])],
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La versione normalizzata della covarianza e` detta coefficiente di correlazione, e
misura il grado di relazione lineare tra due variabili. Vediamo alcuni esempi di
distribuzioni di probabilita`
La distribuzione normale e` una distribuzione di probabilita` continua definita
dalla funzione
fµ,σ (x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2
Il parametro µ e` la media della distribuzione (ma anche la sua mediana e la sua
moda), mentre σ e` la deviazione standard. Una distribuzione normale siffatta si
indica con N(µ,σ). La distribuzione normale e` usata moltissimo nella teoria e
nelle applicazioni, per le quali la grande utilita` e` legata principalmente al teo-
rema del limite centrale, il quale afferma che la media di molte variabili aleatorie
indipendentemente campionate dalla stessa distribuzione e` distribuita in modo ap-
prossimativamente normale, indipendentemente dalla dsitribuzione di partenza.
Nelle applicazioni, ad esempio, molte quantita` sono date “naturalmente” dalla
somma di tanti processi indipendenti: una fra tutte l’errore di misura, che quindi
puo` essere spesso modellizzato mediante distribuzione normale.
Con rumore bianco si intende una successione in Rn con elementi statistica-
mente indipendenti, avente media nulla e varianza finita. A seconda dei contesti,
qualche volta la definizione e` ristretta per indicare le successioni che sono anche
derivate da una stessa distribuzione di probabilita`. Nel caso particolare in cui la
successione di numeri sia presa da una distribuzione normale, il rumore bianco
viene detto gaussiano.
Una distribuzione di probabilita` di Cauchy e` data dalla funzione
f (x;x0,γ) =
1
piγ
[
1+
(
x−x0
γ
)2] = 1pi
[
γ
(x− x0)2+ γ2
]
,
dove x0,γ sono parametri, di cui x0 e` il parametro che indica la posizione del picco
della distribuzione.
Diremo che una variabile aleatoria X ha una distribuzione di Pareto se vale
Pr(X > x) =
{(xm
x
)α x≥ xm,
1 x < xm.
dove xm e` il minimo valore che X puo` assumere, necessariamente positivo, e α e`
un parametro della distruzione, anch’esso positivo.
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Nella teoria della probabilita` un processo stocastico, e` una collezione, o succe-
sione, di variabili aleatorie, che descrivono l’evoluzione di un sistema che assume
valori random, del tutto o parzialmente, nel tempo. Nel caso piu` semplice di
tempo discreto, i processi stocastici sono rappresentati da una sequenza di vari-
abili aleatorie. In tal caso un modo per modellizzare i processi e` quello di vederli
come funzioni di alcune variabili deterministiche (come ad esempio, il tempo),
ma i cui output sono variabili aleatorie. I processi stocastici vengono usati per
modellizzare situazioni in cui la conoscenza totale degli eventi non e` possibile,
oppure gli eventi sono intrinsecamente casuali, come ad esempio le serie tempo-
rali economiche e finanziarie, o nel caso delle previsioni metereologiche.
Per definire formalmente un processo stocastico, si fa riferimento a uno spazio
di probabilita` (Ω,F ,P), e una sequenza di variabili aleatorie {Xt : t ∈ T}, indi-
cizzate dalla variabile t, spesso identificata con il tempo.
Tra le proprieta` di un processo stocastico che spesso si richiedono c’e` la
stazionarieta`, i.e. la proprieta` secondo cui la distribuzione di probabilita` con-
giunta delle variabili che definiscono il processo non cambia quando il tempo
viene traslato. Questo e` spesso molto importante perche´ ad esempio implica che
le medie e le varianze delle variabili componenti il processo non cambiano nel
tempo. Nell’analisi delle serie temporali, anche economiche e finanziarie, spesso
i dati vengono sottoposti a delle trasformazioni per poi poterli analizzare come
stazionari. Nel caso dei dati di natura o finanziaria queste trasformazioni mirano
a eliminare i trend dovuti alla stagionalita`, oppure all’andamento dei prezzi non
stazionario.
Formalmente, se {Xt} e` un processo stocastico, e se indichiamo con
FX(xt1+τ , . . . ,xtk+τ)
la distribuzione congiunta cmuluata delle variabili ai tempi t1+τ, . . . , tk+τ , allora
il processo stocastico e` detto stazionario se per ogni τ, t1, . . . , tk, vale
FX(xt1+τ , . . . ,xtk+τ) = FX(xt1, . . . ,xtk).
Uno dei processi stocastici piu` utilizzati nella pratica e` il processo di Markov,
che, in termini discorsivi, ha la proprieta` che le previsioni sul futuro sono basate
soltanto sullo stato presente: si dice che il processo e` senza memoria. Nel caso
di tempo discreto la proprieta` chiave di un processo di Markov si puo` scrivere nel
modo seguente:
P(Xn = xn|Xn−1 = xn−1,Xn−2 = xn−2, . . . ,X0 = x0) = P(Xn = xn|Xn−1 = xn−1).
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Altri tipi di processi stocastici molto utilizzati nella pratica sono i modelli au-
toregressivi. I modelli autoregressivi, indicati con AR, specificano la variabile di
output in maniera dipendente linearmente dai proprio valori di input precedenti. I
processi AR sono un caso speciale dei processi ARMA, che descriveremo nel se-
guito. Si sua la notazione AR(p) per specificare che il modello autoregressivo ha
ordine p, ovvero che l’output dipende in maniera lineare soltanto dai precedenti p
input. In formule
Xt = c+
p
∑
i=1
ϕiXt−i+ εt ,
dove ϕ1, . . . ,ϕp sono i parametri del modello (spesso da stimare), c e` una costante,
e εt e` modellizzata come rumore bianco.
Perche´ un processo autoregressivo sia stazionario, deve succedere the le radici
del polinomio zp−∑pi=1ϕizp−i siano nel cerchio unitario, ovvero ogni radice zi
deve soddisfare a |zi|< 1.
Nel caso di serie temporali vettoriali, la generalizzazione adatta di un processo
autoregressivo si chiama VAR, che sta per Vector AutoRegressive, ovvero modello
autoregressivo vettoriale. Un processo VAR continua a descrivere l’evoluzione di
k variabili di output, durante un certo periodo di tempo, sempre come funzione
lineare dei proprio valori passati. Se indichiamo il vettore al tempo t con Xt ∈Rk,
allora nel modello VAR(p) vale
Xt = c+A1Xt−1+A2Xt−2+ · · ·+ApXt−p+ et ,
dove questa volta le Ai sono matrici k× k costanti nel tempo. Il termine di errore
et soddisfa le seguenti proprieta`
• E(et) = 0, ovvero ogni termire di errore ha media 0;
• E(ete′t) =Ω, ovvero la matrice di covarianza degli errori e` una matrice k×k
costante e semi-definitva positiva;
• E(ete′t−k) = 0 per ofni k > 0, ovvero non c’e` correlazione degli errori nel
tempo.
I modelli autoregressivi sono casi particolari dei modelli autoregressivi a me-
dia mobile - denominati con ARMA, che sta per AutoRegressive Moving Average
- i quali aggiungono una componente ai modelli AR legata alla media mobile, ap-
punto. Per specificare il modello si usano questa volta due parametri ARMA(p,q):
Xt = c+ εt +
p
∑
i=1
ϕiXt−i+
q
∑
i=1
θiεt−i.
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Nel minimizzare o massimizzare i valori di alcune funzioni soggette a vincoli,
e` utile conoscere alcune tecniche come il metodo dei moltiplicatori di Lagrange,
che permette di trovare i punti stazionari di una funzione che sottosta a dei vin-
coli. Per semplicita` di esposizione consideriamo il caso bidimensionale, mentre
il lettore che vorra` approfondire il metodo nel caso piu` generale puo` consultare
[6]. Supponiamo di avere una funzione f (x,y) da massimizzare, soggetta al vin-
colo g(x,y) = c, con c costante. Allora il metodo dei moltiplicatori di Lagrange
prevede di cercare i punti di massimo tra quelli in cui il gradiente ∇ f di f , ovvero
il vettore delle sue derivate parziali rispetto alle variabili x e y, e` perpendicolare
al vincolo (o ai vincoli), ovvero quando ∇ f e` una combinazione lineare dei ∇gi.
Introducendo uno scalare incognito λ , dobbiamo quindi risolvere il sistema di
equazioni {
∂
∂x [ f (x,y)+λg(x,y)] = 0
∂
∂y [ f (x,y)+λg(x,y)] = 0
per λ 6= 0. Sostituendo poi a λ i valori trovati, si devono determinare i punti
stazionari della funzione
Λ(x,y) = f (x,y)+λg(x,y)
Un altro metodo a volte utilizzato nella soluzione di un problema di minimo
o di massimo concerne le condizioni di Karush-Kuhn-Tucker (abbreviato con
KKT), che sono condizioni necessarie per la soluzione di un problema di pro-
grammazione non lineare in cui i vincoli soddisfino a delle condizioni di regolarita`
su cui pero` non entriamo nei dettagli. Si tratta di una generalizzazione del metodo
dei moltiplicatori di Lagrange, applicato a problemi in cui siano presenti anche
vincoli di disuguaglianza. Se dunque consideriamo il problema di ottimizzazione
non lineare

min f (x)
gi(x)≤ 0, per i = 1, . . . ,m
h j(x) = 0, per j = 1, . . . , l
dove f : Rn → R, gi : Rn → R e h j : Rn → R sono funzioni differenziabili con
continuita`. Allora le condizioni KKT affermano che se x0 e` un punto di min-
imo locale che soddisfa le condizioni di regolarita` dei vincoli, allora esistono dei
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moltiplicatori µ j ( j = 1, . . . , l) e λi (i = 1, . . . ,m) tali che
∇ f (x0)+∑mi=1λi∇gi(x0)+∑
l
j=1 µ j∇h j(x0) = 0,
gi(x0)≤ 0,∀i = 1, . . . ,m
h j(x0) = 0,∀ j = 1, . . . , l
λi ≥ 0 (i = 1, . . . ,m)
λigi(x0) = 0 ∀i = 1, . . . ,m.
La prima condizione esprime l’annullamento del gradiente come nel metodo dei
moltiplicatori di Lagrange, la seconda e la terza condizione esprimono i vincoli
di ammissibilita` del punto x0, la quarta condizione e` la condizione di non neg-
ativita` del moltiplicatore associato ai vincoli di disuguaglianza, e infine l’ultima
condizione viene detta condizione di complementarita`, e esprime il fatto che il
moltiplicatore di un vincolo inattivo deve essere nullo. Una cosa importante da
dire a proposito delle condizioni KKT, e` che tali condizioni non sono soltante
necessarie, ma anche sufficienti, se la funzione obiettivo e` concava (o convessa), i
vincoli dati delle disuguaglianze sono forniti da funzioni convesse differenziabili
con continuita`, e i vincoli dati dalle uguaglianze sono forniti da funzioni affini.
Questa proprieta` delle fuznion KKT sara` utilizzata per risolvere il problema di
massimizzazione all’interno del framework media-varianza.
1.5 Definizione del problema della programmazione
stocastica
Come gia` detto, i problemi studiati nella programmazione stocastica coinvolgono
variabili aleatorie, con le quali si modellizza la componente incerta del problema
di ottimizzazione [37]. Prendendo a riferimento al forma del minimo, un problema
di programmazione stocastica potrebbe essere formulato in questo modo
max L(x,ε)
gi(x,ε)≤ 0, i = 1, . . . ,m
x ∈ X ⊂ Rn
dove abbiamo indicato con ε una variabile aleatoria su Rk che viene usata per rap-
presentare l’incertezza. Tuttavia, un problema in questa forma non e` ben definito,
fondamentalmente perche´ sia il concetto di minimo, che quello di vincolo, dipen-
dono dalla variabile aleatora ε , la quale non e` nota a priori (essendo aleatoria,
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appunto). La riproposizione di questo problema di programmazione stocastica
passa quindi per quelli che si chiamano gli equivalenti deterministici del prob-
lema. Il procedimento adottato per definire gli equivalenti detereministici di un
problema di programmazione stocastica, in un certo senso, costruisce una serie di
problemi di livello successivo a quello originale, la risoluzione dei quali avviene
senza la dipendenza dalle variabili aleatorie, cosicche´ la ricerca del minimo (o del
massimo) si riduce al dominio degli stati deterministici.
Per ogni vincolo gi, e per ogni realizzazione ε˜ del processo stocastico ε , defini-
amo
g+i (x, ε˜) =
{
0 se gi(x, ε˜)≤ 0
gi(x, ε˜) se gi(x, ε˜)> 0
in modo tale che l’i-esimo vincolo e` violato se e solo se gi(x, ε˜) > 0. Dunque
potremmo costruire, per ogni vincolo, un’attivita` di secondo livello, che chiami-
amo yi(ε˜), che, una volta data la realizzazione di ε , e` scelta per compensare le
violazioni del vincolo, ovvero
gi(x, ε˜)− yi(ε˜)≤ 0.
Questa aggiunta si ripercuote anche nella funzione obiettivo, alla quale si puo`
aggiungere una componente che tiene conto dello sforzo extra che si fa per bilan-
ciare la violazione dei vincoli. Tale aggiunta puo` essere fatta da una componente
lineare
Q(x, ε˜) = min
y
{
m
∑
i=1
qiyi(ε˜)|Wy(ε˜)≥ g+(x, ε˜), i = 1, . . . ,m
}
,
dove W e` una matrice m× n, e g+(x,ε˜)=[g1(x,ε˜),...,gm(x,ε˜)]. L’aggiunta alla fun-
zione obiettivo puo` anche essere fatta da una funzione generica, non lineare, nella
seguente maniera.
Q(x, ε˜) = min
y
{
q[y(ε˜)]|Hi[y(ε˜)]≥ g+i (x, ε˜), i = 1, . . . ,m
}
,
dove q : Rn→ R, Hi : Rn→ R sono generiche funzioni (nonlineari).
Andando ora a considerare non solo la singola realizzazione del processo sto-
castico ε , ma seguendo sempre questo processo, si accetta che, per tutte le real-
izzazioni possibili del processo stocastico, si vuole minimizzare la “media” dei
costi di tali realizzazioni, e quindi cio` che maticamente si minimizza fa uso della
speranza:
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min
x∈X
Eε
{
g(x,ε)+Q(x,ε)
}
.
Questo modo di procedere e` chiamato problema a due stadi (two-stage problem)
perche´ fa riferimento al fatto che un primo stadio decisionale che e` il problema
originale, e un secondo stadio decisionale e` l’aggiustamento della funzione obiet-
tivo e del vincolo mediante una correzione nelle rispettive formule. La definizione
a due stadi definita da questo processo viene utilizzata in molti problemi di pro-
grammazione stocastica. Tuttavia puo` essere anche generalizzata nella definizione
di problemi multi-stadio, dove le decisioni sequenziali da prendere sono piu` di
due.
1.6 La programmazione lineare
La programmazione lineare e` il problema di ottimizzazione in cui sia la fun-
zione obiettivo che i vincoli sono rappresentati da relazioni lineari. La program-
mazione lineare e` correntemente applicata in vari settori: per modellare problemi
che nascono in economia, o ad esempio che nascono dalla logistica, l’energia, le
telecomunicazioni. La regione dello spazio in cui avviene la minimizzazione e` un
politopo (ovvero la generalizzazione a piu` dimensioni di un poliedro) convesso, e
un algoritmo di ottimizzazione lineare in generale trova il punto del politopo dove
la funzione obiettivo ha il minimo valore, purche´ questo esista.
I problemi di programmazione lineare sono presentati solitamente in due forme
standard, alle quali possono essere ricondotti. La prima e` la formulazione standard
del massimo: 
max L(x) = ∑ni=1 cixi
Ax ≤ b
x ≥ 0
, (1.1)
dove x ∈ Rn, b = [b1, . . . ,bn] e c = [c1, . . . ,cn] sono rispettivamente i vettori dei
coefficienti che compaiono nella definizione dei vincoli e il vettore dei coefficienti
che definiscono la funzione obiettivo lineare, A ∈Rm×n e` la matrice che esprime i
vincoli. Le disuguaglianze che compaiono nella formula vanno intese componente
per componente. Con le stesse notazioni, la seconda formulazione del problema di
programmazione lineare, detta formulazione standard del minimo, e` la seguente:
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
minL(y) = ∑ni=1 ciyi
yT A ≥ b
y ≥ 0
, (1.2)
Dato un problema di ottimizzazione (lineare oppure no) un vettore si dice ammis-
sibile se soddisfa i vincoli corrispondenti. Un problema di ottimizzazione e` detto
illimitato se la funzione obiettivo puo` assumere valori arbitrariamente grandi (pos-
itivi o negativi) sull’insieme dei vettori ammissibili; in caso contrario, il problema
di ottimizzazione e` detto limitato.
Ogni problema di programmazione lineare, di seguito indicato come indicato
come problema primario, puo` essere convertito in un problema duale, che fornisce
un limite superiore al valore ottimale del problema primario. La dualita` consiste
nel riportare un problema di massimizzazione della forma data in un secondo
problema, detto appunto duale. Supponendo che il problema primario sia nella
forma (1.1), allora il problema duale assume la forma standard del minimo, ed e`
il seguente: 
minL′(y) = ∑ni=1 biyi
yT A ≥ c
y ≥ 0
,
Due teoremi sulla dualita`, noti come teorema della dualita` debole e teorema della
dualita` forte, rendono importante il passaggio da un problema al proprio duale, e
sono di seguito enunciati.
Teorema 1 (della dualita` debole) Se x e` una soluzione del problema primario, e
y e` una soluzione del problema duale, allora vale cT x≤ yT b.
Il teorema della dualita` debole dunque afferma che, se si calcola il valore ottimo
della funzione obiettivo del problema duale, questo e` sempre maggiore o uguale
al valore ottimo della funzione obiettivo del problema primario. In altre parole,
questo teorema fornisce il limite superiore al valore ottimale del problema pri-
mario, mediante la soluzione del problema duale, come si era precedentemente
scritto.
Teorema 2 (della dualita` forte) Se il problema di programmazione lineare pri-
mario e` limitato e ammette almeno una soluzione, allora anche per il problema
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duale e` lo stesso, e esistono vettori ottimali per entrambi i problemi. Inoltre vale
cT x = yT b, ovvero la funzione obiettivo del problema primario, e quella del prob-
lema duale, assumono lo stesso valore.
Il teorema della dualita` forte ci dice che, nel caso in cui esistano le soluzioni
del problema primario e di quello duale, allora queste danno luogo allo stesso
valore della funzione obiettivo. Notiamo che che questo risultati implica che se il
problema duale ha una soluazione, allora anche il problema primario la ha, e i due
valori della funzione obiettivo coincidono.
La dualita` e` un concetto importante e elegante all’interno della teoria della
programmazione lineare, ma e` stata sviluppata anche all’interno di altre teorie
come la programmazione non lineare, la teoria dei giochi e delle reti. Il rapporto
tra un problema primario e` il suo duale e` spesso la chiave della risoluzione di vari
problemi di programmazione lineare e non lineare, ed potrebbe essere il modo
giusto di costruire un algoritmo di risoluzione di un problema di ottimizzazione
a livello implementativo. Quest’ultima proprieta` deriva anche dal fatto che il nu-
mero di incognite del problema primario diventa il numero di vincoli nel problema
duale, e viceversa. Implementazioni dell’algoritmo del simplesso, che andiamo a
presentare, utilizzano questa proprieta`.
1.7 L’algoritmo del simplesso
Consideriamo il problema di ottimizzazione lineare nella sua forma standard del
minimo, che riportiamo per comodita`
min L(y) = ∑ni=1 ciyi
yT A ≥ b
y ≥ 0
L’algoritmo del simplesso, detto anche modello del simplesso, e` un metodo che
permette di risolvere il problema di minimizzazione lineare, basandosi sulla ge-
ometria dei vincoli: in termini geometrici infatti, l’insieme dei vettori ammissibili
forma un politopo (la parola si pronuncia polı`topo) convesso, possibilmente non
limitato.
Un politopo e` la generalizzazione a piu` dimensioni di quelli che in R2 sono i
poligoni e inR3 sono i poliedri. Tale generalizzazione comprende anche i poligoni
e poliedri infiniti, ovvero quelli che possono non essere “chiusi” da qualche lato,
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come per esempio gli angoli inR2 oppure i coni (infiniti) inR3. Matematicamente
un politopo convesso puo` essere definito come l’intersezione di un numero finito
di semispazi. Se prendiamo ad esempio in R2 un triangolo di vertici [0,0], [0,1],
[1,0], questo puo` essere definito dall’intersezione dei tre semispazi
y ≥ 0
x ≥ 0
y ≤ −x+1
mentre l’angolo compreso tra le parti positive dell’asse delle x e l’asse delle y puo`
essere definito dall’intersezione dei due semispazi{
y ≥ 0
x ≥ 0 .
In generale, nello spazio a n dimensioni Rn = {x = [x1, . . . ,xn] ∈ Rn}, un semis-
pazio e` definito da una disequazione lineare del tipo a1x1+. . .+anxn≤ b0. Dunque
in generale un politopo convesso in Rn sara` definito dall’intersezione di m semis-
pazi in Rn: 
a11x11+ . . .+a1nx1n ≥ b0
...
...
...
am1xm1+ . . .+amnxmn ≥ bm
La precedente scrittura si puo` abbreviare in notazione matriciale con
Ax≤ b,
dove A e` una matrice m× n, b ∈ Rm, e la disuguaglianza e` da intendersi compo-
nente per componente. Storicamente, il nome di questo algoritmo e` associato al
concetto di simplesso, nonostante i simplessi non siano effettivamente utilizzati
nel metodo. Tuttavia una delle sue interpretazioni geometriche e` quella operante
su coni simpliciali, e da qui il nome.
L’algoritmo del simplesso opera dunque sui politopi convessi. In particolare
opera sui vertici (chiamati punti estremi) e sugli spigoli di tali politopi. Vi e` una
semplice caratterizzazione dei punti estremi di un politopo: x = [x1, . . . ,xn] e` un
punto estremo di A se e solo se il sottoinsieme delle colonne di A corrispondenti
alle componenti non nulle di x forma un insieme di vettori linearmente indipen-
denti. Inoltre, si puo` dimostrare che per un programma lineare in forma stan-
dard, se la funzione obiettivo ha un valore minimo nella regione ammissibile,
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allora assume questo valore almeno in uno dei punti estremi. Questi due risultati
riducono il problema di ottimizzazione lineare ad una computazione finita, poiche´
vi e` soltanto un numero finito di punti estremi per ogni politopo, ovvero i suoi
vertici. Tuttavia, il numero stesso dei punti estremi nella pratica e` molto grande,
ed e` quindi difficile da gestire computazionalmente.
Se un punto estremo del politopo non e` un punto di minimo della funzione
obiettivo, allora c’e` uno spigolo contenente il punto in questione, sul quale la fun-
zione obiettivo e` strettamente decrescente nella direzione che si allontana dal ver-
tice. Dunque, se lo spigolo e` di lunghezza finita, questo connette il punto estremo
da cui siamo partiti ad un altro punto estremo, sul quale la funzione obiettivo ha
un valore minore. In caso contrario, ovvero quando lo spigolo e` di lunghezza in-
finita, la funzione obiettivo puo` essere illimitata, e il problema di ottimizzazione
lineare non ha soluzione.
L’algoritmo del simplesso fa uso di questi risultati, effettuando la ricerca del
minimo partendo da un punto estremo, e muovendosi lungo gli spigoli, che di volta
in volta fanno diminuire il valore della funzione obiettivo. La ricerca del minimo
continua fino a quando si raggiunge il valore minimo, oppure fino a quando si
trova un spigolo di lunghezza infinita, nel qual caso si conclude che il problema
non ha soluzione. Da notare che in questo modo l’algoritmo termina sempre,
perche´ il numero di vertici del politopo e` finito. Inoltre, siccome passiamo da
vertice in vertice abbassando il valore della funzione obiettivo di volta in volta,
il numero di vertici visitati sara` abbastanza piccolo da rendere l’algoritmo com-
putazionalmente eseguibile.
La soluzione di un problema di programmazione lineare secondo il metodo
del simplesso avviene in due fasi. Nella prima fase viene selezionato un punto es-
tremo del politopo individuato dai vincoli del problema, e viene dato in output un
punto estremo nel caso in cui la regione ammissibile non sia vuota. Nella seconda
fase l’algoritmo del simplesso e` applicato a partire dal punto estremo trovato nella
prima fase: i possibili risultati sono qui una soluzione ottimale oppure la scoperta
di uno spigolo di lunghezza infinita, caso in cui la soluzione non esiste.
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Chapter 2
TEORIE DI PORTAFOGLIO
In matematica finanziaria esistono due rami dell’analisi quantitativa avanzata: il
pricing dei derivati finanziati, e la gestione del portafoglio. Questi due rami ven-
gono rispettivamente indicati con “the Q world” e “the P world”, nomi che trag-
gono origine dalla probabilia` risk-neutral in uso nel pricing dei derivati, e dalla
probabilita` attuariale usata nelle gestioni di portafoglio, indicate con Q e P, ap-
punto.
Il termine portafoglio viene usato in finanza o in economia per indicare una
collezione di titoli finanziari. I portafogli possono essere tenuti da investitori in-
dividuali, oppure gestiti da professionisti della finanza, banche, o altre istituzioni
finanziarie. I principi su cui si basano le scelte di portafoglio sono generalmente
legati alla tolleranza dell’investitore al rischio, al tempo di investimento, e agli
obiettivi finanziari che si vogliono raggiungere. Il problema dell’allocazione ot-
timale delle risorse finanziare e` dunque spesso quello di massimizzare il rendi-
mento, minimizzando al contempo il rischio del portafoglio. Chiaramente, con-
siderata la presenza di un trade-off tra il rischio e il rendimento, siamo difronte ad
un problema di ottimizzazione multi-obiettivo.
La teoria di portafoglio, in ambito finanziario, ha lo scopo di costruire un
investimento con caratteristiche desiderabili, data una disponibilita` di beni fi-
nanziari. Queste caratteristiche, a seconda dei casi, possono essere ad esempio
la massimizzazione del rendimento medio, la minimizzazione del rischio, o il
raggiungimento di un certo ammontare di capitale. Gli obiettivi finanziari del
soggetto investitore e la tolleranza che questi si pone nei confronti del rischio
determinano i portafogli che possono essere considerati “desiderabili”. Da un al-
tro punto di vista si potrebbe dire che la teoria di portafoglio e` una formulazione
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matematica del concetto di diversificazione negli investimenti, con l’obiettivo di
selezionare un insieme di beni di investimento che ha le caratteristiche colletti-
vamente migliori di qualsiasi altro insieme di beni. Il problema della selezione
di un portafoglio e` visto come un compromesso ottimale tra il rischio a cui ci
si sottopone e il rendimento che ci si aspetta: si vuole fare una scelta ottimale
che permetta di minimizzare quanto possibile il rischio, al contempo massimiz-
zando quanto piu` possibile il rendimento. Tale scelta e` resa non banale dal fatto
che quasi sempre gli investimenti che hanno rendimento piu` alto sono anche i piu`
rischiosi. Nella teoria di portafoglio si assume che il comportamento razionale
degli investitori sia quello di essere avversi al rischio, e propensi al rendimento
atteso. In altre parole, tra due ipotetici portafogli che hanno lo stesso rendimento
atteso, l’investitore preferira` quello con minore rischio. Alla stessa maniera, tra
due portafogli con lo stesso rischio, l’investitore preferira` quello con maggiore
rendimento atteso. Questa situazione, inoltre, e` resa piu` complicata dal fatto che,
mentre il trade-off e` lo stesso, i diversi investitori valutano i portafogli in base alle
caratteristiche individuali di avversione al rischio, che quindi non e` uguale per
tutti.
Per porre in maniera formale il problema della selezione di un portafoglio
c’e` bisogno innanzitutto di definire precisamente cosa si intende per rischio e
rendimento di un portafoglio. La “moderna” teoria di portafoglio si fa risalire
all’articolo del 1952 in cui Markowitz per la prima volta pose il problema della
selezione di un portafoglio come un problema matematico [45]. Nella teoria di
Markowitz, il rendimento di un portafoglio e` la media ponderata dei rendimenti
dei beni che compongono il portafoglio, ovvero la sua speranza; mentre il rischio
di un portafoglio e` definito come la deviazione standard del rendimento. Essendo
il rischio dato dalla deviazione standard, ovvero la radice quadrata della varianza,
e il rendimento dato da una speranza, ovvero la “media” ponderata, tale modello
prende anche il nome di modello media-varianza (mean-variance in inglese). Per
la prima volta, nel lavoro di Markowitz, si ipotizza che variare i pesi dei titolo in un
portafoglio finanziario e` una strategia migliore che non scegliere il migliore titolo
individuale sul quale investire. Tramite tecniche di regressione lineare, viene im-
plementata una strategia di ottimizzazione per selezionare un portafoglio con il
piu` alto rendimento medio possibile, soggetto pero` a livelli di varianza (rischio)
accettabili, o preferibili, dall’investitore.
Successivamente al modello di Markowitz, modelli piu` sofisticati sono stati in-
trodotti per la gestione dei portafoglio, come ad esempio il Capital Asset Pricing
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Model (CAPM) e il Arbitrage Pricing Theory (APT), sviluppati principalmente da
Treynor, Mossin, Sharpe, Lintner, e Ross. L’importanza di questi lavori e` testimo-
niata anche dal fatto che Markowitz, Sharpe, e Miller, nel 1990 furono insigniti
del premio Nobel per l’economia, per la prima volta in assoluto dedicato ad un
lavoro in ambito finanziario. Questi modelli hanno introdotto un uso sempre piu`
massiccio della matematica nella finanza, che va ovviando con il tempo ad alcune
criticita` dei primi modelli proposti. Ad esempio, i modelli a un periodo furono
rimpiazzati da quelli a tempo continuo, oppure le funzioni costo quadratiche im-
plicite nel modello media-varianze furono generalizzate a funzioni costo concave,
eccetera. I diversi modelli utilizzati per la gestione del rischio e del portafoglio
dipendono dai tipi di portafoglio considerati, oppure dai modi di calcolare le per-
formance e i rendimenti dei portafogli.
2.1 Allocazione ottimale delle attivita` finanziarie
L’allocazione delle attivita` finanziarie (in inglese asset allocation) e` una strate-
gia di investimento che tenta di bilanciare il rischio rispetto al ritorno economico,
ottimizzando opportunamente le percentuali di ogni bene in un portafoglio di in-
vestimenti, sulla base dei propri obiettivi finanziari, della propria tolleranza al
rischio, e del tempo in cui si vuole terminare l’investimento.
L’allocazione delle attivita` finanziarie e` un fattore importante nella determi-
nazione del rischio e del rendimento di un portafoglio di investimenti. Il principio
secondo cui l’allocazione dei beni e` un’attivita` di primaria importanza deriva dal
fatto che le diverse attivita` finanziare si comportano diversamente nei differenti
mercati e nelle differenti condizioni economiche che questi sottendono. Una gius-
tificazione di questo principio risiede nel fatto che i rendimenti delle diverse classi
di beni finanziari non sono perfettamente correlati, e dunque la diversificazione
puo` ridurre il rischio totale, lasciando comunque fisso il rendimento.
Ovviamente sia nel parlare di rischio che di rendimento atteso, stiamo in parte
facendo attivita` di previsione, basandoci su dati passati per predire dati futuri,
nella teoria di portafoglio in questione principalmente basati su strumenti statis-
tici quali correlazione e varianza. Una delle critiche che piu` spesso sono state fatte
alla teoria di portafoglio posta in questa maniera e` che le relazioni che si sono ver-
ificate in passato non e` detto che continuino ad essere tali, o a verificarsi, in futuro.
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Una classe di beni e` definita come un insieme di risorse economiche che condi-
vidono caratteristiche comuni, come ad esempio proprio il rischio e il rendimento
atteso. Tradizionalmente i beni finanziari sono divisi in
• Stock: azioni, dividendi, titoli ad elevato tasso di crescita, o titoli sector-
specific, titoli a bassa, media, elevata capitalizzazione, domestiche, estere,
mercati emergenti;
• Bond: indicatori di affidabilita`, titoli spazzatura; titoli obbligazionari, bond
a breve e lungo termine, nazionali, esteri, mercati emergenti;
• Cash o suoi equivalenti: conti, depositi.
Alcuni altri tipi di beni possono includere invece
• Commodity: metalli preziosi, energia;
• Beni di lusso o da collezione: in ambito artistico, monete, francobolli;
• Prodotti assicurativi: annuali, sulla vita di oggetti, sulla vita di persone,
eventi dolosi;
• Derivati finanziari: posizioni long e short, opzioni, future;
• Moneta, venture capital, private equity;
Per quanto riguarda la gestione di un portafoglio, ci sono alcuni momenti de-
cisionali molto importanti. Alcuni di questi momenti decisionali vanno anche al
di la` dei principi di ottimalita` trattati in questa tesi, in quanto riguardano vari-
abili che spesso sono molto calate nella realta`. Tuttavia, i principi di ottimiz-
zazione riguardano direttamente alcuni di questi momenti, e di certo forniscono
una preziosa guida per tutto il processo. I momenti decisionali piu` importanti
posso essere identificati nel seguente elenco:
• Allocazione dei capitali (in inglese capital allocation decision) tra attivita`
rischiose e attivita` prive di rischio;
• Allocazione delle attivita` (in inglese asset allocation decision), ovvero la
distribuzione dei fondi destinati ad investimenti rischiosi tra diverse cate-
gorie di attivita`, come ad esempio attivita` reddito fisso, azionarie, immobil-
iari, etc.;
• Selezione dei titoli (in inglese security selection decision): scelta dei singoli
titoli da detenere.
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2.2 Rischio e rendimento di un portafoglio
Due degli ingredienti base della teoria delle scelte di portafoglio sono le de-
scrizioni dei modelli matematici del rischio, ovvero della variabile che l’investitore
vuole minimizzare mediante la sua scelta, e del rendimento, ovvero la variabile da
massimizzare. Esistono vari modelli per descrivere l’evoluzione temporale dei
rendimenti e del rischio dei beni finanziari. La scelta dei diversi modelli dipende
dalle proprieta` che si vogliono descrivere, o alle quali si vuole dedicare piu` atten-
zione. Bisogna anche considerare il fatto che un modello potenzialmente utile per
descrivere un singolo bene finanziario potrebbe essere poco adatto per descrivere
l’evoluzione congiunta di piu` beni. Come principio generale nella ricerca di un
modello si potrebbe tenere quello per cui si dovrebbe prendere in considerazione
il modello piu` semplice che descriva adeguatamente le proprieta` di un sistema che
vogliamo tenere in considerazione.
Procediamo ora con la descrizione di alcuni modelli per rappresentare i rendi-
menti. Uno dei modelli statistici che piu` semplicemente si possono assumere
per i rendimenti e` quello che li rappresenta come rumore bianco, indipendenti, e
identicamente distribuiti. I rendimenti possono essere modellati da distribuzioni
normali, oppure distribuzioni a coda spessa, come ad esempio quelle di Pareto o
Cauchy. Particolare attenzione deve essere riservata nel valutare l’impatto di un
modello singolo stadio nella descrizione dei corrispondenti rendimenti multista-
dio. Per fare un esempio pressoche´ immediato, se i rendimenti percentuali singolo
stadio sono statisticamente modellizzati come distribuzioni normali, i rendimenti
multi-stadio non sono piu` rappresentati da tali distribuzioni, in quanto tali rendi-
menti non sono rappresentanti dalla somma dei rendimenti di singolo periodo.
Tuttavia rendimenti logaritmici singolo stadio modellizzati come gaussiani danno
luogo a rendimenti logaritmici che sono ancora gaussiani, perche´ per i rendimenti
logaritmici vale la relazione additiva che lega i rendimenti singolo periodo a quelli
multiperiodali.
Per catturare l’autocorrelazione seriale dei rendimenti si puo` invece usare un
processo di Markov. Una scelta abbastanza comune e` quella di modellizzare i
rendimenti logaritmici con un processo autoregressivo del primo ordine (AR),
dato da:
rk = αr[k−1]+σz[k],
dove α,σ ∈ R, e z e` una sequenza di rumore bianco di media zero e varianza
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unitaria. Il processo risultante e` stazionario se α < 1, con media 0 e varianza σ2r =
σ2
1−α2 . La corrispondente funzione di autocorrelazione decade esponenzialmente
come
E[r[k]r[k−m]] = σ z2α |m|.
Nei casi in cui e` invece conveniente rappresentare la dinamica dei beni finanziari
congiuntamente, come un un insieme di p beni, una tecnica abbastanza semplice,
ma anche abbastanza potente da fornire risultati significativi, e` data dai modelli
autoregressivi vettoriali (VAR). Questa classe di modelli e` adatta a catturare non
soltanto la correlazione tra i rendimenti nel tempo, ma anche la correlazione intra-
beni, e quella cross sectional. Se chiamiamo rk ∈ Rp il vettore rappresentante i p
beni da modellizzare congiuntamente, un modello VAR di ordine L e` dato da
rk =
L
∑
i=1
Airk−i+ zk,
dove le matrici Ai codificano le relazioni a due a due tra gli rk e gli rk−1, . . . ,rk−L,
mentre zk viene normalmente modellizzato come un rumore bianco p-dimensionale,
con matrice di covarianza assegnata.
Il passo successivo nella descrizione matematica della teoria di portafoglio e`
la definizione della misura di rischio. Ovviamente, nell’ambito dei beni cosiddetti
risk free, o privi di rischio, il valore del bene puo` essere calcolato in maniera deter-
ministica. Nonostante il concetto di bene privo di rischio sia un’astrazione, alcuni
titoli, come ad esempio i titoli di stato o i BTP, ne forniscono un’applicazione
nella realta` molto vicina al concetto astratto, che quindi viene spesso usato nei
modelli. Per tutti gli altri beni finanziari il valore non e` noto con certezza: tali
beni si definiscono rischiosi. In generale un investitore vorrebbe massimizzare il
proprio profitto mettendo dei vincoli sul rischio associato al proprio investimento.
Probabilmente la misura di rischio piu` usata nello studio dei problemi di se-
lezione del portafoglio e` la varianza del rendimento. Anche la semivarianza e`
stata proposta come misura del rishio, per rendere meglio l’attenzione al rischio
“downside” rispetto alla mera dispersione della distribuzione del rendimento. Ad
ogni modo, quando la distribuzione del rendimenti e` simmetrica, sia la varianza
che la semi-varianza danno luogo agli stessi risultati nei processi di ottimizzazione
[46]. Una generalizzazione dell’idea di utilizzare la semi-varianza si puo` trovare
nell’uso del Lower Partial Moment [5, 19], che considera la dispersione del rendi-
mento relativa a un benchmark che non e` la media, ma ad esempio il tasso privo da
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rischio, oppure il rendimento nullo. Nella pratica la scelta della misura di disper-
sione da associare al rischio spesso dipende anche dalla forma della distribuzione
del rendimento, e da qualche metrica di performance presa in considerazione.
Oltre alle misure di rischio basate sulla varianza, iniziate da Markowitz, l’attitudine
al rischio dell’investitore puo` essere codificata mediante funzioni matematiche piu`
generali, note come funzioni di utilita`. Le funzioni di utilita` sono scelte in modo
tale che le loro proprieta` descrivano le caratteristiche desiderate dall’investitore.
Ad esempio l’assunzione che un maggior profitto e` preferibile ad un minor prof-
itto rende le funzioni di utilita` crescenti, anche se non dice nulla sulla loro forma.
Oppure, una funzione di utilita` concava indica che l’investitore e` avverso al ris-
chio, mentre una funzione convessa indica che siamo in presenza di un investitore
propenso al rischio, ecc. La classe delle funzioni di utilita` concave puo` essere
ulteriormente suddivisa in due classi (il lettore si riferisca a [2, 51]). Per definire
queste due sottoclassi, definiamo RA(w) e RR(w) i coefficienti dell’avversione al
rischio assoluta e relativa, come segue:
RA(w) =−u
′′(w)
u′(w)
, R(w) =−u
′′(w)
u′(w)
w.
La prima sottoclasse contiene le funzioni di utilita` con avversione al rischio asso-
luto costante, e esempi di queste funzioni di utilita` sono le funzioni esponenziali
negative. La seconda sottoclasse contiene invece le funzioni con avversione al
rischio relativo costante, e include ad esempio le funzioni di utilita` logaritmiche.
Notiamo anche che una funzione di utilita` quadratica non sta in alcuna di queste
due sottoclassi, ma puo` essere caratterizzata dal fatto che le utilita` marginali sono
lineari nella ricchezza. Presenteremo la teoria dell’utilita`, inclusi alcuni suoi
sviluppi, nei dettagli nel prossimo capitolo.
2.3 Il modello di Markowitz
Nella teoria di portafoglio media-varianza, che trae le sue origini da [45], i rendi-
menti dei beni finanziari sono modellizzati mediante variabili aleatorie. Il prob-
lema della selezione di un portafoglio, una volta definite formalmente le variabili,
diventa un problema di ottimalita`, ovvero di programmazione stocastica.
La teoria di portafoglio media-varianza, nella sua versione base, ipotizza un
modello che si sviluppa in un solo periodo temporale, e suppone che gli investitori
basino le loro scelte di portafoglio soltanto sulla media e varianza dei rendimenti
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del portafoglio (essendo il rischio definito come la deviazione standard del rendi-
mento di un portafoglio). Se le altre condizioni restano uguali, gli investitori si
suppone che preferiscano portafogli con rendimento medio piu` alto, e varianza dei
rendimenti piu` bassa.
Descriviamo ora formalmente il modello media-varianza. Consideriamo il
bene i-esimo, e denominiamo ri la variabile aleatoria associata con il tasso di
rendimento del bene. Definiamo il vettore aleatorio z = [r1, . . . ,rn]T . Chiamamo
µi la speranza di ri, m= [µ1, . . . ,µn]T il vettore delle speranze, e Σ= cov(z) la ma-
trice delle covarianze. Se [w1, . . . ,wn] e` l’insieme di pesi associato al portafoglio,
allora il tasso di rendimento di tale portafoglio sara`
r =
n
∑
i=1
riwi.
Il tasso di rendimento r del portafoglio e` allora anch’esso una variabile aleatoria,
di media mT w, e varianza wTΣw. Se indichiamo con µb il minimo tasso di rendi-
mento medio accettabile per l’investitore, allora nella teoria di portafoglio che sti-
amo analizzando il problema della selezione puo` essere posto come un problema
di ottimalita`. Indicheremo tale problema conM : min
1
2w
TΣw
mT w≥ µb
eT w = 1
dove abbiamo indicato con e il vettore e = (1, . . . ,1)T . Trattasi di un problema
di programmazione quadratica, in quanto la funzione da minimizzare 12w
TΣw e`
quadratica nelle w. Le condizioni necessarie per la risoluzione di tale problema,
ovvero le condizioni KKT, in questo caso forniscono
Σw−λm− γe = 0
mT w≥ µb
eT w = 1
λ ≥ 0
λT (mT w−µb) = 0
.
Tale sistema di condizioni deve essere soddisfatto per qualche λ ,γ ∈ R. Siccome
la matrice di covarianza e` simmetrica e definita positiva, sappiamo che se (w,λ ,γ)
e` una tripla di numeri che soddisfa le condizioni KKT, allora w e` necessariamente
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una soluzione del problema M . D’altra parte la seguente proposizione mostra
che se il problemaM e` ammissibile, allora una soluzione al problema di ottimiz-
zazione esiste, e quindi una tripla di numeri che risolvono le condizioni KKT puo`
essere sempre trovata.
Proposizione 1 Siano date le matrici A ∈ Rm×n, B ∈ Rm×t , E ∈ Rs×n, F ∈ Rs×t ,
M ∈ Rt×n, Q ∈ Rn×n, H ∈ Rt×t , con Q e H matrici. Inoltre supponiamo che la
matrice
Qˆ =
(
Q MT
M H
)
sia semidefinita positiva. Se il seguente problema
min 12
(
uT Qu+2vT Mu+ vT Hv
)
Au+Bv≤ r
Eu+Fv = h
u≥ 0
e` ammissibile, allora possiede un valore ottimale finito, e una soluzione che rag-
giunge tale valore.
In generale la soluzione di un problema di selezione di portafoglio come quello
che stiamo prendendo ora in considerazione, grazie ai risultati teorici appena
enunciati, puo` essere trovata mediante una serie di step, che portano alla soluzione
in maniera costruttiva.
• Controllo dell’ammissibilita`, ovvero controllare se il problema ammette al-
meno una soluzione.
• Check della soluzione a varianza minima
Se il problemaM e` ammisibile, allora calcolare Σ−1, ovvero l’inversa della
matrice di covarianza, e la soluzione a minima varianza
wmv =
Σ−1e
eTΣ−1e
.
Nel caso in cui la condizione mT wmv ≥ µb e` soddisfatta, wmv risolve il prob-
lemaM .
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• Calcolo della soluzione
Se il problema e` ammissibile, ma wmv non e` una soluzione, allora calcolare
il vettore dei pesi
wmk =
Σ−1m
eTΣ−1m
,
e formare il vettore v = wmk−wmv. La soluzione al problema di ottimiz-
zazioneM e` quindi w = wmv−α(wmk−wmv). Per determinare α si fa uso
dell’uguaglianza mT w = µb, da cui si ricava
α =
µb−mT wmv
mT v
.
Facciamo alcune osservazioni sul metodo appena riportato. Quando non vi e`
disponibilita` di alcun bene privo di rischio, il problema di ottimizzazione media-
varianza del portafoglio puo` comunque essere risolto. Mettendo su un grafico
il rendimento atteso del portafoglio contro la corrispondente deviazione standard
minima (per tale rendimento) del portafoglio stesso, otteniamo cio` che e` denom-
inata la frontiera del portafoglio. All’interno di tale frontiera, possiamo identifi-
care i portafogli aventi minima varianza, secondo il metodo appena mostrato: tali
portafogli sono chiamati portafogli a minima varianza. Una volta avute queste due
grandezze, i punti della frontiera del portafoglio con rendimenti attesi maggiori
dei rendimenti attesi del portafoglio a minima varianza (chiamiamoli R¯mv) si dice
che giacciono sulla frontiera efficiente. Quando includiamo nel portafoglio titoli
privi di rischio, la frontiera efficiente diventa una linea retta, tangente alla frontiera
efficiente del portafoglio con solo titoli rischiosi, con coefficiente angolare uguale
al tasso privo da rischio. Se ogni investitore implementasse l’ottimizzazione media-
varianza, allora ognuno di loro avrebbe lo stesso portafoglio di titoli rischiosi,
insieme con una posizione libera da rischio. Siccome questo portafoglio, in tal
caso, sarebbe posseduto da tutti gli investitori, tale portafoglio “ideale” e` chiam-
ato portafoglio di mercato. Vale inoltre la pena di osservare che la soluzione del
problema M di selezione del portafoglio puo` essere sempre rappresentata come
la combinazione lineare di due portafogli: quello a minima varianza, i cui pesi
abbiamo indicato con wmv (da minimum variance), e quello dei pesi di mercato, i
cui pesi abbiamo indicato con wmk (da market).
L’approccio media varianza ha comunque evidenziato nel tempo alcune crit-
icita`, che andiamo a elencare di seguito.
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• La tendenza a produrre portafogli con valori troppo estremi per la pratica,
che combinano posizioni estreme short e posizioni estreme long. Questo
problema e` causato, tipicamente, dagli errori di stima nel calcolo del rendi-
mento atteso e nella matrice di covarianza.
• I pesi dei portafogli ottimali ottenuti tendono ad essere estremamente sen-
sibili anche a piccoli cambiamenti dei rendimenti attesi, a tal punto che un
piccolo aumento o una piccola diminuzione di un singolo bene pua` dram-
maticamente alterare l’intera composizione del portafoglio ottimale.
• Generalmente e` difficile tenere conto delle vedute soggettive degli investi-
tori insieme con informazioni di mercato di carattere piu` obiettivo.
Date le criticita` presenti nella modellizzazione media-varianza dei portafogli
di investimenti, i manager di portafoglio hanno poca fiducia nelle trdizionali tec-
niche che questo modello prevede, e nella pratica lo applicano molto raramente.
Una parte deli sviluppi hanno riguardato sforzi per superare le criticita` legate alla
stima degli indici di mercato, e comprendono l’uso di tecniche di stima che ab-
biano maggiore efficacia, come ad esempio quelle che includono la robustezza
della stima tra le loro proprieta`, o tecniche di statistica Bayesiana. Il problema
che riguarda l’occorrenza di posizioni estreme nel portafoglio puo` essere invece
mitigato mettendo alcuni vincoli sul portafoglio stesso, come ad esempio vincoli
di divieto di vendite short, oppure vincoli di tipo no-borrowing. Ciononostante,
l’approccio media-varianza rimaneva principalmente un approccio di tipo acca-
demico, fino all’introduzione del modello di Black-Litterman [7], nei primi anni
’90. Questa classe di modelli permetteva contemporaneamente di mitigare il prob-
lema della presenza di posizioni estreme nel portafoglio, e faceva sı` che gli utenti
potessero specificare le proprie condizioni soggettive sul mercato in maniera con-
sistente, e trattabile matematicamente.
2.4 Alcuni sviluppi del modello di Markowitz
In questa sezione descriviamo alcuni degli sviluppi successivi al modello di Markowitz,
che sono stati sviluppati per far fronte ad alcune delle criticita` che abbiamo messo
in evidenza. Tali modelli non saranno sviluppati all’interno della simulazione che
proporremo in questo lavoro di tesi, che invece terra` il modello di Markowitz come
riferimento, per paragonarlo ai modelli ottenuti mediante l’applicazione della teo-
ria dell’utilita`.
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2.4.1 Capital Asset Pricing Model (CAPM)
In finanza il Capital Asset Pricing Model, abbreviato con CAPM, e` un modello us-
ato per determinare teoricamente il rendimento di un bene, distinguendo il rischio
in diversificabile e non diversificabile. Nonostante alcune criticita` del modello,
e l’esistenza di metodi ideati piu` recentemente per determinare il pricing e la se-
lezione di portafoglio, il CAPM rimane comunque molto usato, grazie anche alla
sua semplicita` e all’utilita` che riserva in una serie di decisioni finanziarie.
Nel descrivere formalmente questo modello, assumiamo che i beni rischiosi si
riferiscona a tutte le azioni scambiabili disponibili, e che inoltre vi sia la presenza
di un bene privo di rischio, che puo` essere preso in prestito o prestato in quan-
tita` virtualmente infinite, con tasso di interesse r f . Assumiamo inoltre che siano
disponibili informazioni come le covarianze, le varianze, il tasso medio di rendi-
mento delle azioni, ecc. Assumiamo ovviamente la razionalita` degli investitori, i
quali sono avversi al rischio.
In linea di principio, sono a disposizione le stesse azioni tra cui scegliere, le
stesse informazioni circa queste azioni, e lo stesso metodo decisionale, ognuno
degli investitori selezionera` un portafoglio sulla frontiera efficiente. Dunque il
portafoglio ottenuto sara` composto da un titolo privo di rischio e un fondo F di
titoli rischiosi, sulla stessa frontiera efficiente. In altre parole, ognuno si pone
lo stesso problema di ottimizzazione, effettua gli stessi calcoli per risolverlo,
e dunque ottiene la stessa risposta. Questo portafoglio, in linea di principio,
dovrebbe essere selezionato da ogni investitore razionale, e dunque viene chiam-
ato portafoglio di mercato (market portfolio), e denotato con M. Il fatto che M
sia lo stesso per tutti gli investitori suggerisce che tale portafoglio possa essere
calcolato anche senza seguire alcun metodo di ottimizzazione: il portafoglio e` la
manifestazione del fatto che il mercato ha raggiunto un equilibrio tale per cui il
peso di ogni bene nel portafoglio e` dato dal suo valore capitale diviso per il valore
capitale totale del mercato. Calcolando questo valore per ogni bene, e poi som-
mando su tutti i beni del mercato, si ha il valore capitale totale dell’intero mercato
V =V1+ . . .+Vn, con i pesi dati da wi = ViV .
In generale, l’idea che fa intuire che il portafoglio di mercato possa essere
selezionato senza seguire metodi di ottimizzazione, e` che i beni con domanda
alta alzeranno i loro prezzi, e porteranno quindi rendimenti attesi piu` alti, e beni
con domanda bassa abbasseranno i loro prezzi e porteranno rendimenti attesi piu`
bassi. Le ripetute compravendite di beni porteranno il mercato quindi ad avere un
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equilibrio che riflette questo principio. Dunque i pesi ottimali wi per il portafoglio
di mercato sono in qualche maniera governati da questo principio di domanda e
offerta. Non c’e` quindi alcun bisogno di conoscere covarianze, varianze, ecc. in
questo caso. Il modello che include la descrizione di questo equilibrio e` chiamato
Capital Asset Pricing Model (CAPM).
Passiamo alla descrizione formale del modello CAPM. Se denotiamo con σ2M
la varianza, e con r¯m il rendimento medio atteso del portafoglio di mercato M,
avremo che tutti i portafogli selezionati da investitori razionali avranno una coppia
di valori (σ , r¯) che giaceranno sulla cosiddetta retta di capitale di mercato:
r¯ = r f +
r¯M− r f
σM
σ ,
ovvero la frontiera efficiente degli investimenti. Questa formula ci dice infatti che
il rendimento atteso di ogni portafoglio efficiente, in funzione della deviazione
standard, varia secondo la pendenza r¯M−r fσM .
Teorema 3 [18] Per ogni bene i si ha r¯i− r f = βi(r¯M − r f ), dove βi = σM,iσ2M e`
chiamato il beta del bene i. In generale, dato il portafoglio p = (α1, . . . ,αn) vale
la formula
r¯p− r f = βi(r¯M− r f ),
con il beta dato da βp =
σM,p
σ2M
= ∑Mi=1αiβi. In altre parole il beta del portafoglio
puo` essere calcolato come somma pesata dei beta dei beni individuali. ♦
I valori beta hanno anche un’interpretazione come misura del rischio diversa
da quella basata sulla varianza: identificano la parte del rischio non diversifica-
bile. Ecco alcune conseguenze di questa interpretazione. Per un dato bene i, σi e`
una misura di rischio associata alle fluttuazioni del titolo attorno alla sua media,
ma non ci dice niente rispetto al mercato in generale. Per esempio, se il bene i non
e` correlato a M, e dunque βi = 0, allora non c’e` alcun rischio associato al bene i,
nel caso in cui fosse σi molto grande. Questo accade perche´ la varianza σ2i puo`
essere diversificata mediante altri titoli, per esempio prendendo un numero grande
di titoli non correlati tra loro e formando un portafoglio con eguali proporzioni,
facendo cosı` scendere la varianza dei titoli a zero con un rendimento praticamente
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uguale a r f . I beta dunque misurano la parte di rischio non diversificabile, ovvero
la parte del rischio che non possiamo ridurre diversificando l’investimento. Per
tale motivo questo rischio e` anche chiamato sistematico.
Nel mercato reale, dove il numero dei beni e` enorme, il tentativo di costruire il
portafoglio di mercato sarebbe poco realistico. Per questo motivo sono stati creati
i cosidetti index-funds, tramite i quali si cerca di approssimare il portafoglio di
mercato. Questi indici sono costruiti tenendo conto quelli che si pensa siano gli
indici che guidano il mercato, quelli predominanti, e dunque il loro beta viene
ritenuto un’approssimazione del beta del portafoglio di mercato.
Seguendo questo approccio dunque, la varianza di un qualsiasi bene finanziario
i, ovvero il quadrato del suo rischio, puo` essere scomposto come segue
σ2i = β
2
i σ
2
M + var(εi),
ovvero come il rischio sistematico e il rischio non sistematico. La caratteristica
fondamentale di quest’ultimo rischio e` che questo e` specifico del bene in ques-
tione, e puo` essere ridotto, semplicemente diversificandolo.
Il modello CAPM, pur rappresentando migliorie di alcuni aspetti del modello
media-varianza, non e` esente da critiche (si veda per esempio [18]). Elenchiamo
di seguito alcunee criticita`, che hanno poi fornito motivazioni allo sviluppo di
modelli successivi, ivi inclusi quelli presentati successivamente in questa tesi.
• Il modello assume che tutti gli investitori, e i potenziali portatori di inter-
esse, abbiano le stesse informazioni, e decidano sulla base di quelle dunque
in maniera omogenea. Questa ipotesi viene per esempio usata per costruire
e “ideare” il portafoglio di mercato, ma nella pratica e` ben lungi dall’essere
vera;
• CAPM assume che non ci siano tasse, oppure costi di transazione. Nonos-
tante il peso di questo tipo di assunzioni possa essere mitigato da versioni
migliorative (e piu` complicate) del modello CAPM, tali assunzioni compor-
tano variazioni sensibili dei portafogli ottimali;
• Per quanto riguarda il portafoglio di mercato, questo e` fatto di beni che
sono pesati secondo la loro capitalizzazione di mercato. Nella costruzione
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di questo portafoglio tuttavia non e` contemplata l’individualita` degli investi-
tori, e inoltre si assume che i beni siano infinitamente divisibili e disponibili
per essere tenuti oppure scambiati;
• Il modello assume che ci sia un solo orizzonte temporale.
2.4.2 Arbitrage pricing theory (APT)
In finanza, la Arbitrage Pricing Theory, abbreviata con APT, e` una teoria di pricing
basata principalmente sull’idea che il rendimento atteso di un bene finanziario puo`
essere rappresentato come una funzione lineare di alcuni fattori macro-economici,
o di indici di mercato, con la sensitivita` di ogni fattore rappresentata dal coeffi-
ciente beta del fattore stesso. Il tasso di rendimento stimato dal modello poi serve
per prezzare correttamente il bene finanziario. La teoria APT fu introdotta per la
prima volta in [55].
Entrando un po’ piu` nel dettaglio, l’Arbitrage Pricing Theory e` un modello
a un periodo in cui si assume che l’investitore creda che le proprieta` stocastiche
dei beni finanziari siano consistenti con la struttura dei fattori del modello. Vale
a dire che, se i prezzi di equilibrio non danno opportunita` di arbitraggio, allora i
rendimenti attesi di tali beni sono legati in maniera approssimativamente lineare
ai coefficienti beta dei fattori.
L’argomento euristico a favore di questa teoria si basa proprio sull’assenza di
arbitraggio: infatti la presenza di tali relazioni lineari di cui sopra sono condizione
necessaria per l’assenza di arbitraggio. L’APT e` un modello che in qualche maniera
generalizza il CAPM, in quanto entrambi i modelli stabiliscono che i rendimenti
attesi abbiano una relazione lineare con le loro covarianze, ma nel CAPM la co-
varianza e` soltanto quella del rendimento del portafoglio di mercato. In ogni caso
tale covarianza e` interpretata come una misura del rischio che l’investitore non
puo` evitare semplicemente diversificando l’investimento.
Passando alla descrizione formale del modello, la teoria APT assume un mod-
ello uniperiodale in cui i rendimenti, rappresentanti da un vettore r di dimensioni
n, soddisfino il seguente modello lineare a fattori:
r = µ+β f + e.
Nell’equazione e e` un vettore random di dimensioni n× 1; f e` il vettore random
dei fattori, di dimensione k× 1, µ e` un vettore di dimensioni n× 1 e β e` una
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matrice n× k. Senza che il modello perda di generalita`, si puo` supporre che la
speranza di f e di e siano nulle, cosicche´ il modello implica che E[r] = µ , in
modo tale che µ venga indentificata come la media del rendimento. Il modello
ATP assume che esistano una costante a, una matrice definita positiva Z, e un
vettore λ di dimensioni (k+1)×1, tali per cui
(µ−Xλ )Z−1(µ−Xλ )≥ a, (2.2)
dove X e` un vettore della forma [ι ,0, . . . ,0] = [1, . . . ,1,0, . . . ,0]. Se chiamiamo
λ0 la prima componente di λ , e λ1 il resto delle componenti, abbiamo che se
qualche portafoglio di beni finanziari e` privo di rischio, allora λ0 e` il rendimento
del portafoglio risk-free. La matrice definita positiva Z spesso e` la covarianza
E[ee′]. Il pricing esatto di arbitraggio si ottiene quando
µ = Xλ = iλ0+βλ1.
In questo caso il vettore λ1 e` chiamato premio di rischio, e la matrice β e` chiamata
appunto il beta dei fattori di rischio. L’interpretazione dell’equazione (2.2) e` che
ogni componente di µ dipende in maniera approssimativamente lineare dalla cor-
rispondente riga di β . Piu` a e` piccolo, piu` l’approssimazione e` migliore. Quando
µ = Xλ , ovvero a = 0, allora l’approssimazione e` esatta.
L’idea dietro all’Arbitrage Pricing Model muove dal modello di Arrow-Debreau
[3] per il pricing delle security. In quest’ultimo modello viene supposto che un
insieme di k security fondamentali dia luogo a tutti i possibili stati futuri delle
security. Il profitto di ogni bene puo` quindi essere descritto come il ricavo medi-
ante un portafoglio di questi k beni fondamentali. In altre parole, il profitto deve
essere una media pesata dei profitti dei beni fondamentali. Se il mercato non per-
mette opportunita` di arbitraggio, allora il prezzo corrente di ogni bene deve essere
uguale alla media pesata dei prezzi correnti dei beni fondamentali. La stessa idea
puo` quindi essere applicata in termini di rendimenti e rendimenti attesi, invece
di profitti e prezzi. Se la parte “inaspettata” del rendimento di ogni bene e` una
combinazione linreare dei k beni fondamentali, allora il rendimento atteso di ogni
bene deve essere dato dalla stessa combinazione lineare dei rendimenti attesi di k
beni fondamentali.
In [31] c’e` una formalizzazione dell’argomento di Ross. Un portafoglio v e`
rappresentanto da un vettore n× 1. Il costo del portafoglio e` v′ι , e il profitto e`
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dato da v′r, mentre il rendimento e` dato da v
′r
v′ι . Huberman definisce l’arbitraggio
come l’esistenza di portafogli a costo zero tali per cui esiste una sottosequenza
che soddisfi a
lim
n→∞E[w
′r] = ∞, lim
n→∞var[w
′r] = 0
La prima parte della formula di sopra si puo` interpretare dicendo che il profitto
associato a w diventa sempre piu` grande man mano che il numero dei beni cresce.
La seconda parte della formula invece interpreta il fatto che il rischio, misurato
come la varianza del profitto, diventa nullo al crescere del numero dei beni. In
altre parole l’esistenza di un arbitraggio e` associata al fatto che esista una partico-
lare scelta di titoli che, man mano che il numero di questi diventa grande, il loro
rendimento diventa arbitrariamente grande mentre il loro rischio diventa zero.
Dunque diremo che un mercato non offre la possibilita` di arbitraggi se nes-
suna sottosequenza w del tipo descritto sopra esite. Si puo` dimostrare che se il
modello a fattori (2.1) viene dato per buono, e se la matrice di covarianza E[ee′]
e` diagonale per ogni n e uniformemente limitata, allora l’assenza di arbitraggio
implica che Z = I, e l’esistenza di una a limitata.
Ingersoll [33] ha generalizzato i risultati di Huberman, mostrando che il mod-
ello a fattori, la limitatezza uniforme degli elementi di β , e l’ipotesi di non arbi-
traggio, in realta` implicano il modello (2.1) con Z = [ee′] che non deve per forza
essere diagonale. Gli autori di [10] hanno applicato tecniche degli spazi di Hilbert
per studiare il mercato con un numero possibilmente infinito di beni. La preclu-
sione dell’arbitraggio implica la continuita` del funzionale di costo nello spazio di
Hilbert. Se inoltre denotiamo con L il massimo autovalore della covarianza lim-
ite E[ee′], e con d l’estremo superiore dei rapporti tra la speranza e la deviazione
standard dei rendimenti di tutti i portafogli a costo zero, e` stato dimostrato che in
caso di non arbitraggio il modello (2.1) vale con a = Ld2 e Z = I.
Un tipico problema di ottimizzazione che l’investitore potrebbe voler risolvere
all’interno del framework dell’Arbitrage Pricing Theory, e` il seguente:
maxc0,ct ,w E[u(c0,cT )]
c0 ≤ b−w′ι
cT ≤ w′r,
dove abbiamo indicato con b la ricchezza iniziale, e con u la funzione costo, fun-
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zione del consumo iniziale c0 e finale cT . La funzione costo si suppone che sia
crescente rispetto a c0 e cT . La condizione necessaria per la risoluzione di tale
problema, al primo ordine, e`
E[rM] = ι ,
dove abbiamo indicato con M il rapporto ∂u/∂cT∂u/∂c0 . La variabile aleatoria M che
soddisfa l’equazione sopra viene chiamata fattore di sconto stocastico in [27]. Se
sostituiamo il modello a fattori (2.1) nella condizione del primo ordine otteniamo
µ = ιλ0+βλ1+α,
dove λ0 = 1E[M] , λ1 =
−E[ f M]
E[M] e α =
−E[eM]
E[M] . Da quest’ultima segue che
(µ−Xλ )′(µ−Xλ ) = α ′α,
dove X = (ι ,β ), e λ = (λ0,λ ′1)
′. In questo caso dunque la APT (2.1) vale per
Z = I, e per a l’estremo superiore (se esiste) di α ′α . Inoltre l’APT esatta vale se e
soltanto se E[eM] = 0. Se il fattore di sconto stocastico e` una funzione lineare dei
fattori, allora vale E[eM] = 0. E viceversa, se E[eM] = 0, allora esiste un fattore
stocastico di sconto che e` una funzione lineare dei fattori, tale che l’equazione
(2.4) sia soddisfatta. Ad ogni modo, il fattore stocastico di sconto non deve per
forza essere una funzione lineare dei fattori per lo scopo di ottenere l’APT esatta.
Una funzione nonlineare dei fattori M = g( f ) per il fattore stocastico di sconto
implicherebbe comunque E[eM] = 0, aggiungendo l’ipotesi che E[e| f ] = 0.
Connor [12] mostra che se il portafoglio di mercato e` ben diversificato, allora
ogni investitore possiede un portafoglio ben diversificato. Con questa ipotesi, la
condizione del primo ordine di ogni investitore implica il pricing di arbitraggio
esatto in un equilibrio competitivo. In [13] gli autori estendono il precedente la-
voro di Connor a modelli nei quali alcuni investitori hanno migliori informazioni
sui rendimenti rispetto alla maggior parte degli investitori. Questi investitori “priv-
ilegiati” formano un insieme piccolo rispetto alla totalita` degli investitori, per cui
i risultati di pricing rimangono gli stessi, ma tale framework puo` essere usato
per darivare un test di superioria` dell’informazione su quali siano gli investitori
meglio informati.
In [13] si estende anche il modello a singolo periodo ad un modello multi-
periodo. In questo caso si assume che i beni sono gli stessi in tutti i periodi, per
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cui i profitti di questi beni obbediscono anche loro ad una struttura a fattori, e
che l’equilibrio competitivo dei prezzi e` settato in base all’esistenza di un investi-
tore rappresentativo che massimizza una funzione costo esponenziale. Gli autori
mostrano che in tale contesto un pricing di arbitraggio esatto da` luogo a premi di
rischio che variano nel tempo.
Gli autori di [11] sostengono che, se esiste un portafoglio ben diversificato,
e se questo portafoglio e` il portafoglio ottimale per qualche investitore che mas-
simizza una funzione costo, allora le condizioni al primo ordine di quell’investitore
implicano il pricing di esatto arbitraggio. Il caso di beni finiti e` considerato ad
esempio in [15, 25]. In questi lavori sono fornite delle stime esplicite sulla de-
viazione dal pricing di arbitraggio esatto. Queste stime sono funzione dei supply
dei beni pro capite, delle stime individuali sull’avversione al rischio assoluta, della
varianza del rischio idiosincratico, e del tasso di interesse.
L’APT si e` sviluppato come generalizzazione del CAPM, il quale asserisce
che i rendimenti attesi dei beni finanziari sono correlati linearmente con le loro
covarianze con i rendimenti del portafoglio di mercato. Allo stesso modo il CAPM
afferma che il portafoglio di mercato e` efficiente in termini di media-varianza
nell’universo degli investimenti contenenti tutti i possibili beni. Se i fattori nel
modello CAPM possono essere idenficati con beni scambiati, allora il pricing di
esatto arbitraggio ci dice che un portafoglio di questi fattori e` efficiente in termini
di media-varianza. La relazione tra l’Arbitrage Pricing Theory e l’efficienza in
termini di media-varianza e` stata studiata in [35]. In questo lavoro sono stati
proposti test statistici basati sul rapporto di verosimiglianza per testare l’ipotesi
congiunta che un dato insieme di variabili aleatorie sono nel modello a fattori, e
che vale il pricing dell’arbitraggio esatto.
Nel lavoro [50] gli autori hanno studiato la relazione tra l’approccio di Huber-
man e Kandel e Le stime sulla volatilita` di Hansen and Jagannathan [27]. Anche
quando i fattori non sono tra i beni scambiati, (2.3) e` uno statement sull’efficienza
in termini di media-varianza. Grinblatt e Titman [26] assumono che la struttura a
fattori (2.1) valga, e che sia disponibile un bene privo di rischio. In tali ipotesi gli
autori identificano k beni scambiati tali che il portafoglio contenente quei beni e`
efficiente in termini di media-varianza se e soltanto se vale la (2.3).
Gli autori di [32] estendono il lavoro di Grinblatt e Titman caratterizzando
tale insieme di k beni scambiati. L’interpretazione di (2.3) come un enunciato a
prpoposito dell’efficienza media-varianza contribuisce al dibattito circa la possi-
bilita` di testare il modello APT. Siccome tale teoria non identifica i fattori, ogni
test a proposito di APT deve essere un test statistico congiunto sulla correttezza
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dei fattori e sulle relazioni di pricing. In verita`, il fatto di poter trovare portafogli
che sono efficienti in termini di media-varianza ne´ supporta, ne´ contraddice APT,
perche´ tanli portafogli efficienti esistono sempre, e si possono sempre trovare “fat-
tori” rispetto ai quali la (2.3) vale. Invece e` la struttura a fattori, che combinata
con la (2.3), fornisce ipotesi testabili a proposito dei rendimenti dei beni.
2.4.3 La teoria dell’immunizzazzione finanziaria
In finanza, l’immunizzazione dei tassi di interesse e` una strategia che cerca di as-
sicuare l’investitore del fatto che la variazione dei tassi di interesse non influenzi
il valore del portafoglio. L’immunizzazione dei tassi di interesse puo` essere ot-
tenuta seguendo molti metodi diversi, tra cui nominiamo a titolo di esempio il
flow matching, i duration matching, il volatility matching e il convexity matching.
Puo` essere inoltre ottenuta mediante il trading di bond, forward, futures, o opzioni.
Fisher e Weil introducono nel 1971 un modello di costruzione del portafoglio
con l’obiettivo di indicare all’investitore una strategia utile per salvaguardare il
proprio investimento da eventuali variazioni dei tassi di interesse, che possono
alterare in modo sfavorevole il valore dell’attivo e del passivo. L’intuizione sot-
tostante l’immunizzazione finanziaria e` data dal bilanciamento di perdite e guadagni
causati da variazioni dei tassi di interesse. Fisher e Weil, sulla base degli studi
sulla duration, indicatore della durata finanziaria, e della variabilita` di un titolo in
conseguenza di una variazione del tasso di riferimento, individuarono una strate-
gia di protezione dal rischio di tasso, attraverso la costruzione di un portafoglio
(in cui il passivo e` caratterizzato da un unico esborso a scadenza) nel quale la du-
ration dell’attivo e` uguale all’orizzonte temporale del finanziamento.
Il termine “immunizzazione finanziaria” formalmente identifica una metodolo-
gia matematica finalizzata a neutralizzare gli effetti della variazione del tasso di
valutazione su di un portafoglio attivo (crediti) o passivo (debiti). L’immunizzazione
finanziaria e` quindi una tecnica che e` stata sviluppata per cercare di strutturare le
attivita` e le passivita` in modo da ridurre o addirittura eliminare le possibili perdite
causate dalle variazioni nel livello dei tassi d’interesse. La teoria fornisce dunque
un metodo di copertura dal rischio di tasso, studiando le strategie di protezione da
questo rischio. Un primo utilizzo del termine immunizzazione riferito appunto a
portafoglio interest rate sensitive, viene fatto risalire a Frank Redington, attuario
inglese conosciuto principalmente per i suoi lavori sull’immunizzazione dei tassi
di interesse. Il teorema dell’immunizzazione fu sviluppato inizialmente da Red-
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ington come strumento per mantenere il valore delle attivita` in linea con quelle
delle passivita`. Un’analisi dell’immunizzazione fu poi sviluppata da Fisher, statis-
tico e matematico inglese, e da Weil, matematico francese, i quali formularono
il problema e i risultati in maniera piu` formale, e introdussero nel loro teorema
l’ipotesi di shift additivi. Il teorema di Rendington puo` essere formalizzato nel
modo seguente:
Sia δ (s, t) l’intensita` istantanea di interesse corrispondente alla struttura a ter-
mine osservata al tempo t, siano x e y due flussi ad elementi non negativi con
scadenze t1, t2, . . . , tm e valori uguali al tempo t:
W (t,x) =W (t,y).
Se la curva dei rendimenti subisce nell’istante t+ immediatamente successivo a t,
uno shift additivo di ampiezza aleatoria infinitesima, allora il valore post-shift del
flusso x sara` maggiore o uguale del valore post-shift di y:
W (t+,x)≥W (t+,y).
Questo risultato vale se la durata media finanziaria di x e` uguale alla durata media
finanziaria di y: D(t,x) = D(t,y); e se il momento di second’ordine di x e` mag-
giore o uguale al momento di second’ordine di y: D(2)(t,x) = D(2)(t,y).
Il teorema di Redington considera una struttura dei rendimenti nota nell’istante
decisionale t. La struttura dei rendimenti e` rappresentata da una intensita` istanta-
nea di interesse costante sull’intero periodo di attivita` dell’investitore, che potesse
evolvere soltanto per una traslazione di ampiezza aleatoria, con effetto immedi-
atamente successivo a t. Da cio` si evince una forte semplificazione della realta`:
della struttura dei rendimenti nel modello di Redington e` deterministica per quanto
riguarda la forma della funzione dell’intensita` di interesse, il tipo e l’istante di per-
turbazione. L’incertezza pesera` quindi solamente sull’ampiezza e sul segno dello
shift additivo.
Fisher e Weil riprendono il modello dello shift additivo con una struttura dei
rendimenti nota in t, ma non costante, e definiscono le basi per un investimento
ottimale e le implicazioni metodologiche sottostanti. Affermano che nella teoria
del portafoglio, l’orizzonte temporale o holding period deve essere specificato sin
dall’inizio. Bisogna considerare che un obbligazione e` caratterizzata da diverse
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dimensioni: la qualita`, la maturity, le call properties e il tasso interno di rendi-
mento. L’intento di Fisher e Weil e` decretare quale siano le maturity dei titoli in
cui investire.
La strategia migliore, secondo questo approccio, per ottenere un rendimento
prefissato, e` quella di dotarsi di un portafoglio d’investimento immunizzato. Un
portafoglio si dice immunizzato per un holding period se il suo valore alla fine
dell’holding period, senza riguardo nei confronti dell’andamento dei tassi di in-
teresse durante il periodo di riferimento, sara` sicuramente maggiore o uguale al
valore che avrebbe avuto se i tassi di interesse fossero rimasti costanti durante il
periodo di riferimento.
Per caratterizzare l’equilibrio finanziario del portafoglio normalmente ci si
riferisce al teorema di immunizzazione di Fisher-Weil, che e` formulato nell’ipotesi
classica. Un portafoglio di titoli obbligazionari si dice immunizzato da uno shift
additivo, su un certo orizzonte temporale, se il reddito prodotto a fine periodo (red-
dito da reinvestimento piu` valore di smobilizzo), nel caso abbia avuto effetto lo
shift, e` comunque non minore del reddito che sarebbe prodotto in assenza di shift.
Con formulazione equivalente, in termini di rendimento (holding period return),
se il portafoglio e` immunizzato, il rendimento ex ante (il cosiddetto rendimento
programmato) e` non minore del rendimento ex post. Perche´ valgano le condizioni
che vogliamo devono essere soddisfatti i seguenti vincoli:
• il valore attuale dell’attivo all’epoca t deve essere uguale al valore attuale
del passivo (sempre in t);
• la duration dell’attivo deve essere uguale alla duration del passivo.
L’ipotesi su cui si basa tutto il concetto di immunizzazione finanziaria di Fisher e
Weil e` quella di shift additivi. La struttura del mercato al tempo t e` stata identi-
ficata con la struttura dei corsi v(t,s), che fornisce le ragioni di scambio fra beni
monetari caratterizzati dalla data di esigibilita`. La struttura dei corsi puo` essere
esplicata in riferimento all’intensita` istantanea di interesse v(t,s) considerando la
curva dei rendimenti
h(t,s) =
1
s− t
∫ t
s
δ (t,u)du
Nell’impostazione classica si ipotizza che la struttura a termine vari a seguito
di traslazioni rigide della curva dei rendimenti, intendendo che il grafico della
funzione δ (t,s) possa subire, al variare del tempo t, soltanto spostamenti (shift)
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paralleli, in senso verticale, di ampiezza e segno incogniti. L’ipotesi, cosiddetta di
shift additivi, puo` essere schematizzata ponendo, per ogni t ′ ≥ t e per ogni s≥ t ′:
δ (t ′,s) = δ (t,s)+Z(t, t ′),
dove Z e` una variabile aleatoria, indipendente da s, che rappresenta l’ampiezza
dello shift additivo subito dalla curva dei rendimenti nell’intervallo di tempo tra
t e t ′. Proprio per l’indipendenza di Z da s le perturbazioni avvenute tra t e t ′
non alterano la forma della curva δ (t,s), ma provocano soltanto traslazioni di
ampiezza casuale Y che influenzano identicamente le intensita` istantanee di inter-
esse di qualsiasi scadenza. L’ipotesi classica di shift paralleli puo` essere formulata
anche in termini di intensita` di rendimento:
h(t ′,s) =
1
s− t ′
∫ s
t ′
δ (t ′,u)du =
1
s− t ′
∫ s
t ′
δ (t,u)du+
1
s− t ′
∫ s
t ′
Zdu = h(t,s)+Z.
Per questo motivo l’intensita` di rendimento a pronti in t ′ (per ogni t ′ > t) ha stessa
forma dell’intensita` implicita in t per l’istante t ′, modificata per un termine addi-
tivo Z, indipendente da s ed uguale alla somma delle ampiezze degli shift tra t e
t ′. Sotto queste ipotesi il teorema di Fisher e Weil afferma che, data l’intensita`
istantanea di interesse δ (t,s) corrispondente alla struttura a termine osservata al
tempo t, siano L < 0, un importo esigibile al tempo H > t, x un flusso di im-
porti non negativi con scadenze t1, t2, . . . , tm i cui valori sono uguali al tempo t:
W (t,x) =W (t,L). Sotto l’ipotesi descritta precedentemente di uno shift additivo
nell’istante t+: il valore post shift del flusso di importi x (l’attivo), sara` non minore
del valore post shift di L (il passivo): W (t+,x) =W (t,L) se e solo se la duration
dell’attivo e del passivo (che coincide con la maturity data l’ipotesi di un passivo
caratterizzato da un’unica uscita): D(t,x)≥ H− t.
Questo teorema fornisce le basi per la costruzione di un portafoglio di in-
vestimento che vuole garantire un rendimento prefissato proteggendo il valore
del portafoglio (attivo e passivo) da eventuali variazioni dei tassi di interesse.
L’intuizione che alla base del teorema riguarda la duration: costruendo un attivo
e un passivo che abbiano un uguale valore attuale e una stessa duration, eventuali
variazioni dei tassi di interesse modificheranno il valore dell’attivo e del passivo in
ugual modo. Fisher e Weil sostengono inoltre che eventuali flussi ricevuti devono
essere reinvestiti in titoli che abbiano una duration tale da mantenere le duration
dell’attivo e del passivo allineate.
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2.5 Modelli multistadio per la gestione del portafoglio
Nel problema della scelta di un portafoglio ottimale gli investitori devono con-
siderare la loro attitudine al rischio e al premio, nell’effettuare scelte finanziarie
che possono anche essere complesse. Per dare risposte rigorose a questo tipo di
problemi, le preferenze e i rendimenti dei beni finanziari degli investitori, cosı`
come le loro dinamiche, sono rappresentanti da modelli matematici che risultano
poi nei paradigmi di scelta. In molti di questi modelli, si assume che l’investitore
voglia massimizzare il rendimento finale, soggetto ad un rischio che e` rappresen-
tato dalla varianza. Mentre i modelli a singolo stadio rappresentano le forme piu`
popolari di modelli per via della loro relativa semplicita`, sia nell’accademia che
nell’industria, le difficolta` computazionali di tali modelli nell’applicazione a sis-
temi multistadio ne limitano fortemente le applicazioni.
In questa sezione illustriamo possibili framework per l’analisi multiperiodale.
Ricordiamo che tuttavia uno dei problemi chiave delle formulazioni multista-
dio riguarda i limiti della capacita` computazionale, e delle approssimazioni nu-
meriche. In alcuni casi le soluzioni saranno soltanto soltanto sub-ottimali, e tut-
tavia computazionalmente trattabili. Le performance di questa strategie dipen-
deranno dall’orizzonte temporale, dall’uso delle leve finanziarie, e dalle proprieta`
statistiche dei rendimenti del portafoglio intra-stadio.
Un possibile modo di inquadrare dentro un modello i processi multistadio, e`
nell’ambito dei modelli vettoriali autoregressivi (VAR). Questo tipo di modelli e`
gia` molto usato, sia all’interno dell’accademia, sia nell’industria, per descrivere
gruppi di serie temporali le cui singole componenti sono ben modellate da processi
non stazionari, in cui pero` esiste una combinazione lineare dei segnali che produce
un processo stazionario. Nel dominio del tempo, questo tipo di segnali sembrano
muoversi contemporaneamente in maniera coordinata, proprieta` che condividono
con le serie temporali finanziarie. I processi VAR sono modelli che codificano
queste proprieta`, mentre i prezzi di molti beni finanziari evolvono in maniera non
statzionaria. La maggior parte della letteratura a riguardo utilizza le proprieta`
statistiche di arbitraggio per sfruttare la cosiddetta proprieta` di inversione della
media in tali modelli, per ottenere risultati significativi.
In questi modelli si continua ad assumere la varianza del rendimento del porta-
foglio come misura del rischio, sebbene, soprattutto nell’ambito dei modelli mul-
tistadio, questa possa essere una limitazione. Infatti, dato per assodato il fatto
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che i rendimenti sono variabili aleatorie, la varianza identifica la distribuzione di
tali variabili soltanto nel caso in cui queste siano distribuite secondo una gaus-
siana. E tuttavia e` abbastanza noto e generalmente accettato che i rendimenti
hanno delle code distribuzionali spesse, per cui puo` essere che eventi in cui si
presentino rendimenti estremamente positivi o negativi non siano cosı` rari come
in una distribuzione normale. Inoltre, la misura di una varianza come misura di
rischio implica che in qualche maniera gli investitori si preoccupino allo stesso
modo delle deviazioni verso l’alto e verso il basso, cosa che in molti casi non e`
affatto vera. Infine l’uso della varianza non prende in considerazione il fatto che
l’investitore puo` andare in bancarotta durante il tempo di investimento. Ovvia-
mente esistono altre misure di rischio che pongono soluzione parziale o totale a
questi problemi appena sollevati. Ciononostante, la varianza e` spesso scelta per
la sua semplicita`, intuitivita`, e per il fatto che rende i calcoli computazionalmente
trattabili.
Il primo passo nello stabilire la selezione di un portafoglio ottimale e` quello di
selezionare un modello matematico per i prezzi e i rendimenti dei beni finanziari.
Questo primo passo puo` sembrare facile, anche guardando le semplici relazioni
che intercorrono tra i prezzi e i rendimenti. Tuttavia le ipotesi statistiche che si
fanno a questo punto hanno poi profonde implicazioni nei successivi calcoli del
modello matematico. Ad esempio, mentre i rendimenti possono essere positivi
oppure negativi, i prezzi dei beni sono vincolati ad essere positivi, il che implica
che qualsiasi distribuzione a due code non dovrebbe essere usata, ivi inclusa al-
cuna distribuzione normale. Inoltre, e` solitamente accettato che le proprieta` di
stazionarieta` e di ergodicita` sono soddisfatte dai rendimenti, ma non dai prezzi
[9]. Per questo motivo spesso i problemi di portafoglio sono formulati in termini
di rendimenti, e non di prezzi.
Sia pk ∈ R+ il prezzo di un certo bene al tempo tk, e indichiamo con Rk il
rendimento dello stesso bene nel periodo ]tk−1, tk], definito nella seguente maniera
Rk =
pk− pk−1
pk−1
.
Il rendimento rappresenta dunque la percentuale di cambio nel valore del bene.
Questo tipo di rendimento e` spesso definito come rendimento semplice o rendi-
mento percentuale. Un altro tipo di rendimento e` invece quello logaritmico, defini-
to come
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rk = log(1+Rk) = log(pk)− log(pk−1).
I rendimenti logaritmici sono anche detti rendimenti composti continuamente, in
quanto la quantita` (1+Rk) rappresenta il tasso composto continuamente rck cor-
ripondente al rendimento Rk. Quando il rendimento Rk e` abbastanza vicino a zero,
l’approssimazione al primo ordine data dallo sviluppo di Taylor log(1+Rk)≈ rk
e` una buona approssimazione del rendimento percentuale. Notiamo anche che la
relazione monotona che intercorre tra le due quantita`, ovvero Rk = erk−1 implica
che l’operazione di ottimizzazione puo` essere fatta indipendentemente nell’uno o
nell’altro dominio.
Se ci mettiamo in un setting multiperiodo, il rendimento percentuale comp-
lessivo calcolato a partire da N periodi di investimento, indicato con RT , e` calco-
lato come
1+RT =
N
∏
k=1
(1+Rk) =
N
∏
k=1
pk
pk−1
=
pN
p0
.
Un vantaggio nell’usare i rendimenti logaritmici al posto dei rendimenti percentu-
ali sta naturalmente nel fatto che il rendimento logaritmico multi-periodo e` sem-
plicemente la somma dei rendimenti singolo periodo, invece che essere il loro
prodotto:
rT = log(
N
∏
k=1
(1+Rk)) = log(
N
∏
k=1
pk
pk−1
) = log(
pN
p0
) = log(pN)− log(p0).
Il fatto che si tratti di somma anziche´ di prodotto ha prima di tutto implicazioni
pratiche computazionali.
Una delle componenti che spesso si considera nella definizione del rischio
di un portafoglio e` data dai vincoli sul budget. Tali vincoli sono usati per lim-
itare l’esposizione dell’investitore, per esempio richiedendo che il valore totale
del portafoglio debba eguagliare la ricchezza posseduta. Questo ad esempio im-
plica che l’investitore non puo` prendere in prestito ulteriori fondi illimitatamente,
per seguire una sua strategia finanziaria.
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Formalmente, si puo` procedere come segue. Sia w ∈ Rp il vettore dei pesi di
un portafoglio con p beni. Un tipico vincolo di budget e` espresso dalla formula
∑wi = 1. In questo setting, e` poi facile imporre un vincolo di budget applicando
per esempio delle trasformazioni lineari affini sui pesi del portafoglio. Se denoti-
amo con wc il vettore dei pesi di portafoglio vincolati, sia v ∈ Rp−1, allora
wc = c+Dv =

v1
...
vp−1
1−∑vi
 , c =
 0...
1
 , D = ( Ip−1−1T
)
.
In un setting multistadio, se l’investitore vuole/deve reinvestire tutta la sua disponi-
bilita` corrente all’inizio di ogni stadio, una relazione del tipo wc = c(1+ rk)+Dv
puo` essere usata, dove rk denota il rendimento cumulativo al tempo tk. Quando e`
permesso fare short selling, e dunque i pesi possono essere positivi o negativi, si
puo` per esempio imporre che la norma l1 del vettore dei pesi sia uguale a 1. Infine,
quando un bene privo di rischio e` esplicitamente presente nel modello, un vincolo
di budget puo` essere utilizzato per prevenire il fatto che la percentuale allocata per
tale bene cresca arbitrariamente.
Le origini della teoria della selezione dei portafoglio multiperiodo puo` essere
riferita a [62]. Nel setting multistadio, sia wk il vettore dei pesi di portafoglio al
tempo tk, e sia rk il vettore dei rendimenti logaritmici di un insieme di p beni
finanziari, e sia rk il rendimento di portafoglio allo stadio k. Il rendimento logar-
itmico totale, rT , e` quindi calcolato come
rt =
N
∑
i=1
ri =
N−1
∑
i=0
wTi ri+1.
Il compito dell’investitore dunque e` di selezionare una sequenza ottimale di portafo-
gli risolvendo dei problemi di ottimizzazione multistadio, di cui ne vengono forniti
due tipi casi.
• Caso 1: framework media-varianza additivo.
Una delle possibili estensioni del framework di Markowitz media-varianza
e` quella che non prende in considerazione la struttura di correlazione inter-
stadio tra i rendimenti, e puo` essere descritta come segue:
60 TEORIE DI PORTAFOGLIO
{w?0, . . . ,w?N−1}=

argmaxw0,...,wN−1 E
[
∑i=0 N−1wTi ri+1
]
∑N−1i=0 var[w
T
i ri+1] = σ20 ,
dove σ20 rappresenta il totale budget di rischio su cui e` permesso di rischiare.
I vettori dei pesi di portafoglio su tutti gli stadi eccetto il primo, sono vaiabili
aleatorie stato-dipendenti. Dunque il portafoglio al tempo tk e` funzione dei
prezzi logaritmici all’inizio dello stadio k, ovvero wk = fk(xk). Questo tipo
di problema da una parte ignora le correlazioni tra i rendimenti intra-stadio,
ma d’altra parte la funzione obiettivo e` additiva nel numero degli stadi, e
dunque tecniche di programmazione dinamica possono portare a soluzioni
computazionalmente efficienti.
• Caso 2: framework di media-varianza non additivo.
Una seconda generalizzazione prende invece in considerazione le corre-
lazioni intra-stadio, e puo` essere cosı` espressa:
{w?0, . . . ,w?N−1}=

argmaxw0,...,wN−1 E
[
∑i=0 N−1wTi ri+1
]
var
[
∑N−1i=0 w
T
i ri+1
]
= σ20 ,
La strategia di ottimizzazione prodotta da quest’ultima formula puo` es-
sere preferibile a quella precedente quando i rendimento intra-stadio del
portafoglio sono correlati negativamente. Al contrario del problema prece-
dente, questo problema non ammette una funzione di costo additiva, per
causa dei termini di covarianza presenti nel vincolo.
L’estensione del framework di massimizzazione dell’utilita` attesa ai prob-
lemi multistadio, puo` essere ricondotto a [48], dove per la prima volta si
propone di imporre all’investitore di massimizzare l’utilita` attesa in termini
della ricchezza terminale:
{w?0, . . . ,w?N−1}= arg maxw0,...,wN−1 E
[
u
(
∑
i=0
N−1wTi ri+1
)]
In tale lavoro Mossin propose anche l’uso di metodi di programmazione
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dinamica per risolvere tali problemi di ottimizzazione. Negli anni succes-
sivi Samuelson e Merton espansero i metodi di Mossin [47, 58], includendo
l’utilita` del consumo, e la possibilita` di lavorare in tempo continuo e dis-
creto.
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Chapter 3
TEORIA DELL’UTILITA
Le ipotesi su cui si basano le teorie economiche fin qui illustrate assumono
che gli investitori siano avversi al rischio, e che cerchino di minimizzare il
rischio tentando al contempo di massimizzare il rendimento del loro porta-
foglio. Abbiamo anche messo in evidenza alcune altre limitazioni delle
teorie fin qui presentate, come ad esempio l’ipotesi che i rendimenti siano
distribuiti normalmente, l’assenza nei modelli della tassazione, l’assenza
dei costi delle transazioni finanziarie, o l’ipotesi che il singolo investitore
non possa influenzare le scelte o il prezzo dei titoli o dei prodotti del mer-
cato. Tutte queste criticita` hanno portato a sviluppi delle teorie iniziali.
In ogni caso molta della teoria economica e finanziaria e` basata sull’assun-
zione che l’investitore sappia sempre scegliere in maniera razionale, data
una serie di alternative, quella che meglio si adatta alle sue preferenze.
Questa ipotesi e` resa formalmente e sviluppata in maniera rigorosa medi-
ante la teoria dell’utilita`, la quale fornisce l’ambito teorico entro il quale
l’investitore puo` scegliere tra le possibilita` che gli si propongono sulla base
delle sue preferenze.
Un quadro generale dei contributi dati alle teorie economiche e finanziarie
potrebbe essere descritto mettendo in evidenza i contributi provenienti dal
quadro teorico delle suddette teoria, dai metodi di ottimizzazione utilizzati,
e dalla teoria dell’utilita` associata. Dovendo spiegare in poche parole i con-
tributi delle singole aree, potremmo affermare che le teorie economiche e fi-
nanziarie offrono il necessario background per la rappresentazione dei prob-
lemi nella realta`; le teorie di ottimizzazione offrono gli strumenti pratici,
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anche computazionali, per risolvere i problemi che si pongono; le teorie
dell’utilita` forniscono gli strumenti per incorporare in questi problemi e
nelle loro soluzioni il rischio e l’incertezza legati alle preferenze dei sin-
goli individui.
Le preferenze dei consumatori, e concetti come l’avversione o la propen-
sione al rischio, si traducono in altrettanti concetti all’interno delle teorie
dell’utilita`. Osserviamo che anche le teorie di portafoglio che abbiamo de-
scritto finora possono essere espresse mediante massimizzazioni di funzioni
di utilita` che dipendono dalla media e dalla varianza dei rendimenti.
Si possono tracciare le origini della teoria dell’utilita` nei lavori di Bernoulli,
il quale nel 1738 pubblico` alcune sue osservazioni in risposta al problema
di stimare la quantita` di denaro che un individuo razionale e` disposto a
spendere per prendere parte ad una scommessa. L’opinione corrente dell’e-
poca era che l’atteggiamento razionale fosse quello di essere disposti a
pagare una quantita` di denaro che fosse al massimo il valore atteso della
scommessa. Bernoulli, con il suo lavoro, mostro` tuttavia che questo era un
atteggiamento poco razionale in certi casi, motivando la sua opinione con il
seguente esempio.
Consideriamo una scommessa secondo la quale si lancia una moneta finche´
non si ottiene testa. Se un individuo decide di prendere parte alla scommessa,
quando viene testa, supponiamo che sia all’n-esimo lancio, allora riceve un
premio di 2n dollari. Il problema, come messo in evidenza precedentemente,
e` quello di stabilire quanto denaro sia disposto a pagare un individuo sup-
posto razionale, per prendere parte alla scommessa appena descritta. Si puo`
mostrare facilmente che il valore atteso del premio della scommessa e` (ad-
dirittura) infinito. Dunque secondo l’opinione corrente al tempo del lavoro
di Bernoulli, qualsiasi individuo dovrebbe essere disposto a pagare qual-
siasi cifra di denaro per partecipare. Bernoulli osserva pero`, giustamente,
che la maggior parte delle persone sono disposte a pagare una quantita` di
denaro relativamente piccola (e di certo non infinita) per partecipare ad una
tale scommessa. Con tale esempio, anche se semplice, si mettono in luce
infatti alcune altre variabili che gli individui considerano, quali ad esempio
il tempo di ritorno dell’investimento, oppure la quantita` massima di denaro
che a priori un individuo puo` o vuole investire. Ad ogni modo, con tale
controesempio si dimostra che che l’opinione diffusa secondo la quale per
partecipare ad una scommessa si debba essere disposti a pagare al massimo
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una quantita` di denaro pari al valore atteso del premio della scommessa,
non e` fondata. Da qui comincia a prendere piede l’ipotesi che gli individui
prendono le decisioni sulla base di parametri, o valori, soggettivi, che quindi
variano da individuo a individuo. Tali valori sono stati denominati, appunto,
utilita`.
3.1 La teoria dell’utilita` attesa
Una formulazione teorica coerente della teoria dell’utilita` parte dai lavori di
alcuni economisti, tra cui [34, 67], che provano a formalizzare un approc-
cio per cui l’utilita` dei beni di natura economica possa essere misurata da
un consumatore. Nelle prime formulazioni di questa teoria si suppone che
gli investitori abbiano una misura cardinale dell’utilita`, ovvero una misura
in grado di associare a ogni bene un grado di utilita` che permetta sempre
di scegliere tra piu` possibilita`. Questo primo approccio tuttavia si rivela
subito poco flessibile. Una delle principali ragioni e` che secondo tale for-
mulazione ogni bene economico avrebbe associato ad esso un gran numero
di parametri, virtualmente uno per ogni individuo. Per tale motivo la teoria
dell’utilita` vede nuovi sviluppi dovuti tra gli altri a [57, 16, 38]: la princi-
pale novita` apportata rispetto al contesto precedente riguarda il fatto che gli
investitori possano classificare - nel senso di assegnare un ordine - le loro
preferenze, invece che assegnare numeri specifici ad esse. Quindi il singolo
individuo, anziche´ assegnare ad ogni bene economico possibile un numero
che renda conto della su utilita`, assegna un ordinamento. Andiamo ad illus-
trare questo approccio.
Supponiamo che siano date per un investitore una serie di alternative x1,
x2, ..., xn ∈ X . Assumiamo inoltre che l’investitore sia in grado di classi-
ficare secondo l’ordine delle sue preferenze tutte le alternative disponibili,
in modo tale da poterle mettere in ordine. Rinominiamo le alternative in
modo tale quindi che l’ordine sia proprio dato all’indice con cui le abbiamo
enumerate:
x1  x2  . . . xn.
Indichiamo con u una funzione a valori in R definita sullo spazio delle alter-
native possibili, ovvero u : X → R. Se tale funzione rispetta, e rappresenta,
le preferenze dell’investitore date dalla relazione “”, allora diremo che
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tale funzione e` un’utilita`. Dunque una funzione utilita` soddisfa la seguente
proprieta`:
xi  x j ⇒ u(xi)≥ u(x j).
Le funzioni di utilita` possono essere espresse anche come combinazioni di
quantita` base che l’investitore decide di utilizzare per creare il suo investi-
mento. Se l’investitore decide di utilizzare un insieme di k quantita` base per
formare il suo investimento, una funzione di utilita` potrebbe essere rappre-
sentata da una f : Rk→ R data da
u = f (w1, . . . ,wk),
dove wi rappresenta la quantita` del bene i-esimo impiegato per calcolare
l’utilita`. Ad esempio, nel caso di una funzione utilita` pensata per essere
utilizzata nella formazione di un portafoglio di titoli, le quantita` w1, . . . ,wk
possono essere rappresentate dai pesi che all’interno del portafoglio ven-
gono assegnati ai singoli titoli che lo compongono. Nell’ambito della teoria
dell’utilita`, tutte le combinazioni (infinite, in generale) di w1, . . . ,wk che
danno luogo ad uno stesso risultato, ovvero tali per cui f (w1, . . . ,wk) = κ
per κ fissato, sono dette curve o superfici di indifferenza. Queste rappre-
sentano le scelte per le quali il livello di utilita` rimane invariato secondo
l’investitore.
Nelle teorie economiche e finanziarie solitamente la soddisfazione dell’inve-
stitore o del consumatore e` misurata in termini della ricchezza. La funzione
utilita` deve soddisfare a una serie di proprieta`, che facciano sı` che la fun-
zione rappresenti in maniera coerente una misura dell’utilita` [57, 40, 29, 61,
30]. Esprimeremo formalmente queste proprieta`, ma cerchiamo di dare una
giustificazione anche a livello intuitivo di un paio di esse.
Una prima proprieta` di una qualunque funzione di utilita` e` quella espressa
dal fatto che l’investitore preferisce sempre una ricchezza maggiore a una
ricchezza minore, e le sue preferenze applicheranno questo principio, even-
tualmente, anche a scapito di ogni contesto sociale o emozionale. Tale pro-
prieta` e` chiamata proprieta` dell’utilita` marginale positiva.
Un’altra proprieta` importante delle funzioni di utilita` e` che devono in qualche
maniera rendere conto del fatto che piu` un prodotto e` utilizzato, o quanto
piu` si beneficia di esso, meno soddisfazione questo porta all’utilizzatore.
Un tipico esempio dell’applicazione di questo principio e` dato dall’uso
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dell’automobile. Quasi tutti quelli che non hanno un automobile ne ac-
quisterebbero una. Per queste persone un tale acquisto sarebbe importante,
e utile per una serie di ragioni facilmente immaginabili. Per molte per-
sone gia` in possesso di un’automobile avrebbe senso e sarebbe utile ac-
quistarne un’altra, perche´ ad esempio desiderano una sportiva per le occa-
sioni, oppure perche´ desiderano un auto piu` capiente per i viaggi familiari
o le vacanze. Una terza auto diventa gia` poco desiderabile per la mag-
gior parte delle persone, mentre una quarta automobile e` praticamente fuori
discussione per quasi ognuno di noi, ecc. Questa proprieta` delle funzioni
di utilita` viene detta proprieta` dell’utilita` marginale decrescente della ric-
chezza. Tale proprieta` rappresenta il principio secondo cui ad un certo
punto il costo per procurarsi un bene di cui gia` si gode supera il piacere
che si ha nell’acquistarlo, e dunque il consumatore preferisce orientarsi
verso l’acquisto di un bene di un’altro tipo. Da notare che la proprieta`
dell’utilita` marginale decrescente della ricchezza non sempre e` valida nella
applicazioni. Ad esempio, nel caso di un investimento dato dall’acquisto di
un portafoglio di titoli, piu` aumenta la ricchezza finale, piu` l’investitore e`
soddisfatto, senza alcun effetto di soglia.
Ognuna delle proprieta` cui deve soddisfare una funzione di utilita` riflette
una specifica attitudine che gli investitori, secondo una logica razionale,
dovrebbero avere. Le proprieta` di una funzione utilita`, espresse formal-
mente, hanno anche un vantaggio in termini computazionali: corrispon-
dono infatti a tutti gli effetti a dei vincoli a cui le funzioni di utilita` devono
sottostare, e quindi forniscono delle limitazioni a cui le funzioni stesse de-
vono sottostare, che rendono piu` facile il calcolo a livello computazionale
dell’utilita`.
Nel seguito supporremo che le funzioni utilita` siano continue con derivata
seconda continua, e crescenti. La proprieta` di monotonia delle funzioni
utilita` deriva direttamente dal fatto che queste rappresentanto delle pref-
erenze definite su variabili che pensiamo in qualche maniera collegate alla
ricchezza. Dunque e` naturale supporre che tali funzioni siano funzioni cres-
centi nei loro argomenti. La proprieta` esistenza della derivata seconda con-
tinua e` un’ipotesi che si fa perche´ nei casi pratici si utilizzano funzioni per
cui tale proprieta` e` sempre soddisfatta. Inoltre, quantita` che si possono
definire a partire dalle funzioni utilita`, e che hanno un’interpretazione prat-
ica significativa, come ad esempio la propensione al rischio dell’investitore,
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vengono calcolate utilizzando la derivata seconda.
La capacita` di derivare le proprieta` delle funzioni che possano renderle
adatte a rappresentare funzioni di utilita` trae origine dai lavori di [65, 59,
43, 20], che hanno definito un insieme di assiomi che devono essere ver-
ificati da ogni funzione di utilita`. Tali assiomi, pur esprimendo proprieta`
molto generali, riescono comunque a delineare le proprieta` salienti, le quali
a loro volta che implicano l’esistenza di funzioni di utilita` corrispondenti.
I risultati in cui si dimostra l’esistenza di tali funzioni si chiamano spesso
teoremi di rappresentazione.
In [65] e` per la prima volta enunciato un insieme di assiomi che garantiscono
l’esistenza di una funzione utilita` che possa rappresentare le preferenze di
un investitore, e che dovra` essere massimizzata nel suo valore atteso. I
quattro assiomi sono noti come assiomi di completezza, transitivita`, conti-
nuita`, e indipendenza: l’assioma di completezza enuncia il principio sec-
ondo cui ogni individuo ha preferenze ben definite; l’assioma di transitivita`
assume che le preferenze del consumatore siano consistenti su ogni insieme
di tre opzioni; l’assioma di continuita` assume che ci sia sempre una punto
critico tra l’essere meglio e l’essere peggio di una data opzione; l’assioma
di indipendenza assume che una data preferenza del consumatore continui
a valere indipendentemente dalla possibilita` dell’esito di un altro evento.
Andiamo a formalizzare questi assiomi.
1. Completezza: Per ogni coppia di esiti L,M, vale soltanto una delle
seguenti:
LM, M  L, L∼M,
ovvero M e` preferito a L, oppure L e` preferito a M, altrimenti non c’e`
alcuna preferenza.
2. Transitivita`: Se LM, e M  N, allora L N.
3. Continuita`: Se LM N, allora esiste una probabilita` p ∈ [0,1] tale
che
pL+(1− p)N = M.
4. Indipendenza: Se LM, allora per ogni N e p ∈ (0,1] vale
pL+(1− p)N  pM+(1− p)N.
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L’importanza dei quattro assiomi sopra enunciati non sta soltanto nel fatto
che in qualche maniera regolano le basi del comportamenti di quello che
dovrebbe essere un investitore “razionale”, ma anche nel fatto che riescono
ad individuare una funzione di utilita`. Dato un sistema di preferenze infatti,
esiste una funzione utilita` che lo rappresenta in maniera coerente. Vale il
seguente teorema di [65]:
Teorema 4 Sia dato un sistema di preferenze che soddisfi gli assiomi 1-4.
Allora esiste una funzione utilita` u che assegna a ogni possibile esito A un
numero reale u(A) tale che per tutti i possibili esiti L,M vale
LM ⇔ E[u(L)]< E(u(M)).
Inoltre tale funzione u e` determinata a meno di una costante additiva e
di una moltiplicazione per scalare, dalle preferenze tra lotterie semplici,
ovvero tra quegli eventi della forma pA+(1− p)B che hanno soltanto due
possibili esiti.
Bisogna anche osservare che in molti modelli in letteratura vengono assunte
ipotesi addizionali sulle funzioni di utilita`, come ad esempio la separabilita`,
l’additivita`, e l’omogeneita`. Oppure puo` succedere semplicemente che tali
proprieta` siano soddisfatte dalle funzioni utilita`, nel qual caso diventano piu`
facili da trattare. Diamo di seguito le definizioni di queste proprieta`. Sia
data una funzione utilita` u : Rk→ R.
Definizione 2 La funzione u e` detta (fortemente) separabile nei suoi argo-
menti se puo` essere scritta come
u = g
[
k
∑
i=1
ui(wi)
]
,
dove la funzione g e le funzioni fi sono funzioni crescenti.
Definizione 3 La funzione u e` detta additiva se e` possibile esprimerla come
somma di funzioni crescenti, ovvero
u =
k
∑
i=1
fi(wi),
dove la funzioni fi sono funzioni crescenti.
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Definizione 4 La funzione u e` detta omogenea di grado k se per ogni costante
c vale
u(cw1, . . . ,cwm) = cku(w1, . . . ,wm).
Una considerazione va fatta a proposito della propensione al rischio di cias-
cun investitore, e di come essa possa essere calcolata, o misurata, a par-
tire dalla funzione utilita`. Il principio secondo cui gli investitori tendono
a minimizzare il rischio puo` risultare abbastanza naturale da considerare,
e in questo senso si puo` dire che gli investitori sono avversi al rischio.
Questa tendenza tuttavia puo` essere diversa a seconda dell’ambito che con-
sideriamo: ad esempio lo stesso individuo puo` essere avverso al rischio
nell’ambito di un investimento finanziario, ma puo` voler comprare un bigli-
etto della lotteria nonostante le possibilita` di vincita siano veramente es-
igue. Nella pratica economica e finanziaria dunque, gli investitori sono con-
siderati in qualche avversi al rischio, con l’accortezza di specificare quanto
lo siano. Andiamo quindi a vedere come questa caratteristica si puo` riflet-
tere in una proprieta` della funzione di utilita`.
Nel formalizzare la proprieta` che deve avere la funzione di utilita` propria di
un investitore avverso al rischio facciamo prima un esempio. Consideriamo
un evento che abbia due soli esiti possibili, w1 e w2, rispettivamente l’esito
piu` favorevole e l’esito meno favorevole. Supponendo che i due esiti siano
equiprobabili, il valore atteso della lotteria e` w¯ = w1+w22 . Immaginiamo ora
che un individuo debba scegliere se ottenere direttamente il premio w¯ o se
giocare alla lotteria. Chiameremo avverso al rischio l’investitore che decide
di prendere w¯, e propenso al rischio quello che decide di giocare alla lotteria.
Detto in altre parole, per l’investitore avverso al rischio l’utilita` del valore
atteso di una situazione incerta e` piu` alta dell’utilita` attesa della situazione
incerta, ovvero
u[E(w¯)]> E[u(w¯)].
Vediamo come questa considerazione porta direttamente alla proprieta` di
concavita` di una funzione di utilita` associata ad un investitore avverso al
rischio. Secondo la teoria dell’utilita` attesa [66, 38], un investitore e` avverso
al rischio se e soltanto se la sua funzione di utilita` e` concava, ed e` propenso
al rischio se e soltanto se la sua funzione di utilita` e` convessa. Infatti sia dato
un insieme di pesi p1, . . . , pk, con pi ≥ 0 per ogni i e tali che ∑ki=1 pi = 1,
che rappresentano la frazione relativa a ogni bene del portafoglio. Allora si
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puo` dedurre direttamente da (3.1) che
u
[
k
∑
i=1
piwi
]
>
k
∑
i=1
piu(wi).
Quest’ultima formula rappresenta appunto la definizione di funzione con-
cava. Allo stesso modo si puo` mostrare che una funzione di utilita` convessa
da` luogo a un investitore propenso al rischio, ovvero un investitore per cui
l’utilita` del valore atteso di una situazione incerta e` piu` bassa dell’utilita`
attesa della situazione incerta.
3.2 Alcune criticita` della teoria dell’utilita` at-
tesa
Dopo la formulazione iniziale della teoria dell’utilita` attesa, che abbiamo
presentato nella sezione precedente, sono state messe in luce alcune criticita`
che riguardano alcuni comportamenti “assurdi” da parte degli individui che
applichino i principi della teoria. Tali criticita`, che in parte esporremo in
questa sezione, hanno dato luogo a sviluppi della teoria dell’utilita` che cer-
cavano formulazioni in grado di evitare tali storture.
Alcuni limiti della teoria dell’utilita` attesa sono discussi in [53, 2], dove si
mostra che l’assunzione che un individuo sia neutrale al rischio in investi-
menti piccoli implica che lo stesso individuo sia irrealisticamente avverso
al rischio su investimenti piu` grandi. Nello stesso articolo, e in [54] si con-
clude che la teoria dell’utilita` attesa porta a risultati assurdi, resi palesi in al-
cuni esempi che gli autori forniscono, dove calibrano adeguatamente i pesi
degli investimenti per mostrare comportamenti affatto plausibili da parte
degli investitori.
Andiamo a illustrare con un esempio come l’applicazione degli assiomi
della teoria dell’utilita` attesa possa portare a conseguenze come quelle ap-
pena descritte. Supponiamo che un individuo rifiuti sistematicamente scom-
messe in cui puo` perdere 10 dollari con il 50% di probabilita`, o guadagnare
11 dollari con il 50% per cento di probabilita`. L’intuizione dietro a es-
empi come quello che mostriamo sta nel fatto che negli assiomi della teoria
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dell’utilita` attesa, un individuo che rifiuta una scommessa di modesta entita`
fa sı` che l’utilita` marginale del denaro debba diminuire molto velocemente
anche per piccoli cambiamenti della ricchezza. Se la scelta dell’individuo
di abbandoare la scommessa suddetta e` dovuta alla proprieta` dell’utilita`
marginale positiva, allora vuol dire che l’undicesimo dollaro e` valutato al
piu` come i 10/11 del valore assegnato al decimo dollaro della ricchezza cor-
rente. Portando avanti le conseguenze di questa semplice osservazione, sup-
poniamo che l’investitore abbia la stessa avversione al rischio della scommessa
con 10 e 11 dollari. Se l’individuo possiede 21 dollari in piu`, secondo lo
stesso principio dovrebbe valutare il 32-esimo dollaro al piu` 1011 · 1011 ≈ 56
volte il valore dato al decimo dollaro. Andando avanti cosı`, lo stesso indi-
viduo valutera` il suo 321-esimo dollaro al piu` 3/20 volte il decimo dollaro, e
valutera` il 880-esimo dollaro al piu` 1/2000 volte il decimo dollaro. Questo
tasso di deterioramento del valore assegnato al denaro non e` plausibile, e i
risultati espressi in [53] non sono altro che manipolazioni algebriche degli
assiomi che mostrano alcune delle conseguenze a cui portano, assai implau-
sibili. Da tali osservazioni molti ricercatori iniziano a trarre la conclusione
che l’avversione al rischio negli investimenti di modesta entita` non ha niente
a che fare con la proprieta` di diminuzione dell’utilita` marginale della ric-
chezza.
Un’altra critica posta alla teoria dell’utilita` attesa riguarda l’assioma di in-
dipendenza. Vediamo perche´. La teoria dell’utilita` attesa prevede che gli in-
vestitori non “percepiscano” il fatto che differenti scommesse l’una indipen-
dente dalle altre possano costituire una validissima assicurazione contro il
rischio. Questa osservazione fu introdotta per la prima volta in [57], che os-
servo` che secondo la teoria dell’utilita` un investitore che rifiuta una partico-
lare scommessa, allora rifiuta anche l’offerta di fare n > 1 tali scommesse,
considerate indipendentemente l’una dalle altre. Questo e` un comporta-
mento molto poco razionale. Andiamo a illustrarlo con un altro esempio.
Supponiamo che un individuo rifiuti sistematicamente scommesse in cui
puo` perdere 100 dollari con il 50% di probabilita`, o guadagnare 200 dollari
con il 50% per cento di probabilita`. Allora lo stesso individuo rifiutera` 100
scommesse contemporanee fatte alla stessa maniera. Ma vediamo questo
cosa implica. Queste scommesse in contemporanea portano un guadagno
atteso di 5000 dollari, e un rischio minimo: infatti c’e` una probabilita` di
perdere denaro di circa 1700 , e soltanto (circa)
1
25000 probabilita` di perdere
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piu` di 1000 dollari. Secondo il buon senso dunque, anche se molti non ac-
cetterebbero la singola scommessa, quasi tutti accetterebbero le possibilita`
offerte dalle 100 scommesse giocate contemporaneamente.
Notiamo come questi comportamenti di ipotetici individui che ci sembrano
“irrazionali” sono legati a due assiomi in particolare, ovvero la proprieta`
dell’utilita` arginale positiva e l’assioma di indipendenza.
3.3 I paradossi di Allais e di Ellsberg
La proprieta` di utilita` marginale positiva, e l’assioma di indipendenza, ven-
gono manipolati in maniera ancora piu` raffinata di quanto abbiamo visto
nella precedente sezione, per dimostrare altre criticita` della teoria dell’utilita`
attesa, che per la loro apparente assurdita` sono chiamati paradossi. Due di
questi paradossi sono i piu` conosciuti, il paradosso di Ellsberg, e quello di
Allais.
3.3.1 Il paradosso di Ellsberg
Il paradosso di Ellsberg [17] ha come idea di base il fatto che gli individui
preferiscono accettare il rischio in situazioni in cui conoscono le rispet-
tive probabilita`, invece che accettarlo in situazioni dove invece tali prob-
abilita` non sono note. Questo tende a essere il comportamento usuale anche
quando effettivamente converrebbe prendere del rischio in situazioni dove
l’incertezza non si puo` quantificare a priori. Ellsberg ha proposto due para-
dossi, noti come il problema dei 2 colori, che comprende scommesse su due
urne, ognuno dei quali coinvolge palline di due diversi colori; e il problema
dei 3 colori, che invece riguarda una sola urna che contiene palline di 3 di-
versi colori. Nell’esemplificare questo genere di paradossi prenderemo ad
esempio il problema dei 2 colori.
Nella sua versione a due colori il paradosso di Ellsberg si puo` cosı` formaliz-
zare: supponiamo di avere un’urna contente 30 palline rosse, e 60 ulteriori
palline di colore giallo oppure nero. A questo punto si pesca una pallina a
caso dall’urna, e si propone di fare una scelta tra due differenti scommesse,
che chiameremo A e B, in due diversi esperimenti, che indicheremo con 1 e
2. Gli esiti possibili sono descritti nel seguente elenco.
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– Esperimento 1, scommessa A
100 dollari se viene estratta una pallina rossa.
– Esperimento 1, scommessa B
100 dollari se viene estratta una pallina nera.
– Esperimento 2, scommessa A
100 dollari se viene estratta una pallina rossa o gialla.
– Esperimento 2, scommessa B
100 dollari se viene estratta una pallina nera o gialla.
Osserviamo innanzitutto che i premi in denaro delle diverse scommesse
sono sempre gli stessi. Chi preferisce l’esperimento 1 - scommessa A
all’esperimento 1 - scommessa B pensa che sia piu` probabile estrarre una
pallina rossa anziche´ una nera. Dunque secondo la teoria dell’utilita` attesa,
lo stesso individuo dovrebbe preferire la l’esperimento 2 - scommessa A
all’esperimento 2 - scommessa B, perche´ le scommesse A e B del secondo
esperimento entrambe ottenute aggiungendo alla A e alla B i casi in cui
si puo` estrarre una pallina gialla. Tuttavia, il paradosso si verifica perche´
nella pratica la maggior parte delle persone preferisce l’esperimento 1 -
scommessa A all’esperimento 1 - scommessa B, ma preferisce l’esperimento
2 - scommessa B all’esperimento 2 - scommessa A.
Uno dei motivi per cui gli individui sono indotti a preferire l’esperimento
1 - scommessa A all’esperimento 1 - scommessa B e` che la probabilita`
dell’estrazione di una pallina rossa e` quantificabile con esattezza (infatti e`
uguale a 1/3), mentre la probabilita` di estrazione di una pallina nera non lo
e`. Allo stesso modo, un motivo per cui gli individui sono indotti a preferire
l’esperimento 2 - scommessa B all’esperimento 2 - scommessa A e` che la
probabilita` dell’estrazione di una pallina nera o gialla e` quantificabile con
esattezza (infatti e` uguale a 2/3), mentre la probabilita` di estrazione di una
pallina rossa o gialla non lo e`.
Come si puo` facilmente notare dunque, il paradosso di Ellsberg sfrutta
l’assioma di indipendenza per ottenere un risultato che non rappresenta
le scelte degli individui nella pratica, e lo sfrutta in una situazione in cui
l’individuo e` messo di fronte ad un’informazione probabilistica incompleta.
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3.3.2 Il paradosso di Allais
Il paradosso di Allais [1] e` un problema in cui si pone un ipotetico individuo
di fronte a una scelta tra diverse scommesse. I risultati degli esperimenti
condotti ponendo di fronte allo stesso problema persone fisiche, mettono
in contraddizione il risultato teorico “atteso” secondo la teoria dell’utilita`
e le scelte effettivamente fatte dagli individui. Una versione del paradosso
consiste nello scegliere tra due differenti scommesse, che chiameremo A e
B, in due diversi esperimenti, che indicheremo con 1 e 2. Gli esiti possibili
sono descritti nel seguente elenco.
– Esperimento 1, scommessa A
- 1 milione di dollari con probabilita` 100%.
– Esperimento 1, scommessa B
- 1 milione di dollari con probabilita` 89%;
- 0 dollari con probabilita` 1%;
- 5 milioni di dollari con probabilita` 10%.
– Esperimento 2, scommessa A
- 0 dollari con probabilita` 89%;
-1 milione di dollari con probabilita` 11%.
– Esperimento 2, scommessa B
- 0 dollari con probabilita` 90%;
- 5 milioni di dollari con probabilita` 10%.
Il paradosso nasce quando si chiede ai partecipanti di scegliere tra le due dif-
ferenti scommesse A e B, negli esperimenti 1 e 2. Molti studi infatti hanno
mostrato che la maggior parte degli individui scelgono nell’esperimento 1 la
scommessa A, mentre la maggior parte degli individui scelgono nell’esperi-
mento 2 la scommessa B [44, 49]. Allais fa osservare che e` ragionevole
scegliere le alternative esperimento 1-scommessa A, oppure esperimento
2-scommessa B da sole, ma la scelta contemporanea di esperimento 1-
scommessa A e esperimento 2-scommessa B da parte dello stesso individuo
non e` in accordo con quanto previsto dalla teoria dell’utilita` attesa. Per sp-
iegare questo disaccordo proviamo a scrivere gli esiti degli esperimenti in
un’altra maniera, equivalente a quella data:
– Esperimento 1, scommessa A
- 1 milione di dollari con probabilita` 89%;
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- 1 milione di dollari con probabilita` 11%.
– Esperimento 1, scommessa B
- 1 milione di dollari con probabilita` 89%;
- 0 dollari con probabilita` 1%;
- 5 milioni di dollari con probabilita` 10%.
– Esperimento 2, scommessa A
- 0 dollari con probabilita` 89%;
-1 milione di dollari con probabilita` 11%.
– Esperimento 2, scommessa B
- 0 dollari con probabilita` 89%;
- 0 dollari con probabilita` 1%;
- 5 milioni di dollari con probabilita` 10%.
Dati i dati precedenti in questa nuova forma possiamo spiegare facilmente
il disaccordo teorico secondo la teoria dell’utilita` attesa nello scegliere es-
perimento 1-scommessa A e esperimento 2-scommessa B. Infatti secondo
tale teoria lo stesso esito aggiunto ad ognuno dei due esperimenti (ovvero 1
milione di dollari nell’89% dei casi nell’esperimento 1, e 0 dollari nell’89%
dei casi nell’esperimento 2) non dovrebbe avere effetti sulla scelta di A o
B, che nel resto dei casi sono esattamente uguali. Quindi esperimento 1-
scommessa A e esperimento 2-scommessa A consistono in pratica “nella
stessa scelta” secondo la teoria dell’utilita` attesa, una volta scartato l’esito
aggiunto comune. Lo stesso si puo` dire per esperimento 1-scommessa B e
esperimento 2-scommessa B. Cio` che nei suoi lavori voleva osservare Allais
e` il fatto che l’assioma di indipendenza potrebbe non essere vero, almeno
nella forma in cui e` enunciato. Se in teoria secondo questo assioma due esiti
identici dentro una scommessa dovrebbero essere trattati come irrilevanti,
in pratica la scelta su una parte della scommessa dipende in maniera deter-
minante degli esiti possibili di altre parti della scommessa. Nell’esempio
in questione, in esperimento 1- scommessa B la possibilita` di 0 dollari
nell’1% dei casi porta con se´ anche il timore di accettare la scommessa e
non prendere nulla, sapendo che nel caso esperimento 1-scomessa A si puo`
guadagnare nel 100% dei casi. Questo “timore” e` appunto legato al resto
degli esiti possibili, proprio quelli che secondo l’assioma di indipendenza
non dovrebbero essere tenuti da conto.
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Le difficolta` nell’interpretazione dei comportamenti dei consumatori o degli
investitori, e criticita` come quelle che sorgono dai paradossi appena pre-
sentati, hanno dato via a sviluppi e nuove alternative alla teoria dell’utilita`
attesa. Nel presente lavoro di tesi ci concentreremo sulla teoria dell’utilita`
incerta, ma esistono molte alternative alla teoria dell’utilita` attesa, tra le
quali ricordiamo ad esempio la prospect theory, la teoria dell’utilita` pesata,
la rank-dependent expected utility (si guardi a tal propostio [36, 52]). Lo
scopo comune a tutte queste teorie e` quello di permettere un insieme di
comportamenti piu` ampio da parte degli individui coe investitori o scom-
mettitori.
3.4 La teoria dell’utilita` incerta
Questa sezione introduce un recentissimo sviluppo della teoria dell’utilita`
attesa, tratto dai lavori di Gul e Pesendorfer [22, 21, 23, 24]. Mediante
questa teoria, la teoria dell’utilita` incerta (expected uncertain utility theory,
abbreviata con EUU), gli autori fanno fronte a molte delle criticita` della
teoria dell’utilita` attesa che abbiamo esposto. I motivi per cui la teoria
dell’utilita` incerta e` stata introdotta riguardano la risoluzione di alcuni prob-
lemi legati alla formulazione classica, che includono anche i paradossi che
abbiamo presentato, ovvero:
– I paradossi sullo stile di quello di Ellsberg, che identificano compor-
tamenti che non sono consistenti con le preferenze soggettive del de-
cisore sullo spazio degli stati possibili;
– Le preferenze sulla sorgente delle informazioni per cui chi prende una
decisione preferisce rischiare su eventi che comunque gli sono famil-
iari piuttosto che su eventi che non gli sono familiari;
– I paradossi sullo stile di quello di Allais, che mostrano che anche
quando le preferenze di chi deve prendere una decisione sono consis-
tenti con una probabilita` soggettiva, rivelano tuttavia una sistematica
violazione dell’assioma di indipedenza.
Nella teoria dell’utilita` incerta l’utilita` dell’individuo che prende le deci-
sioni e` calcolabile a partire da due oggetti matematici: una probabilita` a pri-
ori e un’utilita` intervallare. La probabilita` a priori e` una misura sullo spazio
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degli stati che rappresenta la percezione dell’incertezza dell’individuo. Essa
da` informazioni su come viene calcolata la probabilita` degli eventi, su quali
sono gli eventi di cui si puo` quantificare la probabilita` (e quindi l’incertezza)
e quali sono gli eventi la cui incertezza non e` quantificabile, e su come ap-
prossimare l’incertezza degli eventi per cui questa non e` quantificabile. Gli
eventi per cui si puo` quantificare l’incertezza sono appunto gli insiemi mis-
urabili secondo la probabilita` a priori.
L’utilita` intervallare e` una funzione utilita`, definita sullo spazio degli inter-
valli di esiti possibili, che rappresenta l’attitudine all’incertezza dell’individuo.
Essa da` informazioni sull’utilita` degli eventi di cui si sa quantificare l’incertez-
za, ma anche di quelli per cui non si sa quantificare l’incertezza, e fornisce
in generale un valore che associa all’incertezza sull’esito degli eventi che si
verificano una misura dell’utilita`.
Per prima cosa bisogna definire uno spazio degli stati Ω, che e` l’insieme a
partire dal quale definiremo gli eventi, gli esiti, l’utilita`, ecc. La definizione
dello spazio degli stati Ω dipende sı` dagli oggetti di interesse, ma anche
dalla maniera in cui si sceglie di descriverli. Ad esempio, nel caso di una
simulazione di portafoglio come quella proposta in questo lavoro di tesi,
come spazio degli stati e` stato scelto l’insieme dei pesi possibili relativi
ai titoli che si sono considerati per formare il portafoglio. Questo perche´ la
descrizione successiva degli eventi da analizzare, della misura di probabilita`
a priori, dell’utilita`, risultava facilitata dalla scelta di tale spazio degli stati.
Tuttavia scelte alternative sarebbero state possibili, come le possibili serie
storiche delle quotazioni dei titoli.
Su Ω si assegna una σ -algebra di insiemi, che saranno poi gli insiemi mis-
urabili secondo la probabilita` a priori, e che rappresentano gli eventi per i
quali l’individuo sa quantificare l’incertezza. Tale misura di incertezza sara`
data appunto dalla misura dell’insieme secondo la probabilita` a priori.
Il primo oggetto matematico che bisogna definire sullo spazio Ω e` dunque
la misura di probabilita` a priori. Per brevita` potremo omettere il termine
misura, indicandola semplicemente come probabilita` a priori.
Una probabilita` a priori e` una misura di probabilita` µ definita su Ω, o
piu` precisamente sulla σ -algebra Eµ di sottoinsiemi di Ω, che goda delle
seguenti (ulteriori rispetto a quelle di una qualunque misura di probabilita`)
proprieta`:
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1. la misura e` completa, ovvero
A⊂ E e µ(E) = 0 ⇒ A ∈ Eµ ;
2. la misura e` non-atomica, ovvero
µ(A)> 0 ⇒ ∃ B⊂ A : 0 < µ(B)< µ(A).
Mediante la probabilita` a priori dunque possiamo quantificare l’incertezza
degli eventi, e stabilire di quali eventi sappiamo o non sappiamo quantificare
l’incertezza. Per poter lavorare con questi eventi, non misurabili secondo
µ , definiamo altre due misure, in qualche maniera accessorie, legate alla
misura µ , chiamate la probabilita` interna e la probabilita` esterna. Queste
due misure servono a porre in qualche maniera ogni insieme non misurabile
tra due insiemi misurabili, in modo tale da poterne stimare la misura.
Definizione 5 Data una misura (di probabilita` a priori) µ , si definisce la
misura interna di µ , indicata con µ∗, la misura che ad ogni insieme, mis-
urabile o non misurabile, S ∈Ω associa la misura
µ∗(S) = sup
E∈Eµ , E⊆S
µ(E).
Potremmo dunque affermare che la misura interna di µ fornisce una specie
di limite inferiore alle misure degli insiemi. Allo stesso modo la misura
esterna di µ fornisce un limite superiore alle misure degli insiemi.
Definizione 6 Data una misura (di probabilita` a priori) µ , si definisce la
misura interna di µ , indicata con µ∗, la misura che ad ogni insieme, mis-
urabile o non misurabile, S ∈Ω associa la misura
µ∗(S) = inf
E∈Eµ , E⊇S
µ(E) = 1−µ∗(Ac).
In realta` si puo` dimostrare l’esistenza di un insieme S1 ⊆ S la cui la misura
coincide con la misura interna di S, e l’esistenza di un insieme S3 ⊇ S la cui
la misura coincide con la misura esterna di S. L’insieme S1 viene chiamato
il nucleo dell’insieme S, e dunque l’insieme S3 e` il nucleo dell’insieme Sc.
Nella teoria dell’utilita` incerta ad ogni insieme si associa una suddivisione,
utile poi a definire l’utilita` su eventi la cui incertezza non si puo` quantificare.
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Definizione 7 Dato un insieme S ⊂Ω, si definisce suddivisione ideale di S
la seguente espressione di S come unione di insiemi disgiunti:
S = S1∪S2∪S3,
dove S1 e` il nucleo di S, S3 e` il nucleo di Sc, e S2 = (S1∪S3)c.
Le componenti della suddivisione ideale di un dato insieme S sono dunque:
la sua parte misurabile, che da` un limite inferiore all’incertezza di S; la parte
misurabile del suo complementare, che da` un limite superiore all’incertezza
di S; lo scarto tra S1 e S2, che rappresenta la “parte non misurabile” dell’insie-
me S.
Il secondo ingrediente principale della teoria dell’utilita` incerta e` l’utilita`
intervallare. Secondo tale teoria, il decisore ha la facolta` di effettuare delle
scommesse sul verificarsi o meno di eventi di Ω. Tali scommesse nella teo-
ria dell’utilita` incerta sono chiamate atti. Ogni atto e` rappresentato da una
funzione definita suΩ, a valori in un intervallo X = [l,m] diR non degenere.
Tale intervallo e` fatto appunto di tutti i possibili “premi” (da intendere sia
positivi, sia negativi) delle scommesse che si possono fare, che viene pen-
sato dunque come l’insieme dei prezzi possibili. Un insieme particolar-
mente significativo e semplice, e in un certo senso il tassello elementare
con il quale si possono costruire tutti gli altri atti, e` dato dai cosiddetti atti
ideali. Tali atti sono quelli in cui si scommette sul verificarsi di un evento
E ⊂Ω, ottenendo il premio y se l’evento si verifica e il premio x se l’evento
non si verifica. Indicheremo un atto ideale come quello descritto con yEx.
Osserviamo che una delle caratteristiche salienti della teoria dell’utilita` in-
certa e` la capacita` di quantificare la convenienza nel fare scommesse come
quella appena descritta anche quando l’incertezza dell’evento E non e` di
per se´ quantificabile, ovvero quando l’evento E non e` misurabile secondo la
probabilita` a priori µ .
Il decisore ha delle preferenze sui suoi atti, che vuole esprimere in maniera
coerente. Indichiamo con F l’insieme di tutti gli atti possibili. Definiamo
poi I = {(x,y) ∈ R×R : l ≤ x ≤ y ≤ m} come l’insieme dei prezzi inter-
vallari. Lo spazio I diventa utile nel momento in cui l’incertezza legata ad
una scommessa non e` piu` quantificabile esattamente, per cui ad un prezzo
singolo si sostituisce un intervallo di prezzi, che rappresenta l’incertezza
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legata all’esito della scommessa. Data una misura di probabilita` a priori µ ,
una funzione f :Ω→ I e` chiamata atto soggettivo di intervallo se e` misura-
bile rispetto a Eµ . Denotiamo con Fµ l’insieme di tutti gli atti soggettivi di
intervallo, ovvero le funzioni f (ω) = ( f1(ω), f2(ω)) ∈ Fµ .
La teoria dell’utilita` incerta associa un’utilita` ad ogni atto, utilizzando a
questo scopo gli atti soggettivi di intervallo. Per fare questo, l’utilita` deve
essere in questo caso funzione dei due estremi dell’intervallo: una funzione
utilita` di intervallo, o utilita` intervallare, e` una funzione u : I→Rmonotona
rispetto alle sue variabili, ovvero tale per cui che u(x,y) ≥ u(x′;y′) ogni
volta che x ≥ x′ e y ≥ y′. Prima di dare la definizione dell’utilita` di un
atto generico andiamo a vedere come la teoria EUU assegna l’utilita` di un
atto ideale. Dato un evento S ⊆Ω, consideriamo la sua suddivisione ideale
S = S1∪S2∪S3. Allora l’utilita` incerta di ySx e` data da
U(ySx) = u(y,y)µ(S1)+u(x,y)µ(S2)+u(x,x)µ(S3).
Nell’interpretare questa formula, notiamo che l’utilita` di ySx “vale” u(y,y)
su S1, u(x,y) su S2, u(y,y) su S3, ovvero e` una media pesata dei valori
– u(y,y), con peso dato dalla misura dell’insieme dove il premio e` y,
ovvero S1
– u(x,x), con peso dato dalla misura dell’insieme dove il premio e` x,
ovvero S3
– u(x,y), con peso dato dalla misura dell’insieme dove il premio e` in-
certo, ovvero S2.
Osserviamo anche che nel caso in cui l’individuo sa quantificare l’incertezza
di S, il termine u(x,y)µ(S2) sparisce perche´ l’insieme S e` misurabile e
quindi µ(S2) = 0. In questo caso abbiamo
W (ySx) = u(y,y)µ(S1)+u(x,x)µ(S3),
e dunque l’utilita` e` funzione di un solo argomento, mettendo in luce il fatto
che la teoria dell’utilita` incerta generalizza quella dell’utilita` attesa.
Nel definire l’utilita` di un atto generico, dobbiamo essere capaci di dis-
tinguere quanta incertezza c’e` nel quantificare la misurabilita` di un atto,
cioe` di stabilire entro quale margine possiamo quantificare la sua incertezza.
Questo e` quanto viene definito nella seguente definizione.
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Definizione 8 Una funzione F ∈Fµ e` chiamata l’inviluppo di f ∈F se
– µ(ω ∈Ω : F1(ω)≤ f (ω)≤ F2(ω)) = 1
– se H ∈ Fµ e` un’altra funzione che soddisfa alla proprieta` di sopra
allora µ(ω ∈Ω : H1(ω)≤ F1(ω)≤ F2(ω)≤ H2(ω)) = 1
Cio` che l’inviluppo di un atto calcola e` molto simile agli insiemi S1 e S3
della suddivisione ideale di un atto, ovvero trova due funzioni misurabili,
un limite inferiore e un limite superiore, che forniscono il range entro il
quale la non misurabilita` di f puo` variare. D’ora in poi indicheremo con
[ f ] = ([ f ]1, [ f ]2) l’inviluppo di f .
Lemma 1 Fissata una misura di probabilita` a priori µ , ogni atto f ∈F
ha un inviluppo. Viceversa, per ogni F ∈Fµ , esiste un f ∈F tale che F
sia il suo inviluppo.
Gli autori di [21] utilizzano il termine inviluppo, che prendiamo in prestito
anche per questo lavoro di tesi, ma nella teoria della probabilita` il termine
per indicare [ f1] e` minorante misurabile massimale, e il termine per indicare
[ f2] e` maggiorante misurabile minimale, come si puo` vedere per esempio in
[64]. Dalla stessa fonte si puo` derivare il lemma che abbiamo enunciato.
Inoltre l’inviluppo di un atto e` unico a meno di un insieme di misura nulla.
Abbiamo formalizzato ora tutto quanto ci permette di definire l’utilita` attesa
incerta di un atto.
Definizione 9 Una preferenza e` chiamata un’utilita` incerta se esiste una
probabilita` a priori µ e un’utilita` di intervallo u tale che la preferenza 
sia rappresentata dalla funzione U cosı` definita:
Uµ( f ) =
∫
u[ f ]dµ.
Notiamo di nuovo che se l’atto f e` Eµ misurabile, allora f1 = f2 = f tranne
al piu` su un insieme di misura nulla, per cui risulta
Uµ( f ) =
∫
vu( f )dµ,
con una funzione vu : S→ R, che soddisfa a vu(x) = u(x,x). Dunque per
atti Eµ misurabili, la funzione di utilita` Uµ si riduce all’utilita` attesa con
probabilita` a priori µ e indice di utilita` vu.
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3.4.1 Formulazione assiomatica
Per la teoria dell’utilita` incerta esiste un teorema di rappresentazione come
nel caso della teoria dell’utilita` attesa. Tale teorema enuncia il fatto che, data
la coerenza delle scelte di un individuo, allora esiste un’utilita` incerta che
rappresenta quel sistema di scelte. La coerenza delle scelte e` data dagli as-
siomi della EUU, i quali differiscono da quelli della teoria dell’utilita` attesa,
e sono in un certo senso piu` complessi. Ricordiamo tuttavia che, a fronte di
questa maggiore complessita` nella definizione della teoria, la EUU possiede
una formulazione che permette di non andare incontro a molte delle criticita`
sollevate sulla teoria dell’utilita` attesa. In questo lavoro di tesi mostreremo
anche, a titolo di esempio, come al teoria dell’utilita` incerta puo` trattare il
paradosso di Ellsberg. Per enunciare gli assiomi relativi alla EUU abbiamo
bisogno di definire alcuni tipi di eventi, importanti di per se´ o necessari per
dare le definizioni.
Adottando la stessa notazione che abbiamo usato in precedenza in un con-
testo leggermente piu` generale, per ogni f ,g ∈F e A⊂Ω, indichiamo con
f Ag l’atto che coincide con f su A e con g su Ac. In altre parole f Ag e`
l’unico atto h tale che A ⊂ {h = f} e Ac ⊂ {h = g}. Tale atto rappresenta
la “scommessa” che porta l’esito f al verificarsi dell’evento A e l’esito g
al verificarsi dell’evento Ac, ovvero al non verificarsi di A. Andiamo ora
a definire gli eventi ideali, i quali forniscono la base per calibrare le pref-
erenze dell’individuo verso l’incertezza. Consideriamo due diversi atti che
si comportano in maniera uguale su Ec e in maniera differente su E. Se
E e` un evento ideale, allora la preferenza di un atto sull’altro non dipende
dall’esito comune su Ec. Allo stesso modo, se due diversi atti che si com-
portano in maniera uguale su E e in maniera differente su Ec, nel caso in
cui E sia un evento ideale, la preferenza di un atto sull’altro non dipende
dall’esito comune su E. Ecco la definizione formale:
Definizione 10 Un evento E e` detto evento ideale se per ogni atto f ,g,h,g′
vale la seguente relazione
f Eh gEh e hE f  hEg ⇒ f Eh′  gEh′ e h′E f  h′Eg.
Definizione 11 Un evento A e` detto evento nullo se f Ah ∼ gAh per ogni
f ,g,h ∈F .
84 TEORIA DELL’UTILITA
Gli eventi non nulli sono quelli che ci permettono di distinguere almeno
qualche atto. Indichiamo l’insieme degli eventi ideali con E , e con E+ de-
notiamo l’insieme degli eventi ideali non nulli. Gli eventi diffusi invece
sono quelli che intersecano ogni evento ideale non-nullo, e per cui la stessa
proprieta` vale per il complementare. Tali eventi vengono utilizzati in questo
ambito per rappresentare la completa ignoranza, ovvero la completa inca-
pacita` di quantificare l’incertezza, in quanto non si riesce a trovare nes-
sun evento ideale non nullo che intersechi l’evento diffuso o il suo comple-
mentare, per cui non vi e` possibilita` di stimare la probabilita` dell’evento.
Definizione 12 Un evento D si dice diffuso se E∩D 6= /0 6= E∩Dc per ogni
E ∈ E+.
Indicheremo con D l’insieme dei eventi diffusi. Dunque gli elementi di D
consistono di eventi la cui verosimiglianza non puo` essere vincolata da ele-
menti di E+. Andiamo ora a enunciare formalmente gli assiomi che vanno
a formare la teoria dell’utilita` incerta:
Il primo assioma comprende quelli che erano i primi due assiomi della teo-
ria dell’utilita` attesa, ovvero stabilisce che la relazione binaria che si vuole
rappresentare come un’utilita` deve essere completa e transitiva.
ASSIOMA 1: La relazione binaria  e` transitiva e completa, dunque val-
gono le seguenti due proprieta`:
– Per ogni coppia di esiti L,M, vale soltanto una delle seguenti:
LM, M  L, L∼M;
– Se LM, e M  N, allora L N.
Il secondo assioma e` una ovvia conseguenza del fatto che interpretiamo gli
atti come azioni che portano a premi in denaro, e che quindi si preferiscono
maggiori premi a minori premi:
ASSIOMA 2: Se f (w)≥ g(w) per ogni w ∈Ω, allora f  g.
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L’ipotesi principale della teoria dell’utilita` incerta e` che gli agenti usino gli
eventi ideali non nulli E+ per quantificare l’incertezza di tutti gli eventi.
Detto piu` precisamente, se l’evento A contiene esattamente gli stessi ele-
menti di E+ dell’evento B, e l’evento Ac contiene esattamente gli stessi ele-
menti di E+ dell’evento Bc, allora l’agente puo` scegliere indifferentemente
se scommettere su A o su B. Il terzo assioma fondamentalmente formal-
izza quest’ipotesi. La mianera per esprimere questa proprieta` e` quella di
stabilire che e` indifferente scommettere su tutti gli eventi del tipo E ∩D,
se facciamo variare D tra gli eventi diffusi. Questo perche´ ovviamente, se
E ∈ E e D1,D2 ∈ D , allora: (i) E ∩D1 e E ∩D2 non contengono elementi
di E+; (ii) (E∩D1)c e (E∩D2)c contengono esattamente quegli elementi di
E+ che sono contenuti in Ec.
ASSIOMA 3: Per ogni x,y, D,D′ ∈D , E ∈ £+, vale
y(E ∩D)x∼ y(E ∩D′)x.
Il quarto assioma esprime una sorta di coerenza che gli atti devono avere,
una volta che sono stati fissati gli eventi sui quali si scommette.
ASSIOMA 4: Se y > x e w > z allora yEx yE ′x implica che wEz wE ′z.
Sia F 0 l’insieme degli atti detti semplici, ovvero quelli per cui f (Ω) e`
finito. Un atto semplice f e` ideale se f−1(x) ∈ E per ogni x. Denotiamo
conF e l’insieme degli atti semplici ideali.
ASSIOMA 5: Se f ,g ∈F e e f  g, allora esiste una partizione E1, . . . ,En
di Ω tale che lEi f  mEig per ogni i.
L’assioma 6 serve per estendere la rappresentazione dagli atti semplici all’in-
sieme di tutti gli atti, per garantire la continuita` di u, e per garantire la addi-
tivita` numerabile della misura di probabilita` a priori µ .
ASSIOMA 6: Sia g  fn  h per ogni n. Allora la convergenza puntuale
di fn ∈F e a f implica che g  f  h. Inoltre la convergenza uniforme di
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fn ∈F a f implica g f  h.
Il risultato fondamentale della teoria dell’utilita` incerta riguarda l’esistenza
di una rappresentazione che sia in accordo con tutti gli assiomi enunciati.
Tale rappresentazione ha due parametri, ovvero la misura di probabilita` a
priori µ e l’utilita` di intervallo u che assegna un’utilita` a ogni intervallo di
prezzo [21].
Teorema 5 Una relazione binaria soddisfa agli assiomi 1−6 se e soltanto
se esiste una misura di probabilita` a priori µ e un’utilita` di intervallo u tale
che  e` la relazione binaria uµ data da
Uµ( f ) =
∫
u[ f ]dµ.
La misura di probabilita` a priori µ e` unica, mentre l’utilita` di intervallo u
e` unica a meno di trasformazioni affini positive.
Le criticita` della teoria dell’utilita` attesa che abbiamo fatto presenti hanno a
che fare con la percezione dell’incertezza e l’attitudine all’incertezza degli
individui che devono prendere le decisioni. Mediante la teoria dell’utilita` in-
certa si possono dare delle definizioni formali di questi due concetti. Questo
rappresenta anche un passo importante nella risoluzione di queste criticita`.
Supponiamo dunque che ci siano due decisori a cui sono quindi associate
due misure dell’utilita`, rispettivamente u1µ1,u2µ2 . Ci riferiremo al decisore
uiµi indicandolo semplicemente con i.
Definizione 13 Il decisore 1 percepisce la stessa incertezza nell’evento B
che il decisore 2 nell’evento A se vale
µ1?(B) = µ2?(A) e µ?1 (B) = µ
?
2 (A).
Definizione 14 Il decisore 1 ha la stessa attitudine all’incertezza del de-
cisore 2 se u1 e` una trasformazione affine u2. Dunque, µ descrive la percezione
dell’incertezza, mentre u descrive l’attitudine all’incertezza.
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3.4.2 Utilita` incerta e paradossi
Come abbiamo osservato in precedenza, una delle novita` introdotte dalla
teoria dell’utilita` incerta e` la capacita` di risolvere molte delle criticita` che er-
ano state sollevate nell’ambito della teoria dell’utilita` attesa, inclusi i cosid-
detti paradossi di Ellsberg e di Allais. Fornire i dettagli delle risoluzioni
di tutte queste criticita` e` al di fuori degli scopi di questo lavoro di tesi, ma
in questo paragrafo faremo vedre come la teoria dell’utilita` incerta si ap-
plica alla risoluzione di esperimenti la cui tipologia comprende il paradosso
di Ellsberg. Diamo qui una formulazione dei paradossi alla Ellsberg piu`
generale di quanto fatto in precedenza.
Un esperimento di Ellsberg e` un esperimento in cui possono esserci due
possibili premi: y = 1 e x = 0. Dato un evento s⊂Ω, indicheremo nel con-
testo di questo paragrafo come scommessa come un atto che fornisce 1 se
l’evento s si verifica, e 0 altrimenti, ovvero la scommessa che abbiamo in-
dicato con 1s0. Quindi identificheremo automaticamente un evento s con la
scommessa 1s0. Chi conduce l’esperimento vorrebbe estrarre informazioni
utili dalle preferenze degli individui, facendo dei test basati su un certo in-
sieme di scommesse S scelto tra i possibili eventi di Ω. Nell’esperimento
ai soggetti analizzati si spiega che ci sono delle urne che sono state riem-
pite con m palline di vari colori. Piu` precisamente, ai soggetti si comunica
quante palline di ogni colore ci sono, e quali particolari abbinamenti o con-
figurazioni non sono possibili durante l’esperimento. Un esito e ∈ E e` una
particolare configurazione di colori, ovvero un colore per ogni pallina in
ogni urna, e un’estrazione da ogni urna.
Per esempio, in un esperimento ai soggetti puo` essere comunicato che c’e`
un’urna con 3 palline rosse, verdi, o bianche, che inoltre la prima pallina
e` sempre rossa. A seconda delle informazioni contenute nella descrizione
dell’esperimento, come nel questo caso di questo esempio, i soggetti pos-
sono capire che delle 9 possibilita` teoriche (32) permesse per la seconda e
la terza pallina, soltanto 4 si possono effettivamente verificare: entrambe
verdi, pallina due verde e pallina 3 bianca, pallina due bianca e pallina 3
verde, o entrambe bianche. Date queste quattro possibilita` per riempire
l’urna con le tre palline, l’esperimento ha dunque 12 = 4 ·3 possibili esiti.
Definizione 15 Nell’ambito di un esperimento di Ellsberg un evento-colore
e` l’insieme di tutti gli esiti possibili associati con un particolare colore della
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pallina estratta.
La peculiarita` di un esperimento di Ellsberg e` la presenza contemporanea di
eventi che hanno la stessa probabilita` di verificarsi a prescindere dalle par-
ticolari configurazioni che si verificheranno; e di eventi che invece hanno
probabilita` diverse a seconda delle configurazioni. Ad esempio, ex post,
ovvero dopo aver avuto la possiblita` di controllare il contenuto delle urne,
l’evento s1 = {verde,bianca} ha i due terzi delle possibilita` di verificarsi,
qualsiasi sia la configurazione. Invece una scommessa sull’evento s2 =
{rosso,verde} ha il probabilita` 1/2 di verificarsi in due configurazioni, 3/3
in una configurazione, e 1 un un’altra configurazione.
Definizione 16 Gli esiti la cui probabilita` dipende dalla particolare con-
figurazione dell’es-pe-ri-men-to si dicono sperimentalmente non ambigui.
Gli esiti la cui probabilita` non dipende dalla particolare configurazione
dell’esperimento si dicono sperimentalmente ambigui.
Nell’esempio che abbiamo preso in considerazione, notiamo che gli eventi
s1 e s2 di sopra contengono lo stesso numero di elementi di S. In questo caso
diciamo che sono eventi comparabili. Inoltre, le due nozioni sopra definite,
ovvero quelle di eventi sperimentalmente ambigui o non ambigui, e quella
di eventi comparabili, sono chiuse rispetto al complementare. Questo sig-
nifica che se un evento e` ambiguo, allora lo e` anche il suo complementare,
e che se un evento a e` comparabile a un evento b, anche i rispettivi comple-
mentari saranno comparabili.
Un paradosso di Ellsberg si verifica nel caso in cui l’individuo preferisce
scommettere su eventi sperimentalmente non ambigui piuttosto che scom-
mettere su eventi sperimentalmente ambigui comparabili ai primi. Dunque
l’individuo si troverebbe nella situazione in cui
s1  s2 e sc1  sc2.
Questa situazione pero`, e` incompatibile con ogni preferenza (o utilita`) che
puo` essere rappresentata soltanto mediante una probabilita` su S.
Consideriamo dunque una funzione utilita` normalizzata, ovvero u(1,1) = 1,
u(0,0) = 0, e u(0,1) = z. Tali uguaglianze bastano a definire la funzione
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utilita`, visti gli unici tre casi che si possono verificare per quanto concerne
i premi, secondo quanto abbiamo stabilito nelle ipotesi dell’esperimento.
Denotiamo inoltre con pi la misura di probabilita` a priori. In un esperimento
alla Ellsberg, le preferenze all’interno della teoria dell’utilita` incerta dipen-
dono soltanto da pi e da z, visto che quest’ultimo parametro identifica la
funzione utilita`. Quindi scriveremo zpi invece di upi .
Sia dunque Ω = {1, . . . ,n}, dove n = k ·m. Allora per t = 1, . . . ,k e i =
1, . . . ,m, lo stato w = (t−1)m+ i ∈ Ω rappresenta l’esito per cui l’i-esima
pallina e` stata estratta dall’urna che e` stata riempita seguendo la configu-
razione t-esima. Possiamo allora descrivere l’insieme degli stati possibili Ω
con la seguente tabella:
con f ig. 1 . . . con f ig. k
ball 1 w11 · · · w1k
...
... . . .
...
ball m wm1 · · · wmk
Indichiamo con |s| la cardinalita` dell’insieme s e sia B un’algebra di insiemi
dentro Ω. Per ogni evento s, indichiamo con
st = {w ∈ s : w = (t−1)m+ i
per qualche i ∈ 1, . . . ,m}.Dunque st e` l’insieme dei possibili esiti di a as-
sociati con la configurazione t-esima: vale a dire gli elementi della t-esima
colonna della tabella di sopra, che sono in s. Un evento s ∈ e` dunque speri-
mentalmente non ambiguo se mint |st |= maxt |st |; altrimenti e` sperimental-
mente ambiguo. Notiamo anche che i complementari di eventi sperimen-
talmente non ambigui sono sperimentalmente non ambigui, e che le unioni
disgiunte di eventi sperimentalmente non ambigui sono sperimentalmente
non ambigui. Tuttavia le intersezioni di eventi sperimentalmente non am-
bigui non necessariamente sono sperimentalmente non ambigui. Possiamo
a questo punto definire formalmente un esperimento di Ellsberg come un
esperimento in cui esiste almeno un evento sperimentalmente non ambiguo
che abbia cardinalita` uguale a quella di un’altro evento.
Definizione 17 Sia S la collezione di tutti gli eventi sperimentalmente non
ambigui contenuti in B. Allora l’algebra degli eventi B e` detta esperimento
di Ellsberg se esistono s ∈ S e b ∈ B tali che |s|= |b|.
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All’interno di un esperimento di Ellsberg possiamo definire formalmente un
paradosso di Ellsberg come una situazione in cui esistono due eventi aventi
la stessa cardinalita`, sui quali la preferenza agisce nella seguente maniera:
se gli eventi sono entrambi sperimentalmente non ambigui, allora non c’e`
una preferenza tra i due; se un evento e` sperimentalmente ambiguo e l’altro
sperimentalmente non ambiguo, quest’ultimo viene preferito al primo.
Definizione 18 Dato un esperimento di Ellsberg B e una preferenza , la
coppia (B,) e` un paradosso di Ellsberg se per ogni s,b ∈ B tali che |s|=
|b| vale
s∼ b quando s,b ∈ S
s b quando s ∈ S, b /∈ S
La proposizione seguente [22] mostra che in ogni esperimento di Ellsberg
c’e` una percezione dell’incertezza che rende ogni evento sperimentalmente
ambiguo piu` incerto che ogni evento sperimentalmente non ambiguo com-
parabile al primo.
Proposizione 2 Sia dato un esperimento di Ellsberg B. Allora esistono una
probabilita` a priori pi e un parametro z? > 0 tali che:
1. s ∈ S,b ∈ B\S implica che b e` piu` incerto di s ogni volta che |s|= |b|
2. (B,zpi) e` un paradosso di Ellsberg ogni volta che z < z?.
Vediamo come si applica questo risultato al paradosso di Ellsberg a una
urna mostrato in precedenza. Ricordiamo che in tale esperimento/paradosso
viene estratta una pallina da un’urna che contiene 3 palline. Cio` che si sa
e` che nell’urna una pallina e` certamente rossa, mentre le altre due palline
possono essere bianche o verdi, ma il numero di palline bianche (o verdi)
non e` conosciuto. Sia dunque Ω = {wit} per i = 1, . . . ,3 e t = 1, . . . ,4.
Supponiamo che le tre palline nell’urna siano numerate da 1 a 3, e che la
rossa sia la numero 1. Indichiamo con “r” il colore rosso, con “b” il colore
bianco, e con “v” il colore verde. Nella seguente matrice ogni colonna t
descrive una possibile configurazione di colori per le rimanenti due palline,
e ogni riga corrisponde ad una particolare pallina che viene estratta:
r r r r
b b v v
b v b v
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Definiamo B = {r,b,v} come l’algebra di insiemi contenente gli eventi dati
dai diversi colori rosso, bianco, verde. Come si osserva direttamente dalla
matrice, tutti e tre gli eventi-colore hanno 4 elementi, e dunque sono com-
parabili. Tuttavia vi e` la presenza di eventi sperimentalmente ambigui e
non ambigui. Infatti l’evento-colore rosso dato da r = {w11,w12,w13,w14}
e` sperimentalmente non ambiguo, visto che per ogni possibile configu-
razione t, data dalle colonne della matrice, si ha che |rt | = |{w1t}| = 1.
Gli eventi-colore bianco e verde invece, dati da b = {w21,w31,w22,w33} e
v = {w32,w23,w24,w34}, sono sperimentalmente ambigui, dato che |b1| =
|v4|= |{w21,w31}|= 2 e |b4|= |v1|= 0.
Cerchiamo ora una probabilita` a priori pi e una soglia z? > 0 per illustrare il
significato della proposizione 2. Per definire questi due oggetti ci serviremo
di due parametri α,β > 0. Cominciamo col fissare pi sugli insiemi s di 4
elementi che contengono esattamente un elemento per ogni colonna, per i
quali poniamo pi(s) = β . Detto in altre parole, se per ogni configurazione t
vale |st |= 1, allora pi(s)= β . Per i restanti elementi wit poniamo pi({wit})=
α . Osserviamo che ci sono esattamente 34 = 81 insiemi con tale proprieta`.
Quindi, scegliamo α,β ≥ 0 tali che

α = pi(s), se |s|= 1
β = pi(s), se mint |st |= maxt |st |= 1
1 = 12α+81β .
Gli eventi del tipo “st = 1 per ogni t” hanno una probabilita` di 1/3 di veri-
ficarsi in ogni configurazione possibile, e dunque questi eventi sono speri-
mentalmente non ambigui. Dati i valori che abbiamo assegnato per costru-
ire la probabilita` a priori pi , a questi eventi e` assegnata la misura β . Quindi
valgono le seguenti relazioni:
pi?(r) = ∑s∈r pi(s) = 4α+β
pi?(r) = 1−∑a∈rc pi(s) = 1− (9α−24β ) = 4α+65β
pi?(b) = pi?(v) = 4α
pi?(b) = pi?(v) = 4α+69β
Dunque l’evento r e` piu` incerto degli eventi v e b. Un calcolo simile a quello
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appena esequito mostra che l’evento r∪w e` piu` incerto dell’evento w∪ g.
Ricordiamo infine che u(1,1) = 1, u(0,0) = 0, e u(0,0) = z. Dunque
U(r) = (4α+β )u(0,1)+65βu(0,1) = 4α+β +65β z
U(v) = (4αu(0,1)+69βu(0,1) = 4α+69β z.
Quindi tale esempio e` un paradosso di Ellsberg per z < 1/4.
3.5 Teoria dell’utilita` e ottimizzazioni di portafoglio
Come abbiamo spiegato all’inizio di questo capitolo, la teoria dell’utilita`
serve a rappresentare le preferenze del decisore, e l’incertezza o il rischio
relativo a tali preferenze. Individui diversi, avendo sistemi di scelte diversi e
obiettivi diversi, sono rappresentati da funzioni di utilita` diverse, che dunque
selezionano alternative diverse anche a partire dagli stessi dati. Queste al-
ternative, a livello di portafoglio, corrispondono a specifiche combinazioni
dei vari titoli. Tali combinazioni in un portafoglio sono rappresentate dai
pesi che esprimono la percentuale dell’investimento relativo ad ogni titolo
all’interno del portafoglio stesso.
Dunque una maniera di utilizzare le funzioni di utilita` e` quella di farle dipen-
dere direttamente dai pesi che esprimono la quantita` che si investe in ogni
ogni titolo nel portafoglio. Se quindi rappresentiamo con wi, per i= 1, . . . ,n
i pesi relativi agli n titoli che compongono un portafoglio, possiamo pensare
la funzione utilita` direttamente in funzione di tali pesi, ovvero:
u = f (w1, . . . ,wn).
In realta`, essendo rigorosi, bisognerebbe scrivere
u(x) = u[x(w1, . . . ,wn)] = f (w1, . . . ,wn)
nel caso della teoria dell’utilita` attesa, e
u(x,y) = u[x(w1, . . . ,wn),y(w1, . . . ,wn)] = f (w1, . . . ,wn)
nel caso della teoria dell’utilita` incerta. In ogni caso, ogni individuo puo`
dunque raggiungere dei dati livelli di “soddisfazione” dati dalla funzione
3.5 Teoria dell’utilita` e ottimizzazioni di portafoglio 93
utilita`, mediante infinite (in generale) combinazioni dei pesi. L’insieme di
tali combinazioni, che danno luogo ad un determinato valore della funzione
di utilita`, viene detto curva di indifferenza.
Definizione 19 Data una funzione di utilita` rappresentata nella forma u =
f (w1, . . . ,wn), viene detta curva di indifferenza di livello c l’insieme
{[w1, . . . ,wn] : f (w1, . . . ,wn) = c}.
Nel presentare le funzioni di utilita`, abbiamo mostrato come la concavita` di
una tale funzione sia legata all’avversione al rischio dell’investitore. Nella
teoria dell’utilita` attesa una relazione tra le funzioni utilita` e l’avversione
al rischio dell’investitore e` stata definita in [51], che ha individuato due
indicatori a tale scopo. Il primo indicatore misura l’avversione al rischio
assoluta di un investitore ed e` definita come segue:
α(w) =−∂
2u(w)/∂w2
∂u(w)/∂w
=− ∂
∂w
[
log
∂u(w)
∂w
]
.
Il secondo indicatore invece misura l’avversione al rischio relativa di cias-
cun investitore, ed e` definito mediante la seguente formula:
r(w) =−w∂
2u(w)/∂w2
∂u(w)/∂w
Se supponiamo che la ricchezza dell’investitore sia positiva allora i due in-
dicatori hanno lo stesso segno. Inoltre e` stato dimostrato in [38] che la
funzione utilita` u e` concava nel caso in cui α(w) o r(w) sono positive per
ogni w, e dunque l’investitore e` avverso al rischio. In maniera speculare, se
α(w) o r(w) sono negative per ogni w, la funzione utilita` u e` convessa, e
dunque l’investitore e` propenso al rischio. A titolo di esempio, calcoliamo
questi due indicatori di avversione al rischio α e r, per funzioni di utilita` di
tipo quadratico e logaritmico. Nel caso quadratico abbiamo che la funzione
utilita` e` del tipo u(w) = a+bw+cw2, con b,c > 0. Seguendo le formule di
sopra otteniamo
α(w) = 2cb+2cw > 0
r(w) = 2cwb+2cw > 0
.
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Essendo questi indici maggiori di zero nel caso di funzione utilita` di tipo
quadratico, concludiamo che l’investitore e` avverso al rischio. Se conside-
riamo una funzione utilita` di tipo logaritmico, ovvero u(w) = log(w), otte-
niamo che
α(w) = 1/w
2
1/w =
1
w > 0
r(w) = w/w
2
1/w = 1 > 0
.
Anche in questo caso, essendo entrambi gli indici sempre maggiori di zero
per ogni w, concludiamo che l’investitore rappresentato da tali funzioni
utilita` e` avverso al rischio.
Nell’applicare le diverse teorie descritte a dati reali possiamo operare total-
mente all’interno della teoria dell’utilita`. Infatti la massimizzazione nell’ap-
proc-cio di Markowitz, e poi quelle all’interno dei suoi sviluppi successivi
come il Capital Asset Pricing Model, si possono riportare alla massimiz-
zazione di una funzione utilita` che dipenda da media e varianza dei dati,
ovvero da rendimento atteso e rischio. In generale una volta definita la
misura di rischio che si vuole adottare, questa si puo` incorporare in una fun-
zione utilita`, che poi e` quella che va massimizzata. Nella teoria dell’utilita`
attesa le funzioni utilita` restituiscono un numero, che rappresenta l’utilita`
data dagli argomenti della funzione, mentre nella teoria dell’utilita` incerta
le funzioni utilita` restituiscono un intervallo di utilita`, che rappresenta una
stima intervallare, date le condizioni di incertezza, dell’utilita` dei suoi argo-
menti. Quando l’investitore non e` in condizioni di incertezza, la funzione di
utilita` incerta si riduce a quella di utilita` attesa.
Per questo motivo possiamo unificare sotto un’unica cornice teorica, ovvero
quella della teoria dell’utilita` incerta, tutte le teorie che abbiamo presentato.
Questo non significa in alcun modo sminuire le altre teorie “riducendole”
all’interno della teoria dell’utilita`. Piuttosto, cio` che si propone in questo
lavoro di tesi, e` sviluppare l’applicazione delle diverse teorie presentate a
dati reali all’interno della teoria dell’utilita`, anche ai fini di una maggiore
coerenza e comodita` implementativa.
Chapter 4
SIMULAZIONI NUMERICHE
In questo capitolo vogliamo applicare i principali metodi illustrati in questo
lavoro di tesi per realizzare un’ottimizzazione di portafoglio a partire da
dati reali. Questi dati contengono i rendimenti dei titoli che prendiamo in
esame, lungo il periodo temporale che andiamo a considerare. I diversi
modelli che applichiamo all’ottimizzazione di portafoglio sono dunque il
modello media-varianza di Markowitz, la teoria dell’utilita` attesa, e la teoria
dell’utilita` incerta. Questi diversi modelli produrranno scelte di portafoglio
diverse a partire dagli stessi dati, e tali alternative verranno discusse alla
fine del capitolo. Come gia` osservato nel capitolo precedente, tutti e tre i
modelli possono essere visti come modelli che applicano funzioni di utilita`,
il cui output andra` massimizzato. Le simulazioni numeriche che riportiamo
sono state prodotte usando il linguaggio di programmazione MATLAB R©
Notazioni riguardanti la simulazione. Indicheremo con N il numero dei
titoli mediante i quali il portafoglio sara` costruito. Tali titoli saranno indi-
cizzati da j ∈ [1,N]. Di ogni titolo j che usiamo per costruire il portafoglio,
e` data una serie temporale di T rendimenti. Il rendimento del titolo j nel
periodo t-esimo sara` indicato con R jt , con t ∈ [1,T ], j ∈ [1,N]. Indicheremo
poi con w j il peso relativo al titolo j-esimo all’interno del portafoglio. As-
sumiamo inoltre che la somma dei pesi del portafoglio sia 1 e che non ci sia
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possibilita` di short-selling, ovvero ∑
N
i=1 w j = 1
w j ≥ 0.
Denoteremo con Rt il rendimento del portafoglio nel periodo t-esimo, dato
dalla somma pesata dei rendimenti dei singoli titoli nel periodo considerato:
Rt =
N
∑
j=1
R jtw j
Parimenti, il rendimento medio di un solo titolo sara` indicato con
R j = Et [R jt ] =
1
T
T
∑
t=1
R jt .
Infine, denoteremo R(w) = 1T ∑
T
t=1 Rt(w) il rendimento medio complessivo
del portafoglio, che e` funzione quindi dei pesi w1, . . . ,wN , che abbiamo
indicato genericamente con il vettore w.
4.1 Applicazione dei modelli sul dataset
Per costruire il portafoglio di titoli la fonte di dati a cui abbiamo attinto e`
il sito web yahoo finance, disponibile al link it.finance.yahoo.com. Ai fini
della simulazione per questo lavoro di tesi abbiamo selezionato i seguenti
titoli:
– Best Union Co SpA (BEST.MI)
– Caltagirone Editore (CED.MI)
– Enervit (ENV.MI)
– Industria e Innovazione SpA (IIN.MI)
– IVS Group SA (IVS.MI)
– Mutuionline (MOL.MI)
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I titoli che abbiamo analizzato durante il mese di Luglio 2014 erano inser-
iti nell’indice FTSE IT MICRO CAP (ITMI.MI). I dati che abbiamo uti-
lizzato riguardano le quotazioni settimanali di questi titoli durante l’anno
solare 2012. Ai fini dell’applicazione i dati sono stati messi in forma di
rendimento percentuale, ottenendo quindi una matrice di dimensioni 52×6,
ovvero numero settimane dell′anno × numero titoli, con la prima riga fatta
di zeri, perche´ rappresenta appunto l’insieme dei rendimenti percentuali al
periodo zero. Nel codice MATLAB R© riportato nell’appendice la matrice
dei dati importati e` stata denominata data, mentre quella dei rendimenti e`
stata denominata nRt.
4.1.1 Il modello di Markowitz
Il primo modello applicato nella simulazione e` dedicato all’ottimizzazione
nell’approccio alla Markowitz, basato quindi su media e varianza. Questo
modello, pure essendo il piu` noto in letteratura e nell’industria finanziaria,
e` solitamente applicabile soltanto nel caso in cui si possa supporre che
i rendimenti seguano una distribuzione normale, almeno approssimativa-
mente. La distribuzione normale infatti si puo` descrivere proprio mediante
la sua media e la sua varianza, che in questo modo si applicano al mod-
ello con facilita`. Nel caso dei dati che abbiamo analizzato tali assunzioni
di normalita` non sono soddisfatte, anche perche´ i titoli di FTSE IT MICRO
CAP sono molto volatili (quindi rischiosi), e con poco flottante. Il mod-
ello di Markowitz e` applicato quindi a questi dati non perche´ siano adatti,
ma proprio per mostrare come si puo` procedere ad applicare ulteriori mod-
elli quando le ipotesi standard di applicazione non sono soddisfatte, e per
fornire un confronto con tali metodi.
Il problema di ottimizzazione, nel caso del modello alla Markowitz, e` il
seguente: 
min ∑Tt=1
1
T [R(w)−Rt(w)]2
∑Nj=1 w j = 1
w j ≥ 0
. (4.1)
In tale problema stiamo dunque minimizzando la varianza attesa del portafoglio,
ovvero il suo rischio secondo l’interpretazione alla Markowitz.
Nel codice MATLAB R© che abbiamo utilizzato il problema di ottimizzazione
(4.1) e` risolto dall’applicazione della funzione frontcon, implementata nel
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financial toolbox. Questa funzione fornisce in output un certo numero di
portafogli (specificato dall’utente) che giacciono sulla frontiera efficiente
ottenuta secondo l’approccio media-varianza. Ricordiamo che la frontiera
efficiente e` fatta da quei portafogli che hanno rischio minimo per un dato
livello di rendimento atteso. La funzione frontcon restituisce un numero di
portafogli lungo la frontiera efficiente specificato nel parametro NumPorts,
che abbiamo scelto uguale a 20. Tale funzione prende inoltre in input
la matrice ExpCovariance di covarianza dei rendimenti percentuali, e il
rendimento atteso ExpReturn dei singoli titoli. L’output di frontcon e` fatto
dunque di 20 portafogli che giacciono sulla frontiera efficiente di cui sono
indicati: i pesi nella matrice PortWtsMV; i rendimenti nel vettore PortRe-
turn; la deviazione standard, ovvero il rischio, nel vettore stdev.
4.1.2 La teoria dell’utilita` attesa
In questo paragrafo descriviamo l’approccio per analizzare i dati che riguarda
la teoria dell’utilita` attesa. In questo ambito dovremo utilizzare una fun-
zione utilita` che mappi i portafogli, rappresentati dal vettore dei pesi w, sui
numeri reali. In questa simulazione applichiamo una funzione utilita` di tipo
esponenziale. Questa classe di funzioni utilita` e` una tra le maggiormente
usate in letteratura (si veda a proposito [2, 51]), e sono del tipo
u(x) = 1− e
−βx
β
, β > 0.
Le funzioni utilita` di tipo esponenziale soddisfano a due proprieta` che a
noi interessano ai fini della simulazione: sono crescenti e sono concave.
Dunque rappresentano investitori avversi al rischio, secondo quanto abbi-
amo scritto nel capitolo precedente. Infatti, calcolando la derivata prima si
ha
u′(x) = e−xβ ,
che e` sempre maggiore di zero. Cio` significa che la funzione e` strettamente
crescente. Calcolando invece la derivata seconda si ha
u′′(x) =−βe−xβ ,
la quale e` sempre negativa: siamo dunque in presenza di una funzione con-
cava, che quindi rappresenta un investitore avverso al rischio. Calcolando
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l’indicatore di avversione al rischio assoluto di Pratt, otteniamo
−u
′′(x)
u′(x)
=−−βe
−xβ
e−xβ
= β .
Dunque la misura dell’avversita` al rischio e` proprio il parametro β : piu`
β cresce, piu` l’investitore e` avverso al rischio. Da questa considerazione
possiamo dedurre che β e` un parametro associato all’avversita` al rischio
dell’investitore.
Utilizziamo la funzione utilita` esponenziale sostituendo al posto della vari-
abile x il valore di un portafoglio nel periodo t, dato il suo rendimento Rt . Se
facciamo l’ipotesi che non ci siano costi di transazione, dato un rendimento
percentuale Rt e considerando un costo iniziale unitario, abbiamo che il val-
ore del portafoglio e` di eRt . Dunque sostituiamo a x il valore del portafoglio
eRt : in questo modo, dato il rendimento Rt l’utilita` attesa diventa
E[u(eRt )] =
1
T
T
∑
t=1
u(eRt ).
Se ora sostituiamo in questa formula il valore della funzione utilita` esponen-
ziale, otteniamo il seguente problema di massimizzazione dell’utilita` attesa:
maxw 1T ∑
T
t=1 1− e
−βeRt
β
∑Nj=1 w j = 1
w j ≥ 0
. (4.2)
Nel codice MATLAB R© che abbiamo utilizzato il problema di ottimizzazione
(4.2) e` risolto principalmente dalla funzione fmincon, implementata nell’op-
ti-mi-za-tion toolbox. Questa funzione viene utilizzata per cercare il min-
imo di funzioni nonlineari soggette a vincoli, soggette a vincoli, data una
condizione iniziale. La funzione fmincon viene usata per miniminizzare
f 1(w) =− 1
T
T
∑
t=1
1− e
−βeRt
β
,
soggetta ai vincoli ∑Nj=1 w j = 1, w j ≥ 0. Notiamo che abbiamo usato fmin-
con per minimizzare la funzione f 1, che ha segno opposto di quella che
compare in (4.2): questa e` un’operazione equivalente a quella di massimiz-
zare la funzione che compare in (4.2). Inoltre abbiamo espresso f 1(w)
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come funzione del vettore dei pesi perche´ il minimo di tale funzione e`
cercato al variare dei pesi w1, . . . ,wn. La funzione fmincon restituisce i
pesi che determinano il portafoglio che minimizza la funzione. Abbiamo
codificato questi pesi nel codice MATLAB R© con la variabile PortWtsU-
til1. L’ottimizzazione del problema (4.2) e` stata fatta per diversi valori del
parametro β , che sono stati scelti in numero di 20, e precisamente β =
{0.5,1,1.5,2,2.5,3,3.5,4,4.5,5,5.5,6,6.5,7,7.5,8,8.5,9,9.5,10}. Dunque
la variabile PortWtsUtil1 e` una matrice che in ognuna delle 20 righe con-
tiene i pesi ottimali per un dato valore di β .
4.1.3 La teoria dell’utilita` incerta
In questa sezione formalizziamo ora l’approccio che adotteremo nell’analisi
dei dati nell’ambito della teoria dell’utilita` incerta. Come abbiamo visto
nel capitolo precedente, per applicare la teoria dell’utilita` incerta a queste
simulazioni abbiamo bisogno di definire una serie di spazi e di applicazioni
tra questi spazi. Per prima cosa definiamo lo spazio degli stati Ω come
l’insieme dei pesi mediante i quali il portafoglio puo` essere composto, date
le quotazioni dei titoli nel periodo selezionato:
Ω=
{
w ∈ RN : w = [w1, . . . ,wN ], wi ≥ 0,
N
∑
i=1
wi = 1
}
.
Prenderemo poi come X lo spazio dei valori di portafoglio ottenibili medi-
ante le diverse combinazioni possibili date dai pesi del portafoglio stesso.
Inoltre prendiamo come I lo spazio delle ricchezze intervallari possibili a
valori dentro X :
X = [l,m] = {x ∈ R : l ≤ x≤ m}
I = {[x,y] ∈ R : l ≤ x≤ y≤ m}
Avendo definito in questa maniera gli spazi X e I, l’insieme degli atti F
e` definito come l’insieme delle applicazioni che ai pesi del portafoglio as-
sociano il valore finale del portafoglio stesso, mentre l’insieme degli atti
intervallari Fµ e` definito come l’insieme delle applicazioni che ai pesi del
portafoglio associano un range di possibili valori assumibili dal portafoglio
stesso:
f :Ω→ X ,
fµ :Ω→ I.
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In accordo con con la funzione utilita` esponenziale che abbiamo utilizzato
all’interno della teoria dell’utilita` attesa, per non introdurre ulteriore vari-
abilita` nel confronto tra i risultati ottenuti nelle due teorie, abbiamo utiliz-
zato nell’ambito della teoria dell’utilita` incerta una funzione esponenziale
analoga a quella usata per l’utilita` attesa, di tipo esponenziale, ovvero
u(x,y) = 1− e
−β (x+y)
β
, con β > 0.
Sullo spazio degli stati Ω e` necessario definire la σ -algebra degli insiemi
misurabili, che andranno a formare la classe degli insiemi che abbiamo
chiamato ideali, e che rappresentano gli eventi per i quali l’investitore e`
in grado di “quantificare” l’incertezza. Definiamo dunque
Mδ = {[a1,b1]× . . .× [aN ,bN ] : ai,b j = 0,δ ,2δ , . . . ,1}
come l’insieme degli rettangoli (generalizzati) che hanno come vertici punti
a coordinate che sono multipli di un parametro δ . Tale parametro quindi
deve essere della forma 1/k con k ∈ N. A questo punto definiamo la classe
degli eventi ideali come la σ -algebra generata da Mδ . Dal punto di vista
dell’investitore potremmo dire che la classe degli insiemi ideali e` quella
per cui la variazione dei pesi di portafoglio deve essere abbastanza con-
sistente da poter essere costruita da variazioni ottenute da una “variazione
minima” δ . Questo parametro δ e` fissato dall’investitore stesso, e potrebbe
rappresentare una “scala” secondo cui l’investitore effettua le variazioni di
portafoglio. Tale scala di grandezza potrebbe essere data per esempio dal
fatto che variazioni minime dei pesi di un portafoglio non sono convenienti
qualora si considerino costi di transazione; oppure da valutazioni sul fatto
che il volume di scambio dei titoli non e` abbastanza grande da consentire
manovre immediate e arbitrariamente precise; o ancora dal fatto che sono
presenti penali in caso di uscita dall’investimento in un titolo. Notiamo an-
che che tale σ -algebra puo` essere in un certo senso generalizzata al caso
di una partizione qualunque, di cardinalita` finita o numerabile. In questo
caso infatti la classe di tutte le unioni fatte di insiemi della partizione e` una
σ -algebra.
Consideriamo ora l’opportunita` di investire su un portafoglio di titoli scelti
tra quelli che abbiamo selezionato per la simulazione. Nel caso della teo-
ria dell’utilita` incerta, per mostrare le differenze differenze rispetto alla
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teoria dell’utilita` attesa mediante eventi non misurabili, supponiamo che
l’investitore decida di formare un portafoglio soltanto nel caso in cui l’in-ve-
sti-men-to e` ben diversificato nell’insieme dei titoli. Questo avviene quando
nessuno dei pesi e` troppo grande rispetto agli altri. Formalizzeremo questo
caso “ben diversificato” mediante l’evento
E = {[w1, . . . ,wN ] ∈ Rn : |wi−1/2| ≤ τ per i = 1, . . . ,N} .
In questa formula τ rappresenta un parametro che indica quanto vicino al
centro dell’ipercubo, di coordinate [1/2, . . . ,1/2], l’investitore decide di
limitare la variazione dei pesi del portafoglio. Cio` che l’investitore vuole
e` dunque massimizzare l’utilita` dell’atto che fornisce il valore finale del
portafoglio dell’investitore nel caso in cui E si verifichi, oppure la ricchezza
iniziale che l’investitore ha a disposizione nel caso in cui l’evento E non si
verifichi. Detto in altre parole, nel caso in cui E si verifichi l’investitore
decide di formare un portafoglio di titoli e investe, volendo dunque mas-
simizzare i suoi risultati, mentre nel caso in cui il rischio e` troppo alto non
investe affatto. Indicheremo tale atto con
f = r f Eri,
indicando con r f ,ri la ricchezza finale e quella iniziale.
Indicheremo, per x ∈ R, con xδ il massimo dei numeri piu` piccoli di x che
sia multiplo intero di δ , ovvero
bxcδ = max{y ∈ R : y≤ x, y = kδ , k ∈ N}.
Analogamente indicheremo con xδ il minimo dei numeri piu` grandi di x che
sia multiplo intero di δ , ovvero
dxeδ = min{y ∈ R : y≥ x, y = kδ , k ∈ N}.
Detto in altre parole, se x non e` della forma kδ , allora si trova nell’intervallo
[bxcδ ,dxeδ ]. Notiamo che il piu` grande insieme misurabile contenuto in E
e` l’ipercubo
E1 =
{
[w1, . . . ,wN ] ∈ Rn : wi ∈
[
d(1/2− τ/2)eδ ,b1/2+ τ/2cδ
]
, per i = 1, . . . ,N
}
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mentre il piu` piccolo insieme misurabile che contiene il complementare di
E e`
E3 =
{
[w1, . . . ,wN ] ∈ Rn : wi ∈
[
b(1/2− τ/2)cδ ,d1/2+ τ/2eδ
]
, per i = 1, . . . ,N
}
.
Inoltre poniamo uguale a E2 l’insieme complementare di E1∪E3. Andando
a calcolare le misure dei tre insiemi, essendo degli ipercubi inRN , otteniamo
facilmente
µ(E1) =
(
b1/2+ τ/2cδ −d(1/2− τ/2)eδ
)N
,
µ(E3) = 1−
(
d1/2+ τ/2eδ −b(1/2− τ/2)cδ
)N
,
µ(E2) = 1−µ(E1)−µ(E3).
Secondo quanto stabilito dalla teoria, l’utilita` (incerta) di f e` uguale a
W (r f Eri) = u(r f ,r f )µ(E1)+u(ri,r f )µ(E2)+u(ri,ri)µ(E3).
In linea con quanto fatto nell’approccio relativo all’utilita` attesa poniamo
f (w1, . . . ,wN) = e∑
N
j=1 R jtw j = eRt ,
ovvero definiamo f in modo che eguagli il valore del portafoglio dato dai
pesi w1, . . . ,wN , con rendimento Rt , di valore iniziale unitario. Combinando
W (r f Eri) con la u(x,y), otteniamo la funzione da massimizzare, data dalla
speranza
f2(w) = Et [W (r f Eri)] =
Et
[
u(r f ,r f )µ(E1)+u(ri,r f )µ(E2)+u(ri,ri)µ(E3)
]
=
Et
[
−e−2β r f µ(E1)− eβ (ri+r f )µ(E2)+−e−2β riµ(E3)
]
=
.
Tale funzione, dati i valori assunti da µ(E1),µ(E2),µ(E3), e` la funzione da
massimizzare, che quindi conduce al seguente problema di ottimizzazione:
maxw f2(w)
w ∈ E
∑Nj=1 w j = 1
w j ≥ 0
. (4.3)
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Nel codice MATLAB R© che abbiamo utilizzato il problema di ottimizzazione
(4.3) e` risolto, come nel caso dell’utilita` attesa, principalmente dalla fun-
zione fmincon. La funzione fmincon restituisce i pesi che determinano il
portafoglio che minimizza la funzione f2 soggetta ai vincoli di (4.3). Abbi-
amo codificato questi pesi nel codice MATLAB R© con la variabile PortWt-
sUtil2. L’ottimizzazione del problema (4.2) e` stata fatta per diversi valori
del parametro β , che sono stati scelti alla stessa maniera di quelli nel caso
dell’utilita` attesa, in numero di 20. Dunque anche in questo caso la vari-
abile PortWtsUtil2 e` una matrice di 20 righe e 6 colonne. I risultati che
mostriamo sono stati ottenuto scegliendo δ = 120 = 0.05 e τ =
17
38 ≈ 0.447.
4.2 Analisi dati
L’analisi dei dati che abbiamo ottenuto applicando i tre diversi metodi de-
scritti nella sezione precedente riguarda il confronto dei risultati ottenuti
risolvendo i relativi problemi di ottimizzazione. In particolare ci concentri-
amo su tre aspetti:
– i rendimenti e le utilita` dei portafogli ottenuti;
– la composizione dei portafogli ottenuti;
– la relazione tra il rischio e l’utilita` nei portafogli ottenuti.
4.2.1 Rendimenti e utilita` dei portafogli ottimali
Andiamo ad analizzare per primi i rendimenti medi, i quali sono rappresen-
tanti in figura 4.1. Notiamo subito che i rendimenti attesi ottenuti nel caso
dell’approccio media-varianza crescono, mentre quelli ottenuti dai due ap-
procci relativi alla teoria dell’utilita` decrescono. Questo e` tuttavia soltanto
un effetto dovuto alle diverse implementazioni, e in particolare al fatto che
β compare con il segno meno nelle funzioni utilita` (4.2) e (4.3). Ad ogni
modo, sia nell’approccio media-varianza, sia nell’approccio relativo alla
teoria dell’utilita`, a rischio crescente corrispondono rendimenti attesi piu`
grandi. Per questo motivo nella figura 4.1 abbiamo invertito l’andamento
delle ascisse nei casi relativi alla teoria dell’utilita` attesa e incerta.
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Figure 4.1: Andamento dei rendimenti attesi nei tre approcci di ottimizzazione.
Dall’alto: media-varianza, utilita` attesa, utilita` incerta.
Figure 4.2: Andamento dei rendimenti attesi nei tre approcci di ottimizzazione,
in una visione di insieme. In rosso media-varianza, in verde utilita` attesa, in blu
utilita` incerta.
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Guardando la figura 4.2 si puo` notare come i rendimenti attesi aumentino
costantemente nell’approccio media-varianza, che raggiunge anche il livello
piu` alto di rendimento. Nel caso delle teorie dell’utilita` invece, il massimo
del rendimento e` piu` basso, e i rendimenti medi seguono un andamento
diverso rispetto all’approccio prevedente. In particolare osserviamo come
in qualche caso ci sia una diminuzione in quest’ultimo caso, e come vi sia
un trend generale di crescita, ma non lineare.
Possiamo spiegare queste osservazioni mediante i metodi con cui abbiamo
ottimizzato i portafogli. Nel caso dell’approccio media varianza infatti ab-
biamo essenzialmente calcolato la frontiera efficiente e generato un numero
di portafogli i cui rendimenti sono distribuiti uniformemente lungo questa
frontiera. Cio` che otteniamo e` dunque un rendimento che cresce costante-
mente. Inoltre il rendimento massimo e` ottenuto in questo approccio perche´
l’ottimizzazione e` stata eseguita tendendo il rendimento atteso proprio come
variabile da massimizzare. Osserviamo tuttavia, a tal proposito, che a parita`
di rischio, non sempre il rendimento dell’approccio media varianza e` il piu`
alto. Questo si puo` vedere nella figura 4.2. La diversita` nell’andamento
dei rendimenti nei due approcci relativi alla teoria dell’utilita` e` spiegabile,
infine, dal fatto che la variabile che abbiamo massimizzato era, appunto,
l’utilita`, e non il rendimento attesto.
Se infatti ci riferiamo alle figure 4.3 e 4.3, dove abbiamo rappresentato le
utilita` dei portafogli ottenuti invece che i rendimenti, notiamo come gli an-
damenti siano simili per tutti e tre i metodi implementati. Il metodo che
applica la teoria dell’utilita` attesa produce le migliori utilita` (di poco supe-
riori a quelle del metodo media-varianza, anche se non si nota dalle figure).
4.2.2 Composizione dei portafogli ottimali
La composizione dei portafogli ottimali e` mostrata nelle figure 4.5, 4.6,
4.7, mentre una visualizzazione grafica e` in figura 4.8. Qui si possono no-
tare parecchie differenze nei tre metodi. Dalla composizione dei portafogli
risultanti dall’ottimizzazione secondo l’approccio media-varianza possiamo
sicuramente notare come alcuni titoli sono predominanti, e questa tendenza
aumenta con l’aumentare del rischio (e del rendimento atteso), in maniera
netta. La stessa tendenza si nota nell’approccio mediante la teoria dell’utilita`
attesa: questa tendenza pero` e` evidente all’aumentare del rischio, mentre la
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Figure 4.3: Andamento delle utilita` nei tre approcci di ottimizzazione. Dall’alto:
media-varianza, utilita` attesa, utilita` incerta.
Figure 4.4: Andamento delle utilita` nei tre approcci di ottimizzazione, in una
visione di insieme. In rosso media-varianza, in verde utilita` attesa, in blu utilita`
incerta.
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Figure 4.5: La composizione dei portafogli ottenuti nell’approccio media-
varianza.
composizione del portafoglio e` molto piu` uniforme nelle composizioni ot-
tenute a partire da rischi piu` bassi. La tendenza a distribuire meglio i pesi
nella composizione dei portafogli ottimali e` acora piu` accentuata nel caso
dell’approccio relativo all’utilita` incerta, dove ricordiamo abbiamo imposto
che l’investimento dovesse in qualche maniera essere ben differenziato. In-
fine notiamo come nell’approccio relativo all’utilita` incerta la composizione
ottimale del portafoglio non e` sempre di peso totale unitario. Questo accade
perche´ l’ottimizzazione in questo caso procede per passi discreti, e non puo`
variare in maniera arbitrariamente piccola la composizione dei portafogli.
Questo significa anche che una parte dell’investimento (su questi titoli) non
e` eseguito perche´ non e` reputato conveniente, e che una certa somma di
denaro rimane a disposizione per l’investitore: l’effetto di questa somma di
denaro non si vede in nessuna delle figure mostrate.
4.2.3 Relazione tra rischio e utilita` nei portafogli ottimali
In figura 4.9 sono rappresentate singolarmente le utilita` come funzioni della
misura di rischio β , mentre nella figura 4.10 tali rappresentazioni sono for-
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Figure 4.6: La composizione dei portafogli ottenuti nell’approccio dell’utilita` at-
tesa.
Figure 4.7: La composizione dei portafogli ottenuti nell’approccio dell’utilita` in-
certa.
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Figure 4.8: Andamento della composizione dei portafogli nei tre approcci di ot-
timizzazione. Dall’alto: media-varianza, utilita` attesa, utilita` incerta.
nite insieme. Si puo` notare come le figure essenzialmente ricalchino le fig-
ure 4.3 e 4.4, a causa del fatto che β varia in maniera uniforme rispetto al
numero dei portafogli, e quindi vi e` soltanto una variazione di scala. Vale
quanto gia` detto.
Piu` interessante e` notare cosa succede se rappresentiamo i rendimenti at-
tesi ottenuti rispetto alle deviazioni standard, ossia misurando i tre approcci
secondo le misure di rischio e di rendimento proprie dell’approccio alla
Markowitz. Possiamo vedere cosa succede nelle figure 4.11 e 4.12, dove le
rappresentazioni sono fornite prima separatamente e poi insieme. Come ab-
biamo gia` avuto modo di notare, il rendimento atteso nell’approccio media-
varianza segue un andamento regolare. Negli altri due approcci invece si
possoo osservare principalmente tre cose.
– A piccole variazioni del rischio possono corrispondere variazioni sen-
sibili del rendimento. Questo ovviamente puo` accadere perche´ l’ot-ti-
miz-za-zio-ne e` stata condotta mediante criteri che non prendevano la
deviazione standard e il rendimento attesto come misure di rischio e
rendimento.
– Il rendimento atteso massimo dell’approccio relativo all’utilita` attesa
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Figure 4.9: Grafico delle utilita` rispetto ai β nei tre approcci di ottimizzazione.
Dall’alto: media-varianza, utilita` attesa, utilita` incerta.
Figure 4.10: Grafico delle utilita` rispetto ai β nei tre approcci di ottimizzazione,
in una visione di insieme. In rosso media-varianza, in verde utilita` attesa, in blu
utilita` incerta.
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Figure 4.11: Grafico dei rendimenti attesi rispetto alle deviazioni standard, nei
tre approcci di ottimizzazione. Dall’alto: media-varianza, utilita` attesa, utilita`
incerta.
Figure 4.12: Grafico dei rendimenti attesi rispetto alle deviazioni standard nei tre
approcci di ottimizzazione, in una visione di insieme. In rosso media-varianza, in
verde utilita` attesa, in blu utilita` incerta.
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e` paragonabile a quello ottenuto mediante l’approccio alla Markowitz.
– In qualche caso, a parita` di rischio, il rendimento atteso e` maggiore
nell’utilita` incerta - che ricordiamo assicura anche la diversificazione
dell’investimento - che nell’utilita` attesa.
4.2.4 Conclusioni
In questo capitolo abbiamo applicato alla selezione di portafoglio i tre di-
versi metodi presentati, ovvero l’approccio media-varianza, quello dell’utilita`
attesa, e quello dell’utilita` incerta. La fonte di dati a cui abbiamo attinto e` il
sito web yahoo finance, e i titoli che abbiamo preso in considerazione sono
quelli che nel Luglio 2014 erano inseriti nell’indice FTSE IT MICRO CAP
(ITMI.MI). Analizzando i dati abbiamo messo in risalto cio` che gia` poteva
essere plausibile a partire dalle premesse teoriche.
L’approccio alla Markowitz e` in grado di risolvere problemi di ottimiz-
zazione di natura abbastanza semplice, dove si prende come misura di ris-
chio la varianza, e come utilita` il rendimento atteso. La teoria dell’utilita`
attesa rappresenta da questo punto di vista un grosso passo in avanti, perche´
all’interno di essa si puo` prendere in considerazione un insieme (virtual-
mente) infinito di misure di rischio e di utilita`, sulle quali poi implementare
l’ottimizzazione. In questo senso la teoria dell’utilita` da` modo di pren-
dere in considerazione misure che di volta in volta possono venire incon-
tro a esigenze di calcolo, oggettive, o soggettive dell’investitore. Abbiamo
mostrato quanto puo` essere diverso il risultato dell’ottimizzazione rispetto
all’approccio media-varianza mettendo a confronto i risultati ottenuti in ter-
mini di deviazione standard e rendimento atteso.
La teoria dell’utilita` incerta da parte sua e` capace di eseguire l’ottimizzazione
su problemi di natura ancora piu` complessa. Nella parte teorica abbiamo
messo in risalto come all’interno della teoria dell’utilita` ci fossero delle
“falle” che conducevano a dei paradossi. All’interno della teoria dell’utilita`
incerta questi paradossi possono essere trattati e affrontati. Nella pratica
questo si traduce nella possibilita` per l’investitore di mettere vincoli di
varia natura sui suoi investimenti: ad esempio nel caso affrontato nelle sim-
ulazioni abbiamo supposto che ci fosse una soglia di minima variazione
dell’investimento, e che tale investimento fosse diversificato. Questi vincoli
erano espressi mediante insiemi non misurabili, e che quindi non potevano
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essere trattati al di fuori di questa teoria. Va notato anche che tali vincoli
inducono ottimizzazioni che dal punto di vista delle mere utilita` degli altri
due approcci ottengono risultati peggiori. Tuttavia vi sono vantaggi in ter-
mini di richieste sul tipo di investimento da fare, per le quali l’approccio
media-varianza e quello dell’utilita` attesa non sono in grado di fornire al-
cuna risposta. Il dataset che abbiamo utilizzato in questo lavoro di tesi aveva
una complessita`, in termini di quantita` e di qualita` del dato, bassa, per cui
l’effetto dei vincoli insiemistici imposto nell’approccio dell’utilita` incerta
si legge in modo abbastanza chiaro. In dataset di complessita` maggiore le
cose cambiano pero` radicalmente, e spesso imporre certi vincoli puo` essere
l’unica strada per procedere correttamente, se si vogliono soddisfare certe
esigenze di investimento.
4.3 Appendice
In questa sezione riportiamo il codice MATLAB R© utilizzato.
4.3.1 Script principale
close all; clear all
load(’data’); [J, nAssets] = size(data);
nRt = (data(2:J,:) - data(1:J-1,:))./data(1:J-1,:);
%i rendimenti percentuali
beta = 0.5:0.5:10;
dt = 20; tau = 17/19;
rr0 = 1/2*ones(1,nAssets);
w0= rr0/sum(rr0);
options = optimset(’LargeScale’,’off’);
options = optimset(options,’TolFun’,1e-40);
options = optimset(options,’MaxFunEvals’,1000000000000);
options = optimset(options,’MaxIter’,1000);
options = optimset(options,’TolX’,1e-10);
options = optimoptions(’fmincon’,’Algorithm’, ...
’interior-point’);
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%%% Frontiera efficiente media varianza %%%
NumPorts = 20;
ExpCovariance = cov(nRt);
ExpReturn = mean(nRt);
[PortStdevMV, PortReturnMV, PortWtsMV] = ...
frontcon(ExpReturn,ExpCovariance, NumPorts);
%frontcon utilizza il financial toolbox di matlab
lb1 = zeros(1,nAssets); ub1 = ones(1,nAssets);
%vincolo: pesi compresi tra 0 e 1
lb2 = (1/2-tau/2)*ones(1,nAssets);
ub2 = (1/2+tau/2)*ones(1,nAssets);
%vincolo: pesi compresi tra 1/2-tau/2 e 1/2+tau/2
Aeq = ones(1,nAssets); beq = 1;
%vincolo: la somma dei pesi deve essere 1
for k = 1:length(beta);
bt = beta(k);
%%%%% Media-varianza %%%%%
for m = 1:length(PortReturnMV)
yMV(m) = exputilfun1(PortWtsMV(m,:),nRt,bt);
end
[fval0,IMV] = min(yMV);
PortWtsMV1(k,:) = PortWtsMV(IMV,:);
fvalMV(k,:) = fval0;
%%% Massimizzazione diretta dell’utilita` attesa %%%
[w1,fval1,exitflag1,output1] = ...
fmincon(@(w) exputilfun1(w,nRt,bt),w0,[],[]...
,Aeq,beq,lb1,ub1,[],options);
%fmincon utilizza l’optimization toolbox di matlab
PortWtsUtil1(k,:) = w1;
PortReturnUtil1(k,:) = mean(nRt(2:end,:)*w1’);
PortStdevUtil1(k,:) = std(nRt(2:end,:)*w1’);
fvalUtil1(k,:) = fval1;
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%%% Massimizzazione diretta utilita` incerta %%%
[w2,fval2,exitflag2,output2] = ...
fmincon(@(w) exputilfun2(w,nRt,bt,dt,nAssets,tau)...
,w0,Aeq,beq,[],[],lb2,ub2,[],options);
%fmincon utilizza l’optimization toolbox di matlab
PortWtsUtil2(k,:) = w2;
PortReturnUtil2(k,:) = mean(nRt(2:end,:)*w2’);
PortStdevUtil2(k,:) = std(nRt(2:end,:)*w2’);
fvalUtil2(k,:) = fval2;
end
%%%%% FIGURE RENDIMENTI E UTILITA’ %%%%%
figure %Figure 4.1
subplot(3,1,1);
bar(PortReturnMV,’r’,’DisplayName’,’PortReturnMV’);
title(’RENDIMENTI’,’FontWeight’,’bold’,’FontSize’,20);
axis([0 21 0 0.01]);
ylabel(’Media-varianza’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,2);
bar(PortReturnUtil1,’g’,’DisplayName’,’PortReturnUtil1’);
axis([0 21 0 0.01]); set(gca,’XDir’,’reverse’)
ylabel(’Utilita` attesa’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,3);
bar(PortReturnUtil2,’b’,’DisplayName’,’PortReturnUtil2’);
axis([0 21 0 0.01]); set(gca,’XDir’,’reverse’)
xlabel(’Portafogli ottenuti’,’FontWeight’,’bold’, ...
’FontSize’,15);
ylabel(’Utilita` incerta’,’FontWeight’,’bold’, ...
’FontSize’,15);
figure %Figure 4.2
plot(PortReturnMV,’-o’,’Color’,[1 0 0],’LineWidth’,3,...
’MarkerSize’,8,’MarkerFaceColor’,[1 0 0]);
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axis([0 21 0 0.01]);
hold on
plot(PortReturnUtil1(end:-1:1),’-o’,’Color’,[0 1 0],...
’LineWidth’,3,’MarkerSize’,8,’MarkerFaceColor’,[0 1 0]);
hold on
plot(PortReturnUtil2(end:-1:1), ’-o’,’Color’,[0 0 1],...
’LineWidth’,3,’MarkerSize’,8,’MarkerFaceColor’, ...
[0 0 1]);
axis([0 21 0 0.01]);
xlabel(’Portafogli ottenuti’,’FontWeight’,’bold’, ...
’FontSize’,15);
ylabel(’Rendimenti’,’FontWeight’,’bold’,’FontSize’,15);
figure %Figure 4.3
subplot(3,1,1);
bar(fvalMV,’r’,’DisplayName’,’PortReturnMV’);
axis([0 21 0 1.5]); set(gca,’XDir’,’reverse’)
title(’UTILITA´’,’FontWeight’,’bold’,’FontSize’,20);
ylabel(’Media-varianza’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,2);
bar(fvalUtil1,’g’,’DisplayName’,’PortReturnUtil1’);
axis([0 21 0 1.5]); set(gca,’XDir’,’reverse’)
ylabel(’Utilita` attesa’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,3);
bar(fvalUtil2,’b’,’DisplayName’,’PortReturnUtil2’);
axis([0 21 0 1.5]); set(gca,’XDir’,’reverse’)
xlabel(’Portafogli ottenuti’,’FontWeight’,’bold’, ...
’FontSize’,15);
ylabel(’Utilita` incerta’,’FontWeight’,’bold’, ...
’FontSize’,15);
figure %Figure 4.4
plot(fvalMV(end:-1:1),’-o’,’Color’,[1 0 0],...
’LineWidth’,1.5,’MarkerSize’,8, ...
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’MarkerFaceColor’,[1 0 0]);
hold on
plot(fvalUtil1(end:-1:1),’-o’,’Color’,[0 1 0],...
’LineWidth’,1.5,’MarkerSize’,8, ...
’MarkerFaceColor’,[0 1 0]);
hold on
plot(fvalUtil2(end:-1:1), ’-o’,’Color’,[0 0 1],...
’LineWidth’,1.5,’MarkerSize’,8, ...
’MarkerFaceColor’,[0 0 1]);
axis([0 21 0 1.5]);
xlabel(’Portafogli ottenuti’,’FontWeight’,’bold’, ...
’FontSize’,15);
ylabel(’Utilita`’,’FontWeight’,’bold’,’FontSize’,15);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%% FIGURE COMPOSIZIONE PORTAFOGLI %%%%%
figure %Figure 4.5
subplot(3,1,1);
bar(PortWtsMV,’stacked’,’DisplayName’,’PortWtsMV’);
axis([0 21 0 1])
title(’COMPOSIZIONE DEI PORTAFOGLI’,’FontWeight’, ...
’bold’,’FontSize’,20);
ylabel(’Media-varianza’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,2);
bar(PortWtsUtil1(end:-1:1,:),’stacked’, ...
’DisplayName’,’PortWtsUtil1’);
axis([0 21 0 1])
ylabel(’Utilita` attesa’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,3);
bar(PortWtsUtil2(end:-1:1,:),’stacked’, ...
’DisplayName’,’PortWtsUtil2’);
axis([0 21 0 1])
xlabel(’Portafogli ottenuti’,’FontWeight’,’bold’, ...
’FontSize’,15);
ylabel(’Utilita` incerta’,’FontWeight’,’bold’, ...
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’FontSize’,15);
%%%%% FIGURE RAPPORTO RISCHIO UTILITA’ %%%%%
figure %Figure 4.6
subplot(3,1,1);
plot(beta’,fvalMV,’-o’,’Color’,[1 0 0],’LineWidth’,1.5,...
’MarkerSize’,8,’MarkerFaceColor’,[1 0 0])
title(’UTILITA´ VS BETA’,’FontWeight’,’bold’,’FontSize’,20);
ylabel(’Media-varianza’,’FontWeight’,’bold’,’FontSize’,15);
subplot(3,1,2);
plot(beta’,fvalUtil1,’-o’,’Color’,[0 1 0], ...
’LineWidth’,1.5,’MarkerSize’,8, ...
’MarkerFaceColor’,[0 1 0])
ylabel(’Utilita` attesa’,’FontWeight’,’bold’,’FontSize’,15);
subplot(3,1,3);
plot(beta’,fvalUtil2, ’-o’,’Color’,[0 0 1],’LineWidth’, ...
1.5,’MarkerSize’,8,’MarkerFaceColor’,[0 0 1]);
axis([0 10 0 1.5])
xlabel(’Beta’,’FontWeight’,’bold’,’FontSize’,15);
ylabel(’Utilita` incerta’,’FontWeight’,’bold’, ...
’FontSize’,15);
figure %Figure 4.7
plot(beta’,fvalMV,’-o’,’Color’,[1 0 0],’LineWidth’, ...
1.5,’MarkerSize’,8,’MarkerFaceColor’,[1 0 0]);
set(gca,’XDir’,’reverse’); hold on
plot(beta’,fvalUtil1,’-o’,’Color’,[0 1 0], ...
’LineWidth’,1.5,’MarkerSize’,8, ...
’MarkerFaceColor’,[0 1 0]);
set(gca,’XDir’,’reverse’); hold on
plot(beta’,fvalUtil2, ’-o’,’Color’,[0 0 1], ...
’LineWidth’,1.5,’MarkerSize’,8, ...
’MarkerFaceColor’,[0 0 1]);
set(gca,’XDir’,’reverse’);
xlabel(’Beta’,’FontWeight’,’bold’,’FontSize’,15);
ylabel(’Utilita`’,’FontWeight’,’bold’,’FontSize’,15);
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figure %Figure 4.8
subplot(3,1,1);
plot(PortStdevMV,PortReturnMV,’-o’,’Color’,[1 0 0],...
’LineWidth’,1.5,’MarkerFaceColor’,[1 0 0], ...
’MarkerSize’,8);
title(’RENDIMENTI VS DEVIAZIONI STANDARD’, ...
’FontWeight’,’bold’,’FontSize’,20);
axis([0.01 0.06 .002 .008])
ylabel(’Media-varianza’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,2);
plot(PortStdevUtil1,PortReturnUtil1,’-o’,’Color’, ...
[0 1 0],’LineWidth’,1.5,’MarkerFaceColor’, ...
[0 1 0],’MarkerSize’,8);
axis([0.01 0.06 .002 .008])
ylabel(’Utilita` attesa’,’FontWeight’,’bold’, ...
’FontSize’,15);
subplot(3,1,3,’XDir’,’reverse’);
plot(PortStdevUtil2,PortReturnUtil2,’-o’,’Color’, ...
[0 0 1],’LineWidth’,1.5,’MarkerFaceColor’, ...
[0 0 1],’MarkerSize’,8);
axis([0.01 0.06 .002 .008])
ylabel(’Utilita` incerta’,’FontWeight’,’bold’, ...
’FontSize’,15);
xlabel(’Deviazione standard’,’FontWeight’,’bold’, ...
’FontSize’,15);
figure %Figure 4.9
plot(PortStdevMV,PortReturnMV,’-o’,’Color’,[1 0 0],...
’LineWidth’,1.5,’MarkerSize’,8, ...
’MarkerFaceColor’,[1 0 0])
hold on
plot(PortStdevUtil1,PortReturnUtil1,’-o’, ...
’Color’,[0 1 0],’LineWidth’,1.5, ...
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’MarkerSize’,8,’MarkerFaceColor’,[0 1 0])
hold on
plot(PortStdevUtil2,PortReturnUtil2, ’-o’, ...
’Color’,[0 0 1],’LineWidth’,1.5, ...
’MarkerSize’,8,’MarkerFaceColor’,[0 0 1]);
axis([0.01 0.06 .002 .008])
ylabel(’Rendimenti’,’FontWeight’,’bold’, ...
’FontSize’,15);
xlabel(’Deviazione standard’,’FontWeight’, ...
’bold’,’FontSize’,15);
\subsection{Funzione per il calcolo dell’utilita` attesa}
\begin{verbatim}
function f = exputilfun1(w,nRt,bt)
Ut = 0;
for i = 1:size(nRt,1)
Rt = nRt(i,:)*w’;
Ut = Ut+(-exp(-bt*exp(Rt)))/bt;
end
f = (-Ut/size(nRt,1));
%c’e` il segno meno perche´ con fmincon si minimizza
4.3.2 Funzione per il calcolo dell’utilita` incerta
function f = exputilfun2(w,nRt,bt,dt,nAssets,tau)
muE1 = (floor((1/2+tau/2)*dt)/dt- ...
ceil((1/2-tau/2)*dt)/dt)^nAssets;
muE3 = 1-(ceil((1/2+tau/2)*dt)/ ...
dt-floor((1/2-tau/2)*dt)/dt)^nAssets;
muE2 = 1-muE1-muE3;
Ut = 0;
for i = 1:size(nRt,1)
Rt = nRt(i,:)*(w’);
Ut = Ut + muE1*(-exp(-bt*exp(2*Rt)))/bt +...
122 SIMULAZIONI NUMERICHE
muE2*(-exp(-bt*exp(Rt+1)))/ ...
bt + muE3*(-exp(-bt*exp(2)))/bt;
end
f = (-Ut/size(nRt,1));
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