Introduction
Let X be a lifetime of an appliance with density function f , distribution function F and survival functionF . Let also denote F −1 as the right continuous inverse function of F . X is said to be IFRA (increasing failure rate average) ifr F (x) = . It is of considerable interest to producers and users of the appliances to evaluate the severity of average failure risk at a particular point of time and to see ifr F (x) is either increasing or decreasing in time. That is, it is of practical importance to characterize the aging class of underlying random lifetimes. In particular, since the IFRA class of aging is one of the most important aging classes, testing that the distribution F has a constant hazard rate against the hypothesis that F is IFRA has been studied extensively in the literature; see for example, Deshpande (1983) , Kochar (1985) , Link (1989) , Ahmad (2000) and ElBassiouny (2003) among others. In fact, F is IFRA if and only if
is nondecreasing in x ≥ 0 or equivalentlyr
is nondecreasing in u ∈ (0, 1) where E λ is an exponential distribution with mean λ. This implies that F ages faster than E, i.e., F is more IFRA than E λ .
In order to evaluate the performance of an appliance, we need to compare its aging behavior with some distributions other than exponential distribution such as the Weibull, gamma, linear failure rate or even an unknown distribution G. The notion of the star order that establishes an equivalent class of distributions is one of the useful tools for this comparison. Let Y be another non-negative random variable with distribution function G. We say that X is less than Y with respect to the star order (written by X ≤ * Y or
is starshaped on [0, ∞); that is,
is nondecreasing in x ≥ 0.
It is known that
is nondecreasing in u ∈ (0, 1), (1.1) wherer F andr G are failure rate average functions of F and G, respectively. Using (1.1), the relation X ≤ * Y is interpreted as X ages faster than Y and it is said that X is more IFRA than Y (cf. Kochar and Xu, 2011 ) . It is obvious that if F ≤ * G and G ≤ * F then
for all x ≥ 0 and some a > 0. In this case, we say F = * G. Izadi and Khaledi (2012) have considered the problem of testing the null hypothesis
They proposed a test based on kernel density estimation. In this paper, we further study this problem of testing in the onesample as well as the two-sample problem and propose a new simple test based on a U-statistic. In both cases, we compare the new proposed test with some well known tests in the literature. It is found that our test is comparable to the others.
To establish our new test we need the following lemma.
with distribution function F (G) and let µ (2)
is the expectation of F (G).
Proof: We know that more IFRA order is scale invariant. Thus, X ≤ * Y implies
Y . Now, the required result follows from Theorem 7.6 of Barlow and Proschan (1981, page 122 ).
Remark 1.1
The above lemma has been proved by Xie and Lai (1996) under the condition that F is more IFR than G (for definition, see Shaked and Shantikumar, 2007, p. 214) which is stronger than more IFRA order.
It is obvious that if F = * G, then δ(F, G) = 0 and if F ≤ * G and F = * G, then it follows from Lemma 1.1 that δ(F, G) < 0. That is, δ(F, G) can be considered as a measure of departure from H 0 : F = * G in favor of H 1 : F ≤ * G and F = * G. So, our test statistic is based on the estimation of δ(F, G).
The organization of this paper is as follows. In Section 2, we propose the new test for the case when G is known. The case when G is unknown is studied in Section 3. In Section 4, the performance of our test is evaluated and compared.
The One-Sample Problem
Let G 0 be a known distribution function and X 1 , . . . , X n be a random sample from an unknown distribution F . Now by using the measure (1.2), the test statistiĉ
is used for testing
andX is the mean of the random sample. In the next theorem, we obtain the asymptotic distribution ofδ(F, G 0 ) by using the standard theory of U-statistics.
] is asymptotically normal with mean 0 and variance
is asymptotically normal with mean 0 and variance
By the standard theory of U-statistics, if
where
and
Now by the strong law of large numbers we haveX a.s.
→ µ F and hence, by Slutsky theorem
A small value ofδ(F, G 0 ) indicates that testing H 0 against H 1 is significant. Thus,
where z α is α th quantile of the standard normal distribution.
In the case G 0 (x) = E λ (x) = 1 − exp(−λx), x ≥ 0 and λ > 0, the problem is testing the null hypothesis H 0 : F is an exponential distribution against the alternative hypothesis . Thus we reject H 0 in favor of
In the following we find the exact distribution ofδ F under the hypothesis F is an exponential distribution. First, note that we can rewriteδ F aŝ
where X (i) is the i th order statistic of X i 's,
and assuming X (0) = 0. Now, by the same arguments as in Langenberg and Srinivasan (1979) , we will get the following result.
Theorem 2.2 Let F be an exponential distribution, then
where I(.) is the usual indicator function.
By using Theorem 2.2, we tabulate the critical point of √ 12n(δ F − 3/2) under exponentiality for small sample sizes (≤ 40) in Table 1 . So, for small sample sizes, we reject exponentiality in favor of IFRA-ness if √ 12n(δ F − 3/2) is smaller than the critical point in Table 1 corresponding with the level of significance chosen.
El-Bassiouny (2003) has considered the problem of testing exponentiality against IFRAness in the alternative and proposed a class of test. His test is based on the test statisticŝ
and large values of∆ r+1 are significant for the considered problem of testing. If r = 0, On the other hand, using the fact that
That is, for the case when r = 0 and G 0 is an exponential distribution, the proposed test is equivalent to that of El-bassiouny (2003) .
It is worth to mention that our test is consistent; that is, if β n (F ) is the power of our test, then under the alternative hypothesis, lim n→∞ β n (F ) = 1 which follows from Theorem 2.1 and Problem 2.3.16 in Lehmann (1999),
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The Two-Sample Problem
In this section, we consider the two-sample problem when G is unknown. Let X 1 , X 2 , . . . , X n and Y 1 , Y 2 , . . . , Y m be two independent random samples from unknown distribution functions F and G, respectively, and
which is the estimate of the measure in (1.2) is used for testing the null hypothesis
against the alternative hypothesis
Small values ofδ(F, G) are significant for testing H 0 against H 1 . In the following theorem we obtain the asymptotic distribution ofδ(F, G). Proof: It is easy to see that
From the result of Theorem 2.1, as both n and m → ∞, we have that
Sinceδ F andδ G are independent, the required result follows from the fact that convergence in distribution is closed under the convolution of independent sequences of random variables (cf. Theorem 6.6 of Gut (2009), page 169).
In practice σ 2 F,G is unknown, but it can be estimated by the consistent estimator
Now by Slutsky theorem, under H 0 , √ Nδ(F, G)/σ F,G is asymptotically normal with mean 0 and variance 1 as both n and m → ∞. Hence, for large sample sizes, H 0 is rejected at
Simulation Study
In this section, we study the performance of our test and compare it with some well known tests in the literature for the one-sample and the two-sample problems.
The One-Sample
We recall that in the one-sample problem we consider testing H 0 : F = * G 0 against H 1 : F ≤ * G 0 and F = * G 0 when G 0 is a known distribution. For the case when G 0 (x) = 1 − exp{−λx}, x > 0, we compare our proposed test with the following well known tests which are in the literature. Note that in this case the problem is testing exponentiality against IFRA-ness. Deshpande (1983) : The test statistics is 
Deshpande (1983) has recommended b = 0.9. Kochar (1985) : H 0 is rejected for large values of
The asymptotic distribution of (108n/17) 1/2 T n is the standard normal distribution. Link (1989) : Large values of the test statistic Γ = 2 n(n − 1) i<j
. (4.12) certify that F is IFRA. For large values of n, under H 0 , the distribution of
is approximately standard normal.
Ahmad (2000): The test statistic iŝ
where k is a known symmetric density function and a n is a sequence of positive real numbers such that na n −→ ∞ and na Ahmad has recommended standard normal density as kernel function and a n = n First, we investigate the accuracy of normal distribution as the limit distribution of the test statistics under H 0 . In order to do this, we simulate the size of the tests for nominal sizes α= 0.01, 0.05, 0.1 and large sample sizes n = 40(5)60(10)70. In the simulation, 10000 samples are generated from exponential distribution with mean 1. The calculated size is the proportion of 10000 generated samples that resulted in rejection of H 0 where the rejection regions have been obtained by the asymptotical distribution of test statistics.
The simulated values were tabulated in Table 2 . All simulations were done by R package.
From Table 2 , we find that the tests by Deshpande (1983) and Kochar (1985) are over shoot the nominal sizes for all sample sizes. The simulated sizes of the tests due to Link (1989) and Ahmad (2000) are greater than the nominal sizes but Link's test always dominates Ahmad's test. It is clear from the contents of Table 2 that the simulated sizes of our new test are much closer to the nominal sizes for all sample sizes. In the following, to assess how our proposed test performs relatively, we first consider the large sample sizes and use the measure of Pitman's asymptotic relative efficiency (PARE) (cf. Nikitin, 1995, Section 1.4). Consider testing H 0 that F is an exponential distribution against H 1 that F = F θn where θ n = θ 0 + kn
, k is an arbitrary positive constant and F θ 0 is exponential. Then, Pitman's asymptotic efficiency (PAE) of a test based on statistic T n is
(4.14)
Using (4.14), the PAE of our test is given by
We consider three families of Weibull, Linear failure rate and Makeham distributions with the following density functions.
(1) Weibull Distribution:
(2) Linear Failure Rate Distribution:
(3) Makeham Distribution:
Ahmad's test (∆ F ) are presented in Table 3 . In Table 4 , PARE of our test with respect to the others has been obtained. It is observed that our test dominated the others except Kochar's test for the LFR alternative case. Table 4 : PARE(δ(F, E), T ) = In practice, the available samples are small. So, it is important to investigate the power of the tests and compare them for small sample sizes. Proportion of 10000 samples (with small sizes 5(3)15) that reject exponentiality in favor of IFRA-ness is considered for estimating the power of the tests. In the alternative, we consider Weibull, LFR and Makeham distributions. The critical points of J 0.9 , T n , Γ and∆ F at significance level α = 0.05 for small sample sizes have been derived from their corresponding papers. 
The Two-Sample
As mentioned in the introduction, Izadi and Khaledi (2012) proposed and studied a test for the two-sample problem based on kernel density estimation for testing
where k is a known symmetric and bounded density function and a n and b m are two sequences of positive real numbers. k and a n are known as kernel and bandwidth, respectively.
In this section, we compare the empirical power of our new test with the Izadi and Khaledi's test when the kernel, k, is the density function of the standard normal distribution and a n = n −2/5 and b m = m −2/5 . We know that the gamma and Weibull family are decreasing with respect to the shape parameter in the more IFRA order (cf. Marshal and Olkin, 2007, Chapter 9) . Also, Izadi and Khaledi (2012) showed that the beta family with density function
is increasing with respect to b in the more IFRA order. So, to evaluate the power of the tests we use the gamma, Weibull and beta families denoted by G(α, β), W (α, β) and B(a, b), respectively, in the alternative hypothesis. In Table 6 , we generated 10000 samples with sizes n = m = 20, 30, 40, 50, 100 from distribution F and G given in the 
An application
In this section we apply our test on a data set from Nelson (1982, page 529) which is a life test to compare two different (old and new) snubber designs. Let F (G) be the Now we apply our IFRA test on the two data sets. Using our one sample test, we get that √ 12n(δ F − 3/2) = −3.579222 and √ 12m(δ G − 3/2) = −3.085525 which are less than −2.376441 (the critical value at level of significance α = 0.01 from Table 1 ). So, our test reject exponentiality of both population in favor of IFRA-ness. To compare two populations with respect to more IFRA order, the test statistic value of the two sample problem is √ Nδ(F, G)/σ F,G = −0.3762 ≮ −2.326348 = z 0.01 . So, at level of significance α = 0.01, the equality of two populations in more IFRA order is not rejected.
Summary and Conclusion
In order to evaluate the performance of an appliance, we need to compare its aging behavior with some distributions such as exponential, Weibull, gamma, linear failure rate distributions. The notion of the star order ( denoted by ≤ * ) is one of the useful tools for this comparison between two distributions.
In this paper, we have introduced a new simple test for the problem of testing H 0 : F = * G against H 1 : F ≤ * G and F = * G.
In the one-sample problem, let X 1 , . . . , X n be a random sample from F and G = G 0 where G 0 is a known distribution. H 0 is rejected at level of significance α, for large sample size, if n 1/2 (δ F − δ G 0 )/σ G 0 < z α , where
In particular, when G 0 is an exponential distribution, the null hypothesis in favor of IFRAness is rejected, if √ 12n(δ F − 3/2) < z α . The exact null distribution of the test statistic has been obtained and, for small sample sizes 2(1)40, the exact critical points of the test statistics have been computed. Based on Pitman's asymptotic relative efficiency and simulated power, we have compared our test with the tests given by Deshpande (1983) , Kochar (1985) , Link (1989) and Ahmad (2000) . The results showed that our test relatively dominates the other tests.
In two-sample problem, let X 1 , . . . , X n and Y 1 , . . . , Y m be two random samples from F and G respectively. For large sample sizes, we reject H 0 in favor of H 1 if √ N(δ F −δ G )/σ F,G < z α where N = n + m andσ F,G has been given in (3.10). Using simulation study, we have shown that our test in this case is comparable with the test of Izadi and Khaledi (2012) .
