Abstract-Two nonlinear eigenvalue problems associated with strongly nonlinear partial differential equations are considered under a Dirichlet boundary condition on a square domain. The p-version of the finiteelement method ia applied to evaluate the first eigenvalue and the corresponding eigenfunction. The numerical results are compared with the results obtained by the h-version of the FEM.
INTRODUCTION
A great number of physical processes and technology are described in terms of partial differential equations of the type g h(x, y, ~(2, y), VU@, y)) + ; b&, y, u(x, y), Vu@, y)) + bob Y, 4~ Y), Wx, Y)) = f(x, Y), (X,Y) E 0,
where Vu = (g, e). The functions bi (i = 0, 1,2) and the right-hand side f usually depend on the properties of the materials that form the device represented by the domain R. As a typical example, the stationary magnetic field in a plane domain R can be introduced. This problem is described by anequation of the form div (IVUI~-~VU) + f(u) = 0, in R,
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08981221/03/$ -see front matter @ 2003 Elsevier Science Ltd. All rights reserved. Typ=t by 44-W PII: SO8981221(03)00201-3 as 1 < q < 00. Problem (2) was studied, as well as its finite-element approximation, in [1, 2] . The type of equation (2) has been studied by Pelessier and Reynaud. They showed that the sliding glaciers can be described by the Euler-Lagrange equation (2) with f = 1 and q = 7/3 (see [3] ).
An eigenvalue problem corresponding to (2) can be formulated as follows: Another generalization of (1) is the quasilinear equation 
s-l Bu and u, = g, uy = a;;. If q = 2 is substituted into (3) or (5), then both cases lead to the same linear problem Au+XU=O.
PRELIMINARIES
It is said that u(z, y) defined on !i = s2 U dR is the classical solution of the eigenvalue problem (3),(5) with Dirichlet boundary condition if the function u is continuously differentiable (U E C2(Q) rl (n)), equation (3) or (5) is satisfied for all (x, y) E R, and the Dirichlet condition is satisfied for all (z, y) E dR.
If the domain R is bounded by a rectangle, we obtain classical solutions for problem (5) [8] . The solution of (5) is sought as the product of two functions of one variable
4% Y> = X(x) . Y(Y).
In this case, the nonlinear partial ,differential equation can be separated and two nonlinear ordinary differential equations are arrived at. Solving them results in classical solutions for (5). When R is a rectangle for problem (5) uk,l = Ak,lSq (;x)Sq(;y), k,Z=l,2 ,... It is not known whether problem (5) has a classical solution on other domains except for a rectangle.
If the domain Q ls bounded by a unit square, as a corollary of the above, the smallest eigenvalue and the corresponding eigenfunction are obtained for the Dirichlet eigenvalue problem of (5) (k = 1 = 1 is put into the expressions of &,l and ?.&k,l) h,l(!?) = 2(q -l)iiP, ul,l = -QSq (*xl Sq (5~). The first eigenvalues of a unit square are presented as a function of q in Figure 1 . The exact value of the first eigenvalue for the linear eigenvalue problem (q = 2) was given by Rayleigh in his book entitled The Theory of Sound [lo], Xi,J(l) = 27r2 x 19.7392.
The classical solution of the eigenvalue problem (3) is not known for any domain R.
THE WEAK FORMULATION OF THE PROBLEMS
Real function spaces are used. Let us recall that W'+r(s1), with 1 < q < 00, denotes the space of all functions which together with their derivatives (in the distribution sense) u,, uy belong to Lq(R). As usual the symbol WiYq(fl) stands for the subspace of IVi+r(fl) obtained by closing the set of all Coo-functions with compact support in R.
Problem A
In (5) the eigenvalue problem is stated in classical form; i.e., an eigenvalue X and a corresponding nonzero eigenfunction u(x, y) are sought such that the eigenvalue equation and boundary condition are satisfied in the classical pointwise sense. This problem can alternately be given as variational formulation.
Find u E W,$q(st) such that
3.2. Problem B Similarly, the eigenvalue problem of (3) can be formulated in a weak sense. 
where G is a given function such that ii = 0 on dS2, G is the function sought also such that G = 0 on 6'0, and i; is an approximation of the first eigenvalue. Moreover, the derivatives of u, with respect to x and y, are -^ 21, = u, +u,,
and uy = 4, + ii,.
Making the expansion of (10) in Taylor 
This equation is used now to develop the governing finite-element equations in order to determine an approximate solution for 0. Let us suppose that the domain R is discretized by n, finite elements (W, e = 1,. . . , n,). In the following, a rectangular element with pextension is considered [ll] . The functions u, 6, and G are approximated on the element domain W,
%t, 71) = NeCC, VW, w-4
where Ne(t, v) is the matrix of shape functions assigned to the element e, be, Be, Ae are parameters of the corresponding functions, and t, q are the natural coordinates. The first derivatives of we, Cc, Oe with respect to x and y are given as follows:
$(&v) = N;(<, dbe,
Wi, 4 = NX, VP",
c;(t, 4 = N;(& Me,
~~(~, 01 = WE, Oe",
where NXd, NE(&d are the matrices of the first derivatives of the shape functions with respect to z and y, respectively.
Taking the integrals in (16) and using (17) 
where T denotes the transpose of the matrices. are used again for solving 21 and X of (11). Making the expansion of (11) in Taylor 
Let us suppose that the domain fl is also subdivided into n, number of rectangular finite elements with pextension. The functions v, ii, and G are approximated on the element domain fY by (17)-(19). The derivatives of ve, fF, Ge with respect to x and y are given by (19)-(25).
Considering the integrals in (31) and using (17)-(25), the stiffness matrix is 
where T denotes the transpose of the matrices. Using In order to give initial values for 4 and i, a linear eigenvalue problem (q = 2) is solved. Then the nonlinearity is gradually imposed on the equations, which means that q is increased or decreased up to the required value.
The coefficient matrices at the left-hand sides of (30) and (36) 
NUMERICAL EXAMPLES
An experimental computer code written in FORTRAN source language has been developed for the solution of the eigenvalue problem (3) and (5). The computation has been made on the domain R = {(z,y) : 0 5 z 5 1, 0 5 y 5 1). The domain is subdivided into (2 x 2), (4 x 4), and (8 x 8) uniform elements. The parameter q, which appears in the equations (3) and (5), is considered on the interval [1.5; 81. In a series of computation the polynomial degree p of the approximation is increased from 2 to 8. At each value of p the calculation starts from the case q = 2 (the linear case) and the eigenfunction obtained is used as the starting value for higher values of q.
Problem A
The first eigenvalues of problem (5) are evaluated for the three different meshes. As a result of the applied technique, the approximate eigenvalues are determined. Since the exact values are known (9) (see the right-hand side column) for the square domain, the relative error can be evaluated. The results are summarized in Tables l-3. It seems from the numerical results that Table 1 the accuracy of the finite-element approximations can be increased by selecting a denser mesh and a higher degree of polynomials.
In Figures 2 and 3 , the h-version and pversion of the finite-element method are compared for q = 1.5 and q = 6, respectively. For the same three different degrees of freedom (N = 9,49,225), when uniform meshes are used, the logarithms of the relative error are shown. In both cases, a faster rate of convergence is obtained by applying the p-version for the same degree of freedom. respectively. It can be seen from the shape of the solution that for q = 1.5 the eigenfunction is very smooth, and for q = 6 the eigenfunction is continuously differentiable, but its derivative has a rapid change at the vicinity of axes of symmetry. This property of the eigenfunction may cause faster convergence for smaller values of q.
Problem B
The Dirichlet eigenvalue problem (3) is also analyzed by the method mentioned above. Here the exact solution ls not known. However, this problem was examined by Lefton and Wei [12] by using the h-version of finite elements and the penalty method. In order to compare the first eigenvalues of the two methods a finite-element mesh having the same degree of freedom (N = 81) is generated. In our computations the mesh (2 x 2) is used with extension p = 5.
In Table 4 , the numerical results calculated by the h-version and the pversion of the finiteelement methods are compared. As the first eigenvalue obtained by both the Lefton-Wei method and by our method gives an upper approximation for the first eigenvalue, we see that the p-extension gives better accuracy than the h-version (see the values of (Xth) -X(P))/X(P)). Figures 7 and 8 present the eigenfunctions evaluated by the finite-element method with mesh (2 x 2) and p = 2 for q = 1.5 and q = 6. When q < 2 the eigenfunction is also a smooth function G. BOGN~R AND T. SZAB~ in Cl as we have seen it in problem A. In case of q > 2 the eigenfunction is similar to a conical surface at the center of R.
CONCLUSIONS
The pversion of the finite-element method has been presented for the solutions of the two strongly nonlinear eigenvalue problems. The Newton-Raphson iteration is applied for the determination of the first eigenvalue and eigenfunction for problems A and B.
The results are compared with the solutions obtained by the h-version of the finite-element method. It is concluded that the pversion of FEM gives a higher rate of convergence than the h-version of FEM.
For greater values of q there are such subdomains of 52 where the partial derivatives show rapid changes. Therefore, the hp-version of the finite-element method is recommended in these cases.
Further investigation can be made to determine the higher eigenmodes.
