Society is experimenting changes in information consumption, as new information channels such as social networks let people share news that do not necessarily be trust worthy. Sometimes, these sources of information produce fake news deliberately with doubtful purposes and the consumers of that information share it to other users thinking that the information is accurate. This transmission of information represents an issue in our society, as can influence negatively the opinion of people about certain figures, groups or ideas. Hence, it is desirable to design a system that is able to detect and classify information as fake and categorize a source of information as trust worthy or not. Current systems experiment difficulties performing this task, as it is complicated to design an automatic procedure that can classify this information independent on the context. In this work, we propose a mechanism to detect fake news through a classifier based on weighted causal graphs. These graphs are specific hybrid models that are built through causal relations retrieved from texts and consider the uncertainty of causal relations. We take advantage of this representation to use the probability distributions of this graph and built a fake news classifier based on the entropy and KL divergence of learned and new information. We believe that the problem of fake news is accurately tackled by this model due to its hybrid nature between a symbolic and quantitative methodology. We describe the methodology of this classifier and add empirical evidence of the usefulness of our proposed approach in the form of synthetic experiments and a real experiment involving lung cancer.
Abstract. Society is experimenting changes in information consumption, as new information channels such as social networks let people share news that do not necessarily be trust worthy. Sometimes, these sources of information produce fake news deliberately with doubtful purposes and the consumers of that information share it to other users thinking that the information is accurate. This transmission of information represents an issue in our society, as can influence negatively the opinion of people about certain figures, groups or ideas. Hence, it is desirable to design a system that is able to detect and classify information as fake and categorize a source of information as trust worthy or not. Current systems experiment difficulties performing this task, as it is complicated to design an automatic procedure that can classify this information independent on the context. In this work, we propose a mechanism to detect fake news through a classifier based on weighted causal graphs. These graphs are specific hybrid models that are built through causal relations retrieved from texts and consider the uncertainty of causal relations. We take advantage of this representation to use the probability distributions of this graph and built a fake news classifier based on the entropy and KL divergence of learned and new information. We believe that the problem of fake news is accurately tackled by this model due to its hybrid nature between a symbolic and quantitative methodology. We describe the methodology of this classifier and add empirical evidence of the usefulness of our proposed approach in the form of synthetic experiments and a real experiment involving lung cancer.
Introduction
There is a trend in our society to read more news on Social Networks or Messaging platforms than on more traditional (and more regulated) news media such as newspapers, radio or TV. Unfortunately, those managing social networks are not responsible for the contents distributed through their networks, so false or misleading messages cannot be punished. Only in more extreme cases in which a user violates the privacy of a person or an institution, that user, but not the arXiv:2002.01065v1 [cs.AI] 4 Feb 2020 network, will be sued [7] . However, the society has experienced an increasing sensitivity about the contents spread through social networks. Specially after the concerns about the effects of fake news circulating social media on the results of the 2016 US presidential elections [2] . Although people are more likely to believe the news that favor their preferred candidate or show disapprobation for the opponent, it is generally accepted that fake news have an impact on the way people think, so the impact of social networks on elections in the US and other countries has been analyzed extensively [3] [4] . Social Media managers have detected a threat of missing customers due to distrust on social media due to a lack of verification of the contents, that was also amplified by privacy concerns over politically related data breaches [14] . Therefore there is a growing interest on managing and controlling rumor dissemination on social media, which starts by detecting fake news on social media [13] . Possibly the best approach will be to tag doubtful messages indicating that they may be false, in a similar way as spam detectors label email messages with a calculated spam probability.
Talk about causality. [1] Talk about our previous work relating the retrieval of causal sentences. [11] [12]. This does not include the creation of the causal weighted graph, that is written later.
Related work
Talk about other approaches to detect fake news. For example, machine learning text classification [8] or Text Mining with linguistic resources.
Generating a Weighted Causal Graph from Text Causal Relations
In this section, we will expose the mechanism that detects fake news by means of a Weighted Causal Graph (CITA PAPER WCC ARXIV). The weighted causal graph is a generalization of a causal graph [9] but modelling the certain degree as a latent variable with a probability distribution instead of with a point estimation. This model builds a causal network from the logicist point of view of probability with probability distributions in the edges that represent the probability of the certain factors that connect two concepts in the net. This weighted causal graph was specifically designed to retain the uncertainty given by time adverbs of retrieved causal sentences from texts. The priors for each adverb belong to the exponential family [6] . Additional details of the particular prior distributions that are contained in the system are found in [6] . In this section we are going to use the entropy over the posterior distributions of the edges and the KL divergence between the posterior of these edges with respect to a new causal relation given by an adverb that connect a cause and an effect to determine if the new information is fake. Further information about the model can be consulted in this paper (CITA PAPER WCC ARXIV).
In order to compute the distance between two distributions P and Q we use the KL divergence, that is given by the following expression, where we approximate the integral by Grid Approximation:
We are going to use the KL divergence in a criterion to discriminate if a new causal relation represents fake knowledge or not and with how much probability as we will see in the following section.
Detecting fake news
After performing the inference process, we are more sure about the uncertainty that a given concept is associated with some effect. As the causal relation may appear in more texts, we need a mechanism to ensure that the new texts contain information that can be trusted. This is relevant as nowadays there exists domains as social networks where information cannot be trusted. Given the previous expert system we could not be sure about the gained knowledge as we have been working only with point estimations. By working with PDFs, we can work with the entropy of the PDFs as a measure of the gained information. We compute the entropy of the computed posteriors by grid approximation:
In order to detect a fake new, we first need to know if we have gained knowledge about the probability of the causal, in order to do so we are going to use the prior distribution p(x) and the posterior distribution s(x). As the information given for the causal may be diverse, a simple criterion to discriminate if we have gained knowledge about the probability of the causal obtaining a binary variable b that tells us whether it makes sense to compute the fake new probability or not is the following one:
If the entropy of the posterior is lower than the entropy of the prior, we have gained knowledge about the probability of the causal by the performed inference. Then, we can compute a probability for the new information to be fake or not. We assume that if the new PDF is closer to the learned posterior, the information can be trusted. We also take into account the gained information of the posterior. We are more sure about the fake new probability of the distribution l(x) if the entropy of the posterior is close to zero, as we have gained more knowledge.
By combining both criteria, we propose a criterion for a causal to be fake. First, we need to normalize the KL KL n (s(x)||l(x)) and the entropy h n (s(x)) ∈ [0, 1].
The entropy can be normalized with respect to the other adverb PDFs in a [0,1] range in order to output a probability p f (x) ∈ [0, 1]. KL is more challening to be normalized as it is a measure that has no upper limit and is not defined with distributions that have support 0. In order to circunvent these issues, we smooth the distributions by a very small quantity and transform the KL divergence by squashing it into a sigmoid. That is, KL(s(x)||l(x)) = 1 − exp(−KL(s(x)||l(x))). By performing these two operations, we get rid of computational problems. We also assign a regularizer weight w ∈ [0, 1] to the entropy factor h n (s(x)) in order to model the contribution of the posterior entropy to the probability p f (x) and a scale factor σ to p f (x) ∈ [0, 1] that scales the probability in order to ensure it to be fake or to be more permissive with the result. The final criterion, p f (x), that determines whether a causal relation is fake or not is given by:
The computed probability can be used for two things. First, it is useful to compute this probability and to discriminate if the analyzed information represent a fake new or not. Hence, it can be used as a fake new classifier for new sources of information. We can train our classifier with a reliable source of information with respect to some particular scenario, for example, lung cancer causal relations. Once we have trained our classifier in a realiable source of information, our posteriors represent the learned knowledge. If the entropy of these posterior distributions is lower than the prior distribution, we have learned knowledge, that is what we expect from reliable sources of information.
At this point, we are ready to discriminate whether new information is fake or not. We define fake information to the information that is not similar to the learned information. If the causals retrieved from the new sources of information give a high fake information probability p f (x), then we can classify this information as fake. We classify information as fake if the probability p f (x) is higher than a threshold β that we introduce as input for the algorithm. For example, if we set β = 0.6 and p f (x) = 0.7, the information will be fake. On the other hand, if p f (x) = 0.5, the informaiton is not fake. By setting this threshold we do not only give a probability but a decision about the new information. We can also give a confidence degree of our decision Ω by computing
where Ω ∈ [0, 1] will also represent a probability.
The described expressions represent whether a given causal is fake or not and also provide its probability. Another interesting measure to compute is the probability of a fake source of information. This probability represent whether the whole source of information is reliable or not. This probability will be computed as a function of the probabilities of being fake of all the causal relations retrieved from the new source of information. The trust degree of a new source of information α can be computed as:
where N is the total number of causal relations and p i represent the probability of a causal relation i for being fake. By computing this probability we can also set another threshold γ and compute a confidence degree of our decision that will clasify is a source of information is reliable or not in an analogous form that we have computed it for a single causal relation. That is, = |α − γ|/max(1 − α, α) computes the confidence degree of our decision to classify a source of information as trust worthy or not.
The second use for the probability of a causal relation as fake or not is to serve as a binary variable for learning new knowledge. We can refine our classifier with new knowledge as some knowledge is refined as a function of time. The old knowledge may not serve as time passes, so we need to learn knowledge from new sources of information. The problem that arises is to discriminate whether the new knowledge can be trusted or not. In order to discriminate if the new knowledge is trustworthy we do only have the learned posteriors, the probability of a new causal relation to be fake and the probability of a source of information of being reliable.
In this case, we recommend to learn new causal relations if the source of information is trustworthy, ignoring the single probabilities of the causal relations. The probability of a source of information being trust worthy is a function of every single causal relation contained in it, so if the causal relations lie far away from our posteriors, the source of information will be classified as not trust worthy and we will learn nothing. On the other hand, if we learn only the causal relation that are not fake by only focusing on the probability of every single causal relation we will potentially not learn nothing new about the context of the text that we are analyzing. In other words, we will not be flexible in our learning process. We can adjust the rate of change in the posterior distributions with the mentioned threshold γ. However, our methodology can also accept to learn only the causal relations which probability p f (x) is above the threshold β that we can configure for classifying if a causal relation is fake or not. We can also be more restrictive in the learning process by only learning a causal relation or a new source of information if our confidence degree Ω or respectively lies above other thresholds that we can configure. As we have described, our causal relation classifier is very flexible in order to adapt it to a plethora of different scenarios that require different learning processes.
System architecture
The system contains several modules that perform different tasks. Each of this modules recieves information for input information and other modules and output information for the user or for other processes. We have designed a flow diagram that is represented in Figure 1 that illustrates all the information of our system. Causal relations are first retrieved from the C parser [11] [12] . Then, a Python process and a Prolog [16] inference engine create the weighted causal graph as described in (Cita del paper actual). We have implemented the described classifier in a Prolog process, that takes the sources of information given by the user, invokes the C parser to retrieve the causal relations found in that source of information, obtains from the weighted causal graph the posterior distributions generated by the system and computes the probability of being fake for the source of information given by the user. All the code can be found in a Github repository (hacer un github con esto y poner aqui la URL). 
Experiments
In this section, we will present several experiments that show different scenarios where the proposed methodology tackles with new knowledge to be learned. We have performed a set of different synthetic experiments to illustrate the usefulness of the proposed approach for detecting fake news. We also present a real case involving Lung Cancer from a trained weighted causal graph from a trusty source. We will observe how, by having trained this graph from a knowledge base, we are able to detect fake news about the causal relations of the graph.
In all our experiments, we set the following value to the hyperparameters of our model: We assign w value 0.2 in order to give to the entropy factor a 20% of importance and to the KL divergence factor a 80% of importance for the final expression. We consider that the divergence between distributions is more important than the decrease in entropy since we are more interested in detecting fake information that in being sure about whether our learned information is robust and coherent. Depending on the application, this value can be changed to meet the user preferences. We have also set σ to 3, since we have empirically observed that this value classifies fake information accurately.
Synthetic Experiments
We generate synthetic data that contain causal relations of the form A->B and B->C. Every generated causal relation comes with a time adverb that has a prior probability distribution. The prior distribution for every different causal relation is the prior distribution associated with the adverb that comes with the first generated causal relation. We generate four scenarios that illustrate the different outputs that our system can consider. For every scenario, we first generate a train set that represent the source of truthful information and a test set that represent the new source of information to analyze if it is a good idea to learn from it or not. In each synthetic experiment, we generate a number of causal relations automatically, choosing the adverbs of the causal relations at random from a subset of all the possible time adverbs that our system considers, and retain only those causal relations of the form A->B and B->C from all possible combinations of the set {A, B, C}. If it is not said otherwise, we consider a threshold of 30 to consider an information not being fake.
For the first synthetic experiment, we generate 200 causal relations with the adverbs usually and normally for the train set and retrieve only the valid ones according to the described criterion. For the test set, we generate another 5 causal relations but this time with the adverbs infrequently and seldom, whose probability distributions are very different from the ones of the train set as we can see in the figures of the left and center of the Figure 2 . The distributions of the train set generate a posterior distribution that is very different from the posterior distributions of the train set as we see in the right figure of Figure 2 . We expect that our system consider the test set of knowledge to be fake information. We execute the Prolog inference engine, obtaining the probabilities in the range of [78%, 80%] for every causal relation of the test set of being fake causal relations.
We can observe that the system inferred that the new information is fake with a high probability. This satisfies our hypothesis that if we consider probability distributions different from the learned ones, the system would argue that the information would be fake. We would also like to analyze whether the source of information must be learned as a whole or not. As the causal relations are considered to be fake with high probability, the system will have to reject the new source of information. Our proposed system outputs the following log once it analyzes the test set:
The probability of the source being non trust worthy is : 78.557881%. According to the given threshold, we must not learn causal relations from this source. The confidence degree of the decision based in the threshold and the probability of the source is 55.446863%.
As we can see, the system does not recommend to learn the information given by the test set, which validates again our proposed hypothesis.
The second experiment is just an example of the opposite scenario, an scenario where the new information must be learned. In order to simulate this case, we generated for the train set causal relations with the adverbs usually and normally and for the test causal relations with the adverbs frequently and regularly as we can see in the figures of the left and center of Figure 3 . The distributions of the train set generate a posterior distribution that is similar to the distributions of the test set, as we can see in the figure of the right of Figure 3 . Based on this data, we expect a low probability for the new causal relations of being fake, being able to be incorporated in the weighted causal graph. The system compute the following probabilities for the 5 causal relations considered for the test set: [18.76%, 26.69%, 54.12%, 18.77%, 46.7%].
We see how the majority of the causal relations lie behind the considered 30% threshold that we proposed. Some relations are suspicious of being fake though. In order to know whether we can learn from this test set, we analyze the source of information as a whole, obtaining the following results:
The probability of the source being non trust worthy is : 33.010959%. According to the given threshold, it is a trust worthy source. The confidence degree of the decision based in the threshold and the probability of the source is 2.969203%.
We observe how our system recommends to learn the information from the test set but with a low security grade. The security grade can vary according to the given threshold and to the hyperparameters σ and w. For this experiments we have configure the system in an strict way to not consider information suspicious of being fake. Higher values for w, σ and lower values for the threshold relax the system criterion. Although having configured the system in such a way, the test set in this scenario is accepted what indicates that the system is able to classify information as not being fake in a strict configuration.
We have described in our model that if our learned information is not considered robust for learning new information, the system will decline to classify new sources of information. This scenario is illustrated in our third synthetic experiment. Here, we have only generated 10 causal relations considering the adverbs always and never for the causal relations. We can observe in Figure 3 how we can not determine if a new causal relation represent fake knowledge if the entropy of the prior is higher than the posterior.
If we have not recopilated new knowledge in the training process, we can not classify new knowledge. Hence, in this case, we can not do anything with new causal relations. We need to train the system in a trust knowledge source before determining the quality of the new information.
The last synthetic scenario represents an intermediate point of the first two scenarios, where the information to be learned is not very different from the learned information. We can observe the distributions of this scenario in Figure 5 .
Generating again 5 causal relations in the test set, we obtain the following probabilities for the causal relations of being fake: [52.04%, 52.04%, 52.04%, 52.04%, 36.45%].
We can observe that the system is not sure about whether to classify the information as fake or not and that the final decision will vary depending on the hyperparameter values. We can see how the source of information is classified as fake or not by simply considering different thresholds. If we consider a threshold of 30%, as in the other scenarios, the system declines the new source of information:
The probability of the source being non trust worthy is : 48.925201%. According to the given threshold, we must not learn causal relations from this source. The confidence degree of the decision based in the threshold and the probability Fig. 4 . Causal graph of the third synthetic experiment. The first causal (top) has a higher entropy value than the prior, and the second one has the same value. Hence, we can not determine if a new causal relation is fake or not.
of the source is 27.264327%.
On the other hand, if we alleviate the criterion and consider a higher threshold such as 50%, the system will accept to learn from the new source of information:
The probability of the source being non trust worthy is : 48.925200%. According to the given threshold, it is a trust worthy source. The confidence degree of the decision based in the threshold and the probability of the source is 2.104363%.
The conclusion that we can extract is that for reasonable hyperparameters, the system accurately classifies sources of information as fake or not if these sources contain knowledge that is similar or different from the learned knowledge. We also have illustrated how if the decision is not clear, our system will have a low confidence degree, not being sure of the decision.
Real Experiment
The proposed methodology has been applied to detect fake news in a medical environment. The Mayo Clinic is a prestigious healthcare institution based in Rochester, Minnesota, very well known for its activities in Cancer Research. They developed a database of Tweets related with lung cancer, and labeled those messages as real of fake, in an effort to mitigate the effect of fake messages on patients.
Cancer patients, especially those recently diagnosed, are very vulnerable to any type of fake messages [10] . The anxiety of the patients (and their families) to know why they Depending on the threshold put by the user, the knowledge will be learned or not. have become sick or the possible methods to increase the chances of a quick recovery, make some patients immerse themselves in Social Networks and web pages searching for answers. Fake messages about origins of the disease, naturalistic magic cures, unproved diet methods, etc. may have a very negative impact of patients including an increasing anxiety or lack of trust in standard medical treatments. We use our system in the Lung Cancer domain trained from the Mayo clinic text in order to classify tweets as fake information or not. Twitter is a source of information where the society can talk freely about any topic exposing opinions that are not contrasted from information sources validated by experts [15] . Hence, classifying information from Twitter based in information from the Mayo clinic is an excellent example where our system can operate.
We have learned the following causes of lung cancer from the Mayo Clinic set of documents that are shown in Figure 6 . Searching what do the users write about lung cancer and its causes, we retrieve the following two tweets that contain causal information: 1. But this wasn't always the case. Today, smoking causes nearly 9 out of 10 lung cancer deaths, while radon gas, pollution, and other things play a smaller role and 2. Cigs = lung cancer & DEATH. These two tweets contain the following causal relations: 1. Smoking constantly causes lung cancer, 2. Radon gas hardly ever causes lung cancer, 3. Secondhand smoke hardly ever causes lung cancer, 4. Smoking always causes lung cancer and 5. Lung cancer always causes death. The distributions of these causal relations are shown in Figure 7 . We are going to execute our algorithm to discriminate whether the new information is fake or not. We can hypothesize that the information is going to be fake as it can be argued that is slightly radical, which is common in social networks. We can observe this radicality by comparing the posterior distribution of lung cancer and death of our system and the distribution associated with the analyzed information of Twitter in Figure 8 . We can see in Figure 8 that the distribution to be learned is very different to the posterior distribution of the weighted graph. Hence, in this case the system must compute that we can not learn the new distribution. The system outputs the following probabilities for the mentioned causal relations of being fake: [49.39%, 65.66%, 55.94%, 71.46%, 68.58%].
We can observe that all the probabilities are high, hence, the system must classify the source of information as fake. If we do classify this source of information, the system generates the following log:
The probability of the source being non trust worthy is : 62.203338%. According to the given threshold, we must not learn causal relations from this source. The confidence degree of the decision based in the threshold and the probability of the source is 35.694769%.
And refuses to learn the information found in Twitter, as we have hypothesize that it would do. This example has shown how we can use the described system to determine whether information is fake or not.
Conclusions and Further Work
We have presented a system that classifies if new knowledge must be learned or not and, hence, if it represents a fake new. Fake news are a problem in our society that need a system such as the one described to be mitigated. Our system bases its decision in a weighted causal graph that has been generated from causal relations retrieved from text documents. The system can discriminate whether new sources of information are worth to be incorporated in the weighted causal graph. The decision can operate in single causal relations or in entire sources of information and it is probabilistic. We obtain as an output a probability that represents if the new information represents a fake new and a security grade of the decision. We have exposed a synthetic set of experiments that illustrate examples where the system learns information and where it advises not to learn new causal relations. We have also seen how if the system considers that it is not ready to discriminate whether new information is fake or not, it does not learn.
We consider as further work to optimize the three hyperparameters, the threshold, w and σ; of the proposed model with Multiobjective Constrained Bayesian Optimization [5] . We use this technique since it is used for scenarios where we do not know the gradients of the problem, the evaluation is noisy and expensive. In order to retrieve optimum values for the threshold, w and σ, we will define evaluation measures by splitting the source of information of training into 10 folds and evaluating the system as it is done in supervised learning. We can optimize the performance of the system and the number of learned causal relations and have as a constraint to learn at least percentage of the new sources. By getting a solution that represents a good tradeoff between these objectives we will obtain a system that has optimize its precision and recall. The weighted causal graph and the fake news detection can be fed into a cognitive architecture and its information can be shared with other robots to see how they update its networks. If we implement a mechanism that makes the robots to question and answer queries from other robots and update their networks we could see social behaviour that, combined with other processes, can be a correlation of machine consciousness (CITA PAPER ARXIV MACHINE CONSCIOUSNESS).
