In this project, we aim to construct a system that captures real-world facial images through the front camera on a laptop. The system is capable of processing/recognizing the captured image and predict a result in real-time. In this system, we exploit the power of deep learning technique to learn a facial emotion recognition (FER) model based on a set of labeled facial images. Finally, experiments are conducted to evaluate our model using largely used public database.
INTRODUCTION
With the growing in the field of multimedia applications including social robots, medical treatment (detection of mental disorders), and video chat, recognizing facial expression has become an important but hard problem. As one of the most natural signal that human use to convay their emotion or intention, facial expression has been actively studied for a long time. In fact, most of the machine learning based FER algorithms comprise feature extraction (FE) and classification: Several popular FE techniques such as Gabor filtering [1, 2] , Local Binary Pattern (LBP) [3] , Principal Component Analysis (PCA) [4] are used as the input of a classifier. Then, trained machine learning classifier such as Statistical Classification, Support Vector Machine (SVM) [5] are employed to predict a result based on the feature vector extracted from a facial image.
SYSTEM OVERVIEW
As an introduction to this FER system, we briefly separate the whole system in three major functional blocks:
Webcam Capturing
The input of this system is defined images captured from camera. To access the front camera embedded in the laptop and process it, we utilize the VideoCapture library in OpenCV [6] (Open Source Computer Vision Library: http://opencv.org), which allows us to capture image/video from cameras and The framework of this system: a deep neural network (DNN) is trained using available image dataset with facial emotion label. The (pre-processed) input image is then fed into the pre-trained model, and its facial expression is predicted and displayed on the user interface. use the information in real time. Additionally, input preprocessing is made before being used to predict facial emotion. This will be introduced later in section 5.
Prediction Model
As demonstrated in Fig. 1 , the core function is a pre-trained Deep Neural Network model. Facial images with emotion label are collected to determine parameters of a pre-defined network architecture, and the trained model is evaluated with a plurality of test image which is a disjoint set to the training images. A more detailed introduction can be found in section 4.
User Interface (UI) Design
Displaying the result is also important. To demonstrate our system, we design a simple user interface that can render the recognition result of facial emotion on the input image and display it on the screen.
DATASET SELECTION
In order to amass sufficient data for model training, we searched a plurality of public dataset on the internet as listed in Table 1 . However, some of them may not be suitable for training a promising recognition model: For instance, JAFFE dataset [7] collected data from only ten subjects, and all of Considering the comprehension of dataset and our computational resource, we decide to use Kaggle dataset [9] as our training data.
OUR METHOD: DEEP LEARNING TREATMENT
In this section, we introduce our deep learning model including the architecture, training process, and fine-tuning work:
Architectural Choices
Convolutional Neural Networks (CNN) have been used extensively in the recent years for computer vision and neural language processing [10] . We have adopted many state-of-the-art CNN as the building blocks of our model architecture, such as VGG [11] , ResNet [12] , DenseNet [13] and MobileNet [14] . Despite their decent prediction accuracy, it still takes too much execution time for some of these models on the testing phase. Therefore, we try to simplify the models and try to build up our own CNN model from scratch. In the project, we use a CNN with four convolutional blocks as described in Fig. 2 . Each convolutional block is consist of a batch normalization, a convolutional layer with (N×N) kernel size with a rectifier-linear-unit (ReLU) activation function, and a max pooling layer with (2×2) size. The batch normalization is utilized to ensure the input data have zero mean and unit variance. All the convolution layers have (1×1) stride. The four convolution layers have {64, 128, 512, 512} kernels, respectively. Following the four convolution blocks are three fullyconnected layers with sigmoid activation and output sizes of {256, 256, 7}. Dropout layers are placed before each of the three fully-connected layers with dropping probabilities 0.3.
Training Data Preprocessing
Not only do we aim to train a prediction model with high accuracy, robustness of a model is also an important aspect. In real-world image capturing, rotation and scaling of a facial image occurs often. Moreover, brightness of an image varies rapidly according to the lighting condition. Unfortunately, most of the available databases do not take these factors into account.
To make an improvement on this, we randomly impose a plurality of pre-processing on each training patch. As shown in Fig. 3 , different level of image rotation and brightness adjustment are performed on an original image patch. With this treatment, the diversity as well as the amount of a dataset is significantly increased.
Fine-Tuning of DNN Model
To further improve the performance, we adopt a two-stage training procedure to fine-tune our DNN model. The first stage in fact has no difference to a normal training method. However, in the second stage, we fixed the parameters of the first four convolutional layers to the result we achieved in the first stage and re-train the last two fully-connected layers. Also, the learning rate for the second stage is set to be 10 times smaller than the first stage.
OPTIMIZATION IN SYSTEM LEVEL
Aside from training a DNN model with high enough prediction accuracy, we also deployed several algorithms to optimize the whole system and improve user experience. In fact, the input of this system (camera-captured images) does not have proper emotion label. Therefore, they cannot be jointly trained with the labeled dataset. Given this, the followings are empirically designed to fine-tune the whole system:
Input Denoising
It is easy to observe that the images in the selected dataset have different property from the camera-captured images. One is that the image is corrupted by ISO noise after being captured by the front camera whereas the images in dataset are relatively pristine as shown in Fig. 5 . A simple scene change detection algorithm is used to filter out subtle changes between consecutive frames. This flowchart shows that SAD between I t and I t−1 is calculated and being used to control the prediction. Notice that z −1 means delaying by 1-frame.
To fill this gap, we embedded a de-noise module to mitigate the noise. By experiment, we believe a simple 3x3 Gaussian filter provides the best result for our system. Although there exists more powerful but sophisticated de-noise algorithms such as Non-Local Mean filter, integrating these computationally consuming algorithms into our pipeline may harm the frame rate of our system. In other word, the system cannot be executed in real time with these algorithms.
Scene-Change Detection
Before feeding a processed image into the pre-trained DNN model, we designed a low-complexity scene-change detector. The DNN model is activated only when the current frame is detected as non-static scene. As shown in Fig. 5 , the scene-change detector calculates sum of absolute difference (SAD) between the processed current frame I t and the previous frame I t−1 , where
and the scene type S t is then determined by
note that the DNN model is bypassed (prediction remains the same) when S t = 0. To be more specific, the prediction result can be written aŝ
Without this module, the prediction result may change rapidly even when the subject is not moving.
EXPERIMENTAL RESULTS
In this section, we report a more detailed experimental result of our model: Table 2 . Training results among different existing DNN architectures and the built-from-scratch model. Accuracy is calculated from 3589 test samples and Run Time is the time consumed to predict these samples.
Experiment on Different Architectures
As mentioned previously, we conducted experiments through several existing DNN architectures and one built-fromscratch architecture to understand which model is the best fit to our training data. For the existing architectures, we remove its original fully-connected layers on the top, and replace it with two 1024 sized fully-connected layers and a 7-class output dense layer. In our training procedure, we randomly split the 32298 samples in the Kaggle2013 database to the proportion of Train:Validate:Test= 8 : 1 : 1, and the prediction accuracy is calculated from the testing data. As shown in Table. 2, the number of parameters, prediction accuracy, and run time is reported in detail. We can see that VGG16 performs the best in terms of accuracy, with acceptable run time. Also, we noticed that a deeper model, such as DenseNet or ResNet, can easily over-fit the training samples especially when the amount of data is not large enough.
Furthermore, to understand the training process, we plot the training accuracy and validation accuracy of each epoch in Fig. 6 . It can be seen that both training and validation accuracy of VGG16 quickly converge after epoch is larger than 50. Nevertheless, for a more sophisticated model such as DenseNet shown in Fig. 6 (b) , the validation accuracy does not converge despite the training accuracy rise to near 1 in a few epochs. This is an example of an over-fitted model.
Confusion Matrix Analysis
To further analyze our model, we plot the confusion matrix from the prediction result of the testing data. As shown in Fig. 7 , each column of the matrix represents the instances in a predicted class while each row represents the instances in an actual class. This specific table allows us to further analyze the performance of each class: we observed that this system has the highest accuracy in prediction 'happy' emotion. However, the result is likely wrong when the system predicts a facial expression as 'sad'. Given a confusion matrix C, measurements can be defined to quantitatively analyze the performance of a model. Here, we define Recall and P recision as follows:
where i denotes the label index. This means, precision is the accuracy where the algorithm correctly predicted class i out of all classes where the algorithm predicted i, whereas recall is the accuracy where the algorithm correctly predicted i out of all of the cases which are labeled as i. As demonstrated in Table. 3, both precision and recall are very high for 'happy'. This means that users can be confident when the system gives a 'happy' prediction. As for 'fear', the precision rate is the lowest among all labels. This number somehow implies that many emotions are mis-predicted as 'fear' (especially for 'sad' label). Table 3 . Recall (True-Positive) rate and Precision rate.
CONCLUSIONS
To sum up, we successfully implemented a real-time image recognition system including its UI design. The main recognition algorithm is achieved by using data-driven deep learning model along with properly choosing DNN architecture and training procedure. Also, several side algorithms are deployed to increase the smoothness of this system. Table. 4 briefly shows the job partition of this final project: In the early stage, Ching-Da searched for available databases with proper label while Li-Heng constructed the "shell" of this system, including webcam access and result display. Later, the model training part and the fine-tuning part are mostly completed collectively.
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