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Abstract
The problem of simultaneously locating obnoxious facilities and routing obnoxious materials
between a set of built-up areas and the facilities is addressed.
Obnoxious facilities are those facilities which cause exposure to people as well as to the
environment i.e. dump sites, chemical industrial plants, electric power supplier networks, nuclear
reactors and so on. A discrete combined location-routing model, which we refer to as Obnoxious
Facility Location and Routing model (OFLR), is de2ned. OFLR is a NP-hard problem for
which a Lagrangean heuristic approach is presented. The Lagrangean relaxation proposed allows
to decompose OFLR into a Location subproblem and a Routing subproblem; such subproblems
are then strengthened by adding suitable inequalities. Based on this Lagrangean relaxation two
simple Lagrangean heuristics are provided. An e6ective Branch and Bound algorithm is then
presented, which aims at reducing the gap between the above mentioned lower and upper bounds.
Our Branch and Bound exploits the information gathered while going down in the enumeration
tree in order to solve e*ciently the subproblems related to other nodes. This is accomplished
by using a bundle method to solve at each node the Lagrangean dual. Some variants of the
proposed Branch and Bound method are de2ned in order to identify the best strategy for di6er-
ent classes of instances. A comparison of computational results relative to these variants is
presented.
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1. Introduction
The topic of Obnoxious Facilities Location [7,9,10,20] has been studied since the
environmental impact has been considered as a real problem of the industrial soci-
eties. Before 1970s scientists have mainly focused their attention on classical location
problems i.e. service facilities location such as hospitals, supermarkets, post-o*ces and
warehouses.
Obnoxious facilities are those facilities which a6ect people as well as the environ-
ment i.e. dump sites, chemical industrial plants, electric power supplier networks and
nuclear reactors. Hereafter by a:ected sites we mean all those sites which might be
a6ected by the establishment of obnoxious facilities, such as for example built-up areas,
schools, natural reserves or tourist zones.
As a consequence of the massive industrialization of the contemporary society,
obnoxious facilities location has become a real risk to human being.
Moreover the location of an obnoxious or potentially dangerous facility usually de-
termines either the origin or the destination of obnoxious materials shipments, and
therefore interacts with the routing decisions: the facility location and transportation
logistics decisions are strictly interrelated within the context of obnoxious materials
management systems.
There are situations where the routing aspect prevails over the location one: such is
the case for instance of electric power supplier network. Here the nuisance is mainly
due to the electro-magnetic 2eld the electricity induces while passing through the net-
work. Nowadays the electro-magnetic pollution is felt as a real risk and people are
very quick in raising opposition against the installation of such networks. In the last
ten years for instance, the Italian electric society ENEL has attempted to locate at
least four electric power supplier networks and failed in all the cases due to the public
opposition.
Moreover recently increasing attention has been given to a particular kind
of waste materials: dangerous or hazardous materials, also referred to as
hazmat such as explosives, Gammable liquids and solids, oxidizing substances,
radioactive materials, corrosive substances, poisonous and infectious substances
in general.
First of all we observe a lack of papers on this topic as the recent surveys by List
et al. [17] and by Bo6ey and Karkazis [2] suggest; secondly almost all of the models
presented in the literature have been developed from an analytical viewpoint [14,18,21]
and deal with the minimization of risk.
Actually two aspects strictly connected with the location of obnoxious facilities can
be outlined: the perceived risk due to the possibility of an accident to occur and the
exposure that obnoxious facilities cause when settled nearby a built-up area. The risk
is related to the probability of an accident but for instance, a chemical industrial plant
based nearby a built-up area causes exposure because of its toxic emissions daily spilt
over. In this regard we have focused on minimizing exposures rather than reducing
risks.
Risk assessment is a very critical task and it is out of the aim of our work: the inter-
ested reader can 2nd some references in [11]. As far as we know the earliest combined
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routing and location approach has been proposed by Shobrys [23] in spent nuclear fuel
transportation setting. The model simultaneously locates the storage facilities and select
paths for the spent fuel shipments so as to minimize the total cost and total risk of
transportation.
However there is very little work on combined location and routing problems con-
cerning the minimization of exposures: among these, the discrete models proposed
by Zografos and Samara [24] and List and Mirchandani [16] are brieGy described
later; another combined model for planning Urban Solid Waste Management Sys-
tem in the Italian region of Lombardy is developed in Caruso et al. [8] where four
di6erent types of obnoxious facilities are considered and the multiobjective func-
tion consists of the following components: (i) economic cost, i.e. opening and man-
agement costs of new facilities as well as transportation costs are taken into
account; (ii) bad use of resources measured by the amount of waste material which
is disposed at the sanitary land2lls (plants where waste from which no further re-
covery is possible is disposed); (iii) environmental impact such as pollution of air
and water, soil impoverishment, negative impact on the landscape, public
opposition and so on, measured for each possible type of plant and
location.
This work is organized as follows: in Section 2 a discrete obnoxious location-routing
model, referred to as Obnoxious Facility Location and Routing model (OFLR) is
introduced; then it is compared with two other combined location-routing models pro-
posed in the literature, respectively in [16,24]. OFLR is a general model which 2ts
many real situations and Lagrangean heuristic approaches for it are proposed in Sec-
tion 3; the test problems used are described in Section 4 while an analysis of com-
putational results is shown in Section 5. Some conclusions are drawn in the 2nal
section.
2. The model
The Obnoxious Facility Location and Routing (OFLR) problem is formulated as
a capacitated minimum cost network Gow model and the following assumptions are
done: (i) the model is single commodity, i.e. a single obnoxious material is consid-
ered; (ii) the a6ected sites are represented as point in the plane; (iii) sites which
neither generate nor consume the obnoxious material might be a6ected by transporta-
tion activities; (iv) for each a6ected site, location and routing exposure thresholds are
given.
Let now introduce the mathematical formulation of OFLR: given a directed graph
G = (V; A) where A is the set of arcs and the set of vertices V is the union of the
following three sets
R= {1; 2; : : : ; m} the set of a6ected sites
N = {1; 2; : : : ; n} the set of candidate locations to establish the new facilities
T = {1; 2; : : : ; t} the set of transshipment nodes,
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let us de2ne
i the demand of vertex i (i = 0 ∀i∈T ∪ N ). Each node i∈R can be
a source of obnoxious material (i6 0)
kij the exposure caused by a unitary Gow along the arc (i; j) to a6ected
site k
k the threshold of a6ected site k relative to the exposure induced by
the routing of obnoxious materials
aij the exposure caused by the opening of a facility in location j to
a6ected site i
ti the threshold of a6ected site i relative to the exposure induced by
the establishment of obnoxious facilities
uj the capacity of a facility located in site j
cj the opening cost of a facility located in site j
ij the transportation cost of a unitary Gow along the arc (i; j).
An arti2cial super destination node p is added to V , to which every location site j∈N
is connected via an arti2cial arc (j; p) of zero cost. The demand p of node p is equal
to −∑i∈R i thus guaranteeing that the demand of each a6ected site i∈R is disposed
of entirely.
Let us denote by V ′ and A′ the extended set of nodes and arcs respectively, i.e.
V ′ = V ∪ {p},
A′ = A ∪ {(j; p): j∈N}.
OFLR problem can thus be formulated as
OFLR min
∑
j∈N
cjyj +
∑
(i; j)∈A
ijxij
s:t:
∑
j: ( j; i)∈A′
xji −
∑
j: (i; j)∈A′
xij = i ∀i∈V ′ (1)
∑
(i; j)∈A
kijxij6 k ∀k ∈R (2)
∑
j∈N
aijyj6 ti ∀i∈R (3)
xjp6 ujyj ∀j∈N (4)
xij¿ 0 ∀(i; j)∈A′ (5)
yj ∈{0; 1} ∀j∈N: (6)
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There are two kind of variables in OFLR:
• the 0–1 location variables yj’s where
yj =
{
1 if a new facility is located in site j;
0 otherwise;
• the continuous routing variables xij’s representing the quantity of Gow along arc
(i; j).
OFLR consists of selecting a set of locations among the candidate ones where opening
the new facilities and routing the obnoxious Gow from the a6ected sites to the opened
facilities so as to minimize the opening cost of the facilities and the transportation cost
and to satisfy a set of constraints we are going to explain.
Constraints (1) are the =ow conservation constraints for each vertex of the network;
they assure that the demand of each a6ected site i∈R is disposed of entirely. Observe
that because of the Gow conservation constraint relative to facility j
xjp =
∑
i: (i; j)∈A
xij −
∑
i: ( j; i)∈A
xji ∀j∈N
and xjp represents the quantity of Gow sent to site j to be disposed.
When dealing with transportation of obnoxious materials from a set of a6ected sites
to the opened facilities, an attempt at constraining the exposure caused by the Gow
along the arcs of the network to the nearby a6ected sites should be made, besides
minimizing the transportation costs as in a classical routing problem. Constraints (2),
which we refer to as routing exposure constraints, state that for each a6ected site k
the total exposure caused by the routing of obnoxious materials along the arcs of the
network must not exceed the threshold k ; constraints (3), which we refer to as location
exposure constraints, assert that for each a6ected site i the sum of exposures caused
by all the opened facilities must not be over the 2xed threshold ti. In our combined
location-routing problem there are thus two kinds of exposure: the exposure caused
by the establishment of obnoxious facilities and the exposure caused by the routing of
obnoxious Gows along the network.
Constraints (4) say that if facility in location j is closed (yj=0) node j can be used
as a transshipment node but you cannot route obnoxious Gow to facility j in order to
dispose it, i.e. xjp = 0. On the other hand, if facility in location j is open, the total
quantity of Gow to be disposed at site j, namely xjp, cannot exceed the capacity of
the facility.
OFLR is a NP-hard problem: in fact, it is straightforward to show [12] that the
Maximum Independent Set problem, a NP-complete problem asking for the existence
in a graph of an independent set of k vertices, can be reduced to a simpli2ed recognition
form of OFLR concerning location aspect only.
In the remainder of this section OFLR is compared with the models by Zografos
and Samara [24] and by List and Mirchandani [16]: in [24] a goal programming model
is presented which simultaneously minimizes (i) routing risk, (ii) location risk and
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(iii) routing cost according to user-controlled priorities. The main di6erences between
OFLR and the model by Zografos and Samara are the following:
• in [24] each a6ected site su6ers from the nearest open facility only, whilst in OFLR,
each a6ected site is exposed to a set of open obnoxious facilities, according to the
value of the aij’s
• in [24] the total risk given by location and routing activities is minimized, i.e. risks
are summed up over all of the a6ected sites di6erently from OFLR where, for each
a6ected site, given exposure thresholds must not be exceeded
• in [24] the number of facilities to open is 2xed while in OFLR is variable
• in [24] there are capacity constraints on the arcs of the network versus uncapacitated
arcs in OFLR.
In [16] a multiobjective model is proposed in which risk, cost and risk equity are con-
sidered jointly. A set of non-overlapping zones de2nes the region of concern on which
a transportation network is superimposed. For each zone, the risk from the routing
of obnoxious materials along nearby arcs and the establishment of nearby facilities is
taken into account and the total risk is minimized, which is given by the sum of the
zonal risks. Equity is regarded by minimizing the maximal zonal risk. The main issues
that characterize the model proposed by List and Mirchandani are the following:
• it is a multicommodity Gow model in which di6erent types of obnoxious wastes and
materials are considered; on the contrary OFLR is single commodity. Besides in [16]
two aspects strictly concerned to location decisions are outlined: where to locate an
obnoxious facility and which kind of treatment technology has to be employed, while
in OFLR a single type of facility is assumed
• impacts from both routing and location are assumed to be additive while in OFLR
they are considered separately
• the model in [16] is uncapacitated, while in OFLR there is a capacity constraint on
the facilities
• in [16] a path formulation is given: disutilities functions are de2ned arc by arc as a
risk measure from the fatality, property damage and so forth; then such functions are
combined together to produce path-speci2c functions. On the other hand in OFLR
an arc formulation is given.
Heuristic algorithmic approaches for OFLR are provided in the next section.
3. The algorithmic approach
3.1. The lower bound
By dualizing the capacity constraints (4) on the facilities, OFLR is decomposable
in two subproblems: one involving the location variables yj only, which we refer to
as the Location Problem; and the other one in the routing variables xij, the Routing
Problem.
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For a given non-negative vector  the Lagrangean relaxation accounts for the eval-
uation of the function ’() in point , i.e.
’() =min


∑
j∈N
cjyj +
∑
(i; j)∈A
ijxij +
∑
j∈N
j(xjp − ujyj): (1); (2); (3); (5); (6)


=min


∑
j∈N
(cj − juj)yj: (3); (6)


+min


∑
(i; j)∈A
ijxij +
∑
j∈N
jxjp: (1); (2); (5)

 :
Since ’() is a separable function evaluating it for a given vector  amounts to solve a
Location problem and a Routing one. Let us examine more closely the two subprob-
lems.
Because of the non-negativity of data and because of the decision variables yj, the
location subproblem
min


∑
j∈N
(cj − juj)yj:
∑
j∈N
aijyj6 ti ∀i∈R; yj ∈{0; 1} ∀j∈N


can be preprocessed as follows:
• if the updated cost c′j = cj − juj of the variable yj is greater or equal than 0, then
yj = 0.
Let N− be the set of variables with updated negative cost; we can then state the
following problem
MKP max


∑
j∈N−
− c′jyj:
∑
j∈N−
aijyj6 ti ∀i∈R; yj ∈{0; 1} ∀j∈N−


which is equivalent to our Location problem provided we put a minus sign in front of
its objective function. The Location problem results thus in a 0–1 Multidimensional
Knapsack Problem.
On the other hand the routing subproblem is a linear programming problem. For a
given vector of Lagrangean multipliers , the two subproblems are only weakly corre-
lated: for instance on one side the Location subproblem lacks information about how
many facilities have to be opened in order to satisfy the Gow conservation constraints;
and on the other side the Routing subproblem routes Gow to facilities disregarding
their capacity and how much they disturb the a6ected sites of the network. So it
makes sense to introduce into OFLR constraints that are superGuous as far as OFLR
itself is concerned but meaningful for the subproblems thus strengthening them.
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The following constraints have been added to OFLR:∑
j∈N
ujyj¿ p (7)
xjp6 uj ∀j∈N (8)
∑
j∈N
aij
uj
xjp6 ti ∀i∈R: (9)
Constraint (7) asserts that as many facilities have to be opened as to satisfy the Gow
conservation constraint of the a6ected sites.
Constraints (8) are weaker than the facilities capacity constraints (4) since yj6 1.
Imposing them is equivalent to set an upper capacity equal to uj on each arc (j; p).
Finally, constraints (9) are a relaxation of the location exposure constraints (3)
since xjp=uj6 1 ∀j∈N . As a matter of fact from the relaxed constraints (4) we have
yj¿ xjp=uj and this expression for yj has been substituted in location exposure con-
straints. The quantity xjp=uj (a value between 0 and 1) measures the utilization factor
of a facility located in site j.
By adding the above inequalities to OFLR, the two subproblems are strengthened
as follows. The Location subproblem results in
IP min


∑
j∈N
c′jyj:
∑
j∈N
aijyj6 ti ∀i∈R;
∑
j∈N
ujyj¿ p; yj ∈{0; 1} ∀j∈N


which is a general 0–1 Integer Programming problem. Computational results show
that IP is much more di*cult to solve than MKP where all constraints are less than
or equal constraints.
On the other hand the routing problem strengthened with inequalities (8) and (9) is
still a linear programming problem.
To 2nd the best lower bound among all the lower bounds given by the Lagrangean
relaxation w.r.t. the facility capacity constraints, the corresponding Lagrangean dual,
max¿0 ’() has to be solved where ’() is the polyhedral (concave, non-di6erentiable)
function de2ned above.
3.2. The upper bounds
When evaluating function ’() in point , there is no precedence order in solving
the two subproblems: we can indi6erently solve the Location problem 2rst and then
the Routing one or vice-versa. This straightforward observation suggests two simple
heuristics based on information given by the Lagrangean relaxation and known in the
literature as Lagrangean heuristics [1,22].
The former, which we refer to as Location–Routing heuristic, takes the solution to
the Location problem that indicates which facilities are to be opened and which not
and force it in the Routing problem. If Routing problem is feasible, also a feasible
solution to OFLR has been obtained.
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On the contrary the latter one, referred to as Routing–Location heuristic, takes the
solution to the Routing problem, opens the facilities to which Gow has been sent and
veri2es if this solution is feasible for the Location problem. When this happens, also
a feasible solution to OFLR has been built up, otherwise our heuristic chooses a
facility to close according to some criterion discussed below, and solve a new Routing
problem until a feasible solution to OFLR has been obtained or a maximum number
of iterations has been reached.
In the following the Lagrangean heuristics are described in detail.
We begin with the Location–Routing heuristic and let y∗ be the optimal solution
to Location problem, i.e. to MKP or to IP according to which subproblem has been
solved.
The constraints xjp6 ujy∗j ∀j∈N are added to the Routing problem which is solved
to get a solution Ox.
Observe that if y∗j = 0, i.e. a facility is not established in site j, the constraint j
above stated ensures that obnoxious Gow cannot be routed to site j to be disposed.
Site j can instead be used as a transshipment node. On the other side there is no way
to assure that y∗j is equal to 1 in the Routing problem, i.e. the Gow along arc (j; p)
may be zero even if y∗j = 1. Sending Gow to j is however encouraged by giving a
zero cost to arc (j; p).
If an optimal solution Ox to the modi2ed Routing problem exists, then ( Ox; y∗) is also
feasible to the original problem OFLR.
On the other side the Routing–Location heuristic constructs a solution Oy to the
Location problem starting from the Routing one x∗ (Constructive Phase) and if Oy is
not feasible, iteratively performs a Destructive Phase until a feasible solution has been
obtained or a maximum number of iterations has been reached.
• Constructive Phase: opens all those facilities j to which Gow has been sent to be
disposed, i.e. ∀j∈N
Oy j =
{
1 if x∗jp ¿ 0;
0 otherwise:
• Feasibility Test: tests if Oy, obtained at previous step satis2es the location exposure
constraints, i.e. if∑
j∈N
aij Oy j6 ti ∀i∈R:
In such a case a feasible solution ( Oy; x∗) to OFLR has been obtained; otherwise a
(series of) Destructive Phase must be performed.
• Destructive Phase: if feasibility test fails a facility has to be closed, namely facility
k; k is chosen as the less used facility among the ones to which Gow has been sent,
i.e.
k = argmin
j∈N
{x∗jp=uj: x∗jp ¿ 0}:
Obnoxious Gow is then re-routed in order to get a new solution x∗ and to come
back to a Constructive Phase.
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3.3. The Branch and Bound method
Preliminary computational results have shown that the gap between lower and upper
bounds given by the Lagrangean heuristics presented above is not very tight: on some
instances the gap is over 25%. On the same instances the gap between the optimal so-
lution value (where known) and the bound given by the linear programming relaxation
is over 40%.
In order to reduce quickly such gaps, an e6ective Branch and Bound (B&B) algo-
rithm is designed, which is based on the lower and upper bounds described above.
Branching is done on the 0–1 location variables according to the general rule fol-
lowed when dealing with a 0–1 Mixed Integer Programming problem; without loss of
generality we assume that the left branch corresponds to close a facility.
Among the issues that make a B&B e*cient the followings seem to be particularly
important: (i) encourage the Gowing of information from a node to another node of
the B&B tree: restarting from scratch is in fact not desirable in a situation like this.
To this end when computing the lower bound of a subproblem, information should be
gathered to be successively screened and passed to the next subproblem if still valid;
(ii) get an optimal (fractional) solution y∗ to the continuous relaxation of OFLR in
order to select a good branching variable.
In our B&B method the lower bound is given by the Lagrangean relaxation pro-
posed in Section 3.1: deciding which non-di6erentiable optimization method should
be used to solve the Lagrangean dual is thus a critical task and requires a careful
selection.
A bundle method in which by de2nition, information (subgradients) gathered during
the steps are maintained to guide the search toward optimality seems to be more
suitable than a classical subgradient method to build up a B&B with the properties
above mentioned.
Many algorithms fall in the class of bundle methods: the 2rst ones have been pro-
posed independently by LemarRechal and Wolfe; LemarRechal [15] explored and stressed
the potentialities of a bundle method and put the basis for future developments.
The bundle methods are iterative ascent algorithms: they compute a sequence of
points {i} for which the concave non-di6erentiable objective function ’() does not
decrease. At iteration i the following steps are performed:
(1) 2nding an ascent direction di
(2) deciding whether a step along di should be taken or not.
The ascent direction is obtained by maximizing a local model of the objective function
’(). This model, di6erently from what happens in the classical algorithms, is built upon
a set of disaggregated information (subgradients) corresponding to points generated at
the previous steps of the algorithm; such information cannot be put together to compute
an approximating function since ’() is a non-di6erentiable function. This is the main
characteristic of a bundle method.
Step 2 is a test on the goodness of the current local model: if it is quite good,
or equivalently if along the direction computed at Step 1 a su*cient increase of the
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objective function is obtained, a step along di is performed and the next point i+1
becomes a better estimate of the maximizer.
Otherwise (direction di is not an ascent direction) the obtained information are
gathered to enrich the model and generate at the next iteration a new research direction
starting from i.
This is the second main feature of a bundle algorithm whether the next point is
given by a line-search along the current direction or it is computed by a trust region
approach.
For a detailed description of the bundle method used in the B&B framework the
reader is referred to [4,6]; here the main issues we exploit in the B&B method are
pointed out:
(1) the way information gathered at each iteration are reused
(2) the availability of an optimal solution to (a problem stronger than) the continuous
relaxation of OFLR at the termination of the algorithm.
It is easy to show that
gj() = xjp − ujyj ∀j∈N
is the jth component of a subgradient g() for ’() in  where x and y are the optimal
solutions to the location and routing problems for a given vector .
In the following we denote by gi the subgradient computed at iteration i and by
(yi; xi) the corresponding solution.
According to the &-subgradient theory, a subgradient g() for ’() in a point  is
also an &-subgradient for ’() in a completely di6erent point for a proper value of &.
This fact can be used to transfer the information (subgradients) from a node to another
node of the enumeration tree as the following property shows:
Proposition 1. Let
j be the index of the branching variable and
B be the set of subgradients
computed at the current node. Then
B0 = {gi ∈B: yij = 0 and xijp = 0}
is a set of valid subgradients for the left subproblem, obtained from the current one
by adding the constraint yj = 0, while
B1 = {gi ∈B: yij = 1}
is a set of valid subgradients for the right subproblem (yj = 1).
On the other side an optimal solution to a problem stronger than the linear relaxation
of OFLR is obtained by using a bundle method. When a bundle method converges a
set of convex multipliers (i is given such that g(() =
∑
(igi is the zero subgradient
14 P. Cappanera et al. / Discrete Applied Mathematics 133 (2004) 3–28
and (y((); x(()) = (
∑
(iyi;
∑
(ixi) is an optimal solution to the following problem
OFLR min{cy + x: (x; y)∈{(4) ∩ conv{(1); (2); (3); (5); (6)}}}:
which is stronger than the linear relaxation of OFLR (c and  are the location and
routing cost vectors respectively).
So at each node, when the bundle algorithm terminates the (fractional) solution y(()
can be used to select a branching variable.
According to the dimension of the instance to be solved, computing a series of 0–1
MKP at each node of the enumeration tree may require a great computational burden:
in such cases a weaker lower bound to OFLR is provided by computing an upper
bound to MKP; there is thus a tradeo6 between the quality of the bound and the
computational e6ort to compute it.
In our approach an upper bound to MKP is given by the surrogate relaxation
obtained by using the dual optimal variables to the linear relaxation of MKP as multi-
pliers. It is easy to show that such an upper bound results in a 0–1 Knapsack Problem,
for which e*cient algorithms based on Dynamic Programming are known (see for in-
stance the one by Pisinger [19]).
Computational results show that solving IP to optimality instead of MKP is a dif-
2cult task; on the other hand it is easy to show that the surrogate relaxation of IP
is still a knapsack problem: constraint (7) is thus successfully used to strengthen the
location problem.
When using one or the other of the surrogate relaxations above described to compute
an upper bound to the location problem, a greater attention should be paid in conveying
the subgradients from a node to another node of the enumeration tree.
At each node, at the 2rst iteration of the algorithm which computes a lower bound
to OFLR, a continuous location problem is solved and its dual optimal solution is
then used to compute the surrogate constraint; then a series of 0–1 knapsack problems
is computed until the Lagrangean dual is solved: such knapsack problems have all
the same constraint and di6erent objective functions depending on the Lagrangean
multipliers.
The way the subgradients generated at a particular node of the enumeration tree are
re-used at the other nodes is described by the following property.
Proposition 2. Let
j be the index of the branching variable at current node and
B be the bundle of subgradients associated with the parent node.
B is split up in the following two subsets
B0 = {gi ∈B: yij = 0; xijp = 0 and a0yi6 b0}
where a0y6 b0 denotes the surrogate constraint associated with the left son of the
current node and
B1 = {gi ∈B: yij = 1 and a1yi6 b1}
where a1y6 b1 is the surrogate constraint related to the right son.
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B0 is thus a set of feasible subgradients for the left son while B1 is feasible for the
right one.
So when using surrogate relaxation, at each node also the subgradients coming from
the “grandfather” have to be examined: as a matter of fact, there may exist subgradients
discarded by the parent node because they do not satisfy the aggregate constraint, which
however may be still valid as far as the current node in concerned.
The Location–Routing Lagrangean heuristic described in previous section is used
inside the B&B algorithm to get an upper bound to OFLR; in fact computational
results (see Table 6) show that this heuristic performs better than the other Lagrangean
heuristic proposed. Recall that an optimal solution to 0–1 MKP is required by the
Lagrangean heuristic and usually such a solution is not available when computing an
upper bound to MKP instead of solving MKP.
The tabu search heuristic described in [5] is thus used to generate good feasible
solutions to MKP starting from which the Location–Routing heuristic attempts to get
a feasible solution to the original problem. Besides being used as starting point to the
Lagrangean heuristic, the best feasible solutions returned by the tabu search are also
conveyed in subgradients to be passed to the bundle algorithm as the property below
shows.
Proposition 3. Let  be the current vector of Lagrangean multipliers and let (y; x) be
the corresponding primal solution. Let then {y1; : : : ; yK} be the set of approximate
solutions given by the tabu search approach in . Then for each k, (yk ; x) is an
approximate solution to ’() in  and gk is an k -subgradient of ’() in  where
gkj = xjp − ujykj ∀j∈N
and
k = ’k()− ’()
where ’k() is the cost of the approximate solution (yk ; x).
Some straightforward rules are used which aims at enumerating implicitly a (hope-
fully large) number of nodes of the B&B tree.
Given a node of the enumeration tree, we denote by I the set of indices of variables
which have not yet been 2xed; let then k ∈ I be the index of the branching variable
and y be the partial solution corresponding to non-active variables. The left subtree of
the current node (corresponding to yk = 0) is pruned if the following conditions hold:∑
j∈I\{k}
uj ¡p −
∑
j∈N\I
ujyj:
Such condition states that if yk was 2xed to 0 constraint
∑
j∈N ujyj¿ p would not
be satis2ed even if the rest of the active variables were set to 1.
On the other hand the right subtree (corresponding to yk = 1) is pruned when
∃i∈R: aik ¿ ti −
∑
j∈N\I
aijyj:
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i.e. when at least a location exposure constraint i would be violated even if all of the
active variables except variable k were 2xed to 0.
The two rules above mentioned allow to prune a node by infeasibility but a node
can also be pruned by optimality in a situation like this: suppose that there exists an
a6ected site for which the location exposure constraint would be violated if anyone of
the not yet opened facilities was established, or more formally stated
∃i∈R: min
j∈I
{aij}¿ti −
∑
j∈N\I
aijyj:
Then
y∗j =
{
0 if j∈ I;
yj otherwise;
is the optimal solution to the current problem which is thus closed by optimality.
As anticipated when dealing with the description of a bundle method, at each node
of the B&B tree the optimal solution y∗ to OFLR together with other information such
as the optimal Lagrangean multipliers ∗ is helpful in selecting the branching variable.
Two branching rules are proposed: the index of the branching variable j∗ is selected
as
j∗ = argmax
j
{(∗j uj)min{y∗j ; 1− y∗j } ∀j∈N : 0¡y∗j ¡ 1} (a)
or
j∗ = argmax
j
{(|cj − ∗j uj|)min{y∗j ; 1− y∗j } ∀j∈N : 0¡y∗j ¡ 1}: (b)
The rationale is that the term min{y∗j ; 1 − y∗j } chooses the most fractional variable
j∗ among the integer variables that are fractional in the LP solution y∗: this is the
classical rule usually used in a LP-based B&B method.
Furthermore in our case, the decision regarding branching variable j∗ is also guided
by the quantities juj ∀j or by the optimal Lagrangean cost of the variables, namely
cj − ∗j uj; ∀j.
4. The test problems
There is a lack of works dealing with combined obnoxious location and routing
problems and we were not able to 2nd publicly available instances on which test-
ing our exact as well as heuristic approaches. We have thus decided to design an
OFLR-instances generator which according to a set of parameters computes exposure
factors, thresholds and other data upon a planar graph.
Let i be the index of a node in V ; hereafter we denote by xi the corresponding point
in the plane and by d(x; y) the Euclidean distance between points x and y.
The demand i of each a6ected site i∈R is a non-negative integer randomly gener-
ated in the range [min ; max]. We assume that there is a weight wi= i=max associated
with a6ected site i which stands for the importance of a6ected site i; the rationale is
that the bigger the demand of a6ected site i is, the more i is important.
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Given the fraction kc of facilities to be opened,
Uu=
∑
i∈R i
kc ∗ |N |
represents the average capacity of a facility in order to satisfy the demand constraints;
then the capacity uj and the cost cj of facility j∈N are computed as a perturbation of
Uu and uj respectively. We assume also that there is a weight wj = uj=umax associated
with facility j which stands for the importance of facility j where umax is de2ned as
the maximum of uj’s.
The transportation cost ij of arc (i; j)∈A is a perturbation of the Euclidean distance
between xi and xj.
It is reasonable to assume that location and routing exposures depend on the
Euclidean distance and on the weight of the involved sites; consider the location expo-
sure aij for instance: the more a6ected site i is far from facility j the less i is disturbed
by j. Here we assume that exposures are an exponential function of the distance but
any function decreasing with the distance may be used as well. As far as the location
exposure is concerned we have
aij = wiwj exp(−ked(xi; xj)2) ∀i∈R; j∈N:
On the contrary computing routing exposures is a little more complex: in this case
the exposure caused by a Gow along arc (i; j) to a6ected site k depends either on the
Euclidean distance between (i; j) and k or on the length of the path -ij between xi
and xj in the region under study. We thus de2ne:
kij = wk
∫
-ij
exp(−ked(x; xk)2) dx ∀(i; j)∈A; ∀k ∈R:
Indeed Vij is approximated in the following way: for each arc (i; j)∈A a point P is
randomly taken in a square box centered in the middle point of the line from xi to xj.
The path Vij is thus approximated by the two segments connecting P with xi and xj
respectively. Location and routing exposures are then normalized in the ranges [0; amax]
and [0; max] respectively.
Given the parameter kn, location thresholds are computed as follows:
ti = kn ∗
∑
j∈N
aij ∀i∈R;
i.e. for each a6ected site i, ti is equal to a fraction kn of the sum of exposures caused
by all the facilities to a6ected site i.
Likewise given the parameter ka, routing thresholds are computed as follows:
k = ka ∗
∑
(i; j)∈A
kijk ∀k ∈R;
i.e, for each a6ected site k, k is equal to a fraction ka of the sum of exposures caused
by the routing to k; here we assume k as estimate of the Gow along arc (i; j).
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Finally the objective function of OFLR is chosen as a convex combination of loca-
tion and routing costs.
5. Computational results
In this section computational results relative to several C++ versions of the B&B
algorithm described in Section 3.3 are presented; in all the variants of the B&B code
the Routing problem is the linear programming problem obtained from OFLR decom-
position and tightened with inequalities coming from the Location problem. The main
features that characterize the di6erent versions of the B&B code are the following:
• which and how location problem is solved
• which branching rule is used
• how many times and starting from which solution the Lagrangean heuristic is exe-
cuted.
Let us explain such di6erences in detail. Decisions concerning the location problem
are controlled via two parameters: which and how. Parameter which controls which
location problem is solved: ‘p’ stands for MKP; ‘m’ for IP. According to the value of
parameter how, the location problem can be solved either to optimality (‘o’) via the
CPLEX MIP solver [13] or via a surrogate relaxation (‘r’) by mean of Pisinger’s code
[19]. In the remainder of this section combinations o–p, r–p and r–m are analyzed;
computational results concerning the combination o–m are not given since preliminary
tests have shown that IP becomes much more di*cult to solve than MKP: there are
many IP-instances CPLEX is not able to solve within reasonable computational time,
although the original MKP is quite easy.
The way the Location–Routing heuristic is used characterizes the several versions of
the B&B code as follows:
• bb version: at each iteration of the bundle method, given the current vector  of
Lagrangean multipliers, the Location–Routing heuristic is executed starting from the
optimal solution y to the Location problem if such a solution is feasible and if
it guarantees that constraint (7) is satis2ed. Clearly the feasibility of y has to be
controlled only if MKP is not solved to optimality
• bb1 version: the heuristic is run only once at every node of the enumeration tree
starting either from the primal solution given by the bundle if integer or from a
feasible solution to MKP obtained via the tabu search heuristic
• bb2 version: such a version attempts to improve the performance of bb. When the
optimal solution to the Location problem is not feasible to MKP a trial to solve
MKP approximately is made by invoking the tabu search.
The following measures are used to test the e6ectiveness of the B&B method:
&LB =
z∗ − zLB
z∗
; &FS =
z∗ − zFS
z∗
and &UB =
zUB − z∗
z∗
;
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Table 1
Location–Routing results
o–p r–m r–p
&LB &UB FiCall TTOT &LB &UB FiCall TTOT &LB &UB FiCall TTOT TCPLEX
60–15–15 18.47 0.00 33 0.6 31.81 24.89 13 0.06 31.99 12 0.04 0.18
20.80 0.00 26 0.53 29.70 9.52 13 0.1 31.09 13 0.04 0.17
13.35 14.31 36 0.69 13.24 1.79 40 0.2 16.93 37 0.13 0.29
50–15–15 33.68 4.59 15 0.14 33.67 7.87 19 0.13 33.68 19.83 15 0.05 0.75
21.85 1.57 12 0.12 21.85 29.99 15 0.07 21.85 12.10 11 0.04 0.45
31.19 2.49 11 0.15 31.18 13.81 20 0.17 31.19 9.07 13 0.08 0.42
32.32 1.39 28 0.22 31.81 0.69 28 0.18 32.31 0.69 33 0.11 0.7
24.38 0.54 21 0.21 24.05 16.30 25 0.1 24.38 10.26 24 0.08 0.44
29.80 5.00 19 0.19 29.17 16.01 16 0.12 29.80 10.78 21 0.06 0.37
1.41 0.00 54 0.66 0.78 0.00 101 0.46 1.43 0.00 39 0.24 0.18
5.58 8.52 64 0.62 0.39 0.00 51 0.22 6.08 5.41 27 0.14 0.61
2.79 3.28 54 0.7 1.98 0.27 113 0.48 2.77 5.12 74 0.38 0.28
90–30–30 22.25 5.86 52 1.92 22.27 13.76 105 1.45 22.26 8.17 43 1.63 60.46
17.91 6.70 47 1.68 11.03 8.38 105 1.88 17.91 4.53 45 1.59 47.05
22.83 8.95 51 1.64 22.83 7.49 99 1.9 22.83 9.22 38 1.18 41.16
18.14 4.88 46 1.58 18.16 8.13 66 1.09 18.14 5.11 53 1.76 7.84
21.91 9.23 70 2.75 16.37 9.52 73 1 21.91 3.70 71 2.44 20.6
where zLB is the lower bound value, zUB the upper bound value, zFS the lower bound
value relative to the 2rst feasible son of the root node and z∗ is the optimal value
(given by CPLEX). &FS measures the reduction of the gap between lower and upper
bounds obtained just by 2xing an integer variable.
From now onwards per cent relative errors are always reported and computational
times are expressed in CPU seconds; the machine used to test the code is a Pentium
II 400 MHz with 128 MB of main memory.
The instances generated in order to validate the e*ciency of the approach are iden-
ti2ed by a triple v–m–n where v is the total number of nodes of the underlying graph,
m is the number of a6ected sites and n is the number of candidate locations to open
the new facilities. For all the instances generated the parameters kn, ka and kc are set
to 0.5, 0.35 and 0.3 respectively.
One of the main aims of this work is to show that the approach proposed is
able to take advantage of a set of information gathered while visiting the enumer-
ation tree and can thus be used successfully to 2nd out quickly quite good solu-
tions. This is the reason why we start reporting on computational results relative to
the quality of the solution obtained by using a B&B truncated at the root node. In
Table 1 the performance of the Location–Routing heuristic is reported for the following
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instances:
• three 60–15–15 instances which di6er only as far as the weight of the two sub-
problems in the objective function is concerned: in the 2rst instance the routing cost
prevails over the location one in the optimal solution (by one order of magnitude);
in the second instance, location and routing costs have the same order of magnitude,
while for the third one the location cost prevails over the routing one. The demand
of each a6ected site is an integer uniformly drawn in the range [1500; 2000]; location
sites are destination nodes and they cannot be used as transshipment nodes
• nine 50–15–15 instances: in the 2rst 3 instances the routing cost prevails over the
location one by two orders of magnitude; in the next 3 instances the two subproblems
have the same weight, while in the latter ones the location cost dominates the routing
one, again by two orders of magnitude instead of one as in 60–15–15 problems.
The demand of each a6ected site is in [500; 2000]; location sites can be used as
transshipment nodes
• 2ve 90–30–30 instances in which location and routing costs have the same order
of magnitude, the demand of each a6ected site is in [1500; 2000] and location sites
can be used as transshipment nodes.
For each combination how–which (namely o–p, r–p, r–m), besides &LB and &UB, the
total number of iterations performed by the bundle algorithm (FiCall) and the total
execution time (TTOT) are reported. In the last column the time TCPLEX spent by CPLEX
(version 6.0) to solve the problem is given. Observe that CPLEX is able to solve 60–15
–15 and 50–15–15 problems in less than 1 s. On the contrary the running time TCPLEX
rapidly increases on 90–30–30 problems: on average the time required by CPLEX to
solve 90–30–30’s is over 85 times bigger than the time required to solve 50–15–15’s
(see also Fig. 1). On the other hand, on 90–30–30 instances, our truncated B&B gives
solution for which &UB is not bigger than 10% in less than 3 seconds and the increase
of the computational time while passing from 50–15–15’s to 90–30–30’s is limited
by a factor smaller than 3. Such a behaviour comes into evidence even more as the
dimension of instances increases (a proof of this fact will be given later).
Let us now analyze computational results relative to bb and bb1 versions on 60
–15–15 problems, given in a disaggregated form in Table 2. The 2rst two columns
identify the approach used: in column 2 the triple how–which–BranchingRule is
reported. Columns 3 and 4 report on relative errors above mentioned. In the next two
columns the total number of explored nodes (Nodes) and the node where the best
solution is found (BestNode) are reported. The last columns give the total running
time of the B&B (TTOT), the time spent in the location problem (TLOC), the time spent
while solving the routing problem (TROUT), the time spent in the Lagrangean heuristic
(THEUR) and 2nally the time spent in the tabu search (TTS) when such heuristic is used
to solve MKP approximately.
The rows of Table 2 are grouped by the approach used and inside each group data
relative to the 3 problems described above are reported.
The two branching rules used are equivalent in terms of number of explored nodes
when MKP is solved to optimality (combination o–p); on the contrary Rule b dom-
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Fig. 1. Comparison between CPLEX and the B&B.
inates Rule a for the combination r–p and is dominated when combination r–m is
used.
The number of nodes explored is lower in bb than in bb1 since the optimal solu-
tion is found 2rst when the former approach is used as the column BestNode clearly
shows. For such instances invoking the Location–Routing heuristic for each value of
the Lagrangean multipliers given by the bundle method does not involve a great com-
putational e6ort; indeed the total time spent while running bb is lower, on average,
than the one given by bb1. However the number of nodes explored is quite low in
both the versions of the B&B. Observe that for all the combinations how–which (o–p,
r–p and r–m) the smallest &LB is always given by the third problem: for such problem
the bound given by the combination r–m is even better than the one given by o–p.
The improvement obtained by using r–m with respect to r–p is quite small for the
2rst instance and progressively increases for the other instances. Observe that as far
as the 2rst instance is concerned the deterioration of the lower bound given by r–m
or r–p with respect to o–p is quite high. Anyway for the 2rst two problems the gap
between lower and upper bounds decreases meaningfully (reduced to a half and even
more when o–p is used) just by 2xing an integer variable, as column relative to &FS in
Table 2 clearly shows. Computational results on these instances seem to show that the
B&B is quite e6ective since the optimal solution is found quickly and the combination
r–m seems to be a good alternative to o–p at least when the location cost prevail over
the routing one.
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Table 2
bb and bb1 results on 60–15–15
Alg &LB &FS Nodes BestNode TTOT TLOC TROUT THEUR TTS
bb o–p–a 18.47 5.53 16 1 1.74 0.9 0.37 0.44
20.80 10.65 27 1 2.07 0.98 0.48 0.56
13.35 10.20 49 2 5.03 2.65 1.11 1.17
o–p–b 18.47 5.53 14 1 1.88 1.08 0.31 0.47
20.80 10.65 25 1 1.79 0.83 0.35 0.55
13.35 10.20 64 2 3.58 1.23 1.17 1.12
r–p–a 31.99 24.16 94 2 1.22 0.01 0.84 0.28
31.09 25.00 133 62 2.86 0.04 1.89 0.73
16.93 14.56 87 28 1.8 0.02 1.37 0.25
r–p–b 31.99 24.16 75 2 1.06 0.01 0.73 0.27
31.09 28.55 96 37 1.93 0.04 1.2 0.54
16.93 12.92 84 3 1.89 0.01 1.27 0.5
r–m–a 31.81 24.08 112 38 1.78 0 1.08 0.59
29.70 24.41 96 45 2.64 0.03 1.58 0.86
13.24 12.30 52 2 3.01 0.12 1.58 1.08
r–m–b 31.81 25.98 226 200 3.44 0.11 2.17 0.9
29.70 25.14 123 104 3.06 0.05 1.93 0.89
13.24 12.09 95 64 4.37 0.07 2.52 1.62
bb1 r–p–a 31.99 24.16 209 140 2.68 0.05 1.94 0.34 0.07
31.09 25.00 134 57 2.25 0.03 1.78 0.27 0.11
16.93 14.56 125 78 2.58 0.03 2.12 0.21 0.11
r–p–b 31.99 24.16 178 111 1.98 0.03 1.5 0.28 0.05
31.09 28.55 112 24 1.8 0.01 1.44 0.24 0.08
16.93 12.92 154 108 2.71 0.05 2.08 0.26 0.11
r–m–a 31.81 24.08 165 93 2.15 0.08 1.42 0.34 0.1
29.70 24.41 151 105 2.58 0.04 2.06 0.23 0.04
13.24 12.30 108 84 3.01 0.11 2.45 0.09 0.05
r–m–b 31.81 25.98 246 241 3.05 0.09 1.94 0.49 0.12
29.70 25.14 285 268 4.74 0.15 3.5 0.42 0.17
13.24 12.09 183 174 4.38 0.21 3.58 0.12 0
In Tables 3 and 4 computational results relative to the 50–15–15 problems are
reported in aggregated form.
Again the rows of these tables are grouped by version of B&B used and inside a
group each row reports average results obtained on the 3 instances in the order given
above (i.e. the 2rst row corresponds to the 2rst 3 instances, the second one to the next
3 and 2nally the third row corresponds to the last 3 instances).
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Table 3
bb results on 50–15–15
Alg &LB &FS Nodes BestNode TTOT TLOC TROUT THEUR
o–p–a 28.91 21.18 89 69 13.34 5.28 2.10 5.65
28.83 23.25 112 66 14.30 5.26 2.61 6.04
3.26 2.91 106 42 8.74 3.07 2.57 2.81
o–p–b 28.91 21.32 125 47 13.79 4.59 2.30 6.50
28.83 24.92 162 73 16.52 4.90 3.12 7.98
3.26 3.11 105 60 7.85 2.47 2.42 2.66
r–p–a 28.91 21.18 258 222 5.08 0.06 2.40 2.09
28.83 23.24 228 162 5.15 0.05 2.60 2.10
3.42 3.18 231 202 6.03 0.08 3.77 1.80
r–p–b 28.91 24.01 332 245 6.09 0.07 3.10 2.23
28.83 26.10 295 136 7.27 0.08 3.53 2.97
3.42 3.18 204 169 5.15 0.07 3.19 1.56
r–m–a 28.90 24.52 248 223 5.72 0.07 2.22 2.89
28.34 25.56 180 96 5.80 0.05 2.50 2.82
1.05 0.76 16 1 1.95 0.06 1.00 0.82
r–m–b 28.90 21.14 399 307 8.24 0.13 3.92 3.37
28.34 22.23 338 219 10.14 0.13 4.44 4.83
1.05 0.44 17 5 2.17 0.05 1.08 0.95
Table 4
Comparison between bb and bb2 on 50–15–15
bb bb2
BestNode BestNode
r–p–1 222 162
162 102
202 165
r–p–2 245 151
136 48
169 155
r–m–1 223 166
96 91
1 1
r–m–2 307 248
219 187
5 5
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These results show that the bound obtained by our approach is very small when the
location problem prevails over the routing one compared with the bound obtained on
the other instances. In the former case the best performance is obtained with bb and the
combination r–m, both in terms of total execution time and number of nodes explored.
By introducing the total demand constraint (7) the bound given by our approach is tight
and the optimal solution is obtained at the root node when using the branching rule
a. Such results seem to show that on such instances our approach can be successfully
used to compute good solutions to OFLR.
On the contrary the gap obtained on the other instances is higher and on some
instances our approach does not take advantage neither from the introduction of the
total demand constraint (version r–m) nor from the optimal solution of MKP (version
o–p).
A comparison between bb and bb2 in terms of BestNode is pointed out in Table 4.
As well as for the other classes of instances the following trend emerges: the enhanced
version bb2 allows to compute an optimal solution to OFLR earlier than bb and these
results are hence encouraging particularly with the view of using the B&B to compute
quickly good solutions.
Computational results, reported here in a qualitative way (see [3] for a more in
depth analysis) have also shown that the e*ciency of the B&B can be improved by
implementing simple accelerating strategies. Among these the following seem to be
worth considering:
• using approximated versions of the several B&B variants in which a node is closed
as soon as (zUB− zLB)=zUB6 & for a given &¿ 0. On the 60–15–15 problems com-
putational results have shown that the best solution given by the approximated B&B
(& = 0:01) is still optimal to OFLR and the number of nodes explored is almost
everywhere (27 times on 30 trials) smaller than the one reported by the correspond-
ing non-approximated versions: the minimum decrease of explored nodes is 0.93%
while the maximum is 37.5% (the average decrease is equal to 13.78%)
• adopting the close by optimality pruning rule: on 60–15–15 instances the aver-
age number of cut o6 nodes is equal to 8.65% with the bb version and 12.58%
with bb1 and the reduction in the number of pruned nodes can be remarkable
(22.88% at most) especially as the number of nodes of the enumeration tree grows
over 200
• considering an extension of bb1: at each node when the bundle algorithm converges,
MKP is solved approximately by using the tabu search as in bb1. However the
solution returned by the tabu search may fail to satisfy constraint (7); when this
happens all the best feasible solutions given by the tabu search are used in turn
as starting point to the Lagrangean heuristic until the 2rst one is found out that
satis2es constraint (7) if such a solution exists. Computational results on 50–15–15
instances have disclosed that this enhanced version of bb1, namely bb3, performs
better than bb1 almost everywhere when the combination r–p is used. Even more
promising results seem to be obtained when the approximated versions of these two
variants, namely abb1 and abb3, are considered: usually abb3 outperforms abb1
and sometimes allows to 2nd an optimal solution to OFLR when abb1 fails: this
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Table 5
bb1 results on 120–50–50
Nodes 100 · zUB−zLBzUB
1 27.48
10 23.09
50 19.27
100 19.27
500 18.64
1000 18.64
2000 18.04
5000 15.73
10 000 15.73
15 000 15.73
25 000 15.73
50 000 15.46
means that information lost due to the approximated B&B are gained again by the
tabu search heuristic.
Moreover also several instances with |R|= |N |=50 have been generated which CPLEX
is not able to solve to optimality within reasonable computational times. These “big”
instances have a total number |V | of nodes equal to 120 and a number of arcs less
than 800. On these instances a careful selection of CPLEX parameters and strategies is
required in order to avoid CPLEX running often out of memory without producing good
feasible solutions to OFLR. In order to avoid the computational burden due to many
calls to the Location–Routing heuristic and to the CPLEX MIP solver, a truncated version
of bb1 is then run in conjunction with the combination r–m–1 on those 120–50–50
instances which CPLEX was not able to solve. Average computational results are given
in Table 5. A maximum number of B&B nodes (reported in column Nodes) is 2xed and
for each value of Nodes the percentage gap between the lower bound computed at root
node and the best solution found is given: in fact the optimal solution is not known.
Observe that a notable reduction of such gaps is obtained after 5000 nodes have been
explored, while appreciable improvements are not reported by increasing the maximum
number of nodes up to 50 000. Such gaps compared with the ones obtained on the
other instances at the root node (i.e. (z∗ − zLB)=z∗ is compared with (zUB − zLB)=zUB
since the optimal value z∗ is not known) allow to believe that quite good solutions
have been obtained with a maximum number of nodes 2xed to 5000; moreover it is
important to remark here that such hopefully good solutions are computed in less than
30 min.
Finally in Table 6 a comparison is made between the two Lagrangean heuristics
proposed, namely Location–Routing and Routing–Location. Average results are given
here for matter of evidence but it is quite interesting to report that Routing–Location
fails to provide a feasible solution 9 times on 66 trials against the 3 unsuccessful trials
of Location–Routing.
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Table 6
Comparison between the two Lagrangean heuristics (aggregate results)
o–p r–m r–p
LocRout RoutLoc LocRout RoutLoc LocRout RoutLoc
&UB TTOT &UB TTOT &UB TTOT &UB TTOT &UB TTOT &UB TTOT
60–15–15 4.77 0.61 25.27 1.76 12.06 0.12 0.84 0.07 0.81
50–15–15 2.88 0.14 16.82 0.75 17.22 0.12 16.82 0.99 13.67 0.06 16.82 0.72
2.31 0.21 6.47 1.32 11.00 0.13 4.44 1.19 7.24 0.08 4.44 1.40
3.93 0.66 12.70 2.68 0.09 0.39 12.76 4.07 3.51 0.25 13.45 1.96
90–30–30 7.13 1.91 13.88 4.99 9.46 1.46 13.88 8.38 6.15 1.72 14.05 4.49
The following conclusions can be drawn: Routing–Location is outperformed by
Location–Routing both in terms of quality of the best solution found and in terms
of time on all the instances when o–p strategy is used. On the contrary Routing–
Location gives better solution than Location–Routing on some 50–15–15 instances as
pointed out in Table 6 (bold entries). There is however a tradeo6 between the quality
of the solution returned by Routing–Location and the computational time it requires.
As a matter of fact when the Routing–Location performs better than Location–Routing
the time it requires is about 10 times the time spent by the other heuristic. For these
reasons we have decided to use Routing–Location in our experiments.
6. Conclusions
It seems quite di*cult to draw general conclusions about the e*ciency of our ap-
proaches since, as the computational results show, a best strategy seems not to have
emerged.
However the following trends have come into evidence:
• the number of nodes explored by all the versions of our B&B is quite low: infor-
mation gathered by our approach while going down in the B&B tree have thus been
used successfully
• when the location cost prevails over the routing one the lower bound obtained is quite
good and in such cases strengthening the location problem is particularly important.
Anyhow on all the instances the gap between lower and upper bounds decreases
quickly as very few variables are 2xed
• CPLEX is able to solve problems with up to 15 location sites quickly (less than 1 sec-
ond) and on such instances it makes no sense to compare our Lagrangean heuristic
approach with a 2nely tuned package as CPLEX. On the other hand OFLR-instances
become much more di*cult to solve as the number of location sites reaches 30 or 50
and on such instances the Lagrangean heuristic seems to be a good choice. Computa-
tional experiments seem to show that the best results are obtained by strengthening
the location subproblem with information coming from OFLR and solving it via
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a surrogate relaxation. Moreover branching rule a, which considers the obnoxious
facilities near to saturation 2rst, seems to dominate branching rule b.
These observations are encouraging particularly with the view of using the B&B to
compute quickly good solutions rather than solving OFLR to optimality. In fact, by
simply 2xing a maximum number of explored nodes the truncated versions of our
B&B are able to 2nd out solutions of very good quality.
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