The LDA-1/2 method has proven to be a viable approach for calculating band gaps of semiconductors. To address its accuracy for finite systems, we apply LDA-1/2 to atoms and the molecules of the GW 100 test set. The obtained energies of the highest-occupied molecular orbitals are validated against CCSD(T) data and the G 0 W 0 approach of many-body perturbation theory. The accuracy of LDA-1/2 and G 0 W 0 is found to be the same, where the latter is computationally much more involved. To get insight into the benefits and limitations of the LDA-1/2 method, we analyze the impact of each assumption made in deriving the methodology.
The LDA-1/method
The LDA-1/2 method resembles Slater's transition state technique, in which a ∆SCF calculation of the IE is replaced by a single calculation of the HOMO with half-occupation.
Mathematically, this reads
where E(N ) is the total energy of a N -electron system, and ε α (N − 1/2) is the HOMO eigenvalue with half-ionization. It is possible to obtain ε α (N − 1/2) without explicitly removing half an electron from the molecule. This is achieved by evaluating the following inner product: 11, 12 ε α (N − 1/2) = φ α − ∇
Here, we denote the HOMO wavefunction of a system with N electrons as φ α , while the external (v ext ), Hartree (v H ) and exchange-correlation (v XC ) potentials are the contributions to the KS potential. The term V S , called self-energy potential due to its similarity to its electrostatic counterpart, carries the information about the half-ionization. 20 It can be expressed as the difference between the KS potentials of the N and N − 1/2 electron systems, respectively. 11, 12 Conceptually, V S is the potential needed to create half a hole in the HOMO.
11,12
A good approximation to V S is to consider it as a sum of the self-energy potentials of its atoms,
where f i is the fractional charge removed from the i-th atom. Each self-energy potential V S (f i , atom i ) is then obtained in a separate calculation, as a difference between the KS potential of the atom and its corresponding ion with charge f i . f i should reflect how much each atom contributes to the HOMO of the actual system. To create the half hole, the total degree of ionization must satisfy i f i = 1/2. Equation (3) enables us to easily obtain the self-energy potential of a system, without half-ionizing it, as just the constituent atoms need to be ionized separately.
The last approximation in LDA-1/2 is to self-consistently solve the KS equations of the N -electron system with a modified XC potential according to
where 
Results and discussion

HOMO energies of atoms and molecules
In Table 1 , we present the calculated HOMO eigenvalues of the atoms and molecules from the GW 100 test set. We also show CCSD(T) IEs, extracted from the literature. 22 CCSD(T) data are not available for Xe.
In Fig. 1 , we plot the HOMO eigenvalues as calculated by different functionals against the IEs from CCSD(T). The straight line corresponds to perfect agreement. For each method, a linear fit, y = γx, is performed to assess this accuracy quantitatively. The respective coefficients are given in Table 2 . With γ = 0.65, LDA is the least accurate method. As expected, an improvement is found when PBE0 is employed, giving γ = 0.76. Finally, HF and LDA-1/2 provide even better agreement with CCSD(T). A notable difference between them is that HF tends to overestimate IEs, whereas LDA-1/2 tends to underestimate them.
The level of accuracy of the two approaches is very similar though, with linear coefficients of 1.05 and 0.94 for HF and LDA-1/2, respectively. This means that, on average, the predictions are 5% higher and 6% lower, respectively, than the ideal values.
In For hydrocarbons, hydrides, halogenides, aromatic systems, and nucleobases, HF tends to be more accurate, although the accuracy of LDA-1/2 in aromatic systems is still decent (mean absolute error smaller than 0.6 eV).
In Fig. 3 , we show histograms with the distribution of errors among LDA, PBE0, HF, and LDA-1/2. The mean errors (ME) and the mean absolute errors (MAE) are also presented in 26 This is done in Fig. 4 , where we recognize that the methods can be grouped in three classes, according to their performance. The first class, with least accuracy, contains LDA and PBE0, which underestimate the IEs with a MAE larger than 2.0 eV. The second class, comprising HF, LDA-1/2, and G 0 W 0 @PBE, exhibits absolute MEs and MAEs between 0.4 and 0.7 eV. The third class includes the most accurate methods, G 0 W 0 @HF, GW 0 @PBE, GW 0 @HF, self-consistent GW , and quasi-particle self-consistent GW (QP GW ) with absolute MEs and MAEs smaller than 0.4 eV. It must be underlined that LDA-1/2 is the only method entirely based on a KS scheme with a local potential, while all other approaches with reasonable or good performance go beyond KS and employ non-local operators.
Planar vs. non-planar molecules
To understand better how systematic the performance of LDA-1/2 is, we list the molecules whose IE is predicted with an absolute error larger than 1 eV: H 2 , CI 4 , Si 2 H 6 , CBr 4 , 3 . In contrast, in the former group, the majority of molecules is non-planar. This analysis suggests that the accuracy of LDA-1/2 can be related to the planarity of a molecule. We will explore this in the following.
In Fig. 5 , we show the distribution of errors of LDA-1/2 for the HOMO energies of planar and non-planar molecules separately. As anticipated above, we observe that the non-planar molecules have a larger mean absolute error (0.97 eV) than the planar ones (0.56 eV). The MAE for these two subsets is displayed in Table 3 , where it is compared to the MAE for all the molecules of the GW 100 set. HF and LDA-1/2 share the same qualitative trend while the opposite trend can be recognized for LDA and PBE0. However, LDA-1/2 is the most 
Individual assessment of assumptions behind LDA-1/2
We now turn our attention to the impact of the assumptions, listed in Section 2, on the accuracy of the method. This analysis is summarized in Fig. 6 for the molecules CH 4 , CF 4 , CCl 4 , CBr 4 , AlF 3 and MgCl 2 , for which the deviation from the corresponding CCSD(T) result is larger than 1.1 eV. These significant errors should allow for identifying the origin of systematic errors.
We first perform ∆SCF calculations to obtain the IE. Since the removal of one electron leaves the molecule charged, and more difficult to converge with respect to the box size, L, the IE energy is finally obtained by extrapolation with the following expression:
This procedure adds an uncertainty of about 0.1 eV. We note that what we call inner product contains actually a sum of two approximations: the one introduced by the inner product itself, and a second one, assuming V S as a superposition of atomic V S . This is done mainly because it is difficult to disentangle them in practice. However, the approximation introduced by the inner product itself is expected to be smaller than the second one. We verify that, in all cases, except for CH 4 , calculations under this assumption reproduce, with a small error, calculations of half-ionized molecules.
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The last assumption included in LDA-1/2 is the neglect of the relaxation of KS orbitals when V S is introduced. We observe that this is the most drastic approximation among all the five, as it is leads to the most significant error.
Low-lying KS levels
Now we turn our attention to low-lying single-particle levels. In Fig. 7 , we compare not only the HOMO but lower-lying single-particle levels with respect to experimental values, summarized in Ref. 33 .
1 Five molecules are chosen as a representative set that covers different types of structures and electrostatic properties. N 2 is an example of a linear, non-polar molecule; CF 4 is a representative of a non-planar molecule with polar bonds, but zero net dipole; FH is a planar and highly polar molecule; benzene and pyridine represent aromatic, organic molecules; both of them are planar, but the first one has a null net dipole moment, whereas the second one has a non-vanishing net dipole. In Fig. 7 , we also include results of exact KS and ∆SCF calculations extracted from Refs. 1 and 33
We observe that exact KS calculations present the best agreement with experiment, followed by ∆SCF calculations. In all cases except for pyridine, KS calculations tend to predict the HOMO energy with higher accuracy than low-lying levels (a very good discussion in this regard is provided by Ref. 1). This same trend is also followed by ∆SCF calculations, as already pointed out in Ref. 33 .
The accuracy of LDA-1/2 decreases as one goes down in energy. This is not surprising, since intrinsic limitations are inherited from one of its assumptions, namely that ∆SCF calculations based on LDA can be used to obtain the HOMO energy. We recall that the LDA-1/2 corrections to the KS eigenvalues are meant specifically to improve the HOMO for the accuracy of the LDA-1/2 method, and at the same time it is apparent from Fig. 7 that differences between the LDA-1/2 and ∆SCF results are small in comparison to the deviations from the experimental results.
The performance of HF follows the same trends as ∆SCF and LDA-1/2, i.e., the agreement with experiment deteriorates as one goes to deeper single-particle energies. This is observed in all cases, except for CF 4 . In some cases, like in benzene and pyridine, this increase is much more pronounced, and, specifically for benzene, the deviation of HF eventually surpasses the absolute deviation of LDA, as one goes lower energies. Due to the opposite trends of HF and semi-local functionals (overestimation vs. underestimation), PBE0 has a discrepancy with respect to experiment which is roughly constant as one goes into low-lying energies.
Conclusions
We have presented the application of LDA-1/2 to atoms and the molecules of GW 100 test set, evaluating the HOMO level with respect to CCSD(T) ionization energies. We have demonstrated that LDA-1/2 reaches a MAE similar to that of HF and G 0 W 0 @PBE, even although it employs only local potentials. The accuracy of the LDA-1/2 method is found to be better for planar molecules. Further, we have addressed the accuracy of the method in describing low-lying KS levels, and conclude that the HOMO eigenvalue is described most accurately. Since LDA-1/2 is a method employing exclusively local potentials, our findings may encourage other researchers to use this method for very large systems, where the computational cost may be prohibitive for methods based on non-local potentials.
