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Abstract
We consider questions such as what is the complexity of recognizing instances of (monotonic)
NP-complete problems in which no variable is ﬁxed (or frozen) by the set of solutions. Since this
unfrozenness is also a monotonic property in NP, this leads to an inductive sequence of properties
for each monotone NP-complete property. In some cases the sequence remains NP-complete, while
in others it at some point enters P. Determining the boundaries is particularly challenging. We also
consider the related questions of recognizing maximal properties. This study was motivated by results
from statistical mechanics being applied to phase transitions of NP-complete problems, which show
a correlation of hard instances with a sudden increase in frozen variables.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Empirical studies such as [5,2,20,8] have correlated a high frequency of very hard
instances of NP-complete problems with phase transitions, or thresholds [3], in random
classes. However, NP-complete problems without such hard regions do exist [13,21].
The distinction between hard and easy thresholds appears to be related to the order of the
phase transition [2,8,17,18] in the generation process [4,3]. The backbone of an instance
is the set of variables that are ﬁxed by the set of solutions. See Section 2 for detailed
deﬁnitions. Roughly, a phase transition is “second-order” if the backbone is continuous
in the limit, and “ﬁrst-order” otherwise. Hamiltonian cycle and more recently 1-in-k SAT
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[1], are NP-complete and are known to have second order phase transitions. 2-SAT which
is polynomial, also has a second order transition and thus there is no direct connection
between the order of the phase transition and computational complexity [1]. This is not too
surprising since the theory of P versus NP does not consider probability distributions.
But the correlation of hard instances with ﬁrst order thresholds and not with second order
remains. (The results of Achlioptas et al. [1] suggest that there may be an algorithm that
ﬁnds satisfying assignments for 1-in-k SAT at the threshold with high probability.) The
ﬁrst indication is that a large, but not too large, backbone may somehow be related to the
difﬁculty of solving an instance.
These considerations prompted us to ask questions such as what is the complexity of
recognizing instanceswhich areunfrozen, that iswith no backbone, formonotonic properties
in NP. By considering the complexity of solving backbone free instances we hope to gain
insight into the role of frozen structures in the difﬁculty of the instance.
Since unfrozenness is also amonotonic property inNP, this leads to an inductive sequence
of properties for eachmonotone NP-complete property. In some cases the sequence remains
NP-complete, while in others it at some point enters P. The cases do not correlate in an
obvious way with the existence or not of hard instances at the threshold. Determining the
boundaries is particularly challenging.
Test beds of hidden solution instances are typically generated by selecting a solution
which forbids certain parts being generated and then adding (or deleting as appropriate)
parts until some desired constraint density is achieved [2,9]. These methods also sometimes
produce the easy–hard–easy phenomenon associated with thresholds [2,7]. Very undercon-
strained instances have many solutions and one is easy to ﬁnd. As the number of edges
increases there are fewer solutions, and ﬁnding one, even the hidden one, becomes harder.
Then as the edges continue to increase the problem typically becomes easier again because
the unique hidden solution becomes obvious in some manner.
Our second set of questions relates to whether it is possible to have an easy–hard–hard
hidden solution phenomenon, where the hidden solution does not become obvious as edges
are added. We consider the extreme. An instance is maximal with respect to some property
if the addition of any edge (or clause, etc.) means the instance no longer has the property.
Maximal properties can be seen as the extension to the generation process in which frozen
parts are skipped [2,4,8] taken to the limit. In this paper we note that usually maximal
properties are in P, but exhibit two cases where the instances remain hard in the complexity
theoretic sense.
Maximal properties and unfrozen properties are also related to certain results in extremal
graph theory [3] but typically such results are more concerned with the properties (e.g.
number of edges) of the maximum over all maximal graphs.
2. Notation
Let  designate the set of all instances of a combinatorial class. A property is a subset
X ⊆  and not-X = \X. For graphs we use the notation G = (V,E) with complement
Gc. We say a property is monotone down with respect to edges, or simply monotone, if
G ∈ X ⇒ ∀E′ ⊆ E,G′ = (V,E′) ∈ X. We consider only those properties X ∈ NP that
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are monotone. We use the notation G+ e (G− e) to mean the graph with edge set E⋃{e}
(E\{e}). Keep in mind that (G+ e)− e = (G− e)+ e.
We use the notation G[V′] for the induced subgraph of G on V′ ⊆ V, and G1 × G2
to represent the join, that is the union of G1 and G2 plus all edges between them. For
hypergraphs and satisﬁability the only additional requirements are that the arity of the
edges or clauses is bounded by a constant, so that the number of edges/clauses in a complete
structure is polynomial in the number of vertices/variables. The notation for these cases is
a straightforward extension.
For properties such asHamiltonianCycle (HC)monotonicity reverses direction.To satisfy
our conditions we would need to deﬁne the property with respect to the complementary
structure, e.g. does Gc have an HC. However, in most cases the direction is not important
and so we typically present arguments using the more familiar model in which the property
ceases to hold under deletion of edges. An exception occurs in Theorem 7.4 where the
combination of properties requires them to be consistent in order to preserve monotonicity.
We consider two sets of problems. The standard problems: independent set (IS), clique,
vertex cover (VC), Hamiltonian Path/Cycle (HP/HC), coloring (COL), k-SAT and not-all-
equal-k-SAT (NAE-k-SAT). These are deﬁned in [14] and will be deﬁned here as required.
We consider only decision versions of these, e.g. k-COL, k-IS, etc.
The other set consists of a special form of subgraph isomorphism which requires a little
care to make it monotonic and symmetric.
Deﬁnition (k-complementary subgraph (k-CSG)). G has this property iff there is a subset
V′ ⊆ V such that |V′| = k and G[V′] ⊆ Gc[V\V′]. Note the subgraph isomorphism is not
induced.
For 1<kn/2 this is monotonic, since as edges are added, the complement of any
k-subset of V has decreasing edges, while any k vertex induced subgraph has increasing
edges. We show in Theorem 7.2 it is NP-complete.
3. Unfrozen problems
We deﬁne a frozen set for any monotonic property X on graph G by
F(X,G)= {e : G+ e ∈ not-X}, (1)
where the edge e can be replaced by the appropriate structures, such as hyper-edges or
clauses, for other problems. Notice that if G ∈ not-X, then every e is in F.
We deﬁne a property unfrozen with respect to X, denoted by U(X), by G ∈ U(X) ⇐⇒
(F(X,G) = ]). In Lemma 4.1 we show that if X ∈ NP then U(X) is also monotonic and
in NP. This leads to the inductive deﬁnition
U0(X)= X, (2)
Ui (X)= U(Ui−1(X)), i > 0. (3)
Equivalently, G ∈ Ui (X) iff ∀e1, . . . , ei ,G+ e1 + · · · + ei ∈ X.
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Given amonotone propertyX, we deﬁne themaximally constrained propertymaxc(X) by
G ∈ X andG is maximal with respect toX; that is, for allE′ ⊃ E(G),G′ /∈X. Equivalently,
we can deﬁne maximally constrained by G ∈ maxc(X) ⇐⇒ F(X,G)= Ec and G ∈ X.
Similar deﬁnitions apply to bounded arity SAT and hypergraph properties.
For SAT and Constraint problems, a different notion of frozenness is sometimes used
[17,18]. In this case the backbone is deﬁned to be the set of variables forced to take on the
same value under all satisfying assignments.1 We deﬁne Ûi (X) such that for any instance in
this set, for any choice of i variables, and any setting of those variables, there is an extension
of that setting that satisﬁes the instance.
There is frequently a close relation between Û and U. For 3-SAT each frozen clause
corresponds to a set of three frozen variables, and vice versa. Only when there are exactly
one or two frozen variables is there a distinction between the two notions of unfrozen. Also
note that a frozen variable corresponds to a frozen unit clause. On the other hand, for any
colorable k-COL instance, or satisﬁable instance of NAE-k-SAT, the variables are never
frozen. We discuss Û only in the case of k-SAT.
In a graph process, we can arrive at the threshold by either starting with an empty graph
and adding edges, or startingwith a complete graph and deleting edges. Similar to the above,
we can deﬁne the critical set for a property X and graph G as
C(X,G)= {e : (G− e) ∈ X} (4)
We deﬁne uncritical with respect to X, denoted by D(X) by G ∈ D(X) ⇐⇒ (C(X,G)=
]). Note thatG ∈ D(X) implies thatG ∈ not-X.Again, it is easy to see thatD is monotonic
up and in CO-NP, where a certiﬁcate for not-D(X) consists of an edge to be deleted and a
certiﬁcate for X. This leads to the deﬁnition
D0(X)= not-X, (5)
Di (X)= D(not-Di−1(X)), i > 0. (6)
Equivalently, G ∈ Di (X) iff ∀e1, . . . , ei ,G − e1 − · · · − ei ∈ not-X. These problems are
all monotonic up and in CO-NP.
We deﬁne a minimally constrained property for monotonic up properties not-X minc(X)
as G ∈ not-X and G is minimal with respect to not-X; that is, for all E′ ⊂ E(G),G′ ∈ X.
Equivalently, we can deﬁne minimally constrained byG ∈ minc(not-X) ⇐⇒ C(X,G)=
E. For graph coloring for example this deﬁnition is just the usual deﬁnition of an edge
critical graph.
Of course, since Ui and not-Dj are monotonic properties, combinations such as the
following are also well deﬁned:
G ∈ U(not-D(X)) ⇐⇒ ∀e1, ∃e2, (G+ e1)− e2 ∈ X,
G ∈ D(U(X)) ⇐⇒ ∀e1, ∃e2, (G− e1)+ e2 ∈ not-X.
We can use further alternations and superscript U and D as desired, as long as the total set
of edges is bounded in size by some constant.
1 In fact, in those papers a backbone is deﬁned under all assignments causing a minimum violation of clauses.
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We call the properties generated by U and D for property X the frozen hierarchy of X.
When X ∈ NP this hierarchy is in the union of NP and CO-NP.
We give these latter deﬁnitions for completeness; our results in this paper are on U and
maxc.
4. Generic complexity of unfrozen problems
Let us deﬁne some additional problems related to these frozenness conditions. The prob-
lemBB(G, e,X) is to answer whether or not e ∈ F(G,X). The problemBB(G,X) requires
an algorithm to return some e that is in F(G,X) or ] if there is none.
The following indicates the complexity relationships that are determined solely by X
being a monotonic property in NP.
Lemma 4.1. If X is a monotonic property in NP, then:
1. Ui (X) ∈ NP and is monotone, for ﬁxed i.
2. BB(G, e,X)≡PT X.
3. U(X)∝PT BB(G,X)∝PT BB(G, e,X).
4. maxc∝PT X.
Proof. For 1, monotonicity is trivial. To see that it is in NP, note that we need at most a
polynomial number of certiﬁcates of polynomial size. For 2 we note that using an oracle
for X we can test an e by simply adding it to G. On the other hand, since every e ∈ E(G)
is in F(G,X) when G ∈ not-X, we can test for insolubility of G using BB(G, e,X).2 For
3 and 4 the proofs are straightforward. 
It is not so easy to determine the complexity of U or of maxc. In fact, for IS and HC
we will show that Ui is NP-complete for any ﬁxed i, while for ﬁxed k, Ui(k-COL) and
Ui(k-SAT) are in P for i sufﬁciently large.
We ﬁnd that for every property X in the standard set listed in Section 2, maxc(X) ∈
P. (Contrast this with minc where many critical problems are DP-complete, see [19].)
The obvious conjecture, however, does not seem to hold, since for k-CSG and for certain
composite properties, we show reductions from complete properties that indicate maxc is
not in P.
Determining the boundaries between P and NP or conditions when maxc is not in P are
challenging open problems.
5. The complexity of some unfrozen properties
For some problems it is easily seen that the unfrozen versions are NP-complete.
2 It is worth noting that even if we redeﬁne F to be empty when G ∈ not-X, the reduction can be carried out
by starting with an empty graph and adding the edges in G in some order, testing each in turn to see if frozen.
Thus, this relation holds even if we use e.g. the spine deﬁnition of [4].
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The independent set problem is given a graph G and integer k, is there a subset V′ ⊆
V, |V′| = k such that E[G[V′]] =].
Theorem 5.1. Ui (IS) ∈ NP-complete for all i0.
Proof. Given a graphG, constructG′ bymaking i+1 copies ofG and inserting all possible
edges between the copies. Then G′ ∈ Ui(k-IS) iff G contains a k-IS.3 
An instance of the k-SAT problem is a pair S = (V , C), where V is a set of boolean
variables V ={x1, x2, . . . , xn} and C is a set of clauses C={c1, c2, . . . , cm} with k literals
per clause. A literal is either a variable or its negation. The query is whether or not there
is a satisfying assignment f : V → {T , F } of the variables, that is one such that every
clause has at least one true literal. An instanceQ= (V , C) of NAE-k-SAT also consists of
a set of boolean variables and clauses. It differs in that a satisfying assignment is a truth
assignment of the variables such that every clause contains at least one true and at least one
false literal [14].
For k-SAT, we have the following results.
Theorem 5.2. U(k-SAT) and Û(k-SAT) are NP-complete, for ﬁxed k3.
Proof. We reduce from NAE-k-SAT to Û(k-SAT). Construct a k-SAT instance S over
the same variables as follows. For every clause (l1, l2, . . . , lk) in Q, we insert the clauses
(l1, l2, . . . , lk) and (l1, l2, . . . , lk) into S. A variable assignment satisﬁes Q if and only if it
also satisﬁes S.
On the other hand, if S is satisﬁable, then any satisfying assignment can be mapped to
another one by inverting the value of every variable. Thus, S is satisﬁable if and only if
S ∈ Û(k-SAT). As Û(k-SAT) ⊆ U(k-SAT), we also have S ∈ U(k-SAT). 
Theorem 5.3. Ui (k-SAT) is in P for i2k − 1, and Ûi (k-SAT) is in P for ik.
Proof. In either case the sets are trivial, consisting only of instances without clauses. Let F
be an instance of k-SAT that contains at least one clause c=(l1, l2, . . . , lk). If we now add the
other 2k− 1 clauses on the same variables as those in c, the instance becomes unsatisﬁable,
and so is frozen for this i. For Ûi (k-SAT), simply freeze the literals of a clause to all false.

For other problems the analysis is less simple.
A graph G has a Hamiltonian path (HP) if there is a permutation  of V such that
(vi , vi+1) ∈ E, 1 i < n. If in addition (vn , v1) ∈ E then the graph has a Hamiltonian
cycle (HC). We remind the reader that the direction of monotonicity is reversed for these
problems; the graph with no edges has no HP, while the complete graph does. Accordingly,
in this section we will also reverse the direction of the deﬁnitions for frozen edges; that is,
an edge is frozen if its deletion would eliminate all HP’s (HC’s). It is easy to see that this
3 Thanks to N. Burch for suggesting this construction.
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Fig. 1. Construction used in the reduction HP∝P
M
Ui (HP).
is equivalent to deﬁning the problem in terms of the complement Gc with monotonicity
deﬁned in the usual way.
Theorem 5.4. Ui (HP) ∈ NP-complete, ∀i0.
Proof. LetG be any graph, and construct a new graphG′=((i+1)G)×K2i , where there are
no edges between the i+1 copies ofG (see Fig. 1).We showG ∈ HP ⇐⇒ G′ ∈ Ui (HP)
(i.e., ⇐⇒ G′ contains a Hamiltonian path even after ﬁrst deleting i arbitrary edges).
Suppose G /∈HP. Then covering the vertices in each copy of G requires at least two
disjoint paths. Thus, it takes 2(i + 1) disjoint paths to cover the i + 1 copies of G. To
create a Hamiltonian path in G′, we would need to connect these disjoint paths together
by visiting a vertex in the clique in between each subpath. But this would require at least
2i + 1 vertices in the clique. Hence, G /∈HP ⇒ G′ /∈HP ⇒ G′ /∈Ui (HP).
Now, letG ∈ HP.Wemust show that there is a Hamiltonian path inG′ even if an arbitrary
set of i edges is ﬁrst removed. There are three classes of edges that can be removed: edges
inside the copies of G, edges in the clique, and edges with one endpoint in the clique and
one endpoint in a copy of G. Call these removed edge sets E1, E2, and E3, respectively,
with |E1| = h, |E2| = k, |E3| = j and i = h+ j + k.
SinceG ∈ HP, in the absence of edge deletions we can cover the i + 1 copies ofG with
i+1 disjoint paths. By removingE1 fromG′, in the worst case we will need to use i+h+1
disjoint pathsP= {P1, P2, . . . , Pi+h+1}. We will construct a path inG′ that traverses each
of these paths in order, visits a vertex in the 2i-clique between successive paths, and then
ﬁnishes by tracing a path in the remaining vertices in the clique.That is, theHamiltonian path
will look likeP1−x1−P2−x2−· · ·−Pi+h−xi+h−Pi+h+1−xi+h+1−xi+h+2−· · ·−x2i
where the x’s are vertices in the clique K2i .
Let V1 be the set of vertices in the clique K2i . Let V2 ⊆ V1 be a set of k vertices such
that each edge in E2 has an endpoint in V2 (i.e., V2 covers E2). Also, order the paths in P
so that for t > j , neither endpoint of Pt is adjacent to an edge in E3.
After removing E3 from G′, there are still at least 2i − jj vertices in V1 adjacent to
every vertex in the paths. Let V3 be any j of these vertices. For 1 tj , connect paths Pt
and Pt+1 together with a vertex in V3. For j + 1 tj + |V2\V3|, connect Pt and Pt+1
10 A. Beacham, J. Culberson / Discrete Applied Mathematics 153 (2005) 3–24
together with a vertex from V2\V3; note that j + |V2\V3|j + |V2| = j + k i + h, so
we will be able to visit all the vertices in V2 by the end of this step. At this point, every
unvisited vertex in the clique, V4=V1\(V2∪V3), is adjacent to every vertex in all the paths,
so for j + |V2\V3| + 1 t i+ h we can connect Pt and Pt+1 together with vertices in V4.
Finally, if necessary we connect the free endpoint of Pi+h+1 with any unvisited vertex in
V4.We can now complete the path by visiting the remaining vertices in V1 becauseK2i[V4]
is a clique. 
Remark. Note that by adding an extra vertex to the clique in the proof, we can modify the
proof to obtain a reduction HP∝PMUi (HC).
Remark. Note that any Hamiltonian path in the graph G′ constructed in the proof of
Theorem 5.4 must contain a Hamiltonian path of at least one of the copies of G as a
subpath. Hence, simply ﬁnding an HP in a graph G ∈ Ui (HP) is as hard as ﬁnding a
Hamiltonian path in an arbitrary graph.
6. Unfrozen coloring
Our results for coloring are sufﬁciently complex thatwe award thema section of their own.
In the ﬁrst subsection we show how to determine whether or not a graph is Ui (k-COL) for
i( k2 ) in linear time, that is in O(m+n). In the second subsection we show thatU(k-COL)
is NP-complete. It follows that unless P=NP, for each k3 there exists an ik , 1< ik( k2 )
such that Uik (k-COL) ∈ P but Uik−1(k-COL) /∈P. In the third subsection we discuss a
conjecture that would close the gap between P and NP-complete for k3.
6.1. Polynomial time algorithms for i( k2 )
Trivially, if it is possible to form a (k + 1)-clique by adding i edges then G is not in
Ui (k-COL). Thus, if i( k+12 ) then Ui (k-COL) contains no graph on more than k vertices
and:
Lemma 6.1. For k3, 0 i < (k+12 )
Ui (k-COL) ⊆
{
G
∣∣∣∣∀H ⊆ V, nh = k + 1⇒ mh <
(
k + 1
2
)
− i
}
.
Throughout this section, given a subsetH ⊆ V, wewill usenh=|H | andmh=|E(G[H ])|.
It immediately follows that:
Lemma 6.2. If G ∈ U( k2 )(k-COL), then all connected components of G contain k
vertices.
The following lemmawill be useful in both the proof ofTheorem6.1 and in the subsequent
development of a fast algorithm to detect unfrozen instances.
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Lemma 6.3. If H ⊆ V, nhk + 1 and mhnh − 1 then there exists H ′ ⊆ H such that
nh′ = k + 1 and mh′k.
Proof. If nh = k + 1 then H ′ =H and we are done.
Otherwise, choose a vertex v of minimum degree . If 1 then delete v to obtain H ′
and observe thatmh′mh− 1nh′ − 1. If 2 thenmhnh/2nh so we can delete an
edge incident on v and still have mhnh − 1.
The proof is completed by induction on repeated deletions. 
Theorem 6.1. For k3 we have
U(
k
2 )(k-COL)= {G|∀H ⊆ V, nh = k + 1⇒ mhk − 1}.
Proof. Lemma 6.1provides the forward inclusion.
Suppose the theorem is false and let H ⊆ V be minimum such that adding ( k2 ) edges
to the induced subgraph G[H ] will produce a non-k-colorable graph G′. The minimum
degree ofG′ must be k, since otherwise we could color the remaining vertices (since H
is minimum) and then color v with a color not found on any neighbor of v.
Thus, the number of edges in G′ is at least nh/2 and so mhnh/2 − ( k2 ). From
Lemma 6.3we see that under the conditions of the theoremmhnh−2 given that nhk+1.
Deﬁne  by nh = k + 1+ . Then
nh − 2mh knh2 −
(
k
2
)
,
k + − 1 k(k + 1+ )
2
−
(
k
2
)
,
− 1 k
2
.
From this we obtain that < 0 for k3, which contradicts the supposition since nhk+ 1
is required to make G′ uncolorable. 
Theorem 6.1 tells us that U(
k
2 )(k-COL) may be solved in O(nk+1) time by checking for
the existence of a set of k + 1 vertices that induce k or more edges in G. However, we can
do much better.
Our goal is to determine the maximum U ⊆ V such thatmunu− 1.We begin with the
following easily proved observation:
Observation: If U ⊆ V is such that munu − 1 then:
1. If HU is a component in G and U ∩ H = ] then U ′ = U ∪ H has mu′nu′ − 1.
Thus, a maximal U satisfying munu − 1 will not contain partial components.
2. If H is a component and mhnh then U ′ =U ∪H has mu′nu′ − 1. Thus, a maximal
U will contain all non-tree components.
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3. If U contains a tree component T and there is a larger tree component T ′ such that
T ′ ∩ U =] then U ′ = U ∪ T ′\T has mu′nu′ − 1.
4. If munu and there is a tree component T not in U then U ′ =U ∪ T has mu′nu′ − 1.
Based on these it is easily veriﬁed that the following computes the (unique) largest set
U such that munu − 1. First, compute the union of all components H in which mhnh.
Call this subset U. It is straightforward to see that munu even if U = ]. The remaining
components are trees. We merge the trees in order of decreasing size into U one at a time
until mu = nu − 1 or all components are in U.
Then by Lemma 6.3 and Theorem 6.1 if nuk + 1 the graph is frozen, otherwise it is
not. Note that we do not actually require the union of the components, only the numbers.
Thus, we only need to compute and sort the components and then keep track of nu andmu.
Using a standard depth ﬁrst search algorithm we can identify and analyze the components
in O(n+m) time. Since the number of vertices in a component is less than or equal n, we
can enumerate the components of each order i in O(n) time and thus:
Theorem 6.2. U(
k
2 )(k-COL) can be solved in O(m+ n) time.
Interestingly, this time is independent of k.
6.2. U (k-COL) is NP-complete
The result will be proved using the following reduction sequence.
Theorem 6.3. NAE-3-SAT ∝PM U(3-COL)∝PM U(k-COL), k3.
For the ﬁrst reduction, given an instance Q = (V , C) of NAE-3-SAT, we will construct
a graph G such that Q has a satisfying assignment of its variables V if and only if G is
3-colorable.We will then complete the proof by showing thatG is 3-colorable if and only if
G+e is 3-colorable for any e ∈ E(Gc); i.e.,G is 3-colorable if and only ifG ∈ U(3-COL).
The second reduction is trivial, and is given in Lemma 6.4.
6.2.1. Construction of the U(k-COL) reduction graph G
As is typical, we use graph gadgets to model the clause and variable constraints of the
NAE-3-SAT.The colors used to 3-color the graphwill be {1, 2, 3}.Without loss of generality,
a single special vertex 3 is assumed to be given color 3. If the other vertices in a gadget
are given labels for reference purposes, those labels will be alphabetic.
Literal gadgets: A literal L in Q is represented in G as two independent vertices joined
to the distinguished vertex 3 ; see Fig. 2. Rather than calling the two possible states of
L true (T) and false (F), we will instead denote them by same (S) and different (D). In a
3-coloring of G, L has value S if the independent vertices a and b are assigned the same
color that is (1, 1) or (2, 2), and valueD if they are assigned different colors, (1, 2) or (2, 1).
Unless speciﬁed otherwise, when we say that a literal has a certain value, we do not
force any particular one of the two possible colorings of the literal. Thus, in the following
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L
a b
3
Fig. 2. A literal L.
x x
a b c d
e hf g
i j k l
m
3
Fig. 3. Both x and x cannot have value D.
sections, we must show that if the literals attached to a gadget have appropriate values, then
any coloring of the literals that encodes those values can be extended to a coloring of the
entire gadget.
In the graphs that follow, a literal gadget will be denoted by two independent vertices
surrounded by a box. The vertex 3 will normally not be shown. Note that for every
variable x in Q, both x and x will appear as literal gadgets in G.
A variable and its negation: The gadgets in Figs. 3 and 4 are used to ensure that a variable
x and its negation x are given different values in any valid 3-coloring of G.
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x x
i j
k
3
n
3
l m
e f
a b dc
g h
Fig. 4. Both x and x cannot have value S.
Fig. 3 ensures that G cannot be 3-colored if both x and x have value D. If they do, then
we see that all the vertices e, f, g, h are forced to have color 3. But then the 5-cycle ijklm
cannot be colored, since three colors are required but only two are available. On the other
hand, if at least one is colored S, then at least one neighbor of the 5 cycle is not colored 3,
and it is easy to see the cycle can be colored.
Fig. 4 ensures that x and x do not both take value S. If they do both have value S, then
two of the vertices in the set {e, f, g, h} are forced to be colored with color 3. But then one
of the triangles ijk or lmn cannot be colored, as all three vertices will be adjacent to a color
3 vertex. Provided at least one of x and x has value D, then the gadget can be colored with
three colors.
Literals in a clause do not all have value S: Given a clause (L1, L2, L3) inQ, we prevent
all three literals from taking the value S by using the gadget shown in Fig. 5. In this ﬁgure,
each literal is adjacent to two vertices connected by an edge. Then, for every possible choice
of picking one vertex from each vertex pair connected to a literal, we attach it to a “Not-
All-3” gadget of the type shown in Fig. 6. That is, we attach the following eight subsets of
vertices to the Not-All-3 gadgets: {ace, acf, ade, adf, bce, bcf, bde, bdf}.
In the Not-All-3 gadget, Fig. 6,A, B, andC are vertices outside the gadget. One Not-All-3
gadget will be attached to ace in Fig. 5, one will be attached to acf, and so on. We see that
Fig. 6 can be 3-colored if and only if at least one of the vertices A, B, or C is not given
color 3.
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L1 L2 L3
a b
ace
u v
c d
w x
e f
y z
acf bdf
Fig. 5. All three literals L1, L2, L3 cannot have value same. Note that there are 8 Not-All-3 gadgets:
{ace, acf, ade, adf, bce, bcf, bde, bdf}. These gadgets are shown in Fig. 6.
B'
C'
E
3
A B C
D
A'
Fig. 6. Not-All-3 Gadget. Not all of A, B, C can be colored 3.
If a literal has value S, then one of the two vertices connected to the literal is forced to be
colored 3. If all literals have value S, then one of the Not-All-3 gadgets will not be colorable.
Provided at least one literal has value D, we can assign its adjacent vertices colors 1 and
2, which ensures every Not-All-3 gadget is colorable. Hence, the clause gadget in Fig. 5 is
colorable if and only if at least one literal has value D.
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L2
L3
L1
3
Fig. 7. All three literals L1, L2, L3 cannot have value different.
Literals in a clause do not all have value D: To prevent all the literals in a clause from
having value D, we use the gadget shown in Fig. 7. We see that if every literal is colored
with two different colors, then every vertex in the 7-cycle is adjacent to a vertex of color 3.
But then we only have two colors available (1 and 2) to color the cycle, which is impossible.
Provided at least one literal has value S, we can set at least one of the vertices outside the
cycle to either 1 or 2, which allows us to color the 7-cycle.
Hence, this gadget is 3-colorable if and only if not all the literals in the clause have
value D.
Summary: Given an instance Q = (V , C) of NAE-3-SAT, we create a graph G by con-
structing a literal gadget (Fig. 2) for each variable and its negation in V. We then attach
complementary literals to the gadgets given in Figs. 4 and 3; this ensures they take on
different values. Then, for every clause c = (L1, L2, L3) ∈ C, we attach its literals to the
gadgets in Figs. 5 and 7. These two gadgets force there to be literals with differing values in
each clause.Altogether, we seeG is 3-colorable if and only ifQ has a satisfying assignment.
6.2.2. The colorability of G is unaffected by edge addition
We notice that provided the literal gadgets are colored in a way that corresponds to a
satisfying assignment of the underlying NAE-3-SAT instance Q, then we are guaranteed
to be able to 3-color all the gadgets in G. Furthermore, the gadgets are not affected by the
particular choice of encoding. That is, if literal L is supposed to have value same (S), then
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Table 1
Different colorings of the gadget in Fig. 3 given that the literals have certain ﬁxed values
x = S x = D Valid coloring of gadget
a b c d e f g h i j k l m
 1 1 1 2 2 3 3 3 3 1 2 1 2
 1 1 1 2 3 2 3 3 2 3 1 2 1
we can color its vertices as either (1, 1) or (2, 2). IfG could be colored when Lwas encoded
as (1, 1), then it can also be colored when it is encoded as (2, 2).
Additionally, if Q is a satisﬁable NAE-3-SAT instance, then we can invert the values of
every literal (that is, exchange S andD) inG, and still have a colorable graph.Also, once the
literals adjacent to a given gadget are colored, the gadget itself can be colored independently
of every other gadget in G.
These facts give G a certain amount of ﬂexibility to remain 3-colorable even when an
arbitrary edge is added to the graph. Our basic strategy to ﬁx problems introduced by a new
edge can be summarized as follows:
1. If necessary, invert the values on the literals.
2. If necessary, change the encoding on a few literals: (1, 1)↔ (2, 2), (1, 2)↔ (2, 1).
3. Use the fact that gadgets can be independently colored to ensure that one endpoint of
the new edge has a choice of two possible colors independent of the color of the other
endpoint.
Item 3 tells us that for a new edge between gadgets, wewill be able to color the vertices on
either end of the edge different colors. For edges within gadgets, wewill exhibit colorings of
those gadgets that show every ﬁxed pair of vertices within that gadget can be given different
colors.
Edges connected to literals: If an edge is added between vertices a and b in a literal gadget
(Fig. 2), then the literal is forced to have value D. Flip the value of all literals if needed to
ﬁx this problem.
If an edge is added between two literal gadgets, change the colors on one of the literals (if
needed) between (1, 1)↔ (2, 2) or (1, 2)↔ (2, 1) as needed to make the edge irrelevant.
Finally, if an edge is added between either of the vertices in a literal and a vertex in any
other gadget, ﬁx the problem in the other gadget (see subsequent paragraphs).
Edges to the gadgets that enforce x = x: Consider an edge with exactly one endpoint
inside the gadget (Fig. 3) that forces at least one of x and x to have value S. In what follows,
we can set the value of a particular literal by ﬂipping the value of all literals. We do not
consider the vertices in the literals to be part of the gadget.
By comparing colorings  and  in Table 1, we see that every vertex in the gadget except
for g and h can be given one of two different colors independently of any other gadget. If
we wish to give g and h the same option, we just ﬂip the values of all literals so that x = S,
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Table 2
Different colorings of the not both same gadget in Fig. 4 given that the literals have certain ﬁxed values
x = S x = D Valid coloring of gadget
a b c d e f g h i j k l m n
 1 1 1 2 2 3 2 1 3 2 1 3 1 2
 1 1 1 2 3 2 2 1 1 3 2 2 3 1
x = D. Note that the colorings on the literals are ﬁxed, so connections between the gadget
and any literal vertex in G can also be repaired.
If both endpoints are within the gadget (Fig. 3), we notice that coloring  in Table 1 allows
any edge within the gadget except for those in the set {ek, em, fg, fh, ﬁ, gh, gi, hi, jl, km}.
Of these 10, all but {ﬁ, gh, km} have different colored endpoints under coloring . These
last three edges can be accommodated by swapping the values of x and x (and every other
literal as well), and then using a symmetry argument. For instance, by symmetry ﬁ is the
same as gl, which means that edge ﬁ can be accommodated by setting x = D, x = S.
Next, consider adding an edge to G which has exactly one endpoint in the gadget
(Fig. 4) that ensures at least one of the literals x and x has value D. As in the previous
case, we will ﬁx the colorings on the two literals by ﬂipping the entire solution and recol-
oring x and x as required. We will set x = (1, 1)= S, x = (1, 2)= D.
In Table 2, we see that every vertex except for g and h can be given one of two different
colors independently of vertices in any other gadget once the literal colorings have been set.
If we have an edge connected to g or h, we just ﬂip the values on x and x and use symmetry
to show that g and h can be given different values.
As for an edgewith both endpoints in the gadget,wenotice that coloring inTable 2 allows
any edge within the gadget except for those in the set {ej, eg, en, f l, gn, gj, hk, hm, if , il,
jn, km}. Of these 12, all but ej and ﬂ have different colored endpoints under coloring .
These last two edges can be accommodated by swapping the values of x and x (and every
other literal as well).
Hence, if G is colorable, then G + e is also 3-colorable for any edge e with at least one
endpoint in a gadget of the types given in Figs. 4 and 3.
Edges attached to clause gadgets: Not-All-D-Gadget. Consider the clause gadget shown
in Fig. 7 which ensures that not all of the literals in a clause (L1, L2, L3) can have value
different (D).We will ﬁrst consider the problem of adding edges within the gadget; as usual,
the vertices in the literals do not count as part of the gadget.
Note that if the gadget can be colored, then it is always possible to color all but one of
the vertices (call the exception “v”) outside the 7-cycle with color 3. In order for vertex v
to have a color other than 3, it will need to be adjacent to a literal with value S; any of the
six vertices outside the cycle that are not the 3 vertex can be v by ﬂipping the values of
all the literals (if necessary).
Case I (Edge with both endpoints inside the 7-cycle): Color one of the endpoints 3; this
can always be done by ensuring that it is adjacent to the vertex v mentioned above. 2-color
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Table 3
Valid colorings of the Not-All-3 gadget (Fig. 6)
Coloring of cycle given A= 1, B = 2, C = 3
A′ B ′ C′ D E
3 1 2 2 1
2 3 1 1 2
the rest of the cycle with colors 1 and 2. Since the edge is incident on a vertex of color 3
and a vertex of color 1 or 2, it is not violated.
Case II (Edge with one point in the cycle, one outside): Ensure that the endpoint outside
the cycle is not v. Then there exists a way to give the endpoint in the cycle color 1, and the
endpoint outside the cycle (which is adjacent to one of the literals) color 3.
Case III (Edge with both endpoints outside the cycle): Let one of the endpoints be
the special vertex v. Then that vertex will have color 1 or 2, while the other endpoint has
color 3.
Case IV (Edge with one endpoint outside the gadget, one inside the 7-cycle). Provided
the vertex in the cycle is not adjacent to the vertex v, we can give the cycle vertex either
color 1 or 2 independently of the other endpoint. Thus, the graph can be colored so that the
edge is not violated.
Case V (Edge with one endpoint outside the gadget, one in the gadget but outside the
cycle): Notice that provided the vertex in the gadget is adjacent to a literal with value S, it
can be given one of two colors: 3 and one other which depends on how the literal is colored.
Thus, the gadget can be colored independently of the other endpoint in a way that ensures
the new edge is not violated.
Edges attached to clause gadgets: Not-All-S-Gadget.We will ﬁrst investigate the proper-
ties of the Not-All-3 gadget shown in Fig. 6. Remember that our full clause gadget (Fig. 5)
contains eight different Not-All-3 gadgets. Each of the Not-All-3 gadgets is attached at its
connection points (A, B, C) to (in turn) one of the two vertices adjacent to each of the three
literals L1, L2, L3. Note that if the connection vertices are colored A = 1, B = 2, C = 3,
then the 5-cycle within the gadget can be colored in two different ways (Table 3).
Notice that once the literal values have been ﬁxed, any vertex in the Not-All-3 gadget
can be given one of two colors independently of any other gadget. Thus, if we add an edge
with one edge in the gadget and one outside it, we can still color G so that the edge is not
violated. As for edges entirely within a Not-All-3 gadget, we see that the two colorings
given above allow us to accommodate any new edge except forC′D. This edge can be dealt
with by choosing the connection points to be colored as A= 3, B = 2, C = 1.
Note that it is always possible to set the connections on a Not-All-3 gadget to A = 1,
B= 2, C= 3. C is adjacent to literal L3; thus, set L3 to value S by ﬂipping the values of all
literals if necessary. Then, we can recolor literals L1 and L2 while still keeping their values
(S or D) constant so that A and B are colored 1 and 2, respectively. From previous results,
we know that these recolorings will still allow all other gadgets in G to be 3-colored.
For edges with at least one endpoint in the clause gadget (Fig. 5) that is not also in one
of the Not-All-3 gadgets (Fig. 6), we merely need to ensure that one endpoint is incident
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on one of the vertices next to the literal with value S. In this case, the vertex can be given
either color 3 or one of the set {1, 2}. This can be done independently of any other gadget,
except for the eight Not-All-3 gadgets shown in the diagram. This technique also ﬁxes the
case where an edge is added with both endpoints inside the gadget. If the edge is connected
to one of the eight Not-All-3 gadgets, we use the techniques shown above to resolve the
problem.
Lemma 6.4. U(3-COL)∝PMU(k-COL).
Proof. We simply add a (k − 3)-clique K to the graph and then add all possible edges
between K and the vertices of G. 
This completes the proof of Theorem 6.3. 
6.3. Towards tightening the boundary
On less sure footing is the conjecture that Theorem 6.1 tells us the exact point where
Ui (k-COL) becomes polynomial. Once i drops below f (k, k)= ( k2 ), graphs in Ui (k-COL)
are not required to consist of small components. Furthermore, the existence of large girth
(k + 1)-chromatic graphs (see Jensen and Toft [15, Chapter 1.5]) tells us that checking for
subsets of k + 1 vertices that induce a clique after i edges are added is insufﬁcient—there
are graphs not in U(
k
2 )−1(k-COL) that pass this test. Without proof, we state our suspicions
as Conjecture 6.1.
Conjecture 6.1. Ui (k-COL) /∈P for i < (k2 ).
Proving that U(
k
2 )−1(k-COL) is NP-complete via a many-to-one reduction is likely to be
quite difﬁcult. Such a reduction must involve the construction of large girth components,
since any component containing k+ 1 or more vertices must have girth greater than k+ 1:
a smaller girth would violate the conditions of Lemma 6.1. Note that such a reduction
could not be made up of only small disconnected components. Suppose every component
of G has size f (k) ln n for a function f (k). Adding at most ( k2 ) − 1 edges means the
largest connected component would have at most ( k2 )f (k) ln n vertices. Thus, membership
in U(
k
2 )−1(k-COL) can be computed by brute force in
O



 (n2 )(
k
2
)
− 1

 k( k2 )f (k) ln n

 nO(k2f (k) ln k) (for ﬁxed k)
which is polynomial in n for ﬁxed k.
Suppose k= k(n) ∈ (1), but not too large, since a k-chromatic graph must have girth at
most 2 log n/ log(k − 2)+ 2 [11] and in our case gk + 1; say for example k =√log n.
Then U(
k
2 )(k-COL) is still in P by our algorithm since its running time is independent of
k. But it is unclear whether U(
k
2 )−1(k-COL) is in NP; what polynomial certiﬁcate can we
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provide, since listing all the size k subsets of edges is not polynomial? Thus, the transition
may be greater than from P to NP.
7. The complexity of maxc
We observe that if X is any of the properties in the standard list in Section 2 then the
maximally constrained version of the property, maxc(X), is in the complexity class P. The
proofs consist of verifying that the following must hold for each instance in the class (for
n sufﬁciently large) and noticing that such instances are easily recognizable by polynomial
time algorithms:
maxc(HC): Gc is an n-cycle.
maxc(k-COL): G is k-partite complete.
maxc(k-IS): the only non-edges are in the k independent set.
maxc(k-SAT): every k set of variables has exactly 2k − 1 clauses, and the clauses force
a unique solution.
maxc(NAE-k-SAT): every k set of variables has 2k − 2 clauses, the missing clauses
on each set have complementary literals, and together the clauses force a unique pair of
complementary solutions.
A quick glance through [14] shows that for many other “natural” graph properties, such as
graph bipartition, the corresponding maxc property is in P. However, the obvious conjecture
that maxc(X) is in P for any monotonic X ∈ NP seems likely to be false because of the
following.
Theorem 7.1. maxc(k-CSG) is isomorphism complete.
Lemma 7.1. Let G =G1 ×G2 and k = |V1| = |V2|. If G ∈ k-CSG then the V ′ such that
G[V ′] ⊆ Gc[(V1 ∪ V2)\V ] has either V ′ ⊆ V1 or V ′ ⊆ V2.
Proof. Suppose V ′ is composed of m (0<m<k) vertices from V1 and k − m vertices
from V2. Then G[V ′] is a connected graph while Gc[V \V ′] is disconnected, so G[V ′]
Gc[V \V ′]. 
Lemma 7.2. Formaxc(k-CSG), if k <n/2 then the problem can be reduced in polynomial
time to a case where k′ = n′/2.
Proof. If G ∈ maxc(k-CSG), then there exist disjoint subsets of vertices V ′, V ′′ ⊆ V ,
|V ′|=|V ′′|=k such thatG[V ′]Gc[V ′′]. SinceG is maximal, every vertex inV \(V ′ ∪V ′′)
must have degree n− 1. Thus, to check if a given graph G has the property maxc(k-CSG)
where k <n/2, we can ﬁrst remove n − 2k vertices of degree n − 1 from G to reduce the
problem to one where k = n′/2. If there are not that many vertices of large degree in G,
then we conclude G /∈maxc(k-CSG). 
Deﬁnition. R is the relation on the vertices V of a given graph G deﬁned by uRv ⇐⇒
uv /∈E. Set vRv ∀v ∈ V . The equivalence relation ∼ is the transitive closure of R.
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Lemma 7.3. If G1G2 and G =G1 ×Gc2, then ∃ an equivalence class C ⊆ V under ∼
such that G[C] =G1 or G[C] =Gc2.
Proof. Clearly, if u ∈ G1, v ∈ Gc2, then u /∼ v. Thus, for any equivalence class u of ∼,
either u ⊆ V1 or u ⊆ V2. Therefore, the equivalence classes of ∼ partition both V1 and
V2. Now, suppose G1 = G[u] for any u ∈ V . Then G1 = G[u1] × G[u2] × · · · × G[um]
for some vertices u1, u2, . . . , um ∈ V1. But then Gc2Gc1 is a disconnected graph, which
implies V2 = v for some v ∈ V2. 
Proof (ofTheorem7.1). ( ISO∝PTmaxc(k-CSG))Given twographsG1,G2 with |V1|=|V2|,
and |E1| = |E2|, let G=G1 ×Gc2. By Lemma 7.1 G ∈ maxc(k-CSG) ⇒ G1G2.
(maxc(k-CSG)∝PT ISO) By Lemma 7.2, we need only consider the case where k = n/2.
In this case G ∈ maxc(k-CSG) ⇐⇒ ∃V ′ ⊆ V such that G = G[V ′] × G[V \V ′] and
G[V ′]Gc[V \V ′]. In polytime compute the equivalence classes of G with respect to the
relation∼. By Lemma 7.3, ifG ∈ maxc(k-CSG), then ∃ an equivalence class v of size n/2.
Let V ′ = v. Then G ∈ maxc(k-CSG) ⇐⇒ every vertex in V ′ is adjacent to every vertex
in V \V ′ and G[V ′]Gc[V \V ′], which requires the isomorphism test. 
We also note:
Theorem 7.2. k-CSG ∈ NP-complete for k = n/2.
Proof. We already have k-CSG ∈ NP, so we will complete the proof by showing that
HC∝PMk-CSG. LetG be any graph, and letG′ be the complete join of a cycle on n vertices
and the complement ofG;G′ =Cn×Gc. ThenG contains a Hamiltonian cycle if and only
if G′ ∈ k-CSG.
(⇒) If G contains a Hamiltonian cycle, then setting V ′ to the vertices in the n-cycle
gives us G′[V ′] ⊆ G′c[V \V ′].
(⇐) If G′ ∈ k-CSG, then by Lemma 7.1 it follows that either Cn ⊆ G, or Gc ⊆ Ccn. If
Cn ⊆ G then we are done. On the other hand, if Gc ⊆ Ccn then for every non-edge in Ccn
there is a corresponding non-edge in Gc ⇒ Cn ⊆ G. 
After much searching, we found the following, rather unsatisfying, NP-hard maxc
problem. Let  be the maximum degree of a graph.
Theorem 7.3. maxc(3-COL and 4) is NP-hard.
Proof. 3-COL with  = 4 is known to be NP-complete [14]. To convert an instance to
our maxc, simply add K4,4’s by breaking an edge and joining the free ends to vertices
of degree less than 4, until all vertices are of degree 4. 3-colorability is preserved, with
maximality being on degree. It is unlikely this is in NP since in general we have to prove
non-3-colorability under the addition of some edge. 
We consider this example unsatisfactory from the viewpoint that we obtain a hard maxi-
mal problem by maximizing on a polynomial property. The following theorem makes this
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more obvious by showing that several combinations of NP-complete properties become
polynomial when taken to the extreme.
Theorem 7.4. For the pairs HC and k-COL, HC and j -IS, k-COL and j -IS, maxc of the
pair is in P (for ﬁxed k).
Proof. We only outline the proof ideas. Keep in mind that HC must be deﬁned on the
complement graph to be consistent with k-COL and j -IS. Let G ∈ maxc(3-COL and
HC). Since G is k-colorable, its vertices can be split into k independent sets C1, . . . , Ck
corresponding to the color classes. As G is maximal, all edges possible between the color
classes will be in G, with the exception of those non-edges (edges in Gc) needed to have a
Hamiltonian cycle inGc. As the Ci’s are cliques inGc, we will have propertyHC provided
we can get from one clique to another so as to complete a cycle. SinceG is maximal, every
non-edge between color classesmust be used by every Hamiltonian cycle inGc, so we never
require more than two edges between any pair of cliques. Since k is ﬁxed, there are a ﬁxed
number of possible connection conﬁgurations of the k cliques, and so the conclusion. (The
number of conﬁgurations is exponential in k.)
For k-COL and j -IS the graphmust be either (1) k-bipartite complete, with the additional
proviso that the largest of the independent sets is of size at least j (topping out on k-COL),
or (2) have a j -IS and at most k−1 other vertices with all possible edges other than between
pairs in the independent set.
ForHC and j -IS the complement of the graph must be a j -clique and a set of paths each
ending on points in the clique, such that the remaining vertices are covered. 
Themaxc(3-COL and 4) problemdoes bear some relation to the generation of hidden
solution instances and it might be worthwhile to experimentally consider hidden solution
instances in which edges are added until the maximum degree bound is reached.
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