However, a lot of problems have not yet been investigated. In the present paper we try to collect the, in our eyes at this moment, most interesting problems on covering and we give answers to some of them. The most important results in this paper can be obtained in rather simple ways from existing literature. First we show that in spite of some remarks in the literature the possibility to cover context-free grammars by context-free grammars in Greibach normal form is an open question. Another result we present says that each LR(k) grammar is right covered by a non-left-recursive LR(1) grammar or (in case the language is prefix-free) by a strict deterministic grammar (notice that strict deterministic grammars are not left-recursive).
The organization of this paper is as follows. This section concludes with some preliminaries. In the secco~Iseetion we present some results and open problems on the covering of (arbitrary) cfg's by cfg's in GNF (Greibach normal form) and by cfg's in a non-left-recursive form. In the third section we show, and illustrate with examples, some properties of the relationship between parsability and covers. In the fourth section we have some remarks and results for cover problems for the class of LR(k) grammars and some of its subclasses.
PRELIMINARIES

Definition 1.1 (normal forms)
A context-free grarmar (cfg) is denoted by the four-tuple G = (N,T,P,S). We make the following conventions. Elements of T are denoted by a,b,c, etc.~ u,v,w, etc. denote elements of T*; ADB,C , etc., denote elements of N; X,Y,Z, etc. denote elements of V = N u T; and G,~,X, etc., denote elements of (N u T)*, The empty string is denoted w by e. The notation G ~> 8 is used for a leftmost derivation of 8 from ~; r > 8 denotes a z%ghf2nost ~uation. A efg G is said to be unc~nbi~uous if each sentence has exactly one leftmost derivation. Otherwise G is said to be ambiguous. G is said to be cycle-free if there is no deri-+ ration A > A, for any A { N. Cfg G is said to be e-free if there are no productions, exceptfor S + ~, of the form A + g in P. A nonterminal A is said to be left-recur8ire if A ~> A~ for some G e V*. A cfg G is said to be left-recursive if there is at least one left-recursive nonterminal. Cfg G is in pseudo-Greibach normal form (pseudo-GNF) if every production is of the form A ÷ a~, where a ~ T and ~ ~ V*.
If e e N then G is said to be in GNF.
Definition 1.2. (homomorphism)
Let T I and T 2 be two alphabets. Let f be a function, f: T I + T 2 ;f is extended to a w, homomorphism f': TI+ + T 2 by letting f'(ala 2 .... a n ) = f(al)f(a2)...f(an) ~ for ala2...an ~ TI+; f' is said to be fine if for each a e TI f'(a ) e T 2 u {e}. Other definitions and notations will be given on the places where they are needed or the reader is referred to literature. All cfg's in this paper are assumed to be reduced.
TO COVER OR NOT TO COVER.
Before we give in this and in coming sections ou~in general rather negative, results on the covering of context-free grammars, we want to start with a more posi- of cover by a finite transducer mapping there is no such a cover. Intuitively we agreed with this, but in our paper Nijholt [16] we asked for a proof. There is no such proof. The following cfg G is in GNF and right covers G O . Below we list the productions of G; the start symbol is S', each production is followed by its image under the cover-homomorphism.
O. S' ÷ 0 (2) I, S' + I (3)
(1) 12 . S ÷ 0D" (s)
S + 1c" (E)
14. S ÷ 0DS (S)
15.
S + OFS (s)
S + 1CS (e)
17.
S ÷ 1ES (s)
18. The proof that G right covers cfg G O is straightforward and is therefore omitted.
Although the long list of productions suggests the contrary G can be derived from G O in a rather intuitive way. In Gray & Harrison [4] there is a theorem which states that cfg G O can not be right covered by a cfg in GNF (pseudo-GNF) under a fine coverhomomorphism. Their proof is not correct since their claim 3 is incorrect. However, to show that there exist efg's which cannot be right (or left) covered by a cfg in GNF we can look at more simple grammars. For example, the unambiguous cfg G I with only productions 0. S + A and I.A ~ a can not be right (left) covered by a cfg G' = (N',T,P',S') under a fine cover-homomorphism h, since such a cover-homomorphism should map the only production S' ÷ a on 01, hence h car_. not be fine.
Corollary 2.1
Not every cfg can be right (left) covered by a efg in GNF under a fine cover-homomorphism.
Arbitrary cover-homomorphisms (i.e. not necessarily fine) lead to more interesting problems. First we list a few properties of covers.
V* R Notation: Let G { then G ms the string G written in reversed order. 
Corollary ~.3,
Not every cfg can be right (left) covered by an e-free cfg.
There remains the question: Can each unambifuous cfg be right (left) covered by an g-free cfg?
Instead of GNF we can consider the less restricted class of efg~s which are not leftreeursive. Then we have from Nijholt [16] the following result.
Corollary 2.4.
Each cfg which is c-free and cycle-free is right covered by a non-left-recursive cfg.
The following lemma can easily be obtained from the usual tranformation of a nonleft-recursive cfg to a cfg in GNF (see for example Aho & Ullman [I]), therefore the proof is omitted.
Lemma 2.3.
Each unambiguous and s-free non-left-recursive grammar is left covered by a cfg in GNF.
Notice that the condition of unambigulty is necessary, see for example the non-leftrecursive cfg G I mentioned above which cannot be left covered by a cfg in GNF.
In section 4 we return to some of the questions here but then for more restricted classes of cfg's.
PARSABILITY AND COVERS.
For the formal definitions of some notions in this section we refer the reader to Aho & Ullman [I] and Nijholt [17] . A deterministic pushdown transducer P (dpdt)
is said to be a valid dpdt for cfg G if P acts as a parser for G. P may for example We can use the idea of parsable grammars to show the impossibility of certain covers.
Lena 3.1.
(i) Suppose cfg G is not left parsable. Then G cannot be left covered by a left parsable grammar.
(ii) Suppose cfg G is not right parsable. Then G cannot be right covered by a right parsable grammar.
Proof. (sketch) Part(i). Suppose there exists G', G' left covers G under cover-homomorphism h and G' is left parsable. Hence there exists a valid dpdt P' for G' which acts as a left parser. By applying h to the output of P' we obtain a new dpdt P which is, since G' left covers G, a valid dpdt for G, hence G is left parsable. This contradicts the assumption that G is not left parsable. In Nijholt [20] it is shown that each simple chain grammar can he transformed to a simple LL (1) 
COVERS AND DETERMINISTIC GRAMMARS.
In this last section we give some remarks on problems and results for the covering of LR(k) grammars and of grammars belonging to subclasses of the class of LR (k) grammars. In the preceeding section we already saw two (negative) results. From example 3.1. it follows that not every LR(k) grammar which generates an LL(k) language has an left covering LL(k) grammar.
In Lomet [12] and in Ge!ler , Harrison & Havel [2] it is shown that each LR(k) language may be given an LR (1) The following result can also be obtained from Nijholt [17] ; here we prefer to use some other results. Let G = (N,T,P,S) be an LL(k) grammar. Let p be the total number of productions in P. Then construct a new cfg G' = (N',T,P',S) where N' = N u {H i I 1~igp} (the Hi's are newly {ntroduced nonterminals); P' = P u {H. * ~ I 1~i~p). In Hunt III& Szymanski [11] it is proved that G' is LL(k) i if and only if G is LL(k). One can easily prove that G' right-to-left covers G.
Since G' is LL(k) and hence LR(k) we have
Corollary 4.2.
Each LL(k) grammar is right-to-left covered by an LR(k) grammar.
In this corollary we can replace, with the aid of corollary 4.1. LR(k) by LR(1) (or SD). The last result in this section is obtained from Geller, Harrison & Havel [6] .
The transformation given there to obtain a SD-grammar in GNF from a SD-grammar yields a left cover.
