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Abstract
We completely solve the problem of classifying all one-dimensional quantum potentials
with nearest- and next-to-nearest-neighbors interactions whose ground state is Jastrow-
like, i.e., of Jastrow type but depending only on differences of consecutive particles. In
particular, we show that these models must necessarily contain a three-body interaction
term, as was the case with all previously known examples. We discuss several particular
instances of the general solution, including a new hyperbolic potential and a model
with elliptic interactions which reduces to the known rational and trigonometric ones in
appropriate limits.
Keywords: Short-range Calogero–Sutherland models; Jastrow-like ground state;
elliptic potential.
1. Introduction
Since their introduction in the early 70’s, the quantum integrable many-body models
of Calogero [1] and Sutherland [2, 3] have been extensively studied due to their con-
ceptual simplicity and their outstanding properties. In fact, the fundamental character
of these models is attested by their appearance in such diverse areas as soliton the-
ory [4, 5], orthogonal polynomials [6–8], random matrix theory [9–11], fractional statistics
and anyons [12, 13], quantum Hall effect [14, 15], conformal field theory [16–18], general
relativity [19, 20], hydrodynamics of cold atomic gases [21], and quantum quenching [22].
A remarkable feature of the Calogero and Sutherland models is that their ground-
state wave function ψ is factorized over the AN−1 root system, i.e., is of the form
ψ(x) ∝
N∏
i=1
ρ(xi) ·
∏
16i<j6N
χ(xi − xj). (1.1)
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Here x ≡ (x1, . . . , xN ) and
ρ(x) = e− 12ωx
2
, χ(x) = |x|a
for the (harmonic) Calogero model, while
ρ(x) = 1 , χ(x) = | sin x|a
for the Sutherland model (with ω > 0 and a > −1/2). As first noted by Sutherland [2, 23],
this property makes it possible to compute in closed form certain correlation functions
of the latter models by exploiting their connection with random matrix theory. Indeed,
for Calogero’s model ψ2 coincides with the joint probability density of the eigenvalues
of the Gaussian orthogonal, unitary and symplectic ensembles respectively for 2ω =
2a = 1, 2, 4, while the same relation holds for the ground state of the Sutherland model
and Dyson’s circular unitary ensembles (with eigenvalues parametrized as e2ixk) [24].
Later on, Dyson [25] showed how to construct analogues of the Gaussian ensembles
with eigenvalues distributed according to ψ2 in Eq. (1.1), with essentially arbitrary ρ
and χ(x) = |x|β/2 (as usual, β will be assumed to take the values 1, 2, 4 for the orthogonal,
unitary and symplectic ensembles, respectively).
In view of these results, it is natural to look for the most general quantum Hamiltonian
of Calogero–Sutherland (CS) type (i.e, with one- and two-body long-range interactions)
whose ground state is of the form (1.1). A restricted version of this problem (with ρ = 1)
was already formulated by Sutherland himself [2], who later found a solution thereof
with an elliptic two-body interaction potential [26, 27]. Shortly afterwards, Calogero [28]
showed that this is in fact the most general solution of this restricted problem. The
general problem (with ρ not necessarily equal to 1) was tackled by Inozemtsev and
Meshcheryakov [29], who claimed to have found a complete solution. A decade later,
however, Forrester [30] found a model of CS type whose ground state, which exhibits long-
range crystalline order in the thermodynamic limit, is of the factorized form (1.1) and
yet did not appear in the classification of Ref. [29]. The latter classification was finally
completed several years later by Koprucki and Wagner [31], who obtained Forrester’s
model as a particular case.
The probability distribution pβ(s) of the (normalized) spacing s between two con-
secutive eigenvalues of the Gaussian β-ensembles is approximately given by Wigner’s
surmise pβ(s) = Aβsβe−cβs
2 , where the positive parameters Aβ , cβ are fixed by normal-
ization and the condition that the mean spacing be equal to 1 (see, e.g., Refs. [32, 33]).
By contrast, it has been conjectured [34] that the spacings distribution of a “generic”
quantum integrable model is Poissonian, i.e., p(s) = e−s. The latter distributions are
actually obeyed by the spectra of a wide range of either fully chaotic or completely in-
tegrable systems [32]. However, for certain so-called pseudo-integrable systems (like, for
instance, the Aharonov–Bohm billiard [35] and the three-dimensional Anderson model
at the metal-insulator transition point [36]) the spectrum statistics (in particular, the
spacings distribution) was found to be quite different from those of either chaotic or
generic integrable systems (see, e.g., Refs. [37, 38]). In the late 90’s, Bogomolny, Gerland
and Schmit [39, 40] tried to account for this discrepancy by assuming that for the latter
systems the probability density p(λ1, . . . , λN ) of the eigenvalues λk (in a finite range of
the spectrum) is given by a nearest-neighbors version of the joint probability distribution
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of the eigenvalues of the Gaussian β-ensembles, namely1
p(λ1, . . . , λN ) ∝
N∏
i=1
e−
β
2 λ
2
i ·
N−1∏
i=1
|λi − λi+1|β .
If we identify the eigenvalue λk with the coordinate xk of a quantum particle, the above
distribution is the probability density of the ground state of the N -body Hamiltonian
H = −
N∑
i=1
∂2
∂x2i
+ ω
N∑
i=1
x2i +
N−1∑
i=1
2α(α− 1)
(xi − xi+1)2 −
N−1∑
i=1
2α2
(xi − xi+1)(xi+1 − xi+2) ,
with 2α = 2ω = β [41]. Note that, by contrast to the Calogero model, the latter
Hamiltonian features only nearest-neighbors (two-body) and next-to-nearest-neighbors
(three–body) interactions among the particles. Proceeding in a similar way with the
joint probability density of the eigenvalues of Dyson’s circular ensembles one obtains
a nearest-neighbors version of the ground state of the Sutherland model, which is the
ground state of a quantum many-body Hamiltonian with trigonometric two- and three-
body near-neighbors interactions. This connection between random matrix theory and
quantum many-body models with near-neighbors interactions of Calogero–Sutherland
type has in fact spurred the construction of further such models (including particles with
spin and interactions of arbitrary finite range) and the study of their properties (see, e.g.,
Refs. [42–46]).
The purpose of this paper is to classify all quantum many-body models in one di-
mension with nearest- and next-to-nearest-neighbors (translation invariant) interactions
whose ground state factorizes as in Eq. (1.1), but with the differences xi − xj replaced
by the nearest-neighbors differences xi − xi+1. As we have just remarked, these models
include the versions of the Calogero and Sutherland Hamiltonians with near-neighbors
interactions introduced in Ref. [41]. In other words, our goal is to perform the near-
neighbors analog of the well-known classification of CS-type models with a factorized
ground state of the form (1.1), started by Sutherland and Calogero and ultimately com-
pleted by Koprucki and Wagner. We shall present the general solution of this classifi-
cation problem, both for motion on the real line and on a circle. By contrast with the
corresponding problem featuring long-range interactions, this general solution depends
on an arbitrary function of one variable and (for motion in the real line) an arbitrary
positive parameter. Moreover, we shall show that the three-body term appearing in all
previously known examples is unavoidable. In other words, this term must necessarily be
present in any potential whose ground state is of the sought-for form. We shall also see
that the general solution contains an elliptic potential which yields in a suitable limit the
rational and trigonometric models introduced in Ref. [41], as well as a new hyperbolic
model akin to the long-range one discussed by Forrester [30].
We shall finish this Introduction with a brief outline of the paper’s organization. In
Section 2 we obtain a solution of the classification problem depending on an arbitrary
function, and prove that the three-body term that it contains cannot be expressed as an
1More precisely, the latter authors considered a periodic version of this density obtained by discarding
the first factor, whose contribution is negligible in the limit N → ∞, and adding an interaction term
between the first and last particles.
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external potential plus a two-body term. We show in Section 3 that there is no other
solution, thus completing the proposed classification. Section 4 is devoted to verifying
that the factorized eigenfunction associated with this solution is actually the (square-
integrable) ground state of the corresponding Hamiltonian, provided that the arbitrary
function which appears in the solution satisfies some natural physical requirements. In
Section 5 we discuss some particular models included in the general solution, recovering
the rational and trigonometric potentials of Ref. [41] and introducing the new hyperbolic
and elliptic models mentioned above. The paper ends with a concluding section where
we summarize our results and indicate possible future developments.
2. General solution
We shall consider quantum many-body Hamiltonians of the form
H = −
N∑
i=1
∂2
∂x2i
+ V (x1, . . . , xN ) , (2.1)
where the potential
V (x) =
∑
i
V1(xi) +
∑
i
V2(xi − xi+1) +
∑
i
V3(xi − xi+1, xi+1 − xi+2) (2.2)
features at most three-body near-neighbors translation invariant interactions. We shall
assume that the particles move either on a circle or on the real line. In the first case the
coordinates xi are typically angular variables, and the particles 1 and N are considered
to be nearest neighbors. In particular, in this case all sums and products will be assumed
to run from 1 to N , with the identifications xN+k ≡ xk for all k ∈ Z. On the other hand,
when the particles move on the real line the coordinates xi are unbounded, and we shall
not make the latter identifications. Thus in this case all sums and products will be taken
to run over the largest meaningful range between 1 and N . For instance, in this case
∑
i
V1(xi) ≡
N∑
i=1
V1(xi) ,
∑
i
V2(xi − xi+1) ≡
N−1∑
i=1
V2(xi − xi+1) ,
and, in general,
∑
i
f(xi, xi+1, . . . , xi+k) ≡
N−k∑
i=1
f(xi, xi+1, . . . , xi+k) . (2.3)
With this convention, we will be able to present the results for the cases of motion on
the circle or on the real line in a unified way.
Our goal is to classify the many-body potentials of the form (2.2), both on a circle
and on the real line, for which H admits a ground state ψ(x) of the form
ψ(x) =
∏
i
ρ(xi) ·
∏
i
χ(xi − xi+1) . (2.4)
Here ρ and χ are two functions of one variable such that ψ is square-integrable. In
other words (cf. Eq. (1.1)), the wave function (2.4) factorizes over the (positive) simple
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roots of the AN−1 root system. We shall say that such a wave function is Jastrow-
like, by analogy with the usual Jastrow-type form (1.1). We will show that there is no
solution featuring only two-body interactions, while the general solution with three-body
interactions depends on a constant and an arbitrary function of one variable. The latter
solution includes the well-known (rational and trigonometric) potentials of Refs. [41, 43,
44, 47, 48] and their hyperbolic counterpart, as well as a new elliptic potential which
encompasses the previously known ones.
Imposing that ψ(x) in Eq. (2.4) be an eigenfunction of the Hamiltonian (2.1) with
energy E we readily obtain
V (x)− E =
∑
i
(
τ2(xi) + τ ′(xi)
)
+ 2
∑
i
(
ϕ2(xi − xi+1) + ϕ′(xi − xi+1)
)
+ 2
∑
i
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)− 2∑
i
ϕ(xi − xi+1)ϕ(xi+1 − xi+2), (2.5)
where the one-variable functions τ and ϕ are by definition the logarithmic derivatives of
ρ and χ, i.e.,
τ(x) ≡ ρ
′(x)
ρ(x) , ϕ(x) ≡
χ′(x)
χ(x) . (2.6)
Here and in what follows we shall assume that ϕ′ is not identically zero, since other-
wise ψ(x) is a product of one-particle states and there is no interaction between the
particles. We shall also assume, for simplicity’s sake, that τ and ϕ are meromorphic
functions.
It is readily apparent from Eq. (2.5) that when τ ′′ ≡ 0 the potential V is already
of the sought for form (2.2), both for the circle and the real line. Without loss of
generality (modulo a trivial overall translation of the coordinates), we can take τ(x) =
−ωx. We thus obtain the following formulas for the potential V and its Jastrow-like
eigenfunction ψ(x):
V (x) = ω2r2 + 2
∑
i
(
ϕ′(xi − xi+1) + ϕ2(xi − xi+1)
)
− 2ω
∑
i
(xi − xi+1)ϕ(xi − xi+1)− 2
∑
i
ϕ(xi − xi+1)ϕ(xi+1 − xi+2), (2.7)
ψ(x) ∝ e−ωr2/2
∏
i
χ(xi − xi+1) , χ(x) ≡ exp
(∫ x
ϕ(s) ds
)
, (2.8)
with r2 ≡ ∑i x2i and energy E = Nω. Note that ϕ is an arbitrary function, except for
the requirement that the Jastrow-like eigenfunction (2.8) be square-integrable and other
restrictions that we shall discuss below. We emphasize that the previous result is valid
both for motion on the circle and on the line, with the convention for the range of the
indices in sums and products explained above. However, in the former case one should
set ω = 0, since the external potential ω2r2 is not periodic in the angular variables xi.
In addition, in both cases there are several conditions that the function ϕ should satisfy
stemming from natural physical requirements. In the first place, the two- and three-body
potentials
V2(x) = 2
(
ϕ′(x) + ϕ2(x)− ωxϕ(x)) , V3(x, y) = −2ϕ(x)ϕ(y) (2.9)
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should be even functions of their arguments, i.e., V2(−x) = V2(x) and V3(−x,−y) =
V3(x, y) . This immediately implies that ϕ(x) should be an odd function of x. Further-
more, in the case of motion in the circle the boundary terms in the second and third
sums in Eq. (2.2) should be consistent with the geometry of the system. For instance,
the last term in the second sum, given by
V2(xN − xN+1) ≡ V2(xN − x1),
should be equal to V2(l + xN − x1), since l − (x1 − xN ) is the (arc) distance between
the consecutive particles N and 1 on a circle of circumference l (cf. Fig. 1). This implies
Figure 1: Arc distance l − (x1 − xN ) between the particles 1 and N on a circle of circumference l.
that V2 should be an l-periodic function, so that
V2(x) = V2(l + x) = V2(l − x) , (2.10)
where the last equality is a consequence of the even character of V2. Similarly, from the
last two terms in the third sum of Eq. (2.2) we obtain the relations
V3(xN−1 − xN , xN − xN+1) ≡ V3(xN−1 − xN , xN − x1) = V3(xN−1 − xN , l + xN − x1) ,
V3(xN − xN+1, xN+1 − xN+2) ≡ V3(xN − x1, x1 − x2) = V3(l + xN − x1, x1 − x2),
which lead to the periodicity conditions
V3(x+ l, y) = V3(x, y + l) = V3(x, y) . (2.11)
From Eq. (2.9) we easily see that conditions (2.10)-(2.11) above are equivalent to the
relation
ϕ(x+ l) = ϕ(x) . (2.12)
In summary, ϕ should be an odd function of its argument and, in the case of motion on
a circle, l-periodic. Thus in the latter case we have
ϕ(l − x) = ϕ(−x) = −ϕ(x) , (2.13)
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so that ϕ is odd about l/2. Noting that2
χ(x) = c exp
(∫ x
l/2
ϕ(t)dt
)
, 0 < x < l,
(where c is a constant) we deduce that χ is symmetric about l/2 in the interval (0, l),
i.e.,
χ(x) = χ(l − x) , 0 < x < l .
The latter formula and the periodicity conditions (2.13) imply that
χ(x) = χ(l − x) = χ(l + x)
holds everywhere (except, at most, at integers multiples of l). Thus in the case of motion
on the circle χ is an even, l-periodic function. In particular, it follows from Eq. (2.8)
that in this case the Jastrow-like wave function ψ is l-periodic in each variable.
To end this section, we shall next show that the solution (2.7) does not include
potentials with purely two-body interactions. In other words, we must prove that the
three-body term in Eq. (2.7) cannot be expressed as a sum of an external potential and
a two-body term, i.e., that the equation∑
i
ϕ(xi − xi+1)ϕ(xi+1 − xi+2) =
∑
i
λ(xi) +
∑
i
F (xi − xi+1), (2.14)
where λ, F are functions of one variable, cannot be satisfied unless ϕ is constant. To
this end, consider first the case of motion on a circle, which is technically simpler due to
the symmetry under the cyclic group. In this case, using the elementary identities∑
i
λ(xi) =
1
3
∑
i
(
λ(xi) + λ(xi+1) + λ(xi+2)
)
, (2.15)
∑
i
F (xi − xi+1) = 12
∑
i
(
F (xi − xi+1) + F (xi+1 − xi+2)
)
, (2.16)
and calling (xi, xi+1, xi+2) ≡ (x, y, z) we deduce that Eq. (2.14) is equivalent to the
functional equation
1
3
(
λ(x) + λ(y) + λ(z)
)
+ 12
(
F (x− y) + F (y − z)) = ϕ(x− y)ϕ(y − z). (2.17)
In terms of the independent variables x, u ≡ x− y, v ≡ y− z, the latter equation can be
written as
1
3
(
λ(x) + λ(x− u) + λ(x− u− v))+ 12(F (u) + F (v)) = ϕ(u)ϕ(v) . (2.18)
Differentiating with respect to x and setting u = v = 0 we deduce that λ = λ0 is constant,
so that
ϕ(u)ϕ(v) = 12
(
F (u) + F (v)
)
+ λ0,
2We cannot represent χ by the following formula outside the open interval (0, l), since ϕ is typically
singular at x = 0, and hence at integer multiples of the period l. We shall assume in the following
discussion that ϕ has no other singularities.
7
and hence
ϕ(u)2 = F (u) + λ0 .
Substituting back in the previous equation we conclude that ϕ(u)−ϕ(v) must be constant.
This implies that ϕ itself is constant, which is excluded. In the case of motion on the
line, Eq. (2.14) still holds (with the convention (2.3) for the summation range), but the
identities (2.15)-(2.16) should be replaced by∑
i
λ(xi) =
1
3
∑
i
(
λ(xi) + λ(xi+1) + λ(xi+2)
)
+ 13
(
2λ(x1) + λ(x2) + λ(xN−1) + 2λ(xN )
)
, (2.19)∑
i
F (xi − xi+1) = 12
∑
i
(
F (xi − xi+1) + F (xi+1 − xi+2)
)
+ 12
(
F (x1 − x2) + F (xN−1 − xN )
)
. (2.20)
Consequently, in this case Eq. (2.14) is equivalent to Eq. (2.17) or Eq. (2.18), together
with the following two relations coming from the boundary terms in Eqs. (2.19)-(2.20):
1
3
(
2λ(x) + λ(y)
)
+ 12F (x− y) = −
1
3
(
λ(x) + 2λ(y)
)− 12F (x− y) = c ,
where c is a constant. Since we have just seen that Eq. (2.18) cannot be satisfied unless
ϕ is a constant, we conclude that there are no potentials of the form (2.7) with only
two-body interactions also in the case of motion on the line.
3. Uniqueness
We shall show in this section that (2.7) is the most general potential of the form (2.2)
admitting a Jastrow-like eigenfunction (2.4). Together with the result at the end of the
previous section, this implies that no potential of the form (2.2) with only two-body
interactions admits a Jastrow-like eigenfunction (2.4). For clarity’s sake, we shall deal
separately with the case of motion on a circle and on the real line.
3.1. Motion on a circle
To begin with, note that in this case we can express the sum of a two- and a three-body
term as a pure three-body term, namely∑
i
F2(xi−xi+1)+
∑
i
F3(xi−xi+1, xi+1−xi+2) =
∑
i
F (xi−xi+1, xi+1−xi+2) , (3.1)
with F (x, y) = F3(x, y) + (F2(x) + F2(y))/2. Hence the RHS of Eq. (2.5) will be of the
form (2.2) provided that there exist a function λ of one variable and a function F of two
variables such that∑
i
λ(xi) +
∑
i
F (xi − xi+1, xi+1 − xi+2) = 2
∑
i
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)
. (3.2)
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Taking into account Eq. (2.15) and the analogous identity
2
∑
i
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)
=
∑
i
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)
+
∑
i
ϕ(xi+1 − xi+2)
(
τ(xi+1)− τ(xi+2)
)
,
and calling again (xi, xi+1, xi+2) ≡ (x, y, z), we arrive at the functional equation
1
3
(
λ(x) + λ(y) + λ(z)
)
+ F (x− y, y − z)
= ϕ(x− y)(τ(x)− τ(y))+ ϕ(y − z)(τ(y)− τ(z)). (3.3)
Equivalently, setting u ≡ x− y and v ≡ y − z we can rewrite the latter equation as
L(x, u, v) = F (u, v) , (3.4)
where the function L(x, u, v) is defined as
L(x, u, v) ≡ ϕ(u)(τ(x)− τ(x− u))+ ϕ(v)(τ(x− u)− τ(x− u− v))
− 13
(
λ(x) + λ(x− u) + λ(x− u− v)). (3.5)
In particular, from the last two equations it easily follows that λ and F are meromorphic
functions of their arguments.
We shall now show that Eq. (3.4) implies that τ ′′ ≡ 0, which, as explained in the
previous section, yields the potential (2.7). The key idea in our proof is to note that by
Eq. (3.4) the partial derivative of L(x, u, v) with respect to x must vanish identically, i.e.,
1
3
(
λ′(x) + λ′(x− u) + λ′(x− u− v))
= ϕ(u)
(
τ ′(x)− τ ′(x− u))+ ϕ(v)(τ ′(x− u)− τ ′(x− u− v)). (3.6)
Letting v → −u in the latter equation and taking into account the odd character of ϕ
we obtain
2λ′(x) + λ′(x− u) = 6ϕ(u)(τ ′(x)− τ ′(x− u)).
If τ ′′(x) . 0 we can solve for ϕ(u) in the latter equation, with the result
6ϕ(u) = 2λ
′(x) + λ′(x− u)
τ ′(x)− τ ′(x− u) . (3.7)
Expanding the RHS of this equality in a Laurent series around u = 0 we readily obtain
6ϕ(u) = 3λ
′(x)
τ ′′(x)u +
3λ′(x)τ ′′′(x)
2τ ′′(x)2 −
λ′′(x)
τ ′′(x) + O(u) .
The coefficient of 1/u in the latter equation must be a constant 6α, while that of u0 must
vanish on account of the odd character of ϕ. We thus deduce that
λ′(x) = 2ατ ′′(x) , ατ ′′′(x) = 0 .
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From the latter equations it also follows that α , 0, since otherwise ϕ would vanish
identically on account of Eq. (3.7). Hence τ ′′′ = 0, so that can write
τ(x) = τ0 + τ1x+ τ2x2 , λ(x) = λ0 + 4ατ2x ,
with λ0, τi constant and τ2 , 0. Substituting into Eq. (3.7) we easily obtain
ϕ(u) = α
u
.
However, this solution is not acceptable, since it does not satisfy the periodicity condi-
tion (2.12) that should hold in this case. We thus conclude that in the case of motion on
the circle there is no solution of the problem posed with τ ′′ . 0, as claimed.
3.2. Motion on the real line
We shall next discuss the case of motion on the real line, in which the coordinates xi
are unbounded. To begin with, in this case the identity (3.1) should be replaced by∑
i
F2(xi − xi+1) +
∑
i
F3(xi − xi+1, xi+1 − xi+2)
=
∑
i
F (xi − xi+1, xi+1 − xi+2) + 12
(
F2(x1 − x2) + F2(xN−1 − xN )
)
, (3.8)
where as before F (x, y) = F3(x, y) + (F2(x) + F2(y))/2, and we are using the conven-
tion (2.3) on the range of summation indices. Consequently, Eq. (3.2) now reads∑
i
λ(xi) +
∑
i
F (xi − xi+1, xi+1 − xi+2) +G(x1 − x2) +G(xN−1 − xN )
= 2
∑
i
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)
, (3.9)
where λ, G are functions of one variable and F is a function of two variables. Using
Eq. (2.19) and the identity
2
∑
i
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)
= ϕ(x1 − x2)
(
τ(x1)− τ(x2)
)
+ ϕ(xN−1 − xN )
(
τ(xN−1)− τ(xN )
)
+
∑
i
[
ϕ(xi − xi+1)
(
τ(xi)− τ(xi+1)
)
+ ϕ(xi+1 − xi+2)
(
τ(xi+1)− τ(xi+2)
)]
in Eq. (3.9) we readily obtain Eq. (3.3), or equivalently (3.4)-(3.5), plus the additional
constraints (
τ(x)− τ(y))ϕ(x− y) = 13(2λ(x) + λ(y))+G(x− y) + c
= 13
(
λ(x) + 2λ(y)
)
+G(x− y)− c , (3.10)
where c is a constant. From the latter equations we immediately deduce that λ = λ0
must be a constant. This in turn implies that τ(x)− τ(y) is a function of x− y, so that
τ must be linear in x. Thus also in this case there is no solution with τ ′′ . 0, as claimed.
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4. Ground state conditions
We shall show in this section that the Jastrow-like eigenfunction (2.8) is actually the
ground state of the potential (2.7), provided that the function ϕ satisfy very general
assumptions that we shall now discuss.
We shall start our discussion with the case of motion on the line. First of all, it is
natural on physical grounds to require that ϕ be analytic everywhere except at the origin,
so that the only singularities of the potential (2.7) are located on the hyperplanes xi =
xi+1. For simplicity, we shall further assume that ϕ has a simple pole at the origin, i.e.,
ϕ(x) = α
x
+ ϕ0(x) ,
with α , 0 and ϕ0 analytic on the real line. The wave function (2.8) can thus be written
as
ψ(x) ∝ e−ωr2/2
∏
i
|xi − xi+1|α ·
∏
i
eΦ(xi−xi+1) , (4.1)
with Φ(x) =
∫ x
ϕ0(s)ds analytic on the real line. Note that we must have α > 1/2, to
ensure that the expected value of the kinetic energy of the eigenstate ψ be finite. This
automatically guarantees the square integrability of ψ near the singular hyperplanes
xi = xi+1. Moreover, since the potential (2.7) diverges near these hyperplanes as α(α−
1)(xi − xi+1)−2, if α , 1 the particles cannot overtake each other [1, 49]. Thus we can
fix the ordering of the particles as, e.g., x1 > · · · > xN , which amounts to taking the
configuration space of the system as the open set
A = {x ∈ RN | x1 > · · · > xN}.
It is then clear that ψ does not vanish on A by Eq. (4.1). Hence to show that ψ is indeed
the ground state of H it suffices to verify that it is square-integrable at infinity. To this
end, we need only impose that3 ω > 0 and Φ(x) 6 cx2 with c < ω/8. Indeed, if this is
the case we have
e−ωr
2/2
∏
i
eΦ(xi−xi+1) 6 exp
(
− 12 ωr2 + c
∑
i
(xi − xi+1)2
)
≡ e−
1
2
∑
i,j
bijxixj , (4.2)
where B ≡ (bij)16i,j6N is the circulant matrix with first row (ω − 4c, 2c, . . . , 2c) (the
dots standing for zeros) [50]. Since the eigenvalues of B, given by4
λj = ω − 8c sin2(jpi/N) , j = 0, . . . , N − 1 ,
are all positive on account of the condition ω > 8c, the associated quadratic form is
positive definite. By the inequality (4.2), this implies that the eigenfunction (4.1) is
square-integrable at infinity.
3If ω = 0, the potential (2.7) is translation-invariant, so that the total momentum is conserved. In
this case we can separate the center of mass motion and regard the differences xi− xi+1, 1 6 i 6 N − 1,
as independent variables. Consequently, the eigenfunction (2.4) with ω = 0 will be square-integrable at
infinity provided that Φ(x) 6 −c0 log |x|+ c1 with c0 > 1.
4For N = 2, the eigenvalues of B are ω − 2c and ω − 6c.
11
In the case of motion on a circle, we shall again require that ϕ have a simple pole at
the origin with residue α , 0. By the periodicity condition (2.12), ϕ must have simple
poles with residue α at integer multiples of the circle’s circumference l, so that
ϕ(x) = α
(
1
x
+ 1
x− l
)
+ ϕ0(x),
with ϕ0 analytic on the interval [0, l]. The Jastrow-like eigenfunction (2.4) (with ω = 0)
is then given by
ψ(x) ∝
∏
i
∣∣(xi − xi+1)(l − xi + xi+1)∣∣α ·∏
i
eΦ(xi−xi+1), (4.3)
where Φ(x) =
∫ x
ϕ0(s)ds is analytic on the interval [0, l]. As before, the square integra-
bility of the eigenfunction ψ at xi − xi+1 = kl (with k ∈ Z) and the finiteness of the
average kinetic energy require that α > 1/2. Furthermore, the potential (2.7) diverges
near the singular hyperplanes xi − xi+1 = kl as α(α − 1)(xi − xi+1 − kl)−2. Hence if
α , 1 the particles cannot overtake each other, and the system’s configuration space can
thus be taken as the open set
A = {x ∈ RN | x1 > · · · > xN > x1 − l} . (4.4)
The Jastrow-like eigenfunction ψ in Eq. (4.3) is square-integrable on A, since the potential
is translation-invariant and we can therefore regard the differences xi−xi+1, which range
over the bounded interval (0, l), as independent variables after separating the center of
mass motion. Moreover, ψ does not vanish on the configuration space (4.4), and is thus
again the system’s ground state.
5. Examples
As we have seen in the previous sections, the most general potential of the form (2.2)
admitting a Jastrow-like eigenfunction (2.8) depends on an essentially arbitrary func-
tion ϕ of one variable and, in the case of motion on the line, an additional constant ω.
In particular, choosing ϕ appropriately one should be able to recover all the potentials of
the form (2.2) previously proposed in the literature, as well as several interesting gener-
alizations thereof. Thus, if ϕ(x) = α/x, from Eqs. (2.7) and (2.8) we obtain the rational
potential introduced in Ref. [41], namely
V (x) = ω2r2 +
∑
i
2α(α− 1)
(xi − xi+1)2 −
∑
i
2α2
(xi − xi+1)(xi+1 − xi+2) ,
ψ(x) ∝ e−ωr2/2
∏
i
|xi − xi+1|α , E = Nω + 2(N − 1)αω .
Although the previous formulas for V and ψ are formally valid both for the circle and
the real line, as discussed in Section 2 the above potential has a natural physical inter-
pretation only in the latter case5.
5Note, however, that the variant of the latter potential with cyclic symmetry and its spin version
have been used in Ref. [51] to construct an analogue of the Polychronakos–Frahm spin chain [52, 53]
with nearest-neighbors interactions, whose first few eigenvalues can be computed in closed form.
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Similarly, the choice ϕ(x) = (piα/l) cot(pix/l) with ω = 0 leads to the trigonometric
potential [41]
V (x) =
(
pi
l
)2∑
i
2α(α− 1)
sin2
(
pi
l (xi − xi+1)
) − 2(piαl )2∑
i
cot
(
pi
l (xi − xi+1)
)
cot
(
pi
l (xi+1 − xi+2)
)
,
ψ(x) ∝
∏
i
∣∣ sin(pil (xi − xi+1))∣∣α , E = 2N(piαl )2 .
The natural interpretation of this model is on a circle of radius l/(2pi).
A hyperbolic version of the previous potential is easily obtained by taking l = ipi/β
(with β > 0) in the previous formula for ϕ(x). We thus obtain ϕ(x) = αβ coth(βx) and
V (x) = ω2r2 − 2αβω
∑
i
(xi − xi+1) coth
(
β(xi − xi+1)
)
+
∑
i
2α(α− 1)β2
sinh2
(
β(xi − xi+1)
)
− 2α2β2
∑
i
coth
(
β(xi − xi+1)
)
coth
(
β(xi+1 − xi+2)
)
, (5.1)
ψ(x) ∝ e−ωr2/2
∏
i
∣∣ sinh(β(xi − xi+1))∣∣α , E = Nω − 2(N − 1)α2β2 . (5.2)
Note that we have taken ω > 0, since the latter potential has a natural physical interpre-
tation only on the line, and the term e−ωr2/2 in the expression for ψ is therefore needed
to guarantee its square integrability. The hyperbolic model (5.1) can be regarded as the
near-neighbors analogue of the long-range model of CS type introduced by Forrester [30].
The ground state of the latter model, which is similar to (5.2) but is factorized over the
whole AN−1 root system, was shown by Forrester to describe a Wigner solid in the
thermodynamic limit.
Figure 2: Hyperbolic potential (5.1) (left) and its normalized Jastrow-like eigenfunction (5.2) (right) for
N = 3, α = 2, ω = β = 1 in the center of mass frame x1 + x2 + x3 = 0 as a function of the relative
coordinates u ≡ x1 − x2, v ≡ x2 − x3.
In the classification of long-range interaction potentials with two-body interactions
and Jastrow-type ground state performed in Refs. [28, 29, 31], the rational, trigonometric
and hyperbolic solutions are obtained precisely from the three choices of the function ϕ
used in the previous examples. In fact, in this case there is an additional solution given
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by
ϕ(x) = αζ(x) + γx , (5.3)
where γ ∈ R and ζ(x) ≡ ζ(x; g2, g3) is the Weierstrass zeta function with invariants g2
and g3 [54], which yields the above three choices of ϕ as particular cases on account of
the identities 
ζ(x; 43β
4, 827β
6)− β
2x
3 = β cot(βx) ,
ζ(x; 0, 0) = 1
x
,
ζ(x; 43β
4,− 827β6) +
β2x
3 = β coth(βx) .
It is therefore natural to consider the potential (2.7) generated by the function ϕ in
Eq. (5.3). We shall assume that the invariants g2,3 are real and satisfy the condition g32 >
27g23 , so that ζ is real for real values of its argument and the corresponding Weierstrass
function ℘(z) ≡ −ζ ′(z) has a real fundamental period l < ∞ and a purely imaginary
one ω3 (with Imω3 > 0). Since the ζ function has simple poles at integer multiples
of these periods, the corresponding potential (2.7) is naturally defined on a circle of
circumference l. As explained in Section 2, this requires that ω = 0 and that ϕ be an
l-periodic function. In view of the identity
ζ(z + l) = ζ(z) + 2η1,
where η1 ≡ ζ(l/2), the latter condition will be satisfied if and only if γ = −2αη1/l. We
are thus led to consider the choice
ϕ(x) = α
(
ζ(x)− 2η1
l
x
)
, (5.4)
whose associated potential is given by
V (x) = −2α
∑
i
℘(xi − xi+1) + 2
∑
i
ϕ(xi − xi+1)2
− 2
∑
i
ϕ(xi − xi+1)ϕ(xi+1 − xi+2) (5.5)
with α > 1/2. The corresponding Jastrow-like eigenfunction and energy read
ψ(x) ∝ exp
(
− αη1
l
∑
i
(xi − xi+1)2
)∏
i
|σ(xi − xi+1)|α , E = 4Nη1α
l
, (5.6)
where the Weierstrass σ function is defined by σ′/σ = ζ and limz→0 σ(z)/z = 1 (see
Fig. 3 for a plot of the potential (5.5) and its Jastrow-like eigenfunction (5.6) for N = 3
particles when α = 2, l = 1 and Imω3 = 1/2). Recall that σ is entire and odd, and it
vanishes only at the periods of ℘, so that in particular σ(kl) = 0 for all k ∈ Z. Hence ψ
does not vanish on the configuration space (4.4), and is therefore the system’s ground
state. We also know from the general discussion of Section 2 (and is also obvious from
the l-periodicity of ℘ and ϕ) that the two-body potential
V2(x) = 2
(− α℘(x) + ϕ(x)2) (5.7)
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is l-periodic and symmetric about l/2 (cf. Eq. (2.10)), and that the Jastrow-like eigen-
function (5.6) is also l-periodic in each of its variables. The latter fact can also be checked
directly with the help of the identity
σ(z + l) = −e2η1(z+ l2 )σ(z) .
In Fig. 4 we present a plot of V2 and χ for α = 2, l = 1 and several values of Imω3 in
the half-period 0 < x < 1/2.
The potential (5.5) depends on three real parameters, namely α > 1/2, Imω3 > 0,
and l > 0. Note, however, that from the well known identities
℘(µx|µl/2, µω3) = 1
µ2
℘(x) , ζ(µx|µl/2, µω3) = 1
µ
ζ(x)
(where f(z|µl/2, µω3) denotes the corresponding Weierstrass function f with periods µl
and 2µω3) it easily follows that either Imω3 or l can be rescaled to (say) 1 by an appro-
priate overall dilation of the coordinates. Note also that when Imω3 →∞ we have
℘(x)→ pi
2
l2
(
sin−2
(
pix
l
)− 13
)
, ζ(x)→ pi
2x
3l2 +
pi
l
cot
(
pix
l
)
, η1 → pi
2
6l
(see, e.g., Refs. [55, 56]), and consequently
ϕ(x)→ αpi
l
cot
(
pix
l
)
, V2(x)→ 2α(α− 1)sin2(pixl ) − 2
(pi
l
)2
α
(
α− 13
)
(cf. Fig. 4). From these equations it readily follows that as Imω3 →∞ the potential (5.5)
tends to
Vtrig(x)− 2
(pi
l
)2
Nα
(
α− 13
)
,
where Vtrig(x) is the trigonometric potential in Ref. [41] discussed above.
Figure 3: Elliptic potential (5.5) (left) and its normalized Jastrow-like eigenfunction (5.6) (right) for
N = 3, α = 2, l = 1 and Imω3 = 1/2 as a function of the relative coordinates u ≡ x1 − x2, v ≡ x2 − x3.
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Figure 4: Left: elliptic two-body potential (5.7) with l = 1, α = 2 and several values of Imω3, compared
to its limiting trigonometric potential 4 sin−2(pix) − 20pi2/3 (dashed black line). Right: analogous
plot for the corresponding functions χ(x) determining the Jastrow-like eigenfunction (2.8) (with the
normalization
∫ 1
0 |χ(x)|2dx = 1).
6. Summary and outlook
In this paper we completely solve the problem of classifying all one-dimensional quan-
tum Hamiltonians with nearest- and next-to-nearest-neighbors (translation invariant) in-
teractions admitting a Jastrow-like ground state, both for motion on the real line and
on a circle. This is the simplest near-neighbors analogue of the well-known problem for
Calogero–Sutherland models with long-range interactions proposed shortly after their
introduction and completely solved in Ref. [31]. Our solution differs in two fundamental
ways with its long-range counterpart. In the first place, we show that the potential must
necessarily contain a three-body interaction term, which by construction is absent in
the long-range solution. Secondly, the near-neighbors solution depends on an essentially
arbitrary function of one variable (and, for motion on the line, on an additional posi-
tive parameter). The general solution contains a potential featuring elliptic interactions,
which yields the (rational and trigonometric) particular solutions considered so far [41]
as limiting cases.
Our results suggest several lines of work for further research. To begin with, it would
certainly be of interest to study in detail the potentials contained in the general solu-
tion, and in particular determine whether one can exactly compute other eigenfunctions
besides the ground state. This is known to be true for the previously known rational
and trigonometric models, and it would therefore be very natural to verify if it is also
the case for the more general elliptic potential introduced in Section 5 or its hyperbolic
limit. Another possible line for future research is the construction and analysis of the
spin versions of the near-neighbors models considered (see Refs. [43, 44] for the rational
and trigonometric models), and their associated short-range spin chains (as was done in
Ref. [51] for the rational model). Similarly, it would be of interest to study the exten-
sion of our results to more general Jastrow-like ground states depending on differences
xi−xi+k with k less than a fixed range r > 1 (see, e.g., Refs. [45, 46]), as well as to ground
states factorized over other root systems like BCN [47, 48]. Finally, another topic worth
investigating is the explicit computation of the correlation functions of the eigenvalue
probability densities given by the Jastrow-like ground states considered in this paper,
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like, e.g., the elliptic wave function in Eq. (5.6). This can be done in principle with the
techniques of Refs. [57, 58], although the evaluation of the resulting integrals could be far
from trivial in this case. In fact, the analogous problem for the density (2.8) with ω = 0
and χ(x) = |x|β/2 has already been solved in Ref. [39]. The corresponding distribution
of the spacings of consecutive eigenvalues has been shown in the latter reference to be
a good approximation to this statistic for certain pseudo-integrable billiards and for the
Anderson model at the transition point.
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