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Abstract
Periodically driven flows are fundamental models of chaotic behavior and the study
of their transport properties is an active area of research. A well-known analytic con-
struction is the augmentation of phase space with an additional time dimension; in
this augmented space, the flow becomes autonomous or time-independent. We prove
several results concerning the connections between the original time-periodic represen-
tation and the time-extended representation, focusing on transport properties. In the
deterministic setting, these include single-period outflows and time-asymptotic escape
rates from time-parameterized families of sets. We also consider stochastic differen-
tial equations with time-periodic advection term. In this stochastic setting one has a
time-periodic generator (the differential operator given by the right-hand-side of the
corresponding time-periodic Fokker-Planck equation). We define in a natural way an
autonomous generator corresponding to the flow on time-extended phase space. We
prove relationships between these two generator representations and use these to quan-
tify decay rates of observables and to determine time-periodic families of sets with slow
escape rate. Finally, we use the generator on the time-extended phase space to create
efficient numerical schemes to implement the various theoretical constructions. These
ideas build on the work of [FJK13], and no expensive time integration is required. We
introduce an efficient new hybrid approach, which treats the space and time dimensions
separately.
1 Introduction
Periodically driven flows are fundamental testing grounds for many questions in nonlinear
dynamics. Part of their attraction is their ability to create complicated dynamics even
in two-dimensional phase space, and their suitability as models of many phenomena with
periodic driving, due to biological, environmental, geophysical, or engineered cycles. The
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quantification of transport in dynamical systems has been intensely studied over recent
decades [MMP84, RKLW90, Wig92, HP98, Are02, JW02, Wig05, SLM05, FP09, FPG14],
from both geometric and probabilistic points of views. For certain periodically driven area-
preserving flows [RKLW90] and two-dimensional maps [RKW90], the theory of lobe dynamics
has helped explain how unions of pieces of stable and unstable manifolds of low period
hyperbolic periodic points delineate “lobes” of fluid which are transported in a way organised
by the manifolds. Our contributions in the present paper also concern the quantification of
transport and span both geometric and probabilistic ideas.
We consider time-periodic flows on a compact state space X ⊂ Rd of the form
x˙(t) = v(t, x(t)), (1)
where v : τS1 × X → Rd is a continuous vector field, and S1 denotes the circle of unit
circumference. One can rewrite (1) as an autonomous flow at the expense of adding an extra
(time) dimension:
θ˙(t) = 1, (2)
x˙(t) = v(θ(t), x(t)) . (3)
The central thread running through this paper is formalizing the connections between these
two representations for various transport-related questions and exploiting these connections
to compute several transport-related quantities, both theoretically and numerically.
First, we consider a fundamental transport question, namely, the computation of time-
integrated flux through the boundaries of a time-periodic family of sets At ⊂ X, t ∈ τS1.
We show that this problem has a natural description in the time-extended domain and
can be computed as an instantaneous flux through the time-extended set ∪t∈τS1{t} × At
(Theorem 2). Our construction has a natural extension to the case of aperiodic velocity
fields and aperiodic families of sets At.
Second, we turn to the time-asymptotic transport question of defining the rate of escape
from a periodic collection of sets {At}t∈τS1 . One can view this as considering an open
dynamical system in a time-periodic flow, with an open domain At ⊂ X that can itself be
time-periodic. Trajectories vanish once they leave a set At at a time t + kτ, k ∈ Z+. In
discrete-time autonomous dynamical systems, Φ : X → X, one studies escape rates from
a fixed set A ⊂ X: E(A) = lim supn→∞(1/n) logm
(⋂n−1
i=0 Φ
−iA
)
, where m is normalised
Lebesgue measure on X. The escape rate E(A) measures the exponential rate of decay of the
measure of the set of points x which “survive” for n steps (x ∈ A,Φx ∈ A, . . . ,Φn−1x ∈ A).
We refer the reader to the excellent survey [DY06] for further background on escape rates
in a discrete-time autonomous setting. Here, we generalise these ideas in two ways: firstly
to continuous time, and secondly to periodic time-dependence. Under mild assumptions on
the measurable and topological properties of this collection, we show that (i) the escape
rate is not a time-dependent quantity (Theorem 10) and (ii) the escape rate in the original
phase space X is identical to the escape rate of the autonomous flow in time-extended space
(Theorem 11).
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The notion of escape rates can be generalized to stochastic differential equations (SDEs)
of the form
dxt = v(t, xt)dt+ εdwt, (4)
where v : [0,∞)×X → Rd is a continuously differentiable, time-dependent vector field, {wt}t≥0
is a standard Wiener process, and ε ≥ 0 is a parameter describing the standard deviation
of the Wiener process. We define a probabilistic description of escape rate and in Proposi-
tion 14 we show that, for periodically driven SDEs, the escape rate computed in the original
phase space X has the same value as the escape rate of the associated autonomous SDE in
time-extended space.
Connections between the Perron–Frobenius operator and escape rates for time-homo-
geneous diffusion processes have been considered in [SHM03, HMS04]. In the discrete-
time deterministic setting, it was established in [FS10] that eigenfunctions of the Perron–
Frobenius operator P : L1(X,m) 	 corresponding to eigenvalues close to 1, so-called strange
eigenmodes, can be used to create subsets A ⊂ X with slow escape rate. More precisely,
if Pf = λf , 0 < λ < 1, then the sets A+ = {f ≥ 0}, A− = {f < 0} both have escape
rates slower than log λ. These statements are generalized in [FS13] to random discrete-time
systems and in [FJK13] to discrete-time systems with i.i.d. noise. In Theorem 16 we first
extend this result to the continuous time setting for SDEs of the form:
dxt = v(xt)dt+ εdwt . (5)
In Theorem 19 we then further generalize the result to general non-homogeneous SDEs
of the form (4), where v : [0,∞) × X → Rd need not be periodic in t. In this latter
generalization, one chooses an essentially bounded function f : X → R so that
lim sup
t→∞
1
t
log ‖Ps,tf‖L1 = λ < 0 .
Here, Ps,t denotes the Perron–Frobenius operator (also called the transfer operator) that
pushes forward densities from time s to time t ≥ s. Under mild topological assumptions
on the time-dependent family of sets At := {Ps,tf ≥ 0} ⊂ X, we show that the escape
from this family is slower than the Lyapunov exponent (or decay rate) λ. Returning to
the periodic driving setting, where v(t, ·) = v(t + kτ, ·), k ∈ Z+, we demonstrate that the
family of functions that produce the slowest decay rate are the periodic family {fs}s∈τS1
corresponding to the second largest eigenvalue of Ps,s+τ (Proposition 20).
In the final theoretical section, we consider time-extended SDEs of the form:
dθt = dt, (6)
dxt = v(θt, xt)dt+ εdwt, (7)
where v : τS1 ×X → Rd. We construct a time-extended generator G for this time-extended
SDE and identify the time fibres of eigenfunctions of G as equivariant functions under Ps,s+t
(Lemma 22). Theorem 23 then states that the slowest decaying family of functions {ft}t∈τS1
can be obtained as time fibres of the eigenfunction f corresponding to the eigenvalue of G
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with second largest real part. We discuss how to interpret complex eigenvalues and eigen-
functions of G (they describe periodic motions different to the driving period), and other
properties of the point spectrum of G, including how numerical methods distort the spec-
trum. To give the reader an overview, we partially summarize our findings graphically in
Figure 3.
In the numerical section we describe in detail two numerical methods for approximating G.
First, an extension of the Ulam Galerkin approach from [FJK13], and second, a new, efficient
hybrid approach, which uses Fourier collocation in the time direction to take advantage of
the special dynamics in that coordinate. We apply the full Ulam numerics to analyse an SDE
version of the periodically driven double gyre flow [FPG14], finding that the largest transport
barrier is a smoothed analogue of the unstable manifold of a hyperbolic periodic point on
the boundary of the domain. Boundaries of well-known regions of elliptic dynamics are
determined as the sets with the next smallest escape rate. We numerically check Theorem
19 by explicitly computing escape rates using simulated trajectories and verify that the
escape rates are indeed slower than indicated by the corresponding eigenvalue of G. Similar
computations are performed for the Bickley jet [RBBV+07] using the hybrid approach to
approximating G. We determine transport barriers and vortices in regions similar to previous
work [RBBV+07, FSM10, BVOB+10, HBV12], but we can do this without any expensive
trajectory integration and additionally obtain numerical estimates of transport rates such
as escape rates and decay rates. Furthermore, by utilizing information carried in complex
eigenvalues, we are able to detect previously unknown slowly decaying structures with periods
different to the driving period ; building upon similar observations [SSA09, FGTQ14] for
discrete-time autonomous dynamics.
2 Accumulated outflow from a time-periodic family of
sets
Suppose we have a compact state space X ⊂ Rd and a time-dependent, continuous vector
field v : R × X → Rd. We assume that the time-dependence is periodic with period τ ,
i.e. v : τS1 ×X → Rd. Let a family {At}t∈τS1 of subsets of X be given, such that
Assumption 1:
(a) for every t ∈ τS1, the boundary ∂At of At is parametrized by the piecewise smooth
function a(t, ·) : R→ Rd over some parameter domain R ⊂ Rd−1; and
(b) for every t ∈ τS1 and x ∈ ∂At, there is a unique r ∈ R with a(t, r) = x, and the function
w(t, x) = ∂
∂t
a(t, r) is well-defined. We think of w(t, x) as the instantaneous velocity of
the boundary of At at x ∈ At.
The cumulative outflow flux from the family of sets over a period of the vector field is
then given by ∫
τS1
∫
∂At
〈v(t, x)− w(t, x), nt(x)〉+ dσ(x)dt, (8)
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where 〈·, ·〉 denotes the Euclidean inner product, nt(x) denotes the unit outer normal on ∂At
at x, the superscript + denotes the positive part, i.e. f+ := max{0, f}, and dσ(·) denotes
integration with respect to co-dimension 1 volume on X. It can clearly be seen that the
cumulative outflow is zero if the velocities of the boundaries of the family of sets At match
the vector field v, i.e. if v ≡ w.
Let us now consider the augmented state space X = τS1×X with elements (θ, x) = x ∈
X, and the augmented ODE
θ˙(t) = 1 (9)
x˙(t) = v(θ(t), x(t)) (10)
We define the augmented vector field v : X → Rd+1 by v(θ, x) = (1, v(θ, x)T)T, and denote
its flow map by φt : τS1 ×X → τS1 ×X. Note that this dynamical system is autonomous
in the extended phase space. Using the periodic family {Aθ}θ∈τS1 we define the augmented
set
A =
τ⋃
θ=0
{θ} × Aθ, (11)
Considering the autonomous system defined by x˙ = v(x) acting on the augmented state
space, we can define the instantaneous outflow flux from the set A by∫
∂A
〈v(x),n(x)〉+dσ(x), (12)
where n(x) is the unit outer normal on ∂A at x and dσ(·) denotes integration with respect
to co-dimension 1 volume on X. Note that conditions (a) and (b) from above imply that n
exists and is well-defined almost everywhere on ∂A.
Theorem 2: For a continuous time-periodic vector field and a time-periodic family {Aθ}θ∈τS1
of sets satisfying the conditions of Assumption 1, the cumulative outflow flux and the in-
stantaneous outflow flux in augmented space are equal:∫
τS1
∫
∂Aθ
〈v(θ, x)− w(θ, x), nθ(x)〉+ dσ(x)dθ =
∫
∂A
〈v(x),n(x)〉+dσ(x) . (13)
Both sides of equation (13) are independent of the chosen parametrization a in Assumption 1.
Proof. See Appendix A.1.
Remark 3: An analogous statement to that of Theorem 2 can be shown to also hold in
the case when time and the family of sets is not periodic, but evolves in a finite interval,
t ∈ [t0, t1]. Then, however, one has to integrate over the “spatial boundary” of the augmented
set A, i.e.
⋃
t∈[t0,t1]{t} × ∂At, the boundary in the x coordinate direction.
This computation is related to a recent calculation [Kar16] of Lagrangian flux through a
surface, as opposed to Eulerian flux considered here.
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Figure 1: Graphical representation of some objects from Theorem 2. The thick black segment
is one specific A✓ with a unit normal vector n✓. The “trace” of all sets A✓ in X is the
augmented set A, shown by the blue shaded region, and having unit outer normal n.
systems. We then state a result analogous to Theorem 2 for this alternative coherence
descriptor.
3.1 The survival set
Define  t1,t2 to be the flow map of the ODE x˙(t) = v(t, x(t)) from time t1 to t2   t1, with
the convention  t1,t2 = ( t2,t1)
 1 if t2 < t1.
Let some family of Borel measurable sets {A✓}✓2⌧S1 be given. For practical reasons, we
will assume that the family of sets {A✓} is “nice”.
Definition 4: A family of measurable sets {A✓}✓2⌧S1 is called nice, if
(a) A✓ is closed and has nonempty interior for every ✓ 2 ⌧S1.
(b) The temporal evolution of the A✓ is continuous, i.e. h(A✓, A✓+ ) ! 0 as   ! 0 for
all ✓ 2 ⌧S1. Here h(·, ·) refers to the Hausdor↵-distance of two sets.
While in the previous section we have been looking at what leaves a family of sets,
here we will focus on what stays inside, as measured by Lebesgue measure m. For this,
we will allow arbitrary large times (thinking of the system running over many periods),
hence we identify ⌧S1 with [0, ⌧) and for any t 2 R we identify At with At mod ⌧ . Let
As,t :=
Tt
r=s  r,sAr = {x 2 X | s,rx 2 Ar 8r 2 [s, t]} denote the t-survival set at anchor
time s, i.e. the set of points at time s that stay in the family {Ar} until time t. We will refer
to it simply as “survivor set” if anchor time and duration are clear.
Proposition 5: Let {At} be a nice family of sets. Then
1. As,t is measurable; and
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Figure 1: Graphical representation of some objects from Theorem 2. The thick black segment
is one specific Aθ with a unit normal vector nθ. The “trace” of all sets Aθ in X is the
augmented set A, shown by the blue shaded region, and having unit outer normal n.
3 Time-asymptotic escape rates from a time-periodic
family of sets
The purpose of this section is to introduce a description of coherence for deterministic dynam-
ics for long flow times that admits an immediate generalization to stochastically perturbed
systems. We then state a result analogous to Theorem 2 for this alternative coherence
descriptor.
3.1 The survivor set
Define φt1,t2 to be the flow map of the ODE x˙(t) = v(t, x(t)) from time t1 to t2 ≥ t1, with
the convention φt1,t2 = (φt2,t1)
−1 if t2 < t1. This latter case refers to integration backward in
time.
Let some family of Borel measurable sets {Aθ}θ∈τS1 b given. For practical reasons, we
will assume that the family of sets {Aθ} is “nice”.
Definition 4: A family of measurable sets {Aθ}θ∈τS1 is called nice, if
(a) Aθ is closed and has nonempty interior for every θ ∈ τS1.
(b) The temporal evolution of the Aθ is continuous, i.e. h(Aθ, Aθ+σ) → 0 as σ → 0 for
all θ ∈ τS1. Here h(·, ·) refers to the Hausdorff-distance of two sets.
While in the previous section we have been looking at what leaves a family of sets,
here we will focus on what stays inside, as measured by Lebesgue measure m. For this,
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we will allow arbitrary large times (thinking of the system running over many periods),
hence we identify τS1 with [0, τ) and for any t ∈ R we identify At with At mod τ . Let
As,t :=
⋂t
r=s φr,sAr = {x ∈ X |φs,rx ∈ Ar ∀r ∈ [s, t]} denote the t-survivor set at anchor
time s, i.e. the set of points at time s that stay in the family {Ar} until time t. We will
refer to it simply as “survivor set” if anchor time and duration are clear. Note that the
intersection is taken over pre-images of sets under the flow.
Proposition 5: Let {At} be a nice family of sets. Then
1. As,t is measurable; and
2. for any sequence (ri)i∈N ⊂ R which is dense1 in the interval (s, t) one has
limn→∞m (
⋂n
i=1 φri,sAri) = m(As,t).
Proof. See Appendix A.2.
For volume-preserving flows there is a simple relation between the measure of the sur-
vivor set and the outflow flux. Since the proof of this is cumbersome and does not further
contribute to the exposition, we only give the main idea, and motivate this idea by an ex-
ample. Note that a family of closed sets with non-empty interior satisfying Assumption 1 of
the previous section is also nice.
Proposition 6: Let {Aθ} be a family of closed sets with non-empty interior satisfying
Assumption 1. Further, let v(t, ·) be divergence-free for all times t. Then, the volume of
the surviving set is monotonically decreasing in t for fixed s and satisfies at its points of
differentiability
0 ≥ d
dt
m(As,t) ≥ −
∫
∂At
〈v(t, x)− w(t, x), nt(x)〉+ dσ(x) . (14)
Idea of the proof. Proposition 6 essentially states that the rate at which the survivor set
loses measure is at most the outflow flux. To see this, note that As,t will decrease in measure
if φs,rAs,t * Ar for some r > t > s. Considering times only infinitesimally greater than t,
this means that φs,tAs,t and At have to share a part of their boundary where the integrand
in (14) is positive, for m(As,t) to decrease. Since the right-hand side of (14) does not take
this into account (it integrates over the whole boundary of At not just over the common
part with φs,tAs,t), it overestimates the decay of the volume of the survivor set. The second
inequality in (14) becomes an equality if every x ∈ ∂At where 〈v(t, x)− w(t, x), nt(x)〉 ≥ 0
is also a boundary point of φs,tAs,t.
Example 7: Let X = S1, v(t, x) = 0.3 cos(t), and At = [0.3+0.2 sin(t), 0.7+0.2 sin(t)] ⊂ X.
Then, for t ∈ [0, pi/2] trajectories leave At at the upper boundary, and A0,t = [0.3, 0.7 −
0.1 sin(t)]. For t ∈ [pi/2, pi], there is no loss in the measure of the survivor set A0,t, be-
cause φ0,tA0,pi/2 ⊂ At. For t > pi, trajectories which initially started in A0 may leave At on
its lower boundary. The survivor sets and their images are shown in Figure 2. Note that
1A sequence (ri) ⊂ S is called dense in a set S, if for any s ∈ S there is a subsequence rij → s as ij →∞.
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for pi/2 < t < pi no trajectory that initially started in A0 leaves {Ar}, because for these
times the blue and grey regions do not share a common boundary. Nevertheless, the inte-
gral in (14) is positive, hence overestimates the decay of the survivor set, showing a strict
inequality.
0 ⇡/2 ⇡ 3⇡/2 2⇡
0
1
t
x
0 ⇡/2 ⇡ 3⇡/2 2⇡
0
1
t
x
Figure 2: Graphical representation of Example 7. Left: the thick black lines enclose the
sets At (light gray shaded region), and the blue shaded region in it is the image of the
survival set A0,t, i.e.  0,tA0,t, for times 0 to 2⇡. Right: the shaded region shows the survival
set A0,t versus t.
Definition 8: The (lower) escape rate for a nice family of sets {Ar}r s, starting at some
time s, is given by
E({Ar}r s) =   lim sup
t!1
1
t  s logm
 
t\
r=s
 r,sAr
!
=   lim sup
t!1
1
t  s logm (As,t) . (14)
Using the augmented flow   and augmented set A defined by (11), we may also consider
the escape rate from this set, given by
E(A) =   lim sup
t!1
1
t
logm
 
t\
r=0
  rA
!
, (15)
where m denotes the Lebesgue measure on X. Our goal is to show that (14)=(15). Before
stating a theorem in this direction, we interpret
Tt
r=0  rA in terms of the time-fibred
8
i r : r i l r r s t ti f l . ft: t t i l li s l s t
s ts t (li t r s r i ), t l s r i i it is t i f t
s r i or s t 0,t, i. . φ0,t 0,t, f r ti s t pi. i t: t s r i s s t s r i or
s t 0,t rs s t.
3.2 Escape rates
Since we think of the system running for large times (many periods), we are going to look
at time-asymptotic quantities, as t→∞.
Recall Proposition 5, stating that the survivor set is measurable. Thus, we can make the
following definition for escape rate in continuous time.
Definition 8: The (lower) escape rate for a nice family of sets {Ar}r≥s, starting at some
time s, is given by
E({Ar}r≥s) = − lim sup
t→∞
1
t− s log
(
t⋂
r=s
φr,sAr
)
= − lim sup
t→∞
1
t− s logm (As,t) . (15)
Using the augmented flow φ and augmented set A defined by (11), we may also consider
the escape rate from this set, given by
E(A) = − lim sup
t→∞
1
t
logm
(
t⋂
r=0
φ−rA
)
, (16)
where m denotes the Lebesgue measure on X. Our goal is to show that (15)=(16). Before
stating a theorem in this direction, we interpret
⋂t
r=0φ−rA in terms of the time-fibred
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representation:
t⋂
r=0
φ−rA =
t⋂
r=0
φ−r
(
τ⋃
θ=0
{θ} × Aθ
)
=
t⋂
r=0
τ⋃
θ=0
({θ − r} × φθ,θ−rAθ)
=
τ⋃
θ′=0
{θ′} ×
t⋂
r=0
θ=θ′+r
φθ,θ−rAθ
r′=θ′+r
=
τ⋃
θ′=0
{θ′} ×
t+θ′⋂
r′=θ′
φr′,θ′Ar′
=
τ⋃
θ′=0
{θ′} × Aθ′,θ′+t , (17)
where the second line is obtained by noting that intersections of the augmented sets are
non-empty only if θ − r = θ′ = const. Thus, the set ⋂tr=0φ−rA in augmented space is the
natural augmentation (via a time-union) of the fibre-wise survivor sets Aθ′,θ′+t.
Remark 9: It is natural to ask whether the continuous time escape rates we consider here
are also connected to escape rates for the Poincare´ return map of the dynamics. The latter
would be defined by a discrete-time version of (15), namely:
− lim sup
n→∞
1
nτ
logm
(
n−1⋂
k=0
φs+kτ,sAs+kτ
)
. (18)
Clearly, because the set formed by the discrete intersection in (18) contains the set formed
by the continuous intersection in (15), the escape rate for the Poincare´ return map will be
slower than for the continuous flow. See also [FJK13, section 3.3] for a discussion of escape
rates of flow maps in both the deterministic and stochastic cases.
Our first result regarding escape rates is that E({Ar}r≥s) is independent of s.
Theorem 10: For every s1, s2 ∈ τS1 one has
E({Ar}r≥s1) = E({Ar}r≥s2) .
Proof. See Appendix A.3.
To express the independence of the starting time we write from now on E({Ar}) for the
escape rate from the family {Ar} of sets. Our second result on escape rates is that the two
definitions (15) and (16) are equivalent.
Theorem 11: If {Ar} ⊂ X is a nice family of sets and v : τS1 ×X → Rd is a continuous,
time-periodic vector field, then
E ({Ar}) = E (A) ,
Proof. See Appendix A.4.
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4 Time-asymptotic escape rates for SDEs from a time-
periodic family of sets
Many processes in nature are modeled through dynamics perturbed by random noise and we
wish to extend our results to this case as well. Unfortunately, the mathematical framework
presented in Theorem 2 is not suitable for handling this situation, because the outflow flux
induced by the stochastic forcing is infinite. To see this, note that the mean displacement
of a standard Brownian motion in a time interval of length dt is
√
dt. The volume of the
portion of state space that can leave At in this time interval is thus potentially of order
√
dt,
giving an instantaneous flux of order (dt)−1/2, which diverges as dt→ 0. On the other hand,
escape rates can easily be generalized to cope with the stochastic situation.
To facilitate presentation, we assume from now on that the vector field at hand is
divergence-free, thus the (deterministic) flow φs,t preserves the Lebesgue measure, mean-
ing that m ◦ φt,s = m for every t ≥ s. We will need the following regularity assumptions:
Assumption 12:
(a) The state space X is a bounded domain in Rd, uniformly regular of class C4. In partic-
ular, its boundary is a C4-manifold.
(b) The vector field is continuously differentiable on the closure ofX for all times, i.e. v(θ, ·) ∈
C1(X,Rd), and it is continuously differentiable in time, i.e. the mapping θ 7→ v(θ, x) is
in C1(τS1,Rd) for every x ∈ X. Further, v is tangential to ∂X on the boundary ∂X for
all times.
From now on we will consider small random perturbations of the deterministic dynamics.
These are stochastic processes {xt}t≥s governed by the Itoˆ differential equation
dxt = v(t, xt)dt+ εdwt, (19)
where {wt}t≥s is a d-dimansional standard Wiener process [Øks03], and ε > 0 is a parameter
which is assumed to be small compared with the magnitude of the vector field.2 Also, we
take reflecting boundary conditions, i.e. no realizations of the process {xt} are allowed to
leave X at any times.
Escape rates for SDEs [HMS04] are defined through the probability distribution of the
process:
Definition 13: The (lower) escape rate for a nice family of sets {Ar}r≥s, starting at some
2For simplicity, we are only considering noise with constant coefficients. Nevertheless, all the following
statements hold true if ε is replaced by σ(t, x), such that σ ∈ C1(τS1 ×X,Rd×d), and σ(θ, x) is uniformly
positive definite in θ and x.
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time s, is given by
E({Ar}r≥s) = − lim sup
t→∞
1
t− s logPxs∼m (xr ∈ Ar ∀r ∈ [s, t])
= − lim sup
t→∞
1
t− s logPxs∼m
 ⋂
r∈[s,t]
{ω |xr(ω) ∈ Ar}
 .
where m denotes the Lebesgue measure, xs ∼ m means that the random variable xs has
distribution m, and ω represents a realization of the noise process from a probability space
which we do not specify here further.
The existence of E({Ar}) requires the P-measurability of the event⋂
r∈[s,t]
{ω |xr(ω) ∈ Ar} .
One can follow the proof of Proposition 5, using the continuity of sample paths3 to obtain
the measurability of E := ⋂r∈[s,t]{ω |xr(ω) ∈ Ar} for a family {Ar} of nice sets.
If the vector field is time-independent, the process {xr} is (time-)homogeneous (i.e.
Pxs=y(xt ∈ A) = Pxs+r=y(xt+r ∈ A) for every r ≥ 0, s ≤ t, and A ∈ B). Here, and in
the following, B denotes the Borel sigma algebra on X. Then, the escape rate from a single
closed set A ∈ B is well defined,
E(A) = − lim sup
s→∞
1
t− s logPxs∼m (xr ∈ A ∀r ∈ [s, t])
= − lim sup
s→∞
1
t− s logPxs∼m
 ⋂
r∈[s,t]
{ω |xr(ω) ∈ A}
 .
Before we go on to find families of sets with low escape rates, we generalize the result
of Theorem 11 to the noisy dynamical setting. To this end, note that the non-homogeneous
SDE dxt = v(t, xt)dt + εdwt can be made homogeneous by augmenting the state space,
exactly as before:
dθt = dt,
dxt = v(θt, xt)dt+ εdwt,
(20)
or, alternatively,
dxt = v(xt)dt+ εdwt (21)
where the augmented state x and vector field v are as before, {wt} is a (d+ 1)-dimensional
standard Wiener process, and
ε =
(
0 0
0 εId×d
)
∈ R(d+1)×(d+1),
with Id×d ∈ Rd×d being the identity matrix.
3i.e. that t 7→ xt is a continuous function for P-a.e. ω; cf. [Øks03].
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Proposition 14: Let {Ar}r∈τS1 be a family of sets and A ⊂ τS1 × X the associated
augmented set, cf. (11). Let E({Ar}) denote the escape rate of the process {xr}r≥s governed
by (19) from the family {Ar} of sets, as defined in Definition 13. Let E(A) denote the
escape rate of the associated augmented process {xr} governed by (21) from the augmented
set A. Then, we have
E({Ar}) = E(A).
Proof. By (20) and (21) we can identify xr with the last d coordinates of xr, and the time r
with the first coordinate of xr. Thus, we can also identify the probability laws of these two
processes (given xs ∼ m and xs ∼ δs ⊗m). With
xr ∈ Ar ⇐⇒ xr ∈ {r} × Ar ⊂ A
the claim follows from the fact that for time-periodic forcing the escape rates are independent
on starting time, and that the time-fibers of the Lebesgue measure m on τS1 × X is the
Lebesgue measure m, independently of the fiber chosen (recall that we chose the initial
distribution for escape rates to be Lebesgue).
Now we turn to the questions of (i) whether there are coherent families of sets with small
escape rates, and (ii) how to find them.
5 Finding families with low escape rates
5.1 The transfer operator and its infinitesimal generator
The evolution of the system (19) is characterized by the time-parametrized family of stochas-
tic transition function ps,t : X ×B→ [0, 1], t ≥ s,
ps,t(y, A) = Py(xt ∈ A),
describing the probability distribution of the process, given it started in xs = y ∈ X a.s.
(almost surely). The stochastic transition function ps,t(y, ·) can be shown to be absolutely
continuous with respect to the Lebesgue measure for a.e. (almost every) y ∈ X (cf. [LM94,
Section 11.6]), and thus there is a family of transition density functions {qs,t}t≥s, with
ps,t(y, A) =
∫
A
qs,t(y, z) dm(z) for a.e. y ∈ X.
If the initial condition xs is only given by its density function f , the probability distri-
bution of xt is
Pxs∼f (xt ∈ A) =
∫
A
∫
X
qs,t(y, z)f(y) dm(y)dm(z) .
12
Note that the probability measure Pxs∼f (xt ∈ ·) is absolutely continuous with respect to m:
we denote its Radon–Nikody´m derivative by ft. The (linear) operator mapping f to ft is
called the transfer operator Ps,t,4 and is given by
Ps,tf :=
∫
X
qs,t(y, ·)f(y) dm(y) .
We will see below that, due to v being divergence-free for all times, Ps,t1 = 1 for every s ≤ t,
and thus Ps,t : Lr(X)→ Lr(X) is a well-defined contraction for every 1 ≤ r ≤ ∞; cf. [BR95,
Lemma 1]. The function 1 is the a.e. constant function on X with value 1.
Suppose that ft(x) and v(t, x) are C
2 functions with respect to both t and x. Then,
g(t, ·) = ft solves the Fokker–Planck equation [LM94, Section 11.6]
∂tg(t, x) =
ε2
2
∆g(t, x)− div (g(t, ·)v(t, ·)) (x), g(0, x) = f(x), ∂g(t, ·)
∂n
∣∣∣∣
∂X
= 0 , (22)
where ∆ =
∑d
i=1 ∂
2
xi
denotes the Laplace operator, and div =
∑d
i=1 ∂xi denotes the divergence
operator on X, and ∂
∂n
is the normal derivative on the boundary.
Assume for a moment that v(t, x) = v(x), i.e. the vector field doesn’t depend on time.
Then, Ps,t only depends on t − s, and for simplicity we write Pt. The semigroup property
holds: Pt+s = PtPs for every s, t ≥ 0. We define the operator
Gf = lim
t→0
Ptf − f
t
(convergence in Lr). (23)
G : D(G) → Lr(X) is called the (infinitesimal) generator of the semigroup of operators
{Pt}t≥0, and D(G) is its domain, i.e. the set containing all f ∈ Lr(X) where the limit (23)
exists. If f ∈ C2(X,R), then f ∈ D(G), and Gf = 1
2
ε2∆f − div(fv), hence G is the operator
building the right hand side of the Fokker–Planck equation (22). That G indeed “generates”
{Pt} is underlined by the following result.
Proposition 15 (Spectral Mapping Theorem [Paz83, Theorem 2.2.4]): For f ∈ Lr(X)
and λ ∈ C one has Gf = λf iff Ptf = exp(λt)f for every t ≥ 0.
Essentially, all the information contained in the family {Pt} is also contained in a single
operator, G. To work directly with the generator has some advantages, if one is to (numeri-
cally) compute quantities of interest related to dynamical systems. This has been exploited
e.g. in [FJK13]. In the non-autonomous setting a general result such as Proposition 15 does
not exist, however if ft is sufficiently smooth, it satisfies ∂tft = Gtft, where Gt is the infinites-
imal generator associated with the vector field vt := v(t, ·), i.e. Gtf = 12ε2∆f − div(fvt).
This also shows that if v(t, ·) is divergence-free for all t, then Gt1 = 0 for all t, and hence
Ps,t1 = 1 for all s ≤ t.
4In the field of operator semigroups (see below, or, for instance [EN00]) the family of transfer opera-
tors, {Ps,t}t≥s, is also called evolution family.
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5.2 Lyapunov exponents and escape rates
Escape rates for homogeneous processes. The following theorem extends results ob-
tained in [FS10, FS13, FJK13], to continuous time stochastic processes. It states that for
eigenfunctions of G with decay rate λ, the positive and negative supports of the function
determine sets from which the escape rate is slower than the decay rate λ.
Theorem 16: For a homogeneous stochastic process {xt}t≥0 with almost surely continuous
sample paths (cf. [Øks03]), let {Pt}t≥0 denote the associated transfer operator semigroup on
L1 = L1m. Let f ∈ L1 ∩L∞ be such that Ptf = eλtf for a λ < 0. Let us further assume that
A± := {±f ≥ 0} is closed. Then E(A±) ≤ −λ.
Proof. See Appendix A.5.
The case λ /∈ R has been considered in [FJK13] and in Remark 24 below we extend these
results as well to the non-autonomous (non-homogeneous) setting.
Escape rates for non-homogeneous processes. If we are looking for a non-homogeneous
version of Theorem 16, it is to be expected that the role of one function f is going to be
taken by a whole family of functions {fr}. To assume that the temporal change in sets like
{ft ≥ 0} is everywhere continuous might be too optimistic. We thus weaken the notion of
niceness introduced in Definition 4:
Definition 17 (Sufficiently nice family of sets): A sufficiently nice family of sets {Ar}r∈I ,
for an interval I ⊂ R, is such that
(i) for every r ∈ I the set Ar is closed; and
(ii) the function σ 7→ h(Ar, Ar+σ) is either left- or right-continuous at σ = 0 for every r ∈ I.
We also introduce decay rates as a function-based version of the set-based escape rates.
Definition 18 (Lyapunov exponents): Given a f ∈ L1m, the Lyapunov exponent of f with
respect to initial time s is defined as the decay rate of the norm of f while transported by
the transfer operator:
Λs(f) := lim sup
t→∞
1
t− s log ‖Ps,tf‖1 . (24)
We have the following:
Theorem 19: Given f ∈ L1 ∩ L∞, ∫ f = 0, define the family of sets {A±r }r≥s by A±r =
{±Ps,rf ≥ 0}. Suppose that {A±r } is a sufficiently nice family. Then E({A±r }) ≤ −Λs(f).
Proof. See Appendix A.6.
Theorem 19 states that if we find a function with a low decay rate Λ (a “low” decay means
Λ is small negative, i.e. close to zero), than we readily have a pair of sets with coherence
(escape) rate at least as low as the decay rate Λ. Thus, we aim for finding functions with
low decay rates. Note that since Ps,t1 = 1 for all s ≤ t, any function not perpendicular to 1,
i.e. satisfying
∫
f 6= 0, will have a decay rate Λ = 0, because ‖Ps,tf‖1 6→ 0 as t→∞.
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In general, properties of interest in periodically forced nonlinear dynamical systems can
be characterized by those of the associated Poincare´ return map, the map describing the
time-τ -evolution of the system with forcing period τ . By considering the transfer operator
for a single period τ we have the following simple characterization of the slowest decaying
family of functions.
Proposition 20: For every s, s˜ ∈ τS1 we have
max∫
f=0
Λs(f) =
1
τ
log
∣∣λ2(Ps,s+τ)∣∣ = 1
τ
log
∣∣λ2(Ps˜,s˜+τ)∣∣ , (25)
where λ2(·) denotes the second largest eigenvalue of the argument. The maximizer of the
left hand side is the eigenfunction fs of Ps,s+τ corresponding to this eigenvalue.
Proof. See Appendix A.7.
The second equality in (25) states that this eigenvalue does not depend on s.
6 The generator on augmented phase space
Let us first recapitulate the developments in the last three sections. In order to have a notion
of coherence with a tractable stochastic generalization, we introduced escape rates based on
survivor sets in sections 3.1 and 3.2. There, the main result was Theorem 11, showing
that the non-autonomous escape rate equals the autonomous escape rate of the associated
augmented system. The generalization of escape rates to stochastically perturbed systems
was introduced in section 4. Finally, Theorem 19 and Proposition 20 showed that coherent
families can be found by considering the Lyapunov spectrum of the transfer operator family
associated with the system.
Next we would like to find coherent families directly in augmented space, in a way cross-
breeding theorems 11 and 19. To this end, we start with an informal reasoning to get to our
main object, introduced in equation (26) below.
Recall from equations (20) and (21) that the non-homogeneous SDE dxt = v(t, xt)dt +
εdwt can be made homogeneous by augmenting the state space, dxt = v(xt)dt+εdwt. For a
homogeneous process, Theorem 16 connects the escape rate from a set and the spectrum of
the corresponding transfer operator semigroup. Hence, if P t denotes the transfer operator
semigroup of the augmented SDE (21), then the eigenfunctions of P t yield augmented sets
with low escape rates5. Furthermore, by the spectral mapping theorem (Proposition 15),
these eigenfunctions are the same as those of the associated infinitesimal generator G. The
generator can be obtained from the Fokker–Planck equation associated with (21): for a scalar
function f , with f(x) = f(θ, x) and “time-slices” fθ := f(θ, ·), we have
Gf(θ, x) = −∂θf(θ, x) + Gθfθ(x) , (26)
5Thus, by Proposition 14, it also yields coherent families. Here, however, we will take a different path,
to add further connections shown in Figure 3, and to allow us to deal with slightly more general coherent
families (recall that Theorem 16 requires closed sets). This construction will further reveal quasi-periodic
coherent families, cf. Remark 24 below.
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with domain satisfying
D(G) ⊃ {f ∣∣ θ 7→ fθ ∈ C1(τS1, Lr) , fθ ∈ D(Gθ) ∀θ ∈ τS1} ,
for some 1 ≤ r <∞. We call G the augmented generator.
Remark 21: The semigroup P t above is equivalent to the so-called evolution semigroup;
cf. [CL99, Sch99, RSR+00, EN00] and references therein, while the idea seems to go back
to [How74].
Lyapunov exponents. Our next results state that the augmented generator contains the
information about the Lyapunov spectrum of the periodically driven transfer operator family;
that is, it could be viewed as a spectral mapping theorem for such families of operators. In the
context of evolution semigroups such results are again known by the name spectral mapping
theorems (or the existence of exponential dichotomies), and can be found e.g. in [CL99]
or [EN00, Section VI.9].
Lemma 22: If Gf = µf for some µ ∈ C, then f(s + t mod τ, ·) = e−µtPs,s+tf(s, ·), for
s ∈ τS1, t ≥ 0. In particular, Ps,s+τfs = eµτfs, i.e. the time-slices of f are eigenfunctions
of Ps,s+τ for the corresponding s ∈ τS1.
Proof. See Appendix A.8.
Note that since eigenfunctions of Ps,t have zero mean, we have
∫
fθ dm = 0 for all θ ∈
τS1. Thus, combining Lemma 22 with Proposition 20 shows that eigenfunctions of G at
subdominant eigenvalues, i.e. at eigenvalues µ where Re(µ), the real part of µ, is close to
zero, yield coherent families. The following theorem shows that these eigenfunctions are
exactly the same as those in the transfer operator based family arising implicitly in (25).
Hence, it is an augmented time-infinitesimal version of Proposition 20.
Theorem 23: For every s ∈ τS1 we have
max∫
f=0
Λs(f) = Re (λ2 (G)) , (27)
with λ2(G) denoting the first subdominant eigenvalue of G. The s-dependent maximizer of
the left-hand side is f = f(s, ·), where f is the corresponding eigenfunction of G.
Proof. See Appendix A.8.
Remark 24 (The complex eigenvalue case): Suppose λ2(G) =: µ ∈ C \ R. Then there is
a δ > 0 such that eδµ ∈ R. For t = s+kδ, k ∈ N, we then have by recalling Ps,tfs = eµ(t−s)ft
from Lemma 22, that
Ps,tfs = ekδµft . (28)
However, Ps,t maps real-valued functions again to real-valued ones, hence (28) holds also for
the real parts fRs , f
R
t and imaginary parts f
I
s, f
I
t of fs, ft, respectively. The operator Ps,t is
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non-expansive for every s ≤ t, hence the function t 7→ ‖Ps,tg‖L1 is monotonically decreasing
for any g. Setting g = fRs or g = f
I
s, this shows together with (28) that
Λs(f
R
s ) = Λs(f
I
s) = µ. (29)
In order to obtain a coherent family in the sense of Theorem 19, we may consider the
positive (or negative) support of Ps,tfRs . Again from Lemma 22, we see that
Ps,tfRs = Re
(
eµ(t−s)ft
)
= eα(t−s)
(
cos
(
β(t− s))fRt − sin (β(t− s))f It ) , (30)
where µ = α + βi, α, β ∈ R (we note that a similar construction has been employed
in [FGTQ14] for the discrete time case). In particular, the real part of fs returns to a
real function ft at some later t = 2pi/β, where β is completely independent of the driving
period τ . The corresponding coherent family of sets will be periodic if and only if τ and 2pi
Im(µ)
are rationally dependent (i.e., they have a finite common multiple), otherwise the family will
be quasi-periodic. We now show that the decision to use fR represents one “phase” from a
cycle of period 2pi/β.
Since the decay rate of both fRs and f
I
s is µ, the decay rate of any (complex) linear
combination of these functions is also µ. Thus,
fϑs := Re(e
iϑfs)
yields a coherent family for every ϑ ∈ [0, 2pi) and ϑ acts as a phase for the family of coherent
sets. One has the same evolution rule as in (30):
Ps,tfϑs = Re(eiϑ+µ(t−s)ft) .
Some notes on the spectrum of G. The differentiation operator ∂θ, acting on C1(τS1)
has the eigenfunctions ψk(θ) = exp(2piikθ/τ), k ∈ Z, with corresponding eigenvalues 2piikτ−1.
If f is an eigenfunction of G for some eigenvalue λ, then g defined by gθ = fθψk(θ) is also
an eigenfunction of G, since
(Gg)(θ, ·) = Gθgθ − ∂θgθ
= (Gθfθ − ∂θfθ︸ ︷︷ ︸
=(Gf)(θ,·)=λfθ
)ψk(θ)− 2piikτ−1fθψk(θ)
= (λ− 2piikτ−1)g(θ, ·) .
(31)
Thus the point spectrum of G is invariant under translation by the multiples of the scaled
imaginary unit 2piiτ−1. We call such translates of an eigenvalue “companion eigenvalues”.
We shall also analyze in the following how this spectral property is distorted by the numerical
discretization.
7 Numerical analysis
Our general strategy is going to be to solve the eigenproblem in the bottom right corner of
Figure 3 numerically, and then use our results to move to the top left corner of this figure
and infer quantitative information about coherent families in the system at hand.
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Coherent family {Ar} with
low escape rate
E({Ar}r≥s) ≤ −Re(κ)
Augmented set A with low
escape rate
E(A) ≤ −Re(κ)
Slow decay of a family of
functions {fs}
Λs(fs) = Re(κ)
Slow decay of augmented
function f
Ptf = eκtf
Eigenfunctions of time-τ
transfer operator cose to one
Ps,s+τfs = eκτfs
Eigenfunctions of augmented
generator close to zero
Gf = κf
State space Augmented space
Prop. 14
Prop. 15
(Spectral Mapping
Theorem)
Thm. 19
Rem. 24
Thm. 16
(for κ∈R)
evolution semigroups [CL99]
Prop. 20
Lem. 22, proof of Thm. 23
Figure 3: Connections between the different objects and concepts introduced and derived in
sections 4–6. The objects on the left-hand side live in or on the state space X, while those
on the right-hand side live in or on the augmented space X. The arrows indicate that from
the objects in the box at the tail of an arrow one can construct objects in the box at the
head of that arrow. The precise statements, and the conditions under which they hold true,
can be found in the main text.
7.1 Galerkin and Petrov–Galerkin methods
The Galerkin discretization of an operator A over some Hilbert space H with scalar product
〈·, ·〉 can be described as follows. Suppose we have a finite-dimensional subspace V ⊂ H with
basis (ψ1, . . . , ψk) given. The Galerkin projection of A to V is the unique linear operator
A : V → V satisfying
〈ψj,Aψi〉 = 〈ψj, Aψi〉, for all i, j = 1 . . . , k . (32)
If the operator A is not given on a Hilbert space, just a Banach space, or for computational
reasons, it can be advantageous to take basis functions (with respect to which the projected
operator is defined) and test functions (which serve in (32) to project objects not necessarily
living in the same subspace) from different sets.
If A : X → X is an operator on a Banach space X , V ⊂ X a subspace with basis
(ψ1, . . . , ψk), V∗ ⊂ X ∗ a subspace of the dual of X with basis (ψ∗1, . . . , ψ∗k), in particu-
lar dimV = dimV∗, then the Petrov–Galerkin projection of A is the unique linear operator
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A : V → V satisfying
〈ψ∗j ,Aψi〉 = 〈ψ∗j , Aψi〉, for all i, j = 1, . . . , k , (33)
where 〈·, ·〉 denotes the duality bracket. There are two methods of special interest for us.
Ulam’s method. Let the operator to project be the transfer operator Ps,t : L1 → L1,
and suppose a partition of X into measurable sets B1, . . . , Bn is given. Define the basis
functions as the normed characteristic functions over the Bi, that is, ψi = m(Bi)
−1
1Bi .
Since thus ψi ∈ L∞, we can take ψ∗i (f) =
∫
fψi, and the corresponding Petrov–Galerkin
projection of Ps,t, denoted by Pn(s, t) ∈ Rn×n, is called the Ulam discretization of the transfer
operator. Direct computation shows that
Pn,ij(s, t) = Pxs∼unif(Bj)(xt ∈ Bi) ,
where unif(B) denotes the uniform distribution over the set B.
Collocation. If X is a function space satisfying X ⊂ C0(X), and x1, . . . , xn ∈ X, one can
take ψ∗ = δ(· − xj) ∈ C0(X )∗, the delta distributions centered at the xj, i.e. 〈δ(· − xj), ψ〉 =
ψ(xj). The associated projection is called collocation, because it satisfies
(Aψ)(xi) = (Aψ)(xi) for all ψ ∈ V , i = 1, . . . , n .
7.2 Ulam’s discretization for the generator
Partition X into {B1, . . . , Bn}, with each Bk, k = 1, . . . , n closed, with piecewise smooth
boundary, and nonempty interior. For simplicity, let us assume that the Bi are rectangular
sets.
We have seen in section 5.1 that the transfer operator family associated with the homo-
geneous process which is governed by the SDE dxt = v(xt)dt + εdwt is a semigroup, and
hence has an infinitesimal generator. The Ulam discretization of this generator consists of
two components, to be discussed in the following.
The first takes care of the deterministic part, which corresponds to the drift v. It can
be seen as a discretization of the divergence term on the right hand side of the Fokker–
Planck equation (22). The Ulam matrix Pn corresponding to the dynamics governed by the
ordinary differential equation x˙(t) = v(x(t)) satisfies that Pn(s, t) only depends on (t − s),
since the system is autonomous. Let this Ulam discretization be denoted by Pn(t). Note that
since time evolution and discretization do not commute, in general Pn(t + s) 6= Pn(t)Pn(s).
Nevertheless, we define the first component of the generator matrix as
Gdriftn :=
d
dt
Pn(t)
∣∣∣
t=0
. (34)
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This limit exists, and can be shown to yield6 [FJK13]
Gdriftn,ij =
 1m(Bj)
∫
∂Bi∩∂Bj 〈v(x), nj(x)〉
+ dσ(x), i 6= j
− 1
m(Bi)
∫
∂Bi
〈v(x), ni(x)〉+ dσ(x), i = j,
where nj denotes the unit outer normal vector on ∂Bj. G
drift
n in this latter form is also known
as the (spatial part of the) upwind scheme [LeV02].
The second component deals with the diffusion, hence corresponds to the term with the
Laplace operator in (22). Note that if we would have involved the diffusion in the construction
above, then the limit in (34) would have diverged. This is due to the non-Lipschitz nature
of Brownian motion, as discussed earlier. The diffusion component is merely going to be
the finite difference approximation ∆n of the Laplace operator ∆ on the grid defined by
the centroids of the rectangles Bi, given by its representation with respect to the basis
functions ψi =
1
m(Bi)
1Bi . We define the diffusion component of the generator as
Gdiffn :=
ε2
2
∆n . (35)
The discrete Ulam generator is then Gn := G
drift
n + G
diff
n . It can be readily seen that the
matrix Gn is a generator matrix, meaning that exp(tGn) is similar to a column-stochastic
matrix for every t ≥ 0. Hence, it has an eigenvalue 0, and all eigenvalues are in the left
complex half plane, mimicking this property of its continuous original, the infinitesimal
generator G. Further properties of Gn, such as convergence to G in an appropriate way, are
shown in [Kol10, Section 5].
7.3 The discretized augmented generator and its spectrum
How does the numerical discretization from Section 7.2 reflect the theoretical findings (31)
about the augmented generator G?
For the Ulam discretization of the augmented generator the time derivative appears
as simple backward finite difference, cf. [FJK13, Corollary 4.5]. More precisely, if v is a
discretized function in augmented space,7 then let vt, t = 0, h, 2h, . . . , τ − h, denote its
time slices, where h = τ/n for some n ∈ N. The backward difference operator δt is given
by (δtv)t = h
−1(vt − vt−h). By denoting ω := e2piih/τ , the eigenvectors of δt are the vectors
ψk = (1, ω
k, ω2k, . . . , ω(n−1)k)T , k = 0, . . . , n−1, with corresponding eigenvalues λk := 1−ω−kh .
Let G denote the (Ulam) discretized augmented generator, and v its eigenvector, such
that Gv = λv. Further, consider w with wt = vtψk(t). A short computation shows that
(Gw)t = λwt +
ω−k − 1
h
vt−hψk(t) = λwt − λkvt−hψk(t) , (36)
6In [FJK13], the matrix representation of the discrete generator was given with respect to the basis
functions ψi = 1Bi , here we give it with respect to the basis functions ψi =
1
m(Bi)
1Bi . Note also, that our
matrix representations act by multiplication from the left, i.e. f 7→ Gnf for f ∈ Rn.
7In this section we are not going to make any reference to the vector field, previously denoted by v. We
use v for a different object here.
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which can be seen as a discrete analogue to (31), as for h → 0 we have ω−k−1
h
→ −2piik/τ .
Note the time shift in v occurring in (36). If h is small and vt sufficiently smooth (in t),
then (36) shows that w is close to being an eigenvector at λ− λk, since vt ≈ vt−h.
If we have a discrete equivariant measure not changing in time, i.e. Gtvt = 0 with vt = v
for some v for all t, then the associated w are indeed eigenfunctions of G at λ − λk. This
is the case e.g. for divergence-free non-autonomous vector fields, where the constant density
is stationary. This property is inherited by Ulam’s discretization of the generator, since by
Gauß’ theorem the total inward and outward fluxes cancel out on the boundary of every
set Bi, and thus the constant vector is in the null space of the discrete generator.
7.4 Hybrid generator
Rather than approximating the space τS1 ×X with a single scheme, we approximate time-
dependence using Fourier modes8 e2piimt/τ ,m = −(M − 1)/2, . . . , (M − 1)/2; hence we arrive
at a hybrid collocation-Ulam scheme. The advantages of the Fourier representation are that
the time derivative is explicitly known and the space spanned by this finite set of modes
is invariant under time differentiation. Moreover, if the temporal change of the vector field
is sufficiently smooth, due to the spectral convergence properties of Fourier collocation we
expect to obtain good results with only a few modes in time direction, i.e. very small M .
In the spatial direction we use Ulam’s method for the generator [FJK13]. Partition X
into {B1, . . . , BN}, with each Bn, n = 1, . . . , N , closed with piecewise smooth boundary,
and nonempty interior. We allow Bj ∩ Bk to intersect at their common boundary. The
finite-dimensional estimate of Gt is an N × N matrix G(t). We are interested in the pro-
jection of the augmented generator G onto the space spanned by the (orthogonal) functions
{ψ˜n,m}n=1,...,N ; m=−(M−1)/2,...,(M−1)/2, with ψ˜n,m(t, x) = |Bn|−1 e2piimt/τ1Bn(x). Note, that to
avoid a clash in notation, the Lebesgue measure of some set B in this section is denoted
by |B|.
Since we want to use collocation methods, the Fourier modes shall be represented by a
different basis, which is more convenient both for the assembling of the discrete operator and
for the evaluation of functions given in that basis. Let {`m}m=1,...,M denote the Lagrangian
basis of the subspace spanned by the Fourier modes with respect to the equidistant collo-
cation nodes tl = τ(l − 1)/M , l = 1, . . . ,M . That is, `m(tl) = δl,m, where we use the usual
Kronecker notation. The basis functions with respect to which we set up our discretization
is ψn,m = |Bn|−11Bn`m, n = 1, . . . , N , m = 1, . . . ,M .
Now, to discretize G over the hybrid basis, we employ a Petrov–Galerkin method with
ψ∗k,`(t, x) = 1Bk(x)δ(t− tl), k = 1, . . . , N , l = 1, . . . ,M . Putting all this into (33), we obtain
the (n,m), (k, l)-th entry of the discrete augmented generator G,
G(n,m),(k,l) = −`′m(tl)δk,n +G(t)n,kδm,l . (37)
The expected benefit of the hybrid scheme is that we can compute the generator(s) on X at
various times instead of computing on the higher-dimensional space X = τS1 × X. If the
8In order to obtain a pure real approximation of real objects, for every Fourier frequency m one has to
include the mode with the frequency −m too. Thus, we use an odd number of modes, M .
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variation of the vector field in time is sufficiently smooth, then we expect high accuracy of
the discretization already with a small number of time collocation points.
Just as in section 7.3, we can search for “companion eigenmodes” in case of our hybrid
discretization (37). If v is an eigenfunction of G for the eigenvalue λ, then consider w
with wt = vtψk(t), where ψk was defined in section 7.3. The fact that the derivative of the
functions ψk, −M−12 ≤ k ≤ M−12 , is reproduced exactly by spectral differentiation implies
together with (37) that w is an eigenfunction for eigenvalue λ−λk, with λk = 2piikτ−1. This
matches the analytical shift of the augmented generator, cf. (31).
7.5 Example 1: a periodically driven double gyre flow
We consider the non-autonomous system [FPG14]
x˙ = −piA sin (pif(t, x)) cos(piy)
y˙ = piA cos (pif(t, x)) sin(piy)
df
dx
(t, x),
(38)
where f(t, x) = α sin(ωt)x2 + (1 − 2α sin(ωt))x. We fix the parameter values A = 0.25,
α = 0.25 and ω = 2pi, hence the vector field has period 1. The system preserves the Lebesgue
measure on X = [0, 2]×[0, 1]. Explicit diffusion is added to the system (cf. (19)) with ε = 0.1
and reflecting boundary conditions. Equation (38) describes two counter-rotating gyres next
to each other (the left one rotates clockwise), with the vertical boundary between the gyres
oscillating periodically.
We consider the Ulam discretization of the augmented generator, G, on a uniform 30×
100×50 partition of the augmented state space X = S1×X. The first couple of eigenvalues
with the largest real part are (as computed in Matlab by the command eigs(G,11,’LR’))
-0.0000 + 0.0000i
-0.0832 + 0.0000i
-0.3160 + 1.1437i
-0.3160 - 1.1437i
-0.3663 + 0.0000i
-0.6556 + 6.2374i
-0.6556 - 6.2374i
-0.7362 + 6.2443i
-0.7362 - 6.2443i
-0.9609 + 7.3794i
-0.9609 - 7.3794i
Since the constant density is invariant at every time instance, we expect−λk = −1−exp(−2piik/30)1/30
to be an eigenvalue for every k ∈ Z with an eigenfunction which is constant in the spatial
direction (cf. section 7.3). Indeed, −λ±1 occurs among the computed eigenvalues, they are
the top two underlined eigenvalues.
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Figure 4: Time slices of the eigenvectors for the largest nonzero real eigenvalues (top: largest
real eigenvalue −0.0832, bottom: second largest real eigenvalue −0.3663) at time t = 0 (left)
and t = 0.5 (right). The white contour indicates the zero-level curve.
The second eigenvalue of G, about −0.0832, indicates the most coherent family. The
corresponding eigenvector v is not constant in time, hence we cannot expect to find a com-
panion eigenvalue of G exactly at −0.0832− λ±1 = −0.7388± 6.2374i, but we do anticipate
an eigenvalue close by with an associated eigenvector close to vψ±1 (the multiplication is
meant pointwise for the temporal components). To check this, we compute correlations
between the first 20 eigenvectors un, n = 1, . . . , 20, and vψ±1, i.e.
c±n =
〈un,vψ±1〉
‖un‖2 ‖vψ±1‖2 ,
where ‖u‖2 is the standard Euclidean norm of the vector u ∈ R30·100·50. The eigenvectors
associated with the bottom two underlined eigenvalues, −0.7362 ± 6.2443i, yield correla-
tions c±5,6 ≥ 0.99, meanwhile the correlation with the other eigenfunctions does not ex-
ceed 0.02.
Figure 4 shows two time slices for the first two subdominant eigenfunctions for real
eigenvalues. The top row suggests that the most coherent splitting approximately separates
the left and the right gyres from one another, while the bottom row illustrates the coherence
of the cores of the gyres. Note, that the zero-level curve of the dominant eigenfunction
is a smoothed version of the unstable manifold of the time-independent hyperbolic fixed
point (1, 1) of the unperturbed flow. This observation is consistent with, but not identical
to, the results in [FPG14]. There, the computations were on a finite time interval, and
the boundary between the dominant finite-time coherent sets was close to the stable (resp.
unstable) manifold of the hyperbolic periodic point at the initial (resp. final) time. Here,
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we consider coherence over an infinite time (as in [FLS10]) and the boundaries are always
approximately aligned with the unstable manifold of the hyperbolic periodic point.
Between the first two real subdominant eigenvalues we find a pair of complex eigenval-
ues, −0.3160± 1.1437i, indicating a coherent family as well. Let u be the eigenfunction for
the third eigenvalue µ = α + βi = −0.3160 + 1.1437i; we extract coherent families from it,
as described in Remark 24. To obtain the zero phase coherent families, we set
A±t = {±P0,tuRe0 ≥ 0} =
{
Re(±eiβtut) ≥ 0
}
.
Remark 24 and Theorem 19 show that the escape rate from this family is smaller than 0.3160.
Figure 5 shows this coherent family at four different times. The period of the phase of the
Figure 5: The functions Re(eiβtut), indicating the coherent families, for four different
times t = 0, 1.5, 3, 5.46 (top left, top right, bottom left, and bottom right, respectively).
family is 2pi/β ≈ 5.49, and we see in Figure 5 that after this time the coherent sets seem
to have approximately completed one revolution around the centers of the gyres. This time
approximately corresponds to the period of trajectories starting on the zero-level curves
at the bottom of Figure 4 around the centers of the associated gyres (this is verified by
numerical simulation; not shown here).
Next, we test Theorem 19 numerically. For this we choose 50000 uniformly distributed
random points in X, of which 25050 lie in the positive support of the t = 0 slice of the
eigenfunction v for eigenvalue −0.0832; i.e. in {v0 ≥ 0}. We integrate all points from s = 0
to t = 10 (that is, 10 periods) with the Euler–Maruyama scheme (stepsize 1/30, reflecting
boundary conditions). At the end we estimate the escape rate from the family {A±r }r∈S1 by
Eˆ({A±r }) = −
1
t− s log
(
#points that stayed in A±r mod 1 for r = 0,
1
30
, 2
30
, . . . , 10
#points that started in A±0
)
.
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After averaging over five runs, we obtain Eˆ({A+r }) = 0.0657 and Eˆ({A−r }) = 0.0645, both
being smaller than the associated bound by the eigenvalue −λ = 0.0832. Figure 6 shows the
fraction of “surviving points” in time for different realizations of the noise process, with the
theoretical bound for the slope given by the corresponding eigenvalue. Figure 7 shows the
dynamical evolution of points starting in the coherent families {A±r } for two different times.
Figure 6: Numerical simulation of escape rates at anchor time s = 0. We show the fraction
of points that stay in the coherent family until time t versus t for five test runs. Blue curves
correspond to escape rates from {A+r }, red to those from {A−r }. The dashed line has slope
given by the second eigenvalue.
Remark 25: In [FP09, FPG14] a line-search along different level sets is used to obtain opti-
mal finite-time coherent sets. In the current setup we can employ a similar procedure. Recall
from Theorem 2 and expression (12) that the cumulative outflow flux from the coherent fam-
ily over one time period is given by the instantaneous outflow flux from the augmented set
in augmented space. The entries of Ulam’s discretization of the augmented generator are
exactly box-to-box instantaneous flow rates, cf. section 7.2. Hence, for any sub- or superlevel
set of a given eigenfunction, the cumulative outflow flux can be computed from the discrete
augmented generatorG in complexity that is linear in the number of boxes. Then, one would
search for a level set optimizing the cumulative outflow flux to augmented volume ratio.
7.6 Example 2: periodically perturbed Bickley jet
We consider a perturbed Bickley jet as described in [RBBV+07]. This is an idealized zonal
jet approximation in a band around a fixed latitude, assuming incompressibility, on which
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Figure 7: Numerical simulation of escape rates at anchor time s = 0. The points colored
blue stayed in the coherent family {A±r } for all times until time t = 1 (left) and t = 3 (right).
The points that left the family at least once until time t are colored red. Top: coherent
family {A+r }, bottom: coherent family {A−r }.
two traveling Rossby waves are superimposed. The dynamics is given by
x˙ = −∂Ψ
∂y
, y˙ =
∂Ψ
∂x
,
with stream function
Ψ(t, x, y) = −U0L tanh
( y
L
)
+ U0L sech
2
( y
L
) 3∑
n=2
An cos (kn (x− cnt)) .
The constants are chosen as in [RBBV+07], the length unit is Mm (1 Mm = 106 m), the
time unit is days. Then
U0 = 5.4138, L = 1.77, A2 = 0.1, A3 = 0.3 .
We set kn = 2n/re with re = 6.371. The phase speeds cn of the Rossby waves are modified
slightly so that the forcing is periodic with the smallest common period τ = 9 days. We
choose c2 = 0.2054U0 and c3 = 0.4108U0. The state space is periodic in the x coordinate,
and is given by X = pireS
1 × [−4, 4].
Compared with our previous example, the spatial scale of dynamics is finer, and the
temporal change in the vector field includes higher frequencies. Thus, we need higher resolu-
tions for an increased accuracy, hence we employ the hybrid discretization of the augmented
26
generator from section 7.4 with ε = 0.1. We resolve time with 21 Fourier modes (such that
frequencies from −10 to 10 are present), and space with a 300× 120 uniform grid (resulting
in almost square boxes).
Since the hybrid discretization allows for purely imaginary “companion” eigenvalues to
occur by the shifts λk = λ1k = 0.698k i (see the end of section 7.4), we do not compute
the eigenvalues with the largest real part, but those with the smallest magnitude.9 Calling
eigs(G,20,’SM’) the following eigenvalues, which we order according to their real parts.
0.0000 + 0.0000i
-0.0138 + 0.0000i
-0.0303 + 0.0000i
-0.0332 - 0.1131i
-0.0332 + 0.1131i
-0.0333 - 0.1131i
-0.0333 + 0.1131i
-0.0443 + 0.0000i
-0.0671 - 0.0021i
-0.0671 + 0.0021i
-0.0684 - 0.0030i
-0.0684 + 0.0030i
-0.1179 + 0.0000i
-0.1322 + 0.0000i
-0.1431 - 0.1310i
-0.1703 - 0.0461i
-0.1703 + 0.0461i
-0.1703 - 0.0461i
-0.1703 + 0.0461i
-0.1864 + 0.0000i
By comparing the shifts with the imaginary parts of the eigenvalues, we do not expect to
have any companion eigenvalues in this list. Figure 8 shows the t = 0, 1, 2 (top to bottom)
time slices of the eigenfunctions for the framed eigenvalues. As time increases, the general
pattern shown by the eigenfunctions shift from left to right. The eigenvalue bounds on the
escape rates together with the corresponding eigenfunctions suggest that the least transport
occurs across the meandering horizontal jet region around y = 0 (2nd eigenfunction, left
column, Figure 8), while there is also low transport between the extreme northern/southern
boundaries, coloured dark blue, and the central horizontal region, coloured yellow (3rd eigen-
function, middle column, Figure 8). We also find six coherent vortices, coloured dark blue
9One could ask, what happens if the real eigenvalues we are interested in have larger modulus than the
smallest companion eigenvalues? This would mean λ2 < −2pi/τ , and the corresponding coherence estimate
would be quite miserable by yielding a survivor fraction of e−2pi ≈ 0.002 after one time period. In both of our
examples this fraction is around 0.9. Note that rescaling time does not help, because this merely multiplies
both the eigenvalues of the augmented generator and the companion shifts by the same scalar with which
we sped up time. We leave the computational details to the reader.
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Figure 8: Eigenfunctions of the hybrid discretized augmented generator at the second, third,
and thirteenth eigenvalues (left to right), shown at time slices t = 0, 1, 2 (top to bottom).
(13th eigenfunction, right column, Figure 8); these have a higher escape rate than the regions
shown in the left and central columns of Figure 8. Sampling-based numerical simulation of
the escape rate from the most coherent family (i.e. that given by the eigenfunction in the
left column of Figure 8; not shown) reveals escape rates of below 0.0082, which is again
overestimated by the eigenvalue bound 0.0138, consistent with the theory. Figure 9 shows
the evolution of sample points starting from the top left vortex.
Figure 9: Evolution of sample points starting from the top left vortex (cf. the top right
eigenfunction in Figure 8), shown at times t = 3, 6, 9, 12 (top left, top right, bottom left, and
bottom right, respectively).
From the complex eigenvalues, the fourth (and fifth) and sixth (and seventh) are those
which promise the most coherent sets. Since these eigenvalues are complex, we treat the
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corresponding eigenfunctions as described in Remark 24. We choose the fourth eigenfunction
with eigenvalue µ = α + βi = −0.0332 − 0.1131i; the sixth gives a similar but translated
structure. We denote the corresponding eigenfunction by f , and Remark 24 tells us that
A±t = {±P0,tfRe0 ≥ 0} =
{
Re(eiβtft) ≥ 0
}
are coherent families. The left column of Figure 10 depicts the functions fRe0 , P0,3fRe0 ,
and P0,6fRe0 . This shows us that the coherent northern and southern boundaries of the
state space (already shown in Figure 8, middle column) decompose into “coherent tongues”,
which move slowly from left to right. The phase repeats every 2pi/0.1131 ≈ 55.55 days, much
longer than the driving period of 9 days. Because 55.55 is not a multiple of 9, when the
phase restarts, the driving will already be part way through its cycle. The spatial structures
approximately return to the same x-position after 55.55 days.
The right column of this figure shows a numerical simulation of the escape from the fam-
ily {A+t }t≥0. In order not to pick points from the central horizontal region where f is orders of
magnitude smaller than its mean modulus, we initialize trajectories only where fRe0 ≥ 3·10−4.
7.7 Numerical comparison with Ulam’s method
In this section we compare the results of the augmented generator method for the periodically
driven double gyre, obtained in section 7.5, with the “standard” Ulam’s method, as described
in section 7.1.
To this end we assemble the Ulam matrix Pn(s, t) in the usual way: via sampling-based
approximation of its entries. Let us recall that Lemma 22 gives us an analytic connection
between the augmented generator G and the one-period transfer operator Ps,s+τ . Thus, we
will consider the Ulam approximation of this transfer operator, P = Pn(0, 1) (we omit the
discretization subscript, and the times, since these will be fixed throughout this section).
In order to obtain results comparable with our previous ones, we discretize the state
space X = [0, 2] × [0, 1] uniformly into 100 × 50 boxes. The transition rates between the
boxes, i.e. the entries of the matrix P ,
Pij = Pxs∼unif(Bj)(xt ∈ Bi) ,
are computed via sampling. For every box Bj we choose N = 2500 random test points
10
x
(1)
s , x
(2)
s , . . . , x
(N)
s at the initial time, and we set
Pij =
1
N
N∑
k=1
1Bi(x
(k)
t ) ,
10For comparison, in [FPG14], the finite-time (as opposed to infinite-time in the present study) coherent
set experiments for the double gyre used a grid of 128 × 64 boxes and 10000 points per box. These 10000
points comprised 400 uniformly distributed points per box, and each of these 400 points had an associated 25
points describing an -ball neighbourhood ( = 0.02). Then, these points were integrated with a fourth-order
Runge–Kutta scheme with constant stepsize 0.01 for a time span of length 1, resulting in a total number of
vector field evaluation about 8 · 109. This procedure approximates a deterministic flow of 1 period, followed
by uniform noise in an -ball. In the present paper we instead simulate an SDE for 1 period.
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Figure 10: Left: real part of the s = 0 time slice of the ninth eigenfunction of the hybrid
discretized augmented generator evolved to times t = 0, 3, 6 (top to bottom). Right: escape
rate simulation; trajectories shown at the corresponding times. The blue points stayed in
the coherent family until the time when they are shown, the red ones have left the family
prior to this time.
where x
(k)
t , k = 1, . . . , N , are independent realizations of the underlying stochastic pro-
cess computed by the Euler–Maruyama method [KP92] (with reflecting boundary) for step-
size 1/30 (the temporal direction was also discretized in 30 boxes in section 7.5). Note that
this leads to 375 · 106 evaluations of the vector field, a factor 25 times more than in the case
of the augmented generator, where we used a two-dimensional Gauß quadrature with 4× 4
nodes on each of the 6 faces of the three-dimensional boxes. Note that since the augmented
vector field is constant in the temporal direction, we could calculate the transition rates in
this direction analytically, thus effectively reducing the need for quadrature to 4 from the 6
faces. Even larger savings can be obtained by applying the hybrid discretization from sec-
tion 7.4: not only can we work with lower temporal resolutions, but also the generators G(t)
in (37) are computed on the lower-dimensional space X instead of X.
We expect the dominant eigenvalues and eigenfunctions of P to be associated with the
eigenvalues and eigenfunctions of the augmented generator G, predicted by Lemma 22 in
the analytical case. The eigenvalues with the largest modulus are shown in Table 1, together
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with their logarithmic transforms, and the corresponding eigenvalues of the augmented gen-
erator G. The upwind type spatial discretization introduces so-called numerical diffusion
λi τ
−1 log(λi) µi
1.0000 + 0.0000i 0.0000 + 0.0000i -0.0000 + 0.0000i
0.9150 + 0.0000i -0.0888 + 0.0000i -0.0832 + 0.0000i
0.3993 + 0.6678i -0.2509 + 1.0319i -0.3160 + 1.1437i
0.3993 - 0.6678i -0.2509 - 1.0319i -0.3160 - 1.1437i
0.7616 + 0.0000i -0.2723 + 0.0000i -0.3663 + 0.0000i
0.6929 + 0.0000i -0.3669 + 0.0000i -0.5169 + 0.0000i
Table 1: Left column: dominant eigenvalues λi of the Ulam matrix P . Middle column: log-
arithms of the λi. Right column: corresponding eigenvalues µi of the Ulam discretization G
of the augmented generator.
in Gdrift (as discussed in [FJK13]), adding to the mixing in the system.11 This is the reason
for the augmented generator having eigenvalues (from the third on) with smaller real parts
than the corresponding log-transformed eigenvalues of the Ulam matrix. Figure 11 shows
the second, third, and fifth eigenfunctions of P . All the eigenfunctions are, as expected,
Figure 11: From left to right: second, third (shown is the real part), and fifth eigenfunctions
of the Ulam discretization P of the transfer operator. The white contours indicate the
zero-level curves.
very close to those of the augmented generator G; cf. Figures 4 and 5. The third, complex
eigenfunction differs only in the phase, which is arbitrary. If we repeat the computation now
only with 100 sample points per box, such that the overall number of vector field evaluations
matches that for the augmented generator, we obtain the eigenfunctions given in Figure 12.
Note that the smoothness of the numerical eigenfunctions has deteriorated due to an in-
sufficient sampling; the zero-level curves have also lost smoothness. In general, the longer
the time span (s, t), the more sampling points have to be integrated in order to resolve the
noise sufficiently, due to exponential expansion in the flow. Certainly, a larger time span
11We conjecture that the second eigenvalue of G, −0.0832, is not smaller than the log-transform of the
corresponding eigenvalue of P , because (i) the zero-level curve of the corresponding eigenfunction has a
significant vertical component, and (ii) the vector field is approximately vertical near the zero-level curve.
This likely leads to a reduction in numerical diffusion in Gdrift across the zero-level curve, when compared to
lower eigenvalues, since numerical diffusion occurs locally, where the vector field has a significant component
transversal to a box face.
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Figure 12: From left to right: second, third (shown is the real part), and fifth eigenfunctions
of the Ulam discretization P of the transfer operator, now computed with a 25 times smaller
number of sample points as those in Figure 11. The white contours indicate the zero-level
curves.
necessitates a larger number of basis functions in the temporal direction for the augmented
generator too. It is not yet clear whether this number also scales exponentially in time, or a
linear growth is sufficient to maintain the same level of accuracy. The augmented generator
incorporates diffusion as an additive differential operator, and guarantees for smoothness of
the results.
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A Proofs
A.1 Proof of Theorem 2
Proof of Theorem 2. Let Dta and Dra denote the derivatives of the parametrizing function a
with respect to t ∈ τS1 and r ∈ R, respectively. Then, we have for the accumulated outflow
flux:∫
τS1
∫
∂At
〈v(t, x)− w(t, x), nt(x)〉+ dσ(x)dt =
=
∫
τS1
∫
R
〈v (t, a (t, r))−Dta (t, r) , nt (a (t, r))〉+gt(r) drdt, (39)
where gt(r) = det
(
Dra(t, r)
TDra(t, r)
)1/2
is the Gram determinant. The outer normal in
the augmented space has the form
n(t, r) := n(x) =
(
α
βnt(a(t, r))
)
,
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with α, β ∈ R satisfying α2 + β2 = 1 and
n(t, r) ⊥
(
1
Dta(t, r)
)
.
Solving for n yields
n(t, r) =
(
1 + 〈nt (a (t, r)) , Dta (t, r)〉2
)−1/2(−〈nt(a(t, r)), Dta(t, r)〉
nt(a(t, r))
)
.
The instantaneous outflow flux in augmented space,
∫
∂A
〈v(x),n(x)〉+dσ(x), now reads as
∫
τS1×R
〈(
1
v(t, a(t, r))
)
,
(−〈nt(a(t, r)), Dta(t, r)〉
nt(a(t, r))
)〉+
×
× g(t, r)
(1 + 〈nt(a(t, r)), Dta(t, r)〉2)1/2 d(t, r), (40)
with g(t, r) = det
(
D(t,r)a(t, r)
TD(t,r)a(t, r)
)1/2
, where D(t,r)a denotes the total derivative
of a with respect to the joint variable (t, r); i.e. D(t,r)a = (Dta,Dra). Comparing (39) with
(40) shows that they are equal if and only if
(1 + 〈nt(a(t, r)), Dta(t, r)〉2)1/2gt(r) = g(t, r) for every t ∈ S1, r ∈ R. (41)
Using Lemma 26 below with M = Dra(t, r), m = Dta(t, r) and n = nt(a(t, r)) proves (41)
and completes the proof of (13).
Now that we have shown equality in (13), the independence of its left- and right-hand
sides on the parametrization a is a simple corollary of the independence of surface inte-
grals on parametrization. In particular, the right-hand side of (13),
∫
∂A
〈v(x),n(x)〉+dσ(x),
is a surface integral, and hence depends only on v and A, and both these objects are
parametrization-independent.
Lemma 26: Let M ∈ Rk×k−1 have full rank, let n ∈ Rk with nTM = 0 and nTn = 1, and
let m ∈ Rk. Then we have
(1 + (nTm)2) det(MTM) = det
(
1 +mTm mTM
MTm MTM
)
.
Proof. Note that (
1 +mTm mTM
MTm MTM
)
=
(
1 mT
0 MT
)(
1 0
m M
)
.
Our strategy will be to use a transformation matrix which has determinant one and changes
the m on the off-diagonal blocks in the factors to a multiple of n. This will impose in
the product a zero off-diagonal block, since nTM = 0. Hence, let u ∈ Rk−1 be such that
33
Mu + m = (nTm)n. This is possible since M has full rank and by nTM = 0 it holds
Range(M)⊥ = Rn. Define A :=
(
1 0
u Ik−1×k−1
)
, and note det(A) = 1. By this,
det
((
1 mT
0 MT
)(
1 0
m M
))
= det
(
AT
(
1 mT
0 MT
)(
1 0
m M
)
A
)
= det
((
1 (nTm)nT
0 MT
)(
1 0
(nTm)n M
))
= det
(
1 + (nTm)2 0
0 MTM
)
=
(
1 + (nTm)2
)
det(MTM).
A.2 Proof of Proposition 5
Clearly, As,t ⊆ An :=
⋂n
i=1 φri,sAri , and A
n+1 ⊆ An. We show that12 An ↓ As,t. Let us fix
some x ∈ X. Note that since the sets Ar are closed, we have
x /∈ As,t ⇔ ∃ r∗ : x /∈ φr∗,sAr∗ ⇔ d(x, φr∗,sAr∗) ≥  for some  > 0 .
Due to property (b) of the niceness, the function r 7→ d(x, φr,sAr) is continuous, hence there
is a δ > 0 such that d(x, φr,sAr) > /2 for all r ∈ (r∗ − δ, r∗ + δ). Then, there is an N ≥ 1
such that {r1, . . . , rn} ∩ (r∗ − δ, r∗ + δ) 6= ∅ for every n ≥ N , hence
x /∈
n⋂
i=1
φri,sAri = A
n.
Thus, An ↓ As,t as n → ∞. As As,t is a countable intersection of measurable sets, is is
measurable itself.
By the nestedness of the An, i.e. An+1 ⊆ An for n ≥ 1, and the σ-additivity of m we have
m(As,t) = m(A
1)−
∞∑
n=1
m(An \ An+1)
= lim
k→∞
(
m(A1)−
k−1∑
n=1
m(An \ An+1)
)
= lim
k→∞
m(Ak) .
12For a sequence of sets (An)n∈N and a set A we write An ↓ A, if An+1 ⊆ An for every n ∈ N, and⋂
n∈NA
n = A.
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A.3 Proof of Theorem 10
We begin with a lemma.
Lemma 27: Let ϕ : X → X be a diffeomorphism on a compact set X. For every measurable
A ⊂ X one has
|Dϕ|minm(A) ≤ m(ϕ(A)) ≤ |Dϕ|maxm(A) ,
where 0 < |Dϕ|min = minx∈X | detDϕ(x)|, and |Dϕ|max = maxx∈X | detDϕ(x)| <∞.
Proof. Note that since ϕ is a diffeomorphism, ϕ−1 is a continuous map, hence ϕ(A) is a
measurable set. By the integral transformation theorem
m(ϕ(A)) =
∫
ϕ(A)
1 dx =
∫
A
1 | detDϕ(x)| dx,
from which the inequalities follow immediately. Since ϕ is a diffeomorphism, Dϕ is contin-
uous and everywhere nonsingular, hence by the compactness of X the continuous function
| det(Dϕ)|, which is bounded away from zero, attains its min, which is positive, and its max,
which is finite.
Next, by splitting the intersection, we obtain for s1 ≤ s2 ≤ t
t⋂
r=s1
φr,s1Ar =
(
s2⋂
r=s1
φr,s1Ar
)
∩
(
φs2,s1
t⋂
r=s2
φr,s2Ar
)
,
which reads in our shorthand notation as
As1,t = As1,s2 ∩ φs2,s1As2,t . (42)
This implies
m(As1,t) ≤ min {m(As1,s2),m(φs2,s1As2,t)} ≤ m(φs2,s1As2,t) . (43)
Using continuity of the vector field v over τS1 ×X we have that φs2,s1 is a diffeomorphism
for every s2 ≥ s1, and | detDφs2,s1| is continuous in s1, s2. Hence there are Jmin > 0
and Jmax < ∞ such that Jmin ≤ | detDφs2,s1(x)| ≤ Jmax < ∞ for every s1, s2 ∈ R/τZ
and x ∈ X. Lemma 27 with (43) yields
Corollary 28: For s1 ≤ s2 ≤ t we have
m(As1,t) ≤ Jmax m(As2,t) .
Due to the monotonicity of the logarithm this corollary yields
logm(As1,t) ≤ log Jmax + logm(As2,t) .
Taking the − lim supt→∞ 1t of both sides, we obtain
E({Ar}r≥s1) ≥ E({Ar}r≥s2), for all s1 ≤ s2 . (44)
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Observe that due to periodicity E({Ar}r≥s) = E({Ar}r≥s+τ ), since for t ≥ s+ τ one has
t⋂
r=s+τ
φr,s+τAr =
t−τ⋂
r=s
φr+τ,s+τAr+τ =
t−τ⋂
r=s
φr,sAr ,
the first equation resulting from a change of variable r → r+ τ , while the second one coming
from periodicity of both the vector field and the family of sets. With this we have from (44)
that
E({Ar}r≥s1) ≥ E({Ar}r≥s2+τ ) = E({Ar}r≥s2), for all s2 ≤ s1 ≤ s2 + τ . (45)
Equations (44) and (45) together yield Theorem 10.
A.4 Proof of Theorem 11
Recall the identity (17). From this we have
m
(
t⋂
s=0
φ−sA
)
=
∫ τ
0
m(As,s+t) ds .
Using Corollary 28 twice gives
τJ−1maxm(A0,s+t) ≤
∫ τ
0
m(As,s+t) ds ≤ τJmaxm(Aτ,s+t)
for sufficiently large t. Taking the − lim supt→∞ 1t log of both sides and using Theorem 10
yields the claim.
A.5 Proof of Theorem 16
Fix t > 0 and let (ri)i∈N be a dense sequence in [0, t] such that r1 = t; this latter condition
is needed such that a decomposition as in (46) is always possible. Further, define the signed
measure ν via dν(x) = f(x) dm(x).
We consider the events
En :=
{
ω |xri(ω) ∈ A+, ∀ i = 1, . . . , n
}
.
As in the proof of Proposition 5, the continuity of sample paths and the closedness of A+
implies En ↓ E :=
⋂
r∈[0,t]{ω |xr(ω) ∈ A+}, hence the measurability of E . The very same
proof yields also Pν(En)→ Pν(E) as n→∞; where Pν = Pν+ − Pν− .
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Note that since λ < 0, one has
∫
fdm = 0, hence we can take f such that
∫
f+dm =∫
A+
fdm = 1. It follows that for every n ∈ N we have [FJK13]
eλt = eλt
∫
A+
fdm
=
∫
A+
Ptf
= Pν(xt ∈ A+)
= Pν(xri ∈ A+, i = 1, . . . , n) +
n∑
j=2
Pν(xrj /∈ A+, xri ∈ A+, ∀ ri > rj)︸ ︷︷ ︸
=:pj
. (46)
The last equality follows from the decomposition of the event {xr1 ∈ A+} = {xt ∈ A+}
into disjoint events {xri ∈ A+ for all ri > rj, but xrj /∈ A+}, j = 2, . . . , n, and {xri ∈
A+ for all i = 1, . . . , n}. One can show [FJK13] that pj ≤ 0, because the set of initial
conditions xrj /∈ A+ is contained in the non-positive support of ν. It follows that
eλt ≤ Pν(xri ∈ A+, i = 1, . . . , n) = Pν(En). (47)
Thus,
eλt ≤ lim
n→∞
Pν(En) = Pν(E) .
From now on, the proof follows the lines of [FS10, FS13]. Noting that Pν(·) ≤ ‖f‖L∞Pm(·),
we obtain for every t > 0 that
1
t
log eλt ≤ 1
t
logPν(E) ≤ 1
t
(logPm(E) + log ‖f‖L∞) .
Taking the − lim supt→∞ of both sides we conclude the proof.
A.6 Proof of Theorem 19
The proof follows the lines of that of Theorem 16 (Appendix A.5). For a fixed t > s and a
sequence (ri)i∈N, dense in [s, t] and satisfying r1 = t, we consider the events
En :=
{
ω |xri(ω) ∈ A+ri , ∀i = 1, . . . , n
}
.
The sufficiently niceness of the family {Ar} means by Definition 17 (ii), in particular, that
the A+r are closed and either left- of right-continuous in r, thus one can show that En ↓ E :={
ω |xr(ω) ∈ A+r , ∀r ∈ [s, t]
}
.
Since Ps,t is a Markov operator (positive and integral preserving), we have
∫ Ps,tf = 0 due
to
∫
f = 0, and hence 1
2
‖Ps,tf‖1 =
∫
A+t
Ps,tf . Let ν be the signed measure with dν = f dm,
and for the ease of notation denote Pxs∼ν(·) by Pν(·). Then we obtain in an analogous manner
as above, that
1
2
‖Ps,tf‖1 =
∫
A+t
Ps,tf = Pν
(
xt ∈ A+t
) ≤ Pν(En) n→∞−→ Pν(E) (48)
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As f ∈ L∞, it follows by the monotonicity of the logarithm that
Λs(f) = lim sup
t→∞
1
t− s
(
log ‖Ps,tf‖1 + log 12
)
≤ lim sup
t→∞
1
t− s (logPm(E) + log ‖f‖∞)
= −E({Ar}) ,
completing the proof of E({Ar}) ≤ −Λs(f).
A.7 Proof of Proposition 20
We start with proving the independence on the starting time.
Lemma 29: If λ ∈ σ(Ps,s+τ ) for one s ∈ τS1, then it holds for every s ∈ τS1.
Proof. Let s1, s2 ∈ τS1. Without loss s2 > s1, as elements of [0, τ). Since Ps1,s1+τ =
Ps2,τ+s1Ps1,s2 , we have by the cyclical interchangeability of factors in the operator product
without changing the spectrum of the product, that
σ(Ps1,s1+τ ) = σ(Ps2,s1+τPs1,s2)
= σ(Ps1+τ,s2+τPs2,s1+τ )
= σ(Ps2,s2+τ ) .
Now we continue proving Proposition 20. For simplicity, let us write λ2 = λ2(Ps,s+τ ).
We show the first equality in (25) by showing first “≥”, then “≤”. One has (because the
maximum is always taken with respect to functions satisfying
∫
f = 0)
max
f
lim sup
t→∞
1
t− s log ‖Ps,tf‖1 ≥ maxf lim supk→∞
1
kτ
log ‖Ps,s+kτf‖1
= max
f
lim sup
k→∞
1
kτ
log
∥∥∥[Ps,s+τ ]k f∥∥∥
1
=
1
τ
log |λ2| (49)
where the first inequality follows from restricting the lim sup to the times {kτ}k∈N, and the
next equation comes from the τ -periodicity of the vector field. The final equality can be
obtained by noting that Ps,s+τ is a compact operator (its spectrum has no accumulation
points apart from 0), all eigenfunctions g at eigenvalues λ 6= 1 satisfy g ⊥ 1 (i.e. ∫ g = 0),
and using the Riesz (spectral) decomposition at the eigenvalue λ2, which yields that the
expression in the norm grows at most as |λ2|k.
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To show the other inequality, let bxc denote the integer part of x ∈ R, and define k(t) :=
b t−s
τ
c. Then, by splitting the time interval [s, t] into [s, t− k(t)τ ] and [t− k(t)τ, t], we have
‖Ps,tf‖1 = ‖Pt−k(t)τ,tPs,t−k(t)τf‖1 ≤ ‖Pt−k(t)τ,t‖1,1⊥‖Ps,t−k(t)τf‖1 , (50)
where ‖ · ‖1,1⊥ denotes the induced L1 operator norm on the (invariant) subspace {f ∈
L1 | ∫ f = 0}. The invariance follows from ∫ Ps,rf = 0 for every r ≥ s and ∫ f = 0. Thus,
(50) yields
max
f
lim sup
t→∞
1
t− s log ‖Ps,tf‖1
≤ max
f
lim sup
t→∞
1
t− s
(
log ‖Pt−k(t)τ,t‖1,1⊥ + log ‖Ps,t−k(t)τf‖1
)
≤ lim sup
t→∞
1
t− s log ‖Pt−k(t)τ,t‖1,1⊥ + maxf lim supt→∞
1
t− s log ‖Ps,t−k(t)τf‖1 (51)
Now, due to periodicity of the forcing,
Pt−k(t)τ,t =
[Pt−k(t)τ,t−(k(t)−1)τ]k(t) ,
and as in (49), we have that the first term in (51) is equal to 1
τ
log |λ2|. For the second term,
note that t 7→ ‖Ps,t−k(t)τf‖1 is a periodic function bounded from above by ‖f‖1 (this latter
property being a consequence of the fact that Ps,r is a Markov operator). Consequently,
lim supt→∞
1
t−s log ‖Ps,t−k(t)τf‖1 = 0 for every f , and so is the right term in (51). This
concludes the proof of Proposition 20.
A.8 Proof of Lemma 22 and Theorem 23
We start with a technical lemma collecting some properties of the transfer operator family.
Extensive work has been done here [Kat61, DPG79, Paz83, AT85, AT87, Acq88, But92,
Ama95, Lun95, PS01], unfortunately results on the L1-case in particular with explicit ap-
plication to partial differential equations seem to be scarce. Here, we apply the results
of [Tan96] and of [Ama83] to our specific setting.
Lemma 30: Let Assumption 12 hold, then the following are true.
(a) Let t∗ > s be arbitrary. The abstract (nonautonomous) evolution equation
∂tut = Gtut, us = f, (52)
(i) has a unique solution u ∈ C ([s, t∗] ;L1) ∩ C1 ((s, t∗] ;L1), such that ut ∈ D(Gt)
for s < t ≤ t∗. It is given by ut = Ps,tf on L1,
where the transfer operator family Ps,t : L1 → L1 satisfies
(ii) Ps,rPr,t = Ps,t for all s ≤ r ≤ t;
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(iii) there is a C > 0 such that ‖∂tPs,t‖L1 = ‖GtPs,t‖L1 ≤ Ct−s for all s < t.
(b) The operator Ps,t : L1 → L1 is compact for every s < t.
Proof. (a). The claims follow from [Tan96, Section 6.13], where the abstract evolution
equation (52) in L1, corresponding to the partial differential equation (the Fokker–Planck
equation (22)), is shown to satisfy the conditions (called assumptions (P1), (P2), and (P4)
therein) that allow the application of the abstract results of Acquistapace and Terreni [AT86,
AT87]. A solution satisfying (i) is called a classical solution therein [Tan96, Definition 6.1], its
uniqueness and representation by the transfer operator family (called fundamental solution
therein) are shown in [Tan96, Section 6.12, Theorem 6.6]. Property (ii) is a fundamental
property of solutions (following from uniqueness), and (iii) is given in [Tan96, Section 6.10].
Next we have to show that under Assumption 12 the conditions of [Tan96] are sat-
isfied for our Fokker–Planck equation (22). To this end, we need to define the bound-
ary operator B(t, x) ≡ B(x) : ξ 7→ 〈n(x), ξ〉 for ξ ∈ Rd, where n(x) is the unit out-
ward normal at x ∈ ∂X. We define the Fokker–Planck differential operator L(t, x, ∂) :=
ε2
2
∑d
i=1 ∂
2
i −
∑d
i=1(∂ivi(t, x)) −
∑d
i=1 vi(t, x)∂i, as the right-hand side of the Fokker–Planck
equation (22). Tanabe [Tan96, Section 6.13] requires that
• X is a bounded open domain of class C4 (the order m of our differential operator L
is 2, and the domain has to be of class C2m).
• The coefficients of the differential operator L and boundary operator B should be
Ho¨lder continuous (of some positive order) in t. The same should hold for the coeffi-
cients of the adjoint boundary value problem (L′, B′).
It is immediate that Assumption 12 fulfills these conditions (note that the adjoint boundary
conditions to the Neumann boundary conditions considered here, B(∂)u = 0, are the very
same conditions, i.e. B′ = B). Further, it is required that the hypotheses of [Tan96, Sec-
tion 5.3] are satisfied by the operators B,L for every t ∈ [s, t∗]. These are the conditions
of [Tan96, Theorems 5.5 and 5.6], i.e.
• local regularity of class C2m and uniform regularity of class Cm of the domain X;
• conditions (iii) and (iv) in [Tan96, Section 5.2];
and the conditions of [Tan96, Section 4.2]:
• smoothness conditions on the coefficients of the operator L (boundedness and uniform
continuity in x on X is sufficient);
• uniform ellipticity of L in X;
• the so-called root condition for L;
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• smoothness of the coefficients of the boundary operator (for us, it means differentia-
bility with bounded and uniformly continuous derivatives, which is given, since the
regularity class of the domain implies the smoothness of the outward normal n(x)
in x); and
• the so-called complementing condition for L and B.
All of these are straightforward to check. The root condition is satisfied by strongly elliptic
operators L, cf. [Tan96, Theorem 5.4].
(b). By (iii) of part (a), we have that
‖GtPs,t‖L1 ≤ C
t− s (53)
for t > s. Since Gt is the L1-realization of the differential operator L(t, ·, ·), the inequality (53)
imposes a certain smoothening property on Ps,t. We will exploit this smoothness to show
compactness of Ps,t.
First note, that the regularity assumptions by Amann on the problem (the coefficients
of the differential operator and the boundary parametrization), given in [Ama83, pp. 225
and pp. 235], are implied by our Assumption 12. It is shown in [Ama83, Proposition 9.2],
thatD(Gt) (imposed with the graph norm) is continuously embedded in the Sobolev spaceW 11
(weakly differentiable L1 functions), i.e. there is a constant C˜ > 0 such that for every u ∈
D(Gt) one has
‖u‖W 11 ≤ C˜ (‖Gtu‖L1 + ‖u‖L1) . (54)
Substituting (53) into (54), we have for u = Ps,tus that
‖Ps,tus‖W 11 ≤ C˜
(
C
t− s + 1
)
‖us‖L1 .
Thus, by the Rellich–Kondrachov theorem (which implies compact embedding of W 11 into L
1)
we have that Ps,t : L1 → L1 is a compact operator for s < t.
We remark that the compactness of Ps,t on Lr, 1 < r <∞, is somewhat easier to obtain,
since a bound as in (54) readily follows from the Agmon–Douglis–Nirenberg estimate [Tan96,
(4.25) on pp. 131].
Proof of Lemma 22. By the definition of G we have
∂rf(r, ·) = (Gr − µ)fr , r ∈ τS1 . (55)
Since Ps,t is the evolution operator of the parabolic evolution equation ∂ru(r) = Gru(r),
we see that e−µtPs,s+tfs solves (55). Uniqueness of the solutions to (55) in L1 follows from
Lemma 30, hence fs+t mod τ = e
−µtPs,s+tfs.
Proof of Theorem 23. By Proposition 20 the left hand side of equation (27) is equal to
1
τ
log |λ2(Ps,s+τ )|. If G has an eigenvalue µ then Ps,s+τ has an eigenvalue eµτ , as shown
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in Lemma 22. It remains to show, that Ps,s+τ having an eigenvalue λ implies that G has an
eigenvalue µ such that eµτ = λ, with the corresponding eigenfunctions being equal too.
First note, that λ ∈ σ(Ps,s+τ ) implies λ ∈ σ(Ps+t,s+t+τ ) for every t ≥ 0 by Lemma 29.
Fix s ∈ τS1, and let fs be an eigenfunction of Ps,s+τ with eigenvalue λ 6= 0. Further,
let µ ∈ C be any complex number such that eµτ = λ.
Define fs+t = e
−µtPs,s+tfs for t ≥ 0. It is easy to see that the consistency properties hold,
i.e. fs+τ = fs, and fs+t is an eigenfunction of Ps+t,s+t+τ at eigenvalue λ for any t > 0.
Lemma 30 (b) states that fs+t ∈ D(Gs+t) and differentiable with respect to t for every t >
0. Now, differentiate fs+t with respect to t to obtain
∂tfs+t = −µe−µtPs,s+tfs + e−µtGs+tPs,s+tfs
= −µfs+t + Gs+tfs+t
Rearranging terms yields that f , defined by f(r, ·) = fr, is an eigenfunction of G at the
eigenvalue µ. The construction shows that Re(µ) = 1
τ
log |λ|.
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