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En este Trabajo de investigación realizamos la investigación de la realización de una red 
neuronal Convolucional que clasifica imágenes de resonancia magnética de lesiones 
intracraneales; el proceso empieza al obtener las MRI (imágenes de resonancia 
magnética) que serán sometidas a un proceso de filtrado  y de segmentación, realizado 
por un procesador dedicado al manejo de imágenes mediante programación CUDA, este 
tratamiento a la imagen permite tener una mejor calidad y de segmentar el total de la 
imagen para obtener estructuras mas pequeñas que ayuden a una mejora velocidad de 
procesamiento. 
Luego de ser procesadas las MRI pasa por la red neuronal que ha sido entrenada con 
una base de datos específicamente seleccionada de casos de lesiones intracraneales, 
esta red neuronal ya entrenada es capaz de seleccionar y clasificar las imágenes según 
sus características, de acuerdo si presentan o no una lesión, que después realizara un 
posible diagnostico que el medico evaluara. 
La determinación de la red neuronal a utilizar como las características del procesamiento 
de las imágenes MRI dependerán del uso especifico del hardware a utilizar, ya que este 
es de gran peso al ejecutar las funciones necesarias, para poder determinar mejoras en 
rendimiento de energía, mejoras en velocidad de procesamiento, mejoras en las 
velocidades de procesamiento de las imágenes como una mejor velocidad de respuesta 
por parte de la red neuronal,  a su vez se espera que la red neuronal tenga en un 10% 
mas de eficiencia que un medico con experiencia en el análisis de estas imágenes para 
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En las últimas décadas las imágenes médicas se han convertido en una potente 
herramienta que facilita a los médicos y le es de gran ayuda para realizar diagnostico, 
debido al uso de software y escáneres para poder lograr una reconstrucción de estas 
imágenes se ha podido lograr la identificación y clasificación de distintos órganos y 
tejidos, además de la posibilidad de recolectar datos que faciliten y ayuden a clasificar 
características o reconocer patologías.  
Las imágenes medicas como termino comprenden diversas disciplinas técnicas, abarca 
desde métodos necesarios para la adquisición y reconstrucción de la imagen en diversas 
tecnologías disponibles, también esta el poder visualizar estas imágenes, para luego 
pasar por un proceso de compresión y posteriormente pasar a su almacenado, por otro 
lado comprende la mejora de calidad y de contraste; para las tareas de procesamiento de 
la imagen, pasa por una segmentación y extracción de la información deseada de la 
imagen, que luego para a ser cuantificada y medida según los parámetros anatómicos y 
fisiológicos programados. 
En el análisis y procesamiento de las imágenes medicas en una complicación que 
requiere de un conocimiento especifico, ya que existen complicaciones derivadas en el 
proceso de captura de imagen, así como ruido y efectos de iluminación muy variable, 






Por otra parte, las lesiones intracraneales son unas de las afecciones mas comunes en el 
mundo, gran parte de estas son originadas por accidentes de transito. Las lesiones 
intracraneales graves o las severas que no son atendidas a tiempo puede causar una 
amplia variedad de cambios que modifican el pensamiento, sensación, lenguaje o las 
emociones, hasta llegar un daño cerebral permanente o inclusive la muerte. 
Las técnicas no invasivas de mayor uso son la tomografía axial computarizada (TAC) y la 
resonancia magnética (MRI), siendo la MRI teniendo la capacidad de mostrar con mejor 
calidad y en resolución las partes del cerebro, con el fin de ayudar a los médicos a 



















ANTECEDENTES DE LA INVESTIGACION 
 
1.1. Planteamiento del problema 
La problemática principal en el procesamiento de imágenes en establecimientos médicos, 
en especial las imágenes generadas por una Resonancia Magnética (siglas en ingles 
MRI), ya que estas tienen un peso de varias decenas de Gigabyte, lo que genera una 
dificultad en procesar las imágenes para su representación en 3D y su estudio, debido a 
que son imágenes de resoluciones extremadamente alta , lo que conlleva un alto coste 
del equipo de hardware, además del uso del lenguaje especializado para programar estos 
dispositivos, ya que este lenguaje sirve para describir hardware. 
Por otro lado, también se encuentra la adaptación tecnológica en lugares remotos a 
hospitales especializados que se encuentran a la capital o por temas de dificultad en uso 
de estas tecnologías. Generando dificultad para médicos observar estas imágenes y en 
casos de la ausencia de un especialista en la materia no pueden diagnosticar, 
provocando que trasladen a pacientes a locaciones que estén capacitadas en el área y 
que pueden estar lejos del lugar donde vive el paciente. Lo que conlleva un gasto de altos 











1.1.1. Problema General 
 ¿Cuáles son los algoritmos más adecuados para la clasificación de imágenes MRI de 




1.1.2. Problemas Específicos 
 ¿Cuáles son los algoritmos que dan un mejor rendimiento en velocidad para la 
clasificación de imágenes de lesiones intracraneales para un mejor diagnostico? 
 
 ¿Cuáles son los algoritmos donde se obtiene un menor porcentaje de errores en el auto-
aprendizaje y al clasificar las imágenes MRI de lesiones intracraneales? 
 
 ¿Cuáles son los componentes de hardware necesarios para optimizar el funcionamiento 
de una Red Neuronal Convolucional y procesamiento de imágenes MRI de lesiones 
intracraneales? 
 
 ¿Cuales son los tiempos en los cuales mejoraría la clasificación y diagnostico de lesiones 











1.2. Definición de Objetivos 
 
 
1.2.1. Objetivo General 
 
 Buscar algoritmos que tengan más eficiencia para la clasificación de imágenes de 
lesiones intracraneales basadas en redes neuronales convolucionales. 
 
 
1.2.2. Objetivos Específicos 
 
 Comprobar que el algoritmo de mayor porcentaje de verdaderos positivos en la 
clasificación de imágenes MRI de lesiones intracraneales basadas en redes neuronales 
convolucionales. 
 
 Analizar cuáles son los algoritmos que presentan mayores velocidades de procesamiento 
para la clasificación de imágenes MRI de lesiones intracraneales basadas en redes 
neuronales convolucionales usando. 
 
 Evaluar la reducción de falsos errores en los resultados de diagnostico y la mejora en los 









1.3. Alcance de la investigación 
 
La clasificación de imágenes es de importancia para la medicina y más aún que estemos 
entrando a la cuarta revolución industrial en donde todo es digitalizado, automatizado. 
Además, la clasificación de patrones es aplicable a muchos problemas que pueden 
resolverse en sistemas embebidos con redes neuronales. Por otro lado, los aportes de 
futuras aplicaciones tendrán una gran repercusión al nivel social, disminuyendo 
importantes recursos de tiempo y dinero. 
Este estudio se limitará a la población del departamento de Lima en la provincia de Lima, 
cubrirá un periodo de 6 meses en desarrollo y 2 meses de pruebas. 
El motivo de este trabajo radica en el hecho de reducir tiempos de diagnóstico de 
lesiones intracraneales de lesiones primarias y algunas lesiones secundarias como 
edemas cerebrales, coágulos anormales de la sangre, hematomas, dentro de la 
población del departamento de Lima, de la provincia de lima, para ser replicado en zonas 
de difícil acceso y bajos recursos. 
 
 
1.3.1. Hipótesis Principal 
 
 El uso del algoritmo ―Multiscale Combinatorial Grouping‖ en el prototipo para la 
clasificación de lesiones intracraneales da mayor eficiencia en el análisis de las imágenes 








1.3.2. Hipótesis Secundarias 
  
 Al emplear el ―Multiscale Combinatorial Grouping‖ en el prototipo para la clasificación de 
imágenes de lesiones intracraneales se tendrá menor cantidad de errores en el proceso 
de clasificación basándose en redes neuronales convolucionales. 
 
 La clasificación de imágenes con el ―Multiscale Combinatorial Grouping‖ en el prototipo 
permitirá incrementar la velocidad de procesamiento de imágenes con un menor tamaño 
























2.1. Problemas similares y análisis de las soluciones empleadas 
Una de las principales herramientas es el FPGA, que es un dispositivo reprogramable a 
base de una matriz de lógica de bloques. Este dispositivo permite una reprogramación y 
adaptación al funcionamiento requerido del proyecto además de su alta capacidad y 
velocidad de procesamiento. 
Otra de las herramientas más utilizadas es la aplicación en redes neuronales que son un 
modelo simplificado que imita la manera en la que el cerebro humano procesa la 
información y la forma en la que aprende será generando predicciones para cada registro 
y realizando ajustes cuando hay una predicción incorrecta mediante de un entrenamiento 
repetitivo. 
El autor V.M Sineglazov (2016) trata la aplicación de redes neuronales convolucionales 
para el diagnóstico fibrosis en el hígado en sus 5 estados para un mejor tratamiento 
según el diagnóstico además de un correcto seguimiento, para la interpretación de las 
imágenes se utilizó el método de Metavir o el índex de Claudel. 
Estadísticamente se logró determinar que el avance entre etapas de fibrosis tiene un 
período de 5 años, pero considerando que el ratio de progresión de la fibrosis se hace 
mayor en etapas más tardías de la enfermedad. 
 El diagnóstico de esta enfermedad se basa mayormente en pruebas de laboratorio y 
métodos instrumentales, el cual se utilizó la resonancia magnética ,este método es unos 
de los más efectivos y modernos , pero según el autor existe un problema con las 
imágenes de la resonancia magnética y es que estas ocupan demasiado espacio y 
necesitan de tiempo prolongado para su procesamiento, pero con las redes neuronales 
ayudan a maximizar los tiempos de análisis de las imágenes con un adecuado 
entrenamiento a la Red neuronal y con las imágenes adecuadas. (V.M Sineglazov,2016) 
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En otra investigación realizada por profesionales de diversos institutos y universidades de 
Japón, que publicaron un artículo el 27 de julio del 2018, presentan un trabajo basado en 
la clasificación de nódulos pulmonares benignos y cáncer pulmonar en fase de 
metástasis con diferentes tamaños de imágenes utilizando redes neuronales 
convolucionales usando un aprendizaje a transferencia mediante un computador. 
Esta técnica innovadora desarrollada fue aprobada por el comité de ética de la 
universidad hospital de Kyoto, debido a que se utiliza una base de datos formadas con 
anterioridad por la universidad para otros proyectos relacionados con computadores de 
apoyo para detección y diagnóstico.  
Para el entrenamiento de esta red neuronal, el grupo de investigadores de la universidad 
medica de Kyoto realizó las pruebas de entrenamiento de una base de datos, teniendo 
como valores de referencia imágenes de nódulos pulmonares benignos, cánceres de 
primer grado, de pacientes con hábitos de fumadores, ex fumadores y no fumadores. Se 
terminó concluyendo que el diagnóstico e identificación de imagen con ayuda de un 
computador es más eficiente utilizando una red neuronal Convolucional al contrario que 
con métodos tradicionales de análisis de imágenes.( Noriyoshi Sawabata,2017) 
Otro uso de las redes neuronales para el diagnóstico de imágenes , es la detección de 
melanoma acral, este trabajo fue desarrollado por un grupo de profesionales de Korea del 
sur de entidades universitarias y departamentos de dermatología de Seoul, publicado el 7 
de marzo del 2018, este proyecto nació debido a que este tipo de melanoma es el más 
común en la población asiática y usualmente los pacientes obtienen prognosis deficientes 
debido a diagnosis tardías, desarrollando una red neural Convolucional se determinó su 
efectividad para la diagnosis con un total de 724 imágenes que muestran melanoma 





Al utilizar estas imágenes se determinó que la red neuronal tuvo un 83 % de eficacia en 
determinar la patología estudiada, mientras que médicos no expertos tuvieron un 
resultado del 67.84%, por otro lado, los médicos expertos tienen un porcentaje muy 
similar al que obtuvo la red neuronal, con un 81.08%, teniendo como resultado que la 
redes de neuronales convolucionales, tienen una gran aplicación y eficacia en el análisis 
de imágenes médicas para el diagnóstico más rápido. 
En otro artículo presentado por un grupo de profesionales de universidades en Colombia 
y de diversas universidades en diferentes estados de los Estados Unidos publicado el 24 
de mayo del 2018 , presentan una investigación utilizando redes convolucionales para el 
uso aplicativo en la detección de cáncer mamario  invasivo, teniendo en cuenta que en la 
actualidad las imágenes médicas son herramientas que por su naturaleza, presentan una 
muy alta resolución en píxeles, lo que conlleva a que estas imágenes tengan un peso 
digital muy alto , alcanzando varios gigabytes de información para solo una imagen , así 
mismo nos presentan el caso del proyecto del genoma del Cáncer , que cuenta con 
11079 estudios de cáncer ,que en su totalidad llegan a tener un peso de 
aproximadamente 1 Peta byte de data. (Jonathan H Sherman,2017) 
Utilizando las redes neuronales convolucionales se han obtenido resultados en la 
performance de la clasificación de las imágenes relativamente de tamaño pequeño , 
debido a que fragmenta las imágenes para lograr una velocidad mayor en su 
procesamiento  y que puede ser generalizado para lograr predicciones de patologías a 
nivel global, debido a que la técnica desarrollada en este artículo, aplican una nueva 
metodología de muestreo adaptativa basada en probabilidades de gradiente y la técnica 
de muestreo de Quasi-Monte Carlo, logrando analizar 6 millones de muestra por 24 horas 





En el artículo de Jonathan H. Sherman publicado en abril del 2018 de habla sobre la 
automática detección y lesión de un glioma cerebral utilizando un tomógrafo de emisión 
de poltrones de aminoácidos y la segmentación con una red neuronal, para este trabajo 
se tomó como muestra 37 pacientes para especificar donde se encontraba la lesión y el 
tumor, realizándose así una eficiencia y validez. 
Para el siguiente artículo que se publicó en Estados Unidos, el 10 de Julio del 2017, los 
autores: ―Jianning Chi, EktaWalia, Paul Babyn, Jimmy Wang, Gary Groot, Mark Eramian‖ 
hicieron de su trabajo un diagnóstico automatizado (el DAO) el sistema para clasificar 
nódulos de tiroides en imágenes de ultrasonido, estas imágenes son procesadas para 
calibrar su escala y los artefactos. Se utilizó el modelo Google Net pre entrenado el cual 
es ajustado usando las muestras de imágenes pre procesadas que conducen a la 
extracción de rasgo superior, estos rasgos extraídos de las imágenes de ultrasonido de 
tiroides son enviadas a un clasificador sensible. 
El autor Noriyoshi Sawabata que publicó un artículo en agosto del 2017 en la Escuela de 
Medicina de Japón desarrolló un ―esquema de clasificación automatizado para cáncer 
pulmonar en imágenes microscópicas que usan DCNN. Los resultados de la evaluación 
mostraron que aproximadamente el 70% de imágenes fue clasificado correctamente. 
Estos resultados indican que DCNN es útil para la clasificación de Cáncer pulmonar en 
citodiagnosis. 
En la tesis: ―Clasificación de imágenes en sistemas embebidos usando redes neuronales‖ 
publicado en diciembre del 2017 el autor buscó establecer una idea de los recursos 
necesarios en términos de memoria RAM y computacional para lograr resultados 
aceptable y determinar tiempos de respuesta si se puede solucionar un problema 
específico; para ello ―se generaron conjuntos de imágenes en escala de grises 
clasificarles en dos categorías con el objeto de evaluar la factibilidad y los tiempos 
partiendo de un problema sencillo.  
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Se generaron tres conjuntos de imágenes distintos, un primer conjunto con un patrón muy 
sencillo y luego se va aumentado la dificultad de los patrones y el tamaño de las 
imágenes. Para cada caso hubo que implementar una red neuronal Convolucional 
diferente y evaluar los resultados. Posteriormente se utilizó un modelo de red neuronal ya 
entrenado y conocido en el ámbito de la clasificación de imágenes para evaluar 
resultados adicionales‖. 
 
2.2. Tecnologías/Técnicas de sustento  
 
2.2.1. Lesiones Intracraneales 
 
Las lesiones o traumatismos ocasionados en la cabeza pueden desencadenar una lesión 
cerebral traumática. De estas lesiones cerebrales traumáticas existen dos variedades 
principales: 
 Lesiones penetrantes: Estas lesiones se caracterizan cuando un cuerpo 
extraño ingresa en el cerebro, causando daños a especificas regiones. 
Estas lesiones se dan a lo largo de la trayectoria del objeto extraño (Lesión 
focal), donde los síntomas van a variar y depender de la zona afectada 
 Lesiones cerradas: Estas lesiones se caracterizan a que son ocasionados 











Las lesiones cerradas pueden causar dos tipos de daños cerebrales: 
 
 Lesión primaria: Esta lesión es derivada al momento de recibir el daño total 
en el impacto, esto puede incluir fracturas craneales, hematomas, 
contusiones, laceraciones o daños a nivel nervioso. 
 Lesión secundaria: Esta lesión es derivada a la acumulación lenta en el 
tiempo después del trauma, esto puede incluir a largo o corto plazo como 
epilepsia, hematomas, fiebre, tensión arterial anormal, aumento de tensión 
intracraneal, inflamación cerebral, coágulos anormales en la sangre, 
cambios pulmonares, nutricionales y/o cardiacos. 
2.2.2. MRI 
 
Las imágenes de Resonancia Magnética (MRI, ―Magnetic Resonance Imaging‖) es una 
técnica no invasiva que utiliza campos magnéticos resonantes, con los cuales se puede 
obtener información mas detallada sobre la estructura y composición del cuerpo, dicha 
información es luego procesada y transformada en imágenes de alta resolución que luego 
son analizadas. 
 
El MRI es una prueba que consiste en el uso de poderosos imanes, ondas de radio y 
procesamiento computacional para obtener imágenes detalladas de órganos y tejidos 
dentro del cuerpo humano, mediante esta tecnología se puede obtener imágenes del 
cuerpo humano de alta definición, las cuales llegan a ser utilizadas para detectar, 
anomalías cerebrales o en la columna, tumores u otras anomalías en el cuerpo humano, 






2.2.3. Procesamiento de Imágenes 
El procesamiento de imágenes se basa en la adquisición, transmisión, procesamiento y 
representación de imágenes. Para mejorar el procesamiento y representación de las 
imágenes se usan diferentes técnicas que permiten una mejor presentación para el 
usuario y para un mejor procesamiento de las imágenes, con esto permite resaltar 
aspectos relevantes para el estudio de las imágenes. El objetivo del filtrado es de mejorar 
las características que se desea resaltar de la imagen original mediante el suavizado de 
la imagen, eliminar el ruido en la imagen, realce de bordes como la detección de bordes , 
también se tiene el filtrado mediante el dominio de la frecuencia con el uso de la 
transformada de Fourier y por otro lado esta el filtrado en el dominio del espacio. 
2.2.4. FPGA 
 
Los FPGA’s son dispositivos permiten generar y describir un circuito físico mediante un 
lenguaje de programación (VHDL y Verilog), así es posible configurar compuertas lógicas, 
además los FPGA’s cuentan con puertas lógicas biestables y puertos de entrada y salida, 
todos estos componentes se encuentran en un estado de desconexión, hasta que se le 
carga el código de programación que generara que se activen las conexiones y rutas de 
conexión de los diversos elementos. 
Los FPGA’s tienen una característica propia de realizar el procesamiento en paralelo, 
siendo capaz de realizar procesar data para algoritmos e imágenes, además permiten 
incrementar la velocidad de operaciones aritméticas mediante su procesamiento en 
paralelo, así permitiendo ser la solución mas adecuada en soluciones donde se requiere 
procesadores de señal digital. Por otro lado, los FPGA’s son sistemas con la capacidad 





CUDA (Compute Unified Device Architecture) es una plataforma de procesamiento 
paralelo y método de programación creado por NVIDIA, este método de programación 
permite incrementar significativamente el rendimiento computacional que permite 
maximizar la potencia total de la unidad de procesamiento grafico (GPU).  
  
En las tarjetas graficas podemos encontrar en su arquitectura básica la existencia de dos 
tipos de módulos de procesamiento, los módulos de procesamiento de vértice y los de 
fragmentos, los cuales están dedicados a distintas tareas e indispensables entre sí, 
generando dos problemas de gran importancia, como el desbalance en la carga de 
información entre ambos módulos de procesamiento y además las diferencias en el tipo 
de instrucciones que usan ambos módulos.  
Así en la búsqueda de unificar ambas estructuras en la GPU que no distinguiera entre 
ambos módulos de procesamiento, se llego a la arquitectura CUDA, donde ambos 
módulos de procesamiento utilizar los mismos tipos de instrucciones y recursos. El uso 
de CUDA usa de manera eficiente el gran ancho de banda del GPU así como el 
paralelismo, debido a su capacidad de escalar en dimensiones mas grandes logrando 











2.2.6. Redes Neuronales 
  
Las Redes Neuronales Artificiales son modelos computacionales que simulan el 
funcionamiento de una neurona, las cuales consisten en armar un conjunto de esta 
modelación neuronal, que están entre conectadas unas con otras, donde la información 
que viene de entrada es procesada por las neuronas generando diversas operaciones en 
su interior produciendo uno o diversos valores de salida, esta operación que se produce 
en la neurona se le denomina como función de activación. 
 Estos sistemas neuronales tienen la capacidad de aprender con el transcurso de cada 
interacción para mejorar su proceso de procesamiento para obtener resultados mas 
certeros, los valores de los pesos de cada entrada de las neuronas se van modificando 
buscando reducir una función de perdida la cual es evaluada por la red neuronal. 
El objetivo de la red es de resolver problemas de la misma forma que lo resuelve el 
cerebro humano. 
 
2.2.7. Redes Neuronales Convolucionales 
  
Una red neuronal Convolucional es un tipo de red neuronal artificial donde las neuronas 
estas estructuradas en áreas receptivas de un modo muy similar a las que se encuentran 
en la corteza cerebral y debido a que su uso se basa en matrices bidimensionales, los 
cuales tienen un uso muy efectivo para aplicaciones de visión artificial, para la 
clasificación y segmentación de imágenes. 
En este tipo de redes neuronales se pueden presentar una o varias capas, teniendo en 






2.2.8. Entrenamiento de Redes Neuronales 
 
El aprendizaje o entrenamiento de las redes neuronales, es el proceso de ajustes de los 
parámetros que maneja la red neuronal, el cual busca diversos pesos que permite que 
desarrollar de manera correcta para determinar el adecuado funcionamiento de la 
aplicación, este proceso de entrenamiento en un proceso que funciona por interacciones, 
el cual va mejorando el nivel de funcionamiento. 
Gran parte de los métodos de entrenamiento que se utilizan en las redes neuronales 
consisten en utilizar una función de error que sirve para poder determinar el rendimiento 
en relación de los pesos sinápticos de la red. La forma de optimizar los pesos es seguir 
una regla que determina una secuencia determinada en la entrada, que va modificando 
por iteración los pesos hasta lograr el punto mas optimo. 
El aprendizaje mas común es el gradiente descendente, esta forma define una función 
que da el error que genera la red en relación al conjunto de los pesos sinápticos, el 
propósito es modificar los pesos para que la función de error sea la mínima. 
Otro algoritmo que se utiliza en el ―propagación para atrás‖ (backpropagation), el cual es 
un método de entrenamiento supervisado de gradiente descendente. Primero pasa un 
patrón, el cual se propaga en las diversas capas que conforman la red para tener la 
salida misma de la red, esta salida se compara con la salida propuesta y con esto se 
calcula el error generado por cada neurona de salida. Cada neurona recibe un error que 
es proporcional a su contribución sobre el error total de la red. Basándose en el error 





Durante el uso del algoritmo de ―Propagación hacia atrás‖ (Backpropagation), se obtiene 
que el entrenamiento se presenta de forma de sucesiones con respecto a un set de 
entrenamiento, cada sucesión completa al perceptron multicapa del set que es 
denominado como epoch, así este proceso se va repitiendo set por set hasta que los 
pesos sinápticos convergen a valores mas aceptables. 
Durante la aplicación del algoritmo backpropagation, el aprendizaje se da mediante la 
presentación repetida de grupos de entrenamientos. Cada repeticion completada de 
entrenamiento en el perceptron se denomina epoch. Así , el proceso de aprendizaje se 
repite consecutivamente hasta que los pesos sinápticos se estabilicen convergiendo a un 













CAPITULO 3:  
PLANTEAMIENTO DE LA SOLUCION 
 




3.1.1.1. Diseño de Investigación 
Para el este trabajo de investigación se realizará una recolección de información y un 
análisis para identificar el campo de lesiones intracraneales que se presentan con mas 
frecuencia, además de determinar el segmento de profesional mas adecuado, lo cual se 
realizara mediante encuestas a especialistas neurólogos con entrenamiento y sin 
entrenamiento en el área. 
Se organiza y analiza la información obtenida, para posteriormente elaborar las 
conclusiones que permiten producir un flujo de ideas para posibles soluciones al 
problema. Las propuestas se evalúan y depuran en base a su viabilidad e importancia. 
El tipo de investigación a realizarse es exploratorio y correlacional, con un nivel a nivel 
teórico y descriptivo. La fase de validación da la oportunidad de mejorar el algoritmo y 










3.1.1.2. Diseño de las etapas 
 
Para este trabajo se propone 2 etapas las cuales es la etapa de procesamiento de 
imágenes MRI, las cuales pasan por un procesamiento y segmentación para obtener 
segmentos de imágenes mas reducidos, debido que las imágenes MRI son de alta 
resolución, esto sirve para pasar a la siguiente etapa que esta conformada por la red 
neuronal, que analiza estos segmentos con mayor velocidad para tener una clasificación 
de estas mas exacta y con una mayor velocidad que dejando que el hardware para la red 
neuronal se dedique ha realizar ambas tareas y esta red neuronal es alimentada para su 
entrenamiento por una base de datos que constantemente se actualiza con los diversas 
pruebas de diagnostico exitosas. 
 
3.1.1.3. Base de datos 
 
Para el proceso de recolección de datos para la base de datos, se determino el uso de 
imágenes de MRI que hayan tenido un diagnostico certero, tanto como imágenes que 
presenten lesiones intracraneales. 
Para una etapa de inicio se puede utilizar imágenes que presenten solo un tipo de lesión 
y posteriormente ir incrementando el numero de lesiones que se presenten en dichas 
imágenes, el propósito de que estas imágenes ya sean previamente diagnosticadas 
certeramente es para poder entrenar la red neuronal para que pueda determinar lo que 
es una lesión y su tipo. 
Por otro lado, también se debe de tomar imágenes que no tengan para que la red pueda 
reconocer cerebros sanos y como es su estructura para poder diferenciar de un cerebro 





Para el procesamiento de las imágenes obtenidas de la resonancia magnética se realiza 
mediante software, pero se necesita un hardware especifico para el procesamiento de 
estas imágenes, se puede utilizar procesadores o GPU que son tarjetas dedicadas 
exclusivamente para procesamiento de imágenes, en especial los GPU de la marca 
NVIDIA, ya que estos utilizan una programación llamada CUDA, diseñada por la misma 
marca y que hace referencia a una plataforma de computación en paralelo. 
La segmentación de una imagen es la división de la imagen en regiones de atributos 
similares. El grado de subdivisiones depende del problema a resolver, por lo que la 
segmentación se habrá  realizado correctamente cuando los objetos de interés del estudio 
hayan sido aislados. De manera sencilla, la segmentación consiste en que a cada pixel 
de una imagen se le asigna una etiqueta correspondiente a cada región. Todos los 
pixeles con la misma etiqueta son similares en una serie de características, que pueden 
ser de intensidad, color o textura. (Alberto Velasquez 1999) 
No existe un método único para resolver el problema de segmentación, sino que la 
elección correcta del mismo dependerá  de cada caso. De hecho, en base a la 










Después del procesamiento de las imágenes MRI, pasa por la etapa de clasificación, la 
cual lee todos los segmentos que ingresan, para después clasificarlos, luego la red 
neuronal tiene segmentos de imágenes que muestran características de un cerebro con 
alguna lesión cerebral, así como segmentos de un cerebro sano en una base de datos. 
Utilizando los datos ya procesados, se ingresan a una red neuronal que clasificara y 
seleccionara las secciones que presenten características similares a las de la base de 
datos construida para la red neuronal. Para la programación de la red neuronal se puede 
utilizar cualquier tipo de microprocesador o últimamente está en apogeo el FPGA 
mediante la implementación de código VHDL que es una programación de Hardware. 
Con estos datos la red neuronal, después de pasar por el entrenamiento para que la red 
sepa que segmentos la red neuronal sepa que imágenes seleccionar y dar su posible 
diagnostico. 
3.2. Criterios de Selección 
 
3.2.1. Criterios de selección para el procesador para imágenes MRI 
 
Para la selección del dispositivo que se va a encargar del procesamiento de las imágenes 
obtenidas mediante la resonancia magnética que se caracterizan por su alta densidad de 
pixeles lo que le da una gran resolución y además que ocasiona que este tipo de 
imágenes sean muy pesadas para procesadores básicos lo que reducirá su velocidad de 
procesamiento, ya que estas imágenes pesan varias decenas de GB, por lo cual se 
seleccionas los GPU’S que utilizan programación CUDA ya que el hardware esta 
exclusivamente diseñado para este exclusivo flujo de trabajo. 
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Existen diversas tarjetas de Video diseñadas que utilizan procesadores CUDA fabricadas 
por la marca NVIDIA, de los cuales se puede utilizar las series de tarjetas graficas RTX, 
DGX, HGX y AGX. Todas las series de procesadores gráficos anteriormente nombradas 
son capaces de funcionar para el procesamiento de imágenes, pero la serie DGX esta 
diseñada exclusivamente para las imágenes medicas, además es capas de utilizar la 
―NVIDIA CLARA plataform‖, la cual es una plataforma que colecciona diversas 
herramientas que ayudan para el procesamiento exclusivo de imágenes medicas. 
Pero para este proyecto se propone el uso de la tarjeta RTX-2080 debido a su bajo coste 
en comparación de la línea DGX, que seria de gran recomendación para usos que se 
requiera tiempos de procesamiento muchos mas veloces o si la cantidad de flujo de uso 
de imágenes MRI en el hospital o clínica. 
El modelo RTX-2080, cuenta con 2944 núcleos CUDA que pueden llegar a un limite de 
60 TeraFlops (operaciones de coma flotante por segundo), conectados entre si por una 
conexión de hasta 14 GB/s, que en conjunto todo el sistema puede otorgar un ancho de 
banda de hasta 448GB/s, con una memoria de 8 para el procesamiento de datos y con un 
consumo total de 225. 
 
3.2.2. Criterios de selección para el Hardware de para la Red Neuronal 
Los FPGA’s son dispositivos donde es posible diseñar una topología de hardware simple 
con un sistema de arquitectura complejo para una red neuronal compleja, esto es debido 
a la estructura de procesamiento las cuales crean múltiples conexiones con pocos 
enlaces físicos. Esto propone que el modelo neuronal que posee un poder de computo 
debido a la habilidad del FPGA de crear código en paralelo, así generando un 




Para la selección del FPGA se simplifica debido a que ya que el dispositivo debe de 
cumplir con tener una memoria no volátil en especial la EPROM debido que este tipo de 
memoria puede ser borrada y programada de nuevo, lo cual forma parte de una 
herramienta muy convenientemente debido que se puede corregir errores posteriormente, 
por otro lado existen varios fabricantes, pero para este proyecto de procesamiento de alta 
densidad de información se selecciono el Intel FPGA’s que cuenta con un procesador 
FPGA Intel Arria 10GX, que tiene una conexión de 10GB/s con el procesador principal, 
potenciando la red neuronal para dar resultados en tiempo real 
3.2.3. Criterios de selección para la Red Neuronal 
 
Las formas para analizar una imagen digital consisten en una cadena de procesos, así 
pasa por un pre-procesamiento, segmentación, detección de objetos y clasificación, para 
terminar, se finaliza en el análisis de la imagen. 
Para encontrar la mejor configuración de formación de la red neuronal se paso ha 
analizar diversas redes neuronales para determinar la mas adecuada para el 
procesamiento de imágenes medicas, se tomo en cuenta la teoría de resonancia 
adaptativa (ART), la cual es una red neuronal que se basa en un funcionamiento en el 
dilema plasticidad-estabilidad del aprendizaje y se implementa en tres arquitecturas, una 
para valores binarios, otra para valores continuos y escala de grises, la ultima 
arquitectura combina las anteriores dos, formando una estructura de aprendizaje 
supervisado. 
Dentro las modificaciones de ART, la cual consiste en una red neuronal en un mixure 
model para la clasificación de subpixeles de regiones en imágenes. 
Por otro lado, están las Redes Neuronales Convolucionales (CNN), este tipo de redes 
permite la interacción de conjuntos cercanos de cada unidad en la red, las cuales son 
sistemas no lineales, de forma dinámica donde la información de entrada es codificada, 
así cada conjunto esta interconectada con múltiple entrada que vienen de otros 
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conjuntos, así la CNN demostró la capacidad de detección de bordes, teniendo una 
capacidad para delimitar contornos con poco ruido. 
También esta la Redes neuronales Recurrentes (RNN), las cuales tienen conexiones 
formando un ciclo directo, que permite comportamientos dinámicos que consumen mas 
memoria que las redes directas, las redes clásicas recurrentes es la red Hopfield, como 
RNN bidireccional o de tiempo continuo, las cuales tienen un gran potencial en 
agrupamiento de datos. 
Para finalizar se reviso la Red neuronal Pulso-Acoplada (PCNN), la cual es una red 
utilizada para pre-procesar y se implementa para un modelo de una neurona por pixel y la 
cual tiene tres módulos, los cuales son el módulo de dendritas, de encadenamiento y el 
generador de pulsos. 
En el árbol de dendritas capta la información del conjunto y se procesa en el modulo de 
encadenamiento y alimentación, por otra parte, la red también contiene la entrada, así el 
generador de pulsos tiene un umbral dinámico que se basa en el proceso interno que 
tiene la neurona en la alimentación y en modulo de encadenamiento. 
Así que el PCNN es un modelo para muy flexible y dinámico para las tareas de 
segmentación de imágenes, así como la capacidad de ser bien flexible para cualquier 












3.3. Recursos Necesarios 
 





Honorarios del investigador Mes 12 Meses 500.00 6000.00 
DEV KIT ARRIA 10FPGA Unidad 1 unidad 4495.00 4495.00 
RTX-2080 NVIDIA Unidad 1 unidad 900.00 900.00 
Laptop o computadora  Unidad 1 unidad 1500.00 1500.00 




3.4. Estudio de viabilidad técnica 
 
Para el siguiente proyecto de investigación se requerirá los siguientes conocimientos 
teóricos como programación en CUDA para procesar imágenes de alta densidad, uso de 
bases de datos de imágenes, programación en VHDL para utilizar el FPGA, estructura de 
funcionamiento de estructura física del FPGA, tipos de lesiones intracraneales, 
reconocimiento de lesiones intracraneales en imágenes, redes neuronales. 
Para la construcción del prototipo se requiere de un sistema de Procesamiento de 
imágenes RTX-2080 NVIDIA, una base de datos de imágenes MRI de diversas lesiones 
intracraneales como imágenes de pacientes sanos, el DEV KIT ARRIA 10 FPGA, una pc 
o una laptop para demostrar los resultados de la red neuronal y para la entrada de 
imágenes al procesador de imágenes, así como una plataforma para programar ambas 
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partes, Software ALTERA para programar el FPGA, Software que acepte C++ y software 
para la mostrar los resultados al usuario. 
Y finalmente para la prueba de la red neuronal debe de contemplar que la red debe de 
funcionar con una base de datos adecuada para poder tener un adecuado entrenamiento, 




















ANALISIS DE LOS RESULTADOS DE LA INVESTIGACION 
Las Redes neuronales artificiales (RNA) han tenido grande presencia para los trabajos de 
segmentación de formas, color, textura, movimiento y bordes, así la segmentación de 
forma es la manera de extraer información de una imagen, ya que este método permite 
una mejor extracción de patrones no repetibles como se produce en los tejidos biológicos.  
Según el autor Noriyoshi Sawabata que publico un articulo en agosto del 2017 en la 
Escuela de Medicina de Japón, el cual desarrollo un esquema de clasificación 
automatizado para cáncer pulmonar en imágenes microscópicas, dio como resultados de 
su evaluación mostrando que aproximadamente el 70% de las imágenes de prueba fue 
clasificada correctamente. 
En otro estudio de aplicación de redes neuronales para el diagnostico de imágenes, 
desarrollado por un grupo de profesionales de Korea del sur de entidades universitarias y 
junto al departamento de dermatología de Seoul, mostraron un detector de melanoma 
acral determino su efectividad para la diagnosis de melanoma acral, tanto benignos como 








IFigura 1. Corte cerebral de sujeto sano 
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Así también se hizo un estudio de la eficiencia de reconocimiento de esta patología a en 
relación a la efectividad de detección de médicos expertos y no expertos en su 
reconocimiento, el estudio concluyo que la red neuronal tuvo un 83% de eficiencia en 
determinar la patología, mientras que médicos no experto tuvieron un resultado del 
67.84%, por otro lado, los médicos expertos tienen un porcentaje muy similar al que 
obtuvo la red neuronal, con un 81.08%, teniendo como resultado que la red neuronal 
obtuvo un mejor rendimiento en el procesamiento de las imágenes para un diagnostico 
mas certero, así se espera que los resultados sean de una magnitud similar en la 















Figura 2. Corte cerebral con traumatismo por contusión 
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Por otro lado, según la selección del algoritmo para la clasificación de las imágenes MRI , 
se busca una respuesta en la velocidad de lectura, como el de reconocimiento de los 
segmentos de imágenes que se leen después de ser procesadas, después de 
seleccionar el adecuado algoritmo se espera una mejora en la velocidad de diagnostico 
en un 80% de la velocidad y tiempo que se requiere normalmente, además de evitar 
exceso de pruebas medicas adicionales a las tomadas por una resonancia medica , 
también se tiene en consideración que la meta es de tener una velocidad de clasificación 
cercana a velocidades de tiempo real.Con estos dos factores como la reducción de 
errores y la mejora en los tiempos de diagnostico de pacientes con lesiones 
intracraneales, se espera tener un diagnostico rápido y certero, así mejorando la 
velocidad de atención de los pacientes, que esperan varios días para poder tener un 
posible diagnostico, que posiblemente puede incurrir en algún error en el diagnostico que 
puede generar grandes gastos en consultas medicas y en pruebas innecesarias por un 
falso o un error de diagnostico. Así con esta investigación se tiene posibles estimaciones 
de las diferentes mejoras que traería, como en una mejora considerable en la calidad de 
atención a los pacientes, así como teniendo en cuenta una reducción considerable en 
gastos de pruebas innecesarias realizadas por los pacientes, que conlleva a un aumento 








Figura 3. Corte cerebral con tumor 
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Conclusiones y recomendaciones 
 No se puede predecir el funcionamiento de la red neuronal al 100 %, sin tener pruebas 
físicas para verificar su funcionamiento y rendimiento al procesar imágenes debido que la 
red neuronal debe de ajustarse a las necesidades requeridas como a los obejtivos 
planteados 
 La base de datos para clasificar lesiones intracraneales debe de ser de grande debido a 
que existe varias formas o patrones que se puede presentar esta lesión en las imágenes 
MRI 
 Entrenar adecuadamente la red neuronal para una mejor clasificación de las imágenes y 
posteriormente para obtener el resultado con mejores porcentajes de éxito con una base 
de datos adecuada y de una dimensión sustancial. 
 Para determinar la eficiencia del modelo, se debe de realizar ensayos con médicos 
expertos y no expertos en determinar las lesiones para obtener si existe alguna mejora 
considerable en la eficiencia y rapidez en la detección de las lesiones. 
 Se puede concluir, revisando casos de trabajos y aplicaciones de soluciones similares 
para diversos casos realizados en diversas partes del mundo la gran ayuda que nos 
brinda estos sistemas de clasificación mediante redes neuronales para mejorar la 
velocidad de diagnostico, también como la precisión de este. 
 Para el uso práctico en el Perú, se recomienda de estudiar las necesidades y 
requerimientos del área de imágenes, para tener en consideración la selección del 
hardware para el procesador de imágenes, para casos de alta demanda se recomienda 
utilizar los productos de altas características que por ende son de un precio 
considerablemente más alto a comparación de un producto de características moderadas 
que sería de un precio más bajo pero serviría para casos en lugares de bajos recursos 
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Tabla comparativa del modelo actual y el modelo anterior 
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ANEXO 3 
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