Abstract. We continue investigation of the topology of the spaces of transitive interval maps. We show that loops that are not contractible in some of those spaces, can be contracted in slightly larger spaces. We also describe the topology of the space of unimodal and bimodal transitive maps with constant slope.
Introduction
In [4] we started investigation of the topology of dynamically defined spaces of maps, the area between topology and dynamical systems, that we called dynamical topology. We considered there various spaces of continuous transitive interval maps. Here we continue our investigation.
To be more specific, we need some terminology and notation. By a map we mean a continuous map. A lap of an interval map is a maximal interval on which this map is monotone. The modality of a piecewise monotone map is the number of laps minus 1. A turning point is a point that belongs to two distinct laps. When we say "piecewise", we mean that there are finitely many pieces. By "slope" we mean the absolute value of the derivative. A full n-horseshoe is a piecewise monotone map with constant slope and n laps, each of which is mapped to the whole domain of the map. We will use the following notation.
• I = [0, 1];
• T n -the space of all transitive piecewise monotone maps of I to itself of modality n; • CS λ -the space of all piecewise linear maps of I to itself with constant slope λ; • CS n -the space of all piecewise linear maps of I to itself of modality n with constant slope; • T CS n -the space of all transitive elements of CS n . All those spaces are considered with the C 0 metric d:
By an interval we mean a nondegenerate interval. If not stated otherwise, it is assumed to be closed. For an interval J we will denote its length by |J|. When we speak about symmetry, we mean conjugacy via the symmetry map of I, that is x → 1 − x.
In [4] we have proved the following theorem.
Theorem 1.1. For every n ≥ 1 there is a loop in T n ∪ T n+1 , which is not contractible in T n ∪ T n+1 .
In fact, this loop is contained in T CS n ∪ T CS n+1 . We will show that if n ≥ 2 then this loop is contractible in T CS n ∪ T CS n+1 ∪ T CS n+2 and if n ≥ 3 then also in T CS n−1 ∪ T CS n ∪ T CS n+1 . If n = 1 then it is contractible in T CS 1 ∪ T CS 2 ∪ T CS 4 .
The situation seems to be similar as for the following model, although we do not know how far we can go with this analogy. Think about the sequence of spaces R n , n = 0, 1, 2, . . . , where each space is a subset of the next one. Set R n = R n \ R n−1 for n = 1, 2, 3, . . . . Then the fundamental group of the space
is nontrivial, while the fundamental group of the space
is trivial. Additionally, we will describe the topology (and, in a sense, geometry) of the space T CS 1 ∪ T CS 2 .
The paper is organized as follows. In Section 2 we prove lemmas that allow us later to show that the maps we are defining are transitive. In Section 3 we introduce coding and describe spaces T CS 1 and T CS 2 . In Section 4 we describe basic loops, that is, loops from Theorem 1.1. In Section 5 we describe with details how to contract the basic loops in the space T CS n ∪ T CS n+1 ∪ T CS n+2 for n = 2. In Section 6 we do this (but already with less details) for a general n. Then we treat the special case, n = 1 in Section 7.
Auxiliary results on transitivity
We will construct maps of constant slope and usually we will have to prove that they are transitive. For this we need many lemmas. In [4] we proved the following useful lemma. Lemma 2.1. Let f ∈ CS λ with λ > 2, and assume that the image of every lap (except perhaps the leftmost and the rightmost ones) is the whole I. Then f is transitive. Now we continue with more lemmas.
Proof. By [1, Corollary 4.3.13], topological entropy of f is log λ. On the other hand, topological entropy of a transitive interval map is at least log √ 2 (see [3] or [2] ).
Proof. Take k such that λ k > 2. Let C be the set of turning points of f k (it is a finite set) and choose δ > 0 smaller than the minimum length of a component of I \ C.
Call an interval K ⊂ I short if it is disjoint from C and |K| ≤ δ. Let J ⊂ I be an interval. Clearly, it contains a short interval J 0 . We will define by induction a sequence of short intervals.
Suppose a short interval J m is defined. Then the lengths of f n (J m ) increase exponentially with n, until for some n the interval f n (J m ) intersects C. If it contains only one point of C, then one of the two pieces into which this point divides f n (J m ) has length at least
Since J m is disjoint from C, f k is monotone on J m and so we have n ≥ k; hence λ n > 2. Thus, f n (J m ) contains a short interval of length at least |J m |, and we choose this interval as J m+1 . If f n (J m ) contains more than one element of C, then it contains a component of I \ C and this component contains a short interval of length δ. We choose this interval as J m+1 and note that |J m+1 | = δ ≥ |J m |.
In such a way we obtain a sequence of short intervals J m , with |J m+1 | ≥ |J m | and Proof. Let {J 1 , . . . , J m } be a trivial cycle of intervals and let c be a fixed point of f . Then in {1, . . . , m} either there is exactly one index i with c ∈ J i or there are i = j such that c is a common endpoint of J i and J j . In the former case f (J i ) ⊂ J i , so m = 1 and J i = I. In the latter case necessarily c ∈ (0, 1) and f (J i ) ⊂ Proof. It is clear that if there exists a nontrivial cycle of intervals then f is not transitive.
Assume now that f is not transitive. Then there are intervals J, L such that the orbit of J is disjoint from L. By Lemma 2.3, inf n≥0 |f n (J)| > 0, so the set ∞ n=0 f n (J) is the union of finitely many (not necessarily closed) intervals. Its closure is the union of finitely many (closed) intervals. It is invariant, so it contains a cycle of intervals. This cycle is disjoint from the interior of L, so it is nontrivial. 
Proof. The number of laps of f m restricted to J 1 is at most the product of the numbers of laps of f restricted to Proof. Suppose that x or some of its preimages belongs to an interval J from a cycle of intervals. Then for some n ≥ 0 and some ε > 0 the interval f n (J) contains the interval [x − ε, x] or [x, x + ε]. Call this interval K. We may assume that K ⊂ L, and K ⊂ f 2 (K). Since λ > 1, the length of the intervals f 2k (K) grows exponentially with
, and the length of the interval f 2k+1 (K) grows exponentially with k until f 2k+1 (K) contains the other endpoint of I. This shows that some image of K ∪ f (K), and therefore some image of J ∪ f (J), is equal to I. Consequently, our cycle of intervals is trivial.
Lemma 2.9. Let f ∈ CS λ with λ > 1. Assume that f has a periodic orbit P which is fully invariant (that is, f −1 (P ) = P ). Then f is not transitive.
Proof. By the assumptions, each x ∈ P has only one preimage under f . Call this preimage y. This y belongs to one or two laps of f . There is ε > 0 such that the distance from x to the images of all other laps is larger than ε. Taking into account that on each lap f is expanding, we see that the preimage of the ε-neighborhood of x is contained in the ε-neighborhood of y. We can take ε that works for every point of P and is arbitrarily small, and then the preimage of the ε-neighborhood U of P is contained in U. This shows that if J is an open interval disjoint from U then none of the sets f n (J) intersects U. Thus, f is not transitive.
For f ∈ CS λ denote by E(f ) the union of the set of its turning points and {0, 1}.
Lemma 2.10. Let f ∈ CS λ with λ > 3, and assume that f ({0, 1}) ⊂ {0, 1}. Assume also that out of any four consecutive points of E(f ) at least one is mapped to 0 and at least one to 1. Then f is transitive.
Proof. Suppose that f is not transitive. By Lemma 2.5, it has a nontrivial cycle of intervals. By Lemma 2.6, there is an interval J in this cycle on which f has more than 3 laps. Then J contains at least 3 consecutive turning points of f and so the cardinality of E(f ) is at least 5. Therefore from the assumption on the images of 4 consecutive elements of E(f ) it follows that out of 3 consecutive points of E(f ) at least one is mapped by f to 0 or 1. Thus J contains a point x that is mapped to 0 or 1. Since f ({0, 1}) ⊂ {0, 1}, we get f n (x) ∈ {0, 1} for every n ≥ 1. Since J is an interval in a cycle, there is n ≥ 1 such that f n (J) ⊂ J. Thus, in addition to 3 turning points, J contains also 0 or 1. Therefore it contains at least 4 consecutive elements of E(f ), and hence f (J) = [0, 1]. Thus, our cycle of intervals is trivial, a contradiction. This proves that f is transitive.
Finally, we will need lemmas similar to Lemma 2.1.
Lemma 2.11. Let f ∈ CS
λ with λ > 3, and assume that the image of every lap, except perhaps one or two leftmost or one or two rightmost ones, is the whole I. Then f is transitive.
Proof. Suppose that f is not transitive. By Lemma 2.5, it has a nontrivial cycle of intervals. By the assumptions, no interval J of this cycle contains a lap of f which is mapped onto the whole I (otherwise the cycle is trivial). It follows that J intersects at most 3 laps of f . Since λ > 3, this contradicts Lemma 2.6. Lemma 2.12. Let f ∈ CS 4 be decreasing on the first lap and assume that the second and third laps are mapped to the whole I. Then f is transitive.
Proof. Since there are at least 2 laps mapped by f to the whole I, the slope of f is larger than 2. Suppose that f is not transitive. Then by Lemma 2.5, there is a nontrivial cycle of intervals. By Lemma 2.6, one of those intervals, call it J, contains at least 2 turning points of f in its interior. Since f (J) = I, the interval J has to contain the fourth lap of f . In particular, the interval K of the cycle that contains f (J), contains 0. If K contains the first turning point of f , then f (K) contains 0, and thus the length of the cycle is 1. But this means that J contains 0, so f (J) = I, a contradiction. Thus, f | K has only one lap. Moreover, f | J cannot have more than 3 laps, because otherwise we would have f (J) = I. Each other interval of the cycle can contain at most 1 turning point, and thus, (2.1) cannot be satisfied. This contradiction shows that f is transitive.
Spaces T CS 1 and T CS 2
We will parametrize the space CS n by specifying the values of the map at the endpoints of I and at the turning points. Thus, for f ∈ CS n we get an n + 2-tuple of numbers, (a 0 , a 1 , . . . , a n+1 ), where a 0 = f (0), a n+1 = f (1), and a i = f (e i ), where e 1 < e 2 < · · · < e n are the turning points of f . Clearly, all a i s belong to [0, 1]. Moreover, if f is increasing on the first lap, then a 0 < a 1 > a 2 < a 3 > . . . , and if f is decreasing on the first lap, then a 0 > a 1 < a 2 > a 3 < . . . . In those domains, the parametrization is one-to-one. However, by allowing some consecutive numbers to be equal, we can extend this parametrization to the space n i=1 CS i . The only difference will be that then the same map can correspond to several n + 2-tuples. The n + 2-tuple (a 0 , a 1 , . . . , a n+1 ) will be called the code of f .
Proof. Since the slope of f is constant and the length of the domain I is 1, the slope is equal to the variation, which is
Proof. We will show that f is Lipschitz continuous as a function of each parameter a j . Think about f as a map from I to R. If the slope does not change, then varying a j by ε results in varying f by 2ε. On the other hand, varying the slope by ε results in varying f by ε. By Lemma 3.1, varying a j by ε results in varying the slope by at most 2ε. Thus, the total result of varying a j by ε is at most 4ε, that is, f as a function of a j is Lipschitz continuous with constant 4. Now we are going to describe the spaces of all transitive unimodal and bimodal maps with constant slopes.
If the code of f ∈ CS 1 is (a, b, c), then the slope of f is λ = |a − b| + |b − c|.
Lemma 3.3. A map f ∈ CS 1 is transitive if and only if it has the code
Proof. Due to symmetry it is sufficient to prove that f ∈ CS 1 increasing on the first lap is transitive if and only if it has a code as in (1) . Let f ∈ CS 1 increasing on the first lap be transitive. Then f is surjective and so f (0) or f (1) is 0. In fact f (1) = 0 always, otherwise f (0) = 0 and {0} is a fully invariant periodic orbit, a contradiction with Lemma 2.9. Again, due to surjectivity, f (e) = 1. We have λ = 2 − a, so by Lemma 2.2, a ≤ 2 − √ 2. Now let f ∈ CS 1 be increasing on the first lap and have a code as in (1) . A simple computation shows that the fixed point in the second lap is x = λ/(λ + 1) = (2 − a)/(3−a). Thus, the inequality a ≤ x is equivalent to (a
is a full 2-horseshoe, so f is transitive. Assume that a < x (which is equivalent to a ∈ [0, 2 − √ 2), whence λ = 2 − a > √ 2, and suppose that f is not transitive. By Lemma 2.5 there is a nontrivial cycle of intervals. Let m be its length. By Lemma 2.6, since λ m > ( √ 2) m and m i=1 k i ≤ 2, we get m = 1. Since λ > 1, the invariant interval J forming that cycle contains e. Hence it contains f (e) = 1 and f 2 (e) = 0 and so J = I, a contradiction with nontriviality of {J}.
Let us now consider f ∈ CS 2 with the code (a, b, c, d) . Let e 1 < e 2 be the turning points of f . The slope of f is λ = |a − b| + |b − c| + |c − d|. Let us start with a preliminary classification. Note that the cases in the following lemma are not disjoint; for instance, the full 3-horseshoe with the code (1, 0, 1, 0) belongs to three of them. Proof. Since f is transitive, its slope λ is at least √ 2 by Lemma 2.2. Suppose that f is increasing on the first lap. We show that then f has a code from (1) a code (a, 1, 0, d) 
Proof. The slope is λ = (1−a)+1+d = 2+d−a > 1 and a simple computation shows that the fixed point in the second lap equals
Conversely, let (3.1) be satisfied. Due to the symmetry it is sufficient to consider the case when d ≤ a − 4 + 2 a or, equivalently, when a ≤ x. We claim that then If m = 1, we have f (J 1 ) ⊂ J 1 , and then J 1 contains a fixed point. The map f has the fixed point x and possibly also 0 and/or 1. Hence, each of the fixed points lies in a lap which is mapped by f onto the whole interval I. If x ∈ J 1 , then we get a contradiction with Lemma 2.8. If f (0) = 0 and 0 ∈ J 1 , then from f (J 1 ) ⊂ J 1 we get J 1 = I, so our cycle is trivial, a contradiction. If f (1) = 1 and 1 ∈ J 1 , we get a contradiction in the same way. Now let m = 2, i.e. the nontrivial cycle consists of two intervals J 1 and J 2 , say J 1 being to the left of J 2 . Since λ 2 > 2, by Lemma 2.6 we get k 1 k 2 > 2 which means that k 1 k 2 = 4 (if k 1 or k 2 were equal to 3, it would contradict nontriviality of the cycle). However, then the left endpoint e 1 of the second lap lies in J 1 and the right endpoint e 2 of that lap lies in J 2 . Then, besides e 1 , J 1 contains also the point f (e 2 ) = 0 and so J 2 contains both f (0) = a ≤ x, and f (e 1 ) = 1. Hence J 2 contains x, which contradicts Lemma 2.8. 
Hence, each of the turning points e 1 < e 2 belongs to the interior of J 1 or J 2 . Say, J 1 contains a neighborhood of e 1 . By Lemma 2.8, J 1 ⊂ (x, p) where p is the preimage of x in the second lap (it exists because c ≥ x) and then J 2 ⊂ [0, x). Hence k 1 = 2 and k 2 = 1, a contradiction with
If m = 1, the cycle of intervals reduces to {J 1 }, with J 1 = I and f (J 1 ) ⊂ J 1 . We first show that e 1 does not belong to J 1 . Indeed, if e 1 ∈ J 1 then also 0 = f (e 1 ) and 1 = f 2 (e 1 ) are in J 1 , so J 1 = I, a contradiction. Now, since f (J 1 ) ⊂ J 1 , J 1 contains a fixed point. By Lemma 2.8, this fixed point is different from x. It follows that the map f has a fixed point z in the second lap and then a simple computation gives λ = (1 + z)/z > 2z/z = 2. By Lemma 2.6 we get k 1 ≥ λ > 2 which is impossible because we have shown that e 1 / ∈ J 1 . 
Proof. It follows from Lemma 3.7 by the symmetry.
Now we can put all this together to get the picture of the space T CS 1 ∪ T CS 2 . In Figure 1 the four pieces are shown with the right geometry, and they are assembled together showing the topology of the space.
Basic loops
Recall that in [4, Theorem 3.19 ] for any n we constructed a loop in T n ∪ T n+1 that is not contractible in this space. In fact, this loop is contained in T CS n ∪ T CS n+1 . We will call it the basic loop of order n.
We can describe the basic loop of order n in four ways. The first one is not quite rigorous, but (we hope) understandable. We start with the full (n + 1)-horseshoe which is increasing on the first lap, then an additional rightmost lap starts to grow until we get a full (n + 2)-horseshoe. Next the leftmost lap starts to disappear, until we get the full (n + 1)-horseshoe which is decreasing on the first lap. Then we repeat those operations and we end up with the initial (n + 1)-horseshoe. Note that we pass through both (n + 1)-horseshoes and both (n + 2)-horseshoes.
The second description is visual. Just set n = 2 and look at the first rows in the Figures 2-5 .
The third description is rigorous, and uses codes. Since we will be contracting the basic loop of order n in T CS n ∪ T CS n+1 ∪ T CS n+2 , it will be convenient to use codes from T CS n+2 , that is, codes of length n + 4. Our loop consists of four arcs. Each arc in the appropriate coding will be a segment of a straight line. When thinking about the geometry of such a picture, one has to take into account the non-uniqueness of the coding. Let us start with the case n = 2, so that the reader can compare the codes with the first rows of Figures 2-5 . Then the first horseshoe can be represented as (0, 1, 0, 1, 1, 1) , and the second one as (0, 1, 0, 1, 0, 0) . Thus, the first arc is parametrized as (0, 1, 0, 1, 1− s, 1 −s) by a parameter s that goes from 0 to 1. The third horseshoe is (1, 1, 0, 1, 0, 0) , so the second arc is (s, 1, 0, 1, 0, 0), again with the parametrization of the same type. The fourth horseshoe is (1, 1, 0, 1, 0, 1) , so the third arc is (1, 1, 0, 1, 0, s) . Finally we can use for the first horseshoe the code (0, 0, 0, 1, 0, 1), so the fourth arc is (1 − s, 1 − s, 0, 1, 0, 1) .
For a general n, we have to distinguish the cases of n even and odd. If n is even, we define a block A as the concatenation of n/2 blocks (0, 1), and then the four arcs are (0, 1, A, 1 − s, 1 − s), (s, 1, A, 0, 0), (1, 1, A, 0, s) and (1 − s, 1 − s, A, 0, 1) . If n is odd we define a block C as the concatenation of (n − 1)/2 blocks (0, 1) followed by 0, and the four arcs are (0, 1, C, s, s), (s, 1, C, 1, 1), (1, 1, C, 1, 1 − s) and (1 − s, 1 − s, C, 1, 0) .
The fourth description is a shortened third one. When writing codes, we omit parenthesis and commas. Moreover, instead of writing parametrizations of arcs, we write only the codes of the first and last maps, put an arrow between them, and rely on the reader remembering that the arc is a segment (in other words, the convex hull) parametrized affinely. Additionally, to stress that we are getting a loop, we use the symbol ∼ to indicate that two codes define the same map. Thus, the basic loop of order 2 can be written as (4.1) 010111 → 010100 → 110100 → 110101 → 000101 ∼ 010111.
For n even, A = (01) n/2 and the basic loop of order n is
For n odd, C = (01) (n−1)/2 0 and the basic loop of order n is
Contracting the basic loop of order 2
While we could work from the beginning with the general case, we want to make the paper not only rigorous, but also easy to understand. Therefore we start with the basic loop of order 2, described in the preceding section. It lives in T CS 2 ∪ T CS 3 . We deform it continuously in T CS 2 ∪ T CS 3 ∪ T CS 4 , using parameter t that varies from 0 to 1. On the first arc the formula is (0, 1, 0, 1, 1 − s, 1 − s + st), on the second arc (s − st, 1, 0, 1, 0, t), on the third arc (1 − t, 1, 0, 1, 0, s + t − st), and on the fourth arc (1 − s + st − t, 1 − s, 0, 1, 0, 1) (see Figures 2-5 ). Observe that for t = 0 we get the previous formulas, and that for each t the four arcs are glued to a loop (again for the gluing of the first an the last arcs we have to look at the maps, not parametrizations).
The loop that we get for t = 1 has two of the four pieces constant. We can ignore this constant part, and consider the loop consisting of two pieces. The first one is parametrized (again with s varying from 0 to 1) as (0, 1, 0, 1, 1 − s, 1) (see the bottom row of Figure 2) , and the second one as (0, 1 − s, 0, 1, 0, 1) (see the bottom row of Figure 5 ). We call this loop the auxiliary loop of order 2. It lives in T CS 2 ∪ T CS 4 . In CS 2 ∪ CS 3 ∪ CS 4 it is homotopic to the basic loop of order 2. Moreover, we claim that all maps we considered in the construction are transitive. In fact, the maps considered in the deformation of the second and third arcs satisfy the assumptions of Lemma 2.1, and therefore they are transitive. By Lemma 2.11, also all maps considered in the deformation of the first and fourth arcs are transitive. This shows that the auxiliary loop is homotopic to the basic loop in T CS 2 ∪ T CS 3 ∪ T CS 4 .
Using our shortened notation we can describe the deformation as follows: Here the vertical arrows mean that we are taking convex combinations with the parameter t. Thus, in each rectangle like
we are first taking convex combinations in the upper and lower rows (using parameter s) and then convex combinations between those rows (using parameter t). This means that inside the rectangle the codes are of the form
We will show next that the auxiliary loop is contractible in T CS 2 ∪ T CS 4 . We start with the first arc of the auxiliary loop, namely (0, 1, 0, 1, 1 − s, 1). This arc can be interpreted as a tooth consisting of the last two laps growing from nothing to full laps. It is homotopic to an arc where a tooth consisting of the next two laps (counting from the right) is growing: (0, 1, 0, s, 0, 1) (see Figure 6 ). As before, the homotopy is obtained by convex combinations: (0, 1, 0, 1 + ts − t, 1 − s + ts − t, 1). Similarly, that arc is homotopic to the arc (0, 1, 1 − s, 1, 0, 1) (growing a tooth farther to the left, see Figure 7 ), which in turn is homotopic to the arc (0, s, 0, 1, 0, 1) (growing a tooth consisting of the two first laps, see Figure 8 ). This last arc is the second arc of the auxiliary loop run backward. Therefore, we get contractibility of the auxiliary loop, because the endpoints of the arc have not been modified during the homotopy. Clearly, if A is a code for a map f ∈ CS n then mir(f ) ∈ CS n and the mirror image of A (that is, the code A read backward) is a code for mir(f ). Now observe that the mirror image of the basic loop of order 2 is the same loop (although shifted by the half of the period). Thus, if we take the mirror image of the whole construction leading to the contraction of the basic loop, it will give us another contraction. The only unclear thing is whether the mirror images of the maps used in the construction are transitive. Indeed, it is easy to see that transitivity of f does not guarantee transitivity of mir(f ). However, to show that the maps used in the construction are transitive, we were using only Lemmas 2.1, 2.10 and 2.11, and if f satisfies the assumptions of one of those lemmas, so does mir(f ). Thus, this second contraction is also in the space T CS 2 ∪ T CS 3 ∪ T CS 4 . Two ways of deforming the basic loop of order 2 to the auxiliary loop and its mirror image are illustrated in Figure 9 .
Let us now look at the basic loop of order 3:
The second half of this loop, with a long constant part inserted in the middle, can be seen in Figures 3 and 4 , as follows: we start with the beginning of the second arc of the basic loop of order 2, go down (that is, follow the homotopy) to the part of the deformed loop that is constant, follow this constant part all the way and then go up to the end of the third arc of the basic loop of order 2. Thus, the second half of the basic loop of order 3 is homotopic in T CS 2 ∪ T CS 3 ∪ T CS 4 to the concatenation of the second and third arcs of the basic loop of order 2. When we apply to this homotopy the mirror operation, we see that the first part of the basic loop of order 3 is homotopic in T CS 2 ∪ T CS 3 ∪ T CS 4 to the concatenation of the fourth and first arcs of the basic loop of order 2. Thus, the basic loop of order 3 is homotopic in T CS 2 ∪ T CS 3 ∪ T CS 4 to the basic loop of order 2. This proves that the basic loop of order 3 can be contracted in T CS 2 ∪T CS 3 ∪T CS 4 .
Contracting basic loops of higher order
Generalizing the constructions from the preceding section, we get the following theorem.
Theorem 6.1. For every n ≥ 2, the basic loops of order n and n+1 can be contracted in T CS n ∪ T CS n+1 ∪ T CS n+2 .
Proof. The proof is the repetition of the arguments from the preceding section. We distinguish the cases of n even and n odd.
If n is even, then we define a block A = (01) n/2 and the deformation, in T CS n ∪ T CS n+1 ∪ T CS n+2 , of the basic loop of order n looks as follows:
This loop is contractible in CS n ∪CS n+2 in n+1 steps, moving the "growing tooth" to the left in each step, similarly as in the case of n = 2. By Lemmas 2.1, 2.10 and 2.11, all maps used in the construction are transitive. Therefore the basic loop of order n is contractible in T CS n ∪ T CS n+1 ∪ T CS n+2 .
The mirror image of this construction also involves only transitive maps. The basic loop of order n + 1 is homotopic to the basic loop of order n in T CS n ∪ T CS n+2 ; for one half of this loop we use the original construction, and for the other half its mirror image. Therefore the basic loop of order n + 1 is also contractible in T CS n ∪ T CS n+1 ∪ T CS n+2 .
If n is odd then we define a block C = (01) 01C00 → 01C10 → 00C10 ∼ 01C00.
Then we proceed as in the case of n even.
Let us explain why we needed the assumption n ≥ 2. The reason is that in Lemmas 2.10 and 2.11 there is an assumption that the slope is larger than 3. In fact, this assumption is essential for our proof. For instance, for small ε > 0 the map with the code 0ε010, which would appear in our construction, is not transitive.
Contracting the basic loop of order 1
In this section we show what can be salvaged in the case of n = 1. Namely, we have the following theorem. The maps from the right part of this diagram cannot have modality larger than 2. The maps from the left part have codes (t, 0, 1, 0, s, (1−t)s) or (s+t−st, s, 1, 0, 1, 1−t). If s, t ∈ (0, 1), then the modality is 4. If t = 0, the modality is at most 2. If t = 1 then the modality is 2 or 4. Thus, all maps involved in this construction belong to CS 1 ∪ CS 2 ∪ CS 4 .
We have to show that those maps are transitive. Let us start with the maps from the first rectangle. At the vertices of the rectangle we have full horseshoes, and they are transitive. When the modality is 2, we get transitivity by Lemma 2.1, while when the modality is 4, we get it by Lemma 2.12. The maps from the second rectangle are conjugate to the maps from the first one via the map x → 1 − x, so they are also transitive.
All maps represented in the third and fourth rectangles are either full horseshoes, or they are transitive by Lemma 2.1.
Thus, the basic loop of order 1 is homotopic in T CS 1 ∪ T CS 2 ∪ T CS 4 to the loop from the bottom of the diagram. However, when we remove the constant part of this loop, we get the mirror image of the auxiliary loop of order 2. As we proved in Section 5, this loop is contractible in T CS 2 ∪ T CS 4 . This completes the proof.
