Abstract-Soil moisture ocean salinity (SMOS) mission has been providing L-band multiangular brightness temperature observations at a global scale since its launch in November 2009 and has performed well in the retrieval of soil moisture. The multiple incidence angle observations also allow for the retrieval of additional parameters beyond soil moisture, but these are not obtained at fixed values and the resolution and accuracy change with the grid locations over SMOS snapshot images. Radio-frequency interference (RFI) issues and aliasing at lower look angles increase the uncertainty of observations and thereby affect the soil moisture retrieval that utilizes observations at specific angles. In this study, we proposed a twostep regression approach that uses a mixed objective function based on SMOS L1c data products to refine characteristics of multiangular observations. The approach was found to be robust by validation using simulations from a radiative transfer model, and valuable in improving soil moisture estimates from SMOS. In addition, refined brightness temperatures were analyzed over three external targets: Antarctic ice sheet, Amazon rainforest, and Sahara desert, by comparing with WindSat observations. These results provide insights for selecting and utilizing external targets as part of the upcoming soil moisture active passive (SMAP) mission.
I. INTRODUCTION

S
OIL MOISTURE acts as a boundary condition for controls on land-atmosphere fluxes of energy and water, and must be accurately represented in hydrology and land surface models. The European Space Agency's Soil Moisture Ocean Salinity (SMOS) [1] satellite that was launched in November 2009 is the first spaceborne synthetic aperture passive microwave instrument. It relies on the new 2-D interferometry concept, and could provide global L-band brightness temperature for a range of incidence angles (from 0
• to 60 • ) at a resolution of about 43 km. SMOS provides a unique way for measuring the moisture content at the first few centimeters of soil over land and surface salinity in the ocean. The SMOS soil moisture algorithm is primarily based on the L-band microwave emission of the biosphere (L-MEB) forward model [2] , [3] . It uses a decision tree method to select appropriate model elements and parameters according to the auxiliary information that includes land use types. An iterative algorithm is then employed to minimize the difference between the L-MEB model simulations and SMOS multiangle observations. Several surface parameters including vegetation optical depth and soil moisture are retrieved [4] .
SMOS algorithm has produced reliable soil moisture based upon several validation studies using sparse networks or extensive field measurements [5] - [9] . Further analyses are still needed to resolve remaining issues. One of the issues is the uncertainty of the SMOS brightness temperature that is attributed to the radio-frequency interference (RFI) from varied sources [10] and aliasing errors in the Fourier imaging process [11] , [12] . Noisy data have become one of the crucial factors limiting SMOS data applications. Therefore, this paper concentrates on the question of what contribution the refinement of brightness temperature can make to the analysis and application of SMOS data products. The objective is to study whether it is possible to reduce the uncertainties in the SMOS brightness temperature and to develop a potential postprocessing approach that will improve the data quality and soil moisture retrieval.
Like most microwave sensors, SMOS is also susceptible to RFI, which has significantly affected the quality of brightness temperatures in some regions of the world [13] . A case study in Southern Germany showed that SMOS L1c brightness temperature data do not exhibit the expected seasonal behavior when compared with simulations using a coupled land surfaced and radiative transfer model [14] . A consistent, a dry bias of SMOS soil moisture was found with respect to in situ measurements in the Upper Danube catchment [15] . It was confirmed that RFI is responsible for a considerable part of the observed problems in the SMOS data products over this region [14] , [15] . In addition, RFI can vary with incidence angle and polarization, and may pollute data over a very extended area, which compounds the issue. Another complicating factor is that the brightness temperature data from the lower look angles are less reliable due to aliasing, which is an inherent problem in interferometry. A realistic simulation study indicated that the extended alias-free field of view (lower parts near the borders of the snapshot image) may not be usable for retrieval due to extensive noise and bias [16] , especially during the commissioning phase of the mission. A more recent study presented a method that includes the cross-polarization antenna patterns in the image reconstruction, resulting in improved polarimetric images in this extended alias-free field of view [17] . However, there is a little doubt that uncertainties in terms of RFI and aliasing in SMOS brightness temperature would imply a considerable loss of soil moisture retrieval quality, since the algorithm is taking all the available observations into account in the cost function.
Major improvements in the RFI situation over Europe have been made by investigating the RFI sources and working to remove the unwanted/illegal emitters, since the RFI is more a problem that needs to be solved at the emission level (SMOS is operating strictly within the protected band). A survey [18] has shown that the third and fourth Stokes parameters could be a complement option in detecting the RFI. This indicates that the RFI flagging can be improved using the full polarimetric capability in the future versions of SMOS data. Currently, the issue of RFI/noisy data is still a limiting factor for applications in many regions of Europe and Asia [19] , [20] .
Another complicating factor when using the brightness temperature data is that the multiple incidence angle observations are not obtained at fixed values. This requires additional processing for soil moisture retrieval algorithms especially when observations at specific angles are required. The Centre Aval de Traitement des Données SMOS (CATDS) has produced the L3 brightness temperature products [21] , which are with fixed incidence angles varying from 2.5
• to 62.5
• with an interval of 5
• that partially meets this demand. This product is generated from SMOS L1B through processing that includes RFI identification and data averaging within a certain window. The L3 product is clean of the most important RFI and more flexible to use. However, it does not incorporate other algorithms that rely on the multiangle and polarization characteristics [22] , [23] , since the observations are occasionally not consistent with theoretical expectations. Generally, the case within the sensitivity of the instrument is that the V-pol brightness temperature should be greater than that of the H-pol, and the V-pol brightness temperature generally increases with the incident angle while the H-pol brightness temperature decreases with the incidence angle.
These remaining issues need further attention before using the various brightness temperature products for soil moisture retrieval, and some improvements could be achieved through refinements of the SMOS brightness temperature.
In this study, we present a two-step regression approach for processing/refining the SMOS L1c brightness temperature. It uses a mixed objective function to refine the behavior of multiangular observations. This approach filters out outliers and greatly reduces the uncertainty found in the observations. The results are found to be more consistent with theoretical expectations when compared with intensive simulations based on the radiative transfer modeling. The refined brightness temperatures are verified by the implementation in soil moisture retrieval. A considerable improvement was found over two watershed networks in the United States. This approach also provides a unique chance to compare the SMOS with WindSat [24] observations over external reference targets. These results could provide a resource for potential reference targets for the upcoming soil moisture active passive (SMAP) mission [25] .
II. METHODOLOGY AND APPROACH
A. L-Band Brightness Temperature Modeling
In order to develop a simple and effective approach for processing the SMOS brightness temperature data, it is first necessary to characterize what the L-band microwave emission signals from land surfaces are expected to be in the soil moisture algorithms. There are several options available for performing soil moisture retrieval, all of which utilize variations of the same radiative transfer equation (the zeroorder solution [26] , [27] , known as omega-tau model). This approach is generally valid over light to moderate vegetation, but is applicable to the dense vegetation area through effective parameterization of single scattering albedo (omega) and vegetation optical depth (tau) [28] . This model and the equations used are well documented.
For the boundary condition of a rough soil, various models have been developed that range from site-dependent empirical models to semiempirical models to theoretical models. In this study, we use an analytical solution of the advanced integral equation model (AIEM) [29] to account for the soil roughness effects. The AIEM is an improved version of the IEM with slightly extended validity for roughness conditions, and has been validated and applied for the simulation of microwave emission from bare soils at L-band [30] . In the AIEM, two statistical parameters are required to describe the surface: the root-mean-square height and the correlation length. An exponential correlation function was used in our implementation. With theoretical values of the soil dielectric constant calculated from the Dobson model [31] , brightness temperatures of vegetated soil can be simulated with input parameters, which include soil moisture and temperature, soil roughness, and vegetation parameters. These parameters and their ranges used in the model simulation can be found in Table I , which covers a wide range of reasonable natural conditions. Random parameters were generated from the uniform distribution on the ranges and used for executing the simulation 10 000 times. Simulation results are presented as in Fig. 1 . Colored bins are used to indicate the density of data to describe the distribution (black indicates the most data), and mean values are shown as red crosses. The polarization differences are plotted versus incidence angle in Fig. 1(a) , which shows that it generally increases with incidence angle, and then may decrease at large incidence angles due to the Brewster effect. The sum of brightness temperatures for both polarizations is plotted in Fig. 1(b) without its value at 2.5
• . From this figure, the sum may increase, decrease, or remain constant as the incidence angle increases, depending on the simulated events. But for all events, simulation results show that the microwave emissions from land surfaces should have the following characteristics, which are the common default in models for soil moisture retrieval.
1) For non-zenith incidence, the V-pol brightness temperature is greater than the H-pol. 2) For zenith incidence, the V-pol brightness temperature is equal to the H-pol.
B. Two-Step Regression Approach
Due to the RFI and aliasing issues, SMOS observations do not always have these characteristics listed above and, therefore, this can affect the soil moisture results. An SMOS L1c brightness temperature process chain, with a two-step regression and a mixed objective function, is proposed in this paper toward soil moisture retrieval. It should be noted that SMOS brightness temperature products are evolving and all the processing and analysis presented here is based on a recent version of v504. The details are presented below.
For each fixed SMOS discrete global grid (DGG node), brightness temperature observations are made at a series of incidence angles by different SMOS snapshots. The snapshot acquisition sequence for the full polarization mode [32] , which is an operational nominal option, is XX, XX/XY, YY, and YY/YX. Observations for each polarization are extracted and sorted by acquisition time, and then applied to a moving window-based filter to remove anomalous values that correspond to possible RFI. The window length is set to be a time series of 10 observations of brightness temperature. Then a time-series interpolation is performed to supplement data for each snapshot, since all the four Stokes parameters are needed in the next step but cannot be obtained at the same time (within one SMOS snapshot). The brightness temperatures provided by SMOS L1c data are in the antenna frame. These brightness temperatures need to be converted to components relevant at the Earth surface, actually at the top of the atmosphere. This conversion takes into account a rotation of the electric fields, due both to geometrical considerations and the Faraday rotation induced by the effect of ionospheric electrons on the propagation of electromagnetic waves. According to equations listed in [33] , the L1c data product provided X and Y values (antenna level) are transformed snapshot by snapshot to H and V values (Earth surface level), as shown in Fig. 2(a) . In this example of the DGG 172868 (N47.005
• , W100.257 • ), which is grasslands located in central North America in the United States, the transformed H and V values are somewhat noisy at small incidence angles from 0
• to 20 • due to the aliasing issue. There is an unexpected peak around 40
• at the V-pol, which is very likely caused by minor RFI. These data with some uncertainties are used in the following two-steps regression. Step 1) In order to determine the brightness temperature value at zenith angle, the sum of the V-pol and H-pol brightness temperatures (the first Stokes parameter) is used. As shown in Fig. 1(b) , the sum is nearly constant for incidence angle from 0
• to almost 20
• and that the overall trend could be represented by a quadratic function (1), which means that the total intensity of the electromagnetic wave is changing smoothly with incidence angle
Tb is the brightness temperature and subscripts v and h designate the vertical and horizontal polarization, respectively. A and C are parameters that can be obtained from data regression. The C parameter divided by 2 can be used as the brightness temperature value at zenith angle for both V and H polarization as shown in Fig. 2(c) . This step uses all of the observations to remove the aliasing effects at small incidence angles, and creates a critical control point in the next step of regression, in order to avoid the polarization mixing
Step 2) Using a nonlinear least square curve fitting method, the mixed objective functions (2) are used to fit the V and H polarization brightness temperatures separately. This equation is developed to ensure that the V-pol and H-pol brightness temperatures are equal at the zenith angle and change in opposite directions with the angle of incidence. Corresponding errors (the radiometric accuracy parameter obtained from L1c data) for each observation are adopted in the fitting process as additional weighting vector. As shown in Fig. 2(b) , the observation accuracy of a pure view (only copolarization XX/YY data acquired) is higher than that of a mixed view (XX/XY or YY/YX), since SMOS is acquiring full polarimetric data, and only 0.4 s of the whole integration time of 1.2 s is used to retrieve copolarization data in a mixed view. This short integration time creates high variability in the accuracy. The observation accuracy for lower look angles located in the aliasing region is lower than that in the aliasing-free region as expected.
The C parameter is determined in the first regression step as a control point at the zenith angle. The a parameter is used to represent the tendency and sensitivity of change in the brightness temperature with angle. The b parameter shows the changes in the magnitude and direction of brightness temperature. It is set to be greater than 1 for V-pol, and less than 1 for H-pol. The d is a parameter for the Brewster angle effects in V polarization and is restricted to be greater than or equal to 1. After these parameters are fitted, polarized brightness temperatures can be calculated at any specific angles as shown in Fig. 2(d) . The uncertainty introduced by aliasing and RFI contamination at this node is significantly reduced using the proposed approach.
As a summary, a step by step guide to perform the regression approach is listed below:
1) extraction of all the observations available for a single DGG node, including the extended alias-free field of view; 2) filtering to remove anomalous brightness temperature observations; 3) interpolation to fill in fully polarimetric brightness temperature observations for each snapshot; 4) transforming from antenna to Earth surface level (computing X-Y to H-V); 5) quadratic regression (1) of the first Stokes parameter at multiple incidence angles, to determine the brightness temperature value at zenith angle; 6) mixed function regression (2) of available observations at multiple incidence angles, with a constant coefficient of C, which is determined in (1).
C. Performance
The proposed approach was first tested over several selected DGG nodes to evaluate the performance under various observation conditions. Brightness temperature data at six DGG nodes (locations are shown in Fig. 3 ) were extracted and processed on July 1, 2010. Fitted parameters are listed in Table II . The CATDS L3 product is based on the EqualArea Scalable Earth Grid with a spatial resolution of 25 km. Brightness temperature data over the grid that is closest to the target DGG node are extracted and compared with our fitted results in Fig. 4 . For the DGG node of 205170 (N40.804
• , W95.166
• ), which is located near the sides of the swath, aliasing artifacts have a very low amplitude level, so as not to cause a problem. Although data are not observed at the small angles, the data available are sufficient for finding the control point at the zenith angle and support a good fitting function. The DGG node of 223093 (N36.152
• , W96.698 • ) is located near the center of the swath with apparent aliasing effects. The fitting procedure successfully overcomes these small uncertainties and a smooth curve is obtained. In this situation, the CATDS brightness temperature at fixed angles is comparable to our fitting results for these two normal nodes without RFI pollution. Two locations that are strongly affected by the RFI effects are indicated in Fig. 4(c) and (d) • , E103.047 • ), the RFI issue is found at V-pol, as brightness temperature is unstable and reaches a very high level at large incidence angles. After the two-step regression, all the data are smoothed and better represent what we expect. The CATDS brightness temperature data presented appear to be following the unexpected changes in the original observations. This abnormal fluctuation is considered to be a source of the uncertainty in the soil moisture retrieval. For homogeneous surfaces, including a desert in Australia (DGG 8096453: S21.253
• , E124.986
• ) and water surface over the Gulf of Mexico (DGG 254855: N28.246
• , W94.558
• ) as shown in Fig. 4 (e) and (f), SMOS observations are relatively clean, and the fitted results reproduce the observed characteristics of the data. But for the desert node, the CATDS brightness temperature at H-pol is higher than V-pol for incidence angle smaller than 20
• , due to the aliasing problem. This is contrary to theoretical expectations, and can be effectively avoided using the proposed fitting process.
The proposed approach was then used to process the swathbased SMOS L1c data. Results on July 1, 2010 are shown in Fig. 5 . Unlike the original products, the width of the swath depends on the viewing angle (42.5
• corresponds to the maximum number of views); the processed data have the same width for all angles but with noisy edges along the SMOS track. This is because the number of available observations is fewer at the edges of the SMOS swath, the fitting process is using a limited number of observations that leads to a poor fit. A parameter called "degree of freedom" as shown in Fig. 5(a) , which is the number of values in the final regression that are free to vary, could be used to trim the edges for a narrower and cleaner swath. Fig. 5(b) shows the summed squared weighted residuals (RSS) that are minimized during the fitting. A high residual statistic is found over areas of Asia and Europe, which indicates a poor overall fit. This is considered to be caused by well-known RFI effects in this region. For this kind of area with extremely strong RFI, the proposed approach could fail or the fitted results might not be recommended for use. The edges of the swath may also have a high residual which is believed to be a result of a bad fit due to the small amount of data. Empirical thresholds of the residual and degree of freedom are used to obtain a clean and refined SMOS multiangular brightness temperature dataset. In Fig. 5(c) , refined results show that for strong RFI areas such as Asia and Europe, the RFI is partially suppressed and brightness temperatures are smoother than the original L1c data. Results for these two regions can be found in Fig. 6 . It should be noted that the RFI normally results in high brightness temperature (red colors in the image). Over Asia, we are missing one orbit of data from our archive. These results demonstrate that the proposed approach works for a variety of land conditions, with a potential to improve the soil moisture estimates.
III. VERIFICATIONS BY THEORETICAL MODELING AND SOIL MOISTURE RETRIEVAL
A. Verification by Theoretical Modeling
In order to verify the robustness of the two-step regression approach, we tested it with random simulations of brightness temperatures from the radiative transfer model, which was described in Section II-A. The exercise is designed to cover the large spectrum of vegetation and soil moisture conditions specified in Table I . The simulated brightness temperatures are treated as inputs for the two-step regression approach to perform the fitting. Simulated and fitted brightness temperatures are compared in Fig. 7(a) . It was found that the difference between simulated and fitted brightness temperatures can be as large as about 20 K. However, all fitted results fall around the 1:1 line with a root mean square error of 2.25 K, which suggest good performance.
In order to further explore the reproducibility of the multiangular behavior, the simulated brightness temperature is shown as a dashed line with a lined error bar in Fig. 7(b) . The fitted results using the proposed approach are shown as a solid line with a shaded error bar. It was found that they match with each other very well with similar variances. These results suggest that this approach is applicable to the SMOS brightness temperature processing especially over light 
B. Improvements for Soil Moisture Retrieval
To evaluate the potential improvements of refined SMOS brightness temperature for soil moisture retrieval, 1 year of SMOS L1c data were reprocessed for 2010. The single channel algorithm (SCA) [34] , which is also the baseline algorithm for the SMAP mission, is selected for the evaluation. In this algorithm, the vegetation tau is related to vegetation water content and structure [27] . Vegetation water content is determined using the normalized difference vegetation index (NDVI) values according to empirical functions with the coefficients depending on land cover types [35] . A more detailed explanation of the algorithm can be found in [34] . As implemented in this study, the NDVI was extracted from a MODISbased vegetation index climatology. Temperature effects are corrected using the ancillary soil temperature data (0-7 cm) from the European Center for Medium range Weather Forecasting (ECMWF). The SCA algorithm was implemented for estimating soil moisture with H-pol brightness temperature from our approach and CATDS L3 products separately. SMOS L2 soil moisture products are also included as a reference. The soil moisture estimates were compared with in situ observations from the USDA ARS Little Washita and Little River watershed soil moisture networks [36] , [37] , which are located in different climatic regions of the United States. It is particularly challenging to use point-scale soil moisture observations to validate footprint-scale satellite retrievals. The scaling issue is addressed by integrating multiple points in a watershed supplemented by additional intensive sampling campaigns [8] , [37] . This dataset has been used for a variety of validation activities, including soil moisture estimates from satellites such as AMSR-E [37] , WindSat [24] , and SMOS [8] . Fig. 8 shows a scatter plot of the estimated soil moisture versus in situ measurements for only the ascending passes. The descending soil moisture has a similar performance and results can be found in Table III . All soil moisture estimates compared well with the watershed observations. The refined brightness temperature is better for soil moisture estimation with the lowest root mean square error (RMSE) and highest correlation. The relative performance between the Little Washita and Little River watershed could not be distinguished from these results, except that there is a larger range of soil moisture coverage over the Little Washita. The RMSE values appear to be impacted by the incidence angle (22.5 • and 42.5
• are selected for comparison). This result is reasonable because the same default vegetation parameters (vegetation structure coefficient = 0.08, single scattering albedo = 0.05) are used in the watershed application. These parameters may change with the incidence angle [38] . It should be noted that soil moisture estimates apparently improved at the small angle of 22.5
• , along with more available samples than the CATDS product, indicating good suppression of the aliasing bias. As for 42.5
• , the refined results perform better than the CATDS values, but with fewer samples. The CATDS product, which uses a window-based averaging technology, contains a number of available observations for the data average at 42.5
• since it corresponds to the maximum swath coverage. While in our proposed methodology, the success of fitting depends on the number and quality of observations over the whole range of angles. This results in the refined results having the same number of samples for every incidence angle. Fig. 9 shows the time-series plots of in situ and satellite-estimated soil moisture for the ascending passes. The precipitation measurements are provided by the Tropical Rainfall Measuring Mission (TRMM, 3B42), which is a product with a daily temporal resolution obtained from Goddard Earth Sciences, Data and Information Services Center (http://gdata2.sci.gsfc.nasa.gov/daac-bin/G3/gui. cgi?instance id=TRMM 3B42 Daily). Regardless of the estimation bias, this result shows that all satellite estimates can capture the actual soil moisture dynamics caused by precipitation. SMOS soil moisture from L2SMUDP (v501) overestimates for the Litter River watershed, and may reach a maximum value when rain effects occur. It also indicates that the SMOS algorithm is more sensitive to precipitation than the SCA. In general, soil moisture estimates from refined SMOS brightness temperatures show the best overall performance compared with the other estimates. These improvements for the watersheds provide further verification of the effectiveness of the proposed two-step regression approach for reducing the uncertainty of SMOS brightness temperature and its importance in soil moisture retrieval.
IV. ANALYSIS OVER ON-EARTH REFERENCE TARGETS
The refinement of SMOS brightness temperatures provides a unique opportunity for a detailed intercomparison between SMOS and other satellites at higher frequencies over land. This analysis uses the multifrequency microwave data from WindSat on-board the Coriolis satellite. The local ascending node time of WindSat is at 1800, which is the same as SMOS descending orbit. The Windsat sensor operates at 6.8, 10.7, 18.7, and 37 GHz. Because of the feed placement and antenna beam scanning, the swath of 6.8 GHz is offset from the other channels, and its data are not included in the middle and high resolution products. Therefore, sensor data record (SDR) files with a low resolution of cell size at 50 km × 71 km are collected for the comparison over the time period of 2010, since the data contain all the polarized brightness temperatures from C-to Ka-band. For the same reason, only the forwardlooking swath of approximately 1000 km was used in our study. The comparison was conducted over three references: Antarctic ice sheet (Dome-C site), Amazon rainforest, and Sahara desert, as shown in Fig. 10 . These regions are believed to be temporally stable and homogeneous and have been used for calibration references for passive microwave instruments such as SSM/I, AMSR-E. For L-band, since the penetration depth is larger than that of WindSat, there is a potential ability to sense the soil through more vegetation and thicker ice over Antarctic. In the following section, we will analyze these comparison results for each reference target. All the brightness temperature values within a box with the size of 0.5
• around the target DGG node were extracted and averaged on a daily basis for analysis. The multiangle feature of SMOS was compared with theoretical model simulations over the Dome-C site to demonstrate the refinement of multiangular behavior. The temporal plots of brightness temperatures were examined for the evaluation of long-time stability of SMOS observations reprocessed by the proposed methodology.
The Dome-C site is viewed by SMOS on a subdaily frequency at a variety of incidence and azimuth angles. The passive microwave emission over this region mainly depends on the snow and ice pack temperature and the penetration depth which increases with wavelength [39] . Brightness temperatures around the DGG node of 7181872 (S75.128
• , E123.420
• ) were extracted for analysis. In Fig. 11 , SMOSobserved, model-simulated, and ground-measured brightness temperature are compared. SMOS observations are plotted as a solid line with a shaded error bar; model simulation results using Helsinki University of Technology (HUT) model are shown as a dashed line; and ground observations with a radiometer in DOMEX are shown as colored dots. The model simulation was performed using a multilayer version of the HUT snow emission model as a function of incidence angle [40] , [41] . The snow temperature profile for different layers was estimated based on in situ measurements from [39] , [42] . The other snow parameters for inputs such as snow density and grain size were optimized. The bottom layer of soil was set as a black body. Model simulation results have shown that brightness temperature decreases as the snow depth increases, indicating more attenuation and volume scattering in the snowpack. With snow depth closer to the maximum penetration depth of L-band, brightness temperature decreases at a slower rate. Reasonably good agreement is observed between SMOS observations and HUT model simulations. The SMOS observations also agree with the ground measurements quite well with the exception of large incidence angles for both H-pol and V-pol. This can be explained by the ground radiometer starting to see the sky in its field of view at high incidence angles. The general consistency with the result from model and ground measurements over Dome-C indicates that the proposed methodology can well reproduce the observed multiangle features by SMOS.
A time-series comparison between SMOS and WindSat observations is shown in Fig. 12 . Corresponding statistics are summarized in Table IV . Fig. 12(a) for Dome-C shows that the variations of L-band, C-band, and X-band are relatively small (also applies to H-pol). The variation of L-band with a standard deviation of 2.1 K was not smallest, which was not expected. We believe this can be partially attributed to the synthetic aperture technology used for SMOS, as the uncertainty of the instrument is about 2-3 K for a single measurement after [43] . However, it is clear that the variation increases as the frequency increases, as a result of the penetration depth being reduced. Ka-band has the biggest variance with standard deviation of 12.28 K because it is more sensitive to the top layer of snow, where the physical temperature changes the most within the year. For V-pol, the higher frequency data are smaller than the low frequency for the whole year. This is attributed to significant volume scattering at higher frequencies.
For the Amazon rainforest, brightness temperatures around the DGG node of 1182371 (S6.514
• , W66.512 • ) were extracted for analysis. In contrast to the Dome-C site, this region of tropical forest is a warm homogenous target. The densely vegetated forest approximates an unpolarized blackbody and almost shields the underlying soil. The brightness temperature at top of atmosphere is primarily dependent on the temperature and the scattering albedo of the vegetation and the absorption of the atmosphere. As shown in Fig. 12(b) , both SMOS and WindSat observations are generally stable with a 1-5 K range for the 1-year period, as expected for a near-blackbody target. Brightness temperatures of SMOS are a bit lower than those of WindSat. This is expected because L-band is less sensitive to atmospheric variations than higher frequencies. Both the L-band and Ka-band channels were found to be sensitive to rainfall events identified by TRMM satellite. The polarization difference values degrade as frequency increases from 1.4 to 37 GHz. The polarization difference at L-band is largest due to the increased vegetation transmissivity at lower frequency. It should also be mentioned that SMOS brightness temperatures move up and move down over a small range that corresponds to rain effects. This could be explained by rain interception by the canopy, which can increase the water content within the vegetation and thus increase the vegetation emission. The resulting reduction of brightness temperature is the result of the quick evaporation of intercepted rain and the increase of soil moisture associated with the rainfall. This suggests that SMOS might be able to retrieve soil moisture under dense vegetation or detect flood events in this area.
The Sahara desert is a relatively flat bare soil surface. Brightness temperatures around the DGG node of 2085363 (N24.708
• , E13.159 • ) were extracted for analysis. Microwave observations of such desert surfaces at top of atmosphere are sensitive to dielectric properties, surface roughness, and potentially to the volume scattering below the surface. It is evident in Fig. 12(c) that the difference between channels is not significant since the dielectric constant of a dry soil with a deep profile should be about the same at all frequencies. High frequencies (Ku and Ka bands) appear higher in summer; perhaps this is due to the small annual change in the physical temperature. All frequencies were found to be sensitive to the rare rainfall events, since the surface is vegetation free. The last rain event in plot (c) of Fig. 12 was not seen by SMOS, since there was no SMOS observation that day. SMOS and WindSat data exhibit the typical signatures of desert regions, which are characterized by the largest brightness temperature differences between H-pol and V-pol compared with ice sheet and forest.
V. CONCLUSION SMOS provides multiangular brightness temperature measurements at L-band. This feature allows for the retrieval of additional geophysical parameters beyond soil moisture. However, this advantage can be limited due to the widely distributed RFI at L-band and the aliasing issue of the SMOS technology. The artificial fluctuations of brightness temperature over the range of incidence angle results in uncertainty in the soil moisture retrieval.
In this paper, a two-step regression approach was proposed for the refinement of the SMOS L1c brightness temperature data to improve soil moisture retrieval over land. The first regression step utilizes a quadratic function to determine the value of the first Stokes parameter at zenith angle. This value is then used in the second regression step, in which a mixed objective function is optimized to represent the multiangular feature of microwave emissions observed by SMOS at both H and V polarizations. The evaluation over selected DGG nodes for various land conditions and swath-based results indicates that the proposed approach can reduce the uncertainty introduced in the SMOS observations by RFI and aliasing issues. The robustness of the approach is further confirmed by comparison with simulations using a radiative transfer model. It was found that the refined brightness temperatures are more consistent with theoretical expectations. The refined brightness temperature allows for implementation of various soil moisture algorithms including the SCA, LPRM [22] , and PBSM [23] . The comparison and validation over two U.S. watersheds demonstrated that the refinement of SMOS brightness temperature can further improve the soil moisture estimates beyond the version of the SMOS product used here. The limitation is that the number of observations is reduced since insufficient data would lead to a poor fit at the edges of SMOS track. This refinement of brightness temperature also provides us a unique way to compare the SMOS observations with other satellites such as WindSat. Reasonable patterns of variation from L-band to Ka-band were observed in the data of both sensors over three potential reference targets that included the Antarctic ice sheet, Amazon forest, and Sahara desert. Multiangular features of brightness temperature at L-band were consistently represented based upon theoretical simulation and ground-based measurements. Temporal analysis over these targets showed that the Dome-C site has the most stable L-band brightness temperature and high revisit frequency, although the standard deviation of SMOS observations was not the lowest compared with other channels. It is recommended that the Dome-C site could be used as a reference target for future missions such as SMAP. Additional confounding issues involving rainfall and seasonal variation of physical temperature need further examination when using the Amazon forest and Sahara desert regions. This investigation also indicates that data from these two sensors can be combined and used with confidence in retrieving geophysical parameters.
