Distributed systems have been widely used in practice to accomplish data analysis tasks of huge scales. In this work, we target on the estimation problem of generalized linear models on a distributed system with nonrandomly distributed data. We develop a Pseudo-Newton-Raphson algorithm for efficient estimation. In this algorithm, we first obtain a pilot estimator based on a small random sample collected from different Workers. Then conduct one-step updating based on the computed derivatives of log-likelihood functions in each Worker at the pilot estimator. The final one-step estimator is proved to be statistically efficient as the global estimator, even with nonrandomly distributed data. In addition, it is computationally efficient, in terms of both communication cost and storage usage. Based on the one-step estimator, we also develop a likelihood ratio test for hypothesis testing. The theoretical properties of the one-step estimator and the corresponding likelihood ratio test are investigated. The finite sample performances are assessed through simulations. Finally, an American Airline dataset is analyzed on a Spark cluster for illustration purpose.
Except for the communication cost and memory usage, another important issue is the distribution of data on a distributed system. In an ideal situation, the massive data should be randomly distributed on different Workers (Zhang et al., 2012) .
Consequently, any statistics computed from a single Worker should be a consistent estimate for its global counterpart. However, this is seldom the case in practice. Actually, practitioners usually store a huge dataset in a way convenient for operation. For example, the data might be distributed on different Workers by location or time. As a consequence, the observed distribution of data is different across Workers, and thus the resulting statistics calculated on different Workers could be seriously biased for its global counterpart. If this is the case, the final estimate, summarizing from those computed on different Workers, would be questionable.
In this work, we target on the estimation problem of generalized linear models (GLM) on a distributed system, and try to achieve the following goals: reduce the communication cost, increase the memory efficiency, and consider the nonrandomly distributed nature of data. The generalized linear model is a broad class of models that generalize the linear regression to allow for various types of response and have wide applications (McCullagh and Nelder, 1989a; Dobson and Barnett, 2008; Fahrmeir and Tutz, 2013) . To estimate GLM on a distributed system, the commonly used Newton-Raphson algorithm cannot be applied directly, due to the communication and memory cost in multiple iterations.
To address this problem, researchers have developed a number of effective solutions.
One popular method is the so-called one-shot estimate (or mixture average, Mcdonald et al. 2009; Zinkevich et al. 2010; Zhang et al. 2012) . The idea of this method is to conduct the estimation of GLM on each Worker to obtain a local estimate, and the final global estimate computed by the Master is a simple average of the local ones. It is communication-efficient, but may lead to inconsistent global estimate when the data is nonrandomly distributed in different Workers. In addition, it could not obtain the best statistical estimation efficiency in many cases (Shamir et al., 2014; Jordan et al., 2018) . To improve the estimation efficiency, iterative algorithms, which need multiple rounds of communications, have been proposed (Boyd et al., 2011; Shamir et al., 2014; Wang et al., 2017; Jordan et al., 2018) .
All these methods have been proven practically useful, but under one critical assumption, i.e., the data is randomly distributed on different Workers. However, as we mentioned before, this is seldom the case in practice. In fact, practitioners often find the local estimates received from different Workers are quite different from each other.
This can be viewed as a strong evidence that the data distributed on different Workers might be quite different. As a consequence, the local estimates may not be consistent, thus leads to questionable global estimate in one-shot method. Then, how to obtain an efficient estimate for GLM on a distributed system with nonrandomly distributed data becomes a problem of interest.
To address this issue, we develop here a Pseudo-Newton-Raphson algorithm for an efficient estimation of generalized linear models on a distributed system with nonrandomly distributed data. Specifically, in the first step, we collect a random sample of small size n from different Workers in the distributed system. The MLEθ is calculated as a pilot estimate based on this sample, which is √ n-consistent and requires small memory usage. In the second step, we broadcast the pilot estimateθ to each Worker, and then calculate the first and second order derivatives of the log-likelihood function in each Worker at the pointθ. Then, the computed derivatives in each Worker is received by the Master with little communication cost, since they are finite dimensional vectors or matrices. Finally, the Master combines the received derivatives to compute a global estimate, and conducts one-step updating (e.g., the Newton-Raphson type) withθ as the initial estimate. This leads to the final estimateθ.
It is noteworthy that, the above updating method only requires two rounds of Master-and-Worker communication, and the transferred data are all of small sizes.
Therefore, this method is computationally efficient, in terms of both communication cost and storage usage. In addition, we prove that the final estimateθ shares the same asymptotic covariance as the global MLE as long as n 2 N , which suggests it is also statistically efficient. Based on the final estimate, we also develop a likelihood ratio test for hypothesis testing on a distributed system with nonrandomly distributed data.
The rest of this paper is organized as follows. Section 2 introduces the efficient estimation for GLM and the corresponding likelihood ratio test. Section 3 presents a number of simulation studies to demonstrate the finite sample performances of our proposed estimator and the likelihood ratio test. Section 4 illustrates the application of our method using the Airline dataset (http://stat-computing.org/dataexpo/ 2009/). Section 5 concludes the paper with a brief discussion.
Efficient Estimation for Generalized Linear Models

Maximum Likelihood Estimation
Consider a sample with N observations. For each observation i (1 ≤ i ≤ N ), we collect a response Y i and a d-dimensional covariate vector X i = (X i1 , · · · , X id ) ∈ R d .
We assume that (X i , Y i )s are independent and identically distributed. Suppose that the sample size N is large and the data are stored on a distributed system with K local Workers. Define S = {1, · · · , N }, and further define S k to be the set of sample indices
We define the generalized linear models according to the previous literature (Nelder and Wedderburn, 1972; Wedderburn, 1974; McCullagh, 2019) . Define the expectation of Y i to be µ i . And θ i is referred to as the canonical parameter, which is some function of µ i . We assume that the distribution of Y i is in an exponential family, whose loglikelihood could be spelled out as,
where φ is a nuisance parameter, and a(·) and c(·) are some specific functions. Define
canonical link relates the linear predictor η i to the expected value µ i . For example, for logistic regression, the canonical link could be η = log{µ/(1 − µ)}; for poisson regression, the canonical link is η = log(µ).
The unknown parameter β is often estimated by the maximum likelihood estimator (MLE), which is denoted asβ M . It could be obtained by maximizing the log-likelihood function f (β), namely,
where some constants are ignored. Since there is no general closed-form solution to MLE, it could be obtained by Newton's method.
so that V (µ i ) is the variance of Y i when the scale factor a(φ) is unity. For the sake of notation simplification, we assume that a(φ) = 1 throughout the article. The results could be similarly generalized for the cases where a(φ) = 1.
Next we consider the theoretical properties of the estimatorβ M . Under certain conditions, it has been shown thatβ M is √ N -consistent and asymptotically normal (Mc-Cullagh and Nelder, 1989b) . We further define
which is a positive definite matrix, then we have,
where 0 d ∈ R d is a zero vector, and β 0 is the true parameter. See Nelder and Wedderburn (1972) ; Wedderburn (1974) ; McCullagh (2019) for more technical details.
One-Step Estimation
The one-step estimation consists of two steps. In the first step, a sample of small size n is randomly selected from different Workers as a pilot sample. It is assumed that n is much smaller than N , which is n/N → 0 but n → ∞ as N → ∞. Specifically, let P k be the indices selected from S k in the k-th Worker by simple random sampling without replacement, and |P k | = n k . Thus the pilot sample could be denoted as P = ∪ k P k . Since the pilot sample size n is much smaller than N , the communication cost in transferring the pilot sample from different Workers to the Master is practically acceptable. Then a pilot estimator could be obtained on the Master based on the pilot sample, which is denoted as,
where p (β) is the log-likelihood function based on the pilot sample. It is remarkable that θ i is a function of β. Specifically, the pilot sample is obtained in a completely random manner. Thusβ p is consistent regardless of how the data are distributed on different Workers. However,β p is statistically inefficient because it is √ n-consistent.
Recall thatβ M is obtained based on the whole sample. It could be expressed that,
See Appendix A for more details. Then, to further improve the efficiency of the estimator, we replace β 0 in (2.3) withβ p to obtain µ pi , i.e.,μ pi = (∂µ i /∂β)| β=βp . This leads to the one-step estimator asβ o , which iŝ
This one-step estimatorβ o is in the similar spirit as classical one-step estimator (Shao, 2003; Zou and Li, 2008) . However, the key difference is that the pilot estimatorβ p in our one-step estimator is √ n-consistent. As a consequence, the asymptotic properties of the final estimatorβ o are more difficult to be studied than the traditional one-step estimator. Moreover, we are able to prove that the one-step estimator has the same asymptotic covariance as the MLEβ M under certain conditions.
To establish the statistical properties of the one-step estimator, the following conditions are needed.
(C1) The pilot sample size n satisfies that n/N → 0 and n 2 /N → ∞.
(C3) Assume there exists a function M (·), such that for any
where K is a constant. And assume that in the neighbourhood of the true parameter β 0 , we have for j 1 , j 2 , j 3 ∈ {1, · · · , d},
Condition (C1) considers the relationship between n and N . It is assumed that 1/n is
. Condition (C2) and (C3) are typical assumptions of the MLE method for GLM. With the condition satisfied, we have the following theorem.
See Appendix B for detailed proof of Theorem 1. From the theorem, we could conclude thatβ o has the same asymptotic properties asβ M . Precisely, the difference between
However, the computational cost of obtaining global MLE is much higher than that of the one-step estimator, since the former needs multiple iterations, which will lead to inevitable higher communication cost.
Likelihood Ratio Test
In this section, we consider the hypothesis testing on a distributed system with nonrandomly distributed data. The likelihood ratio test is one of the useful tools in hypothesis testing. Traditionally, suppose we would like to test the null hypothesis,
Under the null hypothesis, we could obtain the maximum likelihood estimatorβ M for β. Thus, the likelihood ratio could be defined as,
asymptotically follows a χ 2 (d) distribution (Van der Vaart, 2000; McCullagh, 2019) .
However, as we have mentioned above, the maximum likelihood estimatorβ M is hard to obtain for massive data on a distributed system. Thus under the null hypothesis, we consider to use the one-step estimatorβ o as an approximate. As a results, a new test statistic based on one-step estimation could be constructed as,
.
( 2.6) It is remarkable that, although the forms of (2.5) and (2.6) are almost the same, the difference of used estimators will lead to totally different computational cost. Furthermore, we have the following theorem.
Theorem 2. Under conditions (C1)-(C3), 2 ln λ o (Y ) asymptotically follows a χ 2 (d)
distribution.
See Appendix C for detailed proof of Theorem 2. By the theorem, we could see that 2 ln λ o (Y ) has the same asymptotic distribution as 2 ln λ M (Y ). In the next section, we will illustrate both the performance of 2 ln λ o (Y ) and 2 ln λ M (Y ).
Remark. If we would like to test part of the parameters of β, the test statistics by onestep method could be similarly established. For example, we assume β s = (β l k ) ∈ R s is a subvector of β with l k ∈ {1, · · · , d}. We assume that 1 ≤ l k ≤ s and β could be written as β = (β s , β c ) . The null hypothesis is H 0 : β s = β s0 and the alternative one is H 1 : β s = β s0 . Under the alternative hypothesis, we could estimate β c by its one-step estimatorβ co . Then defineβ 0,o = (β s0 ,β co ) . Thus the test statistics could be
It could be proved that
Simulation Studies
In this section, we would first investigate the finite sample performance of the proposed one-step estimator in Section 3.1 to 3.3. Then, we study the performance of the likelihood ratio test using one-step estimator in Section 3.4.
Simulation Design
To demonstrate the finite sample performance of the one-step estimator, we present a variety of simulation studies. Assume the whole dataset contain N observations, and be stored in K Workers. Here, different sample sizes and number of Workers would be considered, i.e., N = (10, 20, 100) × 10 3 and K = (2, 5, 10). We then generate each
For illustration purpose, we take two classical models as examples, i.e., the logistic regression and poisson regression. The specific settings for these two examples are given as follows.
Example 1. (Logistic Regression)
The logistic regression deals with analytical tasks with binary responses. In this example, we consider d = 3 exogenous
is generated from a standard norm distribution N (0, 1). The corresponding coefficients for X i are set to be β = (1, 2, 1) . We then generate the response
Bernoulli distribution with the probability given as,
Example 2. (Poisson Regression)
The poisson regression is used to model count responses. We also consider d = 3 exogenous covariates X i in this example, each of which is generated from a uniform distribution U (0, 1). The corresponding coefficients β = (1, −1, −0.5) . Then, the response Y i (1 ≤ i ≤ N ) is generated from a Poisson distribution given as
To verify the performance of the one-step estimator, we consider two settings of storing strategies in each example.
are randomly distributed across the K Workers.
Case 2. (Nonandomly Distributed) To make the whole dataset nonrandomly distributed across the K Workers, we conduct the following process. Define Z i = d j=1 X ij as the summation of covariates. N ) . Then, we store the (i)-th observation 
Performance Measurement
For a reliable evaluation, we take different measures for comparison. For the randomly distributed case, we compare our proposed one-step estimator with: (a) the global (GO) estimator based on the whole sample, (b) the one-shot (OS) estimator, and (c) the communication-efficient surrogate likelihood (CSL) estimator (Jordan et al., 2018) . In the meanwhile, we also report the results for the pilot estimator. For the nonrandomly distributed case, we omit the CSL estimator, since its inference algorithm does not work well with nonrandomly distributed data. In addition, given the pilot sample size n would definitely influence the performance of the one-step estimator, we consider different sizes of the pilot sample. Specifically, define p = n/N as the pilot percentage and we take p = (0.05, 0.1, 0.2) for illustration.
For one particular method (i.e., GO, OS, CSL, Pilot, and One-Step), we definê
as the estimator in the b-th replication. Then, to evaluate the estimation efficiency of each estimator, we define the root mean squared error (RMSE) forβ j ,
Finally, we compute the averaged RMSE of all covariates as the final performance measure, i.e., ARMSE = d −1 d j=1 RMSE(β j ). Then, we focus on the simulation results in nonrandomly distributed cases shown in Table 1 and Table 2 . It is notable that, when data are nonrandomly distributed across different Workers, the story of one-shot estimator has totally changed. Specifically, the ARMSE of one-shot estimator is much larger than the global one. In addition, when the number of Workers increases, the data distributed on each Worker become more heterogenous, and the resulted one-shot estimator performs worse. On the contrary, the estimation performance of one-step estimator is similarly with that in the randomly distributed case. This suggests that the statistical efficiency of one-step estimator remains comparable with that of the global one.
Simulation Results
Simulation for Likelihood Ratio Tests
In this subsection, we demonstrate the finite sample performance of likelihood ratio test using one-step estimator. Assume the whole dataset contain N = (10, 20, 50) × 10 3 observations, which are stored in K = 5 Workers. The examples of logistic regression and poisson regression are both considered, for randomly distributed and nonrandomly distributed cases. For illustration purpose, we only consider two covariates (X i1 , X i2 )(1 ≤ i ≤ N ), where X i1 = 1 and X i2 is independently and identically generated from a uniform distribution U (0, 1). The corresponding coefficients for (X i1 , X i2 ) are β 1 and β 2 . In the logistic regression, we set β 1 = 0.2, and the null hypothesis is H 0 : β 2 = 0 versus the alternative one H 1 : β 2 = 0. In the poisson regression, we set β 1 = 0.5 and also test whether β 2 equals zero or not.
For each hypothesis testing problem, we conduct a variety of likelihood ratio tests using: (a) the global estimator, (b) the one-shot estimator, (c) the pilot estimator, 
. It can be easily derived that ∆ OS = 2 ln λ OS (Y ) follows a χ 2 (K) distribution.
To evaluate the testing performance, we set the significance level α = 0.05. Define Simulation results for likelihood ratio tests under the logistic regression and poisson regression are shown in Table 3 and Table 4 , respectively. We find that, all likelihood ratio tests control the size very well, which are around the nominal level 5%. However, they perform differently in empirical power. Specifically, the likelihood ratio tests using global estimator and one-step estimator result in similar empirical power, which are the best of all. The bad performance for likelihood ratio test using pilot estimator is mainly due to its smaller sample size n. As for the OS method, it has obtained lower empirical power than tests using global estimator and one-step estimator. The performance of OS method is even worse than the pilot estimator when data are nonrandomly distributed among Workers. Finally, we find the pilot percentage does not affect the empirical size and power much for test using one-step estimator. This finding implies that a small pilot percentage is enough in practice for conducting likelihood ratio test using one-step estimator.
Real Data Analysis
For illustration purpose, we elaborate the application of our proposed method on an American Airline dataset. This is a public dataset, which can be downloaded The research goal of this dataset is to investigate factors that can influence the delayed status of flight. To this end, we take "Delayed", indicating whether the flight is delayed or not, as the response, and consider four continuous variables as covariates for illustration purpose. The detailed information of each variable is shown in Table 5 .
To investigate the nonrandomly distributed nature of this dataset, Figure 1 To address this issue, we establish a logistic regression and use the proposed onestep method for estimation. The pilot percentage is set as 0.001. For comparison purpose, we also obtain the global estimator and the one-shot estimator based on the whole dataset. The likelihood ratio tests are then applied to investigate the significance for each estimator. Finally, we compute the log-likelihood of each method to evaluate the model performance. Table 6 presents the detailed regression results under the global method, one-shot method and one-step method. It is notable that, in different methods, the p.values of all covariates are smaller than 0.001, suggesting their significant influences to the response. In general, the one-step estimates are more similar with the global ones, especially for the covariates "ActualElapsedTime" and "Distance". As for the model fitting performance evaluated by log-likelihood, the global method has achieved the highest log-likelihood, indicating its best performance of all. It is followed by the one-step method, which is lower than the global method, but much higher than the one-shot method. All these findings verify the better performance of one-step method in handling nonrandomly distributed data.
CONCLUDING REMARKS
In this work, we develop a Pseudo-Newton-Raphson algorithm for an efficient estimation of GLM on a distributed system with nonrandomly distributed data. By only using two rounds of Master-and-Worker communication, this algorithm is computationally efficient in both communication cost and storage usage. The final one-step estimator is also proved as statistically efficient as the global estimator under some technical conditions. Based on the one-step estimator, a likelihood ratio test for hypothesis testing is also developed. The performances of the estimator and the corresponding likelihood ratio test are elaborated by both simulation studies and a real American airline dataset.
To conclude this work, we consider some directions for future study. First, the covariates in large-scale datasets are typically of high dimensionality. Then how to conduct feature selection based on the Pseudo-Newton-Raphson algorithm is worth of consideration. Second, in the first step, we have to collect a sample of size n from Workers to the Master. To further reduce the communication cost in transferring data, some sufficient statistics are worth of investigation. Last, the proposed one-step method can be further extended to solve model estimation problems using Newton-Raphson algorithms.
Appendices
Appendix A. Basic Matrices and The Estimation Procedure Define˙ (β) and¨ (β) to be the first and second order derivatives of f (β) respectively. By Theorem 2 in Wedderburn (1974) 
Furthermore, it could be proved that,
where the E denotes the expectation given the covariates X. It could be calculated that,¨
Thus it could be verified that, 1) and obtain (2.3) .
Appendix B. Proof of Theorem 1
To prove the theorem, it is sufficient to show thatβ M −β o = o p (N −1/2 ). Based on (2.3) and (2.4), it could be verified that,β M −β o = S 1 + S 2 + S 3 + o p (N −1/2 ), where
, which is the first order derivative of f (β) with respect to β. It is remarkable thatβ p − β 0 = O p (n −1/2 ). Then we conduct Taylor expansion on˙ j (β) with respect to β at point β 0 and one could obtained,
where, ∂˙ j (β p )/∂β is the jth element of ∂˙ (β)/∂β| β=βp . It could be verified that˙ (β 0 )−
thus it could be verified that S 1 = o p (N −1/2 ).
Second, we prove that
Since the dimension of the matrix is fixed to be d, it is sufficient to show that each of its element to be o p (1).
Thus it is sufficient to show that each element of
Thus we have, f N,
. As a result, by Law of Large Numbers, it could be concluded that ∂f N,
This completes the proof of the theorem.
Appendix C. Proof of Theorem 2
In this section, we prove Theorem 2 in a more general case. Assume that we would like to test the null hypothesis H 0 : β s = β s0 versus the alternative one H 1 : β s = β s0 .
Thus we could obtain the MLEs under both the null hypothesis and the alternative one, which are defined asβ M andβ 0,M respectively. Letβ 0,M = (β s0 ,β cM ) , whereβ cM is the MLE of β c under the alternative hypothesis. Furthermore, we de-
We are going to prove that 2 ln λ o (Y ) asymptotically follows a χ 2 (s) distribution, where s is the degree of freedom. It is remarkable that Theorem 2 is a special case of this conclusion.
We only need to prove that 2 ln λ M (Y ) − 2 ln λ o (Y ) = o p (1). It could be ex-
. Thus we only need to prove that,
By the proof of Theorem 1, we haveβ M −β o = o p (N −1/2 ). Similarly, it could be verified thatβ 0,M −β 0,o = o p (N −1/2 ). Since the proof of (A.2) and (A.2), we only prove (A.2).
By Taylor expansion, we have
. This completes the proof. -likelihood -19083793.2 -19703781.7 -19451071.1 
