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Abstract
The paper is devoted to the invariant set and periodic attractor for nonautonomous functional
differential systems. Some sufficient criteria of the invariant set and periodic attractor are derived.
Particularly, we have provided an estimate on existence range of periodic attractor by using the
properties of nonnegative matrices and differential inequality technique.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Recently, the invariant set and attractor (periodic attractor, limit cycle type attractor,
chaotic attractor) of dynamical systems have received considerable attention, specially,
functional differential systems and partial differential systems have attracted the interest
of many researchers, because in nonlinear and nonautonomous systems we don’t know
whether the equilibrium point exists. Some sufficient criteria of existence of invariant set
and attractor have been obtained [1–9]. However, to the best of authors’ knowledge, most
of authors have only given criteria of the existence of invariant set and attractor, there
are few works on estimates for the existence range of these attractors in state space of
the differential systems. In many applied subjects, we find, it can play on a great role to
estimate the existence range of the attractor.
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existence of invariant set and periodic attractor for nonlinear nonautonomous functional
differential systems, and give the estimation of the existence range of periodic attractor by
using the properties of nonnegative matrices [10,11] and differential inequality technique
[6,12].
The paper is structured as follows. In Section 2, we introduce some notations, lemmas
and definitions. We obtain our main results in Section 3. Finally, in Section 4, an example
is given to illustrate our results.
2. Preliminary remarks
Throughout the paper, R+ means R+ = [0,∞). Rn denotes the n-dimensional Eu-
clidean space, and C[X,Y ] is a continuous mapping set from the topological space X
to the topological space Y . Especially, C = C[[−r,0],Rn], r > 0.
Consider nonlinear nonautonomous functional differential system:{
x˙(t)=A(t)x(t)+ f (t, x(t − r(t)))+ p(t), t  t0  0,
x(t)= φ(t), t0 − r  t  t0, (1)
where x(t) = [x1(t), . . . , xn(t)]T , A(t) = (aij (t))n×n is a continuous functional matrix.
f = [f1, . . . , fn]T ∈ C[R+ × C,Rn], and f (t,0) = 0. p(t) = [p1(t), . . . , pn(t)]T is a
continuous function. 0  r(t)  r . If r(t) ≡ 0, p(t) is a constant vector, and A(t) = A
is an negative diagonal matrix, then the system (1) is a Hopfield neural networks model
described by Hopfield [13].
For x ∈ Rn, we definite [x(t)]+ = [|x1(t)|, . . . , |xn(t)|]T , for x ∈ C, [x(t)]+r =
[‖x1(t)‖r , . . . ,‖xn(t)‖r ]T , where∥∥xi(t)∥∥r = sup−rs0
∣∣xi(t + s)∣∣, i = 1, . . . , n,
and [x(t)]+r = [x(t)]+∞, when r =+∞.
For any φ = [φ1, . . . , φn]T ∈ C, a solution of system (1) is a function x = [x1, . . . , xn]T :
[t0−r,+∞)→Rn satisfying (1). Throughout the paper, we always assume that system (1)
has a continuous solution denoted by x(t, t0, φ) or simply x(t) if no confusion should arise.
A  B (A < B) means that each pair of corresponding elements of A and B satisfies the
inequality “” (“<”). Especially, A is called a nonnegative matrix if A 0.
Definition 1. x(t)= x∗ is called to be an equilibrium point of system (1), if the constant
vector x∗ = [x∗1 , . . . , x∗n]T satisfies that A(t)x∗ + f (t, x∗)+ p(t)= 0.
Definition 2. The set S ⊂ C is called to be a positive invariant set of (1) if for any initial
value φ ∈ S, we have the solution x(t) ∈ S, for t  t0.
Definition 3. The set S ⊂ C is called to be a global attracting set of (1) if for any initial
value φ ∈C, the solution x(t) converges to S as t →+∞, that is
dist
(
x(t), S
)→ 0, t →+∞. (2)
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dist(x, S)= inf
y∈S d(x, y),
dist(x, y) denoting the distance of x to y in Rn.
Lemma [10,11]. If M  0 and ρ(M) < 1, then (I −M)−1  0. The symbol ρ(M) denotes
the spectral radius of a square matrix M.
3. Main results
Throughout this paper, we always suppose that:
(H1) [f (t, u)− f (t, v)]+  B[u− v]+, for any u,v ∈C, B = (bij )n×n > 0.
(H2) [p(t)]+  p, where p = [p1, . . . , pn]T .
(H3) aii(t) aii < 0, aii −a, and |aij (t)| aij , for i = j , i, j = 1, . . . , n.
(H4) ρ(M) < 1, M = A¯−1(A∗ + B), A∗ = A¯ + ((−1)δij aij )n×n, where A¯ = diag{a},
A¯−1 = diag{ 1
a
}, and
δij =
{
1, i = j,
0, i = j.
Theorem 1. Let Q= A¯−1p, Q= [Q1, . . . ,Qn]T . Suppose that the conditions (H1)∼(H4)
hold, then the set S = {φ ∈ C | [φ]+r  K = (I −M)−1Q} is a positive invariant set of
system (1).
Proof. Without loss of generality, we assume that Q > 0. Since ρ(M) < 1, by lemma,
(I −M)−1  0, and K = (I −M)−1Q> 0.
We now show that for any t  t0 and φ = [φ1, . . . , φn]T ∈ C, [φ]+r K implies[
x(t)
]+ K. (3)
To prove (3), we first prove, for any given α > 1, when [φ]+r < αK ,[
x(t)
]+
< αK, for t  t0. (4)
If (4) is false, then there must be some i , and t1 > t0, such that∣∣xi(t1)∣∣= αKi (5)
and [
x(t)
]+  αK, for t0  t  t1, (6)
where Ki is the ith component of vector K .
From (H1) and (H2), one yields[
x˙(t)
]+ −A¯[x(t)]+ +A∗[x(t)]+ +B[x(t − r(t))]+ + p, t  t0. (7)
Thus
440 H. Zhao / J. Math. Anal. Appl. 282 (2003) 437–443[
x(t1)
]+  e−A¯(t1−t0)[φ]+r +
t1∫
t0
e−A¯(t1−s)
{
A∗
[
x(s)
]+ +B[x(s)]+
r
+ p} ds
 e−A¯(t1−t0)αK +
t1∫
t0
e−A¯(t1−s){A∗αK +BαK +p}ds
= e−A¯(t1−t0)αK +
t1∫
t0
e−A¯(t1−s)A¯(MαK +Q)ds
 e−A¯(t1−t0)αK + (I − e−A¯(t1−t0))(MαK +Q).
Noting that α > 1 and αK = α(MK +Q) >MαK +Q, so we have
[
x(t1)
]+  e−A¯(t1−t0)(αK − (MαK +Q))+MαK +Q< αK,
which contradicts the equality in (5), and so (4) holds. Letting α → 1, then (3) holds.
Following from Definition 2, the proof is completed. ✷
From the above proof and (4), for any given φ ∈ C, there must be α > 1, when
[φ]+r < αK,[
x(t)
]+
< αK, for t  t0,
which leads to the following corollary.
Corollary. If (H1)∼(H4) hold, then the solutions of (1) are uniformly bounded.
Remark 1. In the case of Q≡ 0, for any ε > 0, we may choose K = (I −M)−1Eε, where
E = [1, . . . ,1]T . By using Theorem 1, it is very easy to derive that the equilibrium point O
of system (1) is uniformly stable and the solutions of system (1) are uniformly bounded.
Theorem 2. If (H1)∼(H4) hold, then the set S = {φ ∈ C | [φ]+r K = (I −M)−1Q} is a
global attracting set of system (1).
Proof. For any given φ ∈ C, we will prove that (2) holds. If it is not true, from corollary
and Remark 1, there exists a constant vector σ = [σ1, . . . , σn]T  0, such that
lim sup
t→+∞
[
x(t)
]+ = σ +K, (8)
where lim supt→+∞[x(t)]+ = [lim supt→+∞ |x1(t)|, . . . , lim supt→+∞ |xn(t)|]+.
According to definition of superior limit and corollary, for sufficient small constant
ε > 0, there is t2 > t0, such that[
x
(
t − r(t))]+ K + (1+ ε)σ, for any t  t2. (9)
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∞∫
T
e−A¯s A¯(MαK +Q)ds  εE. (10)
From (1), (9), and (10), when t  t2 + T , we obtain
[
x(t)
]+  e−A¯(t−t0)[φ]+r +
t∫
t0
e−A¯(t−s)
{
A∗
[
x(s)
]+ +B[x(s)]+
r
+ p} ds
= e−A¯(t−t0)[φ]+r +
( t−T∫
t0
+
t∫
t−T
)
e−A¯(t−s)
{
A∗
[
x(s)
]+ +B[x(s)]+
r
+ p} ds
 e−A¯(t−t0)[φ]+r +
∞∫
T
e−A¯sA¯(MαK +Q)ds
+
t∫
t−T
e−A¯(t−s)A¯
[
MK +M(1+ ε)σ +Q]ds
 e−A¯(t−t0)[φ]+r +Eε+
(
I − e−A¯T )[MK +M(1+ ε)σ +Q]
 e−A¯(t−t0)[φ]+r +Eε+MK +M(1+ ε)σ +Q.
Combining (8) with the definition of superior limit, there are tl  t2 + T , l = 1,2, . . . ,
such that limtl→+∞[x(tl)]+ =K + σ.
Letting tl →+∞, ε→ 0 and using MK +Q=K , one has
σ +K MK +Q+Mσ =K +Mσ,
that is, σ Mσ . If σ ≡ 0, then, by Theorem 8.3.2 of [11] and σ  0, we have ρ(M) 1,
which contradicts ρ(M) < 1. Hence, σ must be zero vector and (2) holds. The proof is
completed. ✷
Theorem 3. Under the conditions of Theorem 2, we have
(a) system (1) must have a periodic global attractor which is in the positive invariant set
S [1,2], if there is a constant ω > 0, such that f (t +ω,x)= f (t, x), p(t +ω)= p(t),
r(t +ω)= r(t), and A(t +ω)=A(t) for all t ∈ R+ (i.e., (1) is a periodic system),
(b) system (1) must have an equilibrium point O [1, p. 124, Theorem 6.5] which is GAS
(globally asymptotically stable), if Q≡ 0.
Proof. (a) It follows from the above Theorem 2 and Theorem 6.5 of [1, pp. 123–124]
that there is an ω-periodic solution y(t) = [y1(t), . . . , yn(t)]T of (1). For any solution
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follows:{
z˙(t)=A(t)z(t)+ F (t, z(t − r(t))), t  t0,
z(t)= φ(t)− y(t), t0 − r  t  t0, (11)
where F(t, z(t − r(t))) = f (t, x(t − r(t))) − f (t, y(t − r(t))). Noting that (H1), i.e.,
[F(t, z(t − r(t)))]+  B[z(t − r(t))]+. In view of Remark 1, it is clear that the solutions
of system (11) are uniformly bounded. Therefore, we can obtain z(t)→ 0 as t →+∞ by
following the proof of Theorem 2 with Q= 0. This implies that y(t) is a periodic global
attractor of system (1). Moreover, it is very easy to see that the periodic global attractor
y(t) is in the positive invariant set S by [1,2].
(b) The proof is very obvious and so omitted here. ✷
Remark 2. If the centre of the global attracting set S is not in the origin of coordinates,
then we can choose x∗  0, such that q = suptt0[q(t)]+ is minimal, where q(t) =
A(t)x∗ + f (t, x∗)+p(t). Moreover, when q = 0, x∗ is an equilibrium point of (1).
4. Illustrative example
Example. Consider nonautonomous functional differential system:{
x˙1(t)=−3x1(t)+ f1
(
t, x1(t − 2)
)+ f2(t, x2(t − 2))+ cos 2t,
x˙2(t)=−3x2(t)+ f1
(
t, x1(t − 2)
)+ f2(t, x2(t − 2))+ sin 2t, (12)
where f1(x1)= sin(x1), f2(x2)= x2, and f = [f1, f2]T .
Obviously, f satisfies the condition (H1) with B =
( 1 1
1 1
)
, p(t) = [cos 2t, sin 2t]T ,
and M = 13B .
Moreover, by simple calculation, it is very easy to see that ρ(M) < 1 with
M =
( 1
3
1
3
1
3
1
3
)
, Q=
(
1
3
,
1
3
)T
, and (I −M)−1Q= (1,1)T .
It follows from Theorem 1 and 2 that the set S = {φ ∈C | |φ1|2  1, |φ2|2  1} is a positive
invariant and global attracting sets of system (12), where φ = [φ1, φ2]+ is the initial value
of system (12). In addition, the function p(t) = [cos 2t, sin 2t]T is a π -periodic function,
so, from (a) of Theorem 3, we derive that periodic system (12) has a π -periodic global
attractor, which is in the set S.
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