Kalman filtering method is extended to two dimensions. The resulting computational load is found to be excessive. Two new approximations are then introduced. One, called the strip processor, updates a line segment at a time; the other, called the reduced update Kalman filter, is a scalar processor. The reduced update Kalman filter is shown to be optimum in that it minimizes the post update mean-square error (mse) under the constraint of updating only the nearby previously processed neighbors. The resulting filter is a general two-dimensional recursive filter.
I. INTRODUCTION I N RECENT YEARS there have been many attempts to extend Kalman filtering to two dimensions [l]- [3] . This is a direct result of the method's great success in one dimension. In the two-dimensional (2-D) case, the enormity of the data calls particularly for an efficient recursive processor. Unfortunately, the previous efforts to achieve a truly recursive 2-D Kalman filter were of only limited success because of both the difficulty in establishing a suitable 2-D recursive model and also the high dimension of the resulting state vector. In fact, a straightforward extension of one-dimensional (1-D) Kalman filter techniques would result in a number of state variables proportional to N for the filtering of an N X N digital image.
In this paper, we propose two schemes which to a large extent overcome the computational problems that have precluded the use of 2-D Kalman-like processors. We develop two new approximations: one to the 2-D Kalman vector processor (updates a line at a time), called the Kalman strip filter; and another to the 2-D Kalman scalar processor, (updates a point at a time) called the reduced update filter. Both of these processors offer computationally effective solutions to the problem of 2-D Kalman filtering. These results have application to a wide range of problems involving estimation on 2-D data fields, including the image processing problem where the utility of linear filtering is well-established. The theory includes the case of space-variant models, allowing a better match to local source statistics, in turn permitting a greater noise reduction. Further, it should be possible to treat nonlinear space-variant models via techniques similar to those of the 1-D extended Kalman filtering [5] .
We start with a brief review of the concept of state and its role in 1-D Kalman filtering. Then we define the 2-D Kalman scalar and vector filters, and we point out their undesirable computational properties in that the state vector grows with the image size. Next, we present the Kalman strip filter and the reduced update Kalman filter. Finally, we present examples of application of the filters in a simulated data environment.
The Concept of State
The concept of state is central to linear system theory in one dimension. The state is defined as the minimum information about the past and present needed to determine all future responses given the future input [4] . For systems governed by differential or difference equations, the state is simply a sufficient set of initial conditions for the one-point boundary value problem. The state concept carries over to the case of stochastic differential and difference equations in Kalman filtering. In fact, the state vector of the dynamical system signal model determines the order of the Kalman calculations. In this random case, the state can be defined as the minimum amount of information about past and present estimates needed to determine an optimal causal estimate of future response given future noisy observations. The dynamical model for this case is given by [5] s(m) = Fs(m -1) + Gu(m)
r(m) = Hs(m) + v(n),
where s is the signal state vector, r is the observation or received signal, v is the observation noise, and u is the random process which generates the signal. The matrices F, G, and Hare, respectively, the system, drive, and observation matrices. In IEEE  TRANSACTIONS  ON INFORMATION  THEORY,  JULY  1977 The model of (8) is called a nonsymmetric half-plane (NSHP) model [7] . Now we are in a position to appreciate the difficulty with state in two dimensions. For while (8) only uses O(M2) points for each computation of a new output point, so that the amount of computation is related to the order of the filter as in (9) , when (8) moves across the image, values of s will be needed from the previous M lines. Thus the memory requirements of (8) are not of order related to the (NtN) order of the filter as in (9) . Because of this large memory where
is the error covariance matrix. The subscripts a and b indicate "after" and "before" updating, respectively. These equations have the following simple interpretation. First, in (3), we project the last estimate forward using the dynamics of the system model. Then in (6) we update this estimate using the new observation r(m). Equation (5) is the gain matrix for the updating in (6). The remaining equations (4) and (7) are the error covariances necessary to calculate the new gain matrix.
II. KALMAN FILTERING IN Two DIMENSIONS
A) A Scalar 2-D Kalman Filter ~ When we try to extend the above formalism to two dimensions, we encounter a problem concerning the 1-D definition of state as we will now show. First, we consider a particular scanning of a discrete 2-D square region consisting of an N X N regularly spaced lattice. Since the scanning does not qualitatively affect the results, we will assume the raster scan, i.e., left to right, advance one line, then repeat. Continuing with this procedure for the next N-2 lines we complete the scan. Thus at any point in the picture, some points will be the "past," one point will be the "present," and the remaining points will be the "future." These words will thus have their conventional meaning with respect to the order in which the points are processed (see Fig. 1 ). Next, we generalize our dynamical model (1). We obtain, by application of a recently developed 2-D spectral factorization routine [6], the (M X M)th order (see Appendix) scalar equation1
It is convenient to take the part of the state vector on the support of the filter and give it a special name. Thus we define a new term pseudo-state as-the minimum part of the state vector needed to compute the present output given the present input. This pseudo-state has a number of elements related to the order of the filter and hence its size determines the order of computation of the filter. However, the storage requirements are related to the size of the state vector. In the ordinary 1-D case, the pseudostate vector is the state vector.
Next we will consider the Kalman filtering equations for this model. We will find that both the per point computation and the memory grow with N2, the square of the width of the image field. Because of this unsatisfactory situation, we then turn to some approximate filters which greatly reduce the computation while only slightly affecting the accuracy of the estimate.
To obtain the Kalman filtering equations for the signal model of (8) and the observation equation
where u and v are independent white Gaussian sources, we note that the scanning operation transforms the 2-D problem into an equivalent 1-D problem. Thus (8) 
Re+ which is identical in form to (1) and (2) with line by line where -Re+ = (m 2 0,n I O] U (m < 0,n > 0), which is to be scanning understood. Thus we could immediately write compared to the scalar version of (l), down the Kalman equations. They would be (3) to (7) an (M X M)th order system model as in (8) and an obserTo simplify the discussion, we consider only all-pole dynamical sys-vation region consisting of an N X N square with N >> M.
terns.
Then the dimension of the matrix equations (3) to (8) is approximately MN. This means that in general the order of the computation is O(M3N3). However, taking advantage of the spatial invariant structure of the signal model, this can be reduced to O(M2N2) as will be shown below. For M = 4 and N = 100, we require on the order of 160 000 multiplies and adds per output point. The overall total computation for the 10 000 element picture would be O(lOg). At 1 &operation, the computer time for such a calculation would be lo3 s or approximately 20 min. In addition, the data storage problems are immense. To store &,a at each stage we need O(MN)2 storage locations. For the above M and N, this is 160 000 words of storage to be accessed at each picture point! These numbers tell us that the exact 2-D Kalman scalar filter is computationally unmanageable, given today's state of the computer art. However, not only that, it is also wasteful of computation as will be pointed out below.
Next we consider the 2-D Kalman vector filter [8] . This is also an exact processor as is the scalar one mentioned above; however, the vector processor observes a line at a time instead of a point at a time.
B) A Kalman Vector Filter
In this formulation, we consider a vector scanning [8] consisting of a (horizontal) line at a time, as is necessary to do optimal Kalman vector filtering. We can write a recursive signal model Since (13) and (14) are of the form of (1) and (2), the Kalman equations are (3) thru (7) with the above interpretations for the s and r vectors. We note that these matrix equations are of order O(MN) as in the 2-D Kalman scalar filter. However, each iteration of the vector filter yields N estimates (a whole line), so for the example given for the scalar filter, the vector filter computation times are reduced by a factor of N yielding an O(M3N2) computation. The storage requirements are the same and hence this is again a computationally unmanageable solution.2
We will see below how splitting the picture up into partially overlapping strips can greatly reduce the computation of this vector filter. Further reductions in the order of the computation can be realized by using the special block form of the matrices F, G, and H in (13) and (14). These reductions in computation permit the practical implementation of the Kalman vector filter. As in the 2-D scalar case, we can construct the recursive dynamical model (13) by using a 2-D spectral factorization procedure k31.
III. NEWDEVELOPMENTS
In this section, we will summarize new approximate methods for realizing the 2-D Kalman scalar and vector filters [lo] , [ll] . While both these techniques provide 2 to 3 orders of magnitude reduction in computation and storage, it can be anticipated that the reduction in the optimality of the estimate will be only slight. The reason for this surprising result is that the cause of the excessive computations is "purely theoretical," that is, the very uncommon but possible occurrence of high correlation at great distances. We will first develop an approximate Kalman vector filter called the strip processor. Then we will present a scalar filter called the reduced update Kalman filter.
A) A Kalman Strip Processor
The Kalman strip filter arises from the following considerations. First, although the vector filter has a state vector whose dimension is the width of the picture as is required for theoretical optimality, experience suggests that very few images will have the large correlation at great distances to justify such computation. Rather, most images show significant correlation only over rather compact neighborhoods of a given point. Thus we consider processing strips of the picture independently. The strips are overlapped with only the middle points being used as the final estimate. If the strip width is greater than the correlation distance of the signal and noise field, then close to optimum performance can result for points near the center. Processing the picture in these strips can greatly reduce the order of the computation and storage.
Second, we observe that if the data are stationary in the horizontal direction, we can save computation and storage by the following scheme: take the strips in the vertical direction and note that the filters for the different strips will all be the same. Thus the Kalman covariance equations (4) and (7) and the gain equation (5) need be calculated only for the first strip. Then the corresponding line in each of the remaining strips may be updated via (6) using the same gain matrix. In this way, storage need be provided for the covariance and gain matrices only in the first strip. Thus these two simplifications allow us to construct a good approximation to the Kalman vector filter which is computationally manageable. We will now elaborate on the details of constructing such a Kalman strip filter. This will consist of two parts: first, a discussion of the model, second, a discussion of the filter for that model.
1) The Strip Dynamical Model: The recursive signal model is the same as given in (13) Now F, G, and Q, must be chosen so that s approximately satisfies (8) . The conversion from (8) to (15) is most easily seen in the Z-transform domain. Taking the Z-transform of (8), we see that the system function transforming s into u is
where C(Zl,ZZ) = c cpqz;pz;q.
R@+ Equation (17) can be factored as
where c(zl,a) = c cpoz;p, P>O and where C(l)(zi,zz) contains only 9 > 0 terms and is generally of infinite order in z;l. Now G'(l) can be approximately represented by F since it represents an operation on the previous rows. The first factor on the right side of (19) can be inverted and represented by G. In this way we arrive at the following form for 
where the C, are given by In like manner, we could set
However, the edge effects due to the small strip width W would be expected to cause significant errors. To lessen this problem, we choose G to make the correlations of models (15) and (8) agree exactly in the current row. This procedure leaves uncorrected slight errors in the correlations with the (M -1) previous rows in the model. Since the errors are both small and concentrated near the strip edges, they are expected to be insignificant in effect on the "saved" estimates in the middle section of the strip.
2) The Kalman Strip Filter: The Kalman equations for this model are
where i is the number of the strip. In addition, to calculate the gain matrix for the nth line we must compute
We note that for the horizontally stationary case, (25) through (27) need only be computed once for each line, while the estimates (23) and (24) 
where R, is the MW X MW correlation matrix of the model. Fig. 2 shows a diagram for strip processing where the middle third of the elements are retained for the final estimate of s. The overlap would require a factor of three in computation. In the scheme used in the example of Section IV, a width of W = 25 is used with retention of the middle 15 elements. In this case, the "extra" computation due to the overlap is reduced to a factor of two. The amount of "extra" computation can be traded off for uniformity in the estimation error. In this section, we will treat an approximation to the 2-D Kalman scalar processor presented in Section II-A. This involves the dynamical model (8) and the scalar observation (10). As indicated earlier, the state vector for this filter is O(MN) dimensional, where M is the order of the recursive model and N is the width of the picture. Thus all these points must be updated in an equation equivalent to (6). The main concept of the reduced update filter is that the Kalman equations are composed of two steps: a prediction part and an update part. Now the prediction part, as set forth in (3), is a computationally straightforward projection of O(M2) previous estimates. However, the update part involves calculations involving each of the O(MN) random variables in the state vector. Since N >> M, we can reduce the bulk of the computation by reducing the update process. Thus we choose to update only those elements of the state vector within a certain distance of the point currently being processed, (m,n). We can expect this procedure to result in a good approximation because significant updates will be confined to a region around the observation at (m,n). Therefore, omitting the update of points far away should only minimally impact performance. For convenience of notation, we take this region to be the support of the NSHP recursive signal model in Fig. 3 . Assignment of points to partitioned state vector. (8) . Hence, there are only O(M2) points to update, i.e., we only update the pseudo-state vector for each observation. In the remainder of this section, we will derive the equations for the optimal updating of the pseudo-state vector. We will see that these equations can point the way to further simplifications which are expected again to result in only slightly suboptimum performance.
Let the signal model be generated by 
where (u(m,n)) is zero mean homogeneous white Gaussian noise, independent of {w(m,n)), with variance u",.
Let the field (r(m,n)j be observed over an N X N rectangular region. Next, introduce a vector notation for the pseudo-state vector corresponding to a scalar line by line scan, viz., 
Order the remaining points of the state vector onto s2(m,n). Thus the resulting assignment of points is as shown in Fig. 3 . With this convention the state vector can be written shn) = (sT(m,n), s?(m,n)lT. 
where C is the system propagation matrix determined by {ckl) and by the ordering of the state vector s(m,n). Note that (37) holds for all the points (m,n), except near the boundaries where boundary conditions must be incorporated. The drive vector is given as
The scalar observation equation is r(m,n) = Hs(m,n) + u(m,n),
where We can partition the matrix C similarly to s as 
If an arbitrary gain matrix is used instead of the one prescribed in (46), the covariance P, given in (48) changes to [51
Let K(m,n) have the form (50) where the partitioning corresponds to that of s(m,n). We now choose KI(m,n) to minimize the trace of Pa(m,n) as given in (49) for K(m,n) as given in (50). The result is the reduced update Kalman filter. 
where P, and Pb have been partitioned similarly to s.
Equations (51)- (55) can provide great computational savings over the standard Kalman filtering equations. To understand these equations better, it is helpful to convert them back to scalar notation. First, we note that (52) will become, in scalar notation, since it represents propagation of the previous estimates through the dynamics of the system. In these scalar equations, the superscript indicates the step in the filtering, while the argument represents the position of the data. Equation (51) represents the error in this predicted estimate; thus it becomes
= C cklRim,n)(m,n;m -h,n -1) + oi,
kl where A$m?n) is the support of the state vector s(m,n). Equation (53) computes a Kl (m,n) which has the same support as sl(m,n), namely, .R&", the support of the pseudo-state vector. The scalar equation identical to (53) is Rimr"'(m,n;i,j) Kc"'")(i'j) = R~,T2,n)(m,n;m,n) + u; ' (i,j) E 3?&n).
Similarly, (54) becomes
Finally, (55a) and (55b) both are expressible as the set of scalar equations R$~+'(i,j;h,l) = R~~*"'(i,j;h,l) -K(m,n)(m -i,n -j)R~~~n)(m,n;h,l),
The reduced update Kalman filter comprising (56) to (61) has been derived as an optimal approximation to the 2-D Kalman scalar filter. The prediction part of the Kalman filter is left unchanged, and the update is optimized under the constraint of updating only the nearest previously processed neighbors. It is thus perhaps not clear that the resulting reduced update filter is overall optimal in the class of 2-D recursive filters of the same order as itself because the prediction part of the Kalman filter was held fixed in the above derivation. However, it turns out that this procedure is indeed overall optimal as will now be seen.
Theorem: The reduced update Kalman filter is optimal under its constraint, i.e., it minimizes the mse over the class of spatially varying, linear, 2-D recursive filters of similar order.
Proof: Consider filtering the region .Re+ with boundary conditions (bc) on the upper and left edges as shown in Fig. 4 . The method of proof will be induction. The signal model is given by (33) with observations given by (34). For the first point (m,n) = 0, obviously the best prediction will be s^p"'(o,o, = c cf,+(bc'(-k,-I). (62) n,+ If this is followed by the optimal constrained update, we obtain @qo,o) = s*,,,,(O,O), the best mse estimate subject to constraint. Now assume we have the best constrained mse estimate at (m,n). Then the best prediction based on the pseudo-state is gp+l,n' (m + 1,n) = CC/J;~~n)(m + 1 -h,n -1), (63 as can be seen by applying to (33) the conditional expectation operator E[. ( & ( m,n) ]. Finally, the optimal constrained update generates the optimal constrained mse estimate at (m + l,n). This completes the proof.
From this theorem follows the very important fact that for homogeneous data the Kalman reduced update filter will converge to an optimal 2-D NSHP recursive filter for estimating the data. Now, in one dimension, such a filter could be obtained via Wiener's spectral design procedure [9] . However, the same procedure in the 2-D case leads to an infinite-order filter, thus the optimal finite-order filter is not obtained. Hence, the reduced update Kalman filter is also particularly attractive from the standpoint of design of spatially invariant filters for homogeneous random fields.
For the reasons outlined in the previous paragraph, (56) thru (61) not only provide a convenient way to perceive the two-dimensional nature of the reduced update filter, but also present its essential computational aspects. The main computation was observed to be in (57) and (61). Equation (56) computes the error covariance between the "predicted point" (m,n) and the previous estimates in the filters state vector. Experience suggests this will be peaked at the point (m,n) with rapid decay with distance from (m,n). Thus it is a reasonable approximation to compute (57) only in a fixed size region including B&2*). This reasoning can also be applied to (61), where (h,l) would be restricted to a region significantly smaller than S $Z!$') and of fixed size for increasing N. Calling such a region T !$gn) we can rewrite (57) and (61) as ,pd (m,n;k,l) = &pR~"'m-l,n)(m -o,n -p;k,l), (k,Z) E 7$Ygmjn) (64) R'"~"'(i,j;k,l) = Rhms"'(i,j;k,l) 0 -K(m,n)(m -i,n -j)Riman)(m,n;k,l),
2) Order of Computation: Next we investigate the order of computation of the reduced update Kalman filter. We will consider each of (56) thru (61) separately. First, (56) will be O(Ms) for an Mth order NSHP model. Equation (56) will thus be O (M2) for each (h,l) . Since there are These approximate reduced update equations reduce the order of the computation to O(M4), a constant with respect to N. Fig. 5 sets forth the envisioned region assignment. As mentioned above, the adverse effects of substituting I O(MN) points in S&"', we obtain O(MsN) for (57). Equation (58) is O(M2), as are (58) and (60). Equation (61) is simple, but has to be computed for each pair (i,j) and (h,l) with (h,l) E S&Y', thus giving a computational total of O(MsN) as in (57). Summing up, we get the overall total computation per point as O(M3N). This is to be compared with O(M3N3) for the general Kalman scalar filter and O(M2N2) for the (M X M)th order half-plane filter model.
The overall savings of a factor N2 results from two simplifications. First, the reduced update has reduced the orders of the matrices from MN X MN to M2 X MN. Second, for the (M X M)th order filter model, the scalar equations (56) to (61) write only the newly computed values at point (m,n). Equation (51), for example, contains many more error covariance values than (57) and (58). However, only the first row (and column) of Pb(m,n) actually changes. The other elements simply get shifted. The scalar equations were written with respect to a fixed reference, the origin in the data plane. Thus no shifting appears in that notation. Another way of looking at this is as follows. The C matrix is composed of zeroes and ones except for the first row. These zeroes and ones simply serve to shift the data in the state vector, one place down as each new element is put in. This computation can be avoided by using indirect addressing and simply writing the new element over the oldest element in storage. Then a pointer or indirect address can be used to keep track of the "head" of the vector. This is essentially the reason for not counting the shifting operations, as they can be avoided with minimal computational effort on many machines. for S are expected to be minimal for most pictures. This is so both for the reasons mentioned previously and also because (59), the Kalman gain calculation does not directly make use of points outside %&?). Thus the effect of this "truncation" would seem to be at worst second-order.
If we look at memory requirements, we find that they are dominated by the need to store the R, error covariances. For the 2-D Kalman scalar filter, this storage will be (M2N2). For the reduced update filter we get the same amount of storage, only a portion of which is accessed at every point. For the approximate reduced update filter, we obtain O(M3N). A little thought reveals that this is the minimal possible dependence on N, i.e., linear, for a spatially varying processor.3 Thus we cannot hope for further improvements here. However, for homogeneous regions, these storage requirements can be greatly relaxed. Then one only has to run the processor over a much smaller region to obtain near convergence to the steady-state filter. Subsequently, only (56) and (60) need be computed at a substantially lower amount of computational effort.
IV. EXPERIMENTAL RESULTS
A noisy picture was processed with the Kalman strip filter. The signal was a 100 X 100 element center segment from a standard SMPTE test picture. The &bit original had an estimate of its mean removed prior to processing. The picture was then scaled so that its variance equaled one. White Gaussian noise was added at unit variance to produce a SNR of unity. The original with mean removed was also used to generate a (10 X 4)th order +@I NHSP model [6], [7] . (See Appendix). This turns out to be a model for the transposed pictures. Thus the noisy image was transposed and inserted into the Kalman strip filter program with the above NSHP model. The strip arrangement is shown in detail in Fig. 6 . There are six strips, each 25-points wide, with five-element overlap on each side for the interior strips. The middle 15 elements of the strips cover the picture and provide a fairly uniform error covariance. The mean value was added back and the estimate images transposed for presentation. Fig. 7(a) shows the original image. Fig. 7(b) shows the noisy image. Fig. 7(c) shows the strip filter estimate. The measured SNR improvement was 7.7 dB. This compares favorably with previous results. As the model and noise were stationary, convergence was obtained; in this case, in 10 lines. The computer time was under 15 s on a CDC 7600 computer. The error covariance values were within 3 percent of their minimum value over the 15-element middle region of the strip. On the strip edge, it was as much as 60 percent above the minimum error variance value which was near the center.
The noisy picture of Fig. 7 (b) was also modeled with a (3 X 3)th order $+ NSHP factor and processed by the approximate reduced update Kalman filter for various sizes of Te+. In particular, region half-widths of 3,5,7, and 9 were tried. The results were approximately the same in all cases, indicating both that the error decorrelates fast for our model and that the filter is fairly robust with respect to this type of error. The measured SNR improvement was 8.3 dB with output shown as Fig. 8 . Convergence The Kalman strip filter was introduced as a new approximation to the Kalman vector filter which processes a line at a timk. The new filter is not limited to separable correlation functions and provides nearly uniform estimation error over the image by incorporating strip overlap. An optimum strip width was chosen to minimize computation. The reduced update Kalman filter was introduced and shown to be optimum in that it minimizes the post update mse under the constraint of updating only the nearby previously processed neighbors. It was shown that for all-pole data models, the Kalman reduced update filter coverges to an optimum 2-D recursive filter in the homogeneous case.
APPENDIX SPECTRAL FACTORIZATION IN Two DIMENSIONS [6]
In this Appendix, we review some of the properties of twodimensional (2-O) spectral factorization that are pertinent to the development of 2-O recursive models. Since our recursive model consists of a recursive filtering of spatially white Gaussian noise, the problem can be thought of as a filter design problem.
In [7] it is shown that under mild conditions, one may factor a 2-D spectrum into nonsymmetric half-plane (NSHP) factors.
The support of the filter numerator a and denominator b is restricted to a nonsymmetric half-plane, that is, a half-plane with the negative axis removed, as shown in Fig. 9 . This removal allows the filter to be recursible. Fig. 10 shows how the NSHP support of b permits the 2-D recursion from left to right and top to bottom. This recursion can be accomplished precisely, because only previously computed points are used in the computation of the present output.
By the order of an NSHP filter, we mean the following: let the support of b and a be given by the union of an (Ml + 1) X (Mz + 1) square and an Ml X Mz square situated as shown in Fig. 11 . We will agree to call such a filter an (Ml X Mx)th-order NSHP As mentioned above, these recursive factors arise from a spectral factorization, in this case, that of the signal spectrum S,. In general, the exact factors of S, will be infinite-order, however, finite-order approximations can result in a specified small error.
We can obtain such an approximation, in the simplest case, by simply truncating the factors to finite support. Thus we can solve the following rational approximation problem. Given t > 0, choose the NSHP filter order Ml X M2 high enough so that A(ej,,eju) 2 1 Iss(uJu) -IB(eju,eju) I II ' " (A21 where A and B are the 2-D Z-transforms of the filter numerator a and denominator b, respectively, and where II.11 is a suitable functional norm, e.g., L', L2, L", etc., and most importantly where the resulting 2-D recursive filter is stable. In [S] , a window method is advanced as a simple way to design these filters. This method was used to obtain the models in this paper. More elaborate and efficient design methods are presently under investigation.
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