In this paper, a novel image compression method based on generation of the so-called classified energy and pattern blocks (CEPB) is introduced and evaluation results are presented. The CEPB is constructed using the training images and then located at both the transmitter and receiver sides of the communication system. Then the energy and pattern blocks of input images to be reconstructed are determined by the same way in the construction of the CEPB. This process is also associated with a matching procedure to determine the index numbers of the classified energy and pattern blocks in the CEPB which best represents (matches) the energy and pattern blocks of the input images. Encoding parameters are block scaling coefficient and index numbers of energy and pattern blocks determined for each block of the input images. These parameters are sent from the transmitter part to the receiver part and the classified energy and pattern blocks associated with the index numbers are pulled from the CEPB. Then the input image is reconstructed block by block in the receiver part using a mathematical model that is proposed. Evaluation results show that the method provides considerable image compression ratios and image quality even at low bit rates.
Introduction
Raw or uncompressed multimedia data such as graphics, still images, audio, and video requires substantial storage capacity and transmission bandwidth. The recent growth of data intensive multimedia-based applications has not only maintained the need for more efficient ways to encode the audio signals and images but also have required high compression ratio and fast communication technology [1] .
At the present state of the technology in order to overcome some limitations on storage, transmission bandwidth, and transmission time, the images must be compressed before their storage and transmission and decompressed at the receiver part [2] .
Especially uniform or plain areas in the still images contain adjacent picture elements (pixels) which have almost the same numeric values. This case results in large number of spatial redundancy (or correlation between pixel values which numerically close to each other) and highly correlated regions in the images [3, 4] . The idea behind the compression is to remove this redundancy in order to get more efficient ways to represent the still images. The performance of the compression algorithm is measured by the compression ratio (CR) and it is defined as a ratio between the original image data size and compressed image data size. In general, the compression algorithms can be grouped as lossy and lossless compression algorithms. It is very well known that, in the lossy compression schemes, the image compression algorithm should achieve a tradeoff between the image quality and the compression ratio [5] . It should be noted that, higher compression ratios produce lower image quality and the image quality can be effected by the other characteristics, some details or content of the input image.
Image compression techniques with different schemes have been developed especially since 1990s. These techniques are generally based on Discrete Cosine Transform (DCT), Wavelet Transform and the other transform domain techniques such as Principal Component Analysis (PCA) or Karhunen-Loève Decomposition (KLD) [6] [7] [8] . Transform domain techniques are widely used methods to compress the still images. The compression performance of these methods is affected by several factors such as block size, entropy, quantization error, truncation error and coding gain. In these methods, two-dimensional images are transformed 2 EURASIP Journal on Advances in Signal Processing from the spatial domain to the frequency domain. It is proved that, the human visual system (HVS) is more sensitive to energy with low spatial frequency than with high spatial frequency. While the low spatial frequency components correspond to important image features, the high frequency ones correspond to image details. Therefore, compression can be achieved by quantizing and transmitted the most important or low-frequency coefficients while the remaining coefficients are discarded. The standards for compression of still images such as JPEG [9] [10] [11] exploit the DCT, which represents a still image as a superposition of cosine functions with different discrete frequencies [12] . The transformed image data is represented as a function of two spatial dimensions, and its components are called spatial frequencies or DCT coefficients. First, the image data is divided into N × N blocks and each block is transformed independently to obtain N × N coefficients. Some of the DCT coefficients computed for the image blocks will be close to zero. In order to reduce the quantization levels, these coefficients are set to zero and the remaining coefficients are represented with reduced precision or fewer bits. After this process the quantization results in loss of information but it also provides the compression.
The usage of uniformly sized image blocks simplifies the compression, but it does not take into account the irregular regions within the real images. The fundamental limitation of the DCT-based compression is the block-based segmentation or framing [13] . In these methods, depend on the block size of the images, the degradation which is also known as the "blocking effect" occurs. A larger block leads to more efficient coding or compression but requires more computational power. Although image degradation is noticeable especially when large DCT blocks are used, the compression ratio is higher. Therefore, most existing systems use image blocks of 8 × 8 or 16 × 16 pixels as a compromise between coding or compression efficiency and image quality.
Recently, there are too many works on image coding that have been focused on the Discrete Wavelet Transform (DWT). Because of its data reduction capability, DWT has become a standard method in the image compression applications. In the wavelet compression, the image data is transformed and compressed as a single data object rather than block by block as in a DCT-based compression. In wavelet compression a uniform distribution of compression error occurs across the image. DWT provides an adaptive spatial-frequency resolution which is well suited to the properties of an HVS. In other words, DWT provides better spatial resolution at high frequencies and better frequency resolution at low frequencies. It also offers better image quality than DCT, especially on a higher compression ratio [14] . However, the implementation or computational complexity of the DWT is more expensive than that of the DCT.
Wavelet transform (WT) represents an image as a sum of wavelet functions (wavelets) with different locations and scales [15] . Decomposition of an image into the wavelets involves a pair of waveforms. One of the waveform represents the high frequencies corresponding to the detailed parts of an image called wavelet function and the other one represents the low frequencies or smooth parts of an image called scaling function.
A wide variety of wavelet-based image compression schemes have been proposed in the literature [16] . The early wavelet image coders [17] [18] [19] were designed to exploit the ability of compacting energy on the wavelet decomposition. The advantages of the wavelet coders with respect to DCT based ones were quantizers and variable length entropy coders that they used. Subsequent works were focused on exploiting the wavelet coefficients more efficiently. In this manner, Shapiro [20] developed a wavelet-based encoder, called Embedded Zero-tree Wavelet encoder (EZW). Usage of zero trees in EZW encoder showed that coding the wavelet coefficients efficiently can lead to image compression schemes that are fast and effective by means of ratedistortion performance. Said and Pearlman [21] proposed an improved version of EZW, called SPITH (Set Partitioning in Hierarchical Trees). This method manages the subdivision of the trees with better technique and achieves better results than EZW by means of compression ratio and image quality. The SPITH algorithm groups the wavelet coefficients in order to store the significant information, even without taking into account the final arithmetic encoding stage in EZW encoder. In the other subsequent work a joint spacefrequency quantization scheme was proposed [22] . In this approach, the images are modeled by a linear combination of compacted energy in both frequency and spatial domains. In the other method called Group Testing for Wavelets (GTW), the wavelet coefficients are divided into different classes in a bit plane and each class are coded with a different group tester [23] . In GTW method, it is considered that, each class of coefficients has a different context and each group tester is a general entropy coder. Ratedistortion performances show that the GTW method is significantly better than SPITH method and close to SPITH-AC (with arithmetic coding). A new wavelet-transformation algorithm called The JPEG2000 was released by an ISO standardization committee in January 2001. The new algorithm was offering improved image quality at very high compression ratios [24] .
Principal Component Analysis (PCA), or equivalently called Karhunen-Loève Transform has been widely used as an efficient method to provide an informative and low dimensional representation of the data from which important features can be extracted [25, 26] . The method provides an optimal transform in order to decorrelate the data in the least mean square (LMS) sense among all linear orthogonal transforms. PCA is a linear orthogonal transform from an m-dimensional space to p-dimensional space, p ≤ m, so that the coordinates of the original data in the new space are uncorrelated and the greatest amount of the variance of the original data is kept by only a few coordinates. The principal components can be obtained by solving an eigenvalue problem of the covariance or correlation matrix. The first p eigenvectors correspond to p principal components and span the principal subspace of dimension p. The Eigenvectors and associated eigenvalues are extracted by very well-known numerical algorithms [27] . In PCA, computation of the covariance matrix is not practical for handling high-dimensional data. In order to reduce the computational complexity of the PCA, several online neural network approaches were proposed. In Oja's algorithm the first or equivalently the most important and the last eigenvectors were extracted [26] . Generalized Hebbian Algorithm (GHA) extracts not only these two eigencomponents but also all the other eigencomponents [28] . In order to improve the convergence rate or speeding up the algorithm, an improved version of the GHA called adaptive principal component extraction was proposed [29] . The successive application of modified Hebbian learning algorithm was proposed as an extension of the GHA [30] . In the subsequent works the eigencomponents were recursively extracted [31, 32] . The cascade recursive least square PCA algorithm (CRLS-PCA) was proposed in order to resolve the accumulation of errors in the extraction of large number of eigencomponents [33, 34] . It is shown that the CRLS-PCA algorithm outperforms other neural network-based PCA approaches [35] .
It well known that the PCA is a data-dependent transform. In other words, as the transform matrix is built based on the covariance matrix for a particular input image, it is possible to lose the approximation ability when the input image data is changed. In order to resolve this problem, improved versions of the PCA method have been proposed. It should be noted that among all these methods only very few of them take into account the PCA as a universal or semiuniversal image encoder. In recent works, image compression performance of the plain PCA is improved by proposed nonlinear and flexible PCA frameworks [36] .
More recently, a variety of powerful and sophisticated DCT- [37] [38] [39] and Wavelet- [40] [41] [42] and PCA- [43] [44] [45] [46] based compression schemes have been developed and established. Comparative results on these methods show that the compression performance of DCT based coders (JPEG) generally degrades the image especially at low bit rates mainly because of underlying block-based DCT scheme. Waveletbased coding methods provide considerable improvements in image quality at higher compression ratios [47] . On the other hand, software or hardware implementation of the DCT is less expensive than that of the wavelet transform [48] . PCA or Karhunen-Loève Transform (KLT) has computational complexity based on the computation of the covariance matrix of the training data. Despite being able to achieve much faster compression than KLT, DCT leads to relatively great degradation of compression quality at the same compression ratio compared to KLT [49] .
In our previous works, [50, 51] , a novel method referred to as SYMPES (systematic procedure for predefined envelope and signature sequences) was introduced and implemented on the representation of the 1D signals such as speech signals. The performance analysis and the comparative results of the SYMPES with respect to the other conventional speech compression algorithms were also presented in the other work [50] . The structure of the SYMPES is based on the creation of the so-called predefined signature and envelope sets which are speaker and language independent. The method is also implemented in the compression of the biosignals such as ECG [52] and EEG [53] signals.
In this paper, a new block-based image compression scheme is proposed based on generation of fixed block sets called Classified Energy Blocks (CEBs) and Classified Pattern Blocks (CPBs). All these unique block sets are associated under the framework called Classified Energy and Pattern Blocks (CEPBs). Basically, the method contains three main stages: (1) generation of the CEPB, (2) encoding process which contains construction of the energy and pattern building blocks of the image to be reconstructed and obtaining the encoding parameters, and (3) decoding (reconstruction) process of the input image using the encoding parameters from the already located CEPB in the receiver part (decoding).
In this paper, the performance of the method is measured on the experiments carried out in two groups. In the first group of experiments, the size of the image block vectors (L IBV ) is set to L IBV = 8 × 8 = 64 and three random orderings (threefold) of the training image data set are determined to construct three versions of the CEPB. Thus, the biasing effect in the evaluation stage is removed and then the average performances of the three CEPBs on the test data set (TDS) are reported. In the second group of experiments, in order to achieve higher compression ratios, all the images in the training image data set (excluding the images in the test data set) are used to construct the CEPB with L IBV = 16 × 16 = 256. It is observed that, when the compression ratio reaches the higher levels, degradation in the image caused by the blocking effect is getting visible. But, it is also worth to mention that, the image quality is at 27 dB level on the average even at 85,33 : 1 compression ratio.
In this paper, in order to remove the blocking effect and improve the PSNR levels, a postprocessing filter is used on the reconstructed images and the PSNR levels are improved in the range of 0.5-1 dB. The speed of the algorithm and the compression ratio are also increased by adjusting the size of the CEPB with an efficient clustering algorithm in both group of experiments.
The preliminary results [54] and the results in this paper are obtained with new experimental setup and additional processes (3-Fold evaluation, clustering and postfiltering) the proposed method promises high compression ratio and acceptable image quality in terms of PSNR levels even at low bit rates.
Method
The method proposed consists of three major parts: construction of the classified energy and pattern blocks (CEPBs), construction of the energy and pattern blocks of the input image to be reconstructed and obtaining the encoding parameters (encoding process) and reconstruction (decoding) process using the mathematical model proposed. (CEPB) . In this stage, we choose very limited number of image samples (training set) from the whole image set (image database) to construct the CEPB. In order to do this, we obtain energy and pattern blocks of each image files in the training set and then concatenate energy blocks and pattern blocks separately. After an elimination process which eliminates the similar energy and pattern blocks in their classes, a classified (or unique) CEPB are obtained as illustrated in Figure 1 .
Construction of the Classified Energy and Pattern Blocks

Construction of the Energy and Pattern Blocks of the Input Image to Be Reconstructed and Obtaining the Encoding Parameters (Encoding Process).
In this part, the energy and pattern blocks are constructed using the same process applied in the construction of the CEPB excluding the main elimination part. In this process, energy and pattern blocks of the input image are compared to the blocks located in the CEPB using a matching algorithm and encoding parameters are determined. The encoding parameters for each block are the optimum scaling coefficient and the index numbers of best representative classified energy and pattern blocks in the CEPB which matches the energy and pattern blocks of the input image to be reconstructed, respectively. The scheme of the encoding process is shown in Figure 2 .
Reconstruction (Decoding) Process. This part includes the image reconstruction (or decoding) process. The input images (or test images) are reconstructed block by block using the best representative parameters which are called block scaling coefficient (BSC), classified energy block index (IE) and classified pattern block index (IP) based on the mathematical model as presented in the following section. The scheme of the decoding process is presented in Figure 3 .
In following subsections, we first present the details of our CEPB construction method which is exploited to reconstruct the input images. Then, we explain the construction of the energy and pattern blocks of the input image and how we employ the CEPB in the transmitter part to obtain the encoding parameters of the input image. Finally, we briefly describe the reconstruction (decoding) process using the encoding parameters which are sent from the transmitter and reconstruction of the input image block by block using these parameters employing the CEPB which is already located in the receiver part. (CEPBs) . Let the image data Im(m, n) be an M × N (in our cases, M = N = 512) matrix with integer entries in the range of 0 to 255 or the real values in the range of 0 to 1 where m and n are row and column pixel indices of the whole image, respectively. The input image is first divided into nonoverlapping image blocks, B r,c of size i × j, where the image block size is i = j = 8, 16, and so forth. The pixel location of the kth row and lth column of the block, B r,c is represented by P Br,c,k,l , where the pixel indices are k = 1 to i and l = 1 to j. In this case, the total number of blocks in the Im(m, n) will be equal to N B = (M × N)/(i × j). The indices r and c of the B r,c are in the range of 1 to M/i and N/ j, respectively. As illustrated in Figure 4 , in our method, all the image blocks B r,c from left to the right direction are reshaped as column vectors and constructed a new matrix denoted as B Im .
Construction of the Classified Energy and Pattern Blocks
In the construction of the two block sets (CEPBs), a certain number of image files are determined as a training set from the whole image database. Each image file in the training set is divided into the 8 × 8 (i = j = 8) or 16 × 16 (i = j = 16) image blocks, and then each image block is reshaped as a column vector called image block vector (vector representation of the image block) which has i × j pixels.
All the image files have the same number of pixels (512 × 512 = 262, 144) and equal number of image blocks N B . After the blocking process the image matrix can be written as follows:
The matrix Im is transformed to a new matrix, B Im , which its column vectors are the image blocks of the matrix, Im
The columns of the matrix B Im are called image block vector (IBV) and the length of the IBV is represented by L IBV = i × j (8 × 8 = 64 or 16 × 16 = 256, etc.).
As it is explained above, in the method that we proposed the IBVs of an image can be represented by a mathematical model which consists of the multiplication of the three quantities; scaling factor, classified pattern and energy blocks. 
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In our method it is proposed that any ith IBV of length L IBV can be approximated as [e IE1 e IE2 · · · e IELIBV ] and it is generated utilizing the luminance information of the images and it contains basically the energy characteristics of IBV i under consideration in broad sense. Furthermore, it will be shown that the quantity G i E IE carries almost maximum energy of IBV i in the least mean square (LMS) sense. In this multiplication expression the contribution of the G i is to scale the luminance level of the IBV i .
P IP acts as a pattern term on the quantity G i E IE which also reflects the distinctive properties of the image block data under consideration.
It is well known that each IBV can be spanned in a vector space formed by the orthonormal vectors {φ ik }. Let the real orthonormal vectors be the columns of a transposed transformation matrix (Φ T i )
It is evident that
where
From the property of
Thus, IBV i can be written as a weighted sum of these orthonormal vectors
From the above equation, the coefficients of the IBVs can be obtained as
Let IBV it = t k=1 g k φ ik be the truncated version of IBV i such that 1 ≤ t ≤ L IBV . It is noted that if t = L IBV , then IBV i will be equal to IBV it . In this case, the approximation error (ε t ) is given by
In this equation, φ ik are determined by minimizing the expected value of the error vector with respect to φ ik in the LMS sense. The above-mentioned LMS process results in the following eigenvalue problem [55] . Eventually φ ik are computed as the eigenvectors of the correlation matrix (R i ) of the IBV i . By using orthonormality condition, the LMS error is given by
Let J t designate the expected value of the total squared error ε t ε T t . Then,
is defined as the correlation matrix of IBV i . In order to obtain the optimum transform, it is desired to find φ ik that minimizes J t for a given t, subject to the orthonormality constraint. Using Lagrange multipliers λ k , we minimize J t by taking the gradient of the equation obtained above with respect to φ ik :
R i is the correlation matrix. It is real, symmetric with respect to its diagonal elements, positive semidefinite, and Toeplitz matrix [56] :
x j x j+d , d = 0, 1, 2, . . . , L IBV − 1.
Obviously, λ ik and φ ik are the eigenvalues and eigenvectors of the eigenvalue problem under consideration. It is well EURASIP Journal on Advances in Signal Processing 7 known that the eigenvalues of R i are also real, distinct, and nonnegative. Moreover, the eigenvectors φ ik of the R i are all orthonormal. Let eigenvalues be sorted in descending order such that (λ 1i ≥ λ 2i ≥ λ 3i ≥ · · · ≥ λ LIBV i ) with corresponding eigenvectors. The total energy of the IBV i is then given by IBV T i IBV i :
Equation (15) may be truncated by taking the first p principal components, which have the highest energy of the IBV i such that
The simplest form of (16) can be obtained by setting p = 1. The eigenvector φ ik is called energy vector. That is to say, the energy vector, which has the highest energy in the LMS sense, may approximate each image block belonging to the IBV i . Thus,
In this case, one can vary the L IBV as a parameter in such way that almost all the energy is captured within the first term of (16) and the rest becomes negligible. That is why φ i1 is called the energy vector since it contains most of the useful information of the original IBV under consideration. Once (17) is obtained, it can be converted to an equality by means of a pattern term P i which is a diagonal matrix for each IBV. Thus, IBV i is computed as
In (18), diagonal entries p ir of the matrix P i are determined in terms of the entries of φ i1r of the energy vector φ i1 and the entries (pixels) IBV ir of the IBV i by simple division. Hence,
In essence, the quantities p ir of (19) somewhat absorb the energy of the terms eliminated by truncation of (16) .
In this paper, several tens of thousands of IBVs were investigated and several thousands of energy and pattern blocks were generated. It was observed that the energy and the pattern blocks exhibit repetitive similarities. In this case, one can eliminate the similar energy and pattern blocks and thus, constitute the so-called classified energy and classified pattern block sets with one of a kind or unique blocks. For the elimination process Pearsons correlation coefficient (PCC) [57] is utilized. PCC is designated by ρ YZ and given as
In (20) Y = [y 1 y 2 · · · y L ] and Z = [z 1 z 2 · · · z L ] are two sequences subject to comparison, where L is the length of the sequences. It is assumed that the two sequences are almost identical if 0.9 ≤ ρ YZ ≤ 1. Hence, similar energy and pattern blocks are eliminated accordingly.
During the execution of the elimination stage, it is observed that similarity rate of the energy blocks are much higher than the pattern blocks. Because of huge differences in the similarity rate or in other words elimination rate, the numbers of classified energy blocks in the CEPB are very limited. This is natural because energy blocks reflect the luminance information of the image blocks, while pattern blocks carry the pattern or variable information in the image blocks. This is in reality related to tasks of these blocks in the method as explained in the beginning of this section.
For the elimination, PCC is set to ρ YZ = 0, 98 which is very close to ρ YZ = 1 but it can be relaxed (or adjusted) according to the desired number (size) of classified energy and pattern blocks in the CEPB.
In the elimination stage, first the similar energy and pattern block groups are constructed and one representative energy and one representative pattern block are determined for each group by averaging all the blocks in the groups. These representative energy and pattern blocks are renamed as classified energy and pattern blocks and constitute the CEPB.
Thus, the energy blocks which have unique shapes are combined under the set called classified energy block CEB = {E nie ; n ie = 1, 2, 3, . . . , N IE } set. The integer N IE designates the total number of elements in this set. Similarly, reduced pattern blocks are combined under the set called classified pattern block CPB = {P nip ; n ip = 1, 2, 3, . . . , N IP } set. The N IP designates the total number of unique pattern sequences in CPB set. Some similar energy and pattern blocks are depicted in Figures 5 and 6 , respectively.
Computational steps and the details of the encoding and decoding algorithms are given in Sections 2.2 and 2.3, respectively.
Encoding Algorithm
Inputs. The inputs include the following: Step 1. Divide Im(m, n) into the image blocks, and then construct the B Im . 
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Substep 3.4. Store the index number IP that refers to P IP . At the end of this step, the best E IE and the best P IP are found by appropriate selections. Hence, the IBV i is best described in terms of the patterns of P IP and E IE , that is,
Step 4. Having fixed P IP and E IE , one can replace G IE by computing a new block scaling coefficient G i = (P IP E IE ) T IBV i /(P IP E IE ) T (P IP E IE ) to further minimize the distance between the vectors IBV i and G IE P IP E IE in the LMS sense. In this case, the global minimum of the error is obtained and it is given by δ Global = IBV i − G i P IP E IE 2 . At this step, IBV Ai = G i P IP E IE .
Decoding Algorithm
Inputs. The inputs include the following:
(1) the encoding parameters G i , IP and IE which best represent the corresponding image block vector IBV i of the input image (These parameters are received from the transmitter part for each image block vector of the input image);
(2) size of the IBV i of the Im(m, n) (L IBV = i× j = 8×8 = 64 or L IBV = i × j = 16 × 16 = 256);
(3) the CEPB (CEB={E IE ; IE = 1, 2, . . . , N IE } and CPB = {P IP ; IP = 1, 2, . . . , N IP }) located in the receiver part.
Computational Steps.
Step 1. After receiving the encoding parameters G i , IP, and IE of the IBV i from the transmitter, the corresponding IEth classified energy and IPth classified pattern blocks are pulled from the CEPB.
Step 2. Approximated image block vector IBV Ai is constructed using the proposed mathematical model IBV Ai = G i P IP E IE .
Step 3. The previous steps are repeated for each IBV to generate approximated version ( B Im ) of the B Im B Im = B 1,1 · · · B 1,(N/ j) B 2,1 · · · · · · B (M/i),(N/ j) .
Step 4. B Im is reshaped to obtain the decoded (reconstructed) version of the original image data as follows:
Introducing the Blocking Effect and Postfiltering.
It is well known for block-coded image compression schemes, the image is partitioned into blocks, and certain transform is performed on each individual block. In particular, at low bit rates, since each block is represented primarily by the first transform coefficient, the rectangular block structure becomes very visible because of the presentation of the discontinuity at block boundaries. There are several existing techniques that attempt to remove blocking effect or artifacts of the low bit-rate coded images. In this frame-based work, the blocking effect occurs especially at low bit rates. Especially, when the size of the CEPB is highly reduced or the size of the image blocks (L IBV ) are increased from 8 × 8 to 16 × 16, the effect of the blocking becomes visible. In order to remove these effects a 2D Savitzky-Golay filtering [58] or smoothing process is applied after the reconstruction process at the receiver side. The aim of this postprocessing is smoothing the block boundaries so that both the PSNR and visual perception of the reconstructed image can be improved.
At the end of the reconstruction process for all the images in the first and second groups of experiments, the Savitzky-Golay filter is applied on the reconstructed images. The PSNR performances of the filter of various window sizes and different polynomial orders are compared by an iterative algorithm. After all these comparisons, it is observed that, for the first group of experiments, the frame size and the order of the polynomial which maximizes the PSNR level are found as 5 and 3, respectively. The frame size and the order of the polynomial are determined as 7 and 3 for the second group of experiments. The PSNR and MSE performances are noticed before and after the filtering process and at the end of the evaluation process, it is seen that the PSNR level is increased about 0.5-1dB compared to the results obtained without filtering process for the first and second group of experiments.
Experiments and Results
Data Sets.
In our experiments, 67 gray-scale, 8 bits/pixel, 512 × 512 JPEG images [59] were used. The experiments were implemented in two groups. In the first group of experiments the size of the image blocks is L IBV = i × j = 8 × 8 = 64 while in the second L IBV = i × j = 16 × 16 = 256.
In the first group of the experiments, three randomly selected file sets (Fold 1, Fold 2, and Fold 3) from the whole data set are used for training or construction of three different CEPBs. 12 image files which are randomly chosen from the rest of the data set are determined as the test data set (TDS). In the second group of experiments, we enlarged the training set to 55 files (TDA) excluding all the image files used in the test data set. All these cases are summarized in Table 1 . The images in the training and test data sets are shown in Figures 7, 8, 9 , and 10 for fold 1, fold 2, fold 3, and TDS, respectively.
Evaluation Metrics.
Even though the HVS is the most reliable assessment tool to measure the quality of an image, the subjective quality measurement methods based on HVS such as mean opinion score (MOS) are not practical. Objective image and video quality metrics such as peak signal-to-noise ratio (PSNR) and mean squared error (MSE) are the most widely used objective image quality/distortion metrics and they can predict perceived image and video quality automatically. It should be also noted that these metrics are also criticized because they are not correlating well with the perceived quality measurement. Recently, image and video quality assessment research is trying to develop new objective image and video quality measures such as structural-similarity-based image quality assessment (SSIM) by considering HVS characteristics [60, 61] . Almost all the works in the literature consider the PSNR and MSE as an evaluation metrics to measure the quality of the image. Therefore, as a starting point at least for the comparisons, the performance of the newly proposed method is measured using PSNR and MSE metrics.
Peak Signal-to-Noise Ratio (PSNR). PSNR is the ratio between the signal's maximum power and the power of the signal's noise. The higher PSNR means better quality of the reconstructed image. The PSNR can be computed as
where b is the largest possible value of the image signal (typically 255 or 1). The PSNR is given in decibel units (dB).
Mean Squared Error (MSE). MSE represents the cumulative squared error between the original and the reconstructed image, whereas PSNR represents a measure of the peak error. The MSE can be described as the mean of the square of the differences in the pixel values between the corresponding pixels of the two images. MSE can be written as
where Im(m, n) and Im(m, n) are the original and the reconstructed images, respectively. M×N is the dimension of the images. In our experiments the dimension of the images is 512 × 512.
Compression Ratio (CR). CR is defined as the ratio of the total number of bits required to represent the original and reconstructed image blocks. Other representation of the CR is the bpp:
Experimental Results.
In the first group of experiments the total number of bits required to represent the 8×8 blocks for each original image file is (8 × 8) × 8 bits = 512 bits.
In the first group of experiments the size of the CEPB is determined and fixed for all folds (3 Folds) by adjusting the PCC. Thus, total numbers of classified energy and pattern blocks are determined in the range of 2 5 and 2 14 in the CEB and CPB sets, respectively. It is also concluded that N IE and N IP are represented by 5 bits and 14 bits, respectively. For representation of the block scaling coefficient (BSC) 5 bits are good enough. As a result, 24 bits are required in total in order 10 EURASIP Journal on Advances in Signal Processing 
The number of classified energy and pattern blocks and the required number of bits to represent each 8 × 8 block of the images are shown in Table 2 .
The evaluation results of Fold 1, Fold 2, and Fold 3 are presented in Tables 3, 4 , and 5, respectively.
The same experiments are repeated with the new resized CEPB obtained after the clustering algorithm. At the end of the clustering process the sizes of the CEB and CPB are reduced and the number of classified energy and pattern blocks is determined as 2 5 and 2 12 , respectively. Thus, an 8 × 8 image blocks can be represented by 22 bits in total as given in Table 2 . The evaluation results of Fold 1, Fold 2, and Fold 3 with clustering are presented in Tables 6, 7 , and 8, respectively.
In the second group of experiments the total number of bits required to represent the 16 × 16 blocks for each original image file is (16 × 16) × 8 bits = 2048 bits. In these experiments the size of the CEPB is determined and fixed for all folds (3 Folds) by adjusting the PCC. Thus, total numbers of classified energy and pattern blocks are determined in the range of 2 8 and 2 16 
The number of classified energy and pattern blocks and the number of bits required to represent each 16 × 16 blocks of the images are given in Table 9 . The evaluation results of the second group of experiments are presented in Table 10 .
In order to reach lower bit rates we also established the same experiments using an efficient clustering algorithm. At the end of the clustering process the sizes of the CEB and CPB are reduced and the number of classified energy and pattern blocks is determined as 2 5 and 2 14 , respectively. In this case, 16 × 16 image blocks can be represented by 24 bits in total as given in Table 9 . The evaluation results of the second group of experiments with clustering are presented in Table 11 .
Overall evaluation performance of the method including the average results of the first and second groups of experiments is summarized in Table 12 .
In order to show the performance of the proposed method, some of the original and reconstructed versions of the image are exhibited in Figures 11 and 12 for the first group of experiments and the second group of experiments, respectively. It is clearly understood from the figures and the evaluation results given in the tables that, the performance of the proposed method depends on the size of the CEPB associated with the size of the L IBV . If the size of the CEPB is highly reduced or the size of the L IBV is increased in order to achieve higher compression ratios or lower bit rates, the performance of the method is getting worse and the blocking effect is also getting visible. Even in this case, it is remarkable that the PSNR levels are not affected dramatically and they do not drop below 27 dB at higher compression ratios (0,1877 bpp or 85,33 : 1 compression ratio on the average). It is also noted that there is almost no difference in terms of PSNR level between the images compressed at 70,62 : 1 (27,23 dB) and 85,33 : 1 (26,87 dB). The blocking effect in the reconstructed images at various compression ratios and the results of the filtering process are illustrated in Figures 13(A) and 13 (B).
Conclusion and Future Works
In this paper, a new image compression algorithm based on the classified energy and pattern block (CEPB) sets is proposed. In the method, first the CEB and CPB sets are constructed and any image data can be reconstructed block by block using a block scaling coefficient and the index numbers of the classified energy and pattern blocks placed in the CEB and CPB. The CEB and CPB sets are constructed for different sizes of image blocks such as 8 by 8 or 16 by 16 with respect to different compression ratios desired. At the end of a series of the experimental works, the evaluation results show that the proposed method provides high compression ratios such as 21,33 : 1, 85,33 : 1 while preserving the image quality at 27-30.5 dB level on the average. When the compression ratio versus image quality (PSNR) results in the proposed method compared to the other works [47] , it seems that the method is superior to the DCT and DWT particularly at low bit rates or high compression ratios.
For the time being, the performance of the newly proposed method is measured using PSNR and MSE metrics and in the next paper on the comparative results of this work, the other quality assessment metrics such as SSIM will also be considered.
In our future works we will be focused on better designed CEB and CPB in order to increase the level of the PSNR while reducing the number of bits required representing the image blocks. It was also concluded that the edge artifacts at the boundaries of the reconstructed blocks affects the quality of the reconstructed images. We currently are working on removing or smoothing these artifacts using some postprocessing and filtering algorithms. As a starting point the 2D Savitzky-Golay smoothing filter is applied on the reconstructed images and the PSNR levels are improved 0.5-1 dB compared to plain version of the method.
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In terms of computational complexity, none of the implementations we employ are optimized for execution speed. Even the size of the CEPB is reduced and the speed of the algorithms is increased with an efficient clustering algorithm this attempt results in degraded image caused by blocking effect in the reconstruction stage especially at low bit rates. Our next work will also consider speeding up the main procedure, in particular the encoding stage, with less degradation.
It should be noted that we are also working on the algorithms which select optimum block size length (variable) instead of fixed in order to get higher compression ratio in overall with less degradation caused by blocking effect. In these algorithms, the block size is adaptively changed so that it is increased in the plain or spatially redundant areas while it is decreased in the other regions which contain the detailed information. In order to obtain more precise results, additional tests with different image sets containing biomedical (ultrasound, cell), face, and fingerprint images will be performed. Furthermore, application-specific CEPBs will be constructed and the possible effects of these CEPBs on the test images from the same and the different application domains will be analyzed.
The improved version of the method will also contain the Huffman encoding part which provides better performance in terms of compression ratio. In our future works we are not only planning to present the results of improved version of the method but also planning to compare the results to the other methods such as KLT, DCT, and wavelet-based methods considering the other quality assessment metrics which is more appropriate for HVS such as SSIM.
