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The effects of the electromagnetic field on material systems are governed by joint light-matter
conservation laws. An increasing number of these balance equations are currently being considered
both theoretically and with an eye to their practical applicability. We present a unified theory to
treat conservation laws in light-matter interactions. It can be used to describe and engineer the
transfer of any measurable property from the electromagnetic field to any object. The theory allows
to explicitly characterize and separately compute the transfer due to asymmetry of the object and
the transfer due to field absorption by the object. It also allows to compute the upper bound
of the transfer rate of any given property to any given object, together with the corresponding
most efficient illumination which achieves the bound. Due to its algebraic nature, the approach is
inherently suited for computer implementation.
I. INTRODUCTION AND SUMMARY
Properties like energy, linear momentum, and angular
momentum can be transferred from the electromagnetic
field to material systems during light-matter interactions.
These exchanges are governed by conservation laws that
apply to the combined system of field and matter. These
joint conservation laws are, arguably, among the most im-
portant theoretical principles in electrodynamics. Some
of them have been put to practical use for some time now.
For example, the exchange of linear momentum and an-
gular momentum give rise to optical forces and torques.
This allows the optical manipulation of objects, like in
optical trapping and optical tweezers applications. The
practical use of other less well known conservation laws
is being investigated. For example, the helicity conser-
vation law is being considered in the context of chiral
light-matter interactions [1–4]. The effects of the conser-
vation laws of the two transverse components of angular
momentum are also under scrutiny [2, 5–8]. One of the
areas of application of these less well known conservation
laws is envisioned to be the manipulation of chiral matter
with chiral light [9–15].
In this article, and motivated by the growing num-
ber of interesting conservation laws, we develop a unified
theory for the analysis and engineering of the transfer
of properties from the electromagnetic field to material
systems. Any measurable property can be treated in the
same way.
In Sec. II we introduce the setting and mathemat-
ical tools that we use in the article. We also outline
and discuss the assumptions that we make. In Sec. III
we identify a structure underlying all conservation laws:
The total transfer of any measurable property can be di-
vided into a part due to absorption of the field by the
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object and a part due to asymmetry of the object. One
is zero if the object is non-absorbing. The other is zero
if the object has the symmetry related to the property
in question. We provide the expressions of the operators
that determine both kinds of transfer, and discuss them
in relation to Noether’s theorem [16]. After introducing
bases for the incoming and outgoing fields in Sec. IV,
we obtain a universal equation for the transfer of any
property. The form of the equation does not depend on
the property. We then derive expressions for the transfer
rate per Watt of incoming power in Sec. IV A, and show
their suitability for engineering purposes in Sec. IV B.
For example, given an object, the expressions that we
obtain allow to compute both the maximum achievable
transfer rate per incoming Watt, and the exact incoming
field which achieves such upper bound. We also discuss
other engineering possibilities. In Sec. IV C we provide
the means to compute optimal incoming fields for chi-
ral sorting. In Sec. V we develop the formalism further
into a computer friendly formulation and provide guid-
ance for its implementation using T-matrix algorithms.
In Sec. VI, we show two examples of application. In Sec.
VI A, the transfer rates of different quantities between a
plane-wave and a complicated composite object are rigor-
ously obtained. We analyze the transfer of energy, linear
and angular momentum, helicity, and transverse “spin
angular momentum”. We quantitatively show the rate
of transfer due to absorption and that due to asymmetry
in each case, and relate the latter to the symmetries of
the object. We then show a comparison between the force
and helicity transfer under plane-wave illumination, and
the maximum that can be achieved in each case with a
monochromatic beam. Section VI B contains an example
of application of the chiral sorting theory developed in
Sec. IV C. Finally, Sec. VII contains the conclusions.
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2II. SETTING
The light-matter interaction setting is sketched in Fig.
1. In a first phase depicted in Fig. 1(a), the field and
the object do not interact. In a second phase, gray in
the figure, they interact during some finite amount of
time. In a third phase depicted in Fig. 1(b), the field
and the object are again impervious to each other. From
the point of view of the object, the electromagnetic field
is incoming during the first phase and outgoing during
the third phase.
In this setting, the exact description of what happens
during the grayed area is not used. All the information
about the interaction processes that has an observable
physical meaning is contained in the mapping from the
incoming to the outgoing fields. This is the central idea
in Heisenberg’s scattering matrix formulation of quantum
mechanics [17, p. 261, p. 321]. It is still relevant in
current physical theories ([18, §19 p. 314][19, §1, p. 3],
[20, Chap. 12], [21, Preamble, Chap. 2 p. 45]).
FIG. 1. Successive phases of the light-matter interaction. The
bullet-shaped field in the incoming phase (a), and the cloud-
plus-bullet-shaped field in the outgoing phase (b) do not in-
teract with the object. The interaction time is confined to
the grayed-out region. The object is represented by the bean-
shaped drawings. The scattering operator of the object (S)
relates the incoming and outgoing fields ∣Φout⟩ = S∣Φin⟩.
Let us now consider a measurable property like energy,
momentum, angular momentum, helicity, etc ... subject
to a conservation law. We call this generic property Γ.
We can quantify the transfer of Γ between the field and
the object by measuring Γ in the incoming field, measur-
ing Γ in the outgoing field, and subtracting the two. To
do so, we must specify how to measure Γ in the incom-
ing and outgoing fields. To this end, we introduce the
mathematical tools that we are going to use in this ar-
ticle, namely Hilbert spaces. We will use Dirac’s “⟨bra∣”
“∣ket⟩” notation1.
In this description, the fields are vectors in the incom-
ing and outgoing Hilbert spaces of transverse solutions
to Maxwell’s equations: ∣Φin⟩ and ∣Φout⟩. Classical real
fields are conveniently mapped onto the complex Hilbert
1 Dirac introduced this notation in quantum mechanics. It is also
very convenient for other situations that can be treated using the
framework of Hilbert spaces.
spaces through their complex representation, which uses
only the positive frequencies of the field’s harmonic de-
composition (see e.g. [22, Chap. 3.1] or [23, Chap. 10.2]).
The effect of the object on the fields is represented by
the linear scattering operator S. It maps incoming fields
onto outgoing fields:
∣Φout⟩ = S∣Φin⟩. (1)
In this article, we restrict ourselves to linear scatterers.
The property Γ is also represented by a linear operator.
We will measure the transfer of Γ from light to mat-
ter during the interaction by subtracting the integrated
value of Γ in the outgoing state from that in the incoming
state2. The difference between the two integrated values
⟨∆Γ⟩ = ⟨Φin∣Γ∣Φin⟩ − ⟨Φout∣Γ∣Φout⟩ (2)
must represent the amount of Γ that has been transferred
from light to matter during the interaction.
Using the Hermitian conjugate version of Eq. (1)
[⟨Φout∣ = ⟨Φin∣S†], Eq. (2) can be written as
⟨∆Γ⟩ = ⟨Φin∣Γ∣Φin⟩ − ⟨Φin∣S†ΓS∣Φin⟩= ⟨Φin∣Γ − S†ΓS∣Φin⟩. (3)
We now impose that ⟨∆Γ⟩ must be always real for any∣Φin⟩. This forces Γ − S†ΓS to be a Hermitian operator,
which then forces Γ to be a Hermitian operator as well:
Γ = Γ†. This is the case for all the conservation laws
that we are aware of. For example, it is the case for the
most commonly considered conservation laws: Energy,
momentum, and angular momentum. It is also the case
for the conservation laws of helicity and the two parts
of the transverse split of angular momentum J = Lˆ + Sˆ
[1, 8, 27–30].
We will call the properties for which ⟨∆Γ⟩ is real val-
ued for all ∣Φin⟩ measurable properties. The motivation
for this naming is the following: Any measurement de-
vice can be thought of as a material system interacting
with the electromagnetic field. The measurement device
is triggered by the exchange of properties like energy and
momentum. It seems physically justified to restrict the
measurable properties of the field to those in which the
exchange ⟨∆Γ⟩ is real valued. For example, in the trans-
fer of linear and angular momentum, the restriction cor-
responds to the physical fact that forces and torques are
real valued.
2 The integrated value of an operator X for the vector ∣Ψ⟩ is
obtained by the scalar product of the vectors X ∣Ψ⟩ and ∣Ψ⟩:⟨Ψ∣X ∣Ψ⟩. As explained in [24, Sec. 5.2], [25, Sec. 3.2] and [26,
Sec. III], the integrated values of operators like energy, momen-
tum, angular momentum, etc ..., computed as ⟨Ψ∣X ∣Ψ⟩, coincide
with the results of the typical spatial integrals involving the elec-
tromagnetic fields: For example c/(4pi) ∫ dr D×B for the linear
momentum.
3In the interest of conciseness, we will from now on write
property as to mean measurable property represented by
a Hermitian operator.
The idea of subtracting incoming and outgoing fluxes
is used for the linear and angular momentum in [31, 32].
This section generalizes its application to any property.
A note about the applicability of Eqs. (2)-(3) is now
in order.
A. Steady state
The incoming field depicted in Fig. 1 (a) can be re-
ferred to as a wave packet. If, instead of well separated
wave packets, the illumination consists of a continuous
beam like a CW laser, the above methodology can be
used to compute the transfer rate of Γ (see Sec. IV A).
The transfer rates are meaningful if the system is in a
steady state with respect to the incoming and outgoing
electromagnetic fluxes. After the continuous beam source
is turned on, a steady state is quickly reached for the in-
coming flux. The same is true for the outgoing flux as
long as the response of the object does not change signif-
icantly. This last assumption is only going to hold tem-
porarily. For example, the interaction with the field may
eventually cause the object to change position and orien-
tation. Then, the expression of the operator S changes
accordingly: It must be translated and rotated. Changes
that are more substantial than translations and rotations
may also happen, for example, if the field deforms the ob-
ject significantly. In many situations we expect that the
time scale in which S changes will be much longer than
the time needed for reaching a steady state in the out-
going flux. As long as the two time scales are distinct
enough, a piece-wise steady state can be assumed and
the methodology applied with a constant S. Then, after
some period of time, a new S operator may be consid-
ered taking into account the changes that the field has
produced in the object, and so on.
The time scale for reaching a steady outgoing flux is set
by what has been called interaction time [33, 34]. It also
determines the length of the gray region in Fig. 1. It is
very often on the order of a few tens of attoseconds [35].
In extreme cases it may reach tens of nanoseconds when
metastable resonant states in the matter are excited by
the incoming fields [36].
III. TRANSFER DUE TO ABSORPTION
VERSUS TRANSFER DUE TO ASYMMETRY
We now return to Eq. (3). We see that when
Γ = S†ΓS, (4)
the transfer of Γ between light and matter is forbidden.
That is: ⟨∆Γ⟩ = 0 for all possible illuminations ∣Φin⟩.
We will now investigate the relationship between the⟨∆Γ⟩ = 0 condition and the symmetries of the object.
One salient property of Hermitian operators is that
their exponentiation generates unitary transformations
parametrized by a real number θ
TΓ(θ) = exp (−iθΓ) = ∞∑
l=0
(−iθΓ)l
l!
. (5)
These transformations are often physically relevant. For
example, energy generates time translations, momentum
generates spatial translations, angular momentum gen-
erates rotations, and helicity generates electromagnetic
duality. The transformations generated by the two parts
of the transverse split of the angular momentum J = Lˆ+Sˆ
can be found in [37]. In particular, Sˆ generates helicity
and frequency dependent translations.
An object is invariant under a given transformation
when the commutator between TΓ(θ) and the scattering
operator of the object vanishes:
[TΓ(θ), S] = TΓ(θ)S − STΓ(θ) = 0. (6)
We say that the object has the symmetry TΓ(θ). It can
be shown3 that Eq. (6) is equivalent to the vanishing of
the commutator between S and the generator Γ.
[Γ, S] = 0, i.e. ΓS = SΓ. (7)
For example, if S commutes with the linear momen-
tum in the x direction ([Px, S] = 0), it implies that[exp (−iθPx) , S] = 0. This means that the response of
the object has continuous translational symmetry in the
x direction, i.e. it is invariant under translations in the
x direction.
Equation (7) is also equivalent4 to the following con-
dition:
Γ∣Φin⟩ = γ0∣Φin⟩ Ô⇒ Γ∣Φout⟩ = γ0∣Φout⟩. (8)
Namely: If the incoming field is an eigenvector of Γ with
eigenvalue γ0, the outgoing field will also be an eigen-
vector of Γ with the same eigenvalue. This, however,
does not necessarily imply that ⟨∆Γ⟩ will be zero. The
conditions in Eqs. (4) and (7) are not equivalent. It is
straightforward to check that they become equivalent if
3 In order to show that Eq. (7) implies Eq. (6), one uses Eq. (5)
and the definition of commutator [A,B] = AB −BA. The proof
that Eq. (6) implies Eq. (7) can be found in [38, Sec. 8.1.1].
4 Showing that Eq. (7) implies Eq. (8) is straightforward. To show
the converse implication, we use that Γ can be chosen to be one
of the four commuting operators whose eigenvalues characterize
a basis of incoming fields, as discussed in Sec. IV. We then
expand the incoming field into such basis ∣Φin⟩ = ⨋η,γ αηγ ∣η γ⟩in
and apply the commutator operator ΓS−SΓ to it. The first term
is ΓS∣Φin⟩ = ⨋η,γ αηγΓ (S∣η γ⟩in) = ⨋η,γ αηγγ (S∣η γ⟩in), where the
last equality follows from assuming Eq. (8); note that S∣η γ⟩in
is outgoing. The second term is −SΓ∣Φin⟩ = −S ⨋η,γ γαηγ ∣η γ⟩in =− ⨋η,γ γαηγ (S∣η γ⟩in). The sum of the two terms is zero, which
means that Eq. (7) is met.
4there is neither absorption nor gain in the light-matter
interaction 5.
We conclude that objects that have the symmetry gen-
erated by Γ can only exchange Γ with the field if the inter-
action is not unitary. These considerations suggest the
possibility of writing ⟨∆Γ⟩ as the sum of two contribu-
tions: One that is zero if the object has the symmetry
generated by Γ, and another one that is zero if the inter-
action is unitary. We now perform such split, for which
we first define an operator related to the (non-)unitary
character of S.
When the interaction is not unitary, the norms of the
incoming and outgoing fields need not be equal. We
can define an operator A which determines such norm
changes:
⟨Φin∣Φin⟩ − ⟨Φout∣Φout⟩ Eq. (1)= ⟨Φin∣I − S†S∣Φin⟩=⟨Φin∣A∣Φin⟩, (9)
where the last equality is the definition:
A = I − S†S. (10)
From now on, we will assume that there is no gain in the
interaction, so that A represents the absorption of the
field by the object during the interaction.
Together, the operators S and A allow for a straight-
forward interpretation of their role in light-matter inter-
actions. This is achieved by the relationship between
the singular value decompositions of the S and A oper-
ators established in App. A. A salient fact is that the
right(left) singular vectors of S form a basis for the in-
coming(outgoing) fields. Then, the energy of a general
incoming field contained in each right singular vector is
split by the object into two parts: One is absorbed by the
object, the other goes to the outgoing field, but only into
a single outgoing mode: The corresponding left singu-
lar vector. The ratio between re-radiated and absorbed
energy is (dl)2/(1 − d2l ), where dl is the corresponding
singular value, which is always a real non-negative num-
ber. Note that no gain implies dl ≤ 1, and neither gain
nor loss implies dl = 1. Along these lines, we can also
interpret (1 − d2l )/(dl)2 as the proportion of energy that
changes its character from propagating to localized.
To advance towards the split, we perform two ma-
nipulations of Eq. (3). In the first one, we substitute
5 In this case, S is unitary, which implies that it is invertible, and
that S−1 = S†. Then, if Eq. (4) is met, we can left multiply it
by S to get Eq. (7). Similarly, left multiplying Eq. (7) by S†
results in Eq. (4).
ΓS = SΓ − [S,Γ]:
⟨∆Γ⟩ =⟨Φin∣Γ − S† ΓS ∣Φin⟩= ⟨Φin∣Γ − S† (SΓ − [S,Γ]) ∣Φin⟩= ⟨Φin∣Γ − S†SΓ + S† [S,Γ] ∣Φin⟩= ⟨Φin∣ (I − S†S)Γ∣Φin⟩ + ⟨Φin∣S† [S,Γ] ∣Φin⟩= ⟨Φin∣AΓ∣Φin⟩ + ⟨Φin∣S† [S,Γ] ∣Φin⟩.
(11)
In the second one we substitute S†Γ = ΓS† + [S†,Γ] =
ΓS† − [S,Γ]†, where the last equality holds because Γ =
Γ†:
⟨∆Γ⟩ =⟨Φin∣Γ − S†Γ S∣Φin⟩= ⟨Φin∣Γ − (ΓS† − [S,Γ]†) S∣Φin⟩= ⟨Φin∣Γ − ΓS†S + [S,Γ]†S∣Φin⟩= ⟨Φin∣Γ (I − S†S) ∣Φin⟩ + ⟨Φin∣[S,Γ]†S∣Φin⟩= ⟨Φin∣ΓA∣Φin⟩ + ⟨Φin∣[S,Γ]†S∣Φin⟩.
(12)
We now add the last lines of Eqs. (11) and (12) and
divide by 2:
⟨∆Γ⟩ = ⟨Φin∣AΓ + ΓA
2
∣Φin⟩ + ⟨Φin∣S†[S,Γ] + [S,Γ]†S
2
∣Φin⟩= ⟨∆Γ⟩absorption + ⟨∆Γ⟩asymmetry.
(13)
The total ⟨∆Γ⟩ splits into two additive parts, one fea-
turing A and the other one featuring the commutator[S,Γ]. Both parts are the integrated value of a Hermitian
operator, which renders them real valued and separately
measurable. Additionally, when ∣Φin⟩ is an eigenstate of
Γ, the two parts are independent of each other in the
following sense. For a fixed ∣Φin⟩, changing the absorp-
tion without changing the commutator ([S,Γ]) affects⟨∆Γ⟩absorption but not ⟨∆Γ⟩asymmetry. Similarly, chang-
ing the commutator without changing the absorption af-
fects ⟨∆Γ⟩asymmetry but not ⟨∆Γ⟩absorption.
A. Relationship with Noether’s theorem
We can connect Eq. (13) with Noether’s theorem
about symmetries and conserved quantities [16]. We first
need to particularize Eq. (13) to the case of zero absorp-
tion (A = 0) because Noether’s theorem does not apply
to dissipative systems. In this case, ⟨∆Γ⟩absorption = 0,
and Eq. (13) reduces to ⟨∆Γ⟩ = ⟨Φin∣S†[S,Γ]+[S,Γ]†S2 ∣Φin⟩,
which contains Noether’s theorem in the following sense:
The existence of a symmetry of the system ([S,Γ] = 0)
implies the existence of a conserved quantity (⟨∆Γ⟩ = 0).
Notably, Eq. (13) applies to dissipative systems as well.
5When A ≠ 0, the term ⟨Φin∣AΓ+ΓA2 ∣Φin⟩ is the extra com-
ponent in ⟨∆Γ⟩ due to absorption, which is not covered
by Noether’s theorem.
We now aim to use the expressions obtained so far
for analyzing and engineering the transfer of properties
between light and matter. To such end, it is convenient to
introduce basis sets for the incoming and outgoing fields.
IV. A UNIVERSAL FORMULA, TRANSFER
RATES, ENGINEERING BOUNDS, AND
DIFFERENTIAL TRANSFER
We now choose orthonormal bases sets where the eigen-
value of Γ is one of the four defining numbers of the basis
vectors6. We denote by ∣η γ⟩in(out) the basis vectors,
where η is a collective index containing the other three
numbers. The incoming and outgoing states can be de-
composed into such bases
∣Φin⟩ = ⨋
η,γ
αηγ ∣η γ⟩in, ∣Φout⟩ = ⨋
η,γ
βηγ ∣η γ⟩out, (14)
where αηγ and β
η
γ are complex numbers, and ⨋η,γ indi-
cates that there can be summations over discrete indexes
like the eigenvalues of angular momentum, or integrals
over continuous variables like the eigenvalues of linear
momentum or of Sˆ.
In this basis, the incoming and outgoing fields are rep-
resented by column vectors containing their coordinates
α ≡ ⎡⎢⎢⎢⎢⎣
⋮
αηγ⋮
⎤⎥⎥⎥⎥⎦ , β ≡
⎡⎢⎢⎢⎢⎣
⋮
βηγ⋮
⎤⎥⎥⎥⎥⎦ , (15)
and the operators S and Γ are represented by matrices
whose elements are
S (ηγ, η¯γ¯) = out⟨γ¯ η¯∣S∣η γ⟩in,
Γ (ηγ, η¯γ¯) = in(out)⟨γ¯ η¯∣Γ∣η γ⟩in(out). (16)
for all (η, γ, η¯, γ¯). The column vectors and the matrices
have infinite dimension. Since Γ∣η γ⟩in(out) = γ∣η γ⟩in(out),
the matrix Γ is diagonal in the chosen basis:
Γ (ηγ, η¯γ¯) = γδγγ¯ . (17)
6 Each vector of an orthonormal basis of incoming(outgoing) trans-
verse Maxwell fields has four numbers that identify it. These four
numbers are the eigenvalues of four commuting operators. For
example, multipolar fields of well-defined parity are eigenvectors
of the angular momentum squared, the angular momentum along
one axis, the energy (frequency), and the parity operator. Plane-
waves can be chosen as eigenstates of the three components of
linear momentum, which fixes the frequency, and a polarization
descriptor, for example, the helicity operator. The superscripts
in ∣η γ⟩in(out) denote the incoming(outgoing) character of the
fields; they do not imply the relationships ∣η γ⟩out = S∣η γ⟩in.
One benefit that we obtain from this choice of basis is
a formula for ⟨∆Γ⟩ whose form is the same for any Γ.
Using Eqs. (14) to (17), we can write the following
expressions for Eqs. (2) and (3)
⟨∆Γ⟩ = α†Γα − β†Γβ (18)= α† (Γ − S†ΓS)α (19)
= ⨋
η,γ
γ (∣αηγ ∣2 − ∣βηγ ∣2) . (20)
Throughout the article, the appropriate differentials
from ⨋η,γ are implicitly taken into account in the opera-
tions with vectors and matrices.
The form of Eqs. (19) and (20) is universal in the fol-
lowing sense. The total transfer of a property Γ during
light-matter interactions can always be written in this
form: One only needs to choose an orthonormal basis
where the eigenvalue of Γ is one of the four defining num-
bers. For example, when we particularize Eq. (20) to the
z component of the torque on a sphere (Γ = Jz), and use
the basis of multipolar fields of well-defined parity, we re-
cover the remarkably simple formulas that were obtained
in [39, 40] by different means7.
A. Transfer rates
Given an incoming field α, we can use Eqs. (19) or (20)
to compute the transfer of Γ between light and matter.
We now obtain the expression for the transfer rate of Γ
per Watt of electromagnetic power in the incoming field.
We start by computing the integrated energy of the
incoming field, which, in its abstract form reads:
Ein = ⟨Φin∣H ∣Φin⟩, (21)
where H is the energy operator, which can be represented
by ih̵∂t, where h̵ is Planck’s constant divided by 2pi.
Let us now chose a basis where frequency is well-
defined. The energy in Joules of a given incoming field α
can be then computed as
Ein = α†Hα, (22)
where H is a diagonal matrix whose elements are h̵ωl,
and ωl are the definite frequencies of the vectors of the
basis. For example, if we consider a monochromatic field,
then ωl = ω for all l and the result of Eq. (22) is h̵ωα†α.
7 Since Γ = Jz , one can use the multipolar basis of well-defined Jz .
The starting point is Eq. (B6), which is the T matrix version of
Eq. (20) (see App. B for more details). One then uses the fact
that the T matrix of a sphere is diagonal in this basis, and its
elements are the Mie coefficients. Then, the simple relationship
between the coefficients of the incident and scattered fields can
be used to recover the formula for the z component of the torque
[39, 40].
6The expression
α† (Γ − S†ΓS)α
α†Hα
(23)
is hence the transfer of Γ between the field and the matter
per Joule of energy of the incoming field. If the source
of the incoming field α has W Joules/second (Watts) of
power, the rate of transfer of Γ (dΓ/dt) would be W times
the quantity in Eq. (23). For W = 1 we have hence that
dΓ
dt
= α† (Γ − S†ΓS)α
α†Hα
(24)
is the transfer rate per incoming Watt of electromagnetic
power.
We can now use Eq. (13) to split the contributions
related to absorption and asymmetry:
dΓ
dt
=
absorption
α† (AΓ + ΓA)α
2α†Hα
+
asymmetry
α† (S†[S,Γ] + [S,Γ]†S)α
2α†Hα
.
(25)
B. Engineering bounds
Equations (24) and (25) are suitable for engineering
purposes. For example, let us say that, given an object
and a property, we seek the incoming field that maxi-
mizes the absolute transfer ⟨∆Γ⟩ per unit power of the
illumination. This can be written using Eq. (24) as:
max
α
dΓ
dt
= max
α
α† (Γ − S†ΓS)α
α†Hα
. (26)
Equation (26) is a well known optimization problem.
Under the conditions of our case8, the maximum is equal
to the largest generalized eigenvalue of (Γ − S†ΓS) and
H, and is achieved when the incoming field αmax is equal
to a generalized eigenvector corresponding to that eigen-
value (see e.g. [41]). Similarly, the incoming field result-
ing in the minimum transfer rate can be found, together
with such minimum rate.
More sophisticated optimization strategies are also
possible. For example, we may want to maximize the
transfer rate of Γ but avoid (excessive) absorption by the
system. Or we may want to maximize the transfer rate
of Γ1 without transferring (excessive) Γ2. These kinds of
constrained optimization problems can be written down
8 Since Γ is Hermitian, the matrix in the numerator of Eq. (26)
is Hermitian. The matrix H is Hermitian and positive definite
since the frequencies are always positive: ωl > 0 for all l.
using the formalism presented in this paper. The de-
sign of optimal tractor beams [42, 43] can also be con-
veniently achieved using the plane-wave basis. First, we
restrict the elements of the vector α to be non-zero only
if they correspond to plane-waves with positive momen-
tum projection along a given axis. Then, the non-zero
weights are optimized for the maximum negative force
along that axis.
C. Differential transfer
A particular application of light-matter interaction
that is attracting research attention is chiral sorting [10–
14]. Consider a mixture containing chiral objects and
their mirror symmetric versions, like for example a so-
lution of the two enantiomers of a chiral molecule. The
objective is to physically separate the two groups using
electromagnetic beams. In this section, we address this
problem using the theoretical framework outlined so far.
We assume that the direct interaction between the in-
coming beam and each chiral object is much stronger
than the mutual interaction between objects, and do not
account for the latter. Chiral sorting can be seen as dif-
ferential transfer rates of linear momentum onto the two
versions of the object. We perform the following analysis
for a generic property Γ since other forms of differen-
tial interaction can be considered, for example inducing
different torques [8, Sec. V].
Let us consider a chiral object and its enantiomer.
Their scattering operators S and SΠ can be related by
a transformation through the parity operator Π: SΠ =
ΠSΠ−1. The differential transfer rate of a property Γ
given an incoming field α can be obtained using Eq. (19):
⟨∆Γ(S)⟩ − ⟨∆Γ(SΠ)⟩ = α† (S†ΠΓSΠ − S†ΓS)α. (27)
The most efficient illumination for differential transfer of
Γ is hence (Sec. IV B):
max
α
α† (S†ΠΓSΠ − S†ΓS)α
α†Hα
. (28)
In situations like a solution of chiral molecules, the chi-
ral objects are both anisotropic and freely rotating. This
random orientation must be taken into account. Assum-
ing that their rotation rates are slow enough so that the
steady state conditions in Sec. II A apply, the right hand
side of Eq. (27) changes into
α† [(R2SΠR−12 )† Γ (R2SΠR−12 ) − (R1SR−11 )† Γ (R1SR−11 )]α,
(29)
where R1 and R2 are random rotations. The differential
transfer in Eq. (29) is now a random variable: For fixed
α, its value depends on R1 and R2. We may compute its
7average assuming that all the orientations are equiprob-
able9:
α† [∫ dR (RSΠR−1)† Γ (RSΠR−1) − (RSR−1)† Γ (RSR−1)]α,
(30)
where each rotation R is characterized by
its three Euler angles [φ, θ,ψ], and ∫ dR =
1
8Π2 ∫ Π0 dθ sin θ ∫ 2pi0 dφ ∫ 2pi0 dψ.
The integral in Eq. (30) defines a Hermitian matrix
M . Therefore, the solution of the optimization problem
max
α
α†Mα
α†Hα
(31)
produces both the most efficient incoming beam for the
rotationally averaged differential transfer of Γ between
the two enantiomeric versions of the object, and the ac-
tual value of such upper bound.
V. PRACTICAL IMPLEMENTATION
In this section we develop the formalism further into
a computer friendly formulation. We address the ques-
tions of how to practically obtain the S matrix of a given
object, and how to deal with its theoretically infinite di-
mension. Both questions are resolved by the T-matrix.
There exists a convenient practical way of obtaining
the scattering matrix S for the implementation of the
proposed methodology. The scattering matrix S can be
numerically obtained as:
S = I + 2T , (32)
where I is the identity matrix and T is the T-matrix,
a.k.a transfer matrix. There is abundant literature on
the T-matrix. Reference 45 is a comprehensive collection
of T-matrix references classified by themes.
There are also publicly available computer codes for
computing the T-matrix for different kinds of objects
[31, 46]. These numerical tools produce finite T-matrices
in the multipolar basis of well-defined parity. The dimen-
sions of the matrix are set by the selection of a maximum
multipolar order, which must be large enough so that the
interaction of the object with the multipolar fields corre-
sponding to the discarded higher orders can be neglected
according to some criteria.
9 Using obvious definitions to write Eq. (29) as α† (M2 −M1)α,
its statistical average is ∫ dR1 ∫ dR2Cα† (M2 −M1)α, where C
is a constant that denotes that all orientations are equiproba-
ble. The value of C = 1 can be deduced from the fact that∫ dR1 ∫ dR2C must be one, and that ∫ dR = 1 (see e.g. [44, Eq.
8.2-11]). Eq. (30) is then readily reached using that M1(M2) is
independent of R2(R1), and α independent of both rotations.
Notwithstanding the simple numerical relationship in
Eq. (32), there is an important difference between the
physical meaning of the two matrices. The S matrix
maps incoming fields α to outgoing fields β: β = Sα.
The T matrix maps incident fields µ to scattered fields
ρ: ρ = Tµ. We depict the two different settings in Figs. 2
and 3, respectively. While the scattered field ρ is only
outgoing, the incident field µ contains both incoming
and outgoing parts. This is a physically relevant differ-
ence. For example, while measuring the complete scat-
tered field requires interferometric techniques to cancel
the outgoing part of the incident field from the total out-
going field [47], the measurement of incoming and/or out-
going fields does not.
FIG. 2. After choosing basis sets for the incoming and outgo-
ing fields of Fig. 1, the vector of coordinates of the incoming
field α, and that of the outgoing field β are related by the
matrix representation of the scattering operator: β = Sα. In
this setting, the S matrix connects purely incoming fields to
purely outgoing fields.
The S matrix setting is the one which is directly usable
for our purpose of subtracting the incoming and outgoing
fluxes of some property in order to compute its transfer
from the field to the object. Nevertheless, Eq. (32) allows
to benefit from existing T-matrix codes. Appendix B
contains the numerical relationships between the objects
of the two settings, as well as the expressions of ⟨∆Γ⟩
in the T-matrix setting. We now illustrate the proposed
methodology with two examples.
VI. EXAMPLES
For the first example, we choose a rather complex sys-
tem in order to showcase the practical capabilities of the
approach. In particular, that our methodology is exact,
and can be used for any object, including those whose
sizes place them outside the ranges where the dipolar
approximation or the ray optics approximation are suit-
able. The object that we choose is chiral and, effectively,
spherically symmetric. This kind of objects are often
considered in the literature [12, 14, 48–50].
For the second example, we choose an electromagneti-
cally small uniaxial chiral object, with which we illustrate
the chiral sorting theory of Sec. IV C.
8FIG. 3. In the T-matrix setting, the matrix T relates incident
fields represented by the coordinate vector µ to scattered fields
represented by ρ: ρ = Tµ. In this setting, the incident fields
have a mixed incoming and outgoing character, and the scat-
tered field is equal to the total outgoing field (β in Fig. 2)
minus the outgoing part of the incident field (equal to µ/2).
As explained in the text, the two settings in Figs. 2 and
3 have a tight numerical relationship, but exhibit important
differences in their physical interpretation.
∣ω j m λ⟩in(out) ∣ω θ φ λ⟩in(out)
H Λ Jz Pz Sˆz = ΛPz/∣P∣
h̵ωl h̵λl h̵ml h̵
ω
c
cos θl h̵ cos θl
TABLE I. Expression of the matrix representation of differ-
ent operators: Energy H, helicity Λ, and the third compo-
nents of angular momentum Jz, linear momentum Pz, and
“spin angular momentum” Sˆz. The matrices are diagonal
in appropriate bases. For H, Λ and Jz we choose the ba-
sis of multipoles of well-defined helicity ∣ω j m λ⟩. For
Pz and Sˆz, the basis of plane-waves of well-defined helic-
ity ∣ω θ φ λ⟩, where the momentum of the plane-wave is
p = ω
c
[sin θ cosφ, sin θ sinφ, cos θ]. The last row of the table
shows the diagonal elements of the matrices representing each
operator in their corresponding bases. The matrices are the
same for both incoming and outgoing versions of the bases.
See App. C for more details.
A. Example 1
We consider a material system composed of a CdSe
sphere decorated with twenty helical objects in an icosa-
hedral arrangement [see Fig. 4(a)]. The composite object
is surrounded by vacuum. This is an example of a chiral
object which is practically symmetric under rotations.
Spherically symmetric chiral objects are often theoret-
ically and experimentally studied [12, 14, 48–50]. We
highlight that the method by which we obtain the elec-
tromagnetic response of our object is free of approxima-
tions like the dipole approximation, ray optics, or chiral
constitutive material parameters χ ≠ 0.
While the expressions obtained in the previous sec-
tions allow for wide-band poly-chromatic illuminations,
we fix here the operating frequency in order to simplify
the example. We will take the monochromatic field as an
approximation for a narrowband beam, and describe the
object by the S matrix at the central frequency. This
assumes that the response of the object does not sub-
stantially change within the bandwidth of the beam. We
have chosen the frequency so that this is met.
From another point of view, the case of a wide-band
poly-chromatic illumination on a time-invariant system10
can be treated by an integral over many monochromatic
illuminations with a frequency dependent S. The calcu-
lations for each frequency would then be similar to those
presented in this section.
We will also assume a time invariant S. This can be
seen as one of the individual steps in the step wise steady
state procedure discussed in Sec. II A.
We will first analyze the transfer rate of several quan-
tities between the material system and a single plane-
wave as a function of the radius of the CdSe sphere. The
separation between absorption and asymmetry mediated
transfers will be considered. Then, we will compare the
force and helicity transfer rate per incoming Watt exerted
by the single plane-wave to their corresponding upper
bounds.
The calculations are based on Eqs. (24) and (25). Ap-
pendix C contains the detailed explanation of how to
obtain all the quantities that appear in these equations,
plus a few extra practical implementation notes including
indications on how to compute transfer rates of compo-
nents of P, J, and Sˆ, in arbitrary directions.
Figure (4) shows the transfer rates per incoming Watt
of several quantities as a function of the radius of the
CdSe sphere. The quantities are: Energy H [Fig. 4(b)],
helicity Λ [Fig. 4(c)], and the third components11 of an-
gular momentum Jz [Fig. 4(d)] (torque), linear momen-
tum Pz [Fig. 4(e)] (force), and “spin angular momentum”
Sˆz [Fig. 4(f)] ([37]). All quantities are expressed in SI
units. Table I contains the matrix representation of the
operators. We have used Eq. (25) to separately show the
contributions due to absorption and asymmetry.Figure 4(b) also contains the scattering cross-section
that the object presents to the illumination. We see in
Fig. 4(b) that all the energy transfer is due to absorption.
This must be the case because the system is time invari-
ant: It has the time translation symmetry generated by
the energy operator. Similarly, the approximate spherical
symmetry of the system forces the torque Tz = dJz/dt in
Fig. 4(d) to be mostly due to absorption as well, hence
the coincidence in shape between dH/dt and Tz [Figs.
4(b) and (d)]. On the other hand, Fig. 4(c) shows that
helicity is mostly transferred due to the broken duality
10 Time invariance ensures that the interaction does not couple dif-
ferent frequencies.
11 The transfer of the other Cartesian components is comparatively
small in our example.
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FIG. 4. The object in panel (a) is illuminated by a single monochromatic plane-wave (not shown). The material system is
composed of a CdSe sphere decorated with twenty helical objects in an icosahedral arrangement. The plane-wave is of helicity+1 (i.e. left handed polarized), vacuum wavelength equal to 222.8 µm, and momentum aligned with the positive z direction.
Panels (b) to (f) show the transfer rates of different properties between the field and the object as a function of the CdSe sphere
radius: Energy (b), helicity (c), z-component of the angular momentum (torque) (d), z-component of the linear momentum
(force) (e), and z-component of the transverse “spin angular momentum” (f). All quantities are expressed in SI units. The
plots contain the total transfer rates (red lines), the transfer rates due to absorption (green crosses), and the transfer rates
due to asymmetry (blue stars). Panel (b) additionally contains the scattering cross-section that the object presents to the
illumination (magenta squares).
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symmetry of the object ([51], [25, Sec. 2.7]), and ab-
sorption plays a lesser role. Figures 4(e) and (f) reveal
that both Fz = dPz/dt and dSˆz/dt are also mostly due
to asymmetry. The object breaks translational symme-
try along the z axis, and is susceptible to be pushed by
the plane-wave in this direction. The object is also far
from being symmetric under the transformations gener-
ated by Sˆz = ΛPz∣P∣ , which are helicity and frequency de-
pendent translations, as can be foreseen by the expres-
sion for Sˆ = ΛP/∣P∣, where Λ is the helicity operator and
P the momentum vector operator [37]. An example of
an object with the symmetry generated by Sˆz is an in-
finitely long (in z) dual symmetric object with constant
cross-section in the XY plane.
The positions of the common feature of helicity, mo-
mentum and Sˆz transfer in Figs. 4(c), (e), and (f), cor-
relate well with the maximum in the scattering cross-
section in Fig. 4(a).
Finally, Fig. 5 shows the force Fz and helicity transfer
dΛ/dt due to the plane-wave compared to the achievable
maxima for the optimal monochromatic illuminations for
each sphere radius. The maxima are obtained as indi-
cated in Sec. IV B: They are the largest positive eigen-
value of the generalized eigenvalue decomposition of the
matrices Γ − S†ΓS and H. For the force Γ = Pz, and for
the helicity transfer Γ = Λ.
B. Example 2
This example is an application of the differential trans-
fer theory of Sec. IV C. We will compute the differential
force between the two enantiomeric versions of a chiral
object: The silver helix in the inset of Fig. 6. In the con-
sidered frequency range, the helix is practically a dipolar
object: Its dipolar response is at least 500 times larger
than all the other higher orders added together. We have
studied this object in [52, Fig. 5]. The elements of its
polarizability tensor can be seen in [15, Fig. 3]. The
T-matrix of the helix was obtained by rigorous full-wave
simulations [53].
For each frequency, we compute the rotationally aver-
aged differential force achieved in the z direction by two
monochromatic illuminations. One is the optimal beam
as defined by Eq. (30). The other is composed by the
sum of two counter-propagating plane-waves of opposite
helicity aligned with the z axis [50]. Figure 6 shows the
performance of the two beams. In both cases, the force
has its maximum at the same frequency. This is related
with the facts that the helix approaches the upper bound
of electromagnetic chirality around that frequency (see
[52, Fig. 5]), and that objects that achieve such upper
bound are transparent to one of the helicities of the field.
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FIG. 5. The green dashed lines show the force per incom-
ing Watt of power (a) and the helicity transfer (b) for the
plane-wave used in Fig. 4. The red solid lines show the upper
bounds of the same quantities set by the optimal monochro-
matic illuminations of the same frequency for each value of
the sphere radius.
VII. CONCLUDING REMARKS
We have presented a unified theory to treat conser-
vation laws in light-matter interactions. It can be used
to describe and engineer the transfer of any measurable
property from the electromagnetic field to any object.
The theory allows to explicitly characterize and sepa-
rately compute the transfer due to asymmetry of the
object and the transfer due to field absorption by the
object. The two components are separately measurable.
Among other general engineering possibilities, the frame-
work also allows to compute the upper bound of the
transfer rate of any given property to any given object,
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FIG. 6. Difference between the rotationally averaged force
exerted onto two chiral objects by two beams: The optimal
monochromatic beam for each frequency (δFz
bound), and a
beam composed by the sum of two monochromatic counter-
propagating plane-waves of opposite helicity aligned with the
z axis (δFCPPWz ). The chiral objects are the two enantiomeric
versions of the silver helix shown in the inset. The dimensions
of the helix are: Major radius a = 6.48 µm, height b = 8.52
µm, and wire radius c = 0.8 µm.
together with the corresponding most efficient illumina-
tion which achieves the bound. The approach is inher-
ently suited for computer implementation.
These features make us believe that the approach will
be useful in the expanding field of optical manipulation,
in particular in chiral light-matter interactions where
conservation laws like the one for helicity are envisioned
to play an important role.
ACKNOWLEDGMENTS
I.F-C wishes to warmly thank Ms. Magda Felo for her
help with the figures. We also thank Dr. Martin Fruhnert
for providing us with the T-matrix of the silver helix.
[1] M. Nieto-Vesperinas, Phys. Rev. A 92, 023813 (2015).
[2] G. Nienhuis, Phys. Rev. A 93, 023840 (2016).
[3] L. V. Poulikakos, P. Gutsche, K. M. McPeak, S. Burger,
J. Niegemann, C. Hafner, and D. J. Norris, ACS Pho-
tonics 3, 1619 (2016).
[4] X. Zambrana-Puyalto and N. Bonod, Nanoscale. 8, 10441
(2016).
[5] D. Andrews, L. Romero, and M. Babiker, Opt. Commun.
237, 133 (2004).
[6] S. Albaladejo, M. I. Marque´s, M. Laroche, and J. J.
Sa´enz, Phys. Rev. Lett. 102, 113602 (2009).
[7] I. Iglesias and J. J. Sa´enz, Opt. Commun. 284, 2430
(2011).
[8] M. Nieto-Vesperinas, Phys. Rev. A 92, 043843 (2015).
[9] D. Hakobyan and E. Brasselet, Nat. Photonics 8, 610
(2014).
[10] G. Tkachenko and E. Brasselet, Nat. Commun. 5, 4491
(2014).
[11] R. P. Cameron, S. M. Barnett, and A. M. Yao, New J.
Phys. 16, 013020 (2014).
[12] G. Tkachenko and E. Brasselet, Nat. Commun. 5, 3577
(2014).
[13] A. Canaguier-Durand, J. A. Hutchison, C. Genet, and
T. W. Ebbesen, New J. Phys. 15, 123037 (2013).
[14] A. Hayat, J. P. B. Mueller, and F. Capasso, Proceedings
of the National Academy of Sciences 112, 13190 (2015).
[15] A. Rahimzadegan, M. Fruhnert, R. Alaee, I. Fernandez-
Corbaton, and C. Rockstuhl, Phys. Rev. B 94, 125123
(2016).
[16] E. Noether, Nachr. v. d. Ges. d. Wiss. zu Go¨ttingen 1918,
235 (1918).
[17] B. L. Van Der Waerden, Sources of quantum mechanics
(Courier Corporation, 2007).
[18] I. B. Birula and Z. B. Birula, Quantum Electrodynam-
ics by Iwo Biaynicki-Birula and Zofia Biaynicki-Birula
(Elsevier Science & Technology, 1975).
[19] V. B. Berestetskii, L. P. Pitaevskii, and E. M. Lifshitz,
Quantum Electrodynamics, Second Edition: Volume 4 ,
2nd ed. (Butterworth-Heinemann, Oxford, 1982).
[20] S. Weinberg, The Quantum Theory of Fields (Volume 1),
1st ed. (Cambridge University Press, 1995).
[21] G. Scharf, Finite quantum electrodynamics: the causal
approach (Courier Corporation, 2014).
[22] L. Mandel and E. Wolf, Optical Coherence and Quantum
Optics (Cambridge University Press, 1995).
[23] M. Born and E. Wolf, Principles of Optics (7th Ed)
(Cambridge University Press, 1999).
[24] I. Bialynicki-Birula, Prog. Optics, 36, 245 (1996).
[25] I. Fernandez-Corbaton, Helicity and duality symmetry in
light matter interactions: Theory and applications, Ph.D.
thesis, Macquarie University (2014), arXiv: 1407.4432.
[26] I. Fernandez-Corbaton, X. Zambrana-Puyalto, and
G. Molina-Terriza, Phys. Rev. A 86, 042103 (2012).
[27] P. D. Drummond, Phys. Rev. A 60, R3331 (1999).
[28] P. D. Drummond, J. Phys. B: At., Mol. Opt. Phys. 39,
S573 (2006).
[29] R. P. Cameron, S. M. Barnett, and A. M. Yao, New J.
Phys. 14, 053050 (2012).
[30] K. Y. Bliokh, A. Y. Bekshaev, and F. Nori, New J. Phys.
15, 033026 (2013).
[31] T. A. Nieminen, V. L. Y. Loke, A. B. Stilgoe, G. Knner,
A. M. Braczyk, N. R. Heckenberg, and H. Rubinsztein-
12
Dunlop, J. Opt. A: Pure Appl. Opt. 9, S196 (2007).
[32] T. A. Nieminen, N. du Preez-Wilkinson, A. B. Stilgoe,
V. L. Loke, A. A. Bui, and H. Rubinsztein-Dunlop, J.
Quant. Spectrosc. Radiat. Transfer 146, 59 (2014).
[33] E. P. Wigner, Phys. Rev. 98, 145 (1955).
[34] F. T. Smith, Phys. Rev. 118, 349 (1960).
[35] R. Pazourek, S. Nagele, and J. Burgdo¨rfer, Rev. Mod.
Phys. 87, 765 (2015).
[36] R. Bourgain, J. Pellegrino, S. Jennewein, Y. R. P. Sortais,
and A. Browaeys, Opt. Lett. 38, 1963 (2013).
[37] I. Fernandez-Corbaton, X. Zambrana-Puyalto, and
G. Molina-Terriza, J. Opt. Soc. Am. B 31, 2136 (2014).
[38] E. Elbaz, Quantum: The Quantum Theory of Parti-
cles, Fields and Cosmology (Springer Berlin Heidelberg,
Berlin, Heidelberg, 1998).
[39] J. Barton, D. Alexander, and S. Schaub, J. Appl. Phys.
66, 4594 (1989).
[40] Ø. Farsund and B. Felderhof, Physica A: Statistical Me-
chanics and its Applications 227, 108 (1996).
[41] D. Cheng and F. Tseng, IEEE Trans. Antennas Propagat.
13, 973 (1965).
[42] J. Chen, J. Ng, Z. Lin, and C. T. Chan, Nat. Photonics
5, 531 (2011).
[43] A. Dogariu, S. Sukhov, and J. Sa´enz, Nat. Photonics 7,
24 (2013).
[44] W.-K. Tung, Group Theory in Physics (World Scientific,
1985).
[45] M. I. Mishchenko, N. T. Zakharova, N. G. Khlebtsov,
G. Videen, and T. Wriedt, J. Quant. Spectrosc. Radiat.
Transfer 178, 276 (2016).
[46] M. I. Mishchenko, Appl. Opt. 39, 1026 (2000).
[47] M. Husnik, S. Linden, R. Diehl, J. Niegemann, K. Busch,
and M. Wegener, Phys. Rev. Lett. 109, 233902 (2012).
[48] M. P. Moloney, Y. K. Gun’ko, and J. M. Kelly, Chem.
Commun. 38, 3900 (2007).
[49] A. Canaguier-Durand and C. Genet, J. Opt. 18, 015007
(2015).
[50] D. E. Fernandes and M. G. Silveirinha, Phys. Rev. Appl.
6, 014016 (2016).
[51] I. Fernandez-Corbaton, X. Zambrana-Puyalto, N. Tis-
chler, X. Vidal, M. L. Juan, and G. Molina-Terriza,
Phys. Rev. Lett. 111, 060401 (2013).
[52] I. Fernandez-Corbaton, M. Fruhnert, and C. Rockstuhl,
Phys. Rev. X 6, 031013 (2016).
[53] M. Fruhnert, I. Fernandez-Corbaton, V. Yannopapas,
and C. Rockstuhl, Beilstein Journal of Nanotechnology
8, 614 (2017).
[54] I. Gohberg and M. Krein, Introduction to the theory of
linear nonselfadjoint operators, Translations of Mathe-
matical Monographs (AMS, Providence RI USA, 1969).
[55] S. Weinberg, Lectures on quantum mechanics (Cam-
bridge University Press, 2015).
[56] R. Alaee, C. Menzel, C. Rockstuhl, and F. Lederer, Opt.
Express 20, 18370 (2012).
[57] V. Grigoriev, N. Bonod, J. Wenger, and B. Stout, ACS
Photonics 2, 263 (2015).
[58] M. P. Lisitsa, L. F. Gudymenko, V. N. Malinko, and
S. F. Terekhova, physica status solidi (b) 31, 389 (1969).
[59] I. Fernandez-Corbaton, X. Zambrana-Puyalto, N. Bonod,
and C. Rockstuhl, Phys. Rev. A 94, 053822 (2016).
Appendix A: Singular value decomposition of the S
and A operators
The singular value decomposition of any complex ma-
trix X always exists, meaning that X can always be writ-
ten as:
X =WDV †, (A1)
where W and V are unitary matrices and D is a diagonal
matrix containing real numbers dl ≥ 0 and d1 ≥ d2 ≥
d3 . . ..
The singular value decomposition exists also for com-
pletely continuous operators [54, Chap. II, §2]. The
scattering operator S is completely continuous for inter-
actions with finite cross-sections [55, Chap. 8.6], which
renders A = I − S†S completely continuous as well.
As seen in Sec. IV, completely continuous linear oper-
ators can be represented by complex matrices of infinite
dimension. We adopt such notation here.
Let us now consider the singular value decomposition
of S:
S =WDV † =∑
l
dlwlvl
†. (A2)
We may say that the W and V basis are the “probe”
and “measurement” basis adapted to the object, in the
following sense: When the incoming field is vl, the out-
going field is all in a single mode dlwl. Furthermore, the
scattering coefficient w†lSvl = dl is guaranteed to be real
and positive. This means that a single experimental mea-
surement of its power ∣w†lSvl∣2 is enough to determine it.
For a general incoming field and measurement mode, the
scattering coefficient is complex, and the determination
of its phase is a non-trivial task.
Let us now analyze the relationship between the sin-
gular value decompositions of the scattering and absorp-
tion operator, S and A = I −S†S [Eq. (10)], respectively.
Given the decomposition of S in Eq. (A2), it is straight-
forward to show that
A =∑
l
(1 − d2l )vlvl†. (A3)
Equation (A3) is reached by first substituting the singu-
lar value decomposition of S (Eq. A2) into the definition
of A = I−S†S: We get A = I−V D†W †WDV †. The, since
W †W = I and I = V V †, we reach A = V (I −D2)V †,
which is a different way of writing Eq. (A3).
A salient fact is that the vl’s(wl’s) form a basis for
the incoming(outgoing) fields. Then, we can say that the
energy of a general incoming field contained in each right
singular vector vl is split by the object into two parts:
One is absorbed by the object, the other goes to the
outgoing field, but only into a single outgoing mode: The
corresponding left singular vector wl. The ratio between
re-radiated and absorbed power is (dl)2/(1 − d2l ). Here,
dl is the corresponding singular value. Note that no gain
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implies dl ≤ 1, and neither gain nor loss implies dl = 1.
Along these lines, we can also interpret (1 − d2l )/(dl)2
as the fraction of energy that changes its character from
propagating to localized.
This analysis helps making physical considerations.
For example, regarding the design of perfect absorbers
[56, 57]: The object can act as a perfect absorber for
some incoming field if and only if there exist singular
values equal to zero. In such case, the most general field
that is completely absorbed by the object is a linear com-
bination of the vl’s with zero singular value.
Appendix B: Relations between the S and T settings
The tight numerical relation between the two ap-
proaches depicted in Figs. 2 and 3 is established us-
ing multipolar fields as basis vectors, and equating the
incoming and outgoing parts in each approach. In the T-
matrix approach, the input vector is expanded in regular
multipoles, which contain the spherical Bessel functions
jl(⋅), and the output vector is expanded in outgoing mul-
tipoles, which contain the spherical Hankel functions of
the first kind h+l (⋅). In the S matrix, the input vector
is expanded in incoming multipoles, which contain the
spherical Hankel functions of the second kind h−l (⋅), and
the output vector is expanded in outgoing multipoles.
The relationships between incoming/outgoing and regu-
lar spherical functions is:
h+l (⋅) = jl(⋅) + inl(⋅),
h−l (⋅) = jl(⋅) − inl(⋅), (B1)
where nl(⋅) is the spherical Neumann function.
The numerical relationship between the two ap-
proaches is obtained by equating the incoming and out-
going parts. It follows from Eq. (B1) that jl(⋅) =[h+l (⋅) + h−l (⋅)] /2. Physically, this means that the input
vector µ in the T-matrix setting contains both incoming
and outgoing parts. Since the input vector α in the S
matrix only contains incoming parts, it follows that:
α = µ/2. (B2)
For the outgoing part, we equate the output vector β of
the S matrix case to the sum of the scattered vector ρ
and the outgoing part of the input vector of the T-matrix
case
β = ρ + µ/2. (B3)
We now reach the key relationship
β = Sα Eqs. (B2)-(B3)Ô⇒ ρ + µ/2 = Sµ/2
ρ=TµÔ⇒ Tµ + µ/2 = Sµ/2Ô⇒ (I + 2T )µ = Sµ.
(B4)
Since Eq. (B4) is met for any µ, it implies Eq. (32):
S = I + 2T .
To sum up, the numerical relationship between the
quantities in both settings is
S = I + 2T ,
ρ = Tµ, β = Sα,
α = µ/2, β = ρ + µ/2. (B5)
The expressions corresponding to Eqs. (20) and (19)
in the T-matrix language are reached using Eq. (B5):
⟨∆Γ⟩ =⨋
η,γ
γ (∣αηγ ∣2 − ∣αηγ + ρηγ ∣2) =
⨋
η,γ
γ (2R{αηγ∗ρηγ} − ∣ρηγ ∣2) =
⨋
η,γ
γ (R{µηγ∗ρηγ} − ∣ρηγ ∣2) .
(B6)
⟨∆Γ⟩ = − 1
2
µ† (ΓT + T †Γ + 2T †ΓT )µ
= −µ† (R{ΓT} + T †ΓT )µ, (B7)
where the last equality holds because Γ is a Hermitian
operator.
Appendix C: Practical implementation notes
1. The calculations for Figs. 4 and 5
The main ingredient in the calculations is the S ma-
trix of the composite object. The S matrix is obtained
using its T matrix and Eq. (32). The T-matrix of the
composite object can be obtained from the individual re-
sponse of the sphere and that of a single helix. The T
matrix of the sphere is obtained analytically from its Mie
coefficients. The permittivity of CdSe is taken from [58].
The T-matrix of an individual helix in Fig. 4(a) can be
seen as a scaled up model of that of a uniaxial chiral
molecule. It features a dominant electric polarizability,
whose amplitude is about 100 times larger than the cross-
polarizability terms, and 105 times larger than the mag-
netic polarizability. The total T matrix of the system is
obtained by rigorously solving the mutually coupled sys-
tem of the sphere and the twenty rotated and translated
helices [see Fig. 4 (a)]. The maximum multipolar order
that we consider is j = 4 both for the mutual interaction
between each element, and for the final T-matrix of the
system. The calculations show that the total contribu-
tions of the neglected higher orders with j > 4 can at most
represent a portion equal to 5e-5 of the total Frobenius
norm squared of the exact (infinite dimensional) version
of the T-matrix.
Another ingredient in the calculation is the expression
of the Γ matrix for the different properties that we ana-
lyze: Energy H, helicity Λ, and the third components of
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angular momentum Jz, linear momentum Pz, and “spin
angular momentum” Sˆz. When the basis is chosen so
that the eigenvalue of the quantity of interest is one of
its defining numbers, Γ is diagonal. For H, Λ and Jz we
have chosen the basis of multipoles of well-defined helic-
ity ∣ω j m λ⟩ ([44, Sec. 11.4.1],[19, §16]). For Pz and
Sˆz, we have used the basis of plane-waves of well-defined
helicity ∣ω θ φ λ⟩, where the momentum of the plane-
wave is p = ω
c
[sin θ cosφ, sin θ sinφ, cos θ]. The incom-
ing(outgoing) character of the multipolar basis is deter-
mined by the appearance of incoming(outgoing) spherical
Hankel functions in their expressions. For plane-waves,
we can isolate their incoming(outgoing) portions using
the expansion of a plane-wave into regular multipolar
fields. One only needs to decompose the spherical Bessel
functions that appear in the regular multipoles (see [44,
Eq. 8.7-15]) into their incoming (-) and outgoing (+)
Hankel constituents [see e.g. Eq. (B1)]:
jl(⋅) = h−l (⋅) + h+l (⋅)
2
. (C1)
Table I shows the diagonal elements of Γ for the prop-
erties that we will analyze in the example. Finally, the
last ingredient in the calculations is the representation
of the incoming illumination: A single monochromatic
plane-wave of helicity +1 (i.e. left handed polarized),
vacuum wavelength equal to 222.8 µm, and momentum
aligned with the positive z direction. Its expansion into
the ∣ω θ φ λ⟩in basis is just a single 1 in the appropriate
position. Its expansion into the ∣ω j m λ⟩in is identi-
cal to the expansion of a regular plane-wave into regular
multipoles [44, Eqs. 8.7-14].
2. Extra implementation notes
Most T-matrix codes use the “electric” and “magnetic”
multipoles of well-defined parity ∣ω j m τ⟩. The multi-
poles of well-defined helicity in Tab. VI are related to
the multipoles of well-defined parity as [44, Eq. 11.4-6]:√
2∣ω j m τ⟩in(out) = ∣ω j m +⟩in(out) + τ ∣ω j m −⟩in(out).
(C2)
where the parity of ∣ω j m τ⟩ is τ(−1)j [44, Eq. 11-4.7].
The value τ = 1 corresponds to the “electric” multipoles,
and τ = −1 to the “magnetic” multipoles ([44, Eq. 11.4-
25], [19, p. 18]).
For computing the transfer of the angular momentum
component in an arbitrary direction tˆ, the change of ba-
sis between multipoles of well-defined Jz and multipoles
of well-defined Jt can be obtained by the corresponding
rotation matrix (see the last part of [59, App. A] for the
case tˆ = yˆ). In that basis, the form of Γ = Jt is the same
as the form of Γ = Jz in Tab. I.
For computing the transfer of the linear momentum
component in an arbitrary direction tˆ the change of basis
between multipoles of well-defined Jz and plane-waves
with a well-defined Pt can be achieved in two steps. First,
going to a basis of well-defined Jt as indicated above, and
then changing from well-defined Jt to the plane-waves
with well-define Pt. This last transformation is identical
to that between multipolar fields of well-defined Jz and
helicity, and plane-waves of well defined helicity and Px,
Py, Pz. It can be implemented using [44, Eqs. 8.1-11,
9.4-8] as written in [59, Eqs. A6-A11]. Again, the form of
the Γ = Pt matrix in this basis is given by that of Γ = Pz
in Tab. I. The treatment of the component of Sˆ in an
arbitrary direction follows the same pattern.
