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Abstract 
This paper completes the series A. Bouchet, Muhimatroids 1, SIAM J. Disc. Math.; 
A. Bouchet, Multimatroid II. Minors and connectivity; A. Bouchet, Multimatroids III. 
Tightness, fundamental graphs and pivotings, devoted to the introduction of multi- 
matroids. Here we define a notion of linear representation that encompasses the isotro- 
pic systems and the linear representations of matroids and delta-matroids. We show that 
every Eulerian multimatroid is representable with a symplectic vector space over GF(2). 
Finally we adapt he construction to symplectic matroids. © 1998 Elsevier Science lnc. 
All rights reserved. 
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I. Introduction 
The chain-group representations of matroids have been introduced by Tutte 
[1]. These linear representations are equivalent, up to a duality operation, to 
the representations by matrices originally introduced by Whitney [2]. An ad- 
vantage of  a chain-group representation L is to be invariant when a matrix rep- 
resentation A is replaced by a matrix derived from A by row transformations. 
We shall extend Tutte's definition to the case of  a multimatroid. We already 
defined in [3] an isotropic system by means of  a Lagrangian subspace L of a 
symplectic vector space E over GF(2),  and we proved in [4] that every isotropic 
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system induces a 3-matroid. Here we let L be a totally isotropic subspace of a met- 
ric or symplectic vector space E considered with a generating set e satisfying some 
orthogonality conditions. Then we derive a multimatroid from the triple (E, e, L). 
In the case of a 2-matroid we retrieve some results of [5], which leads to the 
linear representations of delta-matroids by means of symmetric or antisymmet- 
ric matrices. In the case of a q-matroid, q ~> 3, we could also define a linear rep- 
resentation by means of a matrix defined up to a group of  transformations. 
However the transformations would become more intricate than for 2-mat- 
roids. The chain-group representations are the natural linear representations 
of mult imatroids in the general case. 
The outline of the paper is the following one. We recall in Section 2 the ax- 
iomatic definitions and the basic properties of the combinatorial  structures that 
we consider. We define the chain-group representations of mult imatroids in 
Section 3. We show that the Eulerian mult imatroids have a natural chain- 
group representation i terms of  cyclic splitters in Section 4. In the same time 
we show that every submatroid of  an Eulerian mult imatroid is cographic. In 
Section 5 we are interested in symplectic matroids, a combinatorial  structure 
generalizing the 2-matroids recently studied by Borovik et al. [6]. These authors 
have introduced a notion of linear representation by means of the row-space of 
a matrix that is a totally isotropic subspace of a symplectic vector space. We 
extend the definition of  a chain-group representation to symplectic matroids, 
which allows to use symplectic or metric vector spaces as we do with multi- 
matroids. To obtain these results we adapt an idea of Recski [7] to derive 
symplectic matroids from special matroid strong maps. 
2. Axiomatic definitions and basic properties 
I f  (2 is a partition of a set U, then a subtransversal (resp. transversal) of (2 is a 
subset A of U such that I A N "~l ~< 1 (resp. I A n ~o I = 1) holds for all e~ in (2. The 
set of subtransversals of (2 is denoted by ~'((2). 
2.1. MultimatroMs 
A multimatroid is a triple Q = (U, (2, r), with a partition Q of a finite set U 
and a rank./unction r: 5/'((2) ~ N, satisfying the following four axioms: 
Axiom 2.1. r(0) - 0. 
Axiom 2.2. r(A) <~ r(A +x)  ~<r(A) + 1 if A is a subtransversal of  Q, x is an 
element of U, and A is disjoint from the class of  s9 containing x. 
Axiom 2.3. r(A) + r(B) >~ r(A LOB) + r(A NB) irA, B and A UB are subtrans- 
versals of O. 
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Axiom 2.4. r(A +x) - r(A) + r(A +y) - r(A) ~> 1 irA is a subtransversal of  Q, 
x and y are distinct elements in the same class ¢o of ~2, and A A eJ = 0. 
If  each class of Q has cardinality equal to the positive integer q then Q is also 
called a q-matroid. I f  q = 1, then r is defined for every subset of U and Axioms 
2.1 2.3 amounts to say that r is a matroid rank function, whereas Axiom 2.4 is 
void. An independent set of a mult imatroid (U, ~, r) is a subtransversal I such 
that r(I) = II]. A base is a maximal independent set. The following property is 
an easy consequence of Axiom 2.4. 
Proposition 2.5 [4]. The bases o['a multimatroid ( U, EL r) are tranversals ~?/~2 (/ 
eL'ery class ~/" ~2 has at least two elements. 
2.2. Delta-matroids 
A deha-matroid is a pair (V, ,~), with a finite set V and a nonempty collec- 
tion ,~ of subsets of V, called theJ~,asible sets or bases, that satisfies the follow- 
ing axiom. 
Axiom 2.6. For  FI and F2 in ,~- and vl in FIAF2, there exists l~2 in FIAF2 such 
that FiA{vl, v2} belongs to J .  
Here FIAQ denotes the symmetric difference of F~ and F2, that is 
FIAF2 -- (F1 \F2) U (F2\FI). For a subset X of V, let 
.~AX = {FAX: F ~ ,~}. 
One easily verifies that .7 satisfies Axiom 2.6 if and only if ,TAX satisfies the 
same axiom. Hence (V, ,N) is a delta-matroid if and only if (V, ,YAX) is a del- 
ta-matroid. The transformation (V, ,~) ~ (V, ,YAX) is called a twisting. 
2.3. Svmplectic matroids 
Let ~< be a total ordering defined on a finite set U. We say that a k-element 
subset A -- {al > a2 > .. .  > ak} of  U is dominated by another k-element subset 
B = {bl > b2 > ...  > bk} of U, which we denote byA ~<B, if we haveai  ~<bi for 
1 ~ i << k. A dominating member of a nonempty collection .~k of k-element sub- 
sets of  U is a member B of ,Nk such that A ~< B, for every A in ,~k- If  ~ is a par- 
tition of U into pairs and x is an element of U, then we denote by 2 the element 
of U such that {x, 2} belongs to ~2. The total ordering ~< on U is admissible 
with respect to ~2 if x ~< y implies 27, ~< .~. 
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A symplectic matroid of rank k is a triple (U, f2, .~k) with a finite set U, a par- 
tition f2 of U into pairs, and a nonempty collection ~k of k-element subtrans- 
versals of f2, called the bases, such that ,~  has a dominating base for every 
admissible total ordering of U. A symplectic matroid (U, fL :~k) is said to be 
Lagrangian if its rank k is equal to PUll2. 
Remark. Throughout this paper (and our other papers on multimatroids) the 
notation ~ is equivalent to the notation x* used by Borovik et al. [6]. We use the 
notation M*, when M is a matroid, to denote the dual of M. 
2.4. Matroids 
The following characterization f the collection of bases of a matroid is im- 
plied by the work of Gelfand and Serganova [8]. 
Theorem 2.7. A nonempty collection .~k of k-element subsets of a set U is the 
collection of bases of a matroid if and only if Jot every total ordering of U, there 
is a dominating member of ~. .  
2.5. Relations between the preceding structures 
Theorem 2.8. Let (2 be a partition of a finite set U into pairs, let V be a 
transversal of f2, let ,~ be a collection of transversals of (2, and let 
~ = {B N V: B E ,~}. The following properties are equivalent." 
1. ~ is' the collection oJ" bases of a 2-matroid. 
2. ,~ is the collection of bases of a delta-matroid 
3. ~ is' the collection of bases of a Lagrangian symplectic matroid. 
The equivalence of 1 and 2 is proved in [4]. Wenzel has proved in [9] that the 
combinatorial structures (U, f2,.~) such that the property 2 is satisfied (origi- 
nally called symmetric matroids in [4]) are identical to the Lagrangian symplec- 
tic matroids, which establishes the equivalence of 1 and 3. 
Theorem 2.9 [10]. A collection .~ of subsets of a finite set V is' the collection of 
bases of a matroid if and only if (V, ,~) is a delta-matroid and the members oJ'JT 
are equicardinal. 
2.6. Chain-group representation of a matroid 
It will often be convenient to index the elements of a set e by the elements of 
another set U, that is e = {ex: x E U) and xHex is a bijection from U into e. 
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Then we set eA = {ex: x E A }, for ever subset A of U. If  e is a subset of a vector 
space E, then we denote by (eA) the subspace of E generated by eA. 
Let F be a field, let U be a finite set, let e : {e~: x E U} be the canonical 
base of the vector space F U, and let L be a subspace of F v. The work of Tutte 
[1] implies that the function A ~ IA I -  dim(L N (eA)), defined for A included in 
U, is the rank function of a matroid M. Tutte called L a chain-group represen- 
tation of M. The following definition will be more convenient for our purpose. 
Definition 2.10. Let M be a matroid on a set U with rank function r. A chain- 
group representation of M is a triple (E,e,L) with a vector space E, a base 
e = {e~: x E U} of E and a subspace L of E such that 
r(A) -- IAI - dim(L 71 (eA)) (1) 
for all subsets A of U. 
The chain-group representations and the matrix representations are dual in 
the following sense: if (~xc6' P~xe~: i E I) is a generating family of vectors of L, 
then (P~)~c~,~et. is a matrix representation of M*. We refer the reader to the 
book of Welsh [1 1] for details. 
3. Chain-group representation of a multimatroid 
We say that a vector space E of finite dimension over a field F is geometric if
it is equipped with a bilinear form (., .) such that, for all A and B in E, the re- 
lation (A, B) = 0 is satisfied if and only if the relation {B, A) = 0 is satisfied (and 
so we can define a symmetric orthogonality relation). A classical result says 
that the bilinear form of a geometric vector space is symmetric 
((A,B) = (B,A) for all A and B in E) or antisymmetric ((A,A) = 0 for all A in 
E). A geometric vector space is metric if the bilinear form is nondegenerate 
and symmetric, symplectic if it is nondegenerate and antisymmetric. 
Theorem 3.1. Let E be a geometric vector space over afield F, let L be a totally 
isotropic subspace orE, let e = {ex: x E U} be a generating subset of E, and let (2 
be a partition of U satisfying the following conditions." 
1. for x and y in U, the relation (ex,e~.) ¢ 0 is satisfied if and only if x and y 
are distinct and belong to the same class of •; 
2. for every subtransversal A of E2, eA is independent. 
I f  we set 
r(A) = IAI - dim(L n (eA)) (2) 
for A in ,~((2), then (U, ~2, r) is a multimatroid. 
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Proofi We have to verify that r satisfies Axioms 2.1-2.4. This is obvious for 2.1. 
Axiom 2.2 holds because the dimension o fL  N (cA) increases by at most 1 when 
replacing A by A + x. Let us prove Axiom 2.3. The subspaces (CA) and (co) are 
contained in (eAuB) ; SO (L n (CA)) q- (L n (eB)) is contained in L n (eAuB). Since 
eAuB is independent by Hypothesis 2, the subspace (CA) n {eB} is equal to (e,4ns); 
so (L N {CA)) N (L N {eB)) is equal to L N (eAnB). Therefore we have 
dim(L n (eA)) + dim(L N (es)) dim(L N (e,) + L n (ee)) 
+ dim(L N {cA} NL N (eB)) ~< dim(L N {eAuB)) 
+ dim(L N (eAnB)), 
which implies Axiom 2.3. Axiom 2.4 is satisfied if and only if 
dim(L N (eA-.,-)) -- dim(L N (<4)) + dim(L N (e.~+.,,)) 
- dim(L N (e,4)) ~< 1. 
Suppose not for a contradiction. Then there exists a vector X in 
(L N {eA~,))\(L N {e~)) and a vector Y in (L N {eA+~,))\(L N {cA)). We can write 
X = ~,,~,4 2~e,, + 2,.e,, with ;oa in F and 2, in F - 0, and Y = ~aEA Itoe, + #,,e,., 
with IL,, in F and lz, in F - 0. Since A + x and A + y are subtransversals of P, 
Hypothesis 1 implies (X, Y) = ,;~,lly(e~, e,.) ¢ 0, a contradiction because X and 
Y belong to L, which is totally isotropic. [] 
Definition 3.2. A chain-group representation of a multimatroid (U, (2, r) is a 
triple (E,e,L) with a geometric vector space E, a generating subset 
e = {ex: x C U} satisfying properties 1 and 2 of Theorem 3.1, and a totally 
isotropic subspace L such that r satisfies the relation (2). If E is a vector space 
over the field F, then the multimatroid (U, ~2, r) is representable over F. 
If (U, (2, r) is a multimatroid, then the restriction of r to ,¢(A), where A is a 
subtransversal of P, is the rank function of a matroid, called the submatroid 
induced on A. 
Proposition 3.3. I ra  ntultintatroid & representable over a fieht F, then its sub- 
nlatroids are representable over F. 
Proof. If (E, e,L) is a chain-group representation of the multimatroid (U, ~2, r) 
and if A is a subtransversal, then ((eA),eA,LNIeA)) is a chain-group 
representation of the submatroid induced on A. [] 
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3.1. Consisten O, 
Let (U, ~, r) be a 1-matroid. We have already noted in Section 2 that r is the 
rank function of a matroid M on U. If (E, e, L) is a chain-group representation 
of (U, fLr), then condition 2 of Theorem 3.1 implies that e is a base of E. 
Hence (E, e, L) is also a chain-group representation f M. Moreover, according 
to condition 1 of Theorem 3.1, the bilinear form (.,.) is null. Conversely if 
(E, e, L) is a chain-group representation f M, then it is also a chain-group rep- 
resentation of (U, Q, r) after endowing E with the null bilinear form. The 1- 
matroid (U, ~2, r) can be identified with the matroid M and the definitions of 
chain-group representations are consistent. 
We point out that, when (E, e, L) is a chain-group representation f an arbi- 
trary multimatroid Q, the condition 2 of Theorem 3.1 does no longer imply that 
e is a base of E. Accordingly the function r, defined by the relation (2) for 
every subset A of U, is not necessarily a matroid rank function like in Tutte's 
case. 
Example 3.4. Let E = {0, e,, e~,, e:} be the vector space of dimension 2 over 
GF(2) endowed with the bilinear form (., .) such that (a, b) ¢ 0 is satisfied if 
and only i f0 ¢; a ¢ b ¢ 0. So E is a symplectic vector space and L = {0,z} is a 
totally isotropic subspace. Let U = {x,y,z}, let O be the partition of U with 
only one class, and let e = {ex, e,, e-}. The function r, defined by the formula 
(2) for every subset A of U, is such that 
r(13) = r ({e :})=0,  r({e,,e,.}) = 1, r({e,,,e,,e:}) =2,  
which contradicts the submodularity inequality. Hence r is not a matroid rank 
function. We note that E and L are constituents of an isotropic system, as de- 
fined at the end of Section 3.1. 
3.2. 2-matroMs and delta-matroMs 
A base {e,: x c U} of a geometric vector space E is hyperbolic if there is a 
partition ~2 of U into pairs satisfying the two following properties: 
Property 3.5. For every x amt 3' in U. tile re&tion (e,, e,) = 0 is sati@ed (['and 
onh' (l'y ¢ 2. 
Property 3.6. For every x h7 U, the re&tion (¢,, ex) = i l is satisfied. 
It is known that a hyperbolic base can always be found in a symplectic vec- 
tor space, but this is false in general for a metric vector space. 
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The hyperbolic base e obviously satisfies properties l and 2 of Theorem 3.1. 
Hence if we consider a totally isotropic subspace L of E and we define r(A) by 
the relation (2), for A in c~(~), then (U, Q r) is a 2-matroid. 
Definition 3.7. A chain-group representation f a 2-matroid (U, Q, r) is a triple 
(E, e, L) with a geometric vector space E, a hyperbolic base e = {ex: x E U} 
with respect o (2, and a totally isotropic subspace L such that r satisfies the 
relation (2). 
Definition 3.7 is as general as Definition 3.2 restricted to 2-matroids. Indeed, 
if e satisfy properties 1and 2 of Theorem 3.1, then e is a base of E because, for 
every linear relation 0 = ~,cu  2~ex, property 1 implies 0 = {e~,~cu 2~ex) 
--- 2x(e~-, ex), for every x in U, and so 2~ = 0. By fixing some transversal T of 
and replacing the vector e,. by the vector ex/{e~, e~), for every x in T, Property 
3.6 becomes atisfied. 
We define in [5] a slightly more general chain-group representation of 
(U, ~2, r). Like here we consider a triple (E, e, L) with a vector space E, a base 
e = {ex: x E U} of E, and a subspace L orE. The bilinear form {., .) is defined 
with respect o a given mapping e : U --+ { -  1, +1 } by the relation 
xE U 
for every P = ~u P~e~ and Q = ~cu Qxex in E. The subspace L is required to 
satisfy {P, Q) = 0 for every P and Q in L and the relation (2) has to be satisfied 
for every subtransversal A of ~. If e is such that e(~) = e(x) for every x in U, 
then {.,.) is symmetric and nondegenerate. Similarly if e is such that 
e(~c) = -e(x) for every x in U, then {., .) is antisymmetric and nondegenerate. 
So we retrieve the linear representations satisfying Definition 3.7. For an arbi- 
trary mapping e and a field of characteristic distinct from 2, the bilinear form 
{-, .) is neither symmetric nor antisymmetric in general. 
If V is a finite set and A is a V by V matrix with entries in F that is symmetric 
or antisymmetric, then we show in [5] that we define a delta-matroid (V, ~(A))  
by setting 
,Y(A) = {F c_ V: A[F] is nonsingular}. 
Here A[F] stands for the principal submatrix of A, whose rows and columns are 
indexed by the elements ofF .  It is also assumed by convention that A[F] is non- 
singular when F = ~3. The matrix A is called a linear representation of a delta- 
matroid (V, ~)  if there is a base X in ,Y such that the twisted delta-matroid 
(V, ,~AX) is equal to (V, ~-(A)). The results in [5] imply that the linear repre- 
sentations of delta-matroids by antisymmetric matrices and symmetric matrices 
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correspond to the linear representations of 2-matroids by metric vector spaces 
and symplectic vector-spaces, respectively. 
3.3. Isotropic systems 
An isotropic system is defined by a direct product E = 1-I~,c~r E,, of symplectic 
vector spaces of dimension 2 over GF(2) and a totally isotropic subspace L of 
dimension IV[. Let e = {ex: x E U} be the subset of vectors of E that have pre- 
cisely one nonnull component, and let ~2 be the partition of U such that two 
elements x' and x" of U belong to the same class of Q if and only if ex, and 
e~, have the same support. Since each E, has precisely three nonnull vectors, 
each class of (2 has cardinality 3. The set e generates E (but it is not a base 
of E) and properties 1and 2 of Theorem 3.1 are satisfied. If r is the rank func- 
tion defined on .9~(f2) by the relation (2), then (U, ~, r) is a 3-matroid. So we 
retrieve Proposition 4.7 of [4]. 
The isotropic systems have been introduced in [3,12] to unify the properties 
of the Euler tours of a 4-regular graph and the properties of the bases of a bi- 
nary matroid. 
4. Eulerian multimatroids 
Throughout this section we fix a graph G with even degrees, which may have 
loops and multiple edges. We briefly call G an Eulerian graph. We make each 
edge e of G incident o two half-edges h' and h", each half-edge being incident 
to one vertex, in such a way that the ends of e are the vertices incident o h' and 
h". We denote by h(v) the set of half-edges incident o a vertex v. 
4.1. Definition o/'an Eulerian multimatroid 
A local splitter incident o a vertex v of G is a pair S~, = {S~,, S~(}, where SI, and 
S,'( are complementary subsets of h(v) with even cardinalities. To detach G ac- 
cording to S,, is to replace v by a vertex v' incident o the half-edges in S I, and a 
vertex v" incident o the half-edges in S,,'. If T,, = {r,', T,I' } is another local split- 
ter incident to v such that ]S[, n T~'[ is odd, then the pair {S,, T,.} is said to be 
skew. The local splitter {13, h(v)} is said to be null. 
A splitter of G is a set S = {S,,: v E W}, where W is a subset of vertices and 
S, is a nonnull ocal splitter incident o v. The detachment of G according to S is 
the graph G[IS obtained by successively detaching G according to the local 
splitters in S. The rank of S is the nonnegative integer equal to 
IS] +k(G)-k(G[]S), where k(H) denotes the number of components of a 
graph H. 
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Theorem 4.1 [4]. Let U be a subset of nonnull ocal splitters of an Eulerian graph 
G, let f2 be the partition of U such that two local splitters in U belong to the same 
class of g? if and only (/" they are incident o the same vertex, and let r be the 
restriction to ,9"~(f2) of the splitter rank Junction of G. I f  every pair of local 
splitters in the same class off2 is skew, then (U, f2, r) is a multimatroid. 
The multimatroid efined by Theorem 4.1 is denoted by Q(G, U) and is 
called an Eulerian muhimatroM. 
Example 4.2. If G is a 4-regular graph, then every pair of nonnull ocal splitters 
{S~,, S~(} and {T~', T,"} incident o the same vertex v is skew because IS,', cq T,',] = 1. 
Moreover every vertex is incident o three nonnull local splitters. Hence if U is 
the set of nonnull local splitters of G, then we define an Eulerian 3-matroid 
Q(G, U), which we simply denote by Q(G). 
4.2. Touch-graphs 
Let S = {S,: v E W} be a splitter of the Eulerian graph G. The touch-graph 
of S is the graph Tch(S) constructed by adding to G[IS a new edge e,, joining v' 
and v", for each vertex v in W, then by contracting each edge that was originally 
in G. See Fig. 1. So each vertex x of Tch(S) corresponds to the edge-set of a 
component C,+ of GpIS, the edge-set of Ych(S) is equal to {e,,: v E W} and an 
edge e,, joins two vertices x and y of Tch(S) if and only if v is a vertex of G in- 
cident to the edge-sets of C, and C,.. Therefore, if m, n and k are the numbers of 
edges, vertices and components of Tch(S), respectively, we have 
r(S) =m-n+k.  (3) 
The particular case of a touch-graph when G is 4-regular and W = V has been 
introduced in [3]. 
Let us recall some facts on cographic matroids. Let H be a graph and let 
M(H) be the circuit matroid o fH.  A subset F of edges of H is a cocycle if there 
are two complementary subsets of vertices X and Y such that F is the set of 
edges with one end in X and one end in Y. The minimal nonempty cocycles 
are the circuits of M(H)*. A matroid M is cographic if there is a graph H such 
that M = M(H)*. The rank function p of M(H)* satisfies the relation 
p(F)  = PFt - k (H \e )  + k(H) ,  (4) 
where H \ F is the subgraph of H obtained by deleting the edges in F. I fE is the 
edge-set of H, then ;~(E) is a vector space over GF(2) and the set cg~ ofcocycles of 
H is a subspace of,~(E). Another expression for the rank function of M(H)+ is 
p(F) = IFI - dim()~' • ;~(F)). (5) 
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Fig. 1. Construction of a touch-graph. 
Proposition 4.3. Let S = {S,,: v E W} be a splitter o/'an Eulerian graph G, let r 
be the splitter rank junction of G, and let p be the rank ,function of the coevele 
matroid of  Tch(S). For every subset W' of W, we have 
= (6)  
Proof. I f  E is the edge-set of  a graph H and F is a subset of  E, then F has the 
same rank in the cocycle matroids of  H and H/(E  - F). By setting H = Tch(S), 
E = ew and F = ew,, we obtain p(e~,) - p'(e~,,), where p' is the splitter rank 
function of  Tch(S)/(ew - el/',) = Tch(Sw,). The relation (4) implies 
p'(ew,) m t -  n '+ k', where m', n t and k' are the numbers of  edges, vertices 
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and components of Tch(Sw,), respectively. The relation (3), applied to Sw,, 
implies (6). [] 
Corollary 4.4. Every submatroid of an Eulerian multimatroid is cographic. 
4.3. Cyclic splitters 
For every subset F of edges of G, we denote by h(F) the set of half-edges 
incident o the edges in F. The subset F is a cycle of G if ]h(v) N h(F)] is even, 
for all vertices v. Since G has even degrees, F is a cycle if and only i fE \F  is a 
cycle. Set: 
v(r )  = {v ~ v: 0 # h(v) n h(r) # h(~,)}, 
s( r )  = {{h(v) n h(r), h(v)\h(r)}: v ~ v(r )}.  
Then S(F) is a splitter if and only if F is a cycle. A splitter S is cyclic if there 
exists a cycle F such that S = S(F). 
Proposition 4.5 [13]. A splitter S = {S~:: v E W} of an Eulerian graph G is cyclic 
if and only if there is' a bicoloring of the half-edges of G satisfying the Jollowing 
properties: 
1. two half-edges incident o the same edge have the same color; 
2. two half-edges incident o tile same vertex in V\ W have the same color," 
3. two half-edges incident o the same vertex v in W have the same color if and 
only if both belong to either S~: or S[, ~. 
Proposition 4.6. Let S = {S~,: v E W} be a splitter oJ'an Eulerian graph G and let 
W' be a subset of W. The splitter Sw, is cyclic if and only if ew, is a coeycle of 
Tch(S). 
Proof. The splitter Sw, is cyclic if and only if there exists a bicoloring of the 
edges that satisfies properties 1 3 of Proposition 4.5. Properties 1 and 2 mean 
that any two half-edges incident o the edge-set of a component Cx of G]ISw, 
have the same color. If we assign that color to x, for each vertex  of Tch(Sw,), 
then property 3 implies that every edge of Tch(Sw,) is incident with two vertices 
of distinct colors. Therefore Sw, is a cyclic splitter if and only if Tch(Sw,) is 
bipartite. We have Tch(Sw,) = Tch(S)/(ew - ew,) and we note that if E is the 
edge-set of a graph H and F is a subset orE, then F is a cocycle of H if and only 
if G/(E - F) is a bipartite graph. Therefore w, is a cocycle of Tch(Sw,) if and 
only if Sw, is a cyclic splitter. [] 
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4.4. Extended splitters 
I f  P and Q are subsets of a set E, then it will be convenient o denote by 
P + Q the symmetric difference of P and Q. This addition endows ,~(E) with 
a structure of vector space over GF(2). 
Let V be the vertex-set of G. The extension of a splitter S = {S,,: v E W} of G 
is X(S) = (iV,,: v E V), where X,, = & if v belongs to W and X,, is the null local 
splitter incident to v otherwise. We denote by Sp = Sp(G) the set of extended 
splitters of  G. 
For  each vertex v of G, let Sp,, be the set of local splitters incident to v. We 
define on Sp~ a structure of  symplectic vector space over GF(2)  by setting: 
s,, + v,, = {s:, + v,',<, + v,'.'}, 
(S,., T~,) = ISI, n T,'. I (mod 2) 
for S,, = {S[,, S~'!} and T,, = {T,', T,7} in Sp,,. So Sp is equal to the direct product 
ll,,~r Sp,,, which we consider as a symplectic vector space over GF(2)  by setting 
(x ,  r )  = r , t  
vEV 
for X = (X,,: v E V) and Y = (Y~,: v E V). 
We recall that the collection ~ of cycles of G is a vector space over GF(2),  
whose dimension is given by the formula 
dim ~ = m - n + k, (7) 
where m, n and k are the numbers of edges, vertices and components of G, re- 
spectively. We also recall that a symplectic vector space E has an even dimen- 
sion. A Lagrangian subspace of E is a totally isotropic subspace L such that 
dim L = dim El2. 
Theorem 4.7. Let Sp be the set of extended splitters of an Eulerian graph G and 
let L be the subset of extended cyclic splitters of G. I f  Sp is considered with its 
structure of symplectic vector space over GF(2), then L is a Lagrangian subspace 
of Sp. 
Proof. For every cycle F of  G, we consider the extended cyclic splitter 
s(F) =({h(F)  nh(v),h(v)\h(F)}:  v E V). So we define a linear mapping 
s :  ~ ~ Sp. A cycle F belongs to the kernel of s if and only if either 
h(F) N h(v) = 13 or h(F) N h(v) = h(v) is satisfied for every vertex v of G. In that 
case if vw is an edge of G, then either h(F)Nh(v)= h(F)N h(w)= 13 or 
h(F) N h(v) = h(v) and h(F) n h(w) = h(w), and so F is a union of edge-sets of 
components of G. It follows dim(ker(s)) = k, and the formula (7) implies 
d imL=m-n.  (8) 
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For every vertex v, Sp,. is isomorphic to the quotient aP2(h(v))/{O, h(v)}, where 
~¢,_(h(v)) denotes the subspace of ,#(h(l~)) made of the subsets of h(v) with an 
even cardinality and {0, h(v)} is a 1-dimensional subspace of :#2(h(v)). There- 
fore the dimension of Sp,. is equal to ]h()v] - 2. This implies 
dim Sp = Z dim Sp,. = Z]h(v ) ] -  2 = 2m - 2n. 
v ~ V 
The relation (8) implies dim L 
extended cyclic splitters, X ~ 
x '  = (x,': v c v) = a,(r'), for i 
(X l ,X  2) = ~;~(X  1 X2~ = 
r6,t" 
= ~-~lh(r '  n &)  n h(v)l 
t'6 I" 
which completes the proof. [] 
t,E l" 
= dim Sp/2. It remains to prove that any two 
and X 2, are such that (XI,X 2) =0.  Let 
= 1,2. We have 
~l(h( r ' )  n h(,,)) n (h(r -~) n h(*'))l (moO 2) 
r61" 
(rood2) =2]F 'NF2 i  (mod2)=0,  
For a vector X in Sp, we set 
X={YESp:  Y, =X, ,or  Y,.=0, v~ V}. 
Since Sp is a vec, tor space over GF(2), X is a subspace of Sp. If S is a splitter, 
then clearly X(S) = {X(T): T _C S}. 
Theorem 4.8. I f  L is the sub,space of extended splitters of an Eulerian graph G, 
then the rank of a splitter S is given by the jormula 
r(S) = ]Sr-  dim(L OX(S)). (9) 
ProoL Let S = {S,,: v E W}. By Proposition 4.3 we have r(S) = p(F), where p 
is the rank function of the cocycle matroid of Tch(S) and F is the edge-set of 
Tch(S). By using the relation (5) we obtain 
r(S) = IFI - dim(~ j n ,#(F)), (10) 
where c6 is the cocycle space of Tch(S). The mapping ew, ~-*X(S,,,), defined for 
W'scontained in W, is a linear isomorphism from the vector space ;P(F) onto 
X(S). This isomorphism aps c6: into L by Proposition 4.6. Therefore the rela- 
tion (10) implies (9). [] 
Corollary 4.9. Let Q(G, U) be an Eulerian multimatroid. For each local splitter x 
in U, let e~ be the extension oJ" the splitter {x}. Let E be the subspace of Sp 
generated by e = { ex : x E U} and let L be the sub,space of extended cyclic splitters 
that behmg to E. Then (E, e, L) is a chain-group representation f Q(G, U). 
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I f  we apply Corollary 4.9 to the 3-matroid Q(G) derived from a 4-regular 
graph G, then we have E = Sp = [Ivsv Sp,., where Sp,, is a symplectic vector 
space of dimension 2 over GF(2). Hence E, L and V define an isotropic system 
S(G), which we already considered in [3,12]. Properties 4.4~.7 generalize some 
properties of S(G) established in these papers. 
Remark. The chain-group representation f an Eulerian multimatroid Q(G, U) 
with a symplectic vector space over GF(2) is not the only possible one. If  G is a 
4-regular graph equipped with an Eulerian orientation, and if U consists of the 
local splitters {SI,,SI! } such that S I, and SI~ are consistently oriented, then 
Q(G, U) is a tight 2-matroid (see [14]). Every normal trace of Q(G, U) is an even 
delta-matroid that can be represented over every field by an antisymmetric 
matrix with entries 0 and ±1 (see [15]). Therefore Q(G, U) admits a chain- 
group representation with a metric vector space over every field (see [5]). 
5. Recski matroids and symplectic matroids 
Let U be a finite set, let £2 be a partition of U into pairs and let M be a mat- 
roid on U. We denote by M the isomorphic image of M by the involution 
x --+ 2. Recski [7] considered the matroids M such that M+ =M and we pointed 
out in [5] their relation with the linear representation of 2-matroids. Here we 
consider a larger class of matroids that we use to define the linear representa- 
tions of symplectic matroids with geometric vector spaces. This will extend the 
linear representations introduced by Borovik et al. in [6]. 
A ,strong map MI ---+ M2 is defined by two matroids Mi and A//2 on the same 
set, with rank functions rt and r2, respectively, such that rt - r2 is nondecreas- 
ing. We say that a matroid M on a set U, with a partition f2 of U into pairs, is a 
Recski matroid if M + ~ A4 is a strong map. 
Theorem 5.1. Let M be a Recski matroid of rank k on a set U and a partition f2 qf 
U into pairs, and let +~k be the collection of bases of M that are subtransversals qf 
f2. Then (U, Q, .~k) is a symplectic matroid of rank k. 
Lemma 5,2. Let B be a subset of a set U with a total ordering <~. Let x be an 
element in B and let y be an element in U - B such that y > x. Then B -+ x + y 
dominates B. 
Proof. Let b~ > b 2 > . . .  > bk be the arrangement of the elements of B in 
decreasing order. Let by = x and let bi be the greatest element of B such that 
l' > bi (bi actually exists because y > x = b]). The arrangement 
b' l > b" > ... > b~ of B - x + y in decreasing order is such that: 
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b'r=b~, for l~<r<i ,  
b I. =y ,  fo r r  = i, 
bi. = b,. ], for i < r < j,  
b'~ =b,., for r ~> j. 
We have b I = y > bi and b I. = b~_l > br, for i < r < j.  It follows b' r/> br, for 
l <. r <~ k. [] 
Lemma 5.3 is classical in matroid theory. 
Lemma 5.3. I f  MI and 342 are matroids on the same ground-set, then Mi ~ M2 is 
a strong map i f  and only i f  there is no pair (Cl, C2) such that q is a circuit o f  M1, 
C2 is a cocircuit o f  M2 and I Cj n C2[ = 1. 
Proof  of Theorem 5.1. Let ~< be an admissible ordering on U. According to 
Theorem 2.7 there is a base B of M that dominates the collection of bases of M. 
If  B belongs to ~k, then B dominates ~k. Hence the theorem will be proved if 
we show that B is a subtransversal of •. For every x in B let us denote by 
C(B, x) the (unique) cocircuit of M contained in U - B + x. 
We claim that, for every y in C(B, x) - x, we have y < x. I f  the contrary were 
true, B -x  + y would be a base of M and, according to Lemma 5.2, it would 
dominate B, a contradiction. 
Assume for a contradiction that B is not a subtransversal of ~. So there is x 
in U such that x and 2 belong to B. There is no element y in U - {x, 2} such that 
y C C(B,x) and y E C(B, 2), otherwise the claim would imply y < x and y < 2, 
and so ~< would not be a compatible ordering. Therefore C := C(B,x) and 
D := C(B,2) are two cocircuits of M such that {x,2} is the only pair in Q con- 
tained in C U D. The subsets C and/ )  are a circuit of M* and a cocircuit of /~,  
respectively, such that C N/)  = {x}. This contradicts the fact that M* -+ A4 is a 
strong map by Lemma 5.3. [] 
I f  E is a geometric vector space and L is a subspace of E, then we denote by 
L ± the orthogonal complement of L, that is L ± = {A E E: (A, B) = 0,B E L}. 
We recall that dim L + dim L- = dim E, when the bilinear form (., .) is nonde- 
generate. 
Theorem 5.4. Let (2 be a partition into pairs of  a finite set U. A matroid M on U & 
a Recski matroid of  rank k with respect to (2 i f  it admits a chain-group 
representation (E, e,L) such that E is a geometric vector apace, e = {ex: x E U} 
is a hyperbolic base o f  E with respect to (2, L ± C_ L and dim L ± = k. Then 
(E, e,L ±) is a chain-group representation o f  M*. 
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In the following proof we denote by M(A) the matroid on U represented by 
the columns of a matrix A = (A~x)~c~ U with entries in the field F. I f  every row 
of A is a row of another matrix A' A' = ( jx)j6J.xEU with entries in F (I c_ J and 
A~=A'  for iE I  andx¢ U), then we have a strong map M(A' ) - -~M(A) .  
We recall that the dot product of two vectors, a= (a~: x ¢ U) and 
b = (bx: x E U) in F e, is defined by the relation a.b = ~,  axb~. I f  the row- 
space of a matrix A" = ~M"~.~jjcj.~cu  is the orthogonal complement of the row- 
space of A, with respect o the dot product, then M(A") = M(A)*. 
Proof of Theorem 5.4. Since LZC_ L we can choose a generating family 
(Ai: i E I) of L ± and a generating family (A~.: j E J) of L such that I c_ J and 
A~ = A I, for i in I. Consider the matrices A = (Ai,,)iel,~ctj and A' = (A'j~)j~j,~cu 
defined by the decompositions Ai = ~Et J  Aixe~, for i in I, and A~ = ~xcc' A~e~, 
for j in J .  I f  we denote by N the matroid represented by (E, elL±), we havei 
M(A') = M*, (11) 
M(A) = N*. (12) 
Since every row of A is a row of A' we have a strong map 
M(A') ~ M(A). (13) 
Set ~.,. = (ex, e~), for x in U. Since {ex, 6') = 0 if y ¢ ~, we have 
0 = {Ai,A~i)= ZAixA~i.~:~ x 
rE U 
(14) 
" - A' for j in J and x in U. The matrix for every i in I and j in J. Set A# #~x, 
A" = tA" ~ is deduced from A' by exchanging each column indexed by x \ jx/jEJ.rEU 
with the column indexed by ~, for x in U, then multiplying that column by 
the nonnull scalar ~x. This implies 
M(A") = M(A'). (15) 
Let n = 1~2[. The dimension of E is equal to ]U] = 2n. The bilinear form (., .) is 
nondegenerate because the base e is hyperbolic. Hence we have 
dim L = dim E - dim L ~ = 2n - k. Since (Ag: i E I) and (A'j: j E J )  generate 
L z and L, respectively, the ranks of the matrices A and A' are equal to k and 
2n - k, respectively. The relation (14) implies that each row of A" is orthogonal 
to each row of A with respect to the dot product on F ~'. We have also 
rank(A) + rank(A") = rank(A) + rank(A') = 2n = dim(FU). This implies that 
the row-space of A" is the orthogonal complement of the row-space of A with 
respect o the dot product. Hence 
M(A") = M(A)*. (16) 
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The relations (11)(12) (15) and (16) imply N ~/*. Then the relation (13) im- 
plies that M* ---+ M is a strong map, and so M is a Recski matroid. [] 
Definition 5.5. We call (E,e,L) a chain-group representation of the Recski 
matroid M if the conditions of the preceding theorem are satisfied. I f  ~k is the 
collection of subtransversal bases of M, then we also call (E, e, L) a chain-group 
representation of the symplectic matroid ( U, ~2, ~ ). 
f ~* Since (E, e, L ~) is a chain-group representationo M,  we obtain a matrix 
representation A = (A,,)icLx~ u of M by considering a generating family 
(A~: i E I) o fL  ± and the decomposit ion Ai = ~,~uA~ex, for each i in I. We 
can characterize A by using an idea of Borovik et al. [6]. The subspace L ±, 
which is contained in L, is totally isotropic. Therefore we have /A~,,A~) = 0, 
for it and i2 in I. Since (ex, e,.) is nonnull if and only if v = ~, this implies 
~-~A,,~.Ai:x(e,., ~)= 0. (17) 
xE U 
Case 1: E is a symplectic vector space. We choose a transversal T of  Q such 
that (e,, e~) = +1, for all x in U (since (e,-,e~) = -(e~,e,.), the transversal T is 
uniquely defined if the field has a characteristic distinct from 2, otherwise T 
may be any transversal). The relation (17) is equivalent o 
ZAit~-Ai,x ~Ai2~Ail v. 
v~T .~.cT 
Set B = (Aiv)icl.xET and C = (A,y) ~l ,cU".T' The preceding relation amounts to the 
following property. 
Property 5.6. BtC is a symmetric matrix. 
This is Theorem 3 in [1]. 
Case 2: E is a metric vector space. Then we can chose the hyperbolic base e 
in such a way that /e , ,  e~) = +1 for all x in U. I f  T is any transversal o f~ and if 
we set B = (Ai,-)ic/,~r and C = (Ai,),w,,cu',r, then the relation (17) amounts to 
the following property. 
Property 5.7. BtC is an anti,u, mmetric matrix. 
Conversely if a matrix A has its columns indexed by a set U with a partit ion 
(2 and ifA = (BIC) is a block decomposit ion determined by two complementa-  
ry transversals of (2, then we can construct in a natural way a chain-group rep- 
resentation of a Recski matroid with a symplectic vector space if Property 5.6 is 
satisfied, with a metric vector space if Property 5.7 is satisfied. Therefore A is a 
matrix representation of  a Recski matroid, which defines a symplectic matroid. 
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5.1. A nonrepresentable symplectic matroid 
Let U= {1 ,2 ,3 , ] ,2 ,3} ,  let g2 = {1i, 22, 33} and let :~2={12.17_.1Y 
13, 23, 23}, where the notat ion uv stands for {u, v}. Borovik et al. have shown 
that (U, Q, ,~2) is a symplectic matro id that is not representable with a symplec- 
tic vector space. This is still the case when a geometric vector space is allowed. 
In fact there is no Recski matro id  M such that ~2 is the set of subtransversal 
bases of  M. On the contrary all the subtransversals of  Q that have cardinal i ty 2
and do not belong to .N2 are circuits of  M. These are 12, 12, 13 and 13. The 
pairs 22 and 33 are also obtained as circuits by el imination. The pair 11 is 
not a circuit of  M, otherwise we would obtain 13 as a circuit by el iminating 
1 between 11 and 13. So M is the circuit matro id of the connected graph defined 
by the two classes of  paral lel  edges { 1,3, 3} and J  [, 2, 2}. Therefore { 1,3, 3} is 
a circuit of  M* and { 1,2, ?_} is a cocircuit of  M, contradict ing the fact that 
M* ~ M is a strong map by Lemma 5.3. 
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