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Abstract—Wireless networks at millimeter wavelengths have
significant implementation difficulties. The path loss at these
frequencies naturally leads us to consider antenna arrays with
many elements. In these arrays, local oscillator (LO) generation
is particularly challenging since the LO specifications affect
the system architecture, signal processing design, and circuit
implementation. We thoroughly analyze the effect of LO ar-
chitecture design choices on the performance of a mm-wave
massive MIMO uplink. This investigation focuses on the tradeoffs
involved in centralized and distributed LO generation, correlated
and uncorrelated phase noise sources, and the bandwidths of
PLLs and carrier recovery loops. We show that, from both a
performance and implementation complexity standpoint, the op-
timal LO architecture uses several distributed subarrays locked
to a single intermediate-frequency reference in the low GHz
range. Additionally, we show that the choice of PLL and carrier
recovery loop bandwidths strongly affects the performance; for
typical system parameters, loop bandwidths on the order of tens
of MHz achieve SINRs suitable for high-order constellations.
Finally, we present system simulations incorporating a complete
model of the LO generation system and consider the case of a
128-element array with 16x-spatial multiplexing and a 2 GHz
channel bandwidth at 75 GHz carrier. Using our optimization
procedure we show that the system can support 16-way spatial
multiplexing with 64-QAM modulation.
Index Terms—Massive MIMO, mm-Wave, phase noise, LO
distribution.
I. INTRODUCTION
CELLULAR wireless networks are expected to enter theirfifth generation (5G) around 2020. Massive MIMO and
use of mm-wave bands are both expected to be cornerstone
technologies for 5G wireless networks [1], [2]. These next
generation networks seek to offer revolutionary performance,
diminishing the need for wired connectivity to the billions of
devices envisioned in the Internet of Everything (IoE). It is
expected that 5G will offer a 1000x increase in cell capacity,
with sub-10ms latencies and increased reliability [1]. Massive
MIMO promises to address many of these requirements by
enabling a huge increase in spectral efficiencies [3], while mm-
wave frequencies unlock much larger channel bandwidths than
are available in current RF systems [2].
5G wireless communication systems at mm-wave present
a significant design challenge. Advances in semiconductor
technology (i.e. Moore’s law) are usually led by improvements
in digital CMOS, where the focus is on the density and speed
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of logic/memory devices. While these technology advance-
ments help some aspects of wireless transceiver design, for
example, through improvement in ft, other parameters that
affect analog performance, such as fmax and gmro, improve
at a much slower rate and may even degrade in deeply scaled
technologies [4]. This means that while implementing high-
datarate transceivers at mm-wave is possible, it requires very
careful system architecture and system-circuit co-design in
order to achieve satisfactory system performance.
Recently described mm-wave chipsets are mainly targeted
at the 802.11ad WLAN standard in the unlicensed 60 GHz
band [5]. These implementations generally consist of 16- or
32-element arrays, with a range of around one to twenty meters
for indoor, low-mobility scenarios. These systems provide
single-user communication over a bandwidth of 2 GHz with
single-carrier QPSK or 16-QAM constellations [6]–[8]. In con-
trast, 5G mm-wave communication intends to support ranges
beyond 100 meters, aggressive multi-user spatial multiplexing,
and higher user mobility [1], [9], [10]. This will require the
use of significantly larger arrays (in excess of 100 elements)
while still meeting challenging power and cost budgets.
Of all the components of a base-station, the LO generation
system is most strongly coupled to system architecture, signal
processing, and circuit implementation. First, because the LO
determines the phase and frequency synchronization of the
array its quality has a significant bearing on the design of
beamforming and carrier recovery algorithms. Second, because
the LO must be routed to every single element, the cost of
LO distribution, measured in power and complexity, affects
the overall system architecture. Finally, the overall system
performance will depend on the circuit specifications and im-
plementation. As a result, array architecture, signal processing
algorithms, and circuits must be carefully co-designed in order
to manage complexity and ensure performance throughout the
LO generation system.
A number of previous works have analyzed the effect of
phase noise in massive MIMO systems [11]–[24]. In partic-
ular, Pitarokoilis conducted a thorough analysis of a single-
carrier massive MIMO system with either fully synchronous
or fully asynchronous oscillators [11]. Krishnan has proposed
techniques for tracking and reducing the effect of phase noise
[17]. Finally, Bjo¨rnson has considered how hardware and
communication link design inform each other [23].
To the best of our knowledge, few works consider how
phase-locked loops (PLLs) are used in mm-wave arrays.
Thomas analyzed the performance of a SISO 72 GHz mm-
wave system with a realizable phase noise specification and
considered the performance of a squaring-loop carrier recovery
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2scheme [25]. Puglielli analyzed the effect of PLLs in massive
MIMO systems using OFDM [24]. In this work we consider
the performance of mm-wave massive MIMO arrays using
practical LO generation schemes. The local oscillator PLLs
introduce phase noise correlations among elements and both
the beamforming and carrier recovery loops are influenced
by the spectral distribution of the phase noise. This gives
us the opportunity to make important design trade-offs that
are often not accounted for. We compare several different
system architectures for mm-wave arrays, identify the key
parameters and trade-offs, and derive specific guidelines for
the design of the PLLs and carrier recovery. Our system
simulations show that with the proposed improvements, mm-
wave systems can reach the level of performance to support
multi-user spatial multiplexing with high-order constellations
in a energy efficient manner.
II. MM-WAVE CHANNEL PROPAGATION
Propagation at mm-wave is notably different than at lower
frequencies. The most significant effect is that a mm-wave
antenna with the same pattern as a lower frequency antenna
captures much less of the incident energy flux. If the physical
dimensions of the antenna are scaled to give a constant
pattern, the energy captured drops like λ−2. The decrease of
energy captured with increasing frequency between antennas
of identical patterns is described by the Friis equation and is
usually called “path loss”, although it is not a property of the
path [26]. In addition to this, many surfaces exhibit roughness
on length scales comparable to mm wavelength. This causes
scattering to be diffusive rather than specular, again increasing
the path loss [27].
The larger channel bandwidths targeted for mm-wave also
influence the link budget. As channel bandwidth increases,
the power spectral density of the noise floor remains constant,
while the power spectral density of the transmitter reduces for
a fixed total output power, leading to a reduction in SNR. If
the range of a cell at mm-wave is to be comparable to an
RF cell, the increase in path loss and decrease in transmit
power spectral density must be compensated to achieve the
same SNR. One possibility to overcome the potential reduction
in SNR is to increase the transmit power; however, this is
undesirable as RF power amplifiers already operate at an
output power optimal for typical supply voltages and antenna
impedance [28]. Increasing the transmit power will also lead
to a greater drain on the battery of mobile devices. A more at-
tractive choice is to make up the link budget gap by increasing
the antenna gain, exploiting directivity to increase the power
in the intended direction without an additional cost in total
radiated power. Table I shows typical RF and mm-wave link
budgets using both transmit power and antenna gain meet the
increased requirements. The loss exponents are from empirical
measurements of small cell scale propagation environments
[29], [30]. To meet the mm-wave link budget without any
additional antenna gain, the PA would need to radiate over
a kilowatt. However, using fixed directional antennas (e.g.,
horns) or arrays of 128 and 16 elements at the base station
and handset respectively, the link budget could be satisfied
with a far more reasonable transmit power.
TABLE I
RF AND MM-WAVE LINK BUDGETS
RF mmw #1 mmw #2
Bandwidth (MHz) 20 2000 2000
Rx NF (dB) 5.0 5.0 5.0
Input Referred Noise
Power (dBm) -96.0 -76.0 -76.0
Carrier Freq (GHz) 2.5 60 60
Loss Exponent 2.9 2.2 2.2
Loss @ 100m LOS (dB) 98.4 112.0 112.0
Rx SNR (dB) 26.0 26.0 26.0
BS Antenna Gain (dB) 0.0 0.0 21.0
UE Antenna Gain (dB) 0.0 0.0 12.0
UE Radiated
Tx Power (dBm) 28.4 62.0 28.9
Because mm-wave system typically use directional antennas
and also because of the higher loss of scattered multipath
rays, mm-wave channels are often modeled as Rician with
strong line of sight components. In this situation, single carrier
modulation is often preferred to OFDM as it does not require
transmitting signals with high peak-to-average power ratio
[31]. Recent testbeds operating at E-band have used single-
carrier modulation for this reason [32]. In what follows, we
have modeled our system using a single carrier modulation
scheme over line of sight (LOS) channels.
III. LO DISTRIBUTION FOR LARGE SCALE ARRAYS
Distributing a mm-wave LO to an array consisting of
hundreds of elements can potentially consume a large fraction
of the total power in the array. The power consumption will be
affected by both circuit design and system-level architecture
choices and both must be considered together to achieve
optimal performance.
The power consumption of the entire LO chain can be
expressed as:
PLO = Pload + Pdistr + PV CO + PPLL + Pref . (1)
Here Pload represents the power that must be delivered to the
load (e.g. the mixers), Pdistr is the power required to route the
high-frequency LO, PV CO is the power burned in the VCO,
PPLL is the power burned in the rest of the PLL, and Pref is
the power for reference distribution.
Figure 1 presents several different LO distribution architec-
tures. A conceptually simple option is a central carrier gen-
eration (CCG) scheme, where a single central PLL generates
the LO with the desired phase noise profile and that LO is
distributed at the carrier frequency to each element (Figure
1a). In this scenario, the LO distribution network needs enough
gain to overcome the large loss associated with routing over a
distance of many wavelengths and splitting to each element;
the distribution buffers would therefore burn a large amount
of power.
The opposite option is a local carrier generation (LCG)
scheme, where a local PLL is used at each element and all
the PLLs are frequency locked to a common low-frequency
3(a) Central carrier generation (CCG) (b) Local carrier generation (LCG) (c) Generalized carrier generation (GCG)
Fig. 1. Example block diagrams for different LO distribution schemes.
reference (Figure 1b). In this scenario the power consump-
tion is dominated by the hundreds of PLLs since the mm-
wave distribution is very short and the reference distribution
consumes a trivial amount of power. At first it may seem
that building a phased array with hundreds of PLLs would
inherently be inefficient; however, by exploiting the averaging
of the uncorrelated noise of individual oscillators, to first order
the combined power of the VCOs in LCG should equal the
power of the VCO in the CCG scheme [24].
The trade-off between the CCG and LCG schemes comes
from balancing distribution power against PLL overhead
power. In practice we can consider a generalized carrier
generation (GCG) scheme, consisting of several PLLs that
each serve multiple elements (Figure 1c). In the following
section we present a detailed analysis of how the total power
dissipation in GCG scales as a function of the number of
elements per PLL.
A. VCO Power Consumption and Array Gain
In general, PV CO > PPLL, and for a given VCO FoM,
which is set by the quality factor and circuit architecture, the
amount of VCO phase noise is inversely proportional to the
VCO’s power consumption [33]–[35].
L(f∆) =
( fLOf∆ )
2FoMV CO
PV CO
(2)
Therefore the VCO power is largely determined by the allow-
able phase noise budget.
It has been shown that in arrays, the uncorrelated phase
noise of individual VCOs is averaged to yield an improvement
proportional to the number of oscillators [11], [19], [24]. This
means that, compared with a single VCO, an array of N VCOs
can relax the performance of each individual VCO by N ;
consequently, each VCO’s power can be relaxed by the same
factor. As a result, to first order the power-performance point
of an array of VCOs is independent of the number of VCOs.
B. Comparison of Distribution Architectures
The power of different LO distribution architectures can be
compared quantitatively as a function of N , the number of
elements per PLL. N = 1 corresponds to the LCG scheme
and N = M to the CCG scheme, where M is the number
Fig. 2. LO distribution power consumption as a function of number of
elements per PLL, for 16- and 128-element arrays. Model parameters are
taken from recent literature or products, as described in the Appendix.
of array elements. To perform this analysis it is necessary to
study how each power contribution depends on N . It is clear
that the load power is independent of N . The VCO power
can be made independent of N by exploiting array averaging.
Finally, the reference distribution power can be neglected since
it is very small1. Therefore, Pdistr and PPLL are most closely
tied to the overall system architecture. Pdistr accounts for the
power needed to overcome loss in the distribution network,
which primarily consists of wire loss and the loss in power
splitters2. It is important to note that these losses increase
significantly at high frequencies. PPLL depends on both the
design of the PLL as well as the architectural choice of how
many PLLs to use.
The Appendix presents a detailed model of the LO power
consumption accounting for routing loss, splitter loss, and
number of PLLs. Using this model, Figure 2 shows the power
consumption as a function of N (see Appendix for discussion
of the assumptions) for both a 16- and 128-element array.
With only 16 elements the difference between architectures
is minimal. In contrast, for a 128-element array, the choice
of architecture is very significant to the overall power and
complexity of the LO chain. By choosing the optimum archi-
1The power is given by 1
2
CV 2f where C is the capacitance, V the voltage,
and f the frequency. Since the array is physically very small, the capacitance
is on the order of picofarads and the reference frequency is only 100 MHz,
giving negligible power consumption.
2This accounts for excess loss above the desired power splitting.
4tecture, the power can be reduced by 5-10x compared to a
CCG or LCG implementation.
This analysis illustrates that for the large arrays required
in 5G mm-wave systems, the choice of LO architecture is
very impactful. In particular, the optimum architecture involves
distributed generation of the LO which potentially runs the risk
of de-synchronizing the elements. In light of these architectural
optimizations, it is important to analyze how the choice of LO
architecture influences the performance of the overall system.
How does the high carrier frequency at mm-wave influence
the phase noise budget? How does distributed frequency gen-
eration influence inter-element and inter-user synchronization?
The remainder of the paper will study how the LO generation
architecture affects the achievable performance of 5G mm-
wave systems. We will use the CCG and LCG schemes to
illustrate extremes of behavior and finally show that with
multi-user operation, the performance of a GCG scheme
strongly depends on the choice of N .
IV. PHASE NOISE FILTERING TECHNIQUES
Modern wireless systems rely on a wide variety of analog
circuits, signal processing blocks, and control loops to achieve
high fidelity data transmission. The overall performance degra-
dation of the receiver from phase noise will be set by the
interaction of several components in the system.
A. Phase locked loops (PLLs)
The LO is usually generated from a phase locked loop
(PLL), which locks the phase of a voltage controlled oscillator
(VCO) to a stable low-frequency reference. In this way,
the PLL can achieve the frequency and phase accuracy of
the reference while retaining the tunability of the VCO. A
simplified block diagram of a PLL is shown in Figure 3a.
Typically the reference comes from a high quality crystal
oscillator, which achieves excellent phase noise performance
at a fixed frequency due to its very high Q. In fact, the
phase noise on the reference is typically dominated by the
thermal jitter introduced in its distribution buffers and the
reference phase noise can be modeled simply with a white
power spectral density (PSD). The VCO in the PLL will have
its own phase noise, which can be modeled primarily as a 1/f2
PSD arising from a Wiener process [36]. Figure 3b shows the
PSD of a PLL’s noise and its different contributions.
The loop filter acts to low-pass filter the reference phase
noise while high-pass filtering the VCO phase noise [37].
Href (s) =
fLO
fref
HLF (s)
1 +HLF (s)
Hvco(s) =
1
1 +HLF (s)
(3)
These transfer functions are typically second order, but sig-
nificant design intuition can be obtained by assuming that
all phase noise below the PLL bandwidth comes from the
reference and all noise above the PLL bandwidth comes from
the VCO. Since the reference and VCO noise have different
PSDs, a trade-off in the integrated phase error as a function
of PLL bandwidth exists. To first order, the optimum PLL
(a)
(b)
Fig. 3. a) Block diagram of standard PLL. b) Phase noise PSDs at the PLL
output.
Fig. 4. Block diagram of decision-directed carrier recovery loop.
bandwidth is the frequency at which the reference and VCO
noise contribute equal amounts of noise to the output.
B. Carrier recovery
The PLL is designed for optimal phase and frequency stabil-
ity but is ultimately limited by the quality of the reference and
circuits which are a function of technology limits. Therefore,
carrier recovery (CR) loops are used to compensate for residual
carrier phase and frequency offsets. Many implementations of
CR with varying complexity and performance trade-offs exist
[38], [39]. One example of a CR loop is the decision-directed
PLL shown in Figure 4. Once the loop is locked, the phase of
the measured symbol is compared to the true constellation
point to compute the instantaneous phase error. This error
signal is fed back through a loop filter to apply a correction
to the signal path. The loop filter typically contains two poles
at DC to eliminate static phase and static frequency errors.
This operation is essentially identical to the PLL of Figure
3 where the ”reference” is the sequence of ideal constellation
points. As a result, the CR loop applies a high-pass transfer
5Fig. 5. Single-user SINR vs PLL bandwidth for various reference noise levels.
Left panel has 10kHz carrier recovery bandwidth, right panel has 10 MHz
carrier recovery bandwidth.
function to the input phase noise. If the CR bandwidth is set
very low, the loop will only remove static phase and frequency
offsets. However, if the bandwidth of the CR is allowed to be
large it can also track and filter out the instantaneous phase
error arising from high-frequency components of the phase
noise.
C. Channel Estimation
In practical scenarios the wireless channel varies over time
due to physical motion in the surrounding environment. To
track these changes, a channel estimation procedure is run
at a rate comparable to the channel coherence time. In array
receivers, channel estimation is performed on a per-element
basis to estimate the full channel matrix and apply beamform-
ing. Since variations in LO phase are indistinguishable from
variations in the phase of the wireless channel, per-element
channel estimation is equivalent to a per-element CR operating
at the channel estimation rate. As such, the channel estimation
loop sets an absolute lower bound on the frequency at which
phase noise will impact the receiver. In this work we focus on
low mobility scenarios, where channel estimation is performed
every 100 µs.
V. REFERENCE NOISE ELIMINATION USING CARRIER
RECOVERY
Since the CR can filter phase noise, it can have a substantial
impact on the achievable SINR of the system. Figure 5 shows
the result from time-domain simulations of a receiver operating
at 2 GSymbol/s for various levels of output-referred reference
phase noise. The VCO noise is -90 dBc/Hz at 1 MHz offset
in all cases. In Figure 5a, 10 kHz CR bandwidth is used
and consequently the SINR performance depends solely on
the PLL bandwidth. As expected, there is a clear optimum
PLL bandwidth for each level of reference noise, and as the
reference quality is improved, the optimal PLL bandwidth
increases.
In contrast, figure 5b depicts the results when the CR
bandwidth is increased to 10 MHz. This 10 MHz bandwidth
is still 200x below the symbol rate and does not pose any
stability problems for the second-order decision-directed loop.
In this situation, the SINR is significantly improved for low
PLL bandwidths. This is because at these low PLL bandwidths
the phase error from the PLL is dominated by low frequency
VCO noise. As long as this VCO noise is below the CR
bandwidth it can be filtered by the CR loop. Once the
PLL bandwidth approaches or exceeds the CR bandwidth,
the overall performance is determined largely by the high-
frequency components of the reference phase noise. In this
region, the performance is independent of CR bandwidth, as
can be seen by comparing the two panels in Figure 5.
It is important to note that the reference noise at the the
output sees a gain equal to the frequency multiplication ratio of
the PLL. For RF operation (<6GHz) this ratio will typically be
on the order of 10-100, while at mm-wave the multiplication
ratio may exceed 1000. This means that even very high quality
references may have very poor phase noise performance when
referred to the PLL output frequency. For example, a 100 MHz
reference with a -140 dBc/Hz noise floor multiplied to 60 GHz
would have -85 dBc/Hz output referred reference noise from
the PLL. In the simulated example, the receiver with this level
of reference noise sees over 15 dB of improvement in SINR by
moving to high bandwidth CR. This suggests that using high
CR bandwidth is critical to achieve high-order modulation at
mm-wave. This approach is taken in [8], [25].
VI. SELF INTERFERENCE FROM UNCORRELATED PHASE
NOISE
When analyzing a single-user array, it is important to
consider the interaction of uncorrelated phase noise with the
beamforming loops that are responsible for steering the beam.
The user transmits signal x through the wireless channel which
is represented by M × 1 matrix H . Additionally, the receive
signal is corrupted by AWGN source, n. The receiver uses
1 × M beamforming matrix W to reconstruct the desired
signal. W is selected such that the resulting signal
xˆ =W (Hx+ n) (4)
will reproduce x with maximal signal-to-noise ratio (SNR). In
the case of a single-user array, the optimal W is simply
W = HˆH (5)
where Hˆ is the channel estimate and H denotes conjugate
transpose.
The phase noise at each element can in general be expressed
as a component φc which is correlated across all elements and
a component φi which is uncorrelated and depends on element
index i. Including phase noise, the beamformed signal will be
xˆ =Wdiag{ejφc+jφi}(Hx+ n) (6)
Here diag{a} forms a diagonal matrix from vector a. Simpli-
fying:
xˆ = ejφcWdiag{ejφi}Hx+Wn
= ejφc(
M−1∑
i=0
ejφi)x+Wn
(7)
since the statistics of n are unchanged by the phase noise. It
is instructive to express this as
xˆ[t] = ejφcE[ejφi ]g[t]ejθ[t]x[t] +Wn (8)
6Fig. 6. Characterization of uncorrelated VCO phase noise for various VCO
phase noise levels in a 16-element array. This figure shows static gain loss,
self-interference, and net phase noise from Monte Carlo simulations as well
as analytical model.
where t is the time index, E[] denotes expectation, and the
sum in (7) is represented as the product of its mean and time-
varying residual gain and phase g[t] and θ[t].
This expression shows that correlated phase noise creates
a time-varying rotation applied equally to all rows of H .
Since this does not impact the relative weighting of different
elements in the receiver, it is identical to phase noise in a
single-element receiver. In contrast, the uncorrelated phase
noise causes separate time-varying rotations to each row
in H. This induces a time-varying discrepancy between the
beamformer and the channel, which appears as gain variation
in the receiver. This manifests as three main effects. First, there
is a static gain loss represented by E[ejφi ]. This arises from the
signal filtering caused by partially incoherent addition across
the array. Since this value is static, it can be estimated and
compensated for by a slow automatic gain control (AGC) loop.
Additionally, single-user beamforming is very robust to phase
errors in the coefficients [40]. Second, there are residual time-
varying magnitude variations g[t] which cannot be tracked and
consequently appear as a gain error in the constellation plot3.
Finally, there is a residual phase noise θ[t] arising from the
phase of the uncorrelated sum. The total phase noise at the
output of the beamformer is φc + θ[t]; this phase noise can
be filtered by the CR loop exactly as in the single-element
case. As a result, following the CR loop the leftover noise
consists of high-frequency phase noise and the gain self-
interference. While the residual high-frequency phase noise is
also present in a single-element receiver, the presence of gain
self-interference is unique to array based systems and arises
specifically from uncorrelated phase noise.
The static gain error can be obtained using the characteristic
function of the phase noise random process [36] and is given
by
E[ejφi ] = e−σ
2
φ (9)
where σ2φ is the variance of the phase noise. The gain and
phase errors can be analyzed by considering the Taylor ex-
3These gain variations could be tracked by a fast AGC loop. However as
discussed below this is only applicable to a single-user scenario.
pansion
M−1∑
i=0
ejφi ≈
M−1∑
i=0
(1− 1
2
φ2i ) + j
M−1∑
i=0
φi (10)
This approximation is valid for small levels of phase noise. In
this regime it is clear that the imaginary part is much larger
than the real part (due to the linear compared to quadratic
dependence on the phase). Consequently for small levels of
phase noise
θ[t] ≈
M−1∑
i=0
φi
g[t] ≈
M−1∑
i=0
(1− 1
2
φ2i )
(11)
For large phase noise variance it is difficult to obtain analytical
expressions. Instead, we conduct Monte Carlo simulations to
empirically obtain the distribution of the gain error. Figure 6
shows the static gain, gain variations, and residual phase noise
as a function of the mm-wave VCO’s phase noise level, for
M = 16 and 5MHz PLL bandwidth. The theoretical analysis
for the static gain error and the Taylor approximations for
gain and phase error match the simulations very well. The
SINR ceiling for this scenario is set by the difference between
the static gain error and the gain self-interference. For high-
order modulation schemes such as 64-QAM, where in excess
of 25dB aggregate SINR is required, this self-interference
contribution may pose a limiting factor on the achievable
spectral efficiency.
A. Impact of LO Architecture
The relative power of correlated and uncorrelated phase
noise components, as well as their PSDs, is determined by
the LO generation architecture of the array. For the CCG
scheme, all the reference and VCO phase noise is correlated
at every element. For the LCG scheme, the reference phase
noise is correlated at every element while the VCO phase
noise is fully uncorrelated. Furthermore, due to the phase noise
filtering property of PLLs, in the LCG scheme the correlated
phase noise will appear below the PLL bandwidth while the
uncorrelated phase noise lies above it.
To accurately compare these two schemes, we consider a
total VCO power budget which is identical for both scenarios.
Consequently, the central VCO achieves a certain phase noise
target PN0 while each local VCO has M times worse phase
noise PN0 + 10 log10M . These scenarios are compared in
Figure 7. These simulations all use the same 10 MHz CR
bandwidth, -140 dBc/Hz noise floor reference, and 75 GHz
local VCOs with (−90+10 log10M ) dBc/Hz noise at 1 MHz
offset. For high PLL bandwidths the phase noise is dominated
by the reference and all systems have comparable perfor-
mance. In contrast, for low PLL bandwidths the performance
is limited by the VCO and specifically the self-interference
generated by the uncorrelated phase noise. Because the VCO
performance is deliberately degraded with the number of
elements, the level of self-interference is increased for large
array sizes. This manifests as degraded array-level SINR for
7Fig. 7. SINR vs PLL bandwidth for a single-user array with local PLL
scheme. Carrier recovery bandwidth is 10MHz, reference noise is -140dBc/Hz
and VCO effective phase noise is -90dBc/Hz at 1MHz offset. Dashed lines
indicate the predictions from the analytical model in the VCO-dominated
regime.
(a) Block diagram of array with IF-PLL based
reference distribution.
(b) Phase noise PSD components at the output of the IF-PLL,
referred to 75 GHz. The IF-PLL design is similar to [41]
Fig. 8. IF-PLL LO generation and resulting phase noise filtering.
low PLL bandwidths. These results in the VCO-dominated
regime match very well with the prediction obtained from the
simple analytical model.
A key observation is that for a system with an LCG scheme,
the self-interference creates a lower bound of the optimal
PLL bandwidth while the high reference noise sets an upper
bound. This lower bound increases continually as the number
of elements grows and the individual VCO performance is
relaxed proportionally. Consequently, there exists an array size
where these two bounds meet and the performance of the
LCG scheme can no longer match that of the CCG scheme.
In Figure 7 this is observed for 128-element array, showing
that the LCG scheme suffers a fundamental penalty for this
design point.
B. Intermediate-frequency PLL
In practical deployments, the frequency of the reference is
limited to be on the order of a few hundred MHz by the
manufacturability of high resonance frequency crystals. It is
the multiplication of these low frequency references to mm-
wave (by a factor of over 100x) that sets the upper limit on
PLL bandwidth and the potentially steep bandwidth optimum
for large arrays using LCG. However, just because these low-
frequency crystals are required to set the absolute frequency
reference, they do not necessarily have to set the frequency
distributed to the mm-wave PLLs. A PLL can multiply the
low-frequency reference to an intermediate frequency (IF) on
the order of low GHz which is distributed across the array
(Figure 8a). Because this frequency is still low relative to the
carrier, IF distribution also consumes little power relative to
the VCOs.
This IF PLL acts as a ”jitter cleaner” PLL. As shown in
Figure 8b, the IF PLL filters higher-frequency components of
the reference noise. As a consequence, the amount of refer-
ence noise propagated to the carrier is significantly reduced,
allowing the bandwidth of the mm-wave PLLs to increase with
little performance loss.
Figure 9 shows the performance of a 128-element array with
several different distribution schemes. The same settings of
10 MHz CR bandwidth, -140 dBc/Hz noise floor reference,
and 75 GHz VCOs with (−90 + 10 log10M ) dBc/Hz noise
at 1 MHz offset are used. The IF PLL uses a 5 GHz VCO
with -110 dBc/Hz noise at 1 MHz offset and a 300 KHz
PLL bandwidth. The 5 GHz distribution buffers have a -135
dBc/ Hz noise floor. This IF PLL is comparable to what
is used in 802.11n transceivers [41]. When the 100 MHz
reference is directly converted to mm-wave, the LCG scheme
has a very steep optimum in PLL bandwidth and there is a
fundamental performance loss compared to the CCG scheme.
In contrast, the addition of an IF PLL is able to significantly
broaden this optimum by reducing the amount of reference
noise above the CR bandwidth when high PLL bandwidths
are used. By reducing the penalty for using high bandwidth
mm-wave PLLs, the performance gap between the LCG and
CCG schemes is reduced.
VII. MULTI-USER INTERFERENCE FROM UNCORRELATED
PHASE NOISE
The primary motivation for utilizing arrays at mm-wave
is to compensate for the demanding link budget. However,
the inherent directivity of the array also lends itself to spatial
multiplexing which enables a significant increase in spectral
efficiency. This high level of spatial multiplexing aligns with
the vision of a massive MIMO system where a large number of
antennas are deployed with closed-loop beamforming to serve
many users with minimal inter-user interference.
This multi-user operation can be considered as an extension
of the previously outlined beamforming system where a sys-
tem serving K users now has a M×K channel matrix H and
the receiver implements a K ×M beamforming matrix W .
Many options for the selection of W exist with varying trade-
8Fig. 9. Comparison of CCG and LCG schemes, both with and without IF-
PLL reference distribution. Carrier recovery bandwidth is 10 MHz, reference
noise is -140 dBc/Hz and VCO effective phase noise is -90dBc/Hz at 1 MHz
offset, while a 5 GHz distribution is used for the IF-PLL case.
offs, but we will focus on a zero-forcing (ZF) beamformer,
which suppresses inter-user interference by implementing
W = (HˆHHˆ)−1HˆH (12)
It is useful to consider this as a conjugate beamformer,
HˆH , followed by a zero-forcing matrix (HˆHHˆ)−1. Thus the
effective K ×K channel before ZF is given by A = HˆHH .
With a ZF receiver, the received signal in the presence of
correlated and uncorrelated phase noise is
xˆ =Wdiag{ejφc+jφi}(Hx+ n)
= ejφc(HˆHHˆ)−1HˆHdiag{ejφi}Hx+Wn (13)
The effective channel in the presence of phase noise is
A = HˆHdiag{ejφi}H
Aii =
M−1∑
i=0
eφi
Alk =
M−1∑
i=0
HilH
∗
ike
φi
(14)
The diagonal elements Aii are identical to the single user
case; as such, the same self-interference effects are present. In
addition, the multi-user interaction must be considered. As can
be seen in the off-diagonal terms, the uncorrelated phase noise
causes a time-varying channel drift. Because this phase noise-
corrupted channel is mismatched to the static ZF beamforming
matrix, the ZF is unable to fully cancel inter-user interference,
leading to a residual phase noise-induced zero-forcing error4.
The multi-user SINR depends on the channel structure,
particularly the underlying correlation of the different users’
channels. We capture these effects by modeling the SINR as:
SINR =
Su
Nt + SuNp + αγ
∑
j=1K − 1SjNp
(15)
4While the self-interference could be tracked by a fast AGC loop, tracking
the inter-user interference would require a fast beamforming loop that tracks
the effective channel A and adapts the ZF matrix accordingly. This is
computationally quite intensive.
Fig. 10. Average SINR vs number of users for 128-element array with CCG
or LCG scheme. Carrier recovery bandwidth is 10 MHz and PLL bandwidth
is 5 MHz.
where Su is the signal power, Nt is the thermal noise power,
Np is the phase noise power, and Sj the power of the j’th
user. If uplink power control is applied this becomes simply
SINR =
Su
Nt + SuNp + αγ(K − 1)SuNp (16)
The model parameters α and γ capture important effects.
The parameter α describes the ratio of self- to inter-user
interference power and depends on several factors including
phase noise levels, the correlation between user channels, and
the distributions of self-interference and zero-forcing errors. γ
is a purely architecture-dependent parameter which describes
how the level of uncorrelated VCO phase noise depends on
the array architecture. For LCG schemes, γ = 1 since all VCO
phase noise is uncorrelated. For CCG schemes, γ = 0 because
all VCO phase noise is correlated. For GCG, γ assumes an
intermediate value that is a function of N .
Figure 10 compares the performance of CCG and LCG
using IF-PLL distribution. The mm-wave PLL bandwidth is
5 MHz in both scenarios. In this example the users are
placed in line-of-sight channels with 10 degrees of angular
separation between them. As expected, the CCG schemes
performance is independent of the number of users, while
the LCG performance degrades as the number of users is
increased. These results match exactly with the model (16),
using α = 2 and γ = 1.
A. Sharing PLL for Several Elements
As stated earlier, a CCG architecture is very unappealing
for large scale arrays due to difficulty in distributing a mm-
wave LO over such a large area. However, the CCG scheme
fundamentally outperforms an LCG scheme in multi-user op-
eration. In order to compromise between these two objectives,
it is desired to keep some amount of correlation in the VCO
noise in order to suppress inter-user interference. This can
be achieved by using a GCG scheme. In the GCG scheme N
presents a design parameter that is available to influence γ and
therefore tune the dependence of the SINR on the number of
users.
9Fig. 11. Multi-user average SINR versus the number of elements per PLL in
the GCG scheme. The array has 128 elements and there are 16 users.
The set of elements that share a common PLL can be
thought of as a subarray. Each subarray forms a collection
of elements with fully correlated phase noise, consequently
achieving some level of spatial filtering without any per-
formance degradation from phase noise. When the signals
from all subarrays are combined, the uncorrelated phase noise
between subarrays tends to generate inter-user interference.
However, as a result of the spatial filtering applied by the
subarray, this inter-user interference is reduced and does
not necessarily lead to large performance penalties. Figure
11 shows the receiver SINR when serving 16 users as a
function of N . The dependence of the SINR on the angular
separation of users illustrates the impact of the parameter α,
which is intended to capture channel dependence. This channel
dependence arises due to increasing levels of demand on zero-
forcing accuracy for channels with greater correlation.
The results indicate that as few as 32 elements per PLL
can be used with little performance impact relative to a CCG
scheme, making the LO distribution hardware more feasible.
As N is decreased beyond 32 the performance of the receiver
steadily decreases.
B. Expected Throughput
The previous sections have ignored all additional impair-
ments to the receiver and only investigated the impact of phase
noise. While it is difficult to include all of the expected non-
idealities of a real transceiver chain, for completeness we have
simulated the sum bit error rate (BER) of 16 users in the
presence of AWGN from the channel for our proposed base
station implementation from the previous section. The 4 VCOs
used, each with -84 dBc/Hz of phase noise at 1 MHz offset,
should be near-optimal in terms of energy efficiency and are
in line with recently reported performance [42]. The BERs
are shown in Figure 12 for different constellation orders as a
function of the thermal SNR.
By incorporating the proposed system architecture and
design optimizations, the LO chain achieves excellent perfor-
mance for QAM constellations of 4, 16, and 64. The phase
noise-limited SINR is 36 dB, which is also sufficient to reach
a BER floor of 5×10−4 using 256-QAM. Since the decision-
directed PLL can suffer from large bursts of errors when
Fig. 12. Sum BER for 16 users versus thermal SNR with and without phase
noise, for various constellation orders. The carrier recovery bandwidth is
optimized for each thermal SNR level. The phase noise limited SINR is 36dB.
the BER is too large, the CR bandwidth is reduced at lower
SNRs when the strength of the AWGN masks the impact of
the phase noise. In a practical scenario this could easily be
implemented by measuring the received signal strength of the
channel estimation pilots, which typically use robust BPSK
modulation. This effect accounts for the performance deviation
observed at high BERs in the 64- and 256-QAM cases; in this
regime other carrier recovery algorithms (e.g. a squaring loop)
are more suitable than a decision-directed PLL.
VIII. CONCLUSION
In this paper, we have analyzed the system and circuit design
trade-offs in the LO generation and distribution for mm-wave
arrays. We have shown that the LO generation architecture
strongly influences the power consumption and implementa-
tion complexity as well as the achievable performance. To
properly understand the impact of the LO architecture, it is
important to carefully model the interactions between multiple
control loops and the effects of uncorrelated and correlated
noise sources.
We demonstrate the impact of these architecture choices
via simulations of a 75 GHz system utilizing single carrier
modulation and 2 GHz of channel bandwidth. While the
optimum number of elements per PLL and optimum loop
bandwidths may change for system realizations with different
carrier frequency and channel bandwidth specifications, the
overall trends and guidelines remain applicable. Additionally,
many of the mechanisms that lead to our guidelines, such as
self interference from gain errors and inter-user interference
from zero-forcing error, which arise from uncorrelated phase
noise, also remain relevant in OFDM systems. OFDM may
add additional complexities due to inter-carrier interactions,
which will require careful selection of sub-carrier bandwidth.
The design guidelines obtained from our analysis are:
• High carrier recovery bandwidths should be utilized to
compensate for the poor quality of crystal references
when multiplied up to mm-wave frequencies.
• In single-user arrays, uncorrelated phase noise generates
self-interference via gain errors in addition to phase noise.
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The self-interference can be managed by optimizing the
PLL bandwidth to trade off VCO and reference noise.
• In multi-user arrays, uncorrelated phase noise generates
zero-forcing error due to the time-varying phase noise
channel. This zero-forcing error can only be managed by
applying some spatial filtering prior to introduction of
uncorrelated phase noise. This requires sharing a single
PLL between multiple array elements.
• To balance the LO chain routing power, element synchro-
nization requirements, and the self- and inter-user inter-
ference, the optimal LO chain architecture consists of a
central IF-PLL along with subarray-based multiplication
up to the mm-wave carrier frequency.
Our system simulations indicate that, with the design in-
sights identified here, we are able to achieve 16-way spatial
multiplexing and support SINRs sufficient for 64-QAM mod-
ulation over 2 GHz of bandwidth. The results also suggest
that 256-QAM modulation can be achieved with BERs below
5×10−4, although to achieve 256-QAM at mm-wave with spa-
tial multiplexing, the impact of other transceiver non-idealities
such as PA non-linearity, IQ imbalance, thermal/quantization
noise, and inter-symbol interference must also be reduced
beyond the current state of the art. The use of arrays may
also offer improvement to these impairments by carefully
co-designing the system architecture, signal processing algo-
rithms, and circuits.
APPENDIX
LO DISTRIBUTION POWER MODEL
This appendix derives a power model accounting for distri-
bution and PLL power, parametrized by the number of radios
per PLL, N .
The distribution power can be split into a portion which
comes from routing loss and a portion which comes from
loss in power splitters. The routing loss corresponds to all
the routing distance which is downstream of the PLL. For a
rectangular H-tree this can be expressed as
Lroute =
1
2
log2 N−1∑
s=0
2s−log2 M (DX +DY )Lmm (17)
where DX and DY are the x- and y-dimensions of the array
and Lmm is the loss per millimeter. It can be seen that the
routing loss is insensitive to N for small N , but grows rapidly
when N approaches M ; this is intuitive because the greatest
length of routing occurs at the top of the tree. Similarly, the
loss in an P -way splitter can be expressed as
Lsep = Lsplit logP N (18)
where Lsplit is the loss of a single P -way splitter.
The output power of a central VCO can be computed based
on the array phase noise spec L(f∆), the VCO FoM, and the
VCO’s efficiency ηosc (ratio of output power to DC power)
from (2). The output power of a distributed VCO is then
divided by N . The distribution network for this VCO must
overcome the aggregate routing loss in order to deliver the
target amount of power to the load. Expressed in dBm, the
distribution power is therefore
Pdistr = PV CO − 10 log10N + Lsep + Lroute
− 10 log10(ηosc − ηdriver)
(19)
where ηdriver is the efficiency of the driver. Note that if all
distribution losses were zero, this quantity would be indepen-
dent of N and would reflect only the ideal propagation of the
VCO power through the lossless dividing network. Therefore,
any dependence of Pdistr on N reflects power consumption
specifically arising from architecture-dependent routing loss.
Finally, the total PLL overhead is simply N times the overhead
of a single PLL [43].
In the power comparison shown in Figure 2, the following
parameter values are used, representing commercially avail-
able components or recent reports in the literature. Lmm =
0.2dB/mm, Lsplit = 1.5 for P = 4 [44], and M = 128 at
75GHz, giving an array of 64mm×32mm. Both the oscillator
and amplifier efficiency are assumed to be 20% [45], the phase
noise target is -90 dBc/Hz at 1MHz offset with a VCO FoM
of 180dBc/Hz [42], and the PLL overhead is 2mW [46].
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