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Abstract
By exploiting the computing power and local data of distributed clients, federated learning (FL) features ubiq-
uitous properties such as reduction of communication overhead and preserving data privacy. In each communication
round of FL, the clients update local models based on their own data and upload their local updates via wireless
channels. However, latency caused by hundreds to thousands of communication rounds remains a bottleneck in
FL. To minimize the training latency, this work provides a multi-armed bandit-based framework for online client
scheduling (CS) in FL without knowing wireless channel state information and statistical characteristics of clients.
Firstly, we propose a CS algorithm based on the upper confidence bound policy (CS-UCB) for ideal scenarios where
local datasets of clients are independent and identically distributed (i.i.d.) and balanced. An upper bound of the
expected performance regret of the proposed CS-UCB algorithm is provided, which indicates that the regret grows
logarithmically over communication rounds. Then, to address non-ideal scenarios with non-i.i.d. and unbalanced
properties of local datasets and varying availability of clients, we further propose a CS algorithm based on the UCB
policy and virtual queue technique (CS-UCB-Q). An upper bound is also derived, which shows that the expected
performance regret of the proposed CS-UCB-Q algorithm can have a sub-linear growth over communication rounds
under certain conditions. Besides, the convergence performance of FL training is also analyzed. Finally, simulation
results validate the efficiency of the proposed algorithms.
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2I. INTRODUCTION
The unprecedented amount of data and the increasing number of mobile devices, e.g., smart
phones, tablets, and Internet of Things (IoT) devices, in wireless communication networks,
together with the recent breakthroughs in machine learning (ML), are revolutionizing our way
of life. While traditional ML frameworks rely on the availability of a large amount of data in
a centralized computing entity, this is not always feasible in IoT applications due to: (a) the
reluctance of sharing private data from the end users, (b) the growing security concerns, and (c)
the large communication overhead required to transmit raw data to centralized ML processors.
In response, federated learning (FL) [1] was recently proposed to leverage massively distributed
computing power, e.g., on IoT devices or smart phones, to collaboratively train a shared ML
model without direct access to raw data. These devices, which are referred to as clients, train
an ML model on their local datasets, respectively, and then upload their local model parameters
(e.g., model weights or gradients) to a remote server for model aggregation. Thus, the massive
amount of distributed and privacy-sensitive data on the clients can be well exploited without
leak of privacy.
Unfortunately, latency incurred by wireless transmission and local computation on clients
remains a bottleneck in FL, since hundreds to thousands of communication rounds are required
to reach a desired model accuracy, especially when the number of participating clients in the
training process of FL is large [2]. Specifically, the large propagation latency caused by dynamic
wireless environment and the large computation delay due to limited computing power of clients
will degrade model performance, if with a limited training time budget. The approaches to
reducing the training latency in FL proposed in existing works can be roughly divided into three
main categories: update compression, over-the-air computation, and communication reduction.
Belonging to the first category, gradient quantization [3] and gradient sparsification [4, 5] can be
used to improve the communication efficiency. Besides, two ways to reduce the uplink commu-
nication costs: structured updates and sketched updates of model parameters were proposed in
[6]. Recognizing the superposition property of wireless multiple-access channels, computation-
over-the-air approaches which harness interference instead of suppressing interference are shown
to be able to accelerate global model aggregation, such as broadband analog aggregation adopted
in [7–9]. The last category has also been investigated in some works. For example, the adaptive
3communication strategies with dynamic local updates and with dynamic model aggregation were
proposed by [10] and [11], respectively.
In addition to the aforementioned methods, client scheduling (CS) is also an important direction
to reduce training latency in FL, especially in the scenarios with massive number of clients
but limited wireless channels. Different scheduling criterions lead to different performance. For
example, in [12] only a portion of clients with fast response were chosen for aggregation and
the stragglers with slow response were temporarily dropped in a certain communication round,
in order to avoid a long wait for the stragglers. [7, 13] maximized the number of selected clients
in each communication round. [14] proposed a scheduling policy by jointly accounting for the
staleness of the received parameters and the instantaneous channel qualities. Another scheduling
criterion is the update significance such as model variance [11] and gradient variance [15].
Besides, the work in [16, 17] considered a joint problem of wireless resource allocation and
CS. Note that these works performed CS based on the assumption that some prior information
is available, such as wireless channel state information (CSI) and computing resource usage
of clients. However, it is not easy to have access to such information when the number of
clients is greatly large. Secondly, most of these works, except for [18, 19], only investigated
the transmission time consumption of uploading local updates and distributing global model
parameters, but did not take into account the computation time consumption of local training
on clients. In addition, due to the potential “deep fade” of wireless channels or the exhausted
computing power, some clients may lose their connectivity and be unavailable temporarily. Thus,
the availability of clients during FL training is also a practical challenge, but was not considered
in these existing works. Motivated by these facts, a new CS policy in FL training is proposed
in this paper to deal with these practical challenges.
In this work, given the number of communication rounds required to achieve a certain level
of test accuracy [20, 21], we aim to minimize the total wall-clock time consumption including
transmission time and local computation time. We consider a system where an access point (AP)
equipped with a central processor serves a large amount of clients. However, only a limited
number of wireless channels are available, i.e., the number of wireless channels is much smaller
than that of clients. Thus, scheduling the appropriate clients to access to the wireless channels
for parameter updating during different communication rounds is of necessity. We study the CS
problem in FL in two scenarios: ideal and non-ideal scenarios. In the ideal scenario, the clients
4are always available and the dataset of each client is balanced and independent and identically
distributed (i.i.d.). In the non-ideal scenario, the clients are not always available during the FL
training process and the datasets of different clients are unbalanced and non-i.i.d. Due to the
lack of prior knowledge of training time of the clients, we need to learn the related statistical
information while performing CS, so as to help make better decisions in the future. Thanks to
the development of reinforcement learning technique, we reformulate the CS problem as a multi-
armed bandit (MAB) program, which is a powerful tool for scheduling and resource allocation
problems [22–24]. To our best knowledge, this work is the first attempt to apply the MAB tool
to the CS problem in FL.
The contributions of this work are summarized as follows:
• We formulate a CS problem which aims to minimize the time consumption of the whole FL
training including transmission time and local computation time in both ideal and non-ideal
scenarios. Then we provide an MAB-based framework to learn to schedule clients online
in FL training without knowing wireless CSI and dynamics of computing resource usage
of clients.
• For the ideal scenario, we propose a CS algorithm based on upper bound confidence (UCB)
policy [25], namely CS-UCB algorithm, which strikes a balance between the exploitation
of actions that performed well in the past and the exploration of actions that might return
higher rewards in the future. An upper bound on regret is provided and shows the expected
performance regret grows in the logarithmic way over communication rounds.
• For the non-ideal scenario with non-i.i.d. and unbalanced properties of local datasets and
dynamic availability of clients, we introduce the fairness constraint to ensure each client can
participate in a certain proportion of the communication rounds during the training process.
We further propose a CS algorithm based on UCB policy and virtual queue technique,
namely CS-UCB-Q algorithm. An upper bound on regret is also derived and shows that the
expected performance regret of the proposed CS-UCB-Q algorithm can have a sub-linear
growth over communication rounds under certain conditions.
• The convergence performance in both the ideal and non-ideal scenarios is analyzed. It is
found that increasing the number of the participating clients in each round can improve
the convergence rate in the ideal scenario, but the convergence performance has a weak
dependence on the number of the participating clients in each round in the non-ideal
5scenario.
• Simulation results validate the efficiency of the proposed CS-UCB and CS-UCB-Q algo-
rithms. Besides, A tradeoff between the performance regret and the speed of convergence
to a point where the fairness constraint is satisfied is revealed.
The remainder of this paper is organized as follows. Section II introduces the system model and
formulates the CS problems in both the ideal and non-ideal scenarios. Sections III and IV propose
the CS-UCB and CS-UCB-Q algorithms for the ideal and non-ideal scenarios, respectively, and an
upper bound on regret is derived for each of the proposed algorithms. In addition, the convergence
performance is also analyzed. Numerical results are presented in Section V. Finally, conclusion
is drawn in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a wireless network which is composed of a single-antenna AP and massive single-
antenna clients (e.g., smart phones, sensors, and cameras). The set of clients is denoted as K
with the cardinality |K| = K. Each client k ∈ K has a local dataset Wk consisting of sk = |Wk|
sample points, based on which local training is performed. The FL training aims to minimize
the weighted global loss function [26, 27], which is given as
min
x
G(x) =
∑
k∈K
$kGk(x), (1)
where $k > 0 is the weight of client k with
∑
k∈K$k = 1 and Gk(x) is the local empirical
loss of client k, which is defined as
Gk(x) =
1
sk
sk∑
s′=1
g(x;wks′), (2)
where wks′ is the s′-th sample point in Wk and g(x;w) is a loss function of a parameter vector
x associated with the sample point w.
We assume a fixed amount of spectrum is available and equally divided into N orthogonal
radio access channels. A wireless channel is allocated to at most one client in each round such
that there is no inter-client interference. Due to the scarce of the spectrum resource, the number
of available channels is much smaller than that of the candidate clients, i.e., N < K. The training
procedure of FL is an iterative process consisting of a number of communication rounds. In each
round t, the AP chooses a subset S(t) ⊆ K of the clients and then distributes the weight vector
x(t) of the global model to the selected clients. After receiving the global model weights, each
6of the selected clients individually updates the global model by computing the gradients of their
local loss functions based on their own private data and then uploads the updated gradients to
the AP for model aggregation, i.e.,
x(t+ 1) = x(t)− γv(t), (3)
where v(t) =
∑
k∈S(t)
$k∑
k′∈S(t)$k′
∇Gk(x(t)).
A. Training Latency
Since the AP has abundant computational resource compared to the clients, the latency incurred
by global model aggregation is negligible. According to the above analysis, the time cost of each
round t of client k depends on three main components: distribution time, local update time, and
upload time, denoted by τDk (t), τ
LU
k (t), and τ
U
k (t), respectively. Then, the total time consumed
by client k in round t is given as
τk(t) = min{τDk (t) + τUk (t) + τLUk (t), τmax}, (4)
where τmax represents the maximal interval of each communication round, which is used to
avoid an endless wait caused by possible stragglers. The distribution time τDk (t) and upload
time τUk (t) of client k in round t relies on the size of the model parameters and the wireless
channel between the AP and client k. It is worth noting that the available computing resource on
each client varies over time, because a client can execute multiple processing tasks at the same
time. For example, a smart phone is used to play games, while performing the local training. To
capture the dynamics of local computing power of the clients in FL training and for simplicity,
we assume the amount of available computing power on each client k in round t for the local
training, denoted by φk(t) in sample points per second, is i.i.d. over time according to a certain
distribution and its expectation is also unknown a priori. Because of the heterogeneity of available
computing power, the resulting local update time τLUk (t) is also different among the clients.
Fortunately, instead of obtaining the values of the three main components separately, the AP
in our work observes τk(t) directly, which significantly reduces difficulties and overhead.
B. Availability Constraint
During the FL process, some clients can be unavailable temporarily due to, for example, the
poor channel conditions or the exhausted computing power. We define a binary variable ak(t)
and if client k is available in round t, then ak(t) = 1; otherwise ak(t) = 0. We further define
7A(t) , {k ∈ K|ak(t) = 1} ∈ P(K) as the set of the available clients in round t where P(K) is
the power set of K. For simplicity, it is assumed that the set of the available clients is i.i.d.1 over
time and the corresponding distribution of the available clients, PˆA(e) = Pˆ (A(t) = e), e ∈ P(K),
is unknown in advance. However, A(t) is revealed to the AP at the beginning of each round t.
Note that in the considered network the number of the clients is much larger than that of the
available channels, thus the AP has to choose a subset S(t) from the available clients, i.e.,
S(t) , {S(t) ⊆ A(t) : |S(t)| ≤ min{N, |A(t)|}} ∈ Q(A(t)), (5)
where |S(t)| represents the cardinality of S(t) and Q(A(t)) is the power set of A(t).
C. Fairness Constraint
Besides the availability constraint, the non-i.i.d. and unbalanced properties of local datasets
of the clients should be addressed. More specifically, the local dataset of any particular client
cannot represent the distribution of the whole, and the sizes of the local datasets of different
clients are different, because different clients have various activity characteristics. An effective
solution to the considered issue is Federated Averaging approach [1] in which a subset of the
clients are enrolled in the FL process in each round to cooperatively train a shared model.
However, the importance of the local datasets of different clients is different. Generally speaking,
the local dataset which has a larger size and whose distribution is more similar to the global
distribution plays a more important role, and the corresponding clients should participate in more
communication rounds. Thus, fairness constraint is introduced to “tell” each client that how many
communication rounds they should participate in. The fairness constraint not only can avoid the
occurrence of abandoning the slow but important clients due to the pursuit of low delay, but also
can make the important clients be involved in more rounds by setting a large fairness factor. A
binary variable bk(t) is defined as an indicator with bk(t) = 1 indicating that client k is selected
in round t, and bk(t) = 0 otherwise. Then, the fairness constraint is formulated as [30]
lim
T→∞
inf
1
T
∑T
t=1
E[bk(t)] ≥ ck,∀k ∈ K, (6)
where E[·] is the expectation operator and ck ∈ [0, 1) is the minimum fraction of communication
rounds required to choose client k. Since the distribution of the local dataset is usually unknown,
1For the cases where the set of the available clients is non-i.i.d. over time, we can introduce a Markov process to analyze
the upper bound on performance regret [28, 29].
8we use the size of the local dataset as a metric to roughly describe the importance and set the
fairness constraint. Here, we provide a heuristic example of the setting of the fairness constraint.
We first find client kˆ = arg mink∈K sk and set ckˆ = cmin, where ϕ
Nskˆ∑
k∈K sk
≤ cmin ≤ Nskˆ∑
k∈K sk
and
0 ≤ ϕ < 1. The fairness constraint values of the other clients are set as ck = skskˆ cmin, k 6= kˆ.
These constraint values, {ck}Kk=1, are incorporated into a vector c = [c1, c2, . . . , cK ]†, where [·]†
denotes the transpose operator. If there exists a policy that can find a time sequence {S(t), t ≥ 1}
to satisfy the constraint in (6), then the constraint vector c is said to be feasible, otherwise
infeasible. For example, any c satisfying
∑
k∈K ck > N is infeasible. Furthermore, we denote
by C the maximal feasibility region which includes all such feasible c’s.
D. Problem Formulation
During each communication round, the AP cannot perform model aggregation until all the
selected clients finish data uploading, thus the time consumption of each round t is determined
by the slowest client, i.e.,
τˆ(t,S(t)) = max
k∈S(t)
τk(t). (7)
In the following, for simplicity, τˆ(t,S(t)) is written as τˆ(S(t)) without ambiguity. This work
considers both ideal and non-ideal scenarios. In the ideal scenario, all the clients are available
anytime and the local datasets of the clients are i.i.d. and balanced, thus it is unnecessary to take
the availability constraint and the fairness constraint into account. In addition, the convergence
rate improves substantially as the number of the participating clients in each round increases
[31]. Thus, constraint (5) can be simplified as
S(t) , {S(t) : |S(t)| = N} ∈ P(K). (8)
We aim to minimize the time cost of the FL training process, by finding a decision sequence
{S(t), t ≥ 1}, i.e.,
min
{S(t),t≥1}
T∑
t=1
τ¯(S(t))η(t), s.t. η(t) ∈ {0, 1} and (8), (9)
where T is a large constant, τ¯(S(t)) = τˆ(S(t))
τmax
∈ (0, 1] is the normalized delay, and η(t) = 1 is
an indicator, which equals 1 if the FL process does not converge and 0 otherwise [32].
However, in the non-ideal scenario, the clients can be unavailable during the learning process
and the local datasets of different clients are non-i.i.d. and unbalanced, thus the fairness constraint
and the availability constraint should be addressed. Note that under the non-i.i.d. scenario, the
9convergence rate has a weak dependence on the number |S(t)| of the participating clients in each
round [27]. As mentioned in Section II, the number of the clients is much larger than that of
the available channels in the considered network. Thus, for simplicity, it is reasonable to make
full use of available channels and select as many clients as possible in each round, i.e.,
S(t) , {S(t) ⊆ A(t) : |S(t)| = min{N, |A(t)|}} ∈ Q(A(t)). (10)
Then, the underlaying problem, with the availability and fairness constraints, is formulated as
min
{S(t),t≥1}
T∑
t=1
τ¯(S(t))η(t), s.t. η(t) ∈ {0, 1}, (6), and (10). (11)
Solving the scheduling problems (9) and (11) is not easy because of the lack of prior information.
We do not know either the dynamics of computing power of the clients or wireless CSI between
the AP and clients, so that we cannot make the optimal decisions. In order to address this
issue, we must learn some important information, i.e., the statistical information about time
consumption of each client, from the feedback from the previous decisions. Besides, the fairness
constraint and the availability constraint increase the difficulty in solving problem (11). In
the following, we will first handle problem (9), and then we take a further step to deal with
problem (11).
III. SCHEDULING IN IDEAL SCENARIO
In this section, we first give a short introduction to MAB problems, then reformulate problem
(9) into an MAB problem and propose an algorithm to find the decision sequence {S(t)}Tt=1
in the ideal scenario. Finally, we provide some theoretical analysis on the performance of the
proposed algorithm.
A. MAB Problems
An MAB problem is one of sequential decision problems, where a player should make a
decision, in each time slot, about which arms of the bandits are pulled [33]. We refer to arm
pulls as an action and a reward (payoff) is observed when an action is taken. The aim of an MAB
problem is to make sequential decisions to maximize the total reward obtained in a sequential
of actions. Due to the limited information available, the player has to strike a balance between
the exploitation of actions that performed well in the past and the exploration of actions that
might return higher rewards in the future [34].
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B. Problem Reformulation
The scheduling problem (9) can be modelled as an MAB problem, where the AP and the clients
can be regarded as the player and the arms, respectively. The chosen subset of the arms S(t) is
referred to as a super arm and its corresponding normalized reward is r(S(t)) = −τ¯(S(t))+1 ∈
[0, 1). Accordingly, the objective of problem (9) can be interpreted as finding a time sequence
of actions, according to a particular policy, to maximize the cumulative reward, i.e.,
max
{S(t),t≥1}
T∑
t=1
r(S(t))η(t). (12)
For the scheduling problem (12), we evaluate the policies of action selection with respect
to regret [33], which is defined as the difference between the expected reward of the optimal
actions and that obtained by the given policy. Note that minimizing the regret is equivalent to
maximizing the total reward. We denote by µk = E [rk(t)] the expectation of the normalized
reward rk(t) = − τk(t)τmax + 1 of arm k, and the optimal super arm is
S∗ = arg max
S⊆K,|S|=N
{min
k∈S
µk}. (13)
Assume that η(T ) = 1 and η(T + 1) = 0, meaning that the FL training converges at the end of
round T . Then, the cumulative regret of a given policy pi1 is
Σpi1 = Tµ(S∗)− E
[
T∑
t=1
r
(
S(t)
)]
, (14)
where µ(S) = mink∈S µk is the expectation of the reward of the super arm S. Then, problem
(9) can be reformulated as
min
{S(t),t≥1}
Σpi1 , s.t. (8). (15)
C. Proposed Algorithm
As shown in Algorithm 1, the proposed algorithm for problem (15) is based on UCB policy
[25, 35], namely CS-UCB algorithm. The key idea behind this algorithm is that we observe the
feedbacks for each arm, rather than for each super arm (or each action) as a whole. The same
arm can be observed in different actions and we collect and exploit information about the reward
of one certain arm from the operations of different actions, in order to make better decisions in
the future.
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Algorithm 1 Proposed CS-UCB algorithm for problem (15).
1: Initialization: Set K′ = K and K′′ = ∅.
2: for t = 1, 2, . . . , κ do
3: if |K′| < N then
4: Randomly choose a set S of κN −K arms from K′′ and update K′ = K′ ∪ S .
5: end if
6: Randomly choose a super arm S(t) with |S(t)| = N from K′ and update K′ = K′\S(t) and K′′ = K′′∪S(t).
7: Update y(t) and z(t) according to (16) and (17), respectively.
8: end for
9: Main loop:
10: while T − t ≥ 0 do
11: t = t+ 1.
12: Choose a super arm S(t) according to (18).
13: Update y(t) and z(t) according to (16) and (17), respectively.
14: end while
We define two vectors y(t) ∈ RK×1 and z(t) ∈ RK×1. yk(t) is the k-th element of y(t) and
represents the sample mean of the observed reward values of arm k up to the current round t,
which is updated by the following rule:
yk(t) =

yk(t−1)zk(t−1)+rk(t−1)
zk(t−1)+1 , if k ∈ S(t),
yk(t− 1), else,
(16)
where zk(t) is the k-th element of z(t) and denotes the number of times that arm k is played
by the end of round t, which is updated as follows:
zk(t) =
zk(t− 1) + 1, if k ∈ S(t),zk(t− 1), else. (17)
Note that both z and y are initialized to 0 when t = 0, i.e., z(0) = y(0) = 0.
In Algorithm 1, we use κ = dK
N
e rounds for initialization to make sure each arm is played
at least one time. After initialization, Algorithm 1 enters the main loop and selects a super arm
in each round t according to
S(t) = arg max
S∈P(K),|S|=N
∑
k∈S
(
yk(t− 1) +
√
(N + 1) ln t
zk(t− 1)
)
, (18)
where yk(t−1) and
√
(N + 1) ln t/zk(t− 1) correspond to exploitation and exploration, respec-
tively. Note that the size of P(K) in exponential in K. Thus, the complexity of the combinatorial
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problem (18) can be very high and some efficient algorithms should be developed [36]. Thanks to
the special structure of linear reward, where the rewards of different arms in (18) are independent
on each other, we can find the best super arm S(t) by iteratively choosing the best individual
arms. More specifically, we can sort the clients in descending order of the rewards and choose
the top N clients. In what follows, we provide the analysis of the upper bound of regret Σpi1
which is logarithmic in T and polynomial in K.
D. Upper Bound on Regret
Theorem 1. The expected regret achieved by the proposed CS-UCB algorithm presented in
Algorithm 1 is upper bounded by
Σpi1 < ∆max
[
K
N
+ 1 +
4N2(N + 1)K lnT
(∆min)2
+K +
pi2
3
NK
]
, (19)
where ∆max = maxr(S)≤r(S∗) ∆S , ∆S =
∑
k∈S∗ µk −
∑
k∈S µk, and ∆min = minr(S)≤r(S∗) ∆S .
Proof: The sketch of the proof is provided in Appendix A and refer to [35] for more details.
According to Theorem 1, the regret grows as O(N3K lnT ), i.e., polynomially in the number
of wireless channels, linearly in the number of clients, and strictly logarithmically in the number
of communication rounds. Given that N and K are fixed, the gap between the optimal solution
and the proposed CS-UCB algorithm becomes smaller in the logarithmic way in T .
E. Convergence Analysis
In the ideal scenario, it is assumed that the local datasets of the clients are balanced and
the sample points in each Wk are sampled i.i.d. from the same source distribution W , i.e.,
Wk ⊆ W ,∀k ∈ K. Thus, the weights $k’s are set with the same value, i.e., $k = 1N ,∀k ∈ K.
In the following, we first highlight the necessary assumptions and then provide the convergence
guarantee.
Assumption 1. (Unbiased evaluation) Given gsˆ(x) =
∑sˆ
s′=1 g(x;ws′), where ws′’s are i.i.d
sampled fromW . gsˆ is an unbiased estimator of the global loss function G, i.e., E[gsˆ(x)] = G(x).
Assumption 2. (L-smoothness) G(x) is L-smooth, i.e., G(x′)−G(x) ≤ ∇G†(x)(x′−x)+ L
2
||x′−
x||22.
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Assumption 3. (Strong convexity) G(x) is Φ-strongly convex, i.e., G(x′)−G(x) ≥ ∇G(x)†(x′−
x) + Φ
2
||x′ − x||22.
Assumption 4. (Bounded variance [37]) It is assumed that any correct gradient estimator
∇Gk(x(t)) in any round t has upper bounded variance, i.e., E||∇Gk(x(t))−E[∇Gk(x(t))]||22 ≤
δ0,∀k ∈ K.
Theorem 2. Under Assumptions 1-4 and taking γ ≤ 1
L
≤ 1
Φ
, we have
E[G(x(T ))−G(x∗)] ≤ δ0
2NΦ
+ (1− γΦ)T−1
[
G(x(1))]−G(x∗)− δ0
2NΦ
]
, (20)
where x∗ denotes the optimal weights.
Proof: See Appendix B for reference.
It is observed from Theorem 2 that as N increases, the gap between G(x(T )) and G(x∗)
becomes smaller, suggesting a better convergence performance.
IV. SCHEDULING IN NON-IDEAL SCENARIO
In this section, problem (11) is investigated which takes both the availability constraint and
the fairness constraint into account. Similar to problem (9), we first reformulate (11) as an MAB
problem, but Algorithm 1 cannot be applied to problem (11) directly because of the fairness
constraint. The availability constraint can be addressed by checking the availability of clients
before choosing an action in Algorithm 1 [25], but satisfying the fairness constraint has to resort
to other approaches. Motivated by [30, 38], we apply the virtual queue technique to handle the
fairness constraint.
A. Problem Reformulation
To address the uncertainty of the set of the available clients, we consider the special class of
stationary and randomized policies named A-only policies, which observe A(t) in each round t
and independently select a super arm S(t) ∈ Q(A(t)) as a pure (possibly randomized) function
of the observed A(t) only [38]. We define a vector of probability distributions q = [qS(e),∀S ∈
Q(e), ∀e ∈ P(K)] to describe anA-only policy pi where qS(e) is the probability that the super arm
S is chosen when the set e ∈ P(K) of the available arms is observed. Note that ∑S∈Q(e) qS(e) =
1,∀e ∈ P(K). Then, based on the A-only policy pi, the mean of bk(t) for all t’s is given as
E[bpik(t)] =
∑
e∈P(K)
PˆA(e)
∑
S∈Q(e):k∈S
qS(e), (21)
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and the fairness constraint (6) is equivalent to E[bpik(t)] ≥ ck. Furthermore, the following lemma
is obtained.
Lemma 1 ([38]). There always exists an A-policy pi that can meet the fairness constraint
specified by a vector c, i.e.,
E[bpik(t)] ≥ ck,∀k ∈ K, (22)
if c is strictly inside the maximal feasibility region C.
Proof: The proof is very similar to the proof of Theorem 4.5 in [38] and hence is omitted
here.
Assume that the expectation µk of the normalized reward of each arm k is known in advance,
the normalized reward µ(S) of the super arm S is a constant. Based on Lemma 1, we can
reformulate problem (11) as a linear program:
max
q
∑
e∈P(K)
PˆA(e)
∑
S∈Q(e)
qS(e)µ(S)
s.t.
∑
e∈P(K)
PˆA(e)
∑
S∈Q(e):k∈S
qS(e) ≥ ck,∀k ∈ K,
∑
S∈Q(e)
qS(e) = 1,∀e ∈ P(K),
qS(e) ∈ [0, 1],∀S ∈ Q(e),∀e ∈ P(K),
(23)
whose optimal solution is easy to find due to its linearity. However, the linear program is based
on the assumption that the normalized expectation of each arm’s reward is known in advance,
which is usually impractical. Thus, to achieve the maximal reward, the player (i.e., the AP)
needs to estimate the mean rewards of the arms and exploit such knowledge to find out a super
arm that seems to yield the highest reward, but also keep exploring further the other arms to
identify with better precision which super arm is actually the best. Such a learning process is a
typical exploration-exploitation tradeoff and inevitably leads to the reward loss, i.e., the regret
[33]. Similar to problem (15), we use the regret as the metric to evaluate the performance. Given
an optimal A-policy pi∗, we define r∗ as the maximal reward of problem (23) with known reward
expectation µk, k ∈ K, which is given as
r∗ =
∑
e∈P(K)
PˆA(e)
∑
S∈Q(e)
q∗S(e)µ(S), (24)
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where q∗S is the associated probability distribution of policy pi
∗. Assume that the FL training
converges at the end of round T , i.e., η(T ) = 1 and η(T + 1) = 0. Then, problem (11) is
equivalent to the minimization of the cumulative regret under a policy pi2 by choosing a super
arm S(t) in each round t, i.e.,
min
{S(t),t≥1}
Σpi2 = Tr∗ − E
[ T∑
t=1
r(S(t))
]
, s.t. (6) and (10). (25)
B. Proposed Algorithm
Algorithm 2 Proposed CS-UCB-Q algorithm for problem (25).
1: Initialization: Set zk(1) = 0 and Dk(1) = 0,∀k ∈ K.
2: Main loop:
3: for t = 1, . . . , T do
4: for k ∈ K do
5: if zk(t) > 0 then update yˆk(t) according to (26),
6: else set yˆk(t) = 1. end if
7: Update Dk according to (27).
8: end for
9: Choose a super arm S(t) from A(t) according to (28) and update bk(t),∀k ∈ K.
10: Update y(t) and z(t) according to (16) and (17), respectively.
11: end for
As shown in Algorithm 2, the proposed algorithm for problem (25) is based on policy UCB
[25] and virtual queue technique [38], which is referred to as CS-UCB-Q algorithm. Recall that
yk(t) is the the empirical average of the observed reward of arm k up to the current round t and
zk(t) =
∑t
t′=1 bk(t
′) is the number of times that arm k has been played up to the current round
t. Then, we use a truncated UCB estimate to calculate the reward of each arm k,
yˆk(t) = min{yk(t− 1) +
√
2 ln t
zk(t− 1) , 1}. (26)
Note that yˆk(t) = 1, if zk(t− 1) = 0.
To deal with the fairness constraint, we introduce a virtual queue Dk for each arm k as follows
Dk(t) = [Dk(t− 1) + ck − bk(t− 1)]+, (27)
where [x]+ = max{x, 0} and Dk(t) indicates the queue length at the beginning of round t. We
define D(t) = [D1(t), D2(t), . . . , DK(t)] and initialize D(1) = 0. The queue length decreases
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by 1 if arm k is selected in round t− 1, i.e., bk(t− 1) = 1, and increases by ck in each round.
Then, we give the criterion of choosing a super arm S(t) in each round t which maximizes the
compound value of yˆk(t) and Dk(t), i.e.,
S(t) ∈ arg max
S∈Q(A(t)),
|S|=min{N,|A(t)|}
∑
k∈S
(1− β)yˆk(t) + βDk(t), (28)
where the weighting factor β ∈ [0, 1] is a non-negative constant. Similar to (18), the compound
rewards of different clients are independent on each other, we can select the best individual arms
iteratively.
C. Upper Bound on Regret
In this subsection, we first validate that the proposed CS-UCB-Q algorithm is feasibility-
optimal. Then we provide an upper bound on the expected regret of the proposed CS-UCB-Q
algorithm.
Theorem 3. The proposed CS-UCB-Q algorithm presented in Algorithm 2 is feasibility-optimal.
In other words, the fairness constraint in (6) is satisfied, for any c strictly in the maximal
feasibility region C.
Proof: See Appendix C for reference.
According to Theorem 3, the long-term fairness constraint can be satisfied under the proposed
CS-UCB-Q algorithm presented in Algorithm 2 as long as the requirement is feasible, i.e., c is
strictly in the maximal feasibility region C.
Theorem 4. The expected regret achieved by the proposed CS-UCB-Q algorithm presented in
Algorithm 2 is upper bounded by
Σpi2 ≤ βΩT
2
+ (1− β)
[
(
pi2
3
+ 1)K + 4
√
2KNT lnT
]
, (29)
where Ω =
∑
k∈Kmax{c2k, (1 − ck)2}. Typically when 0 < β ≤ 1√T and T is large enough, we
have
Σpi2 ≤ Ω
√
T
2
+ (
pi2
3
+ 1)K + 4
√
2KNT lnT . (30)
Proof: The sketch of the proof is provided in Appendix D and refer to [39] for more details.
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Note that the regret bound in (29) has two terms where β is attributed to achieve a balance
between them. Specifically, when β is large, i.e., a higher priority to satisfying the fairness
constraint, the regret bound mainly depends on the first term and approximately is of the order
O(T ). However, a small β (e.g., β ≤ 1√
T
, T → +∞) suggests that the regret bound mainly
depends on the second term and approximately is of the order O(√T lnT ). In this case, the
performance gap between the optimal solution and the solution found by the proposed CS-UCB-
Q becomes smaller in the sub-linear way over communication rounds.
D. Convergence Analysis
Different from the ideal scenario, the datasets of the clients in the non-ideal scenario are
heterogeneous. Here, we adopt a heuristic way to set the weights as $k(t) = sk∑
k′∈K sk′
[1]. To
prove the convergence, we need another assumption as follows:
Assumption 5. (The first and second moment conditions [40]) The global loss function G(x)
and the aggregation operation v(t) satisfy the following:
(a) The global loss function G(x) is bounded by a scalar Ginf = G(x∗).
(b) Given two scalars δ1 > δ2 > 0, two constraints ||E[v(t)]||2 ≤ δ1||∇G(x(t))||2 and
∇G†(x(t))E[v(t)] ≥ δ2||G(x(t))||22 always hold.
(c) There exists δ3 such that E||v(t)||22 − ||E[v(t)]||22 ≤ δ3 + ||∇G(x(t))||22.
Theorem 5. Under Assumptions 2, 3, and 5 and taking a fixed learning rate satisfying γ ≤
δ2
L(1+δ21)
with L ≥ Φ, we have
E[G(x(T ))−G(x∗)] ≤ γδ3L
2Φδ2
+ (1− γδ2Φ)T−1E
[
G(x(1))]−G(x∗)− γδ3L
2Φδ2
]
. (31)
Proof: See Appendix E for reference.
According to Theorem 5, a smaller δ3 value leads to a better convergence performance. To
decrease δ3 value, we can increase the number |S(t)| of the participating clients in each round
if possible. But their relationship is not so tight and thus the convergence rate has a weak
dependence on |S(t)|. Besides, we can involve the clients with important local datasets in more
communication rounds to reduce δ3 value, which is realized by using the fairness constraint.
V. NUMERICAL RESULTS
In this section, we conduct experiments to evaluate the performance of the proposed CS-UCB
and CS-UCB-Q algorithms. As mentioned in Section II, the time cost τk(t) of each client k in
18
round t is directly observed by the AP in practice. In our simulations, in order to obtain the
value of τk(t), we first give the expressions to compute the three main components τDk (t), τ
LU
k (t),
and τUk (t), respectively.
The average distribution time τDk (t) of client k in round t is computed as
τDk (t) =
m0
BRDk (t)
, (32)
where m0 (in bits) is the size of data for distribution including the global model parameters,
B (in Hz) is the bandwidth of one channel, and RDk (t) (in bits/s/Hz) is the average distribution
rate for client k in round t. It is worth noting that the coherence time of wireless channels
is relatively short, thus the distribution process may experience multiple coherence time slots
in a communication round. In other words, the wireless channel varies during the distribution
process. Here, we use the average distribution rate in a communication round instead of the
instantaneous one because we focus on accelerating the learning process from the long-term
learning perspective. The average distribution rate RDk (t) in round t is expressed as
RDk (t) = log2
[
1 +
pDk |hDk (t)|2
σ2
]
, (33)
where pDk is the transmit power of the AP for client k, σ
2 is the variance of additive white
Gaussian noise, and hDk (t) is the average downlink channel gain of client k in round t.
Similarly, the upload time of client k in round t is
τUk (t) =
mk
BRUk (t)
, (34)
where mk is the data size of client k for upload and RUk (t) in bits/s/Hz denotes the average
upload rate of client k in round t, which is given as
RUk (t) = log2
[
1 +
pUk |hUk (t)|2
σ2
]
, (35)
where pUk is the transmit power of client k and h
U
k (t) is the average uplink channel gain of client
k in round t.
In addition, the local update time of client k in round t is calculated as
τLUk (t) =
%k
φk(t)
. (36)
where %k is the number of sample points for the local updates in each round. For example,
%k = sk in the gradient descent method and %k = %, ∀k ∈ K, in the stochastic gradient descent
(SGD) method with % being the mini-batch size. Finally, we can calculate τk(t) according to
(4).
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A. Experiment Settings
The system setting is summarized as follows unless otherwise specified. We consider a network
where a single-antenna AP is located in the centre of the network with a disc of 500m and
the clients randomly distributed within the coverage of the AP. The channel gains of both the
uplink and downlink links are composed of both small-scale fading and large-scale fading,
where the small-scale fading is set as Rayleigh distribution with uniform variance and the large
scale fading are generated using the path-loss model: PL[dB] = 128.1 + 37.6 log10(d) with d
representing the distance in km. The noise power σ2 is -107 dBm and the bandwidth of each
orthogonal channel is 15 KHz. Both the uplink and downlink transmit power is 23 dBm, i.e.,
pUk = p
D
k = 23 dBm,∀k ∈ K. The computing capability φk(t) of each client k is uniformly
distributed in [φLBk , φ
UB
k ], where φ
LB
k and φ
UB
k are the lower bound and upper bound, respectively.
Here, we assume φLBk = (0.5k + 0.5) × 20 and φUBk = (0.5k + 1.5) × 20,∀k ∈ K. In addition,
for simplicity, we assume m0 = mk = 5× 103 bits and the maximal interval τmax = 5 seconds.
We study image classification of handwritten digits 0-9 in the well-known MNIST dataset
using multinomial logistic regression. The training and test sets consist of 60,000 and 10,000
samples, respectively. The SGD method is adopted, where the mini-batch size % is 2 and the
learning rate is 0.001.
B. Performance in Ideal Scenario
In the ideal scenario, it is assumed that there are K = 20 clients and N = 5 channels
available in each communication round. The dataset is shuffled and then partitioned into the
clients equally. Before giving the numerical results, we introduce two baseline algorithms for
comparison [41]. The first one is a random scheduling algorithm where the AP uniformly selects
N clients at random in each communication round for model updates. The second one is the
round robin algorithm in which the clients are divided into groups each with N clients and
the AP consecutively assigns each group to access to the radio channels and update their
parameters per communication round. We define Θ = τmaxΣpi1 and θ = Θ/T as the cumulative
and average performance gaps, respectively, where pi1 can be the proposed CS-UCB algorithm
or the introduced baseline algorithms. Note that some clients selected in a certain round may
not be able to send to its results to the AP for aggregation, e.g., due to the large propagation
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Fig. 1. Performance comparison of different algorithms versus the number of communication rounds: (a) cumulative performance
gap, (b) average performance gap, and (c) cumulative number of failed clients with {K = 20, N = 5}.
delay or processing delay. According to (4), we refer to client k with τk = τmax = 5 seconds as
a failed client and count the cumulative number of the failed clients.
As seen from Fig. 1, the proposed CS-UCB algorithm achieves better performance than the
two baseline algorithms after 20 rounds and the performance gap increases as the number of
communication rounds increases. This is because the proposed CS-UCB algorithm keeps learning
the statistical information of each client in the execution process and leverage a tradeoff between
the exploitation of learned knowledge and the exploration of more potential actions. It is also
observed from Fig. 1(c), the proposed CS-UCB algorithm has less failed clients, which suggests
that in a given time interval, more clients can get involved in the learning process for more
communication rounds.
Before showing the convergence performance, in addition to the existing baseline algorithms,
we introduce another baseline algorithm, named local accuracy based scheduling, where the
clients with lower local test accuracy have higher priority to be chosen in each round. The test
accuracy with respect to the number of communication rounds of different algorithms is shown in
Fig. 2. We find that the convergence rate, in terms of the communication rounds, of the proposed
CS-UCB algorithm in the ideal scenario is close to those of the baselines. This is because the
local datasets of the clients are i.i.d. and the average number of the participating clients in each
round is almost the same. Based on the results of Figs. 1(a) and 2, we can conclude that the
proposed CS-UCB algorithm consumes less wall-clock time to finish the required communication
rounds of a certain level of test accuracy.
In Fig. 3, we fix T = 5000 and show the performance of different algorithms with respect to
the number of available channels N . It is observed that the performance of the proposed CS-UCB
algorithm is always better than those of the random scheduling algorithm and the round robin
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Fig. 2. Test accuracy versus the number of communication
rounds of the proposed CS-UCB algorithm and baselines
with {K = 20, N = 5}.
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Fig. 4. Performance comparison of different algorithms versus the number of communication rounds: (a) cumulative performance
gap, (b) average performance gap, and (c) selection fraction of each client with {K = 3, N = 2}.
algorithm. Besides, we observe that the cumulative performance gap increases as the number of
available channels increases because more clients can get involved in the FL process and then
the probability of choosing the high-latency clients is increased.
C. Performance in Non-Ideal Scenario
Before showing the performance of the proposed CS-UCB-Q algorithm, a baseline algorithm
based on the proposed CS-UCB algorithm is introduced for comparison, which takes the avail-
ability of clients into account but does not consider the fairness constraint. Thus, we refer to such
a baseline algorithm as modified CS-UCB algorithm. The cumulative and average performance
gains are given as Θ = τmaxΣpi2 and θ = Θ/T , respectively, where pi2 can be the proposed
CS-UCB-Q algorithm or the modified CS-UCB algorithm. We consider a system with K = 3
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Fig. 5. Selection fractions of different clients versus the number of communication rounds with {K = 3, N = 2}.
and N = 2, where the fairness constraint vector is set as c = (c1, c2, c3) = (0.6, 0.5, 0.4) and
the sample vector is s = (s1, s2, s3) = (1500, 1000, 500). Besides, the availability of each client
k is a binary random variable with mean αk which is i.i.d. over time. For simplicity, we set
αk = 0.9,∀k ∈ K.
In Fig. 4, different β values are considered and these β values make the proposed CS-UCB-
Q algorithm meet the fairness constraint. Different from the proposed CS-UCB-Q algorithm,
the modified CS-UCB algorithm is unaware of the fairness constraint and thus can achieve the
smallest performance gap, which is even negative, i.e., it achieves better performance than the
optimal solution obtained by solving the linear program (23). Besides, we also find that a smaller
β value in the proposed CS-UCB-Q algorithm results in a smaller performance gap since the
importance of the fairness constraint is reduced and more priority is given to the reward of
each client. Such an observation at first glance seems to suggest that the proposed CS-UCB-Q
algorithm with a smaller β value is more attractive as it achieves a better performance while
satisfying the fairness constraint. However, the speed of convergence to a point that meets the
fairness constraint is not reflected in Fig. 4, which is also an important concern in practice.
Fig. 5 presents the selection fractions of different clients with respect to the number of
communication rounds. We find that the curve with a smaller β value has a slow speed of
convergence to the point satisfying the fairness constraint. For example, the convergence rate
of the proposed CS-UCB-Q algorithm with β = 10−5 is the slowest and the fairness constraint
of client 1 is violated in the whole learning process. Thus, there is a tradeoff between the
performance and the convergence rate. Besides, we can infer from Fig. 5 that the reward of
client 1 is the lowest and that of client 3 is the highest. In other words, the time consumed by
the client 1 to finish its local training and transmission is the longest and that of client 3 is
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the shortest. This is because, without the limitation of fairness, the modified CS-UCB algorithm
tends to choose the fast clients to participate in the FL process.
To simulate a heterogeneous setting in the non-ideal scenario, we distribute the training samples
among K = 10 clients such that two clients have samples of 5 digits and the other clients
have samples of only 1 digit. We assume that the fairness factor is proportional to the size of
local dataset, i.e., ck = N2
sk∑
k∈K sk
with N = 4. The test accuracy with respect to the number of
communication rounds of the proposed CS-UCB-Q algorithm, as well as the baseline algorithms,
is presented in Fig. 6. It is shown that the achieved test accuracy of the proposed CS-UCB-Q
algorithm is better than that of the three baseline algorithms. This is because the proposed
CS-UCB-Q algorithm makes the clients with the important datasets participate in more rounds.
According to the results of Figs. 4(a) and 6, we find that the proposed CS-UCB-Q algorithm can
reduce the training latency without degrading the learning performance. In other words, given
the number of communication rounds required to achieve a certain level of test accuracy, the
proposed CS-UCB-Q algorithm can finish the FL training process with less wall-clock time.
To show the performance with respect to the number of available channels N , we assume
that the fairness constraint is proportional to the size of the local dataset of each client, i.e.,
ck = ρ
sk∑
k∈K sk
, where ρ is a scaling factor. As shown in Fig. 7, the larger ρ value leads to a
larger delay. This is because the larger ρ value suggests that more communication rounds are
forced to meet the requirement for the fairness constraint and thus the slow clients can participate
in more communication rounds, leading to more time consumption.
VI. CONCLUSIONS
Aiming to minimize the time consumption of FL training, this work considered the CS problem
in both the ideal scenario and non-ideal scenarios. For the ideal scenario, we proposed the
CS-UCB algorithm and also derived an upper bound of its performance regret. The upper
bound suggests that the performance regret of the proposed CS-UCB algorithm grows in a
logarithmic way over communication rounds. However, the local datasets of clients are non-i.i.d.
and unbalanced and the availability of clients is dynamic in the non-ideal scenario. Thus, we
introduced the fairness constraint to ensure each client could participate in a certain proportion
of the communication rounds during the training process. We further proposed the CS-UCB-Q
algorithm based on UCB policy and virtual queue technique and provided an upper bound which
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Fig. 6. Test accuracy versus the number of communication
rounds of the proposed CS-UCB-Q algorithm and baselines
with {K = 10, N = 4}.
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shows that the performance regret of the proposed CS-UCB-Q algorithm has a sub-linear growth
over communication rounds when β ≤ 1√
T
and T is large enough. Simulation results validate
the efficiency of the proposed CS-UCB and CS-UCB-Q algorithms and also reveal a tradeoff
between the performance regret and the speed of convergence to a point where the fairness
constraint is satisfied.
APPENDIX A
PROOF OF THEOREM 1
Based on (14), we have the following inequality
Σpi1 = T min
k∈S∗
µk −
T∑
t=1
E
[
min
k∈S(t)
µk
] ≤ T ∑
k∈S∗
µk −
T∑
t=1
E
[ ∑
k∈S(t)
µk
]
=
∑
S:r(S)≤r(S∗)
∆SE[vS(T )] ≤ ∆max
∑
S:r(S)≤r(S∗)
E[vS(T )],
(37)
where vS(T ) is the number of times the super arm S is chosen in the first T rounds. Then, a
counter vector n ∈ RK×1 is introduced. In each round after the initialization period, one of the
two following cases must occur: 1) the optimal super arm is selected; 2) a non-optimal super
arm is selected. n is not updated in the first case. In the second case where a non-optimal super
arm S(t) is selected, the counter nk with k = arg mink′ zk′ is increased by 1 if k is unique.
However, if more than one arms satisfy k = arg mink′ zk′ , of such arms a random one is chosen
and its counter is increased by 1. Thus, the total number of the non-optimal actions are played
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has the following constraint: ∑
S:r(S)≤r(S∗)
vS(t) ≤ κ+
∑
k∈K
nk(t), t ≥ κ+ 1. (38)
Based on (37) and (38), we have
Σpi1 ≤ ∆max{κ+
∑
k∈K
E[nk(T )]}. (39)
Now, we focus on the expectation of nk(T ),∀k ∈ K. We define lk as the indicator function
which is equal to 1 if nk(t) is added by 1 in round t and also define I(x) as the indicator function
which is equal to 1 if x is true; I(x) = 0 otherwise. Let ft,zk =
√
(N + 1) ln t/zk and y¯k,zk
denote the sample mean of all the observed values of rk when it is observed zk times. Then,
nk(T ) ≤ l +
T∑
t=κ
I
{∑
k∈S∗
y¯k,zk(t) + ft, zk(t) ≤
∑
k∈S(t+1)
y¯k,zk(t) + ft,zk(t), nk(t) ≥ l
}
. (40)
Since l ≤ nk(t) < zk(t), we further have
nk(T ) ≤ l +
∞∑
t=1
t∑
k˜1=1
· · ·
t∑
k˜N=1
t∑
kˆ1=l
· · ·
t∑
kˆN=l
I
{ N∑
j=1
y¯k˜j ,zk˜j
+ ft,zk˜j
≤
N∑
j=1
y¯kˆj ,zkˆj
+ ft,zkˆj
}
, (41)
where k˜j is the j-th element of S∗ and kˆj is the j-th element of S(t+1). Note that
∑N
j=1 y¯k˜j ,zk˜j
+
ft,zk˜j
≤∑Nj=1 y¯kˆj ,zkˆj + ft,zkˆj suggests that at least one of the following inequalities must hold:∑N
j=1
y¯k˜j ,zk˜j
≤
∑N
j=1
µk˜j −
∑N
j=1
ft,zk˜j
, (42a)∑N
j=1
y¯kˆj ,zkˆj
≥
∑N
j=1
µkˆj +
∑N
j=1
ft,zkˆj
, (42b)∑N
j=1
µk˜j <
∑N
j=1
µkˆj + 2
∑N
j=1
ft,zkˆj
. (42c)
We bound the probability of inequality (42a) as
Pr{(42a) holds}
(i)
≤
N∑
j=1
e−2(N+1) ln t = Nt−2(N+1), (43)
where (i) holds because of the Chernoff-Hoeffding bound [42]. Similarly, the probability of
inequality (42b) is given as Pr{(42b) holds} ≤ Nt−2(N+1). Note that for l ≥ d4(N+1)N2 lnT
(∆S(t+1))2
e,
we have
∑N
j=1 µk˜j −
∑N
j=1 µkˆ − 2
∑N
j=1 ft,zkˆj
≥ 0, which suggests that (42c) does not hold if
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l ≥ d4(N+1)N2 lnT
(∆S(t+1))2
e. Based on this fact, we let l = d4(N+1)N2 lnT
(∆min)2
e with ∆min = minr(S)≤r(S∗) ∆S
and then have
E[nk(T )] ≤ d4(N + 1)N
2 lnT
(∆min)2
e+
∞∑
t=1
t∑
k˜1=1
· · ·
t∑
k˜N=1
t∑
kˆ1=l
· · ·
t∑
kˆ1=l
2Nt−2(N+1)
≤ 4(N + 1)N
2 lnT
(∆min)2
+ 1 +
pi2
3
N.
(44)
Finally, the proof is finished by substituting (44) into (39) with the fact κ < K/N + 1.
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According to Assumption 2 and taking γ ≤ 1
L
, we have
G(x(t+ 1))−G(x(t)) ≤ −γ∇G†(x(t))v(t) + γ
2
||v(t)||22
= −γ
2
||∇G(x(t))||22 +
γ
2
||∇G(x(t))− v(t)||22. (45)
We further take expectation over v(t) and then obtain
E
[
G(x(t+ 1))
]−G(x(t))
≤− γ
2
||∇G(x(t))||22 +
γ
2
E
{∣∣∣∣∣∣ 1
N
∑
k∈S(t)
[
∇G(x(t))−∇Gk(x(t))
]∣∣∣∣∣∣2
2
}
≤− γ
2
||∇G[x(t)]||22 +
γδ0
2N
,
(46)
where the last inequality holds because of Assumption 4 and E[∇Gk(x(t))] = G(x(t)). Now,
we define a new function G(xˆ) = G(x(t))+∇G†(x(t))(xˆ−x(t))+ Φ
2
||xˆ−x(t)||22, whose minimal
value is achieved when all the partial derivatives are 0’s, i.e., ∂G(xˆ)
∂xˆ
= ∇G(x(t))+Φ[xˆ(t)−x(t)] =
0. The optimal point is xˆ∗ = x(t)−∇G(x(t))
Φ
and the minimal value is Gmin = G(x(t))− ||∇G(x(t))||22Φ .
According to Assumption 3, we obtain
G(x∗) ≥ G(x∗) ≥ Gmin, (47)
which suggests that
2Φ[G(x(t))−G(x∗)] ≤ ||∇G(x(t))||22. (48)
Combining (46) and (48) leads to
E[G(x(t+ 1))]−G(x(t)) ≤ −γΦ[G(x(t))−G(x∗)] + γδ0
2N
. (49)
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We rearrange (49) as
E[G(x(t+ 1))]−G(x∗) ≤ (1− γΦ)[G(x(t))−G(x∗)] + γδ0
2N
. (50)
Then, taking total expectations over {v(t)}†t=1 and subtracting a constant δ02NΦ from both sides
of (50), we have
E
[
G(x(t+ 1))]−G(x∗)− δ0
2NΦ
]
≤ (1− γΦ)E
[
G(x(t))]−G(x∗)− δ0
2NΦ
]
, (51)
which is a contraction inequality because of 0 < γΦ ≤ 1. Finally, the result in Theorem 2 can
be obtained by applying (51) repeatedly.
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To validate Theorem 3, we need to prove that all the virtual queues defined in (27) is mean
rate stable [38, Definition 2.2], i.e.,
lim
T→∞
E[
∑K
k=1Dk(T )]
T
= 0. (52)
We first introduce the Lyapunov function L(D(t)) = 1
2
∑
k∈KD
2
k(t), of which the drift is given
as
L(D(t+ 1))− L(D(t)) ≤ 1
2
∑
k∈K
max{c2k, (1− ck)2}+
∑
k∈K
(ck − bk(t))Dk(t)
=
Ω
2
+
∑
k∈K
(ck − bk(t))Dk(t).
(53)
Then, we take conditional expectation of both sides of the inequality (53) and the resulting
conditional Lyapunov function is given as
E[L(D(t+ 1))− L(D(t))|D(t)] ≤ Ω
2
+
∑
k∈K
ckDk(t)− E[
∑
k∈K
bk(t)Dk(t)|D(t)]
≤ Ξ +
∑
k∈K
ckDk(t)− 1
β
E[
∑
k∈S(t)
υk(t)|D(t)],
(54)
where Ξ = Ω
2
+ (1−β)N
β
and υk(t) = (1 − β)yˆk(t) + βDk(t). The last inequality holds because
yˆk(t) ≤ 1, ∀k ∈ K. Since c is assumed to be strictly in C, there must be  > 0 such that c+ 1
is also strictly in C, where 1 = [1, 1, . . . , 1]T ∈ RK×1. According to Lemma 1, one can always
find an A-only policy pi′2 which can support the minimum selection fraction vector c+ 1, i.e.,
E[b′k(t)] =
∑
e∈P(K)
PˆA(e)
∑
S∈Q(e):k∈S
q′S(e) ≥ ck + ,∀k ∈ K. (55)
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where b′k(t) and q
′
S(e) are the corresponding variables under policy pi
′
2. Define S ′(t) as the super
arm chosen by policy pi′2 at round t. Then, the lower bound of E[
∑
k∈S(t) υk(t)|D(t)] is given
by
E
[ ∑
k∈S(t)
υk(t)|D(t)
]
= E
[
E
[ ∑
k∈S(t)
υk(t)|D(t),A(t)
]]
(i)
≥E
[
E
[ ∑
k∈S′(t)
υk(t)|D(t),A(t)
]]
≥ βE
[
E
[ ∑
k∈S′(t)
Dk(t)|D(t),A(t)
]]
(ii)
=βE
[
E
[ ∑
k∈S′(t)
Dk(t)|A(t)
]]
= β
∑
k∈K
Dk(t)
∑
e∈P(K)
PˆA(e)
∑
S∈Q(e):k∈S
q′S(e),
(56)
in which (i) holds because of the expression (28) and (ii) holds due to the independence of
policy pi′2 on D(t). Applying (55) to (56), we can obtain
E
[ ∑
k∈S(t)
υk(t)|D(t)
]
≥ β
∑
k∈K
Dk(t)(ck + ), k ∈ K. (57)
Next, we substitute (57) into (54) and have
E[L(D(t+ 1))− L(D(t))|D(t)] ≤ Ξ +
∑
k∈K
ckDk(t)−
∑
k∈K
Dk(t)(ck + )
= Ξ− 
∑
k∈K
Dk(t).
(58)
According to the Lyapunov drift theorem [38, Theorem 4.1] and given that  > 0, the result in
(58) suggests that all the virtual queues defined in (27) is not only mean rate stable, but also
strongly stable [38, Definition 2.7] , i.e.,
lim
T→∞
sup
1
T
T∑
t=1
E [Dk(t)] ≤ Ξ

<∞. (59)
Thus, the proof is completed.
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Given the optimal A-policy pi∗2 , we denote by S∗(t) the super arm chosen in round t by
policy pi∗2 and b
∗
k(t)’s are the indicator variables that correspond to S∗(t). Furthermore, we
define Υ1(t) =
∑
k∈K
(
b∗k(t)− bk(t)
)
µk and Υ2(t) =
∑
k∈K[βDk(t) + (1− β)µk]
(
b∗k(t)− bk(t)
)
.
The following lemma gives a related inequality between Υ1(t) and Υ2(t).
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Lemma 2. The sum of the time sequence E[Υ1(t)], t = 1, 2, . . . , T , is bounded by
T∑
t=1
E[Υ1(t)] ≤ βΩT
2
+
T∑
t=1
E [Υ2(t)] . (60)
Proof: To validate Lemma 2, we first introduce a variable ξ(t) = β[L(D(t+1))−L(D(t)]+
(1 − β)Υ1(t) which is referred to as the drift-plus-regret. The upper bound of E[ξ(t)] is given
as
E[ξ(t)] ≤ βE
[Ω
2
+
∑
k∈K
(ck − bk(t))Dk(t)
]
+ (1− β)E
[∑
k∈K
b∗k(t)µk −
∑
k∈K
bk(t)µk
]
=
βΩ
2
+ E[Υ2(t)] + β
∑
k∈K
E[Dk(t)(ck − b∗k(t))] ≤
βΩ
2
+ E[Υ2(t)],
(61)
where the last inequality holds because of (6). By summing E[ξ(t)] over t = 1, 2 . . . , T , we
obtain
T∑
t=1
E[ξ(t)] = βE[L(D(T + 1))− L(D(1)] +
T∑
t=1
E[Υ1(t)] ≤ βΩT
2
+
T∑
t=1
E [Υ2(t)] . (62)
Since L(D(1)) = 0 and L(D(T + 1)) ≥ 0, we obtain the inequality (60) directly. The proof of
Lemma 2 is completed.
With the result in Lemma 2 and the following inequality
Σpi2 =
T∑
t=1
E [µ(S∗(t))− µ(S(t))] =
T∑
t=1
E
[
min
k∈S∗(t)
µk − min
k∈S(t)
µk
]
≤
T∑
t=1
E
[ ∑
k∈S∗(t)
µk −
∑
k∈S(t)
µk
]
=
T∑
t=1
E[Υ1(t)],
(63)
the expected regret is bounded by
Σpi2 ≤ βΩT
2
+
T∑
t=1
E [Υ2(t)] . (64)
To give the upper bound of
∑T
t=1 E [Υ2(t)], we define a super arm S‡(t) chosen by another
policy pi‡2 in each round t with the following rule:
S‡(t) ∈ arg max
S∈Q(A(t))
∑
i∈S
βDk(t) + (1− β)µk. (65)
Given S(t) is chosen according to (28), then we directly have the following inequality∑
i∈S‡(t)
(1− β)yˆk(t) + βDk(t) ≤
∑
k∈S(t)
(1− β)yˆk(t) + βDk(t). (66)
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Based on (66), we bound Υ2(t) by
Υ2(t) ≤
∑
k∈S‡(t)
[βDk(t) + (1− β)µk]−
∑
k∈S(t)
[βDk(t) + (1− β)µk]
+
∑
k∈S(t)
[βDk(t) + (1− β)yˆk(t)]−
∑
i∈S‡(t)
[βDk(t) + (1− β)yˆk(t)]
= (1− β)[Υ3(t) + Υ4(t)],
(67)
where Υ3(t) =
∑
k∈S(t)
(
yˆk(t)− µk
)
and Υ4(t) =
∑
i∈S‡(t)
(
µk − yˆk(t)
)
. Here, we directly give
the upper bounds of Λ1 =
∑T
t=1 E[Υ3(t)] and Λ2 =
∑T
t=1 E[Υ4(t)] as follows:
Λ1 ≤ (pi
2
6
+ 1)K + 4
√
2KNT lnT and Λ2 ≤ pi
2
6
K. (68)
The related analysis follows a similar line of that in [30].
Finally, by plugging (68) into (67) and further into (64), the proof is completed.
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According to Assumption 2 and taking expectation on v(t), we have
E[G(x(t+ 1))]−G(x(t)) ≤ −γ∇G†(x(t))E[v(t)] + Lγ
2
2
E||v(t)||22, (69)
where E||v(t)||22 is bounded by, based on Assumptions 5(b) and 5(c),
E||v(t)||22 ≤ ||E[v(t)]||22 + δ3 + ||∇G(x(t))||22 ≤ δ3 + (1 + δ21)||∇G(x(t))||22. (70)
Thus,
E[G(x(t+ 1))]−G(x(t)) ≤ −γ[δ2 − Lγ
2
(1 + δ21)]||∇G(x(t))||22 +
Lγ2δ3
2
≤ −γδ2
2
||∇G(x(t))||22 +
Lγ2δ3
2
, (71)
where the second inequality holds because of γ ≤ δ2
L(1+δ21)
. Finally, we take similar actions in
(47)-(50) and the proof is completed.
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