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MATRIX RIEMANN-HILBERT PROBLEMS WITH JUMPS
ACROSS CARLESON CONTOURS
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Abstract. We develop a theory of n× n-matrix Riemann-Hilbert problems for a
class of jump contours and jump matrices of low regularity. Our basic assumption
is that the contour Γ is a finite union of simple closed Carleson curves in the
Riemann sphere. In particular, contours with cusps, corners, and nontransversal
intersections are allowed. We introduce a notion of Lp-Riemann-Hilbert problem
and establish basic uniqueness results and a vanishing lemma. We also investigate
the implications of Fredholmness for the unique solvability and prove a theorem on
contour deformation.
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1. Introduction
A Riemann-Hilbert (RH) problem consists of finding a sectionally analytic function
with prescribed jumps across some given contour in the complex plane. In its simplest
formulation, the problem involves a smooth simple closed contour Γ dividing the
complex plane into an interior domain D+ and an exterior domain D−, as well as
a smooth ‘jump matrix’ v(z) defined for z ∈ Γ. The problem consists of finding
an n × n-matrix-valued function m(z) which is analytic in D+ ∪ D− and whose
boundary values m+ and m− from the left and right sides of Γ exist, are continuous,
and satisfy the jump condition m+ = m−v on Γ. Uniqueness is ensured by requiring
that m approaches the identity matrix at infinity.
The theory of scalar RH problems is well-developed in the classical set-up in the
complex plane [24] as well as for problems on Riemann surfaces [26, 28]. Construc-
tive existence and uniqueness results are available, at least within classes of Ho¨lder
continuous functions [1, 24, 28]. We refer to the monograph [20] for more recent
developments and further references in the case of less regular solutions.
The theory of matrix RH problems is substantially more complicated than the
scalar theory. Only very special classes of problems (such as problems with a rational
jump matrix, see Chapter I of [4]) can be solved explicitly. Uniqueness can often be
established by means of Liouville’s theorem, but existence results are rare and usually
rely on the presence of some special symmetry, see [1, 6].
Matrix RH problems are essential in the analysis of integrable systems, orthogonal
polynomials, and random matrices. The RH approach is particularly powerful when
it comes to determining asymptotics. Indeed, the asymptotic behavior of solutions of
many RH problems can be efficiently determined by means of the nonlinear steepest
descent method introduced by Deift and Zhou [8], building on earlier work of Its [17]
and Manakov [23]. This method and generalizations thereof have been instrumental
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in several recent advances in random matrix theory and in the analysis of large-time
asymptotics of solutions of integrable PDE’s [6, 7, 13, 14, 18, 19].
The classical formulation of a RH problem, which involves a piecewise smooth
contour Γ and a smooth (or at least Ho¨lder continuous) jump matrix v, is sufficient
for many applications. However, in order to obtain a more convenient setting for the
application of functional analytic techniques, it is essential to extend the formulation
of a RH problem to the Lp-setting. Deift and Zhou and others [6, 9, 10, 14, 27] have
extended the definition of a RH problem to the case where the jump matrix v and
its inverse v−1 belong to appropriate Lebesgue spaces, and the contour Γ is a finite
union of closed simple smooth curves in the Riemann sphere with a finite number
of transversal intersection points. In particular, the relationship between the unique
solvability of a RH-problem and the Fredholmness of a certain associated singular
operator was explained in [27].
Our goal in this paper is to develop a theory of matrix RH problems for a class of
jump contours of very low regularity. Our basic assumption is that the contour Γ is a
finite union of closed Carleson curves in the Riemann sphere. In particular, contours
with cusps, corners, and nontransversal intersections are allowed. We introduce a
notion of Lp-Riemann-Hilbert problem for this class of contours and establish basic
uniqueness results and a vanishing lemma. We also investigate the implications of
Fredholmness for the unique solvability and prove a theorem on contour deformation.
We emphasize that RH problems with contours involving nontransversal intersec-
tions are important in applications to integrable evolution equations. For example,
the analysis of the Degasperis-Procesi equation on the half-line naturally leads to a
RH problem with the jump contour displayed in Figure 1, see [21]. The results of this
paper can be used to rigorously analyze the long-time asymptotics of the solutions
of this equation via the nonlinear steepest descent method.
The formulation of a successful theory of RH problems is intricately linked to the
boundedness of the Cauchy singular operator SΓ defined in equation (2.3) below.
Indeed, this operator is the key ingredient in the Sokhotski-Plemelj formulas for the
boundary values of an analytic function. Since it has been proved in recent years that
SΓ is a bounded operator on Lp(Γ) if and only if Γ is Carleson (cf. [3]), it is natural
to expect that the class of Carleson contours is the most general class of contours
for which a clean RH theory exists. This is the reason for considering Carleson jump
contours in this paper.
A second reason for writing this paper is to make accessible detailed and rigorous
proofs of several basic results on matrix RH problem. Many of these results are well-
known to the experts (at least if the contour Γ is sufficiently well-behaved), but their
proofs are scattered or absent in the literature. It turns out that the basic results
can be proved in the more general setting of Carleson jump contours with little extra
effort.
In Section 2, we summarize several properties of Smirnoff classes and Cauchy
integrals over rectifiable Jordan curves. In Section 3, we introduce the notion of a
Carleson jump contour as well as a number of function spaces which turn out to be
convenient when dealing with contours passing through infinity. In Section 4, we
establish several properties of Cauchy integrals over general Carleson jump contours.
In Section 5, we introduce a notion of Lp-Riemann-Hilbert problem for a general
Carleson jump contour and develop the basics of a theory for these problems.
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Figure 1. A jump contour with nontransversal intersections that arises in the anal-
ysis of the Degasperis-Procesi equation on the half-line.
2. Preliminaries
A subset Γ ⊂ C is an arc if it is homeomorphic to a connected subset I of the real
line which contains at least two distinct points. If ϕ : I → Γ is a homeomorphism
onto an arc and (a, b) ⊂ I is the interior of I with a ∈ R ∪ {−∞} and b ∈ R ∪ {∞},
then limt→a+ ϕ(t) and limt→b− ϕ(t) are referred to as endpoints of Γ whenever the
limits exist and are finite. An arc may have two, one, or no endpoints. An arc that
does not contain its endpoints is an open arc. If I = [a, b] is a closed interval, the
length |Γ| of Γ is defined by
|Γ| = sup
n∑
i=1
|ϕ(ti)− ϕ(ti−1)|
where the supremum is over all partitions a = t0 < t1 < · · · < tn = b of [a, b]. If I
is not closed, the length of Γ is defined as the supremum of |ϕ([a, b])| as [a, b] ranges
over all closed subintervals of I. The arc Γ is rectifiable if its length is finite. A
subset Γ ⊂ C is a composed curve if it is connected and may be represented as the
union of finitely many arcs each pair of which have at most endpoints in common.
A composed curve is oriented if it can be represented as the union of finitely many
oriented arcs each pair of which have at most endpoints in common. A subset Γ ⊂ C
is a Jordan curve if it is homeomorphic to the unit circle S1.
Let Γ ⊂ C be a composed curve. If z ∈ C, r ∈ (0,∞), and D(z, r) denotes the
open disk of radius r centered at z, then Γ ∩D(z, r) is an at most countable union
of arcs. If all of these arcs are rectifiable and the sum of their lengths is finite, we
say that Γ∩D(z, r) is rectifiable. Γ is locally rectifiable if Γ∩D(z, r) is rectifiable for
every z ∈ Γ and every r ∈ (0,∞). A composed curve Γ is locally rectifiable if and
only if Γ ∩D(0, r) is rectifiable for every r ∈ (0,∞).
2.1. Carleson curves. Let Γ ⊂ C be a locally rectifiable composed curve. We
equip Γ with Lebesgue length measure and denote the measure of a measurable
subset γ ⊂ Γ by |γ|; see e.g. Chapter 1 of [25] for a detailed definition. We say that
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Γ is Carleson (or a Carleson curve) if
sup
z∈Γ
sup
r>0
|Γ ∩D(z, r)|
r
<∞. (2.1)
The condition (2.1) is equivalent to the condition
sup
z∈C
sup
r>0
|Γ ∩D(z, r)|
r
<∞. (2.2)
Moreover, Γ is Carleson if and only if each of its finite number of arcs is Carleson.
We refer to Chapter 1 of [3] for more information on Carleson curves.
2.2. Cauchy singular operator. Let Γ be a composed locally rectifiable curve. Let
C∞0 (Γ) denote the set of all restrictions of smooth functions f : R2 → C of compact
support to Γ. A measurable function w : Γ→ [0,∞] is a weight on Γ if the preimage
w−1({0,∞}) has measure zero. The weighted Lebesgue space Lp(Γ, w), p ∈ [1,∞),
is defined as the space of measurable functions such that
‖f‖Lp(Γ,w) :=
(∫
Γ
|f(z)|pw(z)p|dz|
)1/p
<∞.
Equipped with the norm ‖ · ‖Lp(Γ,w), Lp(Γ, w) is a complete Banach space.
Given a function h defined on Γ, we define (SΓh)(z) for z ∈ Γ by
(SΓh)(z) = lim
→0
1
pii
∫
Γ\D(z,)
h(z′)
z′ − zdz
′, (2.3)
whenever the limit exists. If h ∈ C∞0 (Γ), then (SΓh)(z) exists for almost all z ∈ Γ
(see Theorem 4.14 of [3]). If w is a weight on Γ, we say that the Cauchy singular
operator SΓ generates a bounded operator on Lp(Γ, w) if C∞0 (Γ) is dense in Lp(Γ, w)
and
‖SΓf‖Lp(Γ,w) < M‖f‖Lp(Γ,w) for all f ∈ C∞0 (Γ)
with some constant M > 0 independent of f ; in that case there exists a unique
bounded operator S˜Γ on Lp(Γ, w) such that S˜Γf = SΓf for all f ∈ C∞0 (Γ).
It was realized in the early eighties that the Carleson condition is the essential
condition for ascertaining boundedness of SΓ in Lp-spaces [5]. More precisely, if
1 < p <∞ and Γ is a composed locally rectifiable curve, then SΓ generates a bounded
operator on Lp(Γ) if and only if Γ is Carleson. In dealing with unbounded contours,
we will need a more general version of this result valid for weighted Lp-spaces.
Let p ∈ (1,∞). We define Ap(Γ) as the set of weights w ∈ Lploc(Γ) such that
1/w ∈ Lqloc(Γ) and
sup
z∈Γ
sup
r>0
(
1
r
∫
Γ∩D(z,r)
w(z′)p|dz′|
)1/p(
1
r
∫
Γ∩D(z,r)
w(z′)−q|dz′|
)1/q
<∞, (2.4)
where q ∈ (1,∞) is defined by 1/p+ 1/q = 1. Elements in ∪1<p<∞Ap(Γ) are referred
to as Muckenhoupt weights on Γ. If Γ is Carleson, then constant weights belong to
Ap(Γ). If Ap(Γ) is nonempty, then Γ is Carleson.
Theorem 2.1. Let 1 < p <∞ and let Γ be a composed locally rectifiable curve. Let
w be a weight on Γ. Then SΓ generates a bounded operator S˜Γ on Lp(Γ, w) if and
only if Γ is Carleson and w ∈ Ap(Γ). Moreover, if f ∈ Lp(Γ, w) and SΓ generates a
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bounded operator on Lp(Γ, w), then the limit in (2.3) exists and (SΓf)(z) = (S˜Γf)(z)
for a.e. z ∈ Γ.
Proof. See Theorem 4.15 and Remark 5.23 of [3]. 2
2.3. Smirnoff classes. Let Γ ⊂ C be a rectifiable Jordan curve oriented counter-
clockwise. Let Cˆ = C ∪ ∞ denote the Riemann sphere and let D+ and D− be the
two components of Cˆ \ Γ. Assuming that ∞ ∈ D−, we refer to D+ and D− as the
interior and exterior components respectively. Let 1 ≤ p <∞. A function f analytic
in D+ belongs to the Smirnoff class E
p(D+) if there exists a sequence of rectifiable
Jordan curves {Cn}∞1 in D+, tending to the boundary in the sense that Cn eventually
surrounds each compact subdomain of D+, such that
sup
n≥1
∫
Cn
|f(z)|p|dz| <∞. (2.5)
A function f analytic in D− is said to be of class Ep(D−) if there exists a sequence of
rectifiable Jordan curves {Cn}∞1 in D−, tending to the boundary Γ in the sense that
every compact subset of D− eventually lies outside Γn, such that (2.5) holds. We let
E˙p(D−) denote the subspace of Ep(D−) consisting of all functions f ∈ Ep(D−) that
vanish at infinity.
2.4. Basic results on Cauchy integrals. Given a locally rectifiable composed
contour Γ ⊂ C and a measurable function h defined on Γ, we define the Cauchy
integral (Ch)(z) for z ∈ C \ Γ by
(Ch)(z) = 1
2pii
∫
Γ
h(z′)dz′
z′ − z , (2.6)
whenever the integral converges. To avoid confusion, we will sometimes indicate the
dependence of C on Γ by writing CΓ for C.
In the next two propositions, we collect a number of properties of the Cauchy
integral and its relation to the Smirnoff classes; we refer to Chapter 10 of [12] and
Chapter 6 of [3] for proofs. Given a Jordan curve Γ ⊂ C, we let D+ and D− denote
the interior and exterior components of Cˆ \ Γ.
Theorem 2.2. Let C denote the Cauchy integral operator defined in (2.6).
(a) Let 1 ≤ p < ∞. Suppose Γ ⊂ C is a rectifiable Jordan curve. If f ∈ Ep(D+),
then the nontangential limits of f(z) as z approaches the boundary exist a.e. on
Γ; if f+(z) denotes the boundary function, then f+ ∈ Lp(Γ) and
(Cf+)(z) =
{
f(z), z ∈ D+,
0, z ∈ D−.
(2.7)
If f ∈ Ep(D−), then the nontangential limits of f(z) as z approaches the bound-
ary exist a.e. on Γ. If f−(z) denotes the boundary function, then f− ∈ Lp(Γ)
and
(Cf−)(z) =
{
f(∞), z ∈ D+,
f(∞)− f(z), z ∈ D−.
(2.8)
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(b) Let 1 < p <∞. Suppose Γ is a Carleson Jordan curve. Then the Cauchy singular
operator SΓ : Lp(Γ) → Lp(Γ) defined in (2.3) satisfies S2Γ = I. Moreover, if
h ∈ Lp(Γ), then
(Ch)|D+ ∈ Ep(D+), (Ch)|D− ∈ E˙p(D−).
Theorem 2.2 implies that if Γ is a Carleson Jordan curve and h ∈ Lp(Γ) for some
1 < p < ∞, then the left and right nontangential boundary values of Ch, which we
denote by C+h and C−h, lie in Lp(Γ). This allows us to view C± as linear operators
C± : h 7→ C±h on Lp(Γ).
Theorem 2.3. Let 1 < p <∞ and let Γ ⊂ C be a Carleson Jordan curve. Then C±
are bounded operators on Lp(Γ) with the following properties:
• The Sokhotski-Plemelj formulas
C+ = 1
2
(I + SΓ), C− = 1
2
(−I + SΓ),
are valid.
• C± are complementary projections on Lp(Γ) in the sense that
Lp(Γ) = C+Lp(Γ)⊕ C−Lp(Γ)
and
C+ − C− = I, C2+ = C+, C2− = −C−, C+C− = C−C+ = 0.
• If h = C+h− C−h ∈ Lp(Γ), then
(Ch)|D+ = (CC+h)|D+ ∈ Ep(D+), (Ch)|D− = −(CC−h)|D− ∈ E˙p(D−).
• The map h 7→ (Ch)|D+ is a bijection C+Lp(Γ)→ Ep(D+) with inverse f 7→ f+.
• The map h 7→ (Ch)|D− is a bijection C−Lp(Γ) → E˙p(D−) with inverse f 7→
−f−.
3. Carleson jump contours
RH problems are conveniently formulated on the Riemann sphere Cˆ = C ∪ ∞.
In order to allow for jump contours passing through infinity, we introduce a class
of curves J , which in addition to the rectifiable Jordan curves considered in the
previous section also includes unbounded contours. Recall that Γ ⊂ C is referred to
as a Carleson curve if Γ is a locally rectifiable composed curve satisfying (2.1). We
extend this notion to the Riemann sphere by calling a subset Γ ⊂ Cˆ a Carleson curve
if and only if Γ is connected and Γ ∩ C is a Carleson curve.
3.1. The class J . Let J denote the collection of all subsets Γ of the Riemann
sphere Cˆ such that Γ is homeomorphic to the unit circle and Γ is a Carleson curve.
If ∞ /∈ Γ, then Γ ∈ J if and only if Γ ⊂ C is a Carleson Jordan curve. However,
J also includes curves passing through infinity. In fact, the next proposition shows
that J is invariant under the action of the group of linear fractional transformations.
This shows that J is a natural extension of the family of Carleson Jordan curves in
that it puts ∞ on an equal footing with the other points in the Riemann sphere.
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Proposition 3.1. The family of all Carleson curves in Cˆ is invariant under the
action of the group of linear fractional transformations. In other words, if ψ : Cˆ→ Cˆ
is given by
ψ(z) =
az + b
cz + d
, (3.1)
for some constants a, b, c, d ∈ C with ad− bc 6= 0, then Γ ⊂ Cˆ is a Carleson curve if
and only if ψ(Γ) ⊂ Cˆ is a Carleson curve.
Proof. See Appendix A. 2
Remark 3.2. If γ : S1 → Cˆ is an injective C1 map such that |γ′(s)| 6= 0 for all
s ∈ S1, then Γ := γ(S1) belongs to J . Indeed, being a continuous bijection from a
compact space onto a Hausdorff space, γ is a homeomorphism S1 → Γ. In view of
Proposition 3.1, we may assume that ∞ /∈ Γ. Then, since S1 is compact, we may
cover S1 with a finite number of open sets {Uj}n1 such that the restriction of γ to
each Uj is a C
1 graph; Proposition 1.1 of [3] now implies that Γ is Carleson.
Remark 3.3. The Carleson condition is essential in Proposition 3.1. In fact, the
family of composed locally rectifiable (but not necessarily Carleson) curves is not
invariant under the action of the group of linear fractional transformations. Indeed,
let Γ = {te−it2|1 < t < ∞} and ψ(z) = z−1. Then Γ is locally rectifiable, but ψ(Γ)
is not locally rectifiable because ψ(Γ) = {t−1eit2|1 < t < ∞} ⊂ D(0, 1) has infinite
length: ∫ ∞
1
∣∣∣∣ ddtt−1eit2
∣∣∣∣dt = ∫ ∞
1
√
4 +
1
t4
dt =∞.
This example does not contradict Proposition 3.1. Indeed, the estimate
|Γ ∩D(0, r)|
r
=
1
r
∫ r
1
∣∣∣∣ ddtte−it2
∣∣∣∣dt = 1r
∫ r
1
√
1 + 4t4dt >
1
r
∫ r
1
2t2dt =
2(r3 − 1)
3r
implies that |Γ∩D(0,r)|
r
is unbounded as r →∞; hence Γ is not Carleson.
3.2. Carleson jump contours. We call a connected subset Γ ⊂ Cˆ of the Riemann
sphere a Carleson jump contour if it has the following properties:
(a) Γ ∩ C is an oriented composed curve.
(b) Cˆ\Γ is the union of two disjoint open sets D+ and D− each of which has a finite
number of simply connected components in Cˆ.
(c) Γ is the positively oriented boundary of D+ and the negatively oriented boundary
of D−, i.e. Γ = ∂D+ = −∂D−.
(d) If {D+j }n1 and {D−j }m1 are the components of D+ and D−, then ∂D+j ∈ J for
j = 1, . . . , n, and ∂D−j ∈ J for j = 1, . . . ,m.
Example 3.4. Define the curve Γ ⊂ C by (see Figure 2)
Γ = [1, 1 + i] ∪ [1 + i, i] ∪ {ire−25i ln r | 0 < r < 1} ∪ {0} ∪ {re−25i ln r | 0 < r < 1},
(3.2)
where [a, b] denotes the straight line segment from a to b. Then Γ is a Carleson jump
contour. Indeed, using that any logarithmic spiral {re−iδ ln r | 0 < r < 1} for δ ∈ R
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D+ D−
Γ
1
1 + ii
Figure 2. The Carleson jump contour defined in (3.2).
is a Carleson arc (see Example 1.6 of [3]), it is straightforward to show that Γ is a
Carleson Jordan curve. Other examples of Carleson jump contours are displayed in
Figures 3 and 4.
Proposition 3.1 implies the following result.
Proposition 3.5. The family of Carleson jump contours is invariant under the
action of the group of linear fractional transformations. In other words, if ψ : Cˆ→ Cˆ
is given by (3.1) for some constants a, b, c, d ∈ C with ad−bc 6= 0, then Γ is a Carleson
jump contour if and only if ψ(Γ) is a Carleson jump contour.
Our goal is to establish generalizations of Theorems 2.2 and 2.3 which are valid in
the case of a general Carleson jump contour Γ. These generalizations will be stated
and proved in Section 4; in the remainder of this section, we introduce a number of
function spaces which will be needed for the formulation of these theorems.
3.3. Generalized Smirnoff classes. In Subsection 2.3, we defined the Smirnoff
class Ep(D) forD = D+ andD = D−, whereD+ andD− are the domains interior and
exterior to a rectifiable Jordan curve, respectively. We now extend this definition to
allow for situations where D is an arbitrary finite disjoint union of domains bounded
by curves in J .
Let 1 ≤ p < ∞. If D is a subset of Cˆ bounded by a curve in J which passes
through infinity, we define Ep(D) as the set of functions f analytic in D for which
f ◦ ϕ−1 ∈ Ep(ϕ(D)), where
ϕ(z) =
1
z − z0 (3.3)
MATRIX RIEMANN-HILBERT PROBLEMS 9
D+
D−
Γ
Figure 3. An example of a Carleson jump contour.
D+
D−
Γ
Figure 4. An example of a Carleson jump contour.
and z0 is any point in C \ Γ. It is easy to see that Ep(D) does not depend on the
choice of z0. If D is a subset of Cˆ bounded by a curve in J , we define E˙p(D) as the
subspace of Ep(D) consisting of all functions f ∈ Ep(D) such that zf(z) ∈ Ep(D). If
D is bounded, then E˙p(D) = Ep(D). If∞ ∈ D, then E˙p(D) consists of the functions
in Ep(D) that vanish at infinity, so that the present definition of E˙p(D) is consistent
with the definition given in Subsection 2.3.
If D = D1∪· · ·∪Dn is the union of a finite number of disjoint subsets of Cˆ each of
which is bounded by a curve in J , we define Ep(D) and E˙p(D) as the set of functions
f analytic in D such that f |Dj ∈ Ep(Dj) and f |Dj ∈ E˙p(Dj) for each j, respectively.
3.4. Properties of Ep(D) and E˙p(D). Our definitions of the generalized Smirnoff
classes Ep(D) and E˙p(D) are designed in such a way that these classes possess
convenient transformation properties under the action of the group of linear fractional
transformations.
10 JONATAN LENELLS
Proposition 3.6. Let 1 ≤ p < ∞. Let Γ be a Carleson jump contour and let D
be the union of any number of components of Cˆ \ Γ. Let ψ(z) be an arbitrary linear
fractional transformation of the form (3.1) with ad− bc 6= 0.
(a) f ∈ Ep(D) if and only if f ◦ ψ−1 ∈ Ep(ψ(D)).
(b) f ∈ E˙p(D) if and only if Ψf ∈ E˙p(ψ(D)) where (Ψf)(w) = (cw−a)−1f(ψ−1(w)).
Proof. Without loss of generality, we may assume that D is one of the components
of Cˆ \ Γ where Γ ∈ J .
(a) We will prove that f ∈ Ep(D) if and only if f ◦ ψ−1 ∈ Ep(ψ(D)) whenever
ψ(D) is bounded and either (i)∞ ∈ D, (ii) D is bounded, or (iii)∞ ∈ Γ. Since the
linear fractional transformations form a group, this will prove (a).
Case (i). Suppose ψ(D) is bounded, ∞ ∈ D, and f ∈ Ep(D). By the definition of
Ep(D) in Subsection 2.3, there exists a sequence of rectifiable Jordan curves {Cn}∞1
in D tending to the boundary Γ such that (2.5) holds. It follows that {ψ(Cn)}∞1 is
a sequence of rectifiable Jordan curves in ψ(D) tending to ψ(Γ) and
sup
n≥1
∫
ψ(Cn)
|f(ψ−1(w))|p|dw| = sup
n≥1
∫
Cn
|f(z)|p|ψ′(z)||dz|. (3.4)
If c = 0, then ψ′(z) is a finite constant. If c 6= 0, then our assumption that ψ(D) is
bounded implies that the point z = −d/c does not belong to D¯; hence the function
ψ′(z) =
ad− bc
(cz + d)2
is bounded on D. It follows that the right-hand side of (3.4) is finite. Thus f ◦ψ−1 ∈
Ep(ψ(D)). Conversely, if ψ(D) is bounded, ∞ ∈ D, and f ◦ ψ−1 ∈ Ep(ψ(D)), then
a similar argument shows that f ∈ Ep(D).
Case (ii). Suppose both ψ(D) and D are bounded. An argument similar to that
used in Case (ii) shows that f ∈ Ep(D) if and only if f ◦ ψ−1 ∈ Ep(ψ(D)).
Case (iii). Suppose ψ(D) is bounded and ∞ ∈ Γ. Let z0 ∈ C \ (D ∪ Γ). By
the definition of Ep(D), f ∈ Ep(D) if and only if f ◦ ϕ−1 ∈ Ep(ϕ(D)), where
ϕ(z) = 1/(z − z0). But ψ ◦ ϕ−1 is a linear fractional transformation mapping the
bounded domain ϕ(D) onto the bounded domain ψ(D); hence Case (ii) implies that
f ◦ϕ−1 ∈ Ep(ϕ(D)) if and only if f ◦ϕ−1◦(ψ◦ϕ−1)−1 = f ◦ψ−1 belongs to Ep(ψ(D)).
This completes the proof of (a).
(b) This part is a consequence of (a) and the definitions. Indeed, suppose first that
c 6= 0. By definition of E˙p(D), f ∈ E˙p(D) if and only if f(z), zf(z) ∈ Ep(D). Since
Ep(D) is a linear space, this is the case if and only if f(z), (cz + d)f(z) ∈ Ep(D).
Using (a) and the fact that (cz + d) = bc−ad
cw−a when w = ψ(z), the latter condition is
equivalent to f(ψ−1(w)), bc−ad
cw−a f(ψ
−1(w)) ∈ Ep(ψ(D)). Using that Ep(D) is a linear
space again, this holds if and only if (cw − a)−1f(ψ−1(w)) ∈ E˙p(ψ(D)). The proof
when c = 0 is similar. This proves (b). 2
Lemma 3.7. Let 1 ≤ p < ∞. Let D be a subset of Cˆ bounded by a curve Γ ∈ J .
Let z0 ∈ C \ D¯ and let f : D → C be an analytic function.
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(a) If there exist curves {Cn}∞1 ⊂ J in D, tending to Γ in the sense that Cn even-
tually surrounds each compact subset of D ⊂ Cˆ, such that
sup
n≥1
∫
Cn
|z − z0|−2|f(z)|p|dz| <∞, (3.5)
then f ∈ Ep(D).
(b) If there exist curves {Cn}∞1 ⊂ J in D, tending to Γ in the sense that Cn even-
tually surrounds each compact subset of D ⊂ Cˆ, such that
sup
n≥1
∫
Cn
|z − z0|p−2|f(z)|p|dz| <∞, (3.6)
then f ∈ E˙p(D).
Proof. (a) Let ϕ(z) = 1
z−z0 . If {Cn}∞1 ⊂ J are curves in D tending to Γ such that
(3.5) holds, then {ϕ(Cn)}∞1 are curves in ϕ(D) tending to ϕ(Γ) and
sup
n≥1
∫
ϕ(Cn)
|f(ϕ−1(w))|p|dw| = sup
n≥1
∫
Cn
|z − z0|−2|f(z)|p|dz| <∞.
Since ϕ(Cn) ∈ J by Proposition 3.1, each ϕ(Cn) is a rectifiable Jordan curve. Hence
f ◦ ϕ−1 ∈ Ep(ϕ(D)), that is, f ∈ Ep(D).
(b) If {Cn}∞1 ⊂ J are curves in D tending to Γ such that (3.6) holds, then
{ϕ(Cn)}∞1 are rectifiable Jordan curves in ϕ(D) tending to ϕ(Γ) and
sup
n≥1
∫
ϕ(Cn)
|w−1f(ϕ−1(w))|p|dw| = sup
n≥1
∫
Cn
|z − z0|p−2|f(z)|p|dz| <∞.
Hence w−1f(ϕ−1(w)) ∈ Ep(ϕ(D)); thus f ∈ E˙p(D) by Proposition 3.6. 2
Lemma 3.8. Let D be a subset of Cˆ bounded by a curve in J .
(a) E˙p(D) ⊂ E˙r(D) whenever 1 ≤ r ≤ p <∞.
(b) Suppose p, q, r ∈ [1,∞) satisfy 1/p + 1/q = 1/r. If f ∈ E˙p(D) and g ∈ E˙q(D),
then the functions zf(z)g(z) and fg belong to E˙r(D).
Proof. (a) The result is immediate from the definitions if ∞ /∈ Γ. Thus suppose
∞ ∈ Γ. Let z0 ∈ C \ Γ and define ϕ as in (3.3). If f ∈ E˙p(D), then Proposition
3.6 implies that w−1f(ϕ−1(w)) ∈ E˙p(ϕ(D)); since E˙p(ϕ(D)) ⊂ E˙r(ϕ(D)), another
application of Proposition 3.6 shows that f ∈ E˙r(D). This proves (a).
(b) Suppose p, q, r ∈ [1,∞) satisfy 1/p+1/q = 1/r. Let f ∈ E˙p(D) and g ∈ E˙q(D).
We first suppose D is bounded. Then there exist sequences of rectifiable Jordan
curves {An}∞1 and {Bn}∞1 in D tending to the boundary of D such that
sup
n≥1
‖f‖Lp(An) <∞, sup
n≥1
‖g‖Lq(Bn) <∞.
Without loss of generality, we may assume that An = Bn = Cn for all n ≥ 1 where
{Cn}∞1 are level curves of an arbitrary conformal map of the unit disk onto D (see
Theorem 10.1 in [12]). Then, by Ho¨lder’s inequality,
sup
n≥1
‖fg‖Lr(Cn) ≤ sup
n≥1
‖f‖Lp(Cn)‖g‖Lq(Cn) <∞.
Hence fg ∈ Er(D) = E˙r(D). This proves (b) when D is bounded.
12 JONATAN LENELLS
If D is unbounded, then pick z0 ∈ C\(D∪Γ) and let ϕ(z) = 1/(z−z0). By Proposi-
tion 3.6, w−1f(ϕ−1(w)) ∈ E˙p(ϕ(D)) and w−1g(ϕ−1(w)) ∈ E˙q(ϕ(D)). Hence, by the
preceding paragraph, w−2(fg)(ϕ−1(w)) = w−1(fg/ϕ)(ϕ−1(w)) ∈ E˙r(ϕ(D)). Since
ϕ(D) is bounded, we also have w−1(fg)(ϕ−1(w)) ∈ E˙r(ϕ(D)). Using Proposition 3.6
again, we conclude that fg/ϕ, fg ∈ E˙r(D). Part (b) follows. 2
3.5. The spaces L˙p(Γ). Let 1 ≤ p < ∞. Let Γ be a Carleson curve. We define
L˙p(Γ) as the set of all measurable functions on Γ such that |z − z0|1−
2
ph(z) ∈ Lp(Γ)
for some (and hence all) z0 ∈ C \ Γ. Note that
L˙p(Γ) ⊂ Lp(Γ), 2 ≤ p <∞,
Lp(Γ) ⊂ L˙p(Γ), 1 ≤ p ≤ 2,
If h ∈ L˙p(Γ), then the value of the Cauchy integral (Ch)(z) is well-defined for all
z ∈ C \ Γ. Indeed, if 1/p + 1/q = 1, then the Carleson property of Γ implies
‖| · −z|− 2q ‖Lq(Γ) <∞; hence, by Ho¨lder’s inequality,∫
Γ
|h(z′)|
|z′ − z| |dz
′| ≤ ∥∥| · −z|1− 2ph∥∥
Lp(Γ)
∥∥| · −z|− 2q∥∥
Lq(Γ)
<∞.
If Γ is bounded, then L˙p(Γ) = Lp(Γ).
Lemma 3.9. Let 1 ≤ p <∞ and let Γ be a Carleson curve. Let z0 ∈ C \ Γ and let
ϕ be given by (3.3).
(a) The map Φ defined for h ∈ L˙p(Γ) by
(Φh)(w) = w−1h(ϕ−1(w)) (3.7)
is a bijection L˙p(Γ)→ Lp(ϕ(Γ)) and
‖| · −z0|1−
2
ph‖Lp(Γ) = ‖Φh‖Lp(ϕ(Γ))
for all h ∈ L˙p(Γ).
(b) If h ∈ L˙p(Γ), then
(CΓh)(z) = (Ψ−1Cϕ(Γ)Φh)(z) for all z ∈ C \ Γ, (3.8)
where Ψ acts on a function f : Cˆ \ Γ→ C by (Ψf)(w) = w−1f(ϕ−1(w)).
Proof. (a) If h ∈ L˙p(Γ), then the change of variables w = ϕ(z) implies
‖|z − z0|1−
2
ph(z)‖pLp(Γ) =
∫
Γ
|z − z0|p−2|h(z)|p|dz|
=
∫
ϕ(Γ)
|w−1h(ϕ−1(w))|p|dw| = ‖Φh‖pLp(ϕ(Γ)).
We infer that Φ is a bijection L˙p(Γ)→ Lp(ϕ(Γ)) with inverse given by (Φ−1H)(z) =
ϕ(z)H(ϕ(z)). This proves (a).
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(b) If h ∈ L˙p(Γ), z ∈ C \ Γ and w = ϕ(z), then
(Cϕ(Γ)Φh)(w) = 1
2pii
∫
ϕ(Γ)
(h ◦ ϕ−1)(w′)
w′ − w
dw′
w′
=
z − z0
2pii
∫
Γ
h(z′)
z′ − zdz
′ = (z − z0)(CΓh)(z) = Ψ(CΓh)(w), (3.9)
which proves (b). 2
For each z0 ∈ C \ Γ, we define a norm on L˙p(Γ) by
‖h‖L˙p(Γ),z0 = ‖| · −z0|1−
2
ph‖Lp(Γ). (3.10)
The space L˙p(Γ) with the norm ‖·‖L˙p(Γ),z0 is nothing but the weighted space Lp(Γ, w)
with w(z) = |z − z0|1−
2
p . Different choices of z0 ∈ C \ Γ induce different norms on
L˙p(Γ), but these norms are all equivalent. We say that an operator T on L˙p(Γ) is
bounded if it is bounded with respect to one (and hence all) of these norms.
Lemma 3.10. Let Γ ∈ J .
(a) L˙p(Γ) ⊂ L˙r(Γ) whenever 1 ≤ r ≤ p <∞.
(b) Suppose p, q, r ∈ [1,∞) satisfy 1/p + 1/q = 1/r. If f ∈ L˙p(Γ) and g ∈ L˙q(Γ),
then the functions zf(z)g(z) and fg belong to L˙r(Γ).
Proof. (a) The result is immediate from the definitions if ∞ /∈ Γ. Thus suppose
∞ ∈ Γ. Let z0 ∈ C\Γ and define ϕ as in (3.3). If h ∈ L˙p(Γ), then Lemma 3.9 implies
that w−1h(ϕ−1(w)) ∈ L˙p(ϕ(Γ)); since L˙p(ϕ(Γ)) ⊂ L˙r(ϕ(Γ)), another application of
Lemma 3.9 shows that h ∈ L˙r(Γ). This proves (a).
(b) Suppose p, q, r ∈ [1,∞) satisfy 1/p+ 1/q = 1/r. Let f ∈ L˙p(Γ) and g ∈ L˙q(Γ).
Suppose ∞ /∈ Γ. Then, by Ho¨lder’s inequality,
‖fg‖Lr(Γ) ≤ ‖f‖Lp(Γ)‖g‖Lq(Γ) <∞.
Hence fg ∈ Lr(Γ) = L˙r(Γ). This gives (b) when ∞ /∈ Γ.
If ∞ ∈ Γ, then pick z0 ∈ C \ Γ and define ϕ as in (3.3). By Lemma 3.9,
w−1f(ϕ−1(w)) ∈ Lp(ϕ(Γ)) and w−1g(ϕ−1(w)) ∈ Lq(ϕ(Γ)). Hence, by the preced-
ing paragraph, w−2(fg)(ϕ−1(w)) = w−1(fg/ϕ)(ϕ−1(w)) ∈ Lr(ϕ(Γ)). Since ϕ(Γ) is
bounded, we also have w−1(fg)(ϕ−1(w)) ∈ Lr(ϕ(Γ)). Using Lemma 3.9 again, we
conclude that fg/ϕ, fg ∈ L˙r(Γ). Part (b) follows. 2
3.6. The Cauchy singular operator. Theorem 2.1 can be used to establish bound-
edness of the Cauchy singular operator SΓ on L˙p(Γ) if 1 < p <∞ and Γ is Carleson.
Proposition 3.11. Let 1 < p <∞ and let Γ be a Carleson curve. Then SΓ generates
a bounded operator S˜Γ on L˙p(Γ). Moreover, if h ∈ L˙p(Γ), then the limit in (2.3) exists
and (SΓh)(z) = (S˜Γh)(z) for a.e. z ∈ Γ.
Proof. Let z0 /∈ Γ and let w(z) = |z − z0|1−
2
p . The result follows from Theorem 2.1
if we can show that w ∈ Ap(Γ). If p = 2, this is an immediate consequence of Γ
being Carleson. Thus suppose p 6= 2.
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Define q by 1/p+ 1/q = 1 and let z ∈ Γ. If 0 < r ≤ |z−z0|
2
and z′ ∈ D(z, r), then
|z − z0|
2
≤ |z′ − z0| ≤ 3|z − z0|
2
.
Using the Carleson condition (2.1) on the disk D(z, r), we find that there exists a
constant Cα > 0 depending only on α such that
1
r
∫
Γ∩D(z,r)
|z′ − z0|α|dz′| ≤ 1
r
3α|z − z0|α
2α
|Γ ∩D(z, r)| ≤ Cα|z − z0|α, (3.11a)
1
r
∫
Γ∩D(z,r)
|z′ − z0|−α|dz′| ≤ 1
r
|z − z0|−α
2−α
|Γ ∩D(z, r)| ≤ Cα|z − z0|−α, (3.11b)
whenever 0 < r ≤ |z−z0|
2
and α > 0. This yields
sup
z∈Γ
sup
0<r≤ |z−z0|
2
(
1
r
∫
Γ∩D(z,r)
w(z′)p|dz′|
)1/p(
1
r
∫
Γ∩D(z,r)
w(z′)−q|dz′|
)1/q
= sup
z∈Γ
sup
0<r≤ |z−z0|
2
(
1
r
∫
Γ∩D(z,r)
|z′ − z0|p−2|dz′|
)1/p(
1
r
∫
Γ∩D(z,r)
|z′ − z0|
q
p
−1|dz′|
)1/q
≤ Cp sup
z∈Γ
(
|z − z0|p−2
)1/p(
|z − z0|
q
p
−1
)1/q
= Cp <∞, (3.12)
with Cp > 0 depending only on p.
On the other hand, if R = |z − z0| + r, then the Carleson condition on the disk
D(z0, 2
1−nR) yields
1
r
∫
Γ∩D(z,r)
|z′ − z0|α|dz′| = 1
r
∞∑
n=1
∫
Γ∩D(z,r)∩(D(z0,21−nR)\D(z0,2−nR))
|z′ − z0|α|dz′|
≤ 1
r
∞∑
n=1
2(1−n)αRα|Γ ∩ (D(z0, 21−nR) \D(z0, 2−nR))|
≤ CR
1+α
r
∞∑
n=1
2(1−n)α21−n ≤ 2C(|z − z0|+ r)
1+α
r
≤ Cαrα (3.13)
whenever r > |z−z0|
2
and α > 0. Similarly,
1
r
∫
Γ∩D(z,r)
|z′ − z0|−α|dz′| = 1
r
∞∑
n=1
∫
Γ∩D(z,r)∩(D(z0,21−nR)\D(z0,2−nR))
|z′ − z0|−α|dz′|
≤ 1
r
∞∑
n=1
2nαR−α|Γ ∩ (D(z0, 21−nR) \D(z0, 2−nR))|
≤ CR
1−α
r
∞∑
n=1
2nα21−n ≤ Cα(|z − z0|+ r)
1−α
r
≤ Cαr−α, (3.14)
whenever r > |z−z0|
2
and 0 < α < 1. If p > 2, we apply (3.13) with α = p − 2 and
(3.14) with α = 1− q
p
. If 1 < p < 2, we apply (3.14) with α = 2− p and (3.13) with
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α = q
p
− 1. This yields
sup
z∈Γ
sup
r>
|z−z0|
2
(
1
r
∫
Γ∩D(z,r)
w(z′)p|dz′|
)1/p(
1
r
∫
Γ∩D(z,r)
w(z′)−q|dz′|
)1/q
≤ C sup
z∈Γ
sup
r>
|z−z0|
2
(
rp−2
)1/p(
r
q
p
−1)1/q = C <∞. (3.15)
It follows from (3.12) and (3.15) that w(z) satisfies the Muckenhoupt condition (2.4).
2
Our next objective is to determine how SΓ transforms under the change of variables
w = 1/(z − z0). We need the following lemma.
Lemma 3.12. Let Γ be a Carleson jump contour. Let g() be a nondecreasing con-
tinuous function of  ≥ 0 such that g(0) = 0. If z ∈ Γ ∩ C is a point at which Γ has
a two-sided tangent, then the following limit exists and equals zero:
lim
→0
∫
Γ∩[D(z,(1+g()))\D(z,(1−g()))]
|dz′|
|z′ − z| = 0. (3.16)
Proof. Without loss of generality, we assume that Γ ∈ J . Let z ∈ Γ ∩ C be a
point at which Γ has a two-sided tangent. Let γ(s), −s0 < s < s0, be an arclength
parametrization of Γ in a neighborhood of γ(0) = z. Suppose without loss of gener-
ality that γ′(0) = 1. Then
γ(s) = z + s+ o(|s|), s→ 0.
For each r ∈ (0, 1/2], choose δ(r) ∈ (0, s0) such that
|o(|s|)| < r|s| for |s| ≤ δ(r). (3.17)
We may assume that δ(r) is a nondecreasing function of r > 0. Replacing δ(r)
with
∫ r
0
δ(t)dt ≤ δ(r) if necessary (note that all nondecreasing functions are measur-
able), we may assume that δ(r) is a continuous strictly increasing function such that
limr→0+ δ(r) = 0. Let γ1/2 denote the subarc
γ1/2 = {γ(s)||s| ≤ δ(1/2)}
and let a, b be the endpoints of γ1/2. The set (Γ \ γ1/2)∪ {a, b} is compact. Let µ be
the minimum of the continuous function | · −z| on this set. Then Γ∩D(z, µ) ⊂ γ1/2.
Fix r ∈ (0, 1/2] such that δ(r) < µ. We claim that
|s| < δ(r)
2(1− r) , (3.18)
whenever γ(s) ∈ γ1/2 and |γ(s)− z| ≤ δ(r)2 . Indeed, suppose |s| ≤ δ(1/2) is such that
|γ(s)− z| ≤ δ(r)
2
. Then (3.17) implies
|s|
2
< |s+ o(|s|)| = |γ(s)− z| ≤ δ(r)
2
.
Thus |s| < δ(r), so another application of (3.17) yields
(1− r)|s| < |s+ o(|s|)| = |γ(s)− z| ≤ δ(r)
2
,
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which proves (3.18). On the other hand, since s is an arclength parameter,
|s| ≥ δ(r)
2
(
1− g
(
δ(r)
2
))
, (3.19)
whenever |γ(s)− z| ≥ δ(r)
2
(1− g( δ(r)
2
)).
For  > 0, we define the closed annulus K(z, ) by
K(z, ) = D(z, ) \D(z, (1− g())).
Then the set {s ∈ [0, δ(1/2)]|γ(s) ∈ K(z, δ(r)/2)} is closed. Let s+ ≥ 0 and s− ≥ 0
denote the largest and smallest elements of this set, respectively. Clearly,
|γ(s+)− z| ≤ δ(r)
2
, |γ(s−)− z| ≥ δ(r)
2
(
1− g
(
δ(r)
2
))
.
Hence, by (3.18) and (3.19),
δ(r)
2
(
1− g
(
δ(r)
2
))
≤ s− ≤ s+ < δ(r)
2(1− r) .
Thus ∣∣∣∣γ([0, δ(1/2)]) ∩K(z, δ(r)2
)∣∣∣∣ ≤ s+ − s− < δ(r)2
(
r
1− r + g
(
δ(r)
2
))
.
A similar argument shows that∣∣∣∣γ([−δ(1/2), 0]) ∩K(z, δ(r)2
)∣∣∣∣ < δ(r)2
(
r
1− r + g
(
δ(r)
2
))
.
Consequently, for all small enough r > 0,∣∣∣∣Γ ∩K(z, δ(r)2
)∣∣∣∣ = ∣∣∣∣γ1/2 ∩K(z, δ(r)2
)∣∣∣∣ < F (r) (3.20)
where the function
F (r) = δ(r)
(
r
1− r + g
(
δ(r)
2
))
satisfies
lim
r→0+
F (r)
δ(r)
= 0.
Given  > 0 small enough, there exists a unique r = r() > 0 such that δ(r)/2 = .
It follows that ∫
Γ∩K(z,)
|dz′|
|z′ − z| ≤
|Γ ∩K(z, )|
(1− g()) <
2F (r)
δ(r)(1− g()) → 0
as → 0. This proves that
lim
→0
∫
Γ∩[D(z,)\D(z,(1−g()))]
|dz′|
|z′ − z| = 0. (3.21)
Equation (3.16) follows from (3.21) by changing variables ˜ = (1 + g()) in the left-
hand side of (3.16) and noting that (1 − g()) = ˜(1 − g˜(˜)), where g˜(˜) = 2g()
1+g()
is
a continuous nondecreasing function of ˜. 2
MATRIX RIEMANN-HILBERT PROBLEMS 17
Proposition 3.13. Let 1 < p < ∞ and let Γ be a Carleson jump contour. Let
z0 ∈ C \ Γ and let ϕ(z) = 1/(z − z0). Let Φ : L˙p(Γ) → Lp(ϕ(Γ)) be the bijection
defined in (3.7). Then
SΓh = Φ−1Sϕ(Γ)Φh a.e. on Γ (3.22)
for every h ∈ L˙p(Γ). In other words, the following diagram commutes:
L˙p(Γ)
SΓ

Φ // Lp(ϕ(Γ))
Sϕ(Γ)

L˙p(Γ)
Φ // Lp(ϕ(Γ))
Proof. We will show that SΓh = Φ−1Sϕ(Γ)Φh a.e. on Γ whenever h ∈ C∞0 (Γ). Since
C∞0 (Γ) is dense in L˙
p(Γ) and the operators SΓ and Φ−1Sϕ(Γ)Φ are bounded on L˙p(Γ)
by Lemma 3.9 and Proposition 3.11, this will prove (3.22).
Let h ∈ C∞0 (Γ). A change of variables shows that
1
pii
∫
Γ\D(z,)
h(z′)
z′ − zdz
′ =
ϕ(z)
pii
∫
ϕ(Γ)\ϕ(D(z,))
(Φh)(w′)
w′ − ϕ(z)dw
′ (3.23)
for all z ∈ Γ ∩ C and  > 0. As → 0, the left-hand side of (3.23) tends to (SΓh)(z)
for a.e. z ∈ Γ. It remains to prove that the right-hand side of (3.23) tends to
(Φ−1Sϕ(Γ)Φh)(z) = ϕ(z)(Sϕ(Γ)Φh)(ϕ(z)) (3.24)
for a.e. z ∈ Γ as  → 0. The proof of this fact is complicated by the fact that, in
general, the disk ϕ(D(z, )) is not centered at ϕ(z).
Let z ∈ Γ and let 0 <  < |z − z0|. Then
ϕ(D(z, )) = D
(
z¯ − z¯0
|z − z0|2 − 2 , ˜
)
and
D
(
ϕ(z), ˜
(
1− |z − z0|
))
⊂ ϕ(D(z, )) ⊂ D
(
ϕ(z), ˜
(
1 +

|z − z0|
))
, (3.25)
where
˜ =

|z − z0|2 − 2 .
Noting that
1± |z − z0| = 1± g(˜)
where
g(˜) =
√
1 + 4|z − z0|2˜2 − 1
2|z − z0|˜ ,
we can write (3.25) as
D(ϕ(z), ˜(1− g(˜))) ⊂ ϕ(D(z, )) ⊂ D(ϕ(z), ˜(1 + g(˜))). (3.26)
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The function (Φh)(w) = w−1h(w−1 + z0) is the restriction to ϕ(Γ) of a smooth
function which approaches zero as w → ∞. Hence there exists an M > 0 such that
|(Φh)(w)| ≤M for all w ∈ ϕ(Γ). We estimate∣∣∣∣ ∫
ϕ(Γ)\ϕ(D(z,))
(Φh)(w′)
w′ − ϕ(z)dw
′ −
∫
ϕ(Γ)\D(ϕ(z),˜(1+g(˜)))
(Φh)(w′)
w′ − ϕ(z)dw
′
∣∣∣∣
=
∣∣∣∣ ∫
ϕ(Γ)∩[D(ϕ(z),˜(1+g(˜)))\ϕ(D(z,))]
(Φh)(w′)
w′ − ϕ(z)dw
′
∣∣∣∣
≤M
∫
ϕ(Γ)∩[D(ϕ(z),˜(1+g(˜)))\D(ϕ(z),˜(1−g(˜)))]
|dw′|
|w′ − ϕ(z)| . (3.27)
Being locally rectifiable, the Carleson jump contour ϕ(Γ) has a two-sided tangent at
almost every point. Hence, by Lemma 3.12, the limit of the right-hand side of (3.27)
as  → 0 exists and equals zero for a.e. z ∈ Γ. On the other hand, by Proposition
3.11, the limit
lim
→0
1
pii
∫
ϕ(Γ)\D(ϕ(z),˜(1+g(˜)))
(Φh)(w′)
w′ − ϕ(z)dw
′
exists and equals (Sϕ(Γ)Φh)(ϕ(z)) for a.e. z ∈ Γ. It follows that
lim
→0
ϕ(z)
pii
∫
ϕ(Γ)\ϕ(D(z,))
(Φh)(w′)
w′ − ϕ(z)dw
′ = ϕ(z)(Sϕ(Γ)Φh)(ϕ(z))
for a.e. z ∈ Γ. This completes the proof. 2
4. Cauchy integrals over Carleson jump contours
The following two theorems generalize Theorems 2.2 and 2.3 to the case where Γ
is a general Carleson jump contour.
Theorem 4.1. Let Γ ⊂ Cˆ be a Carleson jump contour and let D± ⊂ Cˆ be the
associated open sets such that ∂D+ = −∂D− = Γ. Let C denote the Cauchy integral
operator defined in (2.6).
(a) Let 1 ≤ p < ∞. If f ∈ E˙p(D+), then the nontangential limits of f(z) as z
approaches the boundary exist a.e. on Γ; if f+(z) denotes the boundary function,
then f+ ∈ L˙p(Γ) and
(Cf+)(z) =
{
f(z), z ∈ D+,
0, z ∈ D−.
(4.1)
If f ∈ E˙p(D−), then the nontangential limits of f(z) as z approaches the bound-
ary exist a.e. on Γ. If f−(z) denotes the boundary function, then f− ∈ L˙p(Γ)
and
(Cf−)(z) =
{
0, z ∈ D+,
−f(z), z ∈ D−.
(4.2)
In particular, f = C(f+ − f−) for all f ∈ E˙p(D+ ∪D−).
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(b) Let 1 < p <∞. Then the Cauchy singular operator SΓ : L˙p(Γ)→ L˙p(Γ) defined
in (2.3) satisfies S2Γ = I. Moreover, if h ∈ L˙p(Γ), then
Ch|D+ ∈ E˙p(D+), Ch|D− ∈ E˙p(D−). (4.3)
Theorem 4.1 implies that if Γ is a Carleson jump contour and h ∈ L˙p(Γ) for some
1 < p < ∞, then the left and right nontangential boundary values of Ch, which we
denote by C+h and C−h, lie in L˙p(Γ). This allows us to define two linear operators
C± : h 7→ C±h on L˙p(Γ).
Theorem 4.2. Let 1 < p <∞ and let Γ ⊂ Cˆ be a Carleson jump contour. Then C±
are bounded operators on L˙p(Γ) with the following properties:
• The Sokhotski-Plemelj formulas
C+ = 1
2
(I + SΓ), C− = 1
2
(−I + SΓ), (4.4)
are valid.
• C± are orthogonal projections on L˙p(Γ) in the sense that
L˙p(Γ) = C+L˙p(Γ)⊕ C−L˙p(Γ)
and
C+ − C− = I, C2+ = C+, C2− = −C−, C+C− = C−C+ = 0.
• If h = C+h− C−h ∈ L˙p(Γ), then
(Ch)|D+ = (CC+h)|D+ ∈ E˙p(D+), (Ch)|D− = −(CC−h)|D− ∈ E˙p(D−). (4.5)
• The map h 7→ (Ch)|D+ is a bijection C+L˙p(Γ)→ E˙p(D+) with inverse f 7→ f+.
• The map h 7→ (Ch)|D− is a bijection C−L˙p(Γ) → E˙p(D−) with inverse f 7→
−f−.
In the special case of a jump contour Γ consisting of a single rectifiable Jordan
curve, Theorems 4.1 and 4.2 reduce to Theorems 2.2 and 2.3, respectively.
4.1. Proof of Theorem 4.1.
4.1.1. Proof of (a). Suppose first that ∞ /∈ Γ, so that Γ ⊂ C is bounded. Let
f ∈ E˙p(D+). Represent Γ as the union of finitely many arcs each pair of which
have at most endpoints in common. If z ∈ Γ is not one of these finitely many
endpoints, then z belongs to ∂D+j for exactly one component D
+
j of D+. Since
Theorem 2.2 implies that f |D+j has nontangential limits a.e. on ∂D
+
j , it follows that
f has nontangential limits a.e. on Γ. Another application of Theorem 2.2 shows that
f+|∂D+j ∈ Lp(∂D
+
j ) for each j. Hence f+ ∈ Lp(Γ) = L˙p(Γ).
Now suppose z ∈ D+k for some 1 ≤ k ≤ n. Since z lies in the region exterior to
∂D+j for each j 6= k, Theorem 2.2 yields
(Cf+)(z) = 1
2pii
∫
∂D+k
f+(z
′)
z′ − z dz
′ +
1
2pii
∑
j 6=k
∫
∂D+j
f+(z
′)
z′ − z dz
′ = f(z).
If z ∈ D−, then z lies in the region exterior to ∂D+j for every j, so a similar com-
putation implies (Cf+)(z) = 0. This proves (4.1). Similar arguments apply when
f ∈ E˙p(D−). This proves (a) in the case when Γ is bounded.
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Suppose now that ∞ ∈ Γ. Pick z0 ∈ D− and let ϕ(z) = 1/(z − z0). Let f ∈
E˙p(D+). Then ∞ /∈ ϕ(Γ) and ϕ(Γ) is a Carleson jump contour by Proposition
3.5. Let F (w) = w−1f(ϕ−1(w)). Then F ∈ E˙p(ϕ(D+)) and f ◦ϕ−1 ∈ Ep(ϕ(D+)) by
Proposition 3.6. Since ϕ(Γ) is bounded, the result of the preceding paragraph implies
that the nontangential boundary values of f ◦ϕ−1 exist a.e. on ϕ(Γ). It follows that
the nontangential boundary values of f exist a.e. on Γ and (f ◦ ϕ−1)+ = f+ ◦ ϕ−1
a.e. on ϕ(Γ). Furthermore, since F ∈ E˙p(ϕ(D+)), we have F+ ∈ L˙p(ϕ(Γ)), which by
Lemma 3.9 implies that f+ ∈ L˙p(Γ). We also have
(Cϕ(Γ)F+)(w) =
{
F (w), w ∈ ϕ(D+),
0, w ∈ ϕ(D−),
(4.6)
which in view of Lemma 3.9 yields (4.1). Similar arguments apply when f ∈ E˙p(D−).
This proves (a).
4.1.2. A convergence lemma. For the proof of (b), we need the following lemma.
Lemma 4.3. Let 1 ≤ p < ∞. Let Γ ⊂ C be a rectifiable Jordan curve and let D+
and D− be the interior and exterior components of Cˆ \ Γ. Suppose h ∈ Lp(Γ).
(i) If {fn}∞1 is a sequence of functions in Ep(D+) such that fn+ → h in Lp(Γ), then
there exists a function f ∈ Ep(D+) such that fn → f uniformly on compact
subsets of D+ and f+ = h.
(ii) If {fn}∞1 is a sequence of functions in Ep(D−) such that fn− → h in Lp(Γ), then
there exists a function f ∈ Ep(D−) such that fn → f uniformly on compact
subsets of D− and f− = h. If {fn}∞1 ⊂ E˙p(D−), then f ∈ E˙p(D−).
Proof. Part (i) is a consequence of Theorem 17.2 in Chapter III of [25]. In order
to prove (ii), let {fn}∞1 be a sequence of functions in Ep(D−) such that fn− → h
in Lp(Γ). Let z0 ∈ D+ and let ϕ(z) = 1/(z − z0). Then h ◦ ϕ−1 ∈ Lp(ϕ(Γ)) and
Proposition 3.6 implies that fn◦ϕ−1 ∈ Ep(ϕ(D−)) for each n. Assuming for simplicity
that both Γ and ϕ(Γ) are oriented counterclockwise, we have (fn◦ϕ−1)+ = fn−◦ϕ−1,
and so
‖(fn ◦ ϕ−1)+ − h ◦ ϕ−1‖pLp(ϕ(Γ)) =
∫
ϕ(Γ)
|fn−(ϕ−1(w))− h(ϕ−1(w))|p|dw|
=
∫
Γ
|fn−(z)− h(z)|p |dz||z − z0|2 ≤ C‖fn− − h‖
p
Lp(Γ) → 0 as n→∞.
Hence, by (i), there exists a function g ∈ Ep(ϕ(D−)) such that fn◦ϕ−1 → g uniformly
on compact subsets of ϕ(D−) and g+ = h ◦ ϕ−1. Letting f = g ◦ ϕ, we infer that
f ∈ Ep(D−), that fn → f uniformly on compact subsets of D−, and that f− = h.
If {fn}∞1 ⊂ E˙p(D−), then each fn vanishes at ∞. Hence f vanishes at ∞, and so
f ∈ E˙p(D−). 2
4.1.3. Proof of (b). Suppose 1 < p <∞ and h ∈ L˙p(Γ). We first assume that∞ /∈ Γ.
Switching the orientation of Γ if necessary, we may suppose that∞ ∈ D−. Let R(Γ)
be the set of all rational functions with no poles on Γ. Every function r ∈ R(Γ) can
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be written as r = r+ + r−, where r+ is analytic in D+, r− is analytic in D−, and r−
vanishes at infinity. That is, r+ ∈ E˙p(D+) and r− ∈ E˙p(D−). We claim that
SΓr+ = r+, SΓr− = −r−. (4.7)
Indeed, if Γ consists of a single Carleson Jordan curve, then (4.7) follows from Lemma
6.5 of [3]. If Γ is the union of multiple Carleson Jordan curves {∂D+j }n1 , then we write
r− =
∑n
j=1 r
−
j where r
−
j is analytic outside D
+
j and r
−
j (∞) = 0 for each j. Let χj
be the characteristic function of ∂D+j . Decomposing r
+ and r−j into partial fractions
and using that (4.7) is valid in the case when Γ is a Carleson Jordan curve, we find
χkSΓχir+ =
{
χkr
+, k = i,
0, k 6= i, (4.8)
and
χkSΓχir−j =

−χkr−j , k = i = j,
χkr
−
j , k = i 6= j,
−2χkr−j , k 6= i = j,
0, k 6= i 6= j,
(4.9)
a.e. on Γ. Equation (4.9) implies
SΓr−j =
n∑
k,i=1
χkSΓχir−j = χjSΓχjr−j +
∑
k=i 6=j
χkSΓχir−j +
∑
k 6=i=j
χkSΓχir−j
= −χjr−j +
∑
k 6=j
χkr
−
j − 2
∑
k 6=j
χkr
−
j = −r−j , 1 ≤ j ≤ n.
Thus SΓr− = −r−. Similarly, equation (4.8) implies SΓr+ = r+. This proves (4.7).
Equation (4.7) implies that S2Γr = r for every r ∈ R(Γ). Since R(Γ) is dense in
Lp(Γ) (see Lemma 9.14 in [3]), it follows that S2Γh = h for every h ∈ Lp(Γ).
To prove (4.3), we note that part (a) yields
(Cr+)(z) =
{
r+(z), z ∈ D+,
0, z ∈ D−,
(Cr−)(z) =
{
0, z ∈ D+,
−r−(z), z ∈ D−.
(4.10)
It follows that Cr ∈ E˙p(D+ ∪D−) for every r ∈ R(Γ) and that
C+r = r+, C−r = −r−. (4.11)
Equations (4.7) and (4.11) imply
1
2
(I + SΓ)r = 1
2
(r+ + r− + r+ − r−) = r+ = C+r.
Similarly,
1
2
(−I + SΓ)r = C−r.
This shows that the Sokhotski-Plemelj formulas (4.4) are valid for all r ∈ R(Γ).
Let h ∈ Lp(Γ). Let rn be a sequence in R(Γ) converging to h in Lp(Γ). The
boundedness of SΓ on Lp(Γ) implies
C±rn = 1
2
(±rn + SΓrn)→ 1
2
(±h+ SΓh) in Lp(Γ)
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as n→∞. Hence Lemma 4.3 applied to each component of Cˆ \Γ implies that there
exists a function f ∈ E˙p(D+∪D−) such that (Crn)|D+∪D− → f uniformly on compact
subsets of D+ ∪ D− and f± = 12(±h + SΓh). Since Crn → Ch pointwise in D+, we
infer that Ch = f ∈ E˙p(D+ ∪D−). This proves (4.3) in the case of ∞ /∈ Γ. It also
follows that
C±h = f± = 1
2
(±h+ SΓh),
showing that the Sokhotski-Plemelj formulas (4.4) are valid for all h ∈ Lp(Γ).
Suppose now that ∞ ∈ Γ. Pick z0 ∈ D− and let ϕ(z) = 1/(z − z0). Since
h ∈ L˙p(Γ), Lemma 3.9 implies that Φh ∈ Lp(ϕ(Γ)) and
(CΓh)(z) = (Ψ−1Cϕ(Γ)Φh)(z) for z ∈ C \ Γ. (4.12)
The result of the previous paragraph implies that Cϕ(Γ)Φh ∈ E˙p(ϕ(D+∪D−)). Hence,
in view of Proposition 3.6 and equation (4.12), CΓh ∈ E˙p(D+ ∪ D−), which proves
(4.3). Similarly, the identity S2Γ = I follows from the identity S2ϕ(Γ) = I and equation
(3.22):
S2Γh = Φ−1S2ϕ(Γ)Φh = Φ−1Φh = h for all h ∈ L˙p(Γ).
This completes the proof of Theorem 4.1.
4.2. Proof of Theorem 4.2. We already established the Sokhotski-Plemelj formu-
las (4.4) in the case of ∞ /∈ Γ (see the proof of part (b) of Theorem 4.1). So suppose
∞ ∈ Γ. Pick z0 ∈ D− and let ϕ(z) = 1/(z − z0). The fact that ∞ /∈ ϕ(Γ) together
with the transformation properties (3.8) and (3.22) of C and S imply
1
2
(±I + SΓ)h = 1
2
Φ−1(±I + Sϕ(Γ))Φh = (Ψ−1Cϕ(Γ)Φh)± = (CΓh)±.
This completes the proof of (4.4).
The Sokhotski-Plemelj formulas (4.4) together with the fact that S2Γ = I immedi-
ately imply that C± are bounded orthogonal projections on L˙p(Γ).
If h = C+h − C−h ∈ L˙p(Γ), then Ch ∈ E˙p(D+ ∪ D−) by (4.3). Hence equations
(4.1) and (4.2) imply
(CC+h)(z) =
{
(Ch)(z), z ∈ D+,
0, z ∈ D−,
(CC−h)(z) =
{
0, z ∈ D+,
−(Ch)(z), z ∈ D−.
These equations yield (4.5). The last two statements of Theorem 4.2 are easy conse-
quences of (4.5) and Theorem 4.1. This completes the proof. 2
5. Riemann-Hilbert problems
With Theorems 4.1 and 4.2 at our disposal, we can introduce a notion of Lp-RH
problem for Carleson jump contours. Throughout this section, Γ ⊂ Cˆ will denote
a Carleson jump contour, D± ⊂ Cˆ will denote the associated open sets such that
∂D+ = −∂D− = Γ, and we will assume that 1 < p <∞. We let D = D+ ∪D−.
5.1. Definition. Let n ≥ 1 be an integer. Given an n × n-matrix valued function
v : Γ → GL(n,C), we define a solution of the Lp-RH problem determined by (Γ, v)
to be an n × n-matrix valued function m ∈ I + E˙p(D) such that the nontangential
boundary values m± satisfy m+ = m−v a.e. on Γ.
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5.2. Properties of m±. In order to make contact with earlier works on Lp-RH
problems on smooth contours, we show that m is a solution of the Lp-RH problem if
and only if the boundary functions m+ and m− satisfy the properties (RH1)-(RH2)
below.
Proposition 5.1. Suppose v : Γ→ GL(n,C). If m ∈ I+ E˙p(D) satisfies the Lp-RH
problem determined by (Γ, v), then the nontangential boundary values m± ∈ I+L˙p(Γ)
satisfy the following two properties:
(RH1) There exists a function h ∈ L˙p(Γ) such that
m± − I = C±h in L˙p(Γ). (5.1)
(RH2) m+ = m−v a.e. on Γ.
Conversely, if m± ∈ I+L˙p(Γ) are a pair of n×n-matrix valued functions satisfying
(RH1) and (RH2), then m = I + C(m+−m−) ∈ I + E˙p(D) satisfies Lp-RH problem
determined by (Γ, v).
Proof. Theorem 4.1 implies that if m ∈ I + E˙p(D) satisfies the Lp-RH problem
determined by (Γ, v), then m± ∈ I + L˙p(Γ) and m = I + C(m+ −m−). Thus (RH1)
is satisfied with h = m+ −m−. The property (RH2) holds by definition.
Conversely, suppose m± ∈ I + L˙p(Γ) satisfy (RH1) and (RH2). By (RH1), m± ∈
I + C±L˙p(Γ). Thus, Theorems 4.1 and 4.2 imply that m± are the nontangential
boundary values of the function m defined by m = I + C(m+−m−) ∈ I + E˙p(D). It
follows that m satisfies the Lp-RH problem determined by (Γ, v). 2
Remark 5.2. In most earlier references on Lp-RH problems [9, 10, 14, 27], a solution
of an Lp-RH problem is defined as a pair of functions m± ∈ I + Lp(Γ) satisfying
(RH1)-(RH2) (or properties very similar to (RH1)-(RH2)); the associated function
m(z) is then referred to as the ‘extension of m±’. Here, in an effort to mimic the
classical formulation of a RH problem as closely as possible, we have chosen to define
a solution directly in terms of m. Proposition 5.1 shows that in the set-up provided
by the spaces L˙p(Γ) and E˙p(D), the definitions in terms of m and m± are equivalent.
Remark 5.3. Condition (RH1) is equivalent to the condition that m± ∈ I+C±L˙p(Γ).
5.3. Uniqueness results. We will show that the solution of the Lp-RH problem
determined by (Γ, v) is unique provided that det v = 1 and n ≤ p.
Lemma 5.4. Suppose v : Γ→ GL(n,C). Let 1 < p <∞ and define q by 1/p+1/q =
1. Let m, m˜ ∈ I+E˙p(D) be two solutions of the Lp-RH problem determined by (Γ, v).
If m−1 ∈ I + E˙q(D), then m(z) = m˜(z) for all z ∈ D.
Proof. Suppose m, m˜ ∈ I + E˙p(D) are two solutions of the Lp-RH problem deter-
mined by (Γ, v). Suppose m−1 ∈ I + E˙q(D). By Lemma 3.8,
m˜m−1−I = (m˜−I)(m−1−I)+(m˜−I)+(m−1−I) ∈ E˙1(D)+E˙p(D)+E˙q(D) ⊂ E˙1(D).
Using Theorem 4.1 and the fact that (m˜m−1)+ = m˜−vv−1m−1− = (m˜m
−1)− a.e on Γ,
we find
m˜m−1 − I = C((m˜m−1 − I)+ − (m˜m−1 − I)−) = 0 on D.
It follows that m = m˜ on D. 2
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Remark 5.5. The assumption in Lemma 5.4 that m−1 ∈ I + E˙q(D) implies that
m± deliver a so-called Lp-canonical factorization of v; the uniqueness of the latter is
known, see [16, 22].
Suppose v : Γ → GL(2,C) satisfies det v = 1 a.e. on Γ. If m ∈ I + E˙2(D) is a
solution of the L2-RH problem determined by (Γ, v), then Lemma 3.8 shows that
detm− 1 = (m11 − 1)(m22 − 1) + (m11 − 1) + (m22 − 1)−m12m21 ∈ E˙1(D).
By Theorem 4.1 and the fact that (detm)+ = (detm)− a.e. on Γ, we find
detm− 1 = C((detm− 1)+ − (detm− 1)−) = 0 on D.
Thus,
m−1 =
(
m22 −m12
−m21 m11
)
∈ I + E˙2(D).
Lemma 5.4 therefore implies that the solution of the L2-RH problem determined by
(Γ, v) is unique if it exists. This proves the special case n = p = 2 of the following
theorem, which states that if p ≥ n and the n × n-matrix valued jump function v
satisfies det v = 1, then the solution of the Lp-RH problem determined by (Γ, v) is
unique if it exists.
Recall that the adjugate adjA of an n× n matrix A is defined by
(adjA)ij = (−1)i+jmji(A), i, j = 1, . . . , n,
where mij(A) denotes the (ij)th minor of A. By Cramer’s rule, the inverse of A is
given by A−1 = adj(A)/ det(A) whenever det(A) 6= 0. We continue to assume that
1 < p <∞.
Theorem 5.6. Suppose 1 ≤ n ≤ p. Suppose v : Γ → GL(n,C) satisfies det v = 1
a.e. on Γ.
(a) If m is a solution of the Lp-RH problem determined by (Γ, v), then detm(z) = 1
for all z ∈ D.
(b) The solution of the Lp-RH problem determined by (Γ, v) is unique if it exists.
Proof. Let m ∈ I + E˙p(D) be a solution of the Lp-RH problem determined by
(Γ, v) for some p ≥ n. By Lemma 3.8, if {fj}k1 ⊂ E˙p(D) and 1 ≤ k ≤ n, then
Πkj=1fj ∈ E˙p/k(D) ⊂ E˙1(D). It follows that
detm− 1 = det(I + (m− I))− 1 ∈ E˙1(D).
Using Theorem 4.1 and the fact that (detm)+ = (detm)− a.e. on Γ, we find
detm− 1 = C((detm)+ − (detm)−) = 0 on D,
which proves (a). To prove (b), we note that Lemma 3.8 implies
adjm ∈ I + E˙ pn−1 (D) ⊂ I + E˙ pp−1 (D).
Hence, by (a),
m−1 = adjm ∈ I + E˙ pp−1 (D),
so that (b) follows from Lemma 5.4. 2
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Remark 5.7. For a sufficiently smooth contour, the special case n = p = 2 of
Theorem 5.6 was proved in [6, 11]. Theorem 5.6 generalizes this result to the case of
a Carleson contour Γ and any 1 ≤ n ≤ p. As an application, we note that the case
n = 3 is relevant for the 3 × 3-matrix RH problem associated with the Degasperis-
Procesi equation, see Figure 1.
5.4. A singular integral equation. Given a Banach space X, we let B(X) denote
the space of bounded linear operators on X. Given two function w± ∈ L˙p(Γ)∩L∞(Γ),
we define the operator Cw : L˙p(Γ) + L∞(Γ)→ L˙p(Γ) by
Cw(f) = C+(fw−) + C−(fw+).
We fix a point z0 ∈ C \ Γ and let ‖ · ‖L˙p(Γ) denote the associated norm on L˙p(Γ)
defined in (3.10). The estimate
‖Cwf‖L˙p(Γ) = ‖C+(fw−) + C−(fw+)‖L˙p(Γ)
≤ C‖f‖L˙p(Γ) max
{‖w+‖L∞(Γ), ‖w−‖L∞(Γ)} for f ∈ L˙p(Γ),
where C = max{‖C+‖B(L˙p(Γ)), ‖C−‖B(L˙p(Γ))} <∞, implies that
‖Cw‖B(L˙p(Γ)) ≤ C max
{‖w+‖L∞(Γ), ‖w−‖L∞(Γ)}. (5.2)
The next proposition shows that if v = (v−)−1v+ and w± = ±v± ∓ I then the
Lp-RH problem determined by (Γ, v) is equivalent to the following singular integral
equation for µ ∈ I + L˙p(Γ) cf. [2]:
µ− I = Cw(µ) in L˙p(Γ). (5.3)
Proposition 5.8. Given v± : Γ → GL(n,C), let v = (v−)−1v+, w+ = v+ − I, and
w− = I−v−. Suppose v±, (v±)−1 ∈ I+L˙p(Γ)∩L∞(Γ). If m ∈ I+E˙p(D) satisfies the
Lp-RH problem determined by (Γ, v), then µ = m+(v
+)−1 = m−(v−)−1 ∈ I + L˙p(Γ)
satisfies (5.3). Conversely, if µ ∈ I + L˙p(Γ) satisfies (5.3), then m = I + C(µ(w+ +
w−)) ∈ I + E˙p(D) satisfies the Lp-RH problem determined by (Γ, v).
Proof. Suppose m ∈ I + E˙p(D) satisfies the Lp-RH problem determined by (Γ, v)
and let µ = m+(v
+)−1 = m−(v−)−1. By Theorem 4.1, m± = I + L˙p(Γ) and hence
µ ∈ I + L˙p(Γ). Moreover, by Theorem 4.2,
Cwµ = C+(µ(I − v−))− C−(µ(I − v+))
= C+(µ− I + I −m−)− C−(µ− I + I −m+)) = (C+ − C−)(µ− I) = µ− I.
Conversely, suppose µ ∈ I+L˙p(Γ) satisfies (5.3). The assumption v± ∈ I+L˙p(Γ)∩
L∞(Γ) implies that µw± ∈ L˙p(Γ). Hence m = I + C(µ(w+ +w−)) ∈ I + E˙p(D) and
m+ = I + (C+ − C−)(µw+) + Cwµ = µ(w+ + I) = µv+, (5.4a)
m− = I − (C+ − C−)(µw−) + Cwµ = µ(I − w−) = µv−. (5.4b)
It follows that m+ = m−v a.e. on Γ. 2
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5.5. Vanishing lemma. Given v : Γ→ GL(n,C), we define a solution of the homo-
geneous Lp-RH problem determined by (Γ, v) to be an n× n-matrix valued function
m ∈ E˙p(D) such that m+ = m−v a.e. on Γ.
Lemma 5.9. Given v± : Γ → GL(n,C), let v = (v−)−1v+, w+ = v+ − I, and
w− = I − v−. Suppose v±, (v±)−1 ∈ I + L˙p(Γ) ∩ L∞(Γ). Then the implications
(a) =⇒ (b) =⇒ (c) =⇒ (d)
are valid for the following statements:
(a) The map I − Cw : L˙p(Γ)→ L˙p(Γ) is bijective.
(b) The Lp-RH problem determined by (Γ, v) has a unique solution.
(c) The homogeneous Lp-RH problem determined by (Γ, v) has only the zero solution.
(d) The map I − Cw : L˙p(Γ)→ L˙p(Γ) is injective.
Proof. (a) =⇒ (b) Suppose I − Cw : L˙p(Γ) → L˙p(Γ) is a bijection. Then
µ = I + (I − Cw)−1CwI ∈ I + L˙p(Γ) is a solution of (5.3). Hence, by Proposition
5.8, m = I + C(µ(w+ + w−)) ∈ I + E˙p(D) satisfies the Lp-RH problem determined
by (Γ, v). Moreover, by (5.4), m± = µv±. If m˜ ∈ I + E˙p(D) is another solution of
this RH problem, then Proposition 5.8 implies that µ˜ = m˜±(v±)−1 ∈ I + L˙p(Γ) is a
solution of (5.3). But then µ˜ = I + (I − Cw)−1CwI = µ, so that m˜± = m± a.e. on Γ.
Theorem 4.1 now yields
m = I + C(m+ −m−) = I + C(m˜+ − m˜−) = m˜ in E˙p(D),
showing that the solution is unique.
(b) =⇒ (c) Let m ∈ I + E˙p(D) be the unique solution of the Lp-RH problem
determined by (Γ, v) and suppose m˜ ∈ E˙p(D) satisfies the homogeneous RH problem
determined by (Γ, v). By Proposition 5.8, µ = m−(v−)−1 satisfies equation (5.3). By
Theorem 4.2,
(I − Cw)(m˜−(v−)−1) = m˜−(v−)−1 − C+(m˜−(v−)−1(I − v−))− C−(m˜−(v−)−1(v+ − I))
= m˜−(v−)−1 − C+(m˜−(v−)−1 − m˜−)− C−(m˜+ − m˜−(v−)−1) = 0.
Hence µ = (m− + m˜−)(v−)−1 also satisfies equation (5.3). By Proposition 5.8 and
uniqueness of m, we conclude that
m = I + C(m−(v−)−1(w+ + w−)) = I + C((m− + m˜−)(v−)−1(w+ + w−)).
But then C±(m˜−(v−)−1(w+ + w−)) = 0, and so
m˜+ − m˜− = m˜−(v−)−1(w+ + w−) = (C+ − C−)(m˜−(v−)−1(w+ + w−)) = 0
a.e. on Γ. Thus, by Theorem 4.1, m˜ = C(m˜+ − m˜−) = 0.
(c) =⇒ (d) Suppose the homogeneous Lp-RH problem determined by (Γ, v)
has only the zero solution. Suppose h ∈ L˙p(Γ) satisfies (I − Cw)h = 0. Let m =
C(h(w+ + w−)) ∈ E˙p(D). Since
m+ = C+(h(w+ + w−)) = C+(hw+) + h− C−(hw+) = hw+ + h = hv+,
m− = C−(h(w+ + w−)) = h− C+(hw−) + C−(hw−) = h− hw− = hv−,
it follows that m+ = m−v a.e. on Γ. Hence m = 0 by uniqueness of the solution
of the homogeneous problem. Thus h = m−(v−)−1 = 0, showing that (I − Cw) is
injective. 2
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Let C(Γ) denote the set of restrictions to Γ of continuous functions Cˆ → C. If
Γ ⊂ Cˆ is given the subspace topology, Tietze’s extension theorem implies that C(Γ)
coincides with the set of continuous functions Γ→ C. We will show that if w± ∈ C(Γ)
then the operator I−Cw is Fredholm. If, in addition, w± are nilpotent, the Fredholm
index of this operator is zero, so that all four statements (a)-(d) of Lemma 5.9 are
equivalent.
For a Banach space X, let K(X) ⊂ B(X) denote the set of compact operators
on X. The set of Fredholm operators F(X) is open in B(X) and the index map
Ind : F(X) → Z is constant on the connected components of F(X). If X = L˙p(Γ),
we define B(X), K(X), and F(X) as the set of bounded, compact, and Fredholm
operators on Lp(Γ, w) where w(z) = |z − z0|1−
2
p and z0 is any point of C \ Γ.
Given w±, w˜± ∈ L∞(Γ) such that w˜+ = (w+ + I)−1− I and w˜− = I − (I −w−)−1,
we define Tw, Tw˜ : L˙
p(Γ)→ L˙p(Γ) by
Tw = C+Rw˜−C−Rw++w− + C−Rw˜+C+Rw++w− , (5.5a)
Tw˜ = C+Rw−C−Rw˜++w˜− + C−Rw+C+Rw˜++w˜− , (5.5b)
where the right multiplication operator Rg is defined for functions g(z) and h(z) by
(Rgh)(z) = h(z)g(z).
Theorem 5.10. Given v± : Γ → GL(n,C), let v = (v−)−1v+, w+ = v+ − I, and
w− = I − v−. Suppose v±, (v±)−1 ∈ I + L˙p(Γ) ∩ L∞(Γ) and v± ∈ C(Γ).
(a) The operator I − Cw : L˙p(Γ)→ L˙p(Γ) is Fredholm.
(b) If w± are nilpotent matrices, then I − Cw has Fredholm index zero; in this case,
each of the four statements (a)-(d) of Lemma 5.9 implies the other three.
Proof. Since Γ ⊂ Cˆ is compact, there exists a c such that | det v±| ≥ c > 0 on Γ.
Thus (v±)−1 ∈ C(Γ). Let w˜+ = (v+)−1 − I and w˜− = I − (v−)−1. Then Cw and Cw˜
are bounded L˙p(Γ)→ L˙p(Γ).
Assume first that ∞ /∈ Γ.
Step 1. We will show that Tw and Tw˜ defined by (5.5) are compact operators on
Lp(Γ). By Mergelyan’s rational approximation theorem (see p. 119 of [15]), R(Γ) is
dense in C(Γ) equipped with the L∞-norm. Let {w±n }∞1 ⊂ R(Γ) be sequences such
that limn→∞ ‖w± − w±n ‖L∞(Γ) = 0. Since
((Rw+n SΓ − SΓRw+n )h)(z) =
1
pii
∫
Γ
h(z′)
w+n (z)− w+n (z′)
z′ − z dz
′, z ∈ Γ,
the operators Rw+n SΓ − SΓRw+n are integral operators with continuous kernels. A
standard argument based on Ascoli’s theorem implies that they are compact Lp(Γ)→
C(Γ); hence they are also compact Lp(Γ)→ Lp(Γ). Since
‖(Rw+SΓ−SΓRw+)−(Rw+n SΓ−SΓRw+n )‖B(Lp(Γ)) ≤ 2‖w+−w+n ‖L∞(Γ)‖SΓ‖B(Lp(Γ)) → 0
as n→∞, it follows that
Rw+SΓ − SΓRw+ = 2(Rw+C+ − C+Rw+)
is compact. Since the compact operators form a two-sided ideal, we find that
C−(Rw+C+ − C+R+w)Rw˜++w˜− = C−Rw+C+Rw˜++w˜−
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is a compact operator on Lp(Γ). Similar arguments apply to the other terms in (5.5).
This shows that Tw and Tw˜ are compact on L
p(Γ).
Step 2. We will show that I − Cw is Fredholm on L˙p(Γ). Let h ∈ Lp(Γ). Then
Cw˜Cwh = C+((C+(hw−) + C−(hw+))w˜−) + C−((C+(hw−) + C−(hw+))w˜+)
= C+((hw− + C−(hw−) + C−(hw+))w˜−) + C−((C+(hw−)− hw+ + C+(hw+))w˜+)
= Twh+ C+(hw−w˜−)− C−(hw+w˜+).
In view of the identities w+w˜+ = −w+ − w˜+ and w−w˜− = w− + w˜−, the right-hand
side equals Twh+ Cwh+ Cw˜h. Hence
I + Tw = (I − Cw˜)(I − Cw).
Interchanging w and w˜ in the above argument, we find
I + Tw˜ = (I − Cw)(I − Cw˜).
It follows that I−Cw is invertible modulo compact operators; hence I−Cw is Fredholm
on Lp(Γ). Since the norms of Lp(Γ) and L˙p(Γ) are equivalent when Γ is bounded,
this proves (a) in the case of ∞ /∈ Γ.
Step 3. The map t 7→ I − Ctw is continuous [0, 1]→ B(Lp(Γ)) because
‖Ctw − Csw‖B(Lp(Γ)) = |t− s|‖Cw‖B(Lp(Γ)), t, s ∈ [0, 1].
If w± are nilpotent, then tw± ∈ C(Γ) and det(tw+ + I) = det(I− tw−) = 1, thus the
operator I − Ctw is Fredholm on Lp(Γ) for t ∈ [0, 1] by Step 2. Since the Fredholm
index is constant on connected components, this proves (b) in the case of ∞ /∈ Γ.
Step 4. Suppose now that∞ ∈ Γ. Pick z0 ∈ D−. Let Φ : L˙p(Γ)→ Lp(ϕ(Γ)) be the
bijection defined in (3.7). Equipping L˙p(Γ) with the norm (3.10), Φ is an isometry
by Lemma 3.9. Let C = CΓ and C˜ = Cϕ(Γ) denote the Cauchy operators associated
with the contours Γ and ϕ(Γ), respectively. Using (3.8), we find
I − Cw = I − C+Rw− − C−Rw+ = Φ−1(I − ΦC+Φ−1ΦRw−Φ−1 − ΦC−Φ−1ΦRw+Φ−1)Φ
= Φ−1(I − C˜+Rw−◦ϕ−1 − C˜−Rw+◦ϕ−1)Φ = Φ−1(I − C˜w◦ϕ−1)Φ. (5.6)
Since v± ◦ ϕ−1 : ϕ(Γ)→ GL(n,C) satisfy v± ◦ ϕ−1 ∈ C(ϕ(Γ)) as well as
v± ◦ ϕ−1, (v±)−1 ◦ ϕ−1 ∈ I + Lp(ϕ(Γ)) ∩ L∞(ϕ(Γ)),
Step 2 implies that the operator I − C˜w◦ϕ−1 ∈ B(Lp(ϕ(Γ))) is Fredholm. Since Φ is
an isometry, equation (5.6) implies that I − Cw ∈ B(L˙p(Γ)) is also Fredholm of the
same index. 2
5.6. Reversal of subcontours. It is sometimes convenient to consider RH problems
with jumps across contours which are not Carleson jump contours but which can be
turned into Carleson jump contours by reorienting an appropriate subcontour. We
make the following definition: If Γ˜ denotes the Carleson jump contour Γ with the
orientation reversed on a subset Γ0 ⊂ Γ and v˜ is defined by
v˜ =
{
v on Γ \ Γ0,
v−1 on Γ0,
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Figure 5. The contours γ and Γ.
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Γˆ U+
U− U+
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γ+
γ−
γ+
γ−
Figure 6. The contours Γˆ = Γ ∪ γ and γ±.
then we say that m ∈ I + E˙p(D) satisfies the Lp-RH problem determined by (Γ˜, v˜)
if and only if m satisfies the Lp-RH problem determined by (Γ, v).
5.7. Contour deformations. Many applications of RH problems rely on arguments
involving contour deformations. For example, in the nonlinear steepest descent
method of [8], the jump contour is deformed in such a way that w = v − I is ex-
ponentially small away from a finite number of critical points. Theorem 5.12 below
gives conditions under which the deformed RH problem is equivalent to the original
one.
Lemma 5.11. Let D be the union of any number of components of Cˆ\Γ, where Γ is
a Carleson jump contour. Let E∞(D) denote the space of bounded analytic functions
in D. If f ∈ E˙p(D) and g ∈ E∞(D), then fg ∈ E˙p(D).
Proof. The result is immediate when ∞ /∈ Γ. The case of ∞ ∈ Γ can be reduced to
the case of ∞ /∈ Γ by means of Proposition 3.6. 2
Let Γˆ = Γ ∪ γ denote the union of the Carleson jump contour Γ and a curve
γ ∈ J , see Figures 5 and 6. Suppose that, reversing the orientation on a subcontour
if necessary, Γˆ is a Carleson jump contour. To be definite, we henceforth fix an
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orientation on the contour Γˆ which turns it into a Carleson jump contour, and we
endow the contours Γ and γ with the orientations they inherit as subsets of Γˆ. Then
Γ is a Carleson jump contour up to reorientation; we define a solution of the Lp-RH
problem determined by (Γ, v) as in Subsection 5.6.
Let B+ and B− denote the two components of Cˆ\γ. Without loss of generality, we
may assume that∞ ∈ B¯−. Let Dˆ± be the open sets such that Cˆ \ Γˆ = Dˆ+ ∪ Dˆ− and
∂Dˆ+ = −∂Dˆ− = Γˆ. Let U± = Dˆ± ∩ B+. Let Dˆ = Dˆ+ ∪ Dˆ− and U = U+ ∪ U−. Let
γ+ and γ− be the parts of γ that belong to the boundary of U+ and U−, respectively.
The orientations of γ± are such that B+ lies to the left of γ+, whereas B+ lies to the
right of γ−.
Theorem 5.12. Let 1 < p < ∞ and let n ≥ 1 be an integer. Suppose v : Γ →
GL(n,C). Suppose m0 : U → GL(n,C) satisfies
m0,m
−1
0 ∈ I + E˙p(U) ∩ E∞(U).
Define vˆ : Γˆ→ GL(n,C) by
vˆ =

m0−vm−10+ on Γ ∩B+,
m−10+ on γ+,
m0− on γ−,
v on Γ ∩B−.
Then the Lp-RH problems determined by (Γ, v) and (Γˆ, vˆ) are equivalent in the
following sense: If m ∈ I + E˙p(D) satisfies the Lp-RH problem determined by (Γ, v),
then the function mˆ(z) defined for z ∈ Dˆ by
mˆ =
{
mm−10 on Dˆ ∩B+,
m on Dˆ ∩B−,
(5.7)
satisfies the Lp-RH problem determined by (Γˆ, vˆ).
Conversely, if mˆ ∈ I + E˙p(Dˆ) satisfies the Lp-RH problem determined by (Γˆ, vˆ),
then the function m(z) defined for z ∈ Dˆ by
m =
{
mˆm0 on Dˆ ∩B+,
mˆ on Dˆ ∩B−,
(5.8)
and extended to D∩γ by continuity, satisfies the Lp-RH problem determined by (Γ, v).
Proof. Suppose m ∈ I + E˙p(D) satisfies the Lp-RH problem determined by (Γ, v).
Define mˆ(z) for z ∈ Dˆ by (5.7). Using the identity mm−10 = (m − I)m−10 + m−10
and Lemma 5.11, we find that mˆ ∈ I + E˙p(Dˆ). The nontangential boundary values
mˆ± ∈ I + L˙p(Γˆ) satisfy
mˆ± =
{
m±m−10± on Γˆ ∩B+,
m±, on Γˆ ∩B−.
Moreover, mˆ+ = m+m
−1
0+ and mˆ− = m− on γ+, while mˆ+ = m+ and mˆ− = m−m
−1
0−
on γ−. It follows that mˆ+ = mˆ−vˆ a.e. on Γˆ. Hence mˆ satisfies the Lp-RH problem
determined by (Γˆ, vˆ).
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Conversely, suppose mˆ ∈ I + E˙p(Dˆ) satisfies the Lp-RH problem determined by
(Γˆ, vˆ) and define m(z) for z ∈ C \ Γˆ by (5.8). By Lemma 5.11, m ∈ I + E˙p(Dˆ). The
nontangential boundary values m± ∈ I + L˙p(Γˆ) satisfy
m± =
{
mˆ±m0± on Γˆ ∩B+,
mˆ±, on Γˆ ∩B−.
Moreover, m+ = mˆ+m0+ and m− = mˆ− on γ+, while m+ = mˆ+ and m− = mˆ−m0−
on γ−. It follows that m+ = m−v a.e. on Γ and that m+ = m− a.e. on γ. Using
Theorem 4.1 and the fact that m+ = m− a.e. on γ, we find
m(z)− I = (CΓˆ(m+ −m−))(z) = (CΓ(m+ −m−))(z), z ∈ Dˆ. (5.9)
Since the right-hand side belongs to E˙p(D) by part (b) of Theorem 4.1, defining
m(z) for z ∈ γ by m(z) = m+(z) = m−(z), we have m ∈ I + E˙p(D) and equation
(5.9) becomes valid for all z ∈ D. It follows that m satisfies the Lp-RH problem
determined by (Γ, v). 2
6. Conclusions
We have developed a theory of Lp-Riemann-Hilbert problems for a class of jump
contours of low regularity. More precisely, we have considered jump contours Γ
which are the union of a finite number of simple closed Carleson curves. Several
results well-known from the case of smooth contours have been shown to generalize
to this more general setting. Our definition of a solution of the Lp-RH problem has
been novel in that it has been given directly in terms of m(z) using appropriate
Smirnoff classes (and not in terms of m± as in [9, 10, 14, 27]). Moreover, we have
established uniqueness of the Lp-RH problem for n×n matrices for any 1 ≤ n ≤ p (see
Theorem 5.6; for n = p = 2 this result was proved in [6, 11] for sufficiently smooth
contours). Overall it has been demonstrated that the theory of Lp-RH problems
extends virtually unimpeded to the setting of Carleson jump contours.
On the other hand, it is natural to expect the class of Carleson contours to be
the largest class of contours for which a clean RH theory exists. Indeed, the Cauchy
singular operator SΓ, which is essential in the RH formalism, is known to be bounded
on Lp(Γ), 1 < p <∞, if and only if Γ is a Carleson curve [3].
The presented results can be used to determine rigorously the long-time asymp-
totics of solutions of integrable evolution equations via the method of nonlinear
steepest descent. We mention in this regard that RH problems with complicated
contours that do not fit into the traditional framework arise in the analysis of initial-
boundary value problems for integrable PDEs. For example, the analysis of the
Degasperis-Procesi equation on the half-line leads to a RH problem with a jump
contour involving nontransversal intersections, see Figure 1.
Appendix A. Proof of Proposition 3.1
We first prove a lemma.
Lemma A.1. Let Γ ⊂ C be an arc homeomorphic to I where I is either [0, 1], [0, 1),
or (0, 1]. If γ : I → Γ is a homeomorphism, then Γ is locally rectifiable if and only if
γ((0, 1)) is locally rectifiable.
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Proof. We will prove that Γ is rectifiable whenever I = [0, 1] and γ((0, 1)) is locally
rectifiable; the other cases can easily be reduced to this case. Suppose γ((0, 1)) is
locally rectifiable. Since γ((0, 1)) is contained in the bounded set γ([0, 1]), γ((0, 1))
is rectifiable. Let a = t0 < t1 < · · · < tN = b be a partition of a closed subinterval
[a, b] of (0, 1). Since γ((0, 1)) is rectifiable,
sup
0<a<b<1
sup
partitions
{ti} of [a, b]
N∑
j=1
|γ(tj)− γ(tj−1)| <∞.
On the other hand, since γ([0, 1]) is compact,
sup
0<a<b<1
(|γ(a)− γ(0)|+ |γ(1)− γ(b)|) <∞.
Thus,
sup
0<a<b<1
sup
partitions
{ti} of [a, b]
(
|γ(a)− γ(0)|+ |γ(1)− γ(b)|+
N∑
j=1
|γ(tj)− γ(tj−1)|
)
<∞,
showing that Γ is rectifiable. 2
We now prove Proposition 3.1. Let Γ ⊂ Cˆ be a Carleson curve, that is, Γ is
connected and Γ∩C is a locally rectifiable composed curve satisfying (2.1). We need
to prove that ψ(Γ) ⊂ Cˆ is a Carleson curve. The proof is trivial if c = 0. Thus
suppose c 6= 0. Since ψ = ψ4 ◦ ψ3 ◦ ψ2 ◦ ψ1 is the composition of the four maps
ψ1(z) = z +
d
c
, ψ2(z) =
1
z
, ψ3(z) =
bc− ad
c2
z, ψ4(z) = z +
a
c
,
and the operations of multiplication and translation by a complex number clearly
preserve the family of Carleson curves, we may assume that ψ(z) = z−1. Since
ψ(Γ) ∩ C is Carleson if and only if each of its finite number of arcs is Carleson, we
may assume that Γ consists of a single (possibly unbounded) arc and that Γ ⊂ C.
Furthermore, Lemma A.1 shows that we may discard any possible endpoints, and
hence assume that Γ is homeomorphic to the open interval (0, 1). Finally, if 0 ∈ Γ,
we may consider each of the two arcs that make up Γ\{0} separately. Thus, without
loss of generality, let ψ(z) = z−1 and let Γ ⊂ C be an arc homeomorphic to (0, 1) such
that 0 /∈ Γ. Then ψ(Γ) ⊂ C is an arc homeomorphic to (0, 1) such that 0 /∈ ψ(Γ).
We need to prove that ψ(Γ) is locally rectifiable and Carleson. Let γ : (0, 1)→ Γ be
a homeomorphism.
Lemma A.2. If Γ0 is a subarc of Γ such that there exist constants m,M ∈ (0,∞)
with the property that m ≤ |z| ≤ M for all z ∈ Γ0, then both Γ0 and ψ(Γ0) are
rectifiable and
m2|ψ(Γ0)| ≤ |Γ0| ≤M2|ψ(Γ0)|. (A.1)
Proof. Since Γ is locally rectifiable and Γ0 is a bounded subarc, Γ0 is rectifiable.
Let I ⊂ (0, 1) be the subinterval of (0, 1) for which Γ0 = γ(I). Then I equals [a, b],
[a, b), (a, b], or (a, b) for some 0 < a < b < 1. If c ≤ t0 < t1 < · · · < tN ≤ d is a
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partition of a closed subinterval [c, d] ⊂ I, then
N∑
j=1
|γ(tj)− γ(tj−1)| =
N∑
j=1
|ψ(γ(tj))− ψ(γ(tj−1))||γ(tj)||γ(tj−1)|
and so
m2
N∑
j=1
|ψ(γ(tj))−ψ(γ(tj−1))| ≤
N∑
j=1
|γ(tj)−γ(tj−1)| ≤M2
N∑
j=1
|ψ(γ(tj))−ψ(γ(tj−1))|.
Taking the supremum over all partitions and all closed subintervals [c, d] ⊂ I, we
find (A.1). 2
We next prove that ψ(Γ) is locally rectifiable. Let [a, b] be a closed subinterval
of (0, 1). Let Γc = γ([a, b]). Since Γc is compact and 0 /∈ Γc, Γc is bounded and
bounded away from 0; hence ψ(Γc) is also bounded and bounded and bounded away
from 0. It follows that ψ(Γc) is rectifiable and Lemma A.2 implies
|ψ(Γc) ∩D(0, r)| =
∞∑
n=1
∣∣ψ(Γc) ∩ {2−nr ≤ |w| < 21−nr}∣∣
≤
∞∑
n=1
r222−2n
∣∣Γc ∩ {z|2n−1r−1 < |z| ≤ 2nr−1}∣∣. (A.2)
By the Carleson property (2.2) of Γ applied to D(0, 2nr−1), the right-hand side of
(A.2) is bounded above by
CΓ
∞∑
n=1
r222−2n2nr−1 = 4CΓr,
where CΓ > 0 is a constant. Since the closed interval [a, b] ⊂ (0, 1) was arbitrary, it
follows that
sup
0<a<b<1
|ψ(γ([a, b])) ∩D(0, r)| ≤ 4CΓr <∞
for each r > 0. This shows that ψ(Γ) is locally rectifiable.
It remains to prove that ψ(Γ) is Carleson. Let w0 ∈ ψ(Γ) and r > 0. Let
R = |w0|+ r. Then
|ψ(Γ) ∩D(w0, r)| = |ψ(Γ) ∩D(w0, r) ∩D(0, R)|
=
∞∑
n=1
∣∣ψ(Γ) ∩D(w0, r) ∩ {w|2−nR ≤ |w| < 21−nR}∣∣.
In view of (A.1), this yields
|ψ(Γ)∩D(w0, r)| ≤
∞∑
n=1
22−2nR2
∣∣Γ∩{z||z−1−z−10 | < r}∩{z|2n−1R−1 < |z| ≤ 2nR−1}∣∣,
where z0 = w
−1
0 . The set Γ∩{z||z−1−z−10 | < r}∩{z|2n−1R−1 < |z| ≤ 2nR−1} is con-
tained in the intersection of the two open disks D(z0, r|z0|2nR−1) and D(0, 2n+1R−1).
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Hence we may use the Carleson property of Γ on these disks to find
|ψ(Γ) ∩D(w0, r)| ≤ CΓ
∞∑
n=1
22−2nR2 min
{
r|z0|2nR−1, 2n+1R−1
}
≤ 4CΓRmin{r|z0|, 2} = 4CΓ min{r(1 + r|w0|−1), 2(|w0|+ r)}.
where CΓ > 0 is a constant. If |w0| ≥ r, then 4CΓr(1 + r|w0|−1) ≤ 8CΓr. If |w0| < r,
then 8CΓ(|w0|+ r) < 16CΓr. Hence
|ψ(Γ) ∩D(w0, r)| < 16CΓr,
for all w0 ∈ ψ(Γ) and all r > 0. This proves that ψ(Γ) is Carleson and completes the
proof of Proposition 3.1. 2
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