multi-/many-objective evolutionary algorithms (MOEAs), there are varieties of vector ranking schemes, including nondominated sorting, dominance counting, and so on. Usually, these vector ranking schemes in the classical MOEAs are of high computational complexity. Thus, in recent years, many researchers put emphasis on the further improvement of the computational complexity of the vector ranking schemes. In this paper, we propose the dominance degree matrix for a set of vectors and design a fast method to construct this new data structure, which 
I. INTRODUCTION
I N THE past 20 years, there has been considerable interest in the study of multi-/many-objective evolutionary algorithms (MOEAs), i.e., applying evolutionary algorithms to multiobjective optimization problems (MOPs). This is closely related to the rapid increase in the number of recognized real-world MOPs. As a matter of fact, many real-world scientific and engineering problems involve multiple conflicting performance measures or objectives, which must be optimized simultaneously to achieve a tradeoff among these different objectives. To solve such MOPs, some stochastic search and heuristic algorithms have been adopted, such as genetic algorithm (GA) [1] - [5] , particle swarm optimization [6] - [8] , ant colony optimization [9] - [11] , differential evolution [12] - [15] , and artificial bee colony [16] , [17] .
It is especially worth noting that among these algorithms applied for solving MOPs, the applications of evolutionary algorithms (EAs) [18] , [19] have proved to have very good performance in solving MOPs [20] . Therefore, since the first applications of GAs to MOPs, a large number of MOEAs have emerged, including Srinivas and Deb's [5] Nondominated Sorting Genetic Algorithm (NSGA) and NSGA-II [21] , Zitzler and Thiele's [22] Strength Pareto Evolutionary Algorithm (SPEA) and SPEA2 [23] , Corne et al.' s [24] Pareto Envelope-Based Selection Algorithm (PESA) and PESA-II [25] , Knowles and Corne's [26] Pareto Archived Evolution Strategy, Zhang and Li's [27] Multiobjective Evolutionary Algorithm Based on Decomposition and Coello and Pulido's [28] Micro-GA. In addition, recent years have seen a surge of research activity on many-objective evolutionary algorithms, such as Deb and Jain's [29] , [30] NSGA-III, Hadka and Reed's [31] Borg and in [32] - [40] .
Among current MOEAs, the majority, including, but not limited to, the well-known NSGA-II and SPEA2, use Pareto domination to guide the search and return a set of nondominated solutions as result. These algorithms carry on some type of vector ranking scheme based on the dominance relationships between different individuals in the population. Consequently, every individual has a ranking, which serves as an indicator for measuring how important each individual is. This contributes to the selection of individuals with high ranking over individuals with low ranking, which determines the individuals that can survive into the next generation. The vector ranking scheme plays a key role in MOEAs. More concretely, this procedure often becomes time-consuming compared to the remainder of MOEAs, especially when the size of population (N) is large and/or when the number of objectives (m) is high [41] . Thus, it can be argued that the vector ranking scheme can determine the time performance of the whole algorithm in a certain sense.
Broadly speaking, there are a variety of vector ranking schemes. One of the most common schemes is nondominated sorting, which means that the individuals are assigned into different fronts with different rankings. Goldberg [1] first suggested the concept of nondominated sorting with the attempt to overcome the weakness of Schaffer's [2] VEGA. Later, some pioneers carried out some studies to implement different variants of nondominated sorting embedded in GA such as Fonseca and Fleming's [3] Multiobjective Genetic Algorithm and Horn et al. ' s [4] Niched Pareto Genetic Algorithm, both of which confirm the feasibility and efficacy of nondominated sorting [42] .
Among these variants, the most notable one is the nondominated sorting in Srinivas and Deb's [5] NSGA, which has a time complexity of O(mN 3 ) in terms of objective function value comparisons (that is, the comparisons of objective function on each dimension). In the early 21st century, Deb et al. [21] realized the expensive computations of nondominated sorting and proposed an improved sorting method (called the fast non-dominated sort) in NSGA-II. This method compares each individual with each other and caches the result of these comparisons in order to avoid comparing the same two individuals twice, which contributes to reducing the time complexity of nondominated sorting to O(mN 2 ). In 2014, Deb and Jain [29] , [30] suggested a many-objective NSGA-II called NSGA-III, which uses reference-point-based nondominated sorting approach. They mentioned that NSGA-III also contains the procedure of identifying nondominated fronts using the usual domination principle [43] in their two-part paper.
Actually, in the past decade, many other researchers fastened on how to further improve the computational complexity of nondominated sorting and obtained some research achievements by adopting different improvement strategies. In 2003, Jensen [44] developed a new algorithm for nondominated sorting based on Kung et al. ' s [45] divide-and-conquer strategy, which is conducive to identify the nondominated vectors from a set of vectors. This attempt achieved remarkable success in speeding up the computation and improved the time complexity of fast nondominated sorting in the NSGA-II from O(mN 2 ) to O(N log m−1 N). However, Jensen's algorithm assumed that no solutions can share identical values for any objective and failed in some cases. It was not until ten years later that Fortin et al. [46] attempted to remove this limitation and deal with the incompleteness of Jensen's algorithm. As a consequence, a rectified version [we can call it the Jensen-Fortin's (J-F) algorithm] retaining the time complexity of Jensen's algorithm was put forward in 2013. It is worth noting that, in 2004, Yukish [47] also used this divide-and-conquer strategy to develop the nondominated sorting algorithm similar to Jensen's algorithm. In 2008, Tang et al. [48] utilized arena's principle to construct the nondominated set. Experiments have shown that the performance of this method outperforms the fast nondominated sorting of NSGA-II, especially when there is a small proportion of nondominated solutions in the evolving population. In 2012, McClymont and Keedwell [49] proposed two novel approaches for nondominated sorting, known as climbing sort and deductive sort, which can make the possible inherent inference based on the properties of Pareto dominance and perform well in terms of computational complexity for multiobjective problems.
Recently, in 2015, Zhang et al. [50] viewed nondominated sorting from a new perspective and proposed a novel nondominated sorting approach [called efficient non-dominated sort (ENS)] where the front each solution belongs to can be determined one by one. Two different search strategies (sequential search and binary search) were integrated into the ENS framework, forming ENS-SS and ENS-BS, respectively. The authors demonstrated that these two algorithms, both of which can avoid a large number of redundant dominance comparisons, are efficient for tackling the MOPs with a relatively small number of objectives. In another separate study in 2015, Drozdik et al. [41] also proposed a new method to reduce the cost of nondominated sorting by introducing a special and efficient data structure called the M-front. This dynamic method, which has an average complexity of O(m 2 N 2−(1/m−1) ), has been demonstrated to behave better than J-F's algorithm on some benchmark problems. In addition to these major researches, there are many other related studies on the improvement of nondominated sorting [51] - [57] or on the issue of how to efficiently find the nondominated set [58] - [63] .
Another common type of vector ranking schemes is dominance counting, which takes advantage of the information of dominance to calculate some dominance-based index. A classic example of this is the fitness assignment in SPEA [22] and SPEA2 [23] , which assigns a dominance strength (that is called the raw fitness in [23] ) to each individual in the population and the archive. From the official implementation of SPEA, we can find that it uses a naive algorithm with a time complexity of O(mN 2 ) to calculate the dominance strength. Since then, however, very few researchers devoted to the research task of using a more efficient algorithm to improve the time complexity of the fitness assignment procedure in these algorithms. Jensen [44] gave directions for improving the runtime complexity of SPEA and SPEA2. One thing to be aware of is that he made reference to the possibility of utilizing the dominance counting algorithm of [64] to calculate dominance strength in time O(N log m−1 N). As mentioned above, the vector ranking procedure in these existing MOEAs is usually computationally expensive, especially for the many-objective optimization algorithms such as NSGA-III [29] , [30] . This procedure consumes a lot of time on the comparisons of dominance between different individuals. In other words, a major part of the execution time is consumed by dominance comparisons. As a matter of fact, on the one hand, there may exist a number of duplicated or unnecessary comparisons, and on the other hand, a multidimensional dominance comparison (i.e., vector comparison) is more cumbersome than a scalar comparison. Thus, it is necessary to reduce the number of comparisons as far as possible and make effort on the implementation of dominance comparison. With this in mind, we carry on this paper, mainly focusing on the further improvement of vector ranking in terms of runtime complexity.
In this paper, we propose the dominance degree matrix for a set of vectors. The dominance degree matrix is constructed based on the properties of Pareto domination, and it can convert the dominance comparison into counting the number of special element pairs. Moreover, we design a simple but fast method to efficiently calculate the dominance degree matrix. In this method, we first use Quicksort [65] to sort the set of vectors on every objective, forming comparison matrices corresponding to every objective. Then, we construct the dominance degree matrix by summing all the comparison matrices.
It is noteworthy that this fast construction of the dominance degree matrix indeed has a time complexity of O(mN log N) on average in terms of value comparisons. In fact, the averagecase complexity, which quantifies the runtime of an algorithm averaged over all possible inputs, may be a more practical and accurate measure for assessing the algorithm's performance. Considering the high efficiency of the dominance degree matrix, we can utilize this matrix to implement the vector ranking schemes (such as the ones in NSGA [5] , SPEA [22] , and so on) and make them more efficient. Thus, based on the dominance degree matrix, we develop the dominance degree approach for nondominated sorting (called DDA-NS for short), which is much easier to implement than the other state-of-theart approaches and is well suited for vectorization. Moreover, we also use the dominance degree matrix to calculate the dominance strength for SPEA2 and embed this new calculation method of the raw fitness into SPEA2. Experimental results show that these two methods both have an outstanding computational efficiency, and the superiority of the dominance degree matrix used for nondominated sorting and calculating the raw fitness is highlighted when the size of population is large or the number of objectives is high. Therefore, we have reasons to believe that the dominance degree matrix can be applied to the designing of new vector ranking schemes and new MOEAs.
The outline of this paper is as follows. While Section I gives an introduction, Section II describes the concept of the dominance degree matrix and the fast construction of this matrix in detail. In Section III, the DDA-NS is represented, followed by computational complexity analysis and empirical comparisons of different nondominated sorting approaches. Then, in Section IV, we also use the dominance degree matrix to calculate the dominance strength for SPEA and present some simulation results to show that this new calculation method executes faster. The conclusion is finally drawn in Section V.
II. DOMINANCE DEGREE MATRIX FOR SET OF VECTORS
A multiobjective problem includes a set of decision variables and a set of objective functions. In the following, without loss of generality, we consider a minimization problem with n decision variables and m objective functions:
. . , m are the m objective functions, and ⊂ R n is the decision space. The image set S = {F(x)|x ∈ } is called the objective space.
We first introduce some basic notion. Let y = (y 1 , . . . , y m ) T and z = (z 1 , . . . , z m ) T be two objective vectors in R m , y is said to dominate z (written as y ≺ z ) if and only if: 1) for all i ∈ {1, . . . , m}, y i ≤ z i and 2) there exists some j ∈ {1, . . . , m} such that y j < z j . A decision vector x * ∈ is called a Pareto optimal solution if its objective vector is not dominated by any other vector in the objective space S. All Pareto optimal solutions constitute the Pareto optimal set. The image of the Pareto optimal set is called the Pareto optimal front.
Recall that y ≺ z means that every element y i of y is less than or equal to the corresponding element z i of z. Therefore, while analyzing the dominance relation between y and z, it is meaningful and valuable to count the number of element pairs (y i , z i ) that satisfy y i ≤ z i . We use d(y, z) to denote the number of pairs (y i , z i ) satisfying y i ≤ z i , i.e., d(y, z) = |{i|i ∈ {1, . . . , m}, y i ≤ z i }|, where |·| denotes the cardinality of a set.
It is obvious to see that 0
We call d(y, z) dominance degree for y to z, which represents the dominance strength from y to z.
Let P = {y 1 , . . . , y N } be a set of N objective vectors (say, a population of the evolutionary algorithm), where
We define the dominance degree matrix for the dominance relation on set P by D = (d ij ) N×N for i, j ∈ {1, . . . , N}, whose entry d ij is the dominance degree for vector y i to vector y j , i.e.,
How do we calculate the dominance degree matrix? A simple and straightforward approach is to calculate every entry of the matrix by definition. Since computing an entry of the matrix requires m comparisons and there are a total of N 2 entries in the matrix, the total complexity of this naive method is (mN 2 ).
In the following, we present a faster method to speed up the computation, which requires O(mN log N) comparisons on average. This method consists of two main steps. 1) Use Quicksort [65] to sort the set of objective vectors on every objective. 2) Use the sorted results obtained in step 1) to construct the dominance degree matrix. We describe the detail of the method below.
We first construct the comparison matrix for a vector. For a row vector w = (w 1 , . . . , w N ) ∈ R N , we define the comparison matrix of w by an N × N matrix C w = (c ij ) N×N , whose entry is given by
The comparison matrix C w has the following property. If any two elements in w are the same, the corresponding two rows in C w are identical. Thus, during the process of constructing the comparison matrix for a given row vector, we should pay special attention to these elements in the row vector w which are identical.
The method to calculate matrix C w is given by Algorithm 1. By adopting the Quicksort [65] , Algorithm 1 requires O(N log N) comparisons on average in the first step. Its space complexity is O(N 2 ). and 
In the following sections, the dominance degree matrix method will be utilized to do the nondominated sorting of NSGA-II [21] and calculate the Pareto strength in SPEA2 [23] .
III. DOMINANCE DEGREE APPROACH FOR NONDOMINATED SORTING

A. DDA-NS
NSGA [5] and its modified version NSGA-II [21] are popular nondominated sorting-based GAs for multiobjective optimization. They assign the solutions in a population P to a number of nondominated fronts. The first front F 1 is the set of nondominated solutions in the initialized population. The second front F 2 is the set of nondominated solutions in the remaining set P − F 1 (i.e., removes all solutions assigned to F 1 from the population P), and the subsequent fronts go so on. Now, we develop the DDA-NS. In this new implementation of nondominated sorting, we utilize the dominance degree matrix introduced in the previous section to assign the solutions in the population P to nondominated fronts.
Let D N×N be the dominance degree matrix of the population P with size N. To eliminate the effect of these individuals with identical representations in objective space, we set the corresponding elements of D to zero. Let Max(D) denote
Construct the dominance degree matrix of set P : D =cnstDomMat(P) ; // Algorithm 2 2. For the solutions with identical objective vectors, set the corresponding elements of D to zero: 
reaches the maximum value m, i.e., the number of objectives. Then the solutions with the indices corresponding to elements in Max(D) less than m are nondominated solutions of P, which constitute the first front F 1 . We delete the row and column vectors corresponding to F 1 from D and denote the remaining matrix by D 1 . Now, the aforementioned procedure [starting from determining Max(D)] is continued with matrix D 1 and the second front F 2 can be identified. This process continues until all solutions are assigned. Thus, we form a new nondominated sorting approach presented in Algorithm 3.
We employ Example 2 in the previous section to illustrate the process of the DDA-NS approach. The process of the DDA-NS approach would return
B. Complexity Analysis of DDA-NS
On the one hand, the DDA-NS approach has a space complexity of O(N 2 ), which is the same as that of the fast nondominated sort in NSGA-II. On the other hand, it should be noted that the DDA-NS approach only requires O(mN log N) objective function value comparisons on average, which is less than that of the fast nondominated sort in NSGA-II [i.e., (mN 2 )].
To be clear, the comparisons of objective function value in the DDA-NS approach are only performed in the process of constructing the dominance degree matrix (that is the first step in Algorithm 3). However, there are additional comparisons (not the comparisons of objective function value) in the subsequent steps in the DDA-NS approach. For example, the calculation of Max(D) needs to perform O(N 2 ) additional integer comparisons.
1) If the objective function value is integer, the objective function value comparison is simply integer value comparison and the DDA-NS approach requires O(N 2 ) comparisons in total. 2) If the objective function value is floating point number, the comparison of floating point numbers is a bit more time-consuming than the comparison of integers, but it is by a constant factor. If N is large, O(N 2 ) integer comparison will be dominative. 3) If the computing of objective function value needs to consume more time, the DDA-NS approach will be more advantageous. Otherwise, O(N 2 ) integer comparison will be dominative. Furthermore, Algorithm 2 needs to perform mN 2 integer additions. It may depend on the computer and the language whether the integer addition is faster than the floating number comparison or the integer comparison, but it is still a constant factor.
In conclusion, the DDA-NS approach has an average time complexity of O(mN 2 ). However, it is noteworthy that no matter whether the objective function value is integer value or floating point number, by means of the DDA-NS approach, the number of objective function value comparisons of nondominated sorting procedure in the NSGA-II can be reduced from (mN 2 ) to O(mN log N) at each iteration of the NSGA-II algorithm.
C. Empirical Comparisons of Different Nondominated Sorting Approaches
In this section, we attempt to empirically verify the effectiveness and efficiency of the proposed dominance degree matrix by comparing the DDA-NS with other representative nondominated sorting approaches, including the naive approach in the NSGA-II (i.e., fast nondominated sort) [21] , deductive sort [49] , J-F's algorithm [44] , [46] , two ENSbased approaches [50] , and Drozdik's method 1 [41] . These nondominated sorting approaches produce the same output. In other words, the nondominated fronts produced by these approaches are identical. The only difference is that the way they are implemented and the time they consume in practice.
To get an overview of all the approaches we compare in the simulation experiments, we provide a brief description of them in Table I . It should be noted that the abbreviations (i.e., the "Abbr." column in Table I ) for different approaches are just for the sake of clarity. In Table I , we also present the space complexity and time complexity of different approaches. It must be particularly pointed out that the time complexity here 1 On the one hand, the M-F approach is a dynamic method which determines nondominated individuals at the beginning of the MOEA and then updates this knowledge each time an individual changes. On the other hand, the M-F approach does not compute all the nondominated fronts and it computes only those fronts that are needed by the subsequent trimming procedure. These particular characters make the comparisons between the original M-F approach and the other approaches awkward. Therefore, in the experiments in Section III-C, we make the following changes to the implement of the M-F approach. First, we determine the nondominated individuals in P 1 (the first N/2 individuals of the inputted population P) and treat these individuals in P \ P 1 as new individuals. Second, we let the M-F approach compute all the nondominated fronts.
refers to the amount of calculation work that a nondominated sorting approach does on the comparisons of objective function values. In addition, average time complexity is used unless otherwise specified. More specifically speaking, we present the best-case time complexities and worst-case time complexities of deductive sort and two ENS-based approaches (ENS-SS and ENS-BS) while clearly showing the average time complexities of the other four approaches (i.e., fast non-dominated sort (FNS), J-F, M-F, and DDA-NS).
In order to assess the performance of the seven different approaches in terms of execution time when dealing with different kinds of populations, we carry on a large number of simulation experiments, including the experiments on random populations and the ones on populations with fixed fronts [49] . All the following experiments are implemented in MATLAB 2 and executed on a PC, which runs Microsoft Windows 7 SP1 64-bit operating system on 2.00 GHz Intel Xeon Dual CPUs with 4 GB RAM. Additionally, for the minimization of the possible variations in execution times, each algorithm is run ten times independently for each case, and average results are recorded.
1) Experiments on Random Populations:
Here, we intend to empirically compare the performance of different approaches when sorting the random populations. When adopting different nondominated sorting approaches to deal with random populations, the DDA-NS approach significantly outperforms the other approaches in most cases. This conclusion will be supported by the following comparisons and analyses from different aspects.
In practice, we generate a random population of N by randomly sampling N vectors (representing N individuals in the population) in a certain objective space. In other words, we randomly initialize the objective values of all the different individuals in the population in a certain range. 3 a) Execution time versus population size: First, to explore the relation between the execution time and the size of population, we conduct the experiments on six types of random populations, which have 2, 3, 5, 8, 15, and 20 objectives, respectively. For each type of population, the population size varies from 100 to 5000 with an increment of 100 at a time.
The plots of the execution times of seven nondominated sorting approaches versus the size of population are illustrated in Fig. 1 . It is obvious that every approach tends to consume more time when sorting a population with a larger size. Focusing on Fig. 1(c) corresponding to these five-objective random populations, we can find that there is almost no difference in the execution times of DDA-NS and M-F, both of which can represent the peak efficiency when sorting a five-objective random population. When sorting these random populations with 2 or 3 objectives, the M-F approach consumes the least time, and the DDA-NS approach consumes the second least time. When sorting these random populations with many objectives (m = 8, 15, 20), the DDA-NS approach clearly outperforms the other six nondominated sorting approaches in terms of execution time. Moreover, we can learn from these figures that the superiority of DDA-NS with respect to execution time becomes more significant when the number of objectives is higher.
b) Execution time versus number of objectives:
Moreover, to further explore the relation between the execution time and the number of objectives when using different nondominated sorting approaches to sort random populations, we carry on another kind of experiments conducted on random populations with 250, 1000, and 4000 individuals. Among these three types of different-sized populations, we set the number of objectives to different numeric integers, which increases from 2 to 30. Table II shows the execution times of seven nondominated sorting approaches on random populations with different sizes and varying numbers of objectives. Here, the execution times are expressed as "mean ± std," where "mean" refers to the average value and "std" refers to the standard deviation. In different cases, the best performance indicators (i.e., the lowest average execution times) among these approaches are highlighted with bold font and gray shade, while the second best ones are highlighted with light gray shade. As can be clearly seen from Table II , DDA-NS has the best performance in almost all cases. There is an exception that when sorting the population with 4000 individuals and two objectives, M-F and ENS-BS consume less execution time than DDA-NS. Besides, we carry out statistical hypothesis testing to these results in Table II. From Table III To visualize the simulation results, we illustrate the plots of the execution times of seven nondominated sorting approaches versus the number of objectives in Fig. 2 . It is interesting to find that the execution time curves of ENS-SS, ENS-BS, deductive sort (DS), and J-F have similar variation patterns. In fact, the changes of the execution times of the first three approaches are almost identical and their run-time values are always very close. For a given population of a certain size, as the number of objectives increases, the execution times of these four approaches first increase at a relatively high speed and then become flat. However, there are two main differences between ENS-SS, ENS-BS, DS, and J-F. The first difference is that the catastrophe point (corresponding to the time when the curve starts to flatten) of the execution time curve of the J-F approach is quite different from those of the first three approaches. In details, for a population of a certain size, the J-F approach begins to flatten when the number of objectives increases to about 8, while the first three approaches start to flatten when the number of objectives increases to about 12. And the second difference is that the time differences between the first three approaches and J-F are closely related to the size of population. This relationship is concretely shown as follows: with the increase of population size, the flat line of the J-F approach is first higher than those of the first three approaches, and then becomes lower than them. When the size of population is 1000 [corresponding to Fig. 2(b) ], the flat line of J-F is quite close to the flat lines of ENS-SS, ENS-BS, and DS.
It can be observed visibly from Fig. 2 that for three types of different-sized populations (N = 250, 1000, 4000), the execution time curves of FNS are all flat and every curve stands far away from the curves of the other approaches in every subfigure. This phenomenon indicates that the run-time overhead of using the FNS approach to sort a population with different objectives is rather high. By contrast, the execution times of M-F seem to be more sensitive to the number of objectives. In particular, when sorting a population with larger size, this sensitivity is more apparent. As for the performance of DDA-NS with the increase of the number of objectives when dealing with populations of a certain size, we can notice that the execution time of DDA-NS first increases at a rather low speed and then tends to flatten when the number of objectives increases to about 28. However, this trend fails to reveal in Fig. 2(a) . We surmise that if the size of population is small (such as N = 250), then the execution time of DDA-NS tends to flatten when the number of objectives increases to a value more than 30.
In general, the execution times of all these nondominated sorting approaches (except M-F) can reach a steady state (represented as a flat line) when the number of objectives increases to a particular value. This interesting phenomenon can be attributed to the general view that the increase of the number of objectives will lessen the number of nondominated fronts for a population with a fixed size. To verify the authenticity of this general view, we conduct an additional experiment of using nondominated sorting algorithm to deal with a variety of different-sized random populations (N = 250, 500, 1000, 2000, 4000). For each type of population with a certain size, we generate 50 populations with different random seeds. The results of this additional experiment are shown in Fig. 3 . As we can see from Fig. 3 , for a given population of a certain size, as the number of objectives increases, the number of fronts first diminishes dramatically and then decreases little by little.
c) Time analysis of FNS: As we can see from Fig. 2 in Section III-C1b, for random populations with different sizes, the execution time curves of the FNS approach look like flat lines. This phenomenon implies that the execution time of FNS seems to be independent of the number of objectives when sorting a given population with a certain size, which may go against our intuition and let us cast doubt on the simulation results.
In order to figure out this doubt, we should make a deep probe into the running procedures of fast nondominated sorting in the NSGA-II. Briefly speaking, the fast nondominated sorting algorithm consists of two main phases.
1) According to the dominance comparisons among all the individuals in the population, calculate two entities for each individual p. a) Domination count n p , the number of the individuals which dominates p. b) S p , a set composed of the individuals which is dominated by p. The individuals which satisfy n p = 0 constitute the first front F 1 . 2) Determine the subsequent fronts (F 2 , F 3 , . . .) by updating domination counts iteratively. It should be noted that the comparisons of dominance only occur in the first phase of FNS. To get more details and have a better understanding of fast nondominated sorting, the reader should refer to the [21] .
Moreover, to explore the time consumption of the different steps of the FNS approach, we choose to conduct a new experiment on random populations having 1000 individuals. And the number of objectives varies from 2 to 30.
The simulation results are visually described in Fig. 4 . It should be noted that Fig. 4 is a graph with two y-axes and one x-axis. The right y-axis indicates the number of fronts corresponding to the dashed line, and the left y-axis is the execution time corresponding to the solid line. There are one dashed line and three solid lines in Fig. 4 . The red dashed line is the plot of the number of fronts versus the number of objectives. As for the three solid lines, the blue one is the By observing the green solid line in Fig. 4 , we can find that as the number of objectives increases, the time for dominance comparisons rises gradually, but the increasing rate gets lower. This phenomenon is normal because the increasing of the number of the objectives will result in the increasing of the number of function value comparisons (in the first phase of FNS) and the increasing of execution time. However, when the number of objectives increases to a larger value, the increasing of the execution time for dominance comparisons will become less significant.
Recall that the increase of the number of objectives will lessen the number of nondominated fronts for a population with a fixed size (see Section III-C1a). This view is also supported by the red dashed line in Fig. 4 . As the number of objectives increases, the number of fronts first drops sharply and then continues on declining slowly. As a consequence, the execution time of the second phase of FNS decreases, just like the black solid line in Fig. 4 . Such a decrease in the time of the second phase of FNS compensates the increasing of the time for dominance comparisons. Thus, the plot of total execution time of the FNS approach versus the number of objectives remains a little flat on the whole. 
d) Time analysis of DDA-NS:
Here, we want to do time analysis of the DDA-NS approach. Similar to Section III-C1c, we carry on an experiment on random populations with a size of 1000 and different numbers of objectives (m = 2, 3, . . . , 30) .
As shown in Fig. 5 , we also adopt a graph with two y-axes and one x-axis to illustrate the results. The meanings of the two y-axes and the red dashed line are identical with those in Fig. 4 . As for the three solid lines, the blue one is the plot of total execution time of the DDA-NS approach versus the number of objectives. The green line indicates the plot of the time DDA-NS consumes on the procedure of constructing the dominance degree matrix D (that is Algorithm 2 present in Section II), while the black one is the plot of the remaining time.
From Fig. 5 , we can observe that with the increasing of the number of objectives, the blue solid line increases almost linearly and the green line have a linear growing. These two phenomena illustrate that the total time of DDA-NS and the time for constructing the dominance degree matrix are both tightly related to the number of objectives.
When the number of objectives is 2 and 3, the time for constructing the dominance degree matrix is lower than the remaining time. And they are almost identical when the number of objectives increases from 4 to 6. However, when the number of objectives increases to more than 6, the difference between the time for constructing the dominance degree matrix and the remaining time is growing larger and larger. Therefore, we can argue that when adopting the DDA-NS approach to sort many-objective random populations, the vast majority of the time of DDA-NS is used to construct the dominance degree matrix.
2) Experiments on Specific Populations: This section concentrates mainly on evaluating how the different nondominated sorting approaches perform when dealing with the populations with fixed fronts. This kind of specific populations are equipped with the specific properties that every nondominated front has the same amount of solutions 4 and every solution in a certain front is superior to (i.e., dominates) all the solutions in the subsequent fronts. In order to generate these specific populations, we adopt the generation method as suggested in [50] .
In practice, we set the size of every population to 2000 and conduct the experiments on two types of such specific populations, including populations with two objectives and populations with three objectives. Each type of population contains populations with a varying number of fronts that ranges from 2 to 100, incrementing by 1.
The experimental results are graphically displayed in Fig. 6 , which shows the plots of the execution times of different approaches versus the number of fronts a specific population contains. In consideration of the great gap between the execution times of FNS and the other approaches, we set y-axes as logarithmic coordinates to make the graphics more intuitive and clearer. Thus, in fact, the plots in Fig. 6 are drawn with log-linear scales. As shown in Fig. 6 , for 2-objective and 3-objective populations, the execution time of DDA-NS is the second least while M-F consumes the least time. Now, in order to facilitate understanding of the performance of each nondominated sorting approach, we should make a richer and deeper insight into Fig. 6 . In fact, the execution times of all the nondominated sorting approaches (except for FNS) vary with the number of fronts. However, the executiontime curve of FNS is very flat and the execution-time values remain almost unchanged no matter how the number of fronts changes. This can be attributed to the fact that the execution time of fast nondominated sorting is related to the size of population and is irrelevant to the number of nondominated fronts.
As for DS, M-F and two ENS-based approaches (ENS-SS and ENS-BS), with the increase of the number of fronts, the execution times of these four approaches first diminish sharply and then drop slightly. At the late stage, the execution time curve of ENS-BS goes on decreasing at a slower and slower speed while the time curves of DS, ENS-SS, and M-F both have a small rise. The reason for these phenomena may be that when sorting the specific population with fixed fronts, these approaches can approximately obtain the best-case time complexities if the number of nondominated fronts increases to a particular value. From the analysis of time complexity in their original studies [41] , [49] , [50] , we can know exactly when their best cases occur. Unlike the cases of these five approaches we have just discussed, the execution time curves of J-F and DDA-NS both rise very slowly as the number of fronts increases. In fact, the reason why J-F and DDA-NS have similar behaviors can be attributed to the fact that they both adopt the idea of decomposing the dominance comparisons (multidimensional vector comparisons) into the comparisons of objective function values in different dimensions (scalar comparisons). And when using J-F or DDA-NS to sort these specific populations with fixed fronts, the best cases of these two approaches do not occur. From the concrete realization process of DDA-NS presented in Section III-A, we can know that the larger the number of nondominated fronts becomes, the more the time DDA-NS consumed on the procedure of deleting the row and column vectors corresponding to every current fronts will be. This fact may account for the slow rising in the execution time of DDA-NS, which we can see from Fig. 6 .
To further explore the relation between the execution time and the number of fronts and objectives when adopting the DDA-NS approach to sort specific populations with fixed fronts, we conduct some additional experiments on populations with different numbers of objectives (m = 2, 3, 5, 8, 10, 15, 20) and varying numbers of fronts that ranges from 2 to 100 (be incremented by 1 each time). And the size of every population is still set to 2000.
These simulation results are shown in Fig. 7 , including a log-linear plot and a linear-linear plot. It is interesting to observe that, when the number of objectives becomes higher, the rising of the DDA-NS approach with the increase of the number of fronts becomes less apparent. One possible explanation for this is that, in the whole execution time of the DDA-NS approach, the proportion of the time DDA-NS consumed on the procedure of deleting the row and column vectors corresponding to every current front is getting lower and lower when the number of objectives is higher and higher.
D. Comparisons and Discussions in NSGA-II Framework
In this section, to further demonstrate the superiority of the DDA-NS approach, we separately embed DDA-NS and the other six nondominated sorting approaches into the original NSGA-II framework, denoted as NSGA-II DDA-NS , NSGA-II FNS , NSGA-II DS , NSGA-II J-F , NSGA-II ENS-SS , NSGA-II ENS-BS , and NSGA-II M-F , 5 respectively. In the experiments, we choose [67] problem (KUR) as the test problems to test their performance. The DTLZ1 problem has a convex Pareto optimal front, and the Pareto optimal front of the KUR problem is noncovex.
In the experiments, the maximum number of generations is set to 250. For the genetic operators of NSGA-II, we use a binary tournament selection operator, a variablewise polynomial mutation operator [68] and a real-parameter simulated binary crossover operator [69] . The other parameters of NSGA-II are remained the same with the original literature of NSGA-II [21] , as shown in Table IV .
In order to test different NSGA-II frameworks embedding different nondominated sorting approaches along with the parameter settings as stated above, we carry on a number of experiments. For KUR, we choose three types of different-sized populations (i.e., N = 250, 500, 1000). For DTLZ1, we choose one type of populations with a size of 500, and set the number of objectives to different values (i.e., m = 2, 3, . . . , 10).
The results of the NSGA-II frameworks embedding seven nondominated sorting approaches on KUR and DTLZ1 are, respectively, displayed in Figs. 8 and 9 . The left subfigures are the plots of the total execution times of the whole NSGA-II framework, and the right subfigures are the plots of the times of nondominated sorting. Intuitively, as we can see from these figures, the execution time of NSGA-II DDA-NS is the lowest and the time of NSGA-II M-F is the second lowest, followed by NSGA-II J-F . The NSGA-II framework embedding the DDA-NS approach is demonstrated to outperform these NSGA-II frameworks embedding the other nondominated sorting approaches in terms of running time.
Moreover, to show a better demonstration of the usefulness and effectiveness of the DDA-NS approach, we define a new performance indicator termed time ratio (TR) using the total execution times of Deb's naive NSGA-II (i.e., NSGA-II FNS ) as baseline. Recall that each NSGA-II framework with different nondominated sorting approaches is also run ten times independently for each case in the experiments here. Thus, for the NSGA-II framework embedding a new nondominated sorting approach, TR can be defined as TR = k = 1, . . . , 10) is the total execution time of Deb's naive NSGA-II corresponding to the k-th run, and T k (k = 1, . . . , 10) is the kth total execution time of the NSGA-II framework embedding a certain nondominated sorting approach (i.e., FNS, DS, J-F, ENS-SS, ENS-BS, M-F, or DDA-NS).
In fact, from the definition of TR, we can know that TR is an indicator for measuring how effective the new nondominated sorting approach will be in improving the total execution time of the whole NSGA-II framework. A smaller value of TR indicates that the nondominated sorting approach brings about a better improvement of the NSGA-II in terms of execution time. Moreover, in our opinion, this indicator is not very susceptible to the running platform so that it is more suitable for evaluating the performance of the algorithm. Table V shows the TR values of the NSGA-II frameworks embedding seven nondominated sorting approaches on KUR and DTLZ1 in different cases. In different cases, the best performance indicators (i.e., the smallest TR values) among the NSGA-II frameworks embedding different nondominated sorting approaches are highlighted with bold font and gray shade, while the second best ones are highlighted with light gray shade. It is clear from Table V that the TR values of NSGA-II DDA-NS are the smallest in all the cases, which indicates that among the seven approaches DDA-NS brings about the most significant improvement of the NSGA-II in terms of execution time. Thus, as we can see from the experimental results, the DDA-NS based on the dominance degree matrix is indeed a rapid and efficient method for reducing the time consumption of NSGA-II.
E. Effect of DDA-NS on NSGA-III
As we all know, the latest NSGA-III proposed by Deb et al. [66] also contains the procedure of nondominated sorting. Hence, we can embed our proposed DDA-NS into the NSGA-III framework (denoted as NSGA-III DDA-NS ) so as to investigate how DDA-NS affects NSGA-III. In the experiments, we choose DTLZ1 and DTLZ2 as the benchmark problems. And the parameters of NSGA-III are remained the same with the original literature of NSGA-III [29] (i.e., p c = 1, p m = 1/n, η c = 30, and η m = 20). For DTLZ1 and DTLZ2, we set the number of objectives to different values (i.e., m = 3, 5, 8, 10, 15) , and the size of population and the maximum number of generations used for each problem are set in the same way as in NSGA-III's original paper, which can also be seen in Table VI .
1) About the Quality of Solutions:
First of all, we want to investigate how DDA-NS affects the quality of solutions if DDA-NS is embedded into NSGA-III. For this purpose, we choose the inverse generational distance (IGD) [70] , [71] as the performance metric to measure the convergence and In fact, the small differences between the IGD values of NSGA-III and NSGA-III DDA-NS should be caused by the different initializations of the population. Since our proposed DDA-NS approach is one implementation of the procedure of nondominated sorting and produces the same nondominated fronts with other nondominated sorting approaches, DDA-NS would not affect the algorithm performance and the spread of the final solutions obtained from NSGA-III.
2) About the Execution Time: Table VII shows the average execution times of the original NSGA-III and NSGA-III DDA-NS on DTLZ1 and DTLZ2 in different cases. It is evident that the execution time of NSGA-III DDA-NS is less than that of the original NSGA-III. For DTLZ1 problem, DDA-NS can bring a 10 to 20 percent improvement in execution time to NSGA-III. And for DTLZ2 problem, a 15 to 25 percent improvement in execution time is produced. In a word, if we embed our proposed DDA-NS into the NSGA-III framework, the time consumption of NSGA-III will be reduced to some extent.
It should be noted that the time improvement DDA-NS brings to NSGA-III is less remarkable than the time improvement DDA-NS brings to NSGA-II. This can be attributed to the fact that the major part of the total time of NSGA-III does not lie in the time of nondominated sorting procedure. The DDA-NS approach, which is one implementation of nondominated sorting procedure, only affects the producing of nondominated fronts. And for different MOEAs containing the nondominated sorting procedure, the proportions of the time of nondominated sorting in the total time are different. Consequently, the time improvements DDA-NS brings to different MOEAs are different. Nevertheless, it should be stressed that DDA-NS can contribute to make NSGA-III faster.
IV. USING DOMINANCE DEGREE MATRIX TO CALCULATE THE DOMINANCE STRENGTH FOR SPEA A. D-SPEA2
SPEA [22] and its improved version SPEA2 [23] are well known multiobjective evolutionary algorithms which use an archive to store nondominated solutions. They take into account for each solution the number of solutions that it dominates and the number of solutions by which it is dominated.
Let P and Q be the population and the archive of SPEA2, respectively, (the size of P ∪ Q is N). In SPEA2, for each solution Y i ∈ P ∪ Q, the strength S(Y i ) is the number of the solutions it dominates, i.e., S(
, which is the sum of the strengths of its dominators. The naive method for calculating the raw fitness in SPEA2 can be written as Algorithm 4, which is inferred from the original study of SPEA2 [23] . Now, we make use of the proposed dominance degree matrix to calculate the raw fitness of SPEA2. Let D = (d ij ) N×N be the dominance degree matrix of set P ∪ Q of m-dimensional vectors. Also, to eliminate the effect of these solutions with identical objective vectors, we set the corresponding elements of D to zero. Then for any solution We embed the new method for calculating raw fitness (i.e., utilizing the dominance degree matrix to calculate the raw fitness) into the naive SPEA2 framework and call the new SPEA2 framework D-SPEA2. It should be noted that the only difference between D-SPEA2 and SPEA2 lies in the calculation method of raw fitness.
B. Empirical Comparisons of D-SPEA2 and SPEA2
In this section, we will make empirical comparisons of D-SPEA2 and SPEA2. Some simulation experiments are Input: a union of population P and archive
Sum the strengths of dominators for each solution :
conducted to achieve this purpose, including the experiments on random populations and the ones tested on benchmark problems. The former experiments are to assess the performance of the two calculation methods of raw fitness when dealing with the random populations, while the latter ones are mainly for showing what improvement D-SPEA2 can obtain in terms of running time when compared with the naive SPEA2.
1) Experiments on Random Populations:
The experiments on random populations conducted here are similar to the ones in Section III-C1. We adopt four types of random populations, including the ones with 3, 5, 10, and 20 objectives. Among each type of population, we also set the population size to 30 different values (i.e., N = 100, 200, . . . , 2900, 3000).
The plots of the execution times of the two calculation methods of raw fitness versus population size are shown in Fig. 10 . It is normal to find that when the size of population becomes larger, the two calculation methods of raw fitness both need to consume more time. For random populations with different numbers of objectives, the new method in D-SPEA2 clearly outperforms the naive method in SPEA2. Table VIII shows the execution times of the two different methods for calculating the raw fitness on random populations with different sizes and varying numbers of objectives. For random populations with different sizes, the new method in D-SPEA2 is more excellent than the naive method in SPEA2. The superiority of the new method with respect to execution time is highlighted, especially when dealing with large-size populations. These results demonstrate that the new method can greatly improve the efficiency of the naive method for calculating the raw fitness.
2) Experiments on Benchmark Problems: In this experiment, we choose ZDT2 problem [72] and Viennet problem [73] as the test problems to test the performance of D-SPEA2 and SPEA2. The ZDT2 problem has a nonconvex Pareto optimal front, and the Pareto optimal front of the Viennet problem is a curved surface.
In the experiments, the maximum number of generations is set to 50. The parameter settings of SPEA2 are identical with that of NSGA-II shown in Table IV .
To empirically compare D-SPEA2 and SPEA2 with the same parameter settings, we conduct the experiments on the populations with different sizes that range from 100 to 1000, incrementing by 100. The simulation results of D-SPEA2 and SPEA2 on ZDT2 and Viennet are, respectively, shown in Figs. 11 and 12 . The left subfigures are the plots of total execution times of D-SPEA2 and SPEA2 versus the size of population, and the right ones are the plots of the Calc-R times (the time consumed on the calculating of the raw fitness) of D-SPEA2 and SPEA2 versus the size of population.
It can be observed visually that the total execution time of D-SPEA2 is lower than the execution time of SPEA2. By comparison of the left and right subfigures, we can find that the improvement on the total execution time is less significant than the improvement on the time for calculating the raw fitness. This can be attributed to the fact that the time for calculating the raw fitness is not the major part of the total time of SPEA2. For example, from the original study of SPEA2 [23] , we can know that the fitness of each solution Y i ∈ P ∪ Q used in SPEA2 is defined as N) , which is higher than that of the naive calculation of the raw fitness (O(mN 2 ) ). Thus, in fact, the runtime of calculating the fitness of SPEA2 is dominated by the density estimator, but not the raw fitness. Nevertheless, the proposed dominance degree matrix can contribute to greatly improving the efficiency of the calculation of the raw fitness and we can indeed achieve the improvement of the runtime of SPEA2.
V. CONCLUSION
In this paper, we have proposed a new data structure called the dominance degree matrix, to serve for ranking a set of vectors. According to the properties of Pareto domination, we have developed a simple but fast method to calculate the dominance degree matrix efficiently. This fast construction method of the dominance degree matrix can help to further improve the computational complexity of vector ranking schemes in MOEAs, such as the procedure of nondominated sorting in NSGA-II and the procedure of dominance counting in SPEA2.
By means of the dominance degree matrix, we have developed an efficient implementation of nondominated sorting (called DDA-NS). This new implementation only needs the dominance degree matrix, and the features of dominance degree matrix are fully utilized. From the dominance degree matrix of the evolving population, we can determine the nondominated solutions, i.e., these solutions that belongs to the first front. By constantly deleting the row and column vectors corresponding to the current front we have determined, we can always determine the next front from the remaining matrix. All the different fronts can be found in this way. Most notably, the DDA-NS approach only needs the necessary dominance comparisons which are represented in the fast construction of the dominance degree matrix. Specifically speaking, at each iteration of the NSGA-II algorithm, the DDA-NS approach only requires O(mN log N) objective function value comparisons on average. More importantly, the DDA-NS approach has advantages that it is much easier to implement than the other state-of-the-art nondominated sorting approaches, and is well suited for vectorization, especially on MATLAB like languages.
Additionally, using the dominance degree matrix, we have also formed an efficient method to calculate the raw fitness of SPEA2, in which the number of objective function value comparisons is reduced from (mN 2 ) to O(mN log N) .
We have empirically verified the effectiveness and efficiency of the proposed dominance degree matrix through a plenty of different experiments, including the ones on random populations, the ones on specific populations and the ones conducted in the NSGA-II, NSGA-III, and SPEA2 framework. In addition, by empirical comparisons and analyses of different nondominated sorting approaches, we have demonstrated that DDA-NS outperforms six other representative nondominated sorting approaches in terms of running time in most cases. In particular, when the size of population is large or the number of objectives is high, the dominance degree matrix used for nondominated sorting and calculating the raw fitness has obvious superiority.
As mentioned above, in practice, the fast construction of the dominance degree matrix has been shown to have high efficiency and can be used to develop an efficient implementation of vector ranking schemes. In fact, there are some other useful information in the dominance degree matrix, which implies some type of relationship between different individuals in the population and may be beneficial for designing new vector ranking schemes and new MOEAs. Therefore, in the future research, we will have a deeper insight into the dominance degree matrix and utilize it to design a new method for maintaining diversity. Moreover, we will combine the DDA-NS approach and other state-of-the-art techniques to propose a new many-objective evolutionary algorithm.
