Probabilistic inference procedures are usually coded painstakingly from scratch, for each target model and each inference algorithm. We reduce this coding effort by generating inference procedures from models automatically. We make this code generation modular by decomposing inference algorithms into reusable program transformations. These source-to-source transformations perform exact inference as well as generate probabilistic programs that compute expectations, densities, and MCMC samples. The resulting inference procedures run in time comparable to that of handwritten procedures.
Introduction
Writing inference algorithms for probabilistic models is tedious and error-prone. Conceptually, these algorithms are combinations of simpler operations, such as computing the density of a distribution at a given point. So it is unfortunate that these algorithms are traditionally implemented from scratch. In this paper, we show how to describe these building blocks in code, so that they no longer need to be rewritten for every new inference algorithm or model.
We contribute the first method for composing multiple inference algorithms over the same model, even exact and approximate ones over the same factor. Our approach is to express inference in terms of operations that transform one probabilistic program into another. We use probabilistic programs to represent distributions, though our approach is compatible with other representations such as factor graphs. The goal of our transformations is to turn a probabilistic program that denotes a model into another probabilistic program that, when interpreted to produce a random sample with an importance weight, is equivalent to the desired inference algorithm.
Because the output of an inference transformation is still a probabilistic program, we can apply further inference transformations to the program. In this way, we can subject a single model to multiple inference methods without coding them from scratch. We thus reduce the informal problem of combining inference methods to the formal and more automatable problem of composing program transformations. In particular, having our inference methods produce probabilistic programs lets us make the programs more efficient using conjugacy and independence assumptions.
Motivation and related work
Developing inference algorithms that work on a variety of models is a longstanding goal of probabilistic inference, including graphical models and probabilistic programming. The composability of inference algorithms has unfortunately lagged behind the composability of models.
Many probabilistic programming systems allow subjecting the same model to a variety of inference methods, both exact and approximate. For example, the probabilistic language Church (Goodman et al. 2008 ) has many interpreters, each of which implements a different inference method. Systems such as Figaro, Factorie, Anglican and Wolfe (Pfeffer 2009; McCallum et al. 2008; Wood et al. 2014; Riedel et al. 2014 ) also allow adding inference methods, as new code in the host language where the systems are embedded. However, the end result of applying these inference methods is behavior or code in a different language, no longer a probabilistic program. Thus, it is difficult in these systems to apply one method to the result of applying another method.
More similar to our approach isŚcibior et al. 's (2015) . Like us, they express and compose inference methods as transformations that produce probabilistic programs in the same language. Thus for example they reuse Sequential Monte Carlo to implement Particle Independent MH. But because their probabilistic language reuses many primitives from the host language Haskell, their transformations cannot inspect most of the input source code, notably deterministic computations and the right-hand side of monadic Bind. In contrast, our simplification transformation (Section 5) can perform exact inference, our disintegration transformation (Section 4.4) can compute densities and conditional distributions in the face of deterministic dependencies, and we can generate MH samplers (Section 4.7) using a variety of proposal distributions.
So in general, our source-transformation approach is necessary to support the many different ways that inference methods are composed in the literature. Below we highlight some of the ways. In each case, we want to compose these inference methods by reusing existing implementations. And in each case, existing systems such as those mentioned above do not support such reuse.
Sometimes, we use an approximate inference algorithm on a model, then use an exact inference algorithm for postprocessing. For example, a popular way to perform inference for latent Dirichlet allocation (LDA) is to use Gibbs sampling (Griffiths and Steyvers 2004) to infer topic markers for each word in a corpus, then use these topic markers to perform exact inference and obtain the distribution on words given each topic. Table 2 in Section 6 shows our inference composition at work in a tiny instance of this case.
Other times, we apply exact inference to parts of our model, and use an approximate inference method for everything else. As an example, Hughes et al. (2015) develop an inference algorithm for hierarchical Dirichlet processes where the truncation dictating the number of topics is sampled, and then variational inference is performed for the other model parameters. This inference combination requires that sampling a truncation still leave in place a representation on which we can perform variational inference.
Another composition pattern emerges from recent work on parallelizing an inference algorithm to run on multiple machines (Neiswanger et al. 2014; Xu et al. 2014; Gelman et al. 2014 ). The pattern is to transform a posterior distribution for a parameter given the data into a model where we have noisy versions of a parameter conditioned on subsets of the data. We then combine these noisy parameters to estimate the underlying parameter. This combination step is to infer the underlying parameter given noisy estimates of the parameter, in turn inferred using subsets of the data.
Finally, given a linear sequential model, we often want to predict future states of the system and the dynamics that govern them. Given the dynamics, for systems like Kalman filters, we may use exact inference for deriving the state transition functions in some closed form. Learning the dynamics, on the other hand, is usually treated as an approximate inference problem where we sample different possible dynamics given some observed states. This joint learning and exact inference again composes two inference algorithms. Table 1 in Section 6 shows our inference composition at work in a tiny instance of this case. We illustrate our approach using this example in Section 3.
Example of inference composition in action
We motivate program transformations by using a simple linear dynamical system as our running example for composing inference algorithms. In this model, we are interested in the posterior distribution over noise T and noise E given observations m 1 and m 2 .
We would like to draw samples from this posterior distribution using a Metropolis-Hastings (MH) sampler.
We start by representing the model in our language:
The use of Dirac at the bottom shows that this distribution ranges over pairs of pairs of reals.
We first apply the disintegration transformation to get another program. As detailed in Section 4.4, disintegration takes as input a joint probability distribution and returns as output a program representing a family of posterior distributions. The new program is a function from the observations to the posterior distribution. For example, the disintegration of kalman is a program which takes as input m1 and m2 and returns the distribution over (noiseT, noiseE) in kalman given those values for m1 and m2.
The resulting program, which we call kalman2, is below:
The use of Lam at the top and Weight at the bottom shows that this is a function from pairs of reals (m1, m2) to measures over pairs of reals (noiseT, noiseE).
We then apply the simplification transformation to kalman2 to get kalman3.
This program is equivalent to kalman2, except we have symbolically integrated out the Normal-distributed random variables x1 and x2.
We next apply to kalman3 another program transformation we call mh, which implements MH sampling. The mh transformation takes as input two programs. The first program represents a proposal distribution, or more precisely a function from the current sample to a distribution over proposed samples. In this example, we use a proposal distribution that with equal probability resamples either noiseT or noiseE while keeping the other value fixed:
The second input to the mh transformation represents the target distribution. In this example, it is the part of kalman3 above after the top line Lam((m1, m2),. From these inputs, the mh transformation computes a symbolic formula for the MH acceptance ratio and embeds it in a program representing a transition kernel. The new program is a function from the current sample to a distribution over pairs of proposed samples and acceptance ratios. In this example, the resulting program has the following broad structure:
The elided part "...", which we relegate to the appendix, is a symbolic formula that computes the acceptance ratio using the current sample (noiseT, noiseE) and the proposed sample chosen by the Superpose. This acceptance ratio can then be used to decide whether to transition to the proposed sample or stay at the current sample.
We then perform further optimizations on kalman4, including algebraic simplifications and rewriting the program to use fewer Binds. We describe in more detail the kinds of optimizations we perform in Section 5. The resulting program, kalman5, has the following broad structure:
The elided parts "...", which we again relegate to the appendix, are algebraically simplified formulas for the acceptance ratio in each of the two cases.
Finally we feed this last program kalman5 to a sampler, which we describe in Section 4.2. Given an observation and a current sample, this sampler produces a proposed sample and the MH acceptance ratio of that sample.
In the first line above, (0, 1) is the observation. In the second line above, (5, 2) is the current sample. The third line is the proposed sample, and the fourth line is its acceptance ratio.
Inference methods as program transformations
In order to compose inference methods, we pose them as transformations of one probabilistic program into another. We then achieve the desired inference method for the former program by applying a simpler inference method, such as exact inference or weighted sampling, to the latter program. For example, in Section 3 we feed a program to disintegration (Section 4.4), then mh (Section 4.7), then simplification (Section 5), and finally sampling. Only in the final sampling step is any random choice made!
In this section, we first describe our language of probabilistic programs, then describe various transformations on this language that work in concert.
Language description
Our core language of probabilistic programs is defined by the following grammar: The first line of this grammar says that our language includes the support found in an ordinary programming language for variables and math on real numbers. The second line adds primitives to represent summation (Sum) and integration (Int). These primitives are used in Section 4.3 to generate programs that compute the expectation of a distribution. The next three lines of the grammar indicate that our language includes functions, tuples, and If. We write Let(x,e1,e2) as syntactic sugar for App (Lam(x, e1) ,e2).
The remainder of the grammar is what makes our language probabilistic: we add primitives that represent and compose measures. To start with, Uniform(1,2) represents the uniform probability distribution over real numbers between 1 and 2, and Normal(3,4) represents the normal distribution with mean 3 and standard deviation 4.
Weight(1,8) represents the probability distribution that assigns its entire probability mass 1 to the single outcome 8.
We write Dirac(8) as syntactic sugar for it. In contrast, Weight(0.7,8) represents the measure, or unnormalized distribution, that assigns the probability 0.7 to the single outcome 8. This primitive lets our language represent (unnormalized) measures in general, not just (normalized) probability distributions. This expressivity lets us separately reuse a transformation that produces an unnormalized measure (Section 4.4) and a transformation that subsequently normalizes a measure (Section 4.5). Also, Weight lets us represent a distribution by combining the representation of a base measure and the representation of a density function.
Categorical represents the categorical distribution with a sequence of zero or more pairs. The first element of each pair is the probability of selecting the outcome that is the second element of the pair. If the first elements of the pairs do not sum to 1, they are normalized to.
Superpose is like Categorical, except it does not normalize the probabilities, so it can represent measures which are not probability distributions. We can define Superpose in terms of Categorical and Weight, but it is actually more convenient to make Superpose the primitive form and define Weight and Categorical in terms of it.
Finally, we include a primitive called Bind. This primitive forms a distribution by composing two distributions e1 and e2. The second distribution e2 may depend on the outcome x of the first distribution e1. The outcome of the composed distribution Bind(e1,x,e2) is the outcome of e2. This primitive lets our language represent sequential and hierarchical models. For a simple example, consider the model below:
On one hand, the marginal distribution over y can be written in our language as
On the other hand, the joint distribution over (x, y) can be written in our language as Bind(Uniform(0, 2), x, Bind(Uniform(x, 3), y, Dirac((x,y))))
Dirac and Bind are thus the basic operations of the measure monad (Giry 1982; Ramsey and Pfeffer 2002) .
Weighted sampler
The rest of this section describes various inference transformations that we apply to our probabilistic programs. Because we implement some of these transformations in terms of others, we describe the transformations not in the order we apply them but in the order we implement them.
First, to make the semantics of our language more concrete, we describe a sampler that takes a probabilistic program as input and returns a draw from the distribution it represents. We show this sampler as Algorithm 1. It is our only operation that calls a random number generator, and we usually apply it last in a sequence of transformations to perform approximate inference.
Like a typical interpreter, Algorithm 1 takes as input not only a program but also an environment, which is an initially empty 
The other cases are similar to what's been covered end because our language includes unnormalized measures, this sampler actually returns not only a draw but also an importance weight.
Expectation transformation
Our expectation transformation turns any program that represents a distribution into another program that represents its expected value. This transformation is exact, simple, mechanical, and deterministic even though the expected values of many distributions have no closed form, because our language represent integrals symbolically by Int. To compute this integral in closed form is to perform exact inference on the given distribution. The expectation transformation itself does not do so; nor does it approximate the integral by sampling. Specified more generally, the expectation transformation turns any program that represents a measure, along with a function from the sample space to numbers (such as the identity function), into another program that represents the (Lebesgue) integral of the given function with respect to the given measure. We show this transformation as Algorithm 2. It handles primitive distributions such as Normal in terms of their density.
Density and disintegration transformations
Turning a distribution into its density function is naturally expressed as a program transformation (Bhat et al. 2012 (Bhat et al. , 2013 . More precisely, the density transformation takes as input a probabilistic program representing a distribution, and returns another program representing a function that maps each point in the sample space to the density at that point. Note that this transformation does not compute numerically the density of a model at any particular point. It only returns a program that computes densities when interpreted by our weighted sampler (Algorithm 1).
For example, the density transformation turns the probabilistic program Bind(Uniform(0, 2), x, Bind(Uniform(x, 3), y, Dirac((x, y))))
into the density function
We implement density in terms of another program trans- Unit) )), obtaining e 1 2. Call Algorithm 2 on App(e 1 ,t) and Lam(y,1), obtaining e 2 3. Return e 2 formation, disintegration (Shan and Ramsey 2015) . Disintegration is similar to conditioning in that it takes a probabilistic program representing a joint distribution Pr(X, Y ) as input, but instead of returning a conditional distribution Pr(Y | X = x), disintegration returns an unnormalized slice Pr(Y, X = x) of the original distribution. More precisely, disintegration returns a program representing a function from values of x to measures Pr(Y, X = x). Such a (measurable) function is also known as a kernel.
Taking advantage of the fact that disintegration does not normalize the measures it returns, we implement the density transformation in terms of disintegration and expectation. This implementation is shown in Algorithm 3. It invokes disintegration (letting Y be the space that consists of a single point Unit) then expectation (letting the integrand f be the function that maps Unit to 1).
Disintegration is useful not just as part of the density transformation but also by itself. For example, it is used in Section 3 to turn the prior distribution kalman into the posterior kalman2.
We sketch how disintegration works in terms of a simpler program transformation, which we call observation (Algorithm 4). This transformation takes as input a measure m and a value t that could have been drawn from m, and returns a measure which only returns t, weighted by how likely that value was to be drawn from m. For example, the observation transformation turns the program Bind(Uniform(0, 2), x, Uniform(x, 3)) and the variable y into the program Bind(Uniform(0, 2), x, Weight(If(x<y<3, 1/(3-x), 0), y))
As indicated at the bottom in Algorithm 4, the observation transformation only handles a subset of our language. In particular, it does not handle Dirac, so it does not handle the typical program kalman in Section 3. In general, if the input program performs arithmetic or any other deterministic computation to produce the observation t, then we need to invert this deterministic computation and insert 
Normalization transformation
The presence of Weight in our language enables the observation and disintegration transformations to return measures that are typically unnormalized. To recover a probability distribution, we must reweight the measure. We define this normalization operation as a program transformation as well, shown as Algorithm 5. 
Conditioning by disintegrating then normalizing
Interestingly, conditioning does not need to be defined as a primitive in this system. It is actually a special case of disintegration, where we subsequently normalize the measure.
Metropolis-Hastings sampling transformation
A major contribution of this paper is to implement Markov chain Monte Carlo (MCMC) methods, such as MH sampling and Gibbs sampling, in a way that applies to a variety of target distributions and composes with other inference techniques. We express an MCMC method as a transformation from a program representing the target distribution to a program representing the transition kernel. Whereas the transformation itself makes no random choices, the latter program can be interpreted by our weighted sampler (Algorithm 1) to generate a random chain, or subject to simplification (Section 5).
Following this approach, our implementation of MH sampling closely resembles its textbook presentation. As shown in Algorithm 6, where the textbook presentation of the acceptance ratio refers to the target and proposal densities, our implementation invokes the density transformation (Algorithm 3) on two probabilistic programs, representing the target and proposal distributions. Taking advantage of the fact that the density transformation symbolically handles free variables such as old and new, we perform the transformation just once (rather than once per sampler iteration) to generate a single program that takes the current state as input.
Algorithm 7: Gibbs sampling transformation: gibbs(target)
Input: program representing the n-dimensional target distribution: target Output: program representing MCMC transition kernel Let x be the set of the n variables in the target Initialize choices to the empty sequence [] foreach x i ∈ x do 1. Let x −i be the rest of the variables 2. Let e 1 be Bind(target, x, Dirac((x −i ,x i ))) 3. Disintegrate e 1 , obtaining e 2 4. Let e 3 be App(e 2 , x −i ) 5. Call Algorithm 5 on e 3 , obtaining e 4 6. Let y be x except replacing x i by new 7. Let e 5 be Bind(e 4 , new, Dirac(y)) 8. Add the pair (1/n, e 5 ) to choices end Return Lam(x, Superpose(choices))
Gibbs sampling transformation
Gibbs sampling is a special case of MH sampling, where the proposal kernel combines the results of conditioning the target distribution along each dimension. In this special case, the acceptance ratio is always 1, so it need not be computed.
To produce such a proposal kernel automatically and to skip computing the acceptance ratio, we implement Gibbs sampling as a program transformation, Algorithm 7, separate from mh. Our implementation of this MCMC method again resembles its textbook presentation. The input to this transformation is a probabilistic program representing a ndimensional joint distribution Pr(x 1 , . . . , x n ). For each random variable x i , we condition (Section 4.6) the target distribution on all the other variables x −i , to obtain a probabilistic program that resamples x i . We then combine these n programs to form the proposal kernel.
Slice sampling transformation
Slice sampling is often described in a conceptually simple fashion, but carrying it out in practice usually involves specialized programming for each model. In contrast, we implement slice sampling as a program transformation whose definition resembles its textbook presentation. Indeed, slice sampling can be viewed as Gibbs sampling on an augmented distribution, which we call e 1 in Algorithm 8.
As is usual with Gibbs sampling, the transition kernel produced by Algorithm 8 is only useful to the extent we can sample from it. The simplification transformation described in Section 5 is crucial in this regard. To take a Lam(x, Bind(Uniform(0, p), u, e 4 )) simple example, suppose the input to Algorithm 8 is the unimodal distribution Normal(0,1). In this case, disintegrating e 1 in step 3 of Algorithm 8 gives
in which the Weight exactly cancels out the density of the Normal, and Superpose() denotes the zero measure. Thus, this measure is uniform over the interval of x where the target density exceeds u. Hence the simplification transformation described in Section 5, once informed that u lies between 0 and 1/sqrt(2 * pi), automatically produces the desired method to sample x given u:
Lam(u, Uniform(-sqrt(-log(2 * pi * uˆ2)), sqrt(-log(2 * pi * uˆ2))))
Simplification transformation
Because we express each inference technique as a transformation that produces a probabilistic program in the same language, rather than as an interpreter that makes immediate probabilistic choices, we can optimize and simplify the produced programs. To this end, we apply the optimizations discussed by Carette and Shan (2016) . This simplification transformation does not change the measure represented by a program but tries to place the program in a form that, when interpreted by our weighted sampler (Algorithm 1), may run faster and draw samples with more uniform weights.
Based on computer algebra, the simplification transformation recognizes conjugacy relationships, integrates out latent variables, and performs algebraic simplifications. The rest of this section briefly describes these optimizations.
Recognizing conjugacy relationships
The simplification transformation recognizes when a density represented by Weight matches the density of a primitive distribution. A simple example arises from the joint distribution Pr(Y, X) represented by the program below.
Bind(Normal(0, 1), x, Bind(Normal(x, 1), y, Dirac((y, x))))
Disintegrating this program (as described in Section 4.4) produces the program
This latter program combines the measure Normal(0,1) with the density exp(-(y-x)ˆ2/2)/sqrt(2 * pi) to represent the conditional distribution Pr(X | Y ) up to a constant factor. Normalizing and simplifying it yields Normal(y/2, 1/sqrt(2)) using the conjugacy relationship between Normal and Normal. This simplified program runs faster; it draws samples without weighting them.
This optimization is symbolic, in the sense that it works even when the initial program contains free variables whose values are unknown. Generalizing the example above, suppose we start with the joint distribution Bind(Normal(a, s), x, Bind(Normal(x, t), y, Dirac((y, x))))
Of the free variables a, s, and t, we assume that s and t are positive. Simplifying the posterior then yields
This optimization is robust and useful because what it recognizes is not words like Normal but the densities they denote. Thus it works whether or not we expand the polynomial -(y-x)ˆ2/2 above, and even if we express Normal(0,1) by spelling out its density. Moreover, all the conjugacies among Normal, Gamma, and Beta distributions fall out from their densities.
Integrating out a continuous variable
When a distribution is described using a latent random variable, it is usually advantageous to eliminate the variable, in other words, to integrate it out. Examples of such latent variables include x1 and x2 in Section 3, as well as x in Bind(Normal(0, 1), x, Normal(x, 1))
The simplification transformation eliminates these variables. In particular, it uses symbolic integration to eliminate continuous latent variables. The density-recognition machinery described in Section 5.1 then produces simpler and equivalent programs such as Normal(0, sqrt (2)) which runs faster because the variable x is gone.
This integration is symbolic, again in the sense that it works even when the initial program contains free variables whose values are unknown. For example, the program
simplifies to Normal(a, sqrt(sˆ2+tˆ2)).
Algebraic simplifications
When we produce a program that calculates acceptance ratios, the numerator and denominator share many factors. In handwritten inference procedures, these factors are cancelled out by hand. The simplification transformation automates this optimization using computer algebra. So it rewrites an expression like Dirac((a * b)/(a * c)) into Dirac(b/c), no matter what a, b, and c happen to denote.
Experimental results
We demonstrate the efficacy of our technique with two end-to-end examples. In each example, a composition of reusable inference transformations turns a small model into a sampler. Moreover, the simplification transformation detailed in Section 5 brings the run times of the automatically generated samplers in line with handwritten code.
The first example is to learn the parameters of a linear dynamical system, as described in Section 3. In Table 1 , we compare the run times of four MH samplers, the second and third of which were produced automatically using our program transformations. For the first row, we sample the conditional distribution described by kalman2 using WebPPL, a state of the art probabilistic programming system. For the second row we use kalman4, a MH sampler created by Algorithm 6. For the third row we use kalman5, which is kalman4 followed by simplification. For the last row, we use a handwritten MH sampler.
The second example is to infer topics from a small latent Dirichlet allocation model. The model only has 2 documents, 3 words, and 2 latent topics. In Table 2 , we compare the run times of three Gibbs samplers, the first two Code-generated Gibbs >5000 -Code-generated Gibbs with simplifications 118 4 Handwritten Gibbs 171 5 Table 2 : Run times of different inference procedures for our LDA model of which were produced automatically using our program transformations. For the first row, we attempt to run the output of Algorithm 7 directly. Because that output contains Int, we must perform numerical integration, which takes a long time. For the second row, we feed that output of Algorithm 7 through simplification, thereby avoiding numerical integration. For the last row, we use a Gibbs sampler handwritten to take advantage of conjugacies.
All samplers are run to produce 20,000 samples. All measurements were produced on a quad-core Intel i5-2540M processor running 64-bit Ubuntu 14.04. Our samplers use GHC 7.10.2 -O2, and WebPPL's sampler is compiled to JavaScript and run on Node.js version 0.10.28. We repeat the experiment 10 times to produce the mean and standard deviations shown in Tables 1 and 2 .
Conclusions
We use program transformations to express inference methods in terms of simpler operations such as disintegration and expectation. This technique for composing inference methods produces procedures that perform comparably to handwritten code. By making it easier to create and test inference procedures on models, we allow faster exploration of novel inference algorithms than was previously possible.
Future work includes implementing single-site MH as a program transformation that takes a target distribution as input and uses its dependency structure to generate a proposal kernel automatically. We also want to incorporate Hamiltonian Monte Carlo and variational inference, which call for automatic differentiation as a program transformation.
