In this study, aircraft data are used to derive effective ice particle densities. This density is defined as the ice particle mass divided by the volume of an equivalent diameter sphere. Measured ice particle size distributions and total ice water contents are used to derive effective ice densities for ice particle populations ( ) as a function e of particle size [ e (D)]. The density values are critical for modeling and remote sensing applications.
Introduction
Advances in the treatment of ice clouds in cloudsystem resolving models, and ''superparameterizations'' that bridge the scale gap to general circulation models will require fundamental improvements in the parameterization of cloud microphysical properties. Better representations of ice cloud microphysics are also needed to improve techniques that retrieve cloud properties from ground-and satellite-based remote sensors. This study focuses on a major underlying property of ice 1 MAY 2004 
H E Y M S F I E L D E T A L .
coming available (e.g., counterflow virtual impactor, Twohy et al. 1997) , and r e can be derived together with coincident direct measurements of the extinction (Gerber et al. 2000) . However, not all ice cloud bulk properties can yet be measured directly (e.g., precipitation rate) and for parameterizations there is still a strong need to improve the estimates of bulk properties from the PSDs and ice particle mass (m). For example, Lin et al. (1983) and others since use bulk microphysical parameterization schemes that assume a constant snow density whereas it has long been established that snow density decreases with particle size. This paper is primarily concerned with developing a better understanding of the relationship between the properties of the PSDs and mass and density [ e (D) , and ]. e Three methods have been used in earlier studies to estimate m or e (D) for individual ice particles or as a function of D: 1) ice particle melting, 2) the comparison or inference, and 3) the projected area. No methods have been developed to derive (for PSDs). In method e 1, comprising most earlier studies, ice particles were collected in oil, photographed to obtain shape and D, and melted to yield m (Magono and Nakamura 1965; Heymsfield 1972; Locatelli and Hobbs 1974) .
In method 2, the IWCs and PSDs are measured from airborne probes. Various mass or density-diameter relationships are used to evaluate or infer appropriate m(D) or e (D) relationships. Such a method was used by Brown and Francis (1995) , who used an evaporatortype device to measure the IWC. They concluded that the mass-dimensional coefficients for aggregates of unrimed bullets, columns, and side planes, m ϭ 2.94 ϫ 10 Ϫ3 D 1.9 , developed using the Locatelli and Hobbs (1974) mass-melting method, may be used in deriving the IWC from a PSD comprised of quasi-spherical, irregular ice particles.
In method 3, if an ice crystal is one of the regular types of geometrical shapes or habits observed under certain situations in ice clouds, the projected cross-sectional particle area and an assumed bulk ice density (that accounts for hollows within crystals) is used to provide an indication of its e (D) (particle mass divided by the volume of an equivalent diameter sphere). This method may be used in midlatitude cirrus formed primarily through large-scale lifting, when one particle shape predominates. The method is particularly well-suited for use with airborne particle imaging probes that directly measure the projected area of ice crystals and has been used by Heymsfield et al. (2002a) to develop analytic relationships between particle area ratio (particle area divided by the area of a circle of diameter D) and e for a number of different single crystal and aggregate particle types. With PSDs measured in midlatitude cirrus and in comparison with direct measurements of IWC, Heymsfield et al. (2002a) showed that the method worked well for bullet-rosette-type particles.
For a wide range of ice particle habits, power-law relationships between m and D have been developed on the basis of data collected primarily using method 1. The exponents in the mass-dimensions relationships are generally less than 3 (see Mitchell 1996) , indicating that e (D) (ϰm/D 3 ) generally decreases with increasing D. Exceptions are noted for graupel, where e (D) can increase with size (Heymsfield and Kajikawa 1987) . Typical values for e (D) range from near 0.91 g cm Ϫ3 for sub-100-m pristine ice crystals to near 0.01 g cm Ϫ3 for large aggregates. The e (D) values for graupel are much larger, of order 0.15 g cm Ϫ3 or higher. This paper extends the method of estimating ice particle mass or density for single particles or sizes and habits to the broader, more realistic case of deriving mean effective densities for ice particle ensembles containing single or mixed particle habits. The methods and the datasets are described in section 2. Results are presented in section 3. The results are summarized and conclusions drawn in section 4.
Methods and measurements
This section describes the methods and datasets used in this study. A detailed examination of the error sources, including possible measurement errors and biases in the estimates of , is discussed in appendix A. e
a. Method
The method used to calculate the population-mean effective density (a term used earlier, see Black 1990 ) is quite simple, and can be demonstrated by first considering a single ice particle. The mass of the ice particle divided by the volume of a sphere of dimension D enclosing the particle gives e (D). As an example, a spherical solid ice graupel particle of m given by 0.91 ϫ (/6)D 3 , with the volume of the sphere enclosing the particle (/6)D 3 gives e (D) ϭ 0.91 g cm Ϫ3 . The same method can be applied to deriving e for an ice particle ensemble. Direct measurement of the IWC yields the number of grams of ice per cubic meter of air. The volume enclosed by the particles of the corresponding PSDs in that volume of air may be found as follows. For each observed particle, the equivalent spherical volume per cubic meter is found from the maximum measured dimension D for each particle, from (/6)D 3 (even if the particle has some nonspherical, pristine, or irregular shape). The volume of the population in cubic centimeters per cubic meter, V, is then found by summing the spherical volume for all particles per cubic meter in the PSD. The for the population is just IWC/V, in e grams per cubic centimeter.
Fitting the data to a single gamma-type size distribution, the IWC can be expressed as
where N(D) is the size-dependent concentration and
where N 0 is the intercept, the slope, and the dispersion, where e (D) is for a single particle size, then
e 0 (4ϩ)
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The term in Eq. (3) is the result of the application e of the mean value theorem and assumes that e is continuous over D. The equivalent spherical volume of the ice particle population is given by
where D max is taken to be ϱ. Therefore,
e V Method 2 described in the introduction is used to find e (D). Power-law m(D) relationships with various coefficients and exponents are used to find the best coefficients that fit the observations. A similar technique is used to derive appropriate coefficients that represent in terms of the projected particle area-method 3, e for irregular particles.
b. Measurements
This study uses measurements obtained by the University of North Dakota Citation aircraft in the Atmospheric Radiation Measurement (ARM) program field campaign in Oklahoma in March 2000, and in the Cirrus Regional Study of Tropical Anvils and Cirrus Layers (CRYSTAL) Florida Area Cirrus Experiment (FACE) in southern Florida in July 2002. The observations from ARM (Heymsfield et al. 2002a) were obtained from ice clouds formed primarily through large-scale ascent, and the CRYSTAL observations were primarily from convectively generated cirrus anvils. Details of the environmental conditions and sampling altitudes are discussed in section 3.
In CRYSTAL, in addition to the Citation's normal complement of temperature and pressure measurements, a tunable diode laser (TDL) hygrometer was used to measure relative humidity. Liquid water was detected with the Rosemount icing probe and the liquid water contents were measured with a King probe.
1) PARTICLE DATA
For ARM, size distributions were measured with the Particle Measuring System PMS 2D-C (33 to above 1000 m) and 2D-P (200-6000 m) imaging probes. In CRYSTAL, the distributions were measured using the 2D-C probe, as well as data from a SPEC, Inc., HVPS (high volume particle spectrometer) imaging probe sizing from 200 m to about 6 cm. The 2D-C, 2D-P, and HVPS probes sample about 0.007, 0.2, and 1 m Ϫ3 s Ϫ1 , respectively. The techniques used to produce the raw size distribution data are given in Heymsfield (2002a,b) . The software to process the ARM and CRYS-TAL datasets retained the features reported by Heymsfield and Parrish (1978) . An improvement to this process made it possible to find a true (or approximately true) maximum projected 2D particle dimension (e.g., see Holroyd 1987) as opposed to the maximum particle dimension along the array or flight direction axes. For each dataset, concentrations were derived in 33, nonequally spaced, size bins for each 5 s, or approximately 600 m of flight.
Size distributions between about 5 and 56 m were estimated from a PMS forward scattering spectrometer (FSSP) mono (nonimaging) probe. This size range provides data below the range measured by the 2D-C probe. The FSSP concentrations in each bin are subject to overestimates due to ice particle breakup on the inlet of the probe, especially of particles above several hundred microns. Particle sizes may also be under-or overestimated by assumptions about particle sphericity and assumed index of refraction. We calculated a value for V for each FSSP PSD, recognizing that the values represent an upper bound. We then evaluated the effect FSSP values for V had on and e (D). e High-resolution images of the ice particles from the SPEC, Inc., cloud particle imager (CPI), with a resolution of about 2 m and a minimum detectable size of about 20 m, provided detailed information on ice particle habits ranging from about 50 to 500 or 600 m. We used the CPI data to characterize those regions where there were appreciable numbers of rimed particles and graupel. An automated system keying on the particle area ratios (above 0.8) and sizes (above 400 m) was used to provide objective classifications of the periods when particles of these types were present. For each period where such habits were identified and for periods before and after where they were not identified, each particle was examined by eye to evaluate the adequacy of the habit classification scheme. It should be noted, however, that this, and all automated habit classification schemes, are subject to some error. For the larger sizes falling below the sample volume detection threshold of the CPI, the lower-resolution 2D-C and HVPS probe images were used to discern the predominant habits for selected periods.
The CPI data were not used in the formulation of the PSDs in the critical size range between 20 and 150 m because there were too few particles detected in the 5-s intervals to obtain a statistically significant sample. The total condensed water content was measured by the National Center for Atmospheric Research (NCAR) counterflow virtual impactor (CVI). This probe directly measures the condensate mass above a threshold particle size of about 7-m diameter and threshold liquid water content of about 0.003 g m Ϫ3 (Twohy et al. 1997 ) to about 2 g m Ϫ3 . The uncertainty in the condensed water content is about 11% at 0.2 g m Ϫ3 but increases to 23% at 0.01 g m Ϫ3 due to baseline errors. Therefore, no data were used where the IWC fell below 0.01 g m Ϫ3 . The inlet diameter of the CVI is 0.635 cm with the probe sweeping out a sample volume of about 0.004 m 3 s Ϫ1 . Twohy et al. (2003) evaluated measurements from the NCAR CVI probe in an icing research tunnel. For droplets, the CVI agreed with reference values within the uncertainty of the measurements. Although not evaluated for IWC measurements, there is no reason to expect systematic CVI errors beyond those measured for droplets.
c. Fitted PSDs
Gamma distributions [Eq. (2)] were fitted to each binaveraged PSD measured by the imaging probes. The fit parameters were derived by matching the first, second, and sixth moments of the PSDs, as this provided the best fit over the entire measured particle size range (Heymsfield et al. 2002b) . Exponential distributions were also fitted to the PSDs. As in Heymsfield et al. (2002b) , only those fitted distributions with high correlation coefficients (r 2 Ͼ 0.8) were used in this analysis, to ensure that the fits to the distributions were reliable. This acceptance criteria removed 7.5% of the ARM PSDs and 3.8% of the CRYSTAL PSDs from this analysis. Because of uncertainties in the PSDs measured by the FSSP, the gamma fits do not include the FSSP data. If FSSP, 2D-C, and HVPS data are combined as measured, the values are larger than if only the 2D-C and HVPS probes are used, but differences are negligible, as noted in appendix A.
Results
In this section, the ensemble-mean effective densities are presented as a function of altitude within the ice cloud layers, as well as in terms of properties of the fitted PSDs. The values of
[and e (D)] are derived e using bin-averaged size distributions obtained over 5-s intervals with and without the inclusion of the FSSP spectra. A detailed discussion of errors in the estimates of is given in appendix A. e The range of cloud conditions desired for this investigation were produced by ice clouds sampled on 9 days during CRYSTAL (Table 1 ) and 3 days during ARM (Table 2) . Temperatures for the ARM cases ranged between Ϫ52Њ and Ϫ4ЊC with liquid water and rimed ice crystals observed on 1 day. Sampling during CRYSTAL covered the temperatures from Ϫ60Њ to Ͼ0ЊC with most observations conducted within 50 km of the deep convective cells that generated the ice cloud layers, usually anvils. To illustrate the evolution of ice particle properties in the vertical Lagrangian spiral aircraft descents were performed in both field experiments. The ARM dataset contained more than 1200 5-s points, or about 1.7 h of in situ sampling and the CRYSTAL set more than 5100 5-s points, or about 7.1 h.
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This section presents examples of the data obtained from several of the cases. The purpose is to examine the reliability of the results, especially the influence of small (FSSP) particles.
During a segment of an ARM flight on 5 March a racetrack pattern aircraft descent was conducted in steps through the depth of a cirrus cloud associated with the jet stream that was generated in situ. We have selected those times for analysis during this segment where the CVI IWCs Ͼ 0.01 g m Ϫ3 . Temperatures sampled were between Ϫ52Њ and Ϫ48ЊC (Fig. 1a) . Ice particle habits were dominated by bullet rosettes (see later Fig. 4 , bottom right panel). The CVI IWC measurements, shown as a continuous line in Fig. 1b (''CVI'') but were actually discontinuous during portions of the period shown, were quite low throughout the layer, and with little change in magnitude through the cloud depth. This low-temperature, low IWC, wintertime case is conducive to the generation of a dominance of small crystals. The FSSP particle volume is expressed as an equivalent liquid water concentration (LWC) by multiplying it by a density of 1.0 g m Ϫ3 so that it may be plotted on the same scale as the CVI data. The resulting LWC is approximately 1/3 that of the CVI IWC. No 2D-P data were available for this case. The 2D-C probe data showed few particles approaching its upper size limit, indicating relatively small particles throughout the measured volume. As is shown in Fig. 1b , the sum of the particle volumes in FSSP and 2D probe sizes, also expressed as liquid water contents, far exceeded the CVI IWC, indicating that particle bulk densities are much smaller than 1 g cm Ϫ3 . Figure 1c shows the percent enhancement of the total particle volume by the addition of the FSSP volume. This addition averages less than 10% for the descent, contributing proportionally more to the total particle volume at colder temperatures than at the warmer ones. The values (Fig. 1d) were largest e toward cloud top where small, relatively high density crystals dominated and smaller below, averaging about 0.22 g cm Ϫ3 for the layer. During a segment of the ARM flight on 9 March, a case described in detail in Heymsfield et al. (2002a) , the aircraft conducted a Lagrangian spiral descent from the top to the bottom of a cloud layer in temperatures between Ϫ49Њ and Ϫ26ЊC. Bullet rosettes and aggregates of rosettes dominated the cloud layer (see Heymsfield et al. 2002a, Fig. 13 ). The aircraft descended into and out of cirrus uncinus generating regions and associated snow trails, as is reflected in the variability of the CVI IWCs ( Fig. 2A) . The IWCs below the CVI detection threshold of 0.01 g cm Ϫ3 are shown to illustrate the tail that develops after exiting cloud because of the time required to flush the CVI plumbing. The values were surprisingly uniform ( Fig. 2b) and do e not appear to be sensitive to the actual IWC variability, both being signs that the values can be quite uniform e throughout a primarily single habit cloud layer and that the method is not sensitive to the actual IWC variability. Note that the breaks in the trace in Fig. 2b are where e the IWCs fall below 0.01 g m Ϫ3 . The volume added by the FSSP particles (Fig. 2c) was minimal, primarily because the particles were relatively large.
Figures 3a and 3b show the changes in the and e the associated changes in the IWCs during two Lagrangian spiral descents in CRYSTAL on 18 and 26 July. Exceptionally large IWCs of nearly 1 g m Ϫ3 were measured near the tops of the layers. The values are e very low and decrease uniformly downward, reflecting a tendency toward low-density, aggregation growth lower in the cloud layers. In the left panels of Fig. 4 , lowdensity aggregates are noted. The values with and e without the FSSP particle volumes are not shown in these panels since there is virtually no difference between them. In Fig. 3b ; the horizontal dashed line shows the point at which 0ЊC was reached during the descent. Melting resulted in densities that progressed uniformly from the low values associated with aggregates at about 4.6 km to those corresponding to the density of liquid water at about 4.0 km. Because the air was subsaturated in this layer, melting began at about 2ЊC.
On 25 July, the aircraft spiraled through a cloud with relatively low IWCs (Fig. 3c) . The values also dee creased downward with mean layer values of 0.2 to e 0.3 g cm Ϫ3 , comparable to those observed for the ARM cases ( Figs. 1 and 2 ). In this case the particles were relatively small.
The ARM case of 12 March (second aircraft flight on that day) showed liquid water regions (LW in Fig.  3d ) leading to some riming and complex spatial crystal shapes, including rosettes (middle right panel in Fig.  4 .). The temperatures in this case went from Ϫ35Њ to Ϫ2ЊC. IWCs of 0.5 g m Ϫ3 are quite large for a cloud layer not generated by convection. The values (solid e line) were larger than for the nonrosette (aggregate dominated) CRYSTAL cases and for the rosette-dominated ARM cases. As the underlying ice particle types were dense bullet rosettes and other dense spatial crystals, and because the ice particle density is enhanced by localized riming in and around the liquid water regions, the observed values were both relatively large and e variable.
b. Dependence of on PSD e
A number of studies have shown that because of aggregation, PSDs broaden downward in ice cloud layers (e.g., Lo and Pasarelli 1982; Heymsfield et al. 2002b ), a trend that is reflected in decreasing values of the spectral slopes of the PSDs. A decrease in the value of downward in an ice cloud layer should be noted as e well because decreasing are associated with increasing D and e (D) for aggregates is ϰD Ϫ1.1 (see Locatelli and Hobbs 1974) . A desirable outcome of our analysis would be to develop relationships between the ensemble and spectral slope values. For example, a snow e density that is dependent upon rather than a constant could be input directly into Eq. (5) of Lin et al. (1983) , which, upon rearranging, would produce an equation that is consistent with observational data, and from which moments of the distributions [e.g., ensemblemean fall speed: Eq. (8) in Lin et al. 1983 ] could be obtained. This section relates the values as derived e from the bin-averaged PSDs to values fitted to the PSDs using gamma and exponential fits. 
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derived from binned and parameterized e particle volumes; and (c) increase in particle volume by adding in the FSSP volume.
Judging from comparison of the total particle volume from the imaging probe data [Eq. (4) a whole the parameterized PSDs provide good estimates of the total particle volume.
PSD SLOPE (i) ARM
The versus data for the duration of the in-cloud e sampling for the three ARM flights discussed earlier are shown in Figs. 5a and 5b. The temperatures for these observations ranged from Ϫ52Њ to Ϫ37ЊC (5 March), Ϫ49Њ to Ϫ26ЊC (9 March), and Ϫ35Њ to Ϫ2ЊC (12 March). The data are segregated into the rosette cases (Fig. 5a ) and the case with primarily complex rimed particles (Fig. 5b) . The increase with , with large e values of associated with more small, but relatively dense, particles and lower values of associated more large, low density aggregates. Curve fits to the rosette and complex particle data are shown in each panel.
The 1200 or so data points from the three cases combined are used to obtain the mean values shown in Fig. VOLUME 
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show that (cgs units) c 0 ϭ 0.0322, c 1 ϭ 0.38, r 2 ϭ 0.89 for gamma PSDs, and (not shown in the figure) c 0 ϭ 0.0152, c 1 ϭ 0.57, r 2 ϭ 0.81 for exponential PSDs. The fit includes the FSSP volumes, although the difference between inclusion and exclusion of FSSP data produced virtually no difference in the fit of the curves. In Figs. 5a-b, the curve derived for the gamma fit is plotted in 2 Means are derived by sorting from the lowest to highest values and dividing the sorted values into 30 groups, each with the same number of points. An average is determined for each group and the mean value of for the data points is found in each group. The e solid lines in the figure give standard deviations about the means, which include the FSSP data. In general, the mean values for e increase with . The FSSP data points produce an appreciable decrease in only with large . e each panel. The mean curve falls below the data points for the 12 March case, presumably because the particles are dense and partially rimed, and fall somewhat above the points for the 9 March case. Figures 6a-i show the versus (gamma PSD) data e for nine flights from the CRYSTAL program. Figure 7a shows the averaged data for the cases combined. The values extend to much lower values than for the ARM dataset and provide a better indication of the relationship between and over a wider range of values. The e values obtained by including the FSSP data in the e particle volume calculations (ϫ in Fig. 7a ) are only slightly lower than without the FSSP volume (squares). The largest differences between the two methods are found with large values.
(ii) CRYSTAL
Least squares curves fitted to the mean versus e data shown in Fig. 7 ponential PSDs (Fig. 7b) . It should be noted that there are distinct bulges in the lower solid lines of Figs. 7a and 7b. Note also in Fig. 7b that always remains above about 9 cm Ϫ1 , corresponding to the findings from many earlier studies (Lo and Passarelli 1982) .
The CRYSTAL curves plotted in Figs. 7a and 7b are steeper than those for ARM (dotted lines) with markedly larger values for large . This result suggests the e likelihood that some of the small CRYSTAL particles originated from frozen drops tens of microns in diameter and then rimed.
The two fitted curves from Fig. 7a are plotted in each of the panels in Fig. 6 . Overall, the single curve provides a reasonable fit to the data from each day. There is a considerable scatter about the mean curve, most notably for the two flights on 11 July (Fig. 6b ) and for 21 July (Fig. 6e) , all of which were conducted along flight legs that extended over 50 to 100 km, encountering varying cloud conditions. Relatively little scatter is noted for the 18 and 26 July cases, where single or multiple Lagrangian spiral descents through the cloud layers (see Figs.  3a and 3b) found the same types of particles throughout the descents.
In the range below about 20 cm Ϫ1 in the panels of Fig. 6 there is a downward departure of the values e from the mean curve. This trend produces scatter in the data, shown by the bulge in the lower solid line in Fig.  7a . This range of is crucial for many radar-related applications and it is important to consider the trend more accurately. An exponential curve relating to e (Յ15 cm Ϫ1 ) listed in Fig. 6a , falls through the data points in this region and is plotted in Figs. 6 and 7a . The mean -for the exponential PSDs did not show e this trend, and a second curve is not needed.
VOLUME 61 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 6. Plot of as a function of for nine CRYSTAL cases; mean curve from Fig. 7a is plotted in each panel. e
An assessment of the adequateness of the single e versus (gamma) curve fit to represent the full range of CRYSTAL values is made by comparing the IWC derived from IWC ϭ c 0 c1 V, where the coefficients used are for the gamma fit over all values and V is the measured sum of the volume from the imaging and FSSP probes. (An alternative approach uses V from the imaging probes alone, adjusting V upward by an amount related to the enhancement in the volume from FSSP particle sizes, as is discussed in appendix A and shown in Fig. 12. ) As is shown in Fig. 8a , the single curve does a reasonable job of representing the CVI IWC measurements over the full range of IWCs. Discrepancies between observations and fit are illustrated further in Fig. 8b : mean values for various intervals indicate regions of positive and negative offsets. In the range of values from 20 to about 70 cm Ϫ1 in Fig. 8b , the deviation of the predicted from the measured IWCs is probably due to a lack of data; there is a paucity of data in this range compared to other ranges, and the curve in Fig. 8a underpredicts it. For applications involving radar, the curve shown for Յ 15 cm Ϫ1 ( Fig. 6a) should be used because large particles dominate the contributions to radar reflectivity.
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FIG. 7. Plot of for CRYSTAL dataset as (a) a function for a
(iii) CRYSTAL rimed particles and graupel
Using the CPI habit classification software to discriminate periods of heavily rimed particles and graupel noted in section 3b(1), we flagged the 10-s CRYSTAL time periods (or about 1.2-km horizontal distances) to define periods where appreciable numbers of graupel or moderately to heavily rimed ice particles (top right, Fig.  4) were reported by the CPI. At least four particles per time interval (an arbitrary number) flagged it as containing rimed particles. For each flagged period, the 2D-C and HVPS images were examined by eye to corroborate the results for the CPI and to further separate the periods containing graupel. Figure 9 shows values as a function of PSD slope e for the rimed and graupel periods. The approximately 600 data points span temperatures from Ϫ50Њ to 0ЊC. The larger symbols for the 18 July case (noted with a solid square) are from within and immediately adjacent to an updraft region with peak vertical velocities exceeding 20 m s Ϫ1 and a small region containing liquid water (at most 0.2 g m Ϫ3 , or about 15% of the CVI measured water content). These values form the upe per range for the rimed particle periods. The magnitudes are comparable to those found for graupel particles reported by Heymsfield and Kajikawa (1987) Lagrangian spiral descents from two ARM cases and three CRYSTAL cases are used to examine how and e vary with temperature. There are systematic decreases in with increasing temperatures (Fig. 10a ) that coe incide with decreasing (Fig. 10b) . In the 26 July case, note the increase in during the melting process. The e apparent overlap in the temperatures is real; subsaturation resulted in melting that began at ϩ2ЊC.
c. Relationship between and median mass e diameter
The median mass diameter (D m ) is an important parameter that characterizes the mass-weighted size of the PSD. The D m for a gamma-type ice particle size distribution can be found analytically from a PSD (Mitchell 1991) , where
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FIG. 9. Mean effective densities for periods designated as containing rimed particles and graupel.
m where is the exponent in a power-law mass versus diameter relationship and and are those given by Eq. (2). The versus D m relationship is not quite the e same as the relationship between e (D) and particle size D;
is an average value and does not reflect how e e in the integral in Eq. (3) varies with particle size. An average value 2.0 is chosen for , based on the study of Brown and Francis (1995) who found that ϭ 1.9, Mitchell et al. (1990) who found that ϭ 2.0, and from the results shown later in section 3d that suggest a similar value. If in Eq. (7) the potential range of is Ϯ0.2, the resulting errors in D m are small given the range of values between Ϫ1.0 and ϩ2.0.
As noted in Fig. 11 , decreases with increasing D m . e For the CRYSTAL data at and below a 100-m diameter, the values approach the density of solid ice. e Where the curves have been fitted to the data, they take the form Figure 11 gives the plotted curves fitted to the same data except using exponential PSDs to derive D m e [where in Eq. (7) is taken to be 0].
d. dependence on ice water content e
We have examined how varies with IWC, and the e results are not shown because the scatter is so large, although decreases weakly with IWC. The scatter e can be explained through reference to the IWC equation given by Eq. (3). If in Eq. (3) is replaced by through e use of Eq. (6), it is noted that is a function of IWC/ e N 0 . Because N 0 can vary over more than four orders of magnitude (Heymsfield et al. 2002b) , is only pee ripherally related to IWC. When IWC is normalized by N 0 , the scatter virtually disappears. It can therefore be concluded that any dependence of on IWC is weak e and should not be exploited. facilitates the conversion of aircraft PSD data to remote sensing measurables (i.e., deriving radar wavelengthdependent radar reflectivities, incorporating Mie scatter effects). One approach adopted is based on method (3) described in section 1 and in Heymsfield et al. (2002a) where e (D) is related to area ratio (A r ) for single particles using
where k, n, and ␣ are presumably habit-dependent constants. As shown in Heymsfield et al. (2002b) and Heymsfield and Miloshevich (2003) , A r can be related to D through a power law,
Combining (9) and (10),
Formulation of e in terms of A r has the very desirable outcome that ice particle terminal velocity (which depends on particle area or A r ) and m can be found in a self-consistent manner. A detailed discussion of how the coefficients k and ␣ are derived is given in appendix B, where the approach takes n to be 1.5. An analytic representation is used to derive IWC in terms of a, b, and the gamma fit coefficients. The a and b coefficients for each 5-s interval are derived from a fit to the a versus D and b versus D particle image data, and the gamma fit coefficients are derived for the same periods. The coefficients k and ␣ are varied and the ratio of the calculated and measured IWCs (removing outlying ratios as described in the appendix) are derived over the full range of observed values. The coefficient k is then adjusted upward until this ratio is unity. The k and ␣ that produce the minimum standard deviation of the ratio yields the best estimate of these coefficients. For reasons described in the appendix, the IWC estimates from the FSSP size distributions are not included in this analysis.
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For the CRYSTAL particles, the coefficients are k ϭ 0.0540, n ϭ 1.5, and ␣ ϭ Ϫ0.8. For the ARM particles, the coefficients are k ϭ 0.078, n ϭ 1.5, and ␣ ϭ Ϫ0.6. Note that these relationships use D in centimeters, e is in grams per cubic centimeter, and that e should be restricted to an upper limit of 0.91 g cm Ϫ3 . Note also that the coefficients differ somewhat from those derived for the ARM dataset in Heymsfield et al. (2002a) because of the use of improved estimates of the particle area ratios. And finally, these relationships are derived for situations where the size distributions extend to 300 or 400 m and above. For situations dominated by small particles, see Heymsfield et al. (2004) . have also been developed separately for the ARM and CRYSTAL datasets, using method (2) described in section 1. The basic process is as described for the area ratio approach in appendix B, where in Eq. (12), g 0 ϭ (6/)k, g 1 ϭ ␣, and n ϭ 0. Using the basic form of the IWC relationship given by Eq. (1) but using the binned (measured) size distributions, the exponent g 1 in Eq. (12) is varied over the range from 1.7 to 2.7, in increments of 0.05. Initially, g 0 is taken to be 1.0. For each g 1 value, the mean ratio of the calculated to CVI IWCs is found. Then, g 0 is adjusted so that this mean ratio is equal to unity. With reference to Fig. 12 , the best estimate of the CRYSTAL mass-dimensional relationship was found from the heavy solid curve that had a slope closest to 0.
This method is first applied to the CRYSTAL dataset, using the relationship m ϭ 2.94 ϫ 10 Ϫ3 D 1.9 investigated by Brown and Francis (1995) . The exponent is 1.9, and, as shown in Fig. 12c , there is a slightly upward trend VOLUME 61 to the heavy curve, indicating that the exponent should probably be larger (more mass for the larger particles). The coefficient shown in Fig. 12c is somewhat larger than the Brown and Francis value. As shown in Table  1 's center column, the Brown and Francis relationship produces a slight underestimate of the IWCs for the dataset as a whole but with considerable day-to-day variability. This relationship does especially well, given that the clouds Brown and Francis studied were layer clouds, different than the types of clouds studied here, and may not be expected to apply to this situation.
Using the same method to compare the calculations with observations but with variable g 0 and g 1 coefficients, Fig. 12 and Table 1 (right column) show improved results using our best estimates of these coefficients (g 0 ϭ 0.006 10, g 1 ϭ 2.05, cgs units) for the CRYSTAL dataset. (For D Յ 0.001 cm, a density of solid ice should be assumed.) Overall, this new relationship produces good results over a wide range of , including the particularly crucial range (for radar studies) of Ͻ 10 cm Ϫ1 . It should be pointed out, however, that a single relationship does not fit the wide variability of s (D) relationships that certainly apply to the CRYS-TAL dataset. Table 2 shows the results for the two ARM cases dominated by bullet-rosette-type ice particles, where it is found that g 0 ϭ 0.0111 and g 1 ϭ 2.4 (cgs units). The Brown and Francis relationship tends to overpredict the IWCs. The relationship shown in the table produce quite accurate estimates of the IWCs. Figure 13 shows the application of the area ratio and power-law coefficients to the calculation of IWCs for the CRYSTAL and ARM datasets, referencing these values to the coincident CVI IWCs. In general, the coefficients derived here provide good estimates of the IWCs.
Summary and conclusions
This study uses particle spectrometer measurements and measured condensed water contents in synoptically and convectively generated ice cloud layers, in convection, and in the melting layer, to derive the mean effective ice particle densities for ice particle populations, and as a function of size within the population. In comparison to earlier investigations using effective densities or masses of several hundred particles at a time, this study characterizes these properties using millions of particles. It has the added benefit of measurements made directly within the cloud layers rather than at the surface where, between the cloud layers and the surface, changes in the particle morphology may occur.
Using the relationships developed between and e spectral slope , it is simply a matter of finding the volume of the particle population from the fitted PSD coefficients, which, when multiplied by , yields IWC. e From measured (binned) size distributions, the size-dependent e relationships can be used to derive IWC. Using this technique, improvements can be made to estimates of IWC from past datasets where direct measurements of IWC were unavailable. Using the sizedependent e representations and the relationships for area ratio as a function of the slope of the size distributions allows one to derive a large number of bulk ice cloud properties using the general equations developed in Heymsfield et al. (2002b) . These relations require a value for , which can be derived from the air temperature, as an approximation. Furthermore, bulk microphysical parameterizations schemes can be made more consistent with observational data, by having a variable snow density rather than a constant one. Finally, because and the coefficients necessary to find the particle e cross-sectional area are now given, calculations of the mean fall velocities of ice particle populations can now be directly derived.
The authors believe that their conclusions apply to ice clouds formed by large-scale ascent or in cirrus generating cells where bullet rosette and complex ice particle types predominate, as well as in convectively generated anvils. The slopes of the particle size distributions and the coefficients in the area ratio versus size relationships, are comparable to those observed in tropical ice clouds (Heymsfield et al. 2002b ) and in a wider set of midlatitude clouds (Heymsfield and Miloshevich 2003) . Clearly, more observations of the type described here are needed, especially within the melting layer and in convection. UND Citation aircraft, to Paul Willis and Andrey Sinkevich for their help with the data collection and analysis, and to Nancy and Charlie Knight for their careful and thoughtful reviews of this manuscript.
APPENDIX A
Error Sources in the Density Estimates
There are a number of possible error sources in our estimation of : 1) the largest dimension of each pare ticle may not be measured because it could be in a plane different than imaged by the particle probes, thereby leading to underestimating V and overestimating ; 2) e underestimating concentration measurements from the 2D-C probe for sizes below about 100 m if FSSP data are not used in some way, leading to underestimating V and overestimating ; 3) concentrations (and V) from e FSSP PSDs may be artificially enhanced by breakup of large ice particles in the probe inlet, leading to overestimating V and underestimating ; and 4) CVI une dersampling of large particles, leading to an underestimate in . e For 1) above, underestimating the maximum dimension of each particle, D, will introduce some overestimates of the derived values of because of the D 3 e dependence on the volume of each particle and on the total volume V. The work of Strapp et al. (2001) suggests that the sizing error for water drops is negligible for 100-m particles, rising to 5% at 500 m. Ice particles, even complex aggregates, are not spherical; hence, other sizing errors may influence the value of V. The imaging probes are oriented so that they measure the projected area of particles in their horizontal (fall) orientation. As particles tend to fall with their maximum projected area horizontal, the maximum D for the projections are close to the maximum particle size. Although there is some reorientation of particles as they enter the inlet of the imaging probes, this problem appears to be most pronounced for column and platelike crystals (King 1986 ) and probably introduces a small error here. Assuming as an approximation, an average underestimate in D of 5% (a 1000-m particle is measured as 950 m) yields an estimated low bias of 16% in V and a comparable overestimate of the same magnitude in . e
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FIG. A1. Increase in ensemble particle volume by the addition of particle volumes from FSSP PSDs. Curve fits to the data are given.
With respect to 2), Fig. A1 shows the increase in the ensemble V obtained by adding V from the FSSP data to those from the imaging probes alone. The increases in V are much larger for the CRYSTAL data than for ARM because of the plethora of small particles in CRYSTAL. The additional volume is small in the most cases. Regarding 3), preliminary estimates by several investigators (P. Field 2002, personal communication) suggest that the FSSP concentrations may be overestimated by a factor of 2 when particles larger than several hundred microns are present. The maximum error in the ensemble V would be about one half of the mean values shown in Fig. A1 , or at most 5%.
Regarding 4), the HVPS probe has a sample volume that is about 250 times the sample volume of the CVI probe. For CRYSTAL, the IWCs derived from the CVI data sometimes may be underestimated because larger particles can be present in concentrations below that which the CVI could detect. To examine the potential underestimation, a known distribution of particles from a Lagrangian spiral from a CRYSTAL flight is randomly placed in a volume of 5 cm ϫ 5 cm ϫ 600 m (the approximate CVI sample area and the flight distance of the Citation in 5 s). Each particle is assumed to be a cylinder with a height equal to 80% of its diameter to simulate a large aggregate. After the cylindrical volume of each particle is computed and its mass is estimated from the relationship reported in Brown and Francis (1995) , the appropriate mass per pixel in the 5 cm ϫ 5 cm plane sampled in 5 s is determined and added to the array. Once all particles have been added, the total mass contained in a volume that would be collected by a circular inlet of 0.635 cm over the 600-m distance is found. The inlet is then moved to 50 random locations in the 5 cm ϫ 5 cm plane to check for local variability.
The model has been run using the size distributions collected by the 2D-C and HVPS on 26 and 29 July from CRYSTAL. Results show that the CVI model shows no sampling bias (from the mean ratios of model CVI IWCs to total IWCs in the volume) for reasonable IWC values (greater than 0.05 g m Ϫ3 ). However, the variability among the 50 samples can be high. The mean random error at 1 g m Ϫ3 is 10% with a maximum error of 30%. The mean random error at 0.2 g m Ϫ3 is about 30% with a maximum error of 60%. This variability would be even higher for 1-s samples or very low IWC values. However, this random error should not affect the best-fit parameterizations developed here.
To summarize, for a high bias of the order of 20% e is estimated from a combination of underestimates in particle diameters and 2D-C probe concentrations of smaller particles; a low bias in of, at most, 5% from e overestimations of the particle volumes (primarily for large values of ) by including FSSP particles; and a random bias in of about 10%-30% (primarily for e small values of ) from CVI particle collection issues. There is also an additional uncertainty in the CVI measurement of approximately 11% for typical IWCs of 0.2 g m Ϫ3 (Twohy et al. 1997 ).
APPENDIX B
Derivation of Density-Area Ratio and Density-Size Relationships
The representation of the IWC in integral form given by Eq. (1), the form of the PSD given by Eq. (2), and the formulation of e (D) given by Eq. (11) can be combined to yield n N ka ⌫(4 ϩ bn ϩ ␣ ϩ )
6 where m in Eq. (1) is replaced with (/6) e D 3 . The basic idea is to find the coefficients on the right-hand side (rhs) of Eq. (B1) that match the CVI IWCs on the lefthand side (lhs).
The IWCs implied from the FSSP data are not added to the IWCs given by Eq. (B1), because, although the spherical particle volume implied by the FSSP data are small relative to the volume in the large sizes, this is not the case for the implied IWC.
B1 Examination of the FSSP PSDs in ice regions indicates disproportionately large numbers of particles in the largest FSSP bins. This is supported by other observations that show that FSSP sizes are up to a factor of 2 too large (P. Field 2003, personal communication) , and the FSSP concentrations may be a factor of 2 too large (Field et al. 2003) . Taken together, size and concentration errors could lead to an order of magnitude too large of an IWC in FSSP sizes.
In Eq. (B1), the variables a and b are measurable, derived from curve fits to the 2D and HVPS imaging B1 If the FSSP volume is multiplied by a density of 0.91 g m Ϫ3 to get an IWC, and the population mean density of order 0.05 g m Ϫ3 is multiplied by the corresponding volume of the population, the FSSP IWC becomes relatively large. probe A r versus D data for each 5-s observation over different ranges of (Fig. B1) , and n can be taken to be 1.5, as in Heymsfield et al. (2002b) . Because the area ratio data came from a combination of probes that spanned a size range much larger than the largest particles, a large majority of the particles were entirely within the probes' field of view. The values for N 0 , , and are taken to be the values derived from the PSDs. The IWCs are taken to be those measured by the CVI, and the modification as follows. Our values are derived for D larger than about 30 m. The values for the coefficients k and ␣ are found by first taking the ratio (R) of the lhs to those on the rhs of Eq. (B1). Values of R that extended substantially below or above unity were filtered out of the dataset. B2 The value of ␣ is varied B2 The ratio of calculated to CVI-measured IWCs was examined to see whether unrealistically low or high values were contained in the dataset. The ratios were sorted by increasing amount. Questionable data points were noted at low and high ratios. Many of the latter points were likely due to hysteresis of the CVI probe and many of the former points due to imaging probe sampling issues. We have objectively removed these points in the sorted dataset by elimating the first 10% of the points and the last 20%.
until the R values are nearly constant for all s. The mean values for R are found in even intervals of log() and ␣ is found when the slope of a fit to the mean values of R across is 0. Once ␣ is found, k is scaled to produce R ϭ 1.0.
The process is demonstrated by assuming hypothetically that the e values for ice particle populations can be represented by the coefficients deduced by Heymsfield et al. (2002b) for the Tropical Rainfall Measure-ment Mission (TRMM) observations: k ϭ 0.07 and ␣ ϭ Ϫ0.5 (cgs units). Using the binned size distribution data from CRYSTAL and the actual measured area ratio data for the individual particles rather than a fit to the A r versus D data, hypothetical ''true'' IWCs are derived. Taking the IWCs from the binned size distributions (from the imaging probes) and the TRMM coefficients as truth, Fig. B2a shows an example in which ␣ is taken to be Ϫ1.0; R increases with increasing . (The value of k does not matter.) Because R is directly proportional to , the exponent of is too small, and ␣ therefore is too large. The relationship between R and is nearly flat (Fig. B2b) if the actual values of ␣ and k are taken, any deviations from a slope of 0 being due to PSD fitting errors. The average value of R is 0.93 Ϯ 0.20, meaning that the various curve fits used in the analysis are doing a good but not perfect job of representing the actual IWC. Examination of our dataset suggests that the errors are primarily in the fits to the area ratio coefficients and not those of the PSD. Figure B2c summarizes applications of the procedure to the CRYSTAL dataset. This set of coefficients (listed in the panel title) produces a flat distribution of with a mean value of R equal to unity. Although these coefficients are a first approximation of a general relationship for particles of the complex types observed for CRYSTAL, there is a considerable amount of natural variability and no single relationship can be applied to all situations.
A similar procedure has been applied to the ARM dataset, leading to the coefficients presented in section 3e1.
