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Kopule v modelih udarov
Povzetek
V delu predstavimo kopule in njihovo uporabo v modelih udarov. Ime kopula
izvira iz latinske besede za ’vez’ ali ’povezavo’, kar v grobem tudi opǐse njihov na-
men. Kopule definiramo in prek Sklarovega izreka vpeljemo v svet verjetnosti in
porazdelitvenih funkcij. Za lažjo predstavo se srečamo z bolj znanimi kopulami in
jih vizualno predstavimo v obliki prostorskih grafov, nivojnic in razsevnih diagra-
mov. Vpeljemo jih v modele udarov in na primerih prikažemo njihovo uporabno
vrednost. Z modeli udarov predstavimo prihod udara v nek sistem. Glede na vrsto
in porazdelitev časov udarov ter število in vrsto komponent razlikujemo različne mo-
dele. V tem delu se bomo srečali z dvokomponentnimi sistemi in glede na učinek in
porazdelitev časov udarov ločili tri primere. Za različne modele udarov definiramo
kopule in z njihovo pomočjo povežemo porazdelitvene funkcije življenjskih dob v
porazdelitveno funkcijo življenjske dobe sistema.
Copulas in shock models
Abstract
We introduce copulas and their usage in shock models. The name copula derives
from the latin word for ’link’ or ’tie’, which roughly describes their purpose. We
define copulas and introduce them to the world of probability and distribution func-
tions via the Sklar theorem. To get a clearer picture of what copulas are, we get
to know some of the more famous copulas and see their visual representations in
the form of spatial graphs, contour plots and scatterplots. We introduce copulas to
shock models and show their usability via examples. Via shock models we introduce
arrivals of shocks into systems. Based on the type and distribution of shock arrival
times and number and types of components we distinguish different models. In this
thesis we will get acquintanced with two-component systems, and based on effects
and the distribution of shock arrival times we will define three different models. We
define copulas for different shock models and through their application bind multiple
univariate distribution functions into one distribution function of the system.
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1. Uvod
Besedo kopula je leta 1959 prvič uporabil Sklar, da bi poimenoval vrsto funkcij, ki
ustrezajo določenim zahtevam. Sama uporaba kopul, čeprav takrat še nepoznanih
pod tem imenom, se pojavlja že 20 let pred Sklarovo omembo v delih Hoeffdinga,
Frécheta, Dall’Aglia in Férona. V spletnem slovarju SSKJ pod vnosom kopula naj-
demo geslo:
kópula -e ž (ô. ) lingv. pomensko nepopolni glagol, navadno biti, kot del povedka;
vez: poiskati kopule v stavku //
veznik: kopule: in, pa, ter
♦ filoz. beseda, ki potrjuje ali zanikuje odnos med osebkom in povedkom
Kopule v nekem smislu so povezave, in sicer ”povežejo”več porazdelitvenih funkcij
ene spremenljivke v eno skupno porazdelitveno funkcijo več spremenljivk. V osnovi
so družina funkcij, ki zadoščajo nekim pogojem, lahko pa bi rekli tudi, da povezujejo
več porazdelitvenih funkcij ene spremenljivke v skupno porazdelitveno funkcijo več
spremenljivk. Ni narobe, če jih predstavimo kot skupne porazdelitvene funkcije več
spremenljivk, katerih robne porazdelitvene funkcije so enakomerne zvezne. Upo-
rabljajo se na številnih področjih, recimo v kvantitativnih financah, inženirstvu,
medicini in pri generiranju slučajnih vektorjev. Več o tem si lahko preberete na
spletni strani [6].
V tretjem poglavju bomo najprej definirali pojme, ki jih potrebujemo za definicijo
kopul in nato v četrtem poglavju definirali kopule kot funkcije. Za lažjo predstavo
bomo kopule vizualno predstavili prek grafov nivojnic in prostorskih grafov. V petem
poglavju bomo prek Sklarovega izreka vpeljali kopule na področje verjetnosti in
statistike. Šesto poglavje bomo namenili predstavitvi kopul preživetja in v sedmem
poglavju vse preǰsnje pojme z dveh dimnezij posplošili na več dimenzij. Za konec
bomo v osmem poglavju kopule vpeljali še v modele udarov, kjer bomo predstavili
tri različne kopule in primere takih kopul.
2. Motivacija
Dandanašnji imamo veliko sistemov, katerih delovanje je odvisno od več kompo-
nent. Za primere lahko vzamemo računalnik, letalo, razne elektronske naprave, tudi
človeško telo je sestavljeno iz več komponent.
Zamislimo si preprost sistem, ki je odvisen od dveh komponent, recimo letalo, ki
ima dva motorja. Definirajmo še tri vrste udarov, ki prežijo na naš sistem. Prva
vrsta udara preži na prvo komponento, torej levi motor, druga vrsta udara na drugo
komponento, v našem primeru na desni motor, imamo pa še tretjo vrsto udara,
ki preži na cel sistem, torej na oba motorja naenkrat. Predpostavimo še, da je
tip udara, ki prizadane sistem usoden za komponento, na katero vpliva. Poznamo
porazdelitve prihodnih časov udarov, ki prežijo na posamezni komponenti in poraz-
delitve prihodnjih časov udarov, ki prežijo na celoten sistem. Zanima nas verjetnost,
da letalo ostane v zraku po neki točki v prihodnosti. Ta podatek lahko podamo s
skupno funkcijo preživetja. A kako jo izračunamo? Kaj lahko povemo o funkciji
preživetja celega sistema? Kaj pa, če predpostavimo, da prvi udar, ki deluje le na
prvo komponento, zanjo ni usoden in se njeno delovanje obnovi? Pri analiziranju
takih sistemov se kopula izkaže kot izvrstno orodje, ki nam pomaga pri delu.
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3. Potrebni pojmi
V uvodu je bilo govora o kopulah na bolj neformalni ravni, za natančno razume-
vanje pa je potrebna vpeljava matematičnih oznak.
Na začetku definirajmo pojem 2-naraščanja, ki je ena ključnih lastnosti kopul.
Definicija 3.1. Naj bosta S1, S2 6= Ø podmnožici in S1, S2 ⊆ R̄, kjer je R̄ realna
os, ki vključuje tudi −∞ in ∞, torej R̄ = [−∞,∞]. Naj bo H realna funkcija dveh
spremenljivk, tako da je Df (H) = S1×S2. Naj bo B = [x1, x2]×[y1, y2] pravokotnik,
katerega vsa oglǐsča ležijo v Df (H). H-prostornina pravokotnika B je podana z
(1) VH(B) = H(x2, y2)−H(x2, y1)−H(x1, y2) +H(x1, y1).
Če definiramo še razliko prve stopnje za H na pravokotniku B kot
∆x2x1H(x, y) = H(x2, y)−H(x1, y) in ∆
y2
y1
H(x, y) = H(x, y2)−H(x, y1),
lahko H-prostornino pravokotnika B zapǐsemo tudi kot razliko druge stopnje za H
na B,
VH(B) = ∆
y2
y1
∆x2x1H(x, y).
Sedaj smo pripravljeni definirati 2-naraščanje.
Definicija 3.2. Funkcija dveh spremenljivk H je 2-naraščajoča, če je VH(B) ≥ 0
za vse pravokotnike, katerih vsa oglǐsča ležijo v Df (H).
Opomba 3.3. Kot bosta pokazala sledeča primera, je potrebno biti previden, saj
2-naraščanje ne implicira naraščanja v posameznem argumentu funkcije, prav tako
naraščanje v posameznem argumentu funkcije ne implicira 2-naraščanja funkcije.
Primer 3.4. Naj bo H funkcija z Df (H) = [0, 1] × [0, 1], definirana s predpisom
H(x, y) = (3x − 2)(2y − 1). Za vse x1, x2, y1, y2 ∈ [0, 1], kjer x1 ≤ x2 in y1 ≤ y2,
moramo pokazati VH([x1, x2]× [y1, y2]) ≥ 0. Z uporabo formule (1) izračunamo, da
je H-prostornina območja [x1, x2]× [y1, y2] enaka
VH([x1, x2]× [y1, y2]) = (3x2− 2)(2y2− 1)− (3x2− 2)(2y1− 1)− (3x1− 2)(2y2− 1)+
+(3x1 − 2)(2y1 − 1) = (3x2 − 2)(2y2 − 1− 2y1 + 1) + (3x1 − 2)(2y1 − 1− 2y2 + 1) =
= (3x2 − 2)(2y2 − 2y1)− (3x1 − 2)(2y2 − 2y1) = (3x2 − 2− 3x1 + 2)(2y2 − 2y1) =
= (3x2 − 3x1)(2y2 − 2y1) = 6(x2 − x1)(y2 − y1) ≥ 0,
funkcija H pa je padajoča za vsak x, ko y ∈ [0, 1
2
) in padajoča za vsak y, ko je
x ∈ [0, 2
3
). ♦
Primer 3.5. Naj bo H funkcija z Df (H) = [0, 1] × [0, 1] in predpisom H(x, y) =
x + y − min(x, y). H je nepadajoča v vsakem argumentu, H-prostornina območja
[0, 1]× [0, 1] pa je VH([0, 1]× [0, 1]) = −1. ♦
Vseeno pa nekaj lahko rečemo o funkciji, ki je 2-naraščajoča, to nam pove nasle-
dnja lema, ki je neposredna posledica definicij 3.1 in 3.2.
Lema 3.6. Naj bosta S1, S2 6= Ø podmnožici R̄ in naj bo H 2-naraščajoča funkcija
z Df (H) = S1 × S2. Iz S1 izberemo točki x1 in x2, tako da x1 ≤ x2, iz S2 pa točki
y1 in y2, tako da y1 ≤ y2. Potem je funkcija t 7→ H(t, y2)−H(t, y1) nepadajoča na
S1 in funkcija t 7→ H(x2, t)−H(x1, t) nepadajoča na S2.
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Dokaz. Dokažimo za funkcijo t 7→ H(t, y2) − H(t, y1). Iz S1 si izberemo poljubna
t1, t2 z lastnostjo t1 ≤ t2. Imamo f(t2)− f(t1) = H(t2, y2)−H(t2, y1) +H(t1, y2)−
H(t1, y1) ≥ 0 zaradi 2-naraščanja H, torej je f(t) nepadajoča. Za t 7→ H(x2, t) −
H(x1, t) je dokaz simetričen. 
Vpeljimo še pojma prizemljenosti in robnih funkcij.
Definicija 3.7. Naj bosta S1, S2 ⊆ R̄ neprazni in naj ima S1 najmanǰsi element a1 in
S2 najmanǰsi element a2. Naj bo H funkcija iz S1×S2 7→ R. Za funkcijo H pravimo,
da je prizemljena, če velja H(a1, y) = H(x, a2) = 0 za vsak (x, y) ∈ S1 × S2.
Za prizemljeno 2-naraščajočo funkcijo pokažemo, da je nepadajoča v vsakem ar-
gumentu.
Lema 3.8. Naj bosta S1, S2 6= Ø podmnožici ⊆ R̄ in naj bo H prizemljena 2-
naraščajoča funkcija z definicijskim območjem S1 × S2. Potem je H nepadajoča v
vsakem argumentu.
Dokaz. Naj bosta a1 najmanǰsi element v S1 in a2 najmanǰsi element S2. Vstavimo ju
v lemo 3.6 kot x1 = a1, y1 = a2. Dobimo funkciji t 7→ H(t, y2)−H(t, a2) = H(t, y2)
in t 7→ H(x2, t) − H(a1, t) = H(x2, t). Po lemi 3.6 sledi, da sta dobljeni funkciji
nepadajoči. 
Definicija 3.9. Naj bosta S1 in S2 podmnožici R̄, in naj ima S1 največji element
b1, S2 pa največji element b2. Za funkcijo H z Df (H) = S1 × S2 rečemo, da ima
robni funkciji F in G, če je
Df (F ) = S1, F (x) = H(x, b2) za ∀x ∈ S1,
Df (G) = S2, G(y) = H(b1, y) za ∀y ∈ S2.
Pokažimo na primeru, kaj pomeni, da ima funkcija robne funkcije in je prize-
mljena.
Primer 3.10. Naj bo H funkcija z Df (H) = [0, 1]
2, ki je definirana s predpisom
H(x, y) = xy. Množica S1 = [0, 1] ima najmanǰsi element a1 = 0 in največji element
b1 = 1, podobno velja za S2. Potem je H prizemljena, saj je H(x, 0) = H(0, y) = 0
za ∀x, y ∈ [0, 1]. Funkcija ima tudi robni funkciji, podani z
F (x) = H(x, 1) = x in G(y) = H(1, y) = y.
♦
Zaključimo to poglavje z lemo, ki nam bo v nadaljevanju koristila pri dokazovanju
zveznosti podkopul in kopul.
Lema 3.11. Naj bosta S1 in S2 neprazni podmnožici R̄ in naj bo H prizemljena,
2-naraščajoča funkcija z robnima funkcijama F in G, katere definicijsko območje je
Df (H) = S1 × S2. Naj bosta (x1, y1) in (x2, y2) poljubni točki iz S1 × S2. Potem
velja:
|H(x2, y2)−H(x1, y1)| ≤ |F (x2)− F (x1)|+ |G(y2)−G(y1)|.
Dokaz. Iz trikotnǐske neenakosti sledi
|H(x2, y2)−H(x1, y1)| ≤ |H(x2, y2)−H(x1, y2)|+ |H(x1, y2)−H(x1, y1)|.
Predpostavimo x1 ≤ x2. Ker je H prizemljena, 2-naraščajoča in ima robni funkciji,
iz leme 3.6 sledi, da je ∆y2y1H(x, y) nepadajoča kot funkcija x, torej 0 ≤ H(x2, y2)−
H(x1, y2) ≤ H(x2, 1) −H(x1, 1) ≤ F (x2) − F (x1). Podobna neenakost velja tudi v
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primeru, da je x1 ≥ x2, 0 ≤ H(x1, y2)−H(x2, y2) ≤ H(x1, 1)−H(x2, 1) ≤ F (x1)−
F (x2). Sledi, da za vsaka x1 in x2 iz S1 velja |H(x2, y2)−H(x1, y2)| ≤ |F (x2)−F (x1)|.
Podobno za vsaka y1 in y2 iz S2 velja, da je |H(x1, y2)−H(x1, y1)| ≤ |G(y2)−G(y1)|,
s čimer dokončamo dokaz. 
Sedaj smo pripravljeni definirati kopule.
4. Kopule
To poglavje začnemo z definicijo podkopul, ki so večja družina funkcij kot kopule.
Definicija 4.1. 2-podkopula je funkcija C, za katero veljajo naslednje lastnosti:
(C1) Df (C) = S1 × S2, kjer sta S1 in S2 podmnožici [0, 1], ki vsebujeta 0 in 1;
(C2) C je prizemljena in 2-naraščajoča;
(C3) Za vsak u ∈ S1 in vsak v ∈ S2 je
(2) C(u, 1) = u in C(1, v) = v,
kar pomeni, da C ima robni funkciji, ki sta identični funkciji na S1 oziroma
S2.
Opazimo, da za vsaka (u, v) ∈ Df (C) velja 0 ≤ C(u, v) ≤ 1, torej je tudi Zf (C) ⊆
[0, 1].
Definicija 4.2. Kopula je 2-podkopula, katere definicijsko območje je Df (C) =
[0, 1]2.
Ekvivalentno je kopula funkcija C iz [0, 1]2 → [0, 1] z naslednjima lastnostima:
(Ca) Za vsaka u, v iz [0, 1] velja
(3) C(u, 0) = C(0, v) = 0
(4) C(u, 1) = u in C(1, v) = v;
(Cb) Za vse u1, u2, v1, v2 iz [0, 1], take, da u1 ≤ u2 in v1 ≤ v2 velja:
(5) C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0.
Navedimo in dokažimo na tej točki nekaj lastnosti podkopul, ki seveda držijo tudi
za kopule, saj je vsaka kopula tudi podkopula.
Izrek 4.3. Naj bo C podkopula. Za vsaka (u, v) ∈ Df (C) velja
(6) max(u+ v − 1, 0) ≤ C(u, v) ≤ min(u, v).
Dokaz. Naj bo (u, v) neka točka iz Df (C). Vemo da velja
C(u, v) ≤ C(u, 1) = u in C(u, v) ≤ C(1, v) = v za ∀u, v ∈ [0, 1].
Sledi torej, da je
C(u, v) ≤ min(u, v).
Iz lastnosti 2-naraščanja kopule sledi VC([u, 1]× [v, 1]) ≥ 0, kar implicira C(u, v) ≥
u+ v − 1, saj
VC([u, 1]× [v, 1]) = C(1, 1)−C(u, 1)−C(v, 1) +C(u, v) = 1− u− v +C(u, v) ≥ 0.
Ko upoštevamo še, da je C(u, v) ≥ 0, vidimo, da je C(u, v) ≥ max(u + v − 1, 0) in
neenakosti sta dokazani. 
7
Zgornjima mejama rečemo tudi Fréchet-Hoeffdingovi spodnja in zgornja
meja. Potrebno je omeniti, da sta za dvorazsežni primer tako zgornja kot spodnja
meja kopuli, kar dokažemo v naslednji trditvi.
Trditev 4.4. Zgornja in spodnja Fréchet-Hoeffdingova meja sta kopuli.
Dokaz. Pokazati moramo, da funkciji zadoščata lastnostim kopul, ki smo jih navedli
v definiciji 4.2. Označimo W (u, v) = max(u+ v − 1, 0) in M(u, v) = min(u, v).
• Df (C) = [0, 1]2: Ker neenakost, s katero omejujeta kopule, velja za vse
(u, v) ∈ [0, 1]2, je njuno definicijsko območje [0, 1]2.
• C je prizemljena: Velja W (u, 0) = W (0, v) = 0 in M(0, v) = M(u, 0) = 0,
torej sta prizemljeni.
• C je 2-naraščajoča: Izberemo poljubne u1, u2, v1, v2 ∈ [0, 1], za katere je
u1 ≤ u2 in v1 ≤ v2. Glede na urejenost u1, u2, v1, v2 dobimo štiri podprimere
za vsako mejo.
– Obravnavajmo najprej primer u2 ≤ v2, u1 ≤ v1
VM([u1, u2]× [v1, v2]) = min(u2, v2)−min(u1, v2)−min(u2, v1) + min(u1, v1) =
= u2 − u1 −min(u2, v1) + u1 ≥ 0
– Naj bo sedaj u2 ≤ v2, u1 ≥ v1
VM([u1, u2]× [v1, v2]) = min(u2, v2)−min(u1, v2)−min(u2, v1) + min(u1, v1) =
= u2 − u1 − v1 + v1 ≥ 0
– Dokaza za preostala dva primera sta simetrična tema dvema.
Zapǐsimo W (u, v) kot W (u, v) = v −min(1− u, v). Opazimo
VW ([u1, u2]× [v1, v2]) =
= max(u2 +v2−1, 0)−max(u2 +v1−1, 0)−max(u1 +v2−1, 0)+max(u1 +v1−1, 0) =
= −v2 + min(1− u1, v2) + v1 −min(1− u1, v1)+
+v2 −min(1− u2, v2)− v1 + min(1− u2, v1) =
= min(1− u1, v2)−min(1− u1, v1)−min(1− u2, v2) + min(1− u2, v1) =
= VM([1− u2, 1− u1]× [v1, v2]).
Kot smo videli pri kopuli M , je VM([1 − u2, 1 − u1] × [v1, v2]) ≥ 0, saj za
u1 ≤ u2 velja 1− u2 ≤ 1− u1.
• W (u, v) in M(u, v) imata robni funkciji. W (1, v) = max(1 + v − 1, 0) = v,
W (u, 1) = max(1 + u − 1, 0) = u. M(u, 1) = min(u, 1) = u, podobno velja
za v.

Še ena pomembna kopula, ki je ne smemo izpustiti, je produktna kopula, Π(u, v) =
uv za u, v ∈ [0, 1].
Primer 4.5. Pokažimo, da zadošča lastnostim definicije 4.2.
Izberimo poljubne {u1, u2, v1, v2} ∈ [0, 1], za katere je u1 ≤ u2 in v1 ≤ v2
• Funkcija slika iz [0, 1]2 → [0, 1] po definiciji.
• Π(u, 0) = u · 0 = 0, enako za u = 0.
• Π(u, 1) = u · 1 = u, enako za u = 1.
• VΠ([u1, u2]× [v1, v2]) = u2v2−u2v1−u1v2 +u1v1 = u2(v2−v1)−u1(v2−v1) =
(u2 − u1)(v2 − v1) ≥ 0, ker u2 ≥ u1 in v2 ≥ v1.
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♦
Iz lastnosti, da spodnja in zgornja Fréchet-Hoeffdingova meja omejujeta vse ko-
pule, lahko sklepamo na delno urejenost množice kopul. Z naslednjo definicijo for-
maliziramo koncept urejenosti na množici kopul.
Definicija 4.6. Če sta C1 in C2 kopuli, rečemo, da je C1 manǰsa od C2, če velja
C1(u, v) ≤ C2(u, v) za vse u, v ∈ [0, 1].
Naslednji izrek sledi direktno iz leme 3.11, kjer prek Lipshitzovega pogoja
pokažemo, da je C enakomerno zvezna na Df (C). Naj bosta x, y ∈ R2 in f : R2 → R.
Funkcija f izpolnjuje Lipshitzov pogoj, če obstaja taka konstanta K ∈ R+0 , da za
vsak x, y ∈ Df (f) velja |f(x) − f(y)| ≤ K||x − y||. Vsaka funkcija, ki izpolnjuje
Lipschitzov pogoj, je enakomerno zvezna na svoji domeni. Več o Lipshitzovem
pogoju je dostopno na [7].
Izrek 4.7. Naj bo C podkopula. Kot v lemi 3.11, za vsaka para točk (u1, u2), (v1, v2)
iz Df (C) velja
|C(u2, v2)− C(u1, v1)| ≤ |u2 − u1|+ |v2 − v1|,
torej je C enakomerno zvezna na Df (C).
Dokaz. Izberemo poljubni točki (u1, v1), (u2, v2) iz [0, 1]
2. Predpostavimo najprej
u1 ≤ u2 in v1 ≤ v2. Iz leme 3.6 in definicije 4.2 sledi
C(u2, v2)− C(u1, v1) = C(u2, v2)− C(u1, v2) + C(u1, v2)− C(u1, v1) ≤
≤ C(u2, 1)− C(u1, 1) + C(1, v2)− C(1, v1) = u2 − u1 + v2 − v1,
saj je C 2-naraščajoča prizemljena funkcija z robnima porazdelitvama. Če obrnemo
vlogi u1 in u2 ter v1 in v2 dobimo
|C(u2, v2)− C(u1, v1)| ≤ |u2 − u1|+ |v2 − v1|,
kar je Lipschitzov pogoj s konstanto 1, če na R2 upoštevamo 1-normo. Od tod sledi,
da je C enakomerno zvezna. 
Navedimo še definicijo, prek katere bomo lahko dokazali posledico, ki bo kasneje
koristna pri konstrukciji robnih porazdelitvenih funkcij iz skupne porazdelitvene
funkcije.
Definicija 4.8. Naj bo C kopula in naj bo a ∈ [0, 1]. Vodoravni presek C pri
a je funkcija iz [0, 1] → [0, 1], podana s t 7→ C(t, a). Navpični presek C pri a je
funkcija iz [0, 1]→ [0, 1], podana s t 7→ C(a, t) in diagonalni presek C je funkcija
δC , podana z δC(t) = C(t, t).
Posledica 4.9. Vodoravni in navpični presek kopule C pri a sta enakomerno zvezna
in nepadajoča na [0, 1].
Dokaz. Izberemo točke x1, x2, a iz [0, 1]. Predpostavimo x1 ≤ x2. Dokazujemo
enakomerno zveznost vodoravnega preseka. Računamo razliko |C(x2, a)−C(x1, a)|.
Iz izreka 4.7 sledi
|C(x2, a)− C(x1, a)| ≤ |x2 − x1|,
torej je vodoravni presek enakomerno zvezen. Podobno velja za navpični presek. 
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Iz izreka 4.7 sledi, da so kopule zvezne, torej je njihov graf zvezna ploskev. Iz izreka
4.3 sledi, da graf kopule leži med grafoma spodnje in zgornje Fréchet-Hoeffdingove
meje. Iz definicije 4.2 in izreka 4.7 sledi, da graf kopule funkcije vsebuje točke
(0, 0, 0), (1, 0, 0), (0, 1, 0) in (1, 1, 1). Kopule v praksi ponavadi predstavljamo z ni-
vojnicami, na tej točki si poglejmo grafa dveh kopul in sicer Fréchet-Hoeffdingovih
spodnje in zgornje meje na sliki 1. Na sliki nivojnic za izbrane nivoje a ∈ [0, 1]
narǐsemo krivulje γa = {(u, v) ∈ [0, 1]2|C(u, v) = a}.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
(a) Nivojnice spodnje Fréchet-
Hoeffdingove meje
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
(b) Nivojnice zgornje Fréchet-
Hoeffdingove meje
Slika 1. Nivojnice zgornje in spodnje Fréchet-Hoeffdingove meje
Za lažjo predstavo si oglejmo še prostorska grafa Frechet-Hoeffdingovih mej na
sliki 2.
(a) Prostorski graf spodnje Fréchet-
Hoeffdingove meje
(b) Prostorski graf zgornje Fréchet-
Hoeffdingove meje
Slika 2. Prostorska grafa zgornje in spodnje Fréchet-Hoeffdingove meje
Pri prikazovanju kopul si velikokrat pomagamo z razsevnim diagramom. Z njim
ugotavljamo korelacijo med spremenljivkama. Na sliki 3 predstavimo razsevna dia-
grama za Fréchet-Hoeffdingovi meji.
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0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
(a) Razsevni diagram spodnje
Fréchet-Hoeffdingove meje
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
(b) Razsevni diagram zgornje
Fréchet-Hoeffdingove meje
Slika 3. Razsevna diagrama zgornje in spodnje Fréchet-Hoeffdingove meje
5. Sklarov izrek
V tem poglavju si bomo ogledali enega ključnih izrekov iz teorije kopul, ki kopule
poveže s porazdelitvenimi funkcijami. Preden lahko navedemo Sklarov izrek in ga
dokažemo, moramo poprej spet spoznati nekaj pojmov, ki se bodo kasneje izkazali
za koristne, v smislu, da nam bodo koristili pri dokazovanju in razumevanju izreka.
Zaradi preglednosti bomo na začetku tega odseka navedli definiciji porazdelitvene
funkcije ene in dveh spremenljivk.
Definicija 5.1. Porazdelitvena funkcija je taka funkcija F z domeno R̄, da zanjo
velja:
(1) F je nepadajoča,
(2) limx→−∞ F (x) = 0 in limx→∞ F (x) = 1,
(3) F je zvezna z desne.
Definicija 5.2. Skupna porazdelitvena funkcija je funkcija dveh spremenljivk
H z domeno R̄2, za katero velja:
(1) H je 2-naraščajoča,
(2) limy→−∞H(x, y) = limx→−∞H(x, y) = 0, limx,y→∞H(x, y) = 1.
Iz lastnosti 2 sledi, da je H prizemljena in ker je Df (H) = R̄2, ima H robni funkciji,
podani s H(x,∞) = F (x) in H(∞, y) = G(y), kjer sta F in G funkciji, ki ju zaradi
posledice 4.9 imenujemo robni porazdelitvi.
Lema 5.3. Naj bo H skupna porazdelitvena funkcija z robnima porazdelitvama F in
G. Potem obstaja ena sama podkopula C tako, da velja
(1) Df (C) = Zf (F )× Zf (G),
(2) Za vse x, y ∈ R̄ je H(x, y) = C(F (x), G(y)).
Dokaz. Dokazovali bomo s pomočjo leme 3.11. Skupna porazdelitvena funkcija H
zadošča predpostavkam leme 3.11 za S1 = S2 = R̄. Sledi, da za vsaki dve točki
(x1, y1), (x2, y2) iz R̄2 velja
|H(x2, y2)−H(x1, y1)| ≤ |F (x2)− F (x1)|+ |G(y2)−G(y1)|.
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Najprej opazimo: Če je F (x1) = F (x2) in G(y1) = G(y2), potem je H(x1, y1) =
H(x2, y2). Množica urejenih parov
{((F (x), G(y)), H(x, y))|x, y ∈ R̄}
definira realno funkcijo dveh spremenljivk C, katere domena je Zf (F )×Zf (G). Da
je ta funkcija podkopula sledi direktno iz lastnosti H.
Dokažimo, da zaradi lastnosti H za C veljajo lastnosti, ki določajo podkopule,
definirane v 4.1. Opazimo, da za vsak u iz Zf (F ) obstaja x ∈ R̄, tako da F (x) = u.
Sledi, da je C(u, 1) = C(F (x), G(∞)) = H(x,∞) = F (x) = u. S tem smo prǐsli
do obstoja in vrednosti robnih funkcij. Podobno velja C(1, v) = C(F (∞), G(y)) =
H(∞, y) = G(y) = v.
Prizemljenost dokažemo podobno, C(u, 0) = C(F (x), G(−∞)) = H(x,−∞) = 0.
Dokaz 2-naraščanja je trivialen in sledi iz lastnosti skupne porazdelitvene funkcije
H, ki je 2-naraščajoca, torej mora biti taka tudi funkcija C. 
Naslednja lema pove, da je možno vsako podkopulo razširiti do kopule.
Lema 5.4. Naj bo C ′ podkopula. Potem obstaja taka kopula C, da velja C(u, v) =
C ′(u, v) za vse (u, v) ∈ Df (C ′), kar pomeni, da se da vsako podkopulo razširiti do
kopule.
Dokaza ne bom navajal, saj je preobsežen, bralec ga lahko najde v [2], strani 19–20
ali [4], strani 22–23.
Sedaj smo pripravljeni navesti Sklarov izrek in ga dokazati.
Izrek 5.5. Sklarov izrek Naj bo H skupna porazdelitvena funkcija z robnima po-
razdelitvenima funkcijama F in G. Potem obstaja kopula C, tako da za vse x, y ∈ R̄
H(x, y) = C(F (x), G(y)).
Če sta F in G zvezni funkciji, potem je kopula C ena sama, drugače je C enolično
določena na Zf (F ) × Zf (G). Velja tudi obratno, če je C kopula in sta F in G po-
razdelitveni funkciji, potem je funkcija H, definirana kot prej, skupna porazdelitvena
funkcija z robnima porazdelitvama F in G.
Dokaz. Da obstaja kopula, ki zadošča zahtevi izreka, sledi iz lem 5.3 in 5.4. Iz leme
5.3 sledi, da obstaja ena sama podkopula C ′, tako da H(x, y) = C ′(F (x), G(y)).
Lema 5.4 nam zagotovi razširitev podkopule C ′ do kopule C. Če sta F in G zvezni,
potem je Zf (G) = Zf (F ) = [0, 1] in enolična podkopula, ki nam jo zagotavlja lema
5.3 ima definicijsko območje [0, 1]2 in je torej kopula.
Dokažimo še obrat. Naj bo C kopula in F,G porazdelitveni funkciji. Definiramo
H(x, y) = C(F (x), G(y)). Ker velja H(x,−∞) = C(F (x), 0) = 0 za ∀x ∈ R in
H(−∞, y) = C(0, G(y)) = 0 za ∀y ∈ R, H(∞,∞) = C(1, 1) = 1 in za x1 ≤ x2,
y1 ≤ y2 velja
VH([x1, x2]× [y1, y2]) = VC([F (x1), F (x2)]× [G(y1)×G(y2)]) ≥ 0,
je H skupna porazdelitvena funkcija zaradi njene definicije v 5.2. 
Definicija 5.6. Imejmo neko kopulo. Če za slučajni spremenljivki X in Y s poraz-
delitvenima funkcijama F in G ter skupno porazdelitveno funkcijo H velja, da je
H(x, y) = C(F (x), G(y)) za ∀x, y ∈ R, kopulo C označujemo s CX,Y in jo imenujemo
slučajnima spremenljivkama X in Y pripadajoča kopula.
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Sklarov izrek nam poda orodje za konstrukcijo skupnih porazdelitvenih funkcij
s pomočjo kopul in porazdelitvenih funkcij ene spremenljivke. V kopulo vstavimo
porazdelitveni funkciji in dobimo skupno porazdelitveno funkcijo. Vidimo, da so
kopule res, kot omenjeno v uvodu, nekakšen vezni člen med porazdelitvenimi funk-
cijami ene spremenljivke in skupnimi porazdelitvenimi funkcijami. Enačbo iz Skla-
rovega izreka H(x, y) = C(F (x), G(y)) pa lahko z malo dela obrnemo in izrazimo
C s pomočjo H,F in G ter s tem dobimo način za tvorjenje kopul iz skupne po-
razdelitvene funkcije in njenih robnih porazdelitvenih funkcij. Da lahko to storimo,
definirajmo najprej kvazi-inverz.
Definicija 5.7. Naj bo F porazdelitvena funkcija. Kvazi-inverz F je katerakoli
funkcija F (−1) z Df = [0, 1], tako da velja
(1) če je t ∈ Zf (F ), potem je F (−1)(t) katerokoli število x ∈ R̄, tako da je
F (x) = t, oziroma za ∀t ∈ Zf (F ),
F (F (−1)(t)) = t
(2) če t /∈ Zf (F ), potem
F (−1)(t) = inf{x|F (x) ≥ t} = sup{x|F (x) ≤ t}.
Če je F strogo naraščajoča, potem ima zaradi bijektivnosti seveda en sam kvazi-
inverz, ki je enak navadnemu inverzu.
Iz leme 5.3 in kvazi-inverzov sledi naslednja posledica, ki nam poda eno od orodij
za konstrukcijo kopul.
Posledica 5.8. Naj bodo H, F, G in C kot v lemi 5.1 in naj bosta F (−1) in G(−1)
kvazi-inverza F in G. Potem za vsako točko (u, v) ∈ Df (C) velja
C(u, v) = H(F (−1)(u), G(−1)(v)).
Ko sta F in G zvezni, lahko s to metodo tvorimo kopule.
Pokažimo na zgledu, da lahko s pomočjo te metode res skonstruiramo kopule.
Primer 5.9. Naj bo H skupna porazdelitvena funkcija, podana s predpisom
H(x, y) = (1 + e−x + e−y)−1 za vsak x, y ∈ R̄.
Ta porazdelitvena funkcija je poznana kot Gumbelova logistična porazdelitvena
funkcija dveh spremenljivk. Vidimo, da ima ta porazdelitvena funkcija robni poraz-
delitveni funkciji, podani s predpisoma
F (x) = (1 + e−x)−1 in G(y) = (1 + e−y)−1.
Za funkciji F in G izračunamo njuna inverza tako, da izrazimo x in y:
F (−1)(u) = log
(
u
1− u
)
in G(−1)(v) = log
(
v
1− v
)
.
Ker sta F in G zvezni velja Zf (F ) = [0,1] in Zf (G) = [0,1], zato lahko tvorimo
kopulo, ki povezuje skupno porazdelitveno funkcijo z njenima robnima porazdeli-
tvama
C(u, v) = H(F−1(u), G−1(v)) = H(log
(
u
1− u
)
, log
(
v
1− v
)
) =
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=
(
1 +
1− u
u
+
1− v
v
)−1
=
(
uv + (1− u)v + (1− v)u
uv
)−1
=
=
(
uv + v − uv + u− uv
uv
)−1
=
uv
u+ v − uv
.
♦
Prek Sklarovega izreka in lem v tem razdelku smo vpeljali kopule v teorijo verje-
tnosti in porazdelitvenih funkcij, vsi zaključki iz preǰsnjih razdelkov še vedno držijo
za skupno porazdelitveno funkcijo H z robnima porazdelitvenima funkcijama F in
G, ki ju uporabimo namesto u in v.
Poglavje zaključimo s še eno opazko. Z razširitvijo Df (C) na R̄2 je vsaka kopula
skupna porazdelitvena funkcija z robnimi porazdelitvami, ki so enakomerno zvezne
na [0, 1]. Naj bo C kopula in definirajmo funkcijo HC kot
HC(x, y) =

0, x < 0 ali y < 0
C(x, y), (x, y) ∈ [0, 1]2
x, y > 1, x ∈ [0, 1]
y, x > 1, y ∈ [0, 1]
1, x > 1 in y > 1.
Funkcija HC je porazdelitvena funkcija, katere obe robni porazdelitveni funkciji
sta enakomerno zvezni na [0,1].
6. Kopule preživetja
Razred kopul, ki nas bo zlasti zanimal v nadaljevanju diplomske naloge, ko bomo
preučevali modele udarov in življenjske dobe sistemov ter komponent, imenujemo
kopule preživetja. Spomnimo se, da je verjetnost, da neka slučajna spremenljivka za-
vzame vrednost, ki je večja od neke vrednosti, podana s preživetveno funkcijo F̄ (x) =
P [X > x] = 1−F (x), kjer F označuje porazdelitveno funkcijo. Skupna preživetvena
funkcija za par spremenljivk X, Y je podana s predpisom H̄(x, y) = P [X > x, Y >
y]. Robni preživetveni funkciji H sta podani s predpisoma H̄(x,−∞) = F̄ (x) in
H̄(−∞, y) = Ḡ(y). Postavi se nam vprašanje, ali obstaja med skupnimi funkcijami
preživetja in robnimi funkcijami preživetja podobna povezava kot med skupnimi
porazdelitvenimi in robnimi porazdelitvenimi funkcijami, kakšen analog Sklarovemu
izreku? Da odgovorimo na to vprašanje, predpostavimo, da je C kopula, ki pripada
X in Y . Potem imamo
H̄(x, y) = 1− F (x)−G(y) +H(x, y) = F̄ (x) + Ḡ(y)− 1 + C(F (x), G(y)) =
= F̄ (x) + Ḡ(y)− 1 + C(1− F̄ (x), 1− Ḡ(y)),
in če definiramo funkcijo
(7) Ĉ(u, v) = u+ v − 1 + C(1− u, 1− v),
velja
H̄(x, y) = Ĉ(F̄ (x), Ḡ(y)).
Funkciji Ĉ rečemo kopula preživetja.
Trditev 6.1. Če je C(u, v) kopula, potem je tudi Ĉ(u, v) = u+v−1+C(1−u, 1−v)
kopula.
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Dokaz. Pokazali bomo, da za našo funkcijo veljajo vse lastnosti, ki karakterizirajo
kopulo in je torej potemtakem kopula.
• Df (Ĉ) = [0, 1]2.
• Prizemljenost: Ĉ(u, 0) = u + 0 − 1 + C(1 − u, 1 − 0) = u − 1 + 1 − u = 0.
Podobno za Ĉ(0, v).
• 2-naraščanje: Izberimo spremenljivke u1, u2, v1, v2 ∈ [0, 1], za katere je u1 ≤
u2, v1 ≤ v2.
VĈ([u1, u2]× [v1, v2]) = Ĉ(u2, v2)− Ĉ(u2, v1)− Ĉ(u1, v2) + Ĉ(u1, v1) =
= u2 + v2 − 1 + C(1− u2, 1− v2)− u2 − v1 + 1− C(1− u2, 1− v1) =
= −u1 − v2 + 1− C(1− u1, 1− v2) + u1 + v1 − 1 + C(1− u1, 1− v1) =
= C(1− u2, 1− v2)− C(1− u2, 1− v1)− C(1− u1, 1− v2) + C(1− u1, 1− v1) ≥ 0
zaradi lastnosti kopule C, saj 1− u2 ≤ 1− u1, 1− v2 ≤ 1− v1.
• Robni funkciji: Ĉ(u, 1) = u+ 1− 1 + C(1− u, 0) = u. Podobno za Ĉ(1, v).

7. Posplošitev na večrazsežni primer
V tem razdelku bomo izsledke preǰsnjih poglavij posplošili na primer, ko imamo
več spremenljivk. Večina izrekov in definicij je zelo podobnih kot v primeru dveh
spremenljivk, omejili se bomo na bolj pomembne izreke in trditve.
Vpeljimo najprej nekaj oznak. n-̌skatla B = [a1, b1] × [a2, b2] · · · × [an, bn] je
kartezični produkt n zaprtih intervalov. Oglǐsča B so točke c = (c1, c2, . . . , cn), kjer
je ck enak ak ali bk za ∀k. Sedaj lahko vpeljemo pojem n-naraščanja.
Definicija 7.1. Imejmo množice S1, S2, . . . , Sn 6= Ø, S1, S2, . . . , Sn ⊆ R̄ in H naj
bo taka realna funkcija n spremenljivk, taka, da je Df (H) = S1 × S2 · · · × Sn. Naj
bo B n-̌skatla, katere vsa oglǐsča ležijo v Df (H). H-prostornina B je podana z
VH(B) =
∑
sgn(c)H(c),
kjer vsota teče po vseh oglǐsčih c iz B in sgn(c) je podan s
sgn(c) =
{
1, če je ck = ak za sodo mnogo k
−1, če je ck = ak za liho mnogo k.
Definicija n-naraščanja je podobna kot pri dvorazsežnem primeru, podobna je tudi
definicija prizemljenosti, pride pa do spremembe pri pojmu robnih funkcij, sedaj
namreč nimamo več le robnih funkcij ene spremenljivke, ampak tudi robne funkcije
k spremenljivk za ∀k < n. Kot v lemi 3.6, tudi tukaj velja podobna povezava med
n-naraščanjem in nepadanjem v posameznih argumentih.
Enako kot smo z lemo 3.11 ugotovili zveznost za dvorazsežen primer, lahko tu
ugotovimo z uporabo podobne leme, tudi dokaz je podoben, pokažemo, da je n-
podkopula nepadajoča v vsaki spremenljivki posebej in Lipshitzova z Lipshitzovo
konstanto 1, torej enakomerno zvezna. Dokaz si lahko bralec pogleda v [5].
Navedimo še definiciji n-podkopul in n-kopul za večrazsežni primer.
Definicija 7.2. Funkcija n spremenljivk C je n-podkopula, če zanjo veljajo na-
slednje lastnosti:
(1) Df (C) = S1 × S2 · · · × Sn, kjer je Si ⊆ [0, 1] in 0, 1 ∈ Si ∀i = 1, 2 . . . , n.
(2) za ∀u = (u1, u2, . . . , un) ∈ [0, 1]n, kjer ∃ui = 0 za vsaj en i, je C(u) = 0,
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(3) C(1, 1, . . . , u, 1, . . . , 1) = u ∀u ∈ Si in ∀i.
(4) Za vsako n-̌skatlo B = [a1, b1]× [a2, b2] · · · × [an, bn], katere vsa oglǐsča ležijo
v Df (C) je VC(B) ≥ 0.
Definicija 7.3. n-kopula je n-podkopula z domeno [0, 1]n.
Na podoben način kot v izreku 4.3 definiramo zgornjo Fréchet-Hoeffdingovo mejo
kot
Mn(u) = min(u1, u2, . . . , un)
in spodnjo mejo kot
Wn(u) = max(u1 + u2 + . . .+ un − n+ 1, 0).
Za Mn velja, da je n-kopula, Wn pa ne.
Trditev 7.4. Wn(u) ni kopula za n ≥ 3.
Dokaz. Dokažimo trditev za n = 3. Pokazali bomo, da lastnost 3-naraščanja ne
velja za vsako 3-̌skatlo B z oglǐsči v [0, 1]3.
Izračunajmo W -prostornino škatle B, definirane kot B = [1
2
, 1]3.
VW3(B) = W3(1, 1, 1)−W3(1, 1,
1
2
)−W3(1,
1
2
, 1)−W3(
1
2
, 1, 1)+
+W3(1,
1
2
,
1
2
) +W3(
1
2
, 1,
1
2
) +W3(
1
2
,
1
2
, 1)−W3(
1
2
,
1
2
,
1
2
) =
= max(1 + 1 + 1− 3 + 1, 0)− 3 max(1 + 1 + 1
2
− 3 + 1, 0)+
+3 max(1 +
1
2
+
1
2
− 3 + 1, 0)−max(1
2
+
1
2
+
1
2
− 3 + 1, 0) =
= 1− 31
2
+ 0− 0 = −1
2
< 0.
V primeru n > 3 velja, da je za B = [1
2
, 1]n VWn(B) = 1 − n2 , kar dokažemo
podobno kot zgoraj. 
Vendar pa je Wn(u) vseeno najbolǰsa možna spodnja meja za n-kopulo C(u) za
∀u ∈ [0, 1]n v smislu naslednje trditve.
Trditev 7.5. Naj bo n ≥ 3 in u ∈ [0, 1]n. Potem obstaja taka n-kopula C, odvisna
od u, da je C(u) = Wn(u).
Dokaz izpustimo, možno ga je najti v knjigi [2], str. 48.
Za zaključek tega odseka navedimo še Sklarov izrek za n-razsežen primer.
Izrek 7.6 (Sklarov izrek za n razsežnosti). Naj bo H n-razsežna porazdelitvena funk-
cija z robnimi porazdelitvami F1, F2, . . . , Fn. Potem obstaja taka n-kopula C, da za
vse x ∈ R̄ velja
H(x1, x2, . . . , xn) = C(F1(x1), F2(x2), . . . , Fn(xn)).
Če so Fi zvezne za ∀i = 1, 2, . . . , n, potem je C enolično določena, drugače je C
enolično določena na Zf (F1)× Zf (F2)× · · · × Zf (Fn).
Velja tudi obratno, če je C n-kopula in so Fi porazdelitvene funkcije za ∀i =
1, 2, . . . , n, potem je funkcija H, definirana kot prej, n-razsežna porazdelitvena funk-
cija z robnimi porazdelitvami Fi za i = 0, 1, . . . , n.
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Ideja dokaza. Za celoten dokaz, ki je dokaj obsežen in in zahteven, si bralec lahko
ogleda [5], ideja dokaza pa je podobna kot pri dvorazsežnem primeru. Najprej
dokažemo, da je možno vsako podkopulo razširiti do kopule prek multilinearne
interpolacije. Velja še, da za vsako n-razsežno porazdelitveno funkcijo H z rob-
nimi porazdelitvenimi funkcijami F1, F2, . . . , Fn obstaja enolično določena kopula
na Zf (F1) × Zf (F2) × · · · × Zf (Fn), za katero velja enakost iz Sklarovega izreka.
Nato dokažemo še obrat. 
Posledica Sklarovega izreka v n razsežnostih nam da orodje, s katerim lahko kon-
struiramo kopule s pomočjo kvazi-inverzov, kot v dvorazsežnem primeru.
8. Kopule v modelih udarov
Glavni namen tega dela je predstaviti uporabo kopul v modelih udarov. Pogledali
si bomo tri modele, ki so odvisni od vrste sistema, porazdelitve časov prihodov
udarov in možnosti komponent, da se obnavljajo. Omejili se bomo na dvorazsežne
primere.
8.1. Verjetnostni model. Začnimo poglavje s tem, da navedemo verjetnostni mo-
del, ki je izhodǐsče Marshallovih in Marshall-Olkinovih kopul. S tem verjetnostnim
modelom smo se srečali že v drugem razdelku, sedaj ga bomo formalizirali.
Na sistem s komponentama A in B naj prežijo udari treh vrst. Prva vrsta vpliva
le na komponentno A, druga le na komponento B, tretja pa naj vpliva na cel sis-
tem. Vsak udar je usoden za komponento, na katero vpliva. Čase udarov za-
poredoma ožnacimo z X, Y in Z ter predpostavimo njihovo medsebojno neodvi-
snost. Življenjski dobi komponent A in B označimo zaporedoma z U in V . Velja
U = min{X,Z} in V = min{Y, Z}. Slučajnima spremenljivkama U in V želimo
poiskati pripadajočo kopulo.
Primer uporabe modela je namizni računalnik s centralnim procesorjem kot kom-
ponento A in koprocesorjem kot komponento B. Čas udara prve oziroma druge
vrste je čas, ko se pokvari procesor oziroma koprocesor. Primer udara tretje vrste
pa je recimo električni udar, ko prenehata delovati obe komponenti. Ta primer je
prikazan na sliki 4.
A
Življenjska doba U
B
Življenjska doba V
X Z Y
Slika 4. Shema verjetnostnega modela
8.2. Marshall-Olkinove kopule. Marshall-Olkinove kopule so poseben primer
Marshallovih kopul, kjer predpostavimo, da so časi udarov porazdeljeni eksponentno.
Pri izpeljavi Marshall-Olkinovih kopul si bomo pomagali s kvazi-inverzno metodo,
ki smo jo spoznali v definiciji 5.7. Iz slučajnih spremenljivk X in Y , njunih poraz-
delitvenih funkcij in njune skupne porazdelitvene funkcije H lahko prek formule, ki
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smo jo spoznali v posledici 5.8 izpeljemo kopulo C prek predpisa
C(u, v) = H(F (−1)(u), G(−1)(v)).
Pripadajočo preživetveno kopulo dobimo, kot smo videli v (7), prek formule
Ĉ(u, v) = H̄(F̄ (−1)(u), Ḡ(−1)(v)).
Ker je v našem interesu modelirati življenjske dobe sistemov in čase prihodov, bomo
izpeljali le preživetveno kopulo, kopulo porazdelitvene funkcije dobimo prek obrata
enačbe (7) kot C(u, v) = u+ v − 1 + Ĉ(1− u, 1− v).
Naj bodo X,Y ,Z in U ,V kot v opisanem modelu. Naj bosta F in G porazdelitveni
funkciji U in V , H pa njuna skupna porazdelitvena funkcija. Porazdelitvene funkcije
X,Y in Z zaporedoma označimo z FX , FY in FZ . Funkcije preživetja kot ponavadi
označimo s črto nad črko. Ker so X, Y in Z neodvisne, je F̄ (x) = P [X > x,Z >
x] = F̄X(x)F̄Z(x) za ∀x ∈ R in Ḡ(y) = P [Y > y, Z > y] = ḠY (y)ḠZ(y) za ∀y ∈ R,
skupno porazdelitveno funkcijo pa izrazimo kot
H̄(x, y) = P (min(X,Z) > x,min(Y, Z) > y) = P (X > x, Y > y, Z > x,Z > y) =
= P (X > x)P (Y > y)P (Z > max(x, y)) = F̄X(x)F̄Y (y)F̄Z(max(x, y))
za vse x, y ∈ R.
Označimo z λ1, λ2 in λ12 parametre eksponentnih porazdelitev za FX , FY in FZ .
Vemo, da je potem preživetvena funkcija X podana s predpisom F̄X(x) = P (X >
x) = e−λ1x in podobno preživetveni funkciji Y in Z. Preživetvena funkcija U je
potem F̄ (x) = e−(λ1+λ12)x, preživetvena funkcija V je Ḡ(y) = e−(λ2+λ12)x, torej sta
slučajni spremenljivki U in V zaporedoma porazdeljeni eksponentno s parametroma
λ1 + λ12 oziroma λ2 + λ12. Z upoštevanjem, da je max(x, y) = x + y − min(x, y),
izpeljimo funkcijo
H̄(x, y) = exp(−λ1x− λ2y − λ12 max(x, y)) =
= exp(−λ1x− λ2y − λ12(x+ y −min(x, y)) =
= exp(−(λ1 + λ12)x− (λ2 + λ12)y + λ12 min(x, y)) =
= F̄ (x)Ḡ(y) min(eλ12x, eλ12y).
Označimo u = F̄ (x) in v = Ḡ(y) ter definirajmo parametra
α =
λ12
λ1 + λ12
in β =
λ12
λ2 + λ12
.
Opazimo, da je F̄ (x) = u = e−(λ12+λ1)x in sledi, da je eλ12x = e
λ12x
λ12+λ1
λ12+λ1 =
(e−(λ12+λ1)x)
− λ12
λ12+λ1 = u−α.
Ker je eλ12x = u−α in podobno tudi eλ12y = v−β, sledi
H̄(x, y) = Ĉ(u, v) = F̄ (x)Ḡ(y) min(eλ12x, eλ12y) =
= uvmin(u−α, v−β) = min(u1−αv, uv1−β).
Ker so λ1, λ2, λ12 > 0, sledi, da sta α, β ∈ (0, 1). Iz enačbe (7) sledi, da je Ĉ kopula,
lahko pa pokazemo še več, Ĉ je kopula tudi za α, β ∈ [0, 1], torej ko so λ1, λ2, λ12
lahko enaki 0. Če je α = β = 0, potem je parameter λ12 = 0, kar pomeni, da tretja
vrsta udara v sistemu ne nastopi, Z ∼ Exp(0) in P (Z = ∞) = 1. Če je α = 1,
je λ1 = 0, kar pomeni da prva vrsta udara ne nastopi, podobno za primer β = 0.
V primeru, da sta X∼Exp(0) in Z∼Exp(0), torej da sta λ1 = λ12 = 0, sploh nima
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smisla govoriti o skupni preživetveni funkciji, saj velja H̄(x, y) = Ḡ(y) in je naš
sistem v bistvu enokomponentni, na katerega preži le udar Y .
Trditev 8.1. Za α, β ∈ [0, 1] je Ĉ kopula.
Dokaz. Ločimo osem primerov, a zaradi simetričnosti ostanejo trije.
• α = 0 in β ∈ [0, 1]: Ĉ(u, v) = min(uv, uv1−β) = uv, saj je v ≤ v1−β za
v ∈ [0, 1], β ≥ 0. Podobno velja tudi za α ∈ [0, 1] in β = 0.
• α = 1 in β ∈ [0, 1): Ĉ(u, v) = min(v, uv1−β). Dokažimo, da je to kopula:
– Prizemljenost: Ĉ(0, v) = min(v, 0v1−β) = 0, Ĉ(u, 0) = min(0, u01−β) =
0.
– Robni porazdelitvi:
Ĉ(1, v) = min(v, v1−β) = v in Ĉ(u, 1) = min(1, u11−β) = u.
– 2-naraščanje: Izberimo poljubne točke u1, u2, v1, v2 ∈ [0, 1], ki zadoščajo
pogojema u1 ≤ u2, v1 ≤ v2. Opazimo, da velja Ĉ(u, v) = v za u ≥ vβ in
Ĉ(u, v) = uv1−β za u ≤ vβ. Računamo Ĉ-prostornino [u1, u2]× [v1, v2].
Glede na urejenost u1, u2, v
β
1 , v
β
2 ločimo šest primerov:
(1) Če je u1 ≤ u2 ≤ vβ1 ≤ v
β
2 :
VĈ([u1, u2]×[v1, v2]) = u2v
1−β
2 −u1v
1−β
2 −u2v
1−β
1 +u1v
1−β
1 = (u2−u1)(v
1−β
2 −v
1−β
1 ) ≥ 0.
(2) Če je u1 ≤ vβ1 ≤ u2 ≤ v
β
2 :
VĈ([u1, u2]× [v1, v2]) = u2v
1−β
2 − v1 − u2v
1−β
1 + u1v
1−β
1 = (u2 − u1)(v
1−β
2 − v
1−β
1 ) ≥
≥ u2v1−β2 − u1v
1−β
2 − u2v
1−β
1 + u1v
1−β
1 = (u2 − u1)(v
1−β
2 − v
1−β
1 ) ≥ 0.
(3) Če je u1 ≤ vβ1 ≤ v
β
2 ≤ u2:
VĈ([u1, u2]× [v1, v2]) = v2 − v1 − u2v
1−β
1 + u1v
1−β
1 ≥ 0
(4) Če je u1 ≤ u2 ≤ vβ1 ≤ v
β
2 :
VĈ([u1, u2]× [v1, v2]) = u2v
1−β
2 − v1 − u2v
1−β
1 + v1 = v
1−β
2 (u2 − u1) ≥ 0.
(5) Če je vβ1 ≤ u1 ≤ v
β
2 ≤ u2:
VĈ([u1, u2]× [v1, v2]) = v2 − v1 − u1v
1−β
2 + v1 = v2(1− u1v
−β
2 ≥ 0
(6) Če je vβ1 ≤ v
β
2 ≤ u1 ≤ u2:
VĈ([u1, u2]× [v1, v2]) = v2 − v1 − v2 + v1 = 0.
• α = 1 in β = 1: Ĉ(u, v) = min(v, u), torej smo dobili kopulo M .

Kopula, ki smo jo izpeljali se imenuje Marshall-Olkinova kopula.
Definicija 8.2. Naj bosta α, β ∈ [0, 1]. Funkcija, podana s predpisom
Cα,β = min(u
1−αv, uv1−β),
se imenuje Marshall-Olkinova kopula.
Posebno ime imajo kopule, ki jih dobimo, ko postavimo α = β, torej ko predpo-
stavimo enako porazdeljenost časov udarov na posamezno komponento, tej družini
kopul se reče Cuadras-Augejeve kopule.
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Trditev 8.3. Marshall-Olkinove kopule so delno urejene; če velja α1 ≤ α2 in β1 ≤
β2, potem sledi Cα1,β1 ≤ Cα2,β2.
Dokaz. Predpostavimo α1 ≤ α2 in β1 ≤ β2, kjer so α1, α2, β1 in β2 števila iz intervala
[0, 1]. Zanima nas razlika
R = min(u1−α2v, uv1−β2)−min(u1−α1v, uv1−β1).
Ločimo štiri primere, glede na to, katero vrednost zavzameta minimuma:
• Če je u1−α2v ≤ uv1−β2 in u1−α1v ≤ uv1−β1 , potem je R = u1−α2v − u1−α1v =
uv(u−α2 − u−α1). Ker smo predpostavili α2 ≥ α1, sledi u−α2 ≥ u−α1 , zato je
R ≥ 0.
• Če je u1−α2v ≤ uv1−β2 in u1−α1v ≥ uv1−β1 , potem je R = u1−α2v − uv1−β1 ≥
u1−α2v − u1−α1v = uv(u−α2 − u−α1). Sledi enako kot v prvem primeru in
R ≥ 0. Prva neenakost sledi iz dejstva, da če min zavzame vrednost uv1−β1 ,
potem je druga vrednost večja in razlika manǰsa.
• Če je u1−α2v ≥ uv1−β2 in u1−α1v ≤ uv1−β1 , potem je R = uv1−β2 − u1−α1v ≥
uv1−β2 − uv1−β1 = uv(v−β2 − v−β1), kjer prva neenakost spet sledi iz dejstva,
da smo z zamenjavo spremenljivke zmanǰsali razliko. Ker smo predpostavili
β2 ≥ β1, sledi v−β2 ≥ v−β1 , zato je R ≥ 0.
• Če je u1−α2v ≥ uv1−β2 in u1−α1v ≥ uv1−β1 , potem je R = uv1−β2 − uv1−β1 =
uv(v−β2 − v−β1). Sledi enako kot v preǰsnji točki in R ≥ 0.
Da je natančna spodnja meja enaka Π sledi iz naraščanja funkcije Cα,β in dejstva,
da je C0,β = Cα,0 = Π za ∀α, β ∈ [0, 1].
Da je natančna zgornja meja enaka M sledi iz dejstva, da je dosežena za α = β = 1
in da je zgornja meja za vse kopule. 
Pri dokazovanju trditve 8.1 smo videli Cα,0 = C0,β = Π za vse α, β ∈ [0, 1], in
C1,1 = M . Vidimo da velja Π ≤ C0,0 ≤ Cα,β ≤ C1,1 ≤ M za ∀α, β ∈ [0, 1], kjer sta
meji doseženi.
Zaključimo to podpoglavje s primerom Marshall-Olkinove kopule.
Primer 8.4. Naj bodo X, Y in Z časi udarov, zaporedoma porazdeljeni ekspo-
nentno s parametri λX = 1, λY = 2 in λZ = 3. Podobno kot pri izpeljavi kopule
postavimo α = λZ
λX+λZ
= 3
4
, β = λZ
λY +λZ
= 3
5
. Sedaj parametra vstavimo v formulo za
kopulo, C 3
4
, 3
5
(u, v) = min(u
1
4v, uv
2
5 ). Na sliki 5 vidimo nivojnice in razsevni diagram.
♦
8.3. Marshallove kopule. Naslednja družina kopul, ki si jo bomo ogledali, so Mar-
shallove kopule, ki so razširitev Marshall-Olkinovih kopul, kjer izpustimo predpo-
stavko o eksponentni porazdelitvi časov udarov X, Y in Z. Brez te predpostavke
kopule preživetja dobimo neposredno iz modela z veliko dela. Zato bo tukaj proces
potekal v nasprotno smer, najprej bomo definirali kopulo za katero kasneje dokažemo
karakterizacijo z verjetnostnim modelom. Pred definicijo Marshallovih kopul vpe-
ljimo nekaj oznak.
Naj bo φ : [0, 1] → R neka funkcija. Funkcija φ∗ : (0, 1] → R naj bo podana s
predpisom
φ∗(u) =
φ(u)
u
.
Naj φ ustreza naslednjim lastnostim:
(A1) φ(0) = 0 in φ(1) = 1,
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(a) Nivojnice Marshall-Olkinove
kopule
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(b) Razsevni diagram Marshall-
Olkinove kopule
Slika 5. Nivojnice in razsevni diagram Marshall-Olkinove kopule
(A2) φ je naraščajoča funkcija,
(A3*) u1φ(u2) ≤ u2φ(u1) za ∀u1 ≤ u2 iz [0, 1], oziroma pripadajoča funkcija φ∗(u)
je padajoča.
Definicija 8.5. Naj bosta φ, ψ : [0, 1] → R funkciji, ki zadoščata pogojem (A1),
(A2) in (A3∗). Marshallova kopula je funkcija, definirana s predpisom
(8) C(u, v) = Cφ,ψ(u, v) = min(φ(u)v, uψ(v)) za u, v ∈ [0, 1].
Za u, v ∈ (0, 1] lahko Marshallovo kopulo zapǐsemo tudi kot
C(u, v) = uvmin(φ∗(u), ψ∗(v))
in če definicijo razširimo na [0, 1]2 s predpisom C(u, 0) = C(0, v) = 0, dobimo
prizemljeno funkcijo.
S tem smo definirali funkcijo, za katero pa še ne vemo, ali je kopula.
Trditev 8.6. Marshallova kopula je kopula.
Ideja dokaza. Dokaz izpustimo, ker je preobsežen, dostopen je na [4], str. 69–70.
Iz lastnosti funkcij, ki definirata to kopulo hitro sledita lastnosti (3) in (4) za ko-
pulo, več dela pa je potrebno nameniti 2-naraščanju. Izberemo si poljubne u1, u2, v1
in v2 iz [0,1], za katere velja u1 ≤ u2 in v1 ≤ v2. Glede na urejenost vrednosti
φ∗(u1), φ
∗(u2), ψ
∗(u1), ψ
∗(u2) primer razpade na štiriindvajset podprimerov, ki pa
jih z upoštevanjem pogoja (A2) skrčimo na šest. Sedaj za C-prostornino poljub-
nega pravokotnika [u1, u2]× [v1, v2] pokažemo, da je nenegativna. 
Očitno lahko Marshall-Olkinove kopule dobimo iz Marshallovih, če vzamemo
φ(u) = u1−α in ψ(v) = v1−β, če sta α, β ∈ [0, 1). Za primer, ko je α = 1, je
iskana funkcija enaka φ = (0,1] , kjer je (0,1] indikatorska funkcija, ki zavzame vre-
dnost 1 na intervalu (0, 1] in vrednost 0 povsod drugje. Če je β = 1, je ψ = (0,1].
Vse funkcije zadoščajo pogojem (A1), (A2) in (A3∗). Dokažimo to za φ, za ψ je
dokaz analogen.
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Trditev 8.7. Funkcija
φ =
{
u1−α, če je α ∈ [0, 1),
1(0,1], če je α = 1.
zadošča pogojem (A1), (A2) in (A3∗) za α ∈ [0, 1].
Dokaz. Najprej pokažemo za α ∈ [0, 1):
(1) φ(0) = 01−α = 0, φ(1) = 11−α = 1,
(2) za u1 ≤ u2, u1, u2 ∈ [0, 1] je φ(u2)− φ(u1) = u1−α2 − u1−α1 ≥ 0.
(3) φ∗(u) = φ(u)
u
= u
1−α
u
= u−α, kar je padajoča funkcija za u.
Sedaj pa še za primer α = 1:
(1) φ(0) = 1(0,1](0) = 0 in φ(1) = 1(0,1](1) = 1.
(2) za u1 ≤ u2, u1, u2 ∈ [0, 1] je φ(u2)−φ(u1) = 1(0,1](u2)−1(0,1](u1). Za u1 = u2
je 1(0,1](u2) − 1(0,1](u1) = 0, za u2 > u1 je 1(0,1](u2) − 1(0,1](u1) = 1, torej
1(0,1](u2)− 1(0,1](u1) ≥ 0
(3) φ∗(u) = φ(u)
u
=
1(0,1](u)
u
. Za u > 0 je
1(0,1](u)
u
= 1
u
, kar je padajoča funkcija.
Funkcija v 0 ni definirana, velja pa limu↓0
(
1(0,1](u)
u
)
=∞.

Kar želimo storiti sedaj, je prek karakterizacije Marshallovih kopul dokazati, da
pripadajo prej omenjenemu verjetnostnemu modelu. Od tu naprej bomo govorili o
porazdelitvenih in ne več preživetvenih funkcijah, velja pa, da je preživetvena kopula,
ki pripada slučajnima spremenljivkama min(X,Z),min(Y, Z), je enaka kopuli, ki
pripada slučajnima spremenljivkama max(X,Z),max(Y, Z).
Trditev 8.8. Preživetvena kopula, ki pripada neodvisnima slučajnima spremenljiv-
kama min(X,Z) in min(Y, Z), je enaka kopuli, ki pripada neodvisnima slučajnima
spremenljivkama max(X,Z), max(Y, Z).
Dokaz. Označimo z F̄X , F̄Y , F̄Z zaporedoma funkcije preživetja paroma neodvisnih
slučajnih spremenljivk X, Y, Z, z F̄ , Ḡ zaporedoma funkciji preživetja neodvisnih
slučajnih spremenljivk U = min(X,Z) in V = min(Y, Z) in s H̄(x, y) skupno funk-
cijo preživetja U in V .
H̄(x, y) = P (min(X,Z) > x,min(Y, Z) > y) = P (X > x,Z > x, Y > y, Z > y) =
= P (X > x)P (Y > y)P (Z > max(x, y)) =
= P (X > x)P (Y > y) min(P (Z > x), P (Z > y)) =
= F̄X(x)F̄Y (y) min(F̄Z(x), F̄Z(y)).
Označimo z FX , FY , FZ zaporedoma porazdelitvene funkcije paroma neodvisnih
slučajnih spremenljivk X, Y, Z, z F,G zaporedoma funkciji preživetja neodvisnih
slučajnih spremenljivk U = max(X,Z) in V = max(Y, Z) in s H(x, y) skupno
porazdelitveno funkcijo U in V .
H(x, y) = P (max(X,Z) ≤ x,max(Y, Z) ≤ y) = P (X ≤ x, Z ≤ x, Y ≤ y, Z ≤ y) =
= P (X ≤ x)P (Y ≤ y)P (Z ≤ min(x, y)) =
= P (X ≤ x)P (Y ≤ y) min(P (Z ≤ x, Z ≤ y)) =
= FX(x)FY (y) min(FZ(x), FZ(y)).
Vidimo, da iz tega sledi Ĉ(F̄ , Ḡ) = C(F,G).

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Izrek 8.9. Marshallov izrek, povzet po [1], str. 220–221. Naj bo Cφ,ψ Marshallova
kopula in H = Cφ,ψ(F,G), kjer sta F in G poljubni porazdelitveni funkciji in H
skupna porazdelitvena funkcija slučajnega vektorja, ki ga določa kopula C. Potem
so naslednje trditve ekvivalentne:
(i) Obstajajo take slučajne spremenljivke X, Y in Z, da je H skupna porazdeli-
tvena funkcija slučajnega vektorja (max(X,Z),max(Y, Z)).
(ii) Obstajajo take porazdelitvene funkcije FX , FY , FZ, da lahko skupno porazde-
litveno funkcijo H izrazimo kot
(9) H(x, y) = FX(x)FY (y) min(FZ(x), FZ(y)).
(iii) φ∗ ◦ F = ψ∗ ◦G.
Dokaz. Dokažimo najprej, da iz (i) sledi (ii). Naj bodo FX , FY , FZ zaporedoma
porazdelitvene funkcije X, Y in Z. Z upoštevanjem neodvisnosti X, Y in Z izrazimo
H kot
H(x, y) = P (max(Y, Z) ≤ x,max(Y, Z) ≤ y) = P (X ≤ x, Z ≤ x, Y ≤ y, Z ≤ y) =
P (X ≤ x)P (Y ≤ y)P (Z ≤ min(x, y)) = FX(x)FY (y) min(FZ(x), FZ(y)),
saj, če predpostavimo, da je x ≤ y, potem je P (Z ≤ min(x, y)) = P (Z ≤ x) ≤
P (Z ≤ y), kjer desna neenakost izhaja iz lastnosti naraščanja porazdelitvenih funk-
cij. Ko obrnemo vlogo x in y vidimo, da je res
P (Z ≤ min(x, y)) = min(FZ(x), FZ(y)).
Dokažimo sedaj, da iz (ii) sledi (i). Skupno porazdelitveno funkcijo H lahko torej
zapǐsemo kot pravi točka (ii), kjer so FX , FY , FZ porazdelitvene funkcije. Označimo
z X, Y in Z neodvisne slučajne spremenljivke s porazdelitvenimi funkcijami FX , FY
in FZ . Izračunajmo robni porazdelitveni funkciji H(x, y),
H(x,∞) = FX(x)FY (∞) min(FZ(x), FZ(∞)) = FX(x)FZ(x)
H(∞, y) = FX(∞)FY (y) min(FZ(∞), FZ(y)) = FY (y)FZ(y),
kar pa sta ravno porazdelitveni funkciji za slučajni spremenljivki max(X,Z) in
max(Y, Z), s čimer dokažemo (i).
Dokažimo, da iz (i) sledi (iii). Označimo U = max(X,Z) in V = max(Y, Z) in
njuni porazdelitveni funkciji zaporedoma z F in G. Naj bo H = Cφ,ψ(F,G), kjer je
Cφ,ψ Marshallova kopula. Potem je
F (x) = P (max(X,Z) ≤ x) = P (X ≤ x, Z ≤ x) = P (X ≤ x)P (Z ≤ x) = FXFZ ,
G(y) = P (max(Y, Z) ≤ y) = P (Y ≤ y, Z ≤ y) = P (Y ≤ y)P (Z ≤ y) = FY FZ .
Ko to vstavimo v Cφ,ψ, dobimo
H(x, y) = C(F (x), G(y)) = FXFZFY FZ min(
φ(FXFZ)
FXFZ
,
ψ(FyFZ)
FY FZ
) =
min(FY FZφ(FXFZ), FXFZψ(FY FZ)) = min(G(y)φ(F (x)), F (x)ψ(G(y))) =
min(FX(x)FY (y)FZ(x), FX(x)FY (y)FZ(y)).
Sledi, da je φ(x) = FX(x) in ψ(y) = FY (y), ko to vstavimo nazaj v F =
FXFZ in G = FY FZ , dobimo FZ =
F
FX
= G
FY
= F
φ(F )
= G
ψ(G)
, kar je točno (iii).
Dokažimo, da iz (iii) sledi (i). Naj bo H = Cφ,ψ(F,G). Naj bo FX = φ(F ),
FY = ψ(G) in FZ =
F
φ(F )
. V FZ =
F
φ(F )
namesto φ(F ) vstavimo FX , izrazimo F in
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dobimo, da X ustreza zahtevani porazdelitvi. Porazdelitveno funkcijo G dobimo, če
enačbo (iii) zapǐsemo kot φ∗ ◦ F = ψ∗ ◦ G = φ(F )
F
= ψ(G)
G
in izrazimo G = ψ(G)F
φ(F )
=
FY FZFX
FX
= FY FZ , s čimer smo dokazali (i).

Zaključimo podpoglavje z zgledom Marshallove kopule.
Primer 8.10. Imejmo neodvisne slučajne spremenljivke X, Y in Z, ki so zapore-
doma porazdeljene enakomerno zvezno na [0, 1], [0, 2] in [0, 1], torej
FX(x) =
 0, x ≤ 0x, x ∈ [0, 1]1, x ≥ 1.
FY (y) =
 0, y ≤ 0y2 , y ∈ [0, 2]1, y ≥ 2.
FZ(z) =
 0, z ≤ 0z, z ∈ [0, 1]1, z ≥ 1.
Slučajni spremenljivki U = max{X,Z} in V = max{Y, Z} pa sta zaporedoma
porazdeljeni kot
F (x) =
 0, x ≤ 0x2, x ∈ [0, 1]1, x ≥ 1.
G(y) =

0, y ≤ 0
y2
2
, y ∈ [0, 1]
y
2
, y ∈ [1, 2]
1, y ≥ 2.
Iz enačb (8) in (9) vemo, da velja
H(x, y) =

0, x ≤ 0 ali y ≤ 0,
x2, x ∈ [0, 1], y ≥ 2,
y2
2
, x ≥ 1, y ∈ [0, 1],
y
2
, x ≥ 1, y ∈ [1, 2],
min(x
2y
2
, xy
2
2
), x ∈ [0, 1], y ∈ [0, 1],
x2y
2
, x ∈ [0, 1], y ∈ [1, 2],
1, x ≥ 1, y ≥ 2.
in
C(F (x), G(y)) = min(φ(F (x))G(y), F (x)ψ(G(y))).
Funkciji φ in ψ sedaj dobimo tako, da na vsakem intervalu izenačimo H(x, y) =
C(F (x), G(y)).
Dobimo funkciji
φ(t) =
√
t
ψ(t) =
{ √
t
2
, t ≤ 1
2
t, t ≥ 1
2
.
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Ti funkciji nam definirata kopulo
Cφ,ψ(u, v) =
{
min(v
√
u, u
√
v
2
), v ≤ 1
2
,
uv, v ≥ 1
2
.
Kako izgleda dobljena kopula je prikazano grafično na sliki 6.
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Slika 6. Nivojnice in razsevni diagram dobljene Marshallove kopule
♦
8.4. Maksmin kopule. Poglavje je povzeto po [3] in [4]. V tem poglavju bomo
obravnavali še eno družino kopul, ki pa izhajajo iz drugačnega modela kot preǰsnji
dve družini. V tem modelu dopuščamo možnost obnove ene komponente, kar si lahko
predstavljamo, kot da imamo na voljo rezervni izvod komponente. Verjetnostni
model bo torej podoben kot prej, na komponente prežijo tri vrste udarov. Prva vrsta
udarov preži le na komponento A, druga vrsta udarov le na komponento B in tretja
vrsta na cel sistem. Za razliko od preǰsnjega modela ima tukaj ena od komponent
možnost obnove in njeno delovanje torej ne bo prenehalo ob prvem udaru, temveč
šele ob drugem. Kot prej označimo z X, Y in Z neodvisne čase udarov. Življenjski
dobi komponent A in B označimo z U in V , s to razliko, da je sedaj U = max(X,Z),
V pa še vedno V = min(Y, Z). Želimo poiskati kopulo, ki pripada slučajnima
spremenljivkama U in V . S tem namenom bomo najprej definirali maksmin kopule
in kasneje pokazali, da rešijo naš problem.
Opisani verjetnostni model je mogoče uporabiti na veliko področjih, recimo v
ekonomiji, medicini, inženirstvu itd. Navedimo možen zgled uporabe modela.
Opazujemo dve podjetji, ki delujeta na slovenskem trgu. Podjetje A se ukvarja
z gradbenǐstvom in ima podružnico v Nemčiji, podjetje B se ukvarja s prodajo
zdravstvenih pripomočkov in nima nobenih podružnic. Označimo z X čas zloma
nemškega trga, z Z čas zloma slovenskega trga in z Y čas zloma trga medicinskih
pripomočkov. U naj bo življenjska doba podjetja A, V pa življenjska doba podjetja
B. Opazimo, da je U = max(X,Z) in V = min(Y, Z).
Potrebno je poudariti, da posamezen udar na komponento A ni dogodek, ki bi
komponento uničil z verjetnostjo med 0 in 1. Prvi udar uniči polovico komponente
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Dopuščamo
možnost
obnovitve A
A
Življenjska doba U
B
Življenjska doba V
X Z Y
Slika 7. Shema verjetnostnega modela z možnostjo obnove
A z verjetnostjo 1, drugi udar pa še drugo polovico z verjetnostjo 1, za komponento
B pa je usoden že prvi udar.
Tako kot pri Marshallovih kopulah so tudi maksmin kopule odvisne od dveh funk-
cij, ki morata ustrezati določenim zahtevam. Za eno funkcijo bodo veljale enake
lastnosti kot so veljale pri definiciji Marshallovih kopul, za drugo pa neke druge, ki
jih bomo definirali še preden definiramo maksmin kopule.
Kot prej definiramo lastnosti (A1), (A2) in (A3*). Definiramo pa še novo lastnost
funkcij ψ : [0, 1]→ R:
(A3∗) v1 − ψ(v1)− v1ψ(v2) ≤ v2 − ψ(v2)− v2ψ(v1) za vse v1 ≤ v2 iz [0,1].
Dokažimo nekaj lastnosti, ki sledijo iz pogojev (A1), (A2) in (A3∗).
Lema 8.11. Če funkcija ψ : [0, 1]→ R zadošča pogojem (A1), (A2) in (A3∗), potem
veljajo naslednje trditve:
(A4∗) ψ(v) ≤ v za vse v ∈ [0, 1]
(A5∗) če je ψ(v) = v za nek v ∈ [0, 1), potem je ψ na intervalu [0, v] enaka identični
funkciji
(A6∗)
ψ(v2)−ψ(v1)
v2−v1 ≤
1−ψ(v1)
1−v1 ≤
1−ψ(v2)
1−v2 za 0 ≤ v1 < v2 < 1,
(A7∗) ψ je zvezna na intervalu [0, 1).
Dokaz. Dokažimo lemo za vsako točko posebej.
(A4∗) V neenakost (A3∗) vstavimo v1 = 0 in dobimo:
0− ψ(0)− 0ψ(v2) ≤ v2 − ψ(v2)− v2ψ(0),
ko upoštevamo (A1), ψ(0) = 0, sledi ψ(v2) ≤ v2 in točka je dokazana.
(A5∗) Predpostavimo, da obstaja v2 ∈ [0, 1), tako da je ψ(v2) = v2. Za poljubni
točki v1 ≤ v2 po (A3∗) sledi
v1 − ψ(v1)− v1ψ(v2) ≤ v2 − ψ(v2)− v2ψ(v1)
v1 − ψ(v1)− v1v2 ≤ v2 − v2 − v2ψ(v1)
v1(1− v2) ≤ ψ(v1)(1− v2)
0 ≤ (1− v2)(ψ(v1)− v1)
in ker je 1 − v2 ≥ 0, sledi v1 ≤ ψ(v1). Ko uporabimo še lastnost (A4∗),
ψ(v1) ≤ v1, sledi ψ(v1) = v1.
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(A6∗) Dokažimo najprej levo neenakost. V neenačbi (A3∗) prǐstejmo in odštejmo
v1ψ(v1). Dobimo
v1 − ψ(v1)− v1ψ(v2) ≤ v2 − ψ(v2)− v2ψ(v1) + v1ψ(v1)− v1ψ(v1).
Neenačbo preuredimo, da dobimo
ψ(v2)− ψ(v1)− v1ψ(v2) + v1ψ(v1) ≤ v2 − v2ψ(v1)− v1 + v1ψ(v1)
ψ(v2)(1− v1) + ψ(v1)(v1 − 1) ≤ v2(1− ψ(v1)) + v1(ψ(v1)− 1)
(1− v1)(ψ(v2)− ψ(v1)) ≤ (1− ψ(v1))(v2 − v1)
ψ(v2)− ψ(v1)
v2 − v1
≤ 1− ψ(v1)
1− v1
Dokažimo sedaj desno neenakost. V neenačbi (A3∗) prǐstejmo in odštejmo
1. Dobimo
v1 − ψ(v1)− v1ψ(v2) ≤ v2 − ψ(v2)− v2ψ(v1) + 1− 1.
Neenačbo preuredimo in dobimo
1− v2 − ψ(v1) + v2ψ(v1) ≤ 1− v1 − ψ(v2) + v1ψ(v2)
(1− ψ(v1))− v2(1− ψ(v1)) ≤ (1− v1)− ψ(v2)(1− v1)
(1− ψ(v1))(1− v2) ≤ (1− v1)(1− ψ(v2))
1− ψ(v1)
1− v1
≤ 1− ψ(v2)
1− v2
,
dokaz točke je končan.
(A7∗) Vemo
ψ(v2)−ψ(v1)
v2−v1 ≤
1−ψ(v1)
1−v1 za 0 ≤ v1 < v2 < 1. Vzemimo poljuben fiksen
v1 ∈ [0, 1) in pošljimo v2 proti v1. Ker je 1−ψ(v1)1−v1 konstantno, sledi, da mora
biti izraz ψ(v2)−ψ(v1)
v2−v1 omejen, to pa bo res, če je |ψ(v2)− ψ(v1)| ≤ K|v2 − v1|
za neko pozitivno konstanto K <∞, torej je funkcija ψ zvezna.

Za funkcijo ψ : [0, 1]→ R, ki zadošča lastnostim (A1), (A2) in (A3∗), definiramo
funkcijo ψ∗ : {v ∈ (0, 1)|ψ(v) < v} ∪ {1} kot
(10) ψ∗ : (0, 1]→ R, ψ∗(v) =
1− ψ(v)
v − ψ(v)
za v ∈ (0, 1) in ψ∗(1) = 1.
Funkcijo ψ∗(v) lahko razširimo na celoten interval [0,1], če definiramo
ψ∗(v) =

∞, če je ψ(v) = v ∈ [0, 1),
1−ψ(v)
v−ψ(v) , če je ψ(v) < v,
1, če je v = 1.
Pripravljeni smo definirati maksmin kopule.
Definicija 8.12. Naj funkcija φ zadošča pogojem (A1), (A2), (A3*), funkcija ψ pa
pogojem (A1), (A2) in (A3∗). Funkcijo Cφ,ψ : [0, 1]
2 → [0, 1], definirano s predpisom
(11) C(u, v) = Cφ,ψ(u, v) = min(φ(u)(v−ψ(v)), u(1−ψ(v)))+uψ(v), u, v ∈ [0, 1]
imenujemo maksmin kopula.
Trditev 8.13. Če izberemo taka u in v, da sta vrednosti φ∗(u) in ψ∗(v) končni,
potem velja
C(u, v) = u(v − ψ(v)) min(φ∗(u), ψ∗(v)) + uψ(v).
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Dokaz. Izpeljimo želeno enakost.
C(u, v) = min(φ(u)(v − ψ(v)), u(1− ψ(v))) + uψ(v) =
= min(φ∗(u)u(v − ψ(v)), uψ∗(v)(v − ψ(v))) + uψ(v) =
= u(v − ψ(v)) min(φ∗(u), ψ∗(v)) + uψ(v).

Trditev 8.14. Če dovolimo neskončne vrednosti funkcij φ∗, ψ∗, lahko maksmin
kopulo zapǐsemo tudi kot:
C(u, v) =
{
φ(u)(v − ψ(v)) + uψ(v), če je φ∗(u) ≤ ψ∗(v),
u, če je ψ∗(v) ≤ φ∗(u).
Dokaz. Izpeljimo najprej enakost za φ∗(u) ≤ ψ∗(v).
u(v − ψ(v)) min(φ∗(u), ψ∗(v)) + uψ(v) = u(v − ψ(v))φ∗(u) + uψ(v) =
= u(v − ψ(v))φ(u)
u
+ uψ(v) = φ(u)(v − ψ(v)) + uψ(v).
Predpostavimo sedaj φ∗(u) ≥ ψ∗(v). Sledi
u(v − ψ(v)) min(φ∗(u), ψ∗(v)) + uψ(v) = u(v − ψ(v))ψ∗(v) + uψ(v) =
= u(v − ψ(v))1− ψ(v)
v − ψ(v)
+ uψ(v) = u(1− ψ(v)) + uψ(v) = u.

Izrek 8.15. Maksmin kopula je kopula.
Ideja dokaza. Dokaza ne bom navajal, ker je preobsežen. Iz lastnosti funkcij, ki
definirata to kopulo hitro sledita prizemljenost in robni funkciji, več dela pa je po-
trebno nameniti 2-naraščanju. Izberemo si poljubne u1, u2, v1 in v2 iz [0,1], za katere
velja u1 ≤ u2 in v1 ≤ v2. Glede na urejenost vrednosti φ∗(u1), φ∗(u2), ψ∗(u1), ψ∗(u2)
primer razpade na štiriindvajset podprimerov, ki pa jih z upoštevanjem A3∗ in A3
∗
skrčimo na šest in za VC poljubnega pravokotnika [u1, u2]× [v1, v2] pokažemo, da je
nenegativen. Dokaz je moč najti v [4], na str. 88–90. 
Kar moramo storiti sedaj, je karakterizirati maksmin kopule in pokazati, da pri-
padajo verjetnostnemu modelu, ki smo ga spoznali v začetku tega podrazdelka,
pripadati morajo torej slučajnemu vektorju (max(X,Z),min(Y, Z)) za neodvisne
slučajne spremenljivke X, Y in Z. V sledeči lemi izpeljemo skupno porazdelitveno
funkcijo slučajnega vektorja (max(X,Z),min(Y, Z)).
Lema 8.16. Naj bosta U in V slučajni spremenljivki s porazdelitvenima funkcijama
F in G ter naj bo H skupna porazdelitvena funkcija. Potem sta naslednji trditvi
ekvivalentni:
(i) Obstajajo neodvisne slučajne spremenljivke X, Y in Z, ki imajo zaporedoma
porazdelitvene funkcije FX , FY in FZ, tako da velja U = max(X,Z) in V =
min(Y, Z).
(ii) Obstajajo take porazdelitvene funkcije FX , FY , FZ, da lahko skupno porazde-
litveno funkcijo H izrazimo kot
(12) H(x, y) = FX(x)(1− FY (y)) min(FZ(x), FZ(y)) + FX(x)FY (y)FZ(x).
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Če veljata ti dve trditvi, potem je
(13) F = FXFZ in G = FY + FZ − FY FZ ,
držijo tudi neenakosti
F ≤ FX , F ≤ FZ , G ≥ FY in G ≥ FZ .
Dokaz. Predpostavimo najprej, da velja (i) in izrazimo skupno porazdelitveno funk-
cijo vektorja (U, V ) s porazdelitvenimi funkcijami FX , FY in FZ :
H(x, y) = P (max(X,Z) ≤ x,min(Y, Z) ≤ y) =
P (X ≤ x, Z ≤ x,min(Y, Z) ≤ y) = P (X ≤ x)P (Z ≤ x,min(Y, Z) ≤ y) =
P (X ≤ x)[P (Z ≤ x,min(Y, Z) ≤ y, Z ≤ y) + P (Z ≤ x,min(Y, Z) ≤ y, Z > y)] =
P (X ≤ x)[P (Z ≤ x, Z ≤ y) + P (Z ≤ x, Y ≤ y, Z > y)] =
FX(x)[FZ(min(x, y)) + P (Y ≤ y)P (y < Z ≤ x)].
Za y < x je
P (y < Z ≤ x) = FZ(x)− FZ(y) = FZ(x)− FZ(min(x, y)),
za y ≥ x lahko pǐsemo
P (y < Z ≤ x) = 0 = FZ(x)− FZ(min(x, y)).
Ko upoštevamo še FZ(min(x, y)) = min(FZ(x), FZ(y)), kar velja zaradi naraščanja
FZ , pridemo do
H(x, y) = FX(x)[min(FZ(x), FZ(y)) + FY (y)(FZ(x)−min(FZ(x), FZ(y)))] =
FX(x)(1− FY (y)) min(FZ(x), FZ(y)) + FX(x)FY (y)FZ(x) za vse x, y ∈ R.
Dokažimo še, da iz (ii) sledi (i):
Izračunajmo robni porazdelitvi H(x, y).
H(x,∞) = FX(x)(1− FY (∞)) min(FZ(x), FZ(∞)) + FX(x)FY (∞)FZ(x) =
= FX(x)(1− 1) min(FZ(x)1) + FX(x)1FZ(x) = FX(x)FZ(x),
kar je ravno porazdelitvena funkcija slučajne spremenljivke U .
H(∞, y) = FX(∞)(1− FY (y)) min(FZ(∞), FZ(y)) + FX(∞)FY (y)FZ(∞) =
= 1(1− FY (y)) min(1, FZ(y)) + 1FY (y)1 = FZ(y) + FY (y)− FY (y)FZ(y),
kar je ravno porazdelitvena funkcija slučajne spremenljivke V . S tem je dokazana
tudi enačba (13). Ker sta porazdelitveni funkciji FX , FZ ≤ 1, sledi da je F =
FXFZ ≤ FX in F = FXFZ ≤ FZ . Ker je FY FZ ≤ FZ , velja tudi G ≥ FY in ker je
FY FZ ≤ FY , velja G ≥ FZ . 
Sledeči izrek dokaže, da je maksmin kopula ena izmed kopul, ki pripadajo slučaj-
nima spremenljivkama max(X,Z),min(Y, Z) za neodvisne slučajne spremenljivke
X, Y in Z. Iz Sklarovega izreka sledi, da če je slučajni vektor zvezen, je potem
pripadajoča kopula enolična, in zato natanko maksmin kopula. Izrek je podoben
Marshallovemu izreku iz poglavja o Marshallovih kopulah.
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Izrek 8.17. Naj bo U = max(X,Z) in V = min(Y, Z), kjer so X, Y in Z neod-
visne slučajne spremenljivke. Slučajni spremenljivki U in V naj imata zaporedoma
porazdelitveni funkciji F in G, H pa naj bo skupna porazdelitvena funkcija slučajnega
vektorja (U,V). Potem obstajata taki funkciji φ, ki zadošča pogojem (A1), (A2) in
(A3*) in ψ, ki zadošča pogojem (A1), (A2) in (A3∗), tako da za pripadajočo ma-
ksmin kopulo Cφ,ψ velja
H(x, y) = Cφ,ψ(F (x), G(y)) za vse x,y ∈ R.
Ideja dokaza je podobna kot pri Marshallovih kopulah. Bralec si ga bolj podrobno
lahko pogleda v [4], str. 92–94.
Skonstruirajmo maksmin kopulo.
Primer 8.18. Naj bodo X, Y in Z neodvisne enako porazdeljene slučajne spre-
menljivke. Njihovo porazdelitveno funkcije označimo z FX in definirajmo slučajni
spremenljivki U in V kot U = max(X,Z), V = min(Y, Z). Njuni porazdelitveni
funkciji označimo zaporedoma z F in G. Izračunajmo porazdelitveni funkciji U in
V ,
F (x) = P (max(X,Z) ≤ x) = P (X ≤ x)P (Z ≤ x) = FX(x)2,
G(y) = P (min(Y, Z) ≤ y) = 1− P (min(Y, Z) > y) = 1− P (Y > y, Z > y) =
= 1− P (Y > y)P (Z > y) = 1− (1− P (Y ≤ y))(1− P (Z ≤ y)) =
= 1− (1− FX(y))(1− FX(y)) = 1− (1− FX(y))2.
Sedaj ǐsčemo funkciji φ in ψ, ki jima pripada kopula C, tako da bo H(x, y) =
Cφ,ψ(F (x), G(y)). Primer je podoben kot v zaključku preǰsnjega podrazdelka, opa-
zimo, da za funkciji
φ(u) =
√
u, u ∈ [0, 1] in ψ(v) = 1−
√
1− v, v ∈ [0, 1],
torej je
C(u, v) = min(
√
u(v − 1 +
√
1− v), u
√
1− v) + u(1−
√
1− v),
velja pa tudi enakost H(x, y) = Cφ,ψ(F (x), G(y)).
C(F (x), G(y)) =
= min(φ(F (x))(G(y)− ψ(G(y))), F (x)(1− ψ(G(y)))) + F (x)ψ(G(y)) =
= min(φ(F 2X(x))(1− (1− FX(y))2 − ψ(1− (1− FX(y))2)),
F 2X(x)(1− ψ(1− (1− FX(y))2))) + F 2X(x)ψ(1− (1− FX(y))2) =
= min(FX(x)(1− (1− FX(y))2 − FX(y)), F 2X(x)(1− FX(y))) + F 2X(x)FX(y) =
= min(FX(x)FX(y)(1− FX(y)), F 2X(x)(1− FX(y))) + F 2X(x)FX(y) =
= H(x, y).
Dokažimo, da φ ustreza (A1), (A2) in (A3∗), ψ pa ustreza (A1), (A2) in (A3∗).
(A1) φ(0) =
√
0 = 0, ψ(0) = 1 −
√
1 = 1 − 1 = 0, φ(1) =
√
1 = 1, ψ(1) =
1−
√
1− 1 = 1− 0 = 1.
(A2) φ(u2)−φ(u1) =
√
u2−
√
u1, kar je nenegativno za u1 ≤ u2. ψ(u2)−ψ(u1) =
1 −
√
1− u2 − 1 +
√
1− u1 =
√
1− u1 −
√
1− u2, kar je nenegativno za
u1 ≤ u2, u1, u2 ∈ [0, 1], torej sta funkciji φ, ψ naraščajoči.
(A3*) Ker je u1 ≤ u2, je
√
u1 ≤
√
u2. Dobljeno neenakost pomnožimo s
√
u1u2, kar
je nenegativno, in dobimo u1
√
u2 ≤
√
u1u2, to pa je ravno želena neenakost
u1φ(u2) ≤ φ(u1)u2.
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(A3∗) v1−ψ(v1)− v1ψ(v2) ≤ v2−ψ(v2)− v2ψ(v1) za vse v1 ≤ v2 iz [0,1]. Vstavimo
in preverimo:
v1 ≤ v2
1− v2 ≤ 1− v1√
1− v2 ≤
√
1− v1√
1− v1(1− v2) ≤
√
1− v2(1− v1)√
1− v1 + v1
√
1− v2 ≤
√
1− v2 + v2
√
1− v1
v1 − 1 +
√
1− v1 − v1(1−
√
1− v2) ≤ v2 − 1 +
√
1− v2 − v2(1−
√
1− v1),
to pa je ravno želena neenakost.
Prikažimo dobljeno kopulo z nivojnicami in razsevnim diagramom na sliki 8.
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(a) Nivojnice dobljene maksmin ko-
pule
0.0 0.2 0.4 0.6 0.8 1.0
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0.8
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(b) Razsevni diagram dobljene ma-
skmin kopule
Slika 8. Nivojnice in razsevni diagram dobljene maksmin kopule
♦
Poračunajmo še primer za konkretne porazdelitve.
Primer 8.19. Naj bosta slučajni spremenljivki X,Z porazdeljeni enakomerno zve-
zno na intervalu [0,1], slučajna spremenljivka Y pa enakomerno zvezno na intervalu
[0,2]. Porazdelitvene funkcije so torej enake kot pri primeru iz razdelka o Marshal-
lovih kopulah. Zapǐsimo porazdelitvene funkcije FX , FY in FZ , ki so zaporedoma
porazdelitvene funkcije slučajnih spremenljivk X, Y in Z.
FX(x) =


0, x ≤ 0
x, x ∈ [0, 1]
1, x ≥ 1.
FY (y) =


0, y ≤ 0
y
2
, y ∈ [0, 2]
1, y ≥ 2.
FZ(z) =


0, z ≤ 0
z, z ∈ [0, 1]
1, z ≥ 1.
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Slučajni spremenljivki U = max(X,Z) in V = min(Y, Z) pa sta zaporedoma
porazdeljeni kot
F (x) =



0, x ≤ 0
x2, x ∈ [0, 1]
1, x ≥ 1.
G(y) =



0, y ≤ 0
y
2
(3− y), y ∈ [0, 1]
1, y ≥ 1.
Kot vemo iz enačbe (12), je skupna porazdelitvena funkcija U, V podana kot
H(x, y) =



0, x ≤ 0 ali y ≤ 0,
x2, x ∈ [0, 1], y ≥ 1,
y
2
(3− y), x ≥ 1, y ∈ [0, 1],
x(1− y
2
)min(x, y) + x
2y
2
, x ∈ [0, 1], y ∈ [0, 1],
1, x ≥ 1, y ≥ 1.
in maksmin kopula je podana kot je navedeno v enačbi (11) z
C(u, v) = Cφ,ψ(u, v) = min(φ(u)(v − ψ(v)), u(1− ψ(v))) + uψ(v).
Na vsakem intervalu izenačimo H(x, y) = C(F (x), G(y)) in dobimo funkciji
φ(t) =
√
t, ψ(t) =
3−
√
9− 8t
4
.
Iskana maksmin kopula je torej enaka
C(u, v) = min(
√
u(v − 3−
√
9− 8v
4
), u(1− 3−
√
9− 8v
4
)) + u
3−
√
9− 8v
4
.
Dobljeno kopulo lahko vidimo na sliki 9.
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(a) Nivojnice dobljene maksmin ko-
pule
0.0 0.2 0.4 0.6 0.8 1.0
0.0
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1.0
(b) Razsevni diagram dobljene ma-
skmin kopule
Slika 9. Nivojnice in razsevni diagram dobljene maksmin kopule
♦
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9. Zaključek
V delu smo spoznali kopule in prek Sklarovega izreka spoznali njihovo povezavo s
porazdelitvenimi funkcijami. Za konec smo se s kopulami srečali v modelih udarov,
kjer smo prek konkretnih primerov videli, kako nam kopule pridejo prav.
Slovar strokovnih izrazov
grounded function prizemljena funkcija
2-increasing function 2-naraščajoča funkcija
bilinear interpolation bilinearna interpolacija
shock model model udara
maxmin copula maksmin kopula
n-box n-̌skatla
scatterplot razsevni diagram
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