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SUMMARY
The objective of the thesis is to improve robotic manipulation via vision-based affordance
understanding, which would advance the application of robotics to industrial use cases, as well as
impact the area of assistive robotics.
Research literature related to manipulation primarily focus on the grasp affordance due to its
essential necessity in robotic manipulation. Recent modern methods for grasp recognition empha-
size data-driven machine learning techniques, which improve the generalizability of grasping for
novel objects, while falling short of real-time application due to computational cost. Beyond the
grasp affordance, real-world applications of robotic manipulation involve exploiting more gen-
eral affordances. Recent studies on detecting object affordances in images address the problem at
the pixel-level. Though achieving state-of-the-art performance, per-pixel segmentation approach
requires labor-intensive manual annotations. Furthermore, existing affordance datasets contain
relatively small quantity of objects, as compared to modern classification datasets. The learned
affordances thus only apply to a limited object set. However, a larger variety of objects will be
encountered in the real-world. Lastly, given that affordance implies an action opportunity of an
object part, the same object part may possess multiple affordances in practical. Recent literature
pays attention to single affordance prediction, while ranked affordances of an object part provide
flexibility in achieving goal-oriented robotic manipulation tasks.
This thesis focuses on vision-based manipulation for real-time robotic application. A series of
methods are proposed to improve the applicability for practical scenarios. Specifically we tackle
the problem of identifying viable candidate robotic grasps of objects, and seek for more general
affordance map prediction methods with reduced annotation costs. We target generalizing learned
affordances to unseen categories and predicting multiple ranked affordance for each object part.
We aim to narrow the gap between the vision detection and robotic manipulation by linking action
primitives to task execution. To account for various shapes and poses of objects for universal grasp
identification, a CNN-based architecture is adopted to learn to grasp. Unlike regression methods,
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the identification of grasp configurations in this architecture is broken into a grasp detection pro-
cess, followed by a more refined grasp orientation classification process, where both processes are
embedded within two coupled networks. The final network is applicable in practical scenarios to
detect multiple grasps on multiple objects in the view. Beyond grasp affordance, detecting gen-
eral affordances such as contain, support and pound also benefits robot agent when interacting
with physical world. In vision-based affordance detection, finding affordance of an object part is
commonly defined as grouping pixels sharing the same functionality. Therefore, the supervised
affordance learning process requires pixel-wise annotation ground truth, which is labor-intensive.
To reduce the labor-intensive annotation cost, learning from supervised synthetic data with unla-
belled real images is considered. To maintain the advantage of jointly optimizing detection and
affordance prediction, labelled synthetic data is applied and jointly adapted to unlabelled real im-
ages for detection and affordance segmentation. To preserve the advantages of an object-based
method while generalizing to unseen categories, a binary classification mode is added for object-
ness detection and localization. The proposed architecture further adopts KL-divergence to learn
the distributions instead of cross entropy for a single label ground truth on each pixel, enabling
multiple ranked affordance prediction of one object part. Improvements on affordance prediction
is made by proposed branch-wise attention module and attribute-like auxiliary task. A system
combining the proposed affordance detector with a pre-trained object detector with the Planning
Domain Definition Language (PDDL) illustrates the effectiveness in practical robotic manipulation
applications.
Through this research, we study vision-based robotic affordance learning for real-world ma-
nipulation scenarios. Methods for identifying graspable areas as well as general affordances are
applied to robotic manipulation, improving the training overhead and inference efficiency. For goal
oriented tasks, an ideal object with the primary affordance/functionality to achieve the goal might
be missing in the view. To compensate, methods for affordance ranking, unseen category gener-
alization and vision architecture improvements are studied, enhancing the flexibility in practical
manipulation. In Chapter 2, a multi-object grasping architecture is introduced to enable situations
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where no, one, or multiple object(s) are seen, while achieving state-of-the-art on standard bench-
marks and physical robot experiments. In Chapter 3, an affordance segmentation architecture
is introduced to enable unsupervisedly adapting annotations from synthetic data while achieving
comparable performance to supervisedly learned approaches. Considering more realistic scenarios
where one object part may support multiple affordances, Chapter 4 extends to multiple affordance
with rankings and generalize to unseen categories. In Chapter 5, branch-wise attention module and
attribute-like auxiliary task are introduced to improve detection performance on unseen categories.
Further integration with object detector and PDDL is introduced to demonstrate applicability in
real-world robotic manipulation. Lastly, a case study of the system design is presented in Chap-





Robotic manipulation is an essential ability for robot agents to physically interact with the world.
For humans, visual input serves as the main modality to interpret the world. Vision-based ma-
nipulation mainly exploits this perceptual modality for scene understanding in support of robust
manipulation. Manipulating objects for the purpose of achieving a desired task requires knowing
how objects may be used. Adult humans have a large set of prior experience regarding potential
functionalities, or affordances, of objects. This understanding admits successful completion of
tasks by identifying which readily available objects contribute to each step in the manipulation
sequence. Many applications of robotics benefit from robust manipulations. Resolving it would
advance the application to industrial use cases, such as pick-and-place, part assembly, binning,
and sorting in assembly lines. Likewise, for assistive robots to support human, more complicated
manipulation tasks are required for agents to perceive and interact with their surroundings.
A large fraction of works has focused on exploiting advanced vision algorithms for robotic
manipulations. While better visual interpretation to guide manipulation is achieved, few satisfy
the need to meet both real-time requirements and practical scenarios. Furthermore, beyond grasp
affordance, real-world applications of robotic manipulation involve exploiting more general affor-
dances. However, research in this vein is less prevalent. To improve the applicability of advanced
vision algorithm for robotic manipulation, a series of methods are proposed. Specifically we tackle
the problem of identifying viable candidate robotic grasps of objects, and seek for more general
affordance prediction methods with reduced annotation costs. We target generalizing learned af-
fordances to unseen categories, and predicting multiple ranked affordance for each object part.
Furthermore, we illustrate the way to link affordance detection to action primitives for execution
with physical robots via a planning module.
In this chapter, we first review the state-of-the-art in robotic grasping using vision. Second,
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the literature of general affordance prediction, which serves as the key foundation of the thesis,
is presented. Since in this thesis, synthetic data and domain adaptation are covered in proposed
approaches, existing works on synthetic data and domain adaptation are reviewed in the third
section to complete the literature review. After discussing the gap in vision-based manipulation
with affordance, we conclude the section with the outline of this thesis.
1.1 The Gap of Applicability in State-of-the-art Robotic Grasp Detection
Vision-based robotic grasping refers to using a robotic end-effector to securely pick it up without
slippage, based on visual perception ability. We study grasping with emphasis on grasp perception,
serving as an essential stage for robotic grasping research. We limit the review to vision-based
grasp detection, related topics such as haptic grasping and dexterous manipulation (multi-finger
with palm) are excluded, since these trends are less related to visual cue understanding.
Research on grasping has evolved significantly over the last two decades. Altogether, the re-
view papers [1, 2, 3, 4, 5] provide a good context for the overall field. Conventional analytical
approaches of robotic grasping heavily rely on the knowledge of human experts. Those meth-
ods involve manually programming for specific tasks [6], and/or known properties of object ge-
ometry, physics models and force analytics as the premise [2]. Though traditional task-specific
algorithms developed analytically for grasping are illustrated to be effective, limitations arise in
unstructured/changing environments [6]; in certain scenarios, forming a solution with complex an-
alytical approaches becomes arduous and impractical for generalised applicability [7]. Empirical
methods or data-driven approaches, on the other hand, rely on collected positive samples. Instead
of assuming known object parameters, empirical methods learn from successful object grasps, de-
veloping a generalised solution [4] robust to changes in environments. Given the effectiveness
of empirically learned grasping and more accessible data, empirical methods have dominated the
field of robotic grasping in recent years. Our review of grasping detection hereafter emphasizes
learning-based approaches and representation learning.
Empirical grasp methods involve defining a configuration to represent reasonable/successful
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grasps from collected samples. Early work in [8] defined a grasping point g = (x, y, z) in a Carte-
sian coordinate system, and learned a regression model to infer graspable locations. Following the
definition in [8], the grasping region of an object is defined in [9] to identify a set of graspable
points in 3D. The point or region representations suggest suitable object grasps but lack infor-
mation of predicting a corresponding gripper pose to complete the grasp. To complete a grasp
configuration with the associated end-effector, [10] proposed a seven dimensional representation
in 3D space, G = (x, y, z, α, β, γ, l), where (x, y, z) indicates grasping point, (α, β, γ) indicates
grasping orientation, and l is the open width of a parallel plate gripper (or similar in functionality).
Simplifying the 7-dimensional representation in [10], a 5-dimensional grasp rectangle of a grasp
representation is employed in [11], with the assumption that 2D grasp configurations on images
naturally translate to their 3D counterparts. Similar to [10], the 5-dimensional representation de-
scribed the location, orientation, and opening distance of a parallel plate gripper prior to closing
on an object, on 2D plane. The 5-dimensional representation is then adopted by [12] as a bounding
box grasp configuration: g = (x, y, θ, w, h). This 2D orientated rectangle depicts the gripper’s lo-
cation (x, y), orientation θ, and opening distance h. An additional parameter describing the length
w completes the bounding box grasp configuration. This 2D oriented rectangle in the image space
has shown to provide enough information to guide physical robotic grasping [12] and has been
adopted as a well-accepted formulation.
Early work on perception-based learning approaches to grasping goes back to [13], which
showed that learning-based methods could generalize to novel objects with low dimensional fea-
ture space for identifying grasps. Exploiting the input/output learning properties of machine learn-
ing (ML) systems, [9] proposed to learn the image to grasp mapping through the manual designed
feature with a probabilistic model. The system was trained using synthetic imagery, then demon-
strated successful grasping on real objects; as an end-to-end system, the reconstruction of the
object’s 3D geometry is not needed to arrive at a grasp hypothesis. Likewise, [14] employed
a CNN-like feature space with random forests for grasp identification. In addition to where to
grasp, several efforts learn the grasp approach or pre-grasp strategy [15, 16], while some focus on
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whether the hypothesized grasp is likely to succeed [17, 18]. Many of these approaches exploited
contemporary machine learning algorithms with manually defined feature spaces.
At the turn of this decade, the introduction of low-cost depth cameras enabled models of grasp-
ing mapping to encode richer features [19]. Generally, the early methods using depth cameras
sought to recover the 3D geometry from point clouds for grasp planning [20], with manually de-
rived feature space used in the learning process. Additionally, the advent of computational frame-
works facilitated the construction and training of CNNs. Deep learning approaches [21, 22] were
quickly adopted by the computer vision community.
Deep learning avoids the need for engineering feature spaces, with the trade-off that larger
datasets are needed. The trade-off is usually mitigated through the use of pre-training on pre-
existing computer vision datasets followed by fine-tuning on a smaller, problem-specific dataset.
Following a sliding window approach, [11] trained a two stage multi-modal network, with the first
stage generating hypotheses for a more accurate second stage. Similarly, [23, 24] first performed
an image-wide pre-processing step to identify candidate object regions, followed by application
of a CNN classifier for each batch of region. Though the produced result surpassed conventional
methods, the speed of inferencing process is impractical for a robotic system.
To avoid sliding windows or image-wide search, end-to-end approaches are trained to output a
single grasp configuration from the input data [12, 25, 26]. Regression-based approaches [12] re-
quire compensation through image partitioning since the grasp configuration space is non-convex.
Following the architecture in [12], [26] experimented on real objects with physical grasping ex-
periments. The two-stage network in [25] adopted residual blocks [27] and first output a learnt
feature, which was then used to provide a single grasp output. These approaches may suffer from
averaging effects associated to the single-output nature of the mapping. Most deep network ap-
proaches mentioned above start with the strong prior that every image contains a single object with
a single grasp target (except [23]).
Since multiple grasps may correspond to single object, [28] processed sampled patches of
an image with a network followed by a 18-way binary classification of grasp angles. To further
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reduce the computational overhead, [29] developed a Grasp Quality Convolutional Neural Network
to evaluate grasp robustness for each candidate, learning the correlation between object shapes
and parallel-jaw grasps. Similar to [29], [30] learns to score each grasp pose predefined on an
image plane with simulated depth data. Adapting pixel-wise grasping detection, [31] proposed to
regress grasp quality, gripper angle and gripper width for each pixel. With eye-in-hand design, the
closed-loop grasping improve the success rate in real-world grasping. A similar eye-in-hand design
was also presented in [32] to predict grasp point and angle dynamically adapting for environment
changes.
Another line of research is to learn the mapping from vision input to robot motion to achieve
grasping. To directly plan grasps, Lu et al. [33] proposed to predict and maximize grasp success
by inferring grasp configurations from vision input for grasp planning. Research on empirical
grasp planning with reinforcement learning (RL) acquired samples from robots in real experiments
[34]. The training time involved several weeks and led to limitation of its scalability. The work
[35] collected over 800k data points with up to 14 robotic arms running in parallel for learning
visual servoing. The training time involved over 2 months. Recent approaches especially RL-
based methods adopt simulation environment for reducing training overhead, but domain shifts
exist when applying learned models/policies to real-world [36, 37, 38, 39]. The generalization
performance of RL solutions to environmental changes remains unknown.
Though a rich body of works exist in tackling perception-based robotic grasping, we carefully
identified the applicability gap of grasp detection to real-world application. Though achieving top
performance, recent supervise learned grasp detection algorithms such as [12, 26, 25] hold a strong
assumption that a single grasp exists in an image. Guo et al. [40] employed a two-stage process
with a feature learning CNN, followed by specific deep network branches (graspable, bounding
box, and orientation). The anchor design predicted precise grasp point with bounding box ratio
compared to [28, 30] for fixed grasp box or grasp pose with multiple grasp detection. To further
focus on features of local patches and avoid computational cost of sliding window, we adopted
grasp region proposal network to generate candidate regions for feature extraction. Moreover, to
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exploit the classification ability of CNN over regression, we transformed grasp configuration from
a regression problem formulated in previous works [12, 25] into a combination of region detection
and orientation classification problems with null hypothesis competition. In the proposed work
chapter, we describe in detail the performance boost with limited trade-off of computation time,
and provide extensive experiments including vision benchmarking and physical grasping test.
1.2 Object Affordances in Images
In ecological psychology, a commonly-accepted definition of affordance is defined as ”perceived
action possibilities” available to an agent on environmental interaction, by J. J. Gibson [41]. The
notion of affordance relates cognitive processing to reasoning in artificial systems of robotics. Be-
yond grasping, robotics research on general affordances studies the applicable interactions between
robots and real-world objects/environments [42, 43, 44]. Manipulating objects for the purpose of
achieving a desired task requires learning the potential actions to perform on or with an object.
Research literature related to robotic manipulation primarily focuses on the grasp affordance
[45] over other affordances, due to its essential necessity in manipulation. To extend to general
affordance understanding for manipulation, this section covers the review of affordance research.
A systematic literature review with comprehensive taxonomy for models of affordance in robotics
can be found in [45]. This section covers the literature of image-based affordance detection for
robotic manipulation, topics such as haptic affordances, environment affordance, and learning from
human demonstration, will not be discussed.
Early works of image-based affordance detection considered affordances as a subset of object
attributes [46]. Manually designed features with geometric cues were used in [47] to learn af-
fordance in an unsupervised manner. [48] proposed to leverage local and global shape feature to
predict effective contact location. A 3D surface descriptor was utilized in [49] as a representation
of affordance with object poses. Similar to [49], a geometrical part-based method was applied to
categorize object parts into predefined functionalities.
Recent image-based affordance detection is treated as the problem of pixel-wise labelling of
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object parts by functionality. Due to the abstract nature of the concept of affordances, their associ-
ations to objects differ from conventional semantic segmentation. For instance, parts with different
appearances may hold the same affordance and vice versa. However, this formulation benefits
from exploiting advances in semantic segmentation in computer vision community. For pixel-level
affordance detection, geometric cues were applied in [47] with manually designed features. A
graphical model is proposed in [50, 51] to learn the correlation between affordances and semanti-
cally meaningful parts. Adopting the work in [50], [52] proposed to further categorize affordances
for manipulation and execution to manipulate a tool for task execution. Following the design of
deep CNN for segmentation [53], further improvement was achieved through an encoder-decoder
framework with learned feature spaces [54]. A two-stream encoder-decoder framework for multi-
model inputs was proposed in [55] with a late-fusion strategy for affordance prediction. Inspired
by [56, 57], dense conditional random fields were integrated in [58] with a proposed object-based
affordance detector for affordance map prediction, which indicates the affordance prediction bene-
fits from object and bounding box prior. On this front, following the design of [59], [60] proposed
jointly optimizing object detection and affordance segmentation for object-based affordance de-
tectors. The end-to-end optimization improves the overall accuracy and achieves state-of-the-art
performance.
Due to the cost of labelling the pixel-wise affordance during supervised learning, weakly su-
pervised approaches were introduced in [61, 62] for affordance segmentation with few key point
annotations. However, unsupervised learning for pixel-level affordance segmentation for joint de-
tection and segmentation remains open. The studies of the review indicate the benefits of jointly
optimizing detection and affordance map segmentation for priors of object class and location. In-
spired by [63], to avoid labor-intensive annotation for pixel-wise labelling and detection ground
truth, we propose to learn from supervised synthetic data, and jointly adapt to unlabelled real im-
ages. This multi-level domain adaptation from synthetic data to real images involves generating
corresponding synthetic benchmark and reducing domain shift via Generative Adversarial Net-
works (GAN) [64]; to complete the review, both synthetic data and domain adaptation will be
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covered in the following review sections.
1.3 Synthetic Data and Domain Adaptation
1.3.1 Synthetic data
Synthetic image data has been used for benchmarking the performance of computer vision algo-
rithms. Early in the optical flow area, synthetic data played an important role due to difficulty
in real-scene measurements for accurate ground-truth; benchmarking relied heavily on synthetic
datasets (MPI-Sintel [65] and Flying [66]). Recently due to the needs for deep reinforcement
learning, simulated environments with physical engine [67, 68, 69, 70] defining interaction and
state changes were drawing attention [71, 72]. For end-to-end training of grasping in robotic ma-
nipulation, simulation environments help to diversify the training data and speed up the training
process [36, 37, 38]. The tactic has also been applied to areas where large real-world datasets
tend to be harder to acquire, such as autonomous driving [73, 74, 75], among which GTA5 [75]
and SYNTHIA [74] are comprehensive and widely utilized for benchmarking. For indoor scenes,
SceneNet [76] composed a collection of camera trajectories through random indoor scene config-
urations under varying conditions. Semantic segmentation involves labor-intensive labelling for
ground truth; constructing synthetic dataset has drawn attention to tackle the annotation issue.
GTA5 [75] and SYNTHIA [74] provide segmentation mask ground truth and are largely used for
benchmarking.
Training with synthetic data reduces annotation costs and shifts the supervision level. At the
same time, learning from synthetic data to real data involves domain adaptation due to the visual
difference between rendered and captured scenes.
1.3.2 Domain Adaptation
Domain adaptation for image classification has been widely studied in vision community, includ-
ing kernel learning [77, 78], asymmetric metric learning [79], subspace interpolation [80] and
covariance matrix alignment [81, 82]. Recently due to performance gain, CNN based classifiers
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are developed to tackle the problem of domain shifts
To reduce the feature distribution mismatch, Domain Adversarial Neural Networks (DANN)
[83, 84] align the feature distributions between source and target images. Additional training tech-
niques on classifier and loss designs further reduce the performance mismatch between synthetic
and real data [85, 86, 87]. Another line of research adopts generative adversarial networks (GANs)
to simulate domain-invariant samples for generating training sets in target domain [88].
Beyond domain adaptation for image classification, domain adversarial learning methods for
pixel-level adaptation of image segmentation tasks operate on feature representations [89, 90].
Building on the concept of adversarial learning, class-wise adversarial learning with label transfer
was using in [91] for synthetic to real adaptation. In additional to adversarial learning in feature
space, multiple levels of output spaces learning was proposed in [92]. [90] adopted cycle-consistent
constraint [93] and proposed an architecture with adversarial learning in feature and label spaces.
Compared to image classification and image segmentation, domain adaptation for detection has
not been widely explored. For detection with domain adaptation, an adaptive SVM for deformable
part model was proposed in [94]. With the progress of deep learning, an R-CNN based feature
extractor is utilized in [95] with subspace alignment for domain shift. Recently, a detector for
testing across domains was proposed by [63] based on Faster R-CNN [96].
To benefit from the region-based segmentation with object prior, our proposed work follows
recent state-of-the-art affordance detection methods [58, 60], for a trainable framework to jointly
optimize detection and segmentation. To avoid labor-intensive annotation, we propose to adopt
domain adaptation to learn from synthetic data. A simulated dataset was carefully collected with
auto-generated labels. Inspired by [63], we propose to learn from supervised synthetic data and
jointly adapt to unlabelled real images for detection and affordance segmentation.
Compared to previous works, this work simultaneously localizes candidate objects in the im-
age, predicts object labels, and infers multi-label affordance maps for all object parts. The objective
of the framework is to learn from a synthetic UMD dataset with automatically generated ground-
truth for the standard UMD benchmark, and to unsupervisedly adapt to real-world manipulation
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tasks.
1.4 Outline of the Thesis
The rest of this thesis is organized as follows:
• Chapter 2 introduces a grasp region proposal network for identification of potential grasp
regions [97]. The network then partitions the grasp configuration estimation problem into re-
gression over the bounding box parameters, and classification of the orientation angles. The
whole network design enables real-time grasp affordance detection for real-world robotic
grasping.
• Chapter 3 extends the grasp affordance detection to general affordance prediction for robotic
manipulation [98]. The prediction is formulated as segmentation problem. Due to labor-
intensive annotation for pixel-level ground truth, an segmentation architecture is introduced
to enable adapting annotations from synthetic data unsupervisedly, while achieving compa-
rable performance to supervisedly learned approaches.
• Chapter 4 further extends the general affordance prediction to multiple affordance ranking,
on a single object part [99]. Multiple affordance prediction benefits consecutive planning
for realistic scenarios where desired tools are absent. Moreover, the designed architecture
generalizes learned affordance to unseen categories, improving the applicability of learned
model.
• Chapter 5 tackles the performance loss due to generalization of the affordance model on
unseen categories [100]. Two modules are introduced to improve the performance: branch-
wise attention module and attribute-like auxiliary module. To bridge vision detection and
physical robotic manipulation, a system incorporating proposed affordance detector, a pre-
trained object detector, and PDDL is introduced. Planning and execution of a sequence of
action primitives defined by predicted affordance is enabled.
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• Chapter 6 explores an application [101] of previously described components. The whole
system design is a case study of a human-in-the-loop system, incorporating the Augmented
Reality (AR) glasses, the Tongue-Drive System (TDS) and robotic manipulator with pro-
posed grasp detection. The overall system design is a preliminary study for people with
paralysis in upper limb. The chapter details the design and experiments with healthy human
subjects.
• Chapter 7 concludes the thesis with a summary of findings and observations.





In this chapter, we describe the work, multi-grasp affordance detection, which aims at predicting
graspable locations in practical scenarios for robotic manipulation. To be specific, it considers
situations where no, one, or multiple object(s) are seen. Research on vision-based grasp detec-
tion exploits the input/output learning properties of machine learning (ML) systems. While deep
learning avoids the need for engineering feature spaces, most early attempts on grasp detection
adopting CNNs assumes a single object in the view. Some works allowing multiple grasps suffers
from slow inferencing time due to sliding window strategy. Diverse and quick detection of robotic
grasp candidates for target objects in practical lead to a better grasp path planning, and improve
the overall performance of grasp-based manipulation tasks. We aim at adapting region proposal
network (RPN) for grasp candidates, and re-formulating regression of bounding box orientation
to classification of quantized intervals. In this way the architecture can be end-to-end optimized
for grasp features learning and for real-time referencing. By incorporating grasp region proposal
network and orientation classification, the end-to-end training of the architecture leads to grasp
detection capable of predicting multiple grasps with corresponding confidence scores in real-time
physical grasping.
The primary outcome of this work is illustrated in Fig. 2.1. The image shows the main detection
result of the proposed networks. The networks take in a RGB-D image as an input and predicts a
list of grasp candidates in the view for robotic arm execution. The red lines correspond to parallel
plates of the grasping gripper. The white lines indicate the distance between the plates before the
grasp is executed. As shown in the image, the network allows simultaneous multi-object, multi-
grasp detection, suitable for practical real-world robotic manipulations. Among the existing works,
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Figure 2.1: Illustration of the proposed multi-object, multi-grasp detection. The red lines corre-
spond to parallel plates of the grasping gripper. The white lines indicate the distance between the
plates before the grasp is executed
Table 2.1: Performance benchmarking on standard Cornell dataset
Approach Img-wise Obj-wise Speed
accuracy (%) fps
Jiang et al. [10] 60.5 58.3 0.02
Lenz et al. [11] 73.9 75.6 0.07
Redmon et al. [12] 88.0 87.1 3.31
Wang et al. [23] 81.8 N/A 7.10
Asif et al. [14] 88.2 87.5 –
Kumra et al. [25] 89.2 88.9 16.03
Mahler et al. [102] 93.0 N/A ∼1.25
Guo et al. [40] 93.2 89.1 –
Ours 95.5 91.7 17.24
our design, as shown in 2.1 achieves the state-of-the-art performance on standard Cornell dataset
for both splits. The image-wise split tests the generalizability across instances, while the object-
wise split examines the ability to predict grasps on unseen categories. Our network design allows
end-to-end training and inferencing. Compared to published works, ours is the first to achieve
multiple grasp detection in real-time inference speed (> 16 fps; [25] assumes one and only one
grasp in the view). Overall, the proposed networks maintain the best accuracy-speed trade-off for
multi-object, multi-grasp detection.
Contributions of this work include:
1) A deep network architecture that predicts multiple grasp candidates in situations when none,
single or multiple objects are in the view. Compared to baseline methods, the classification-based
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approach demonstrates improved outcomes on the Cornell dataset benchmark, achieving stateof-
the-art performance on image-wise and object-wise splits. The code of network is made publicly
available 1;
2) A multi-object, multi-grasp dataset is collected and manually annotated with grasp configu-
ration ground-truth as the Cornell dataset. We demonstrate the generalization capabilities of the
architecture and its prediction performance on the multi-grasp dataset with respect to false grasp
candidates per image versus grasp miss rate. The dataset is made publicly available 2;
3) Experiments with a 7 degree of freedom manipulator and a time-of-flight RGB-D sensor quan-
tify the systems ability to grasp a variety of household objects placed at random locations and
orientations. Comparison to published works shows that the approach is effective, achieving a
sensible balance for real-time object pick-up with an 89% success rate and less than 0.25 s from
image to prediction to plan;
2.2 Background
In chapter 1, related works of the state-of-the-art robotic grasp detection has been reviewed, and
the research gap of existing literatures has been carefully identified. Here we briefly summarize
the background and research gap, and discuss the most related works.
In this research problem, we are interested in tackling the problem of identifying viable candi-
date robotic grasps of objects in a RGB-D image. The envisioned gripper is a parallel plate gripper
(or similar in functionality). Among most of existing works tackling vision-based robotic grasping,
a strong assumption that a single grasp exists in the view is hold, which forms a applicability gap
for practical robotic application. Also for works allowing multiple grasp in view, the utilization
of sliding window hinders the real-time inferencing during deployment. Maintaining trade-off of
computation time and grasp detection accuracy while allowing multiple candidate prediction is




Deep neural networks have been shown to outperform hand-designed features and reach state-
of-the-art performance. The proposed architecture relies on the strengths of deep convolutional
neural networks (CNNs) at detection and classification. The identification of grasp configuration
for objects is broken down into a grasp detection processes followed by a more refined grasp
orientation classification process, both embedded within two coupled networks.
Inspired by [96], we propose to incorporate a grasp region proposal network to generate candi-
date regions for feature extraction. Furthermore, we propose to transform grasp configuration from
a regression problem formulated in previous works [12, 25] into a combination of region detection
and orientation classification problems (with null hypothesis competition). We utilize ResNet [27],
the current state-of-the-art deep convolutional neural network, for feature extraction and grasp pre-
diction. Compared to previous approaches, our method considers more realistic scenarios with
multiple objects in a scene. The proposed architecture predicts multiple grasps with corresponding
confidence scores, which aids the subsequent planning process and actual grasping.
2.3 Grasp Proposals Network
Given corresponding RGB and depth images of a novel object, the objective is to identify the
grasp configurations of potential grasp candidates of an object for the purpose of manipulation.
The 5-dimensional grasp rectangle is the grasp representation employed [10].
Inspired by Region Proposal Network (RPN) [96], the Grasp Proposal Network in our archi-
tecture (Fig. 2.4) works as RPN and shares a common feature map (14×14×1024 feature map) of
intermediate convolutional layers from ResNet-50 (layer 40). The Grasp Proposal Network out-
puts a 1×1×512 feature which is then fed into two sibling fully connected layers. The two outputs
specify both probability of grasp proposal and proposal bounding box for each of r anchors on the
shared feature map.
The Grasp Proposal Network works as sliding a mini-network over the feature map. At each
anchor of the feature map, by default 3 scales and 3 aspect ratios are used for grasp bounding box
shape variations, as shown in Fig 2.2c. Hence r × 3 × 3 predictions would be generated in total.
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(a) (b) (c)
Figure 2.2: (a) The 5D grasp representation. (b) A grasp rectangle is first set to the zero orientation
for grasp proposal training. The angle θ is one of the discrete rotation angles. (c) Each element
in the feature map is an anchor and corresponds to multiple candidate grasp proposal bounding
boxes.
(b)(a) (c) (d)
Figure 2.3: Output 5D grasp configuration of system for Cornell dataset inputs: (a) the multiple
grasp options output for an object; (b) the top grasp outputs for several objects; (c) output grasps
(red) and ground-truth grasps (green) showing that the system may output grasps for which there is
no ground truth; (d) multi-grasp output for several objects. The green rectangles are ground truth
and the red rectangles represent predicted grasps for each unseen object.
For ground truth, we reset each orientated ground truth bounding box to have vertical height and
horizontal width, as shown in Fig. 2.2b. Let ti denote the 4-dimensional vector specifying the reset
(x, y, w, h) of the i-th grasp configuration, and pi denote the probability of the i-th grasp proposal.












where Lgp cls is the cross entropy loss of grasp proposal classification (gp cls), Lgp reg is the l1
regression loss of grasp proposal (gp reg) with weight λ. We denote p∗i = 0 for no grasp and p
∗
i = 1
when a grasp is specified. The variable t∗i is the ground truth grasp coordinate corresponding to p
∗
i .
Compared to the widely applied selective search used in R-CNN [103], RPN learns object
proposals end-to-end from the input without generating region of interests beforehand. This latter,
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Figure 2.4: Complete structure of our multi-object multi-grasp predictor. The network takes RG-D
inputs, and predicts multiple grasps candidates with orientations and rectangle bounding boxes for
each object in the view. Blue blocks indicate network layers and gray blocks indicate images and
feature maps. Green blocks show the two loss functions. (Best viewed in color)
streamlined approach is more applicable to real-time robotic applications.
2.4 Grasp Orientation as Classification
Many prior approaches such as [25, 12] regress to a single 5-dimensional grasp representation
g = {x, y, w, h, θ} for a RGB-D input image. Yet to predict either on SE(2) (planar pose) or on S1
(orientation) involves predicting coordinates that lies in a non-Euclidean (non-convex) space where
regression and its standard L2 loss may not perform well. Rather than performing regression, our
multi-grasp localization pipeline quantizes the grasp representation orientation coordinate θ into R
equal-length intervals (each interval is represented by its centroid), and formulates the input/ouput
mapping as a classification task for grasp orientation. It differs from [40] in that we add a non-
grasp collecting orientation class for explicit competition with a null hypothesis. If none of the
orientation classifiers outputs a score higher than the non-grasp class, then the grasp proposal is
considered incorrect and rejected. In contrast, [40] has a separate grasp confidence score, which
may not capture well the orientation-dependent properties of grasps. The value of the non-grasp
class is that it is necessary for the downstream multi-object, multi-grasp component of the final
algorithm. The total number of classes is |C| = R+1. Denote by {(li, θi)}Ii=1 where the i-th grasp
configuration with classification label li ∈ 1, ..., R is associated with the angle θi. For the case of
no possible orientation (i.e., the region is not graspable), the output label is l = 0 and there is no
associated orientation. In this work, R = 19 is utilized.
17
2.5 Multi-Grasp Detection
After the region proposal stage of the deep network, the last stage identifies candidate grasp con-
figurations. This last stage classifies the predicted region proposals from previous stage into R
regions for grasp configuration parameter θ. At the same time the last stage also refines the pro-
posal bounding box to a non-oriented grasp bounding box (x, y, w, h).
To process the region proposals efficiently, we integrate an ROI pooling layer [104] into ResNet-
50 so that it may share ResNet’s convolutional layers. Sharing the feature map with previous layers
avoids re-computation of features within the region of interest. An ROI pooling layer stacks all
of the features of the identified grasp proposals, which then get fed to two sibling fully connected
layers for orientation parameter classification l and bounding box regression (x, y, w, h). The ROI
pooling layer receives its input from the intermediate convolutional layer of ResNet-50 (layer 40).
Let ρl denote the probability of class l after a softmax layer, and βl denote the corresponding





Lgcr cls(ρl) + λ2
∑
c
1c 6=0(c)Lgcr reg(βc, β
∗
c ). (2.2)
where Lgcr cls is the cross entropy loss of grasp angle classification (gcr cls), Lgcr reg is the l1
regression loss of grasp bounding boxes (gcr reg) with weight λ2, and β∗c is the ground truth grasp
bounding box.
With the modified ResNet-50 model, end-to-end training for grasp detection and grasp param-
eter estimation employs the total loss:
Ltotal = Lgpn + Lgcr. (2.3)
The streamlined system generates grasp proposals at the ROI layer, stacks all ROIs using the
shared feature, and the additional neurons of the two sibling layers output grasp bounding boxes
and orientations, or reject the proposal.
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2.6 Experimental Results
2.6.1 Dataset and Evaluation Metric
Evaluation of the grasp identification algorithm utilizes the Cornell Dataset [105] for benchmarking
against other state-of-the-art algorithms. To demonstrate the multi-object, multi-grasp capabilities,
a new dataset is carefully collected and manually annotated [97]. Both datasets consist of color and
depth images for multiple modalities. In practice, not all possible grasps are covered by the labelled
ground truth, yet the grasp rectangles are comprehensive and representative for diverse examples
of good candidates. The scoring criteria takes into account the potential sparsity of the grasp
configuration by including an acceptable proximity radius to the ground truth grasp configuration.
Accuracy evaluation of the grasp parameters involves checking for proximity to the ground
truth according to established criteria [12]. A candidate grasp configuration is reported correct if
both (1) the difference of angle between predicted grasp gp and ground truth gt is within 30 ◦, and
(2) the Jaccard index of the predicted grasp gp and the ground truth gt is greater than 0.25, are
satisfied. Jaccard index is defined as the intersection of gp and gt over the union of gp and gt.
Typical output of the system is given in Fig. 2.3a, where four grasps are identified. Limiting
the output to a single grasp leads to the outputs depicted in Fig. 2.3b. In the multi-grasp case, our
system not only predicts universal grasps learned from ground truth, but also contains candidate
grasps not contained in the ground truth, Fig. 2.3c.
2.6.2 Single-object Single-grasp
Testing of the proposed architecture on the Cornell Dataset, and comparison with prior works lead
to Table 2.2. For this single-object/single-grasp test, the highest output score of all grasp candi-
dates output is chosen as the final output. The proposed architecture outperforms all competitive
methods. On image-wise split, our architecture reaches 96.0% accuracy; on object-wise split for
unseen objects, 96.1% accuracy is achieved. We also tested our proposed architecture by replacing
ResNet-50 with VGG-16 architecture, a smaller deep net with 16 layers. With VGG-16, our model
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Table 2.2: Single-Object Single-Grasp
Approach Img-wise Obj-wise Speed
accuracy (%) fps
Jiang et al. [10] 60.5 58.3 0.02
Lenz et al. [11] 73.9 75.6 0.07
Redmon et al. [12] 88.0 87.1 3.31
Wang et al. [23] 81.8 N/A 7.10
Asif et al. [14] 88.2 87.5 –
Kumra et al. [25] 89.2 88.9 16.03
Mahler et al. [102] 93.0 N/A ∼1.25
Guo et al. [40] 93.2 89.1 –
VGG-16 (RGB-D) 95.5 91.7 17.24
Res-50 (RGB) 94.4 95.5 8.33
Res-50 (RGB-D) 96.0 96.1 8.33
still outperforms competitive approaches. Yet the deeper ResNet-50 achieve 4.4% more on unseen
objects. Furthermore, we experiment on RGB images without depth information with ResNet-50
version and both image-wise and object-wise split perform slightly worse than our proposed ap-
proach, indicating the effectiveness of depth. The third column contains the run-time of methods
that have reported it, as well as the runtime of the proposed method. Computationally, our architec-
ture detects and localize multiple grasps in 0.120s, which is around 8 fps and is close to usable in
real time applications. The VGG-16 architecture doubles the speed with some prediction accuracy
loss.
2.6.3 Single-object Multi-grasp
For realistic robotic application, a viable grasp usually depends both on the object and its surround-
ings. Given that one grasp candidate may be impossible to achieve, there is benefit to provide a
rank ordered list of grasp candidates. Our system provides a list of high quality grasp candidates
for a subsequent planner to select from. Fig. 2.3d shows samples of the predicted grasps and
corresponding ground truths. To evaluate the performance of the multi-grasp detector, we employ
the same scoring system as with the single grasp, then generate the miss rate as a function of the
number of false positives per image (FPPI) by varying the detection threshold (see Fig. 2.5a for
the single-object multi-grasp case). The model achieves 28% and 25% miss rate at 1 FPPI for
20
(a) (b) (c)
Figure 2.5: Detection results of the system: (a) The ROC curves of our system on single-object
multi-grasp scenario and multi-object multi-grasp scenario, respectively. The model was trained
on Cornell Dataset and tested on our own multi-object dataset. (b) Detection results of our system
on multi-object multi-grasp scenario. The model was trained on Cornell Dataset and tested on our
own multi-object dataset. Red rectangle represents the predicted grasp on each unseen object. (c)
Experiment setting for physical grasping test. The manipulator is a 7 degree of freedom redundant
robotic arm. The vision device is META-1 AR glasses with time-of-flight for RGB-D input.
object-wise split and image-wise split, respectively. A false positive means an incorrect grasp can-
didate for the object. Thus, accepting that there may be 1 incorrect candidate grasp per image, the
system successfully detects 72% (75%) of possible grasps for object-wise (image-wise) split. The
model performs slightly better in image-wise split than object-wise split due to unseen objects in
the latter.
2.6.4 Multi-object Multi-grasp
For multi-object multi-grasp task, the proposed architecture is applied to test on our Multi-Object
dataset. The trained network is the same trained network we’ve been reporting the results for
(trained only on the Cornell dataset with both image-split and object-split variants). Testing in-
volves evaluating against the multi-object dataset, and The testing represents a cross domain ap-
plication with unseen objects. Fig. 2.5a depicts the plot of miss rate versus FPPI. At 1FPPI, the
system achieves 53% and 49% prediction accuracy with image-split model and object-split net-
works, respectively. Visualizations of predicted grasp candidates are depicted in Fig. 2.5b. The
model successfully locates multiple grasp candidates on multiple new objects in the scene with
very few false positives, and hence is practical for robotic manipulations.
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2.6.5 Physical Grasping
To confirm and test the grasp prediction ability in practice, a physical grasping system is set up
for experiments (see Fig. 2.5c). As in [26], performance is given for both the vision sub-system
and the subsequently executed grasp movement. The dual scores aid in understanding sources of
error for the overall experiment. To evaluate the vision sub-system, each RGB-D input of vision
sub-system is saved to disk and annotated with the same protocol as the Cornell and Multi-Object
datasets. The evaluation metric uses Jaccard index 0.25 and angle difference 30◦ thresholds. A
set of 10 commonly seen objects was collected from Cornell dataset for the experiment. For each
experiment, an object was randomly placed on a reachable surface at different locations and ori-
entations. Each object was tested 10 times. The outcome of physical grasping was marked as pass
or fail. Table 2.3 shows the performance of both the vision sub-system and the physical grasping
sub-system for two different policies. For the first (Top-1), we used the the grasp candidate with
the highest confidence score. For the second, the planner chose the grasp candidate closest to the
image-based center of the object from the top-N candidates (N = 25 in this experiment).
In real-world physical grasping, grasp candidates close to the image-based centroid of object
should be helpful, by creating a more balanced grasp for many objects. The lowest performing
objects are those with a less even distribution of mass or shape (screwdriver), meaning that object-
specific grasp priors coupled to the multi-grasp output might improve grasping performance.
2.6.6 Indirect Grasping Comparison
Table 2.4 compares our experimental outcomes with state-of-the-art published works with physical
grasping. The testing sets for reported experiments may include different object class/instance.
Even though the object classes may be the same, the actual objects used could differ. Nevertheless,
the comparison should provide some context for grasping performance and computational costs
relative to other published approaches. The experiments in [26] had 6 objects in common with
ours. On the common subset, [26] reports a 55.0% success rate with a 60s execution time, while
ours achieves 86.7% with a 15s execution time (mostly a consequence of joint rate limits). The
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Table 2.3: Physical Grasping Experiment
Approach Top-1 Nearest center
det phy det phy
banana 10/10 7/10 10/10 8/10
glasses 9/10 8/10 9/10 9/10
ball 10/10 9/10 10/10 9/10
tape 10/10 10/10 10/10 10/10
screwdriver 9/10 7/10 9/10 7/10
stapler 10/10 10/10 10/10 9/10
spoon 9/10 9/10 10/10 10/10
bowl 10/10 10/10 10/10 10/10
scissors 9/10 8/10 9/10 9/10
mouse 9/10 8/10 9/10 8/10
average (%) 95.0 86.0 96.0 89.0
Table 2.4: Physical Grasping Comparison
Approach Time (s) Settings Success
detect plan object trial
[11] 13.50 – 30 100 84 / 89*
[26] 1.80 – 10 – 62
[28] – – 15 150 66
[33] – 2∼3 10 – 84
[102] 0.80 – 10 50 80
[102]+refits 2.50 – 40 100 94
Ours 0.12 0.10 10 100 89.0
* Outcomes are for Baxter / PR2 robots, respectively, with the difference arising from gripper spans.
approach described in [102] reported 80.0% success rate on 10 household objects and 94.0% when
using a cross entropy method [35] to sample and re-fit grasp candidates (at the cost of greater
grasp detection time). The RL approach taking several weeks achieved 66.0% on seen and unseen
objects [28]. Not included in the table are the reported results of [35], due to different experimental
conditions. They reported 90% success on grasping objects from a bin with replacement, and 80%
without replacement (100 trials using unseen objects). Our approach achieves 89.0% in real-time,
with subsequent planning of the redundant manipulator taking 0.1 secs. Overall it exhibits a good
balance between accuracy and speed for real world object grasping tasks.
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Table 2.5: Ablation Study
Architecture Cornell Splits Number ofimage object Parameters
(a) RGB 86.4 85.4 24559685
(b) RGB+depth 88.7 86.5 51738757
(c) RGD 88.1 86.0 24559685
(d) RGD+cls* 89.8 89.3 24568919
(e) RGB+cls+gp 94.4 95.5 28184211
(f) RGD+cls+gp 96.0 96.1 28184211
* cls: classification; gp: grasp proposal
2.6.7 Ablation Study
This section reviews a set of experiments, summarized in Table 2.5, examining the contributions of
the proposed acrchitecture’s components. Firstly, ResNet-50 was used to regress RGB input to 5D
grasp configuration output (a). This architecture can be recognized as [12] with a deeper network
and without depth information. Then two ResNet-50 networks (b) processed RGB and depth data,
respectively, with a small network regressing the concatenated feature for the grasp configuration.
This architecture matches [25] and boosts performance. However, the doubled number of parame-
ters results in difficulties when deploying on real-world grasping. To keep the architecture size, one
color channel (blue) is replaced with depth information, while the performance is maintained (c).
Next, grasp orientation is quantized and an extra branch is trained to classify grasping orientation
of an object (d). The last two instances integrate grasp proposals into the ResNet-50 back-bone
with added layers, for color (e) and RGD (f) input data. The multi-grasp outputs overcome av-
eraging effects [12] without the need to separate an image into grids. In addition, the RGB-only
version of the proposed method is still able to achieve good performance, being slightly worse than
including depth information.
2.7 Conclusion
This section presented a novel grasping detection system to predict grasp candidates for novel
objects in RGB-D images. Compared to previous works, our architecture is able to predict mul-
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tiple candidate grasps instead of single outcome, which shows promise to aid a subsequent grasp
planning process. Our regression as classification approach transforms orientation regression to
a classification task, which takes advantage of the high classification performance of CNNs for
improved grasp detection outcomes. We evaluated our system on the Cornell grasping dataset for
comparison with state-of-the-art system using a common performance metric and methodology to
show the effectiveness of our design. We also performed experiments on self-collected multi-object
dataset for multiobject multi-grasp scenario. Acceptable grasp detection rates are achieved for the
case of 1 false grasp per image. Physical grasping experiments show a small performance loss
(8.3%) when physically grasping the object based on correct candidate grasps found. This empir-
ically learned grasping detector is robust to detect graspable regions of general objects. However,
the outcomes might be improved by fusing the multi-grasp output with object-specific grasp priors.
Similar as the two mentioned strategies to select a grasp from the candidate list, task/class oriented
strategies may benefit the manipulating tasks. Also, a possible extension is to further train the
network on data with positive grasps in the side-view. This may further pushes the grasp detector
to be robust in different scenarios.
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CHAPTER 3
AFFORDANCE LEARNING VIA SYNTHETIC DATA
3.1 Introduction
In this chapter, we present the work of learning affordance via synthetic data, which tackles the
problem of general affordances learning beyond grasping. To be specific, the proposed architecture
learns multiple common seen affordances from synthetic data to avoid labor-intensive annotation,
while adapting to real data for physical manipulation during deployment. Exploiting state-of-the-
art convolutional neural network (CNN)-based semantic segmentation architectures, general affor-
dance detection is treated as pixel-wise grouping of object parts based on functionality. literature
shows that object category and location information computed by (separate or internal) network
components assist affordance prediction. Jointly optimizing both detection and affordance pre-
diction shows positive effect on performance. However it suffers from labor-intensive pixel-level
and bounding boxes annotations. Synthetic data has been widely adopted as a simple means to
enhance the diversity of data and aid ground truth generation. We aim at design an architecture
capable of learning from supervised synthetic data and adapting to unlabelled real images, while
jointly optimizing detection and segmentation branches. The problem thus shifts to addressing the
performance drop associated to models trained on synthetic data due to domain shift issues when
applying to real data. A synthetic version of the UMD dataset is collected for auto-generating
annotated, synthetic input data. We show the proposed model achieves performance close to state-
of-the-art supervised approaches. Real-world manipulation experiments demonstrate use of the








Figure 3.1: (a): Detection of affordance on multiple objects for robotic manipulations using pro-
posed model; (b) and (c): The model is trained on unlabelled real data to avoid annotation cost
with supervised synthetic data via proposed domain adaptation components on both detection and
affordance segmentation. The color of mask represents afforance. Red: grasp; yellow: scoop;
green:cut; dark blue: contain; blue: wrap-grasp; orange: support; purple: pound. Best viewed in
color
The primary idea of this work is illustrated in Fig. 3.1. At the top of the figure, the image
shows the main detection output of the proposed architecture. The output includes object bounding
boxes, category labels, as well as pixel-level affordances. Each segmentation color represents
one affordance, or functionality of an object part (best viewed in color). Fig. 3.1c represents
the images in the UMD dataset, which is a commonly adopted real-world dataset for affordance
learning. Following the same protocol as in UMD dataset, we created a synthetic version of the
UMD dataset, as shown in Fig. 3.1b. The proposed architecture is trained on synthetic images
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with labelled annotation, and adopted to real data in an unsupervised learning mechanism. Among
the existing works, our design achieves the state-of-the-art outperforms an unsupervised baseline
on the standard UMD benchmark. Meanwhile, the architecture achieves performance close to
state-of-the-art supervised approaches.
Contributions of this work include:
1) A deep network architecture for unsupervised domain adaptation from synthetic images to real-
world data. With multi-level domain adaptation components and consistency regularization, it
outperforms the unsupervised baseline when annotations are from the source domain. Compared
to super- vised approaches, the proposed framework shows reasonable performance on standard
UMD dataset benchmark, with a 30.0% performance drop from the oracle. The code of network is
made publicly available 1;
2) A synthetic UMD dataset is collected and manually annotated with affordance labels on the
model. A toolkit is developed for generating RGB-D images and correspond- ing ground truths
including labels, bounding boxes and affordance masks. The proposed framework demonstrates
learning from synthetic data for real-world application. The dataset 2 and toolkit 3 are publicly
available;
3) Real-world experiments with a 7DoF manipulator and RGB-D camera on manipulations tasks
show the proposed approach reaches the same performance as supervised meth- ods. The results
demonstrate the ability to learn across domain from simulation to real environment, and the effec-
tiveness of affordance detection on informing manipulation.
3.2 Background
Research on understanding affordances has been widely studied in the robotics community, espe-





ing, some robotics research on general affordances focuses on the applicable interactions between
robots and real-world objects/environments [42, 43, 44].
Exploiting recent advances in computer vision, affordance detection is treated as the problem of
pixel-wise labelling of object parts by functionality. For pixel-level affordance detection, manually
designed features with geometric cues were used in [47], which was later improved through an
encoder-decoder framework with learned feature spaces [54]. On this front, the latest works [58,
60] propose object-based affordance detectors learned through jointly optimizing object detection
and affordance segmentation. Affordance segmentation with an object category prior improves
the overall accuracy and achieves state-of-the-art performance. However, labelling the pixel- wise
affordance with detection annotation during supervised learning is labor-intensive.
Training with synthetic data reduces annotation costs, shifts the supervision level, and helps di-
versify the training data. In this chapter, we formulate the problem as learning multiple affordance
for real-world usage using synthetic data, with the aid of domain adaptation technique. Apart from
the affordance learning, we also cover synthetic data and domain adaptation. Synthetic data admits
auto-generation of ground truth and readily enables variation of possible changes. In robotics, syn-
thetic data has been widely adopted to generate ranges of inputs needed, especially for the cases
where real-data is hard to acquire or to enhance the data diversity. We refer readers to chapter 1
for the literature of synthetic data in robotics. Domain adaptation is a technique to tackle domain
shift in spaces. Domain adaptation in vision especially image classification, detection and most
importantly segmentation are mainly focused. Chapter 1 covers the review of domain adaptation
in above areas. The review concludes that most of adaptation works focus on image classification
and segmentation. Domain adaptation on detection are rarely explored, whereas adaptation on
jointly detection and instance-level segmentation remains unknown.
Building on [63], we propose to learn from supervised synthetic data and to jointly adapt to
unlabelled real images for detection and affordance segmentation. Following recent state-of-the-
art affordance detection works [58, 60], a train- able framework is proposed to jointly optimize
detection and segmentation. The proposed work simultaneously localizes candidate objects in the
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image, predicts object labels, and infers multi-label affordance maps for all object parts. The ob-
jective of the framework is to learn from a synthetic UMD dataset with automatically generated
ground-truth for the standard UMD benchmark, and to unsupervisedly adapt to real-world manip-
ulation tasks.
3.3 Multi-level Domain Adaptation
To perform multi-label segmentation of objects, it helps to first detect and isolate those objects
within the image then to segment them [59]. However, we would like to train such a scheme
with additional unlabelled data from a new domain. Using the covariate shift assumption for
the joint distribution over the union of the source and target domains leads to domain adaptation
mechanisms for the network [63]. Consider the joint distribution over image features I , bounding
boxes B, and object class labels C,
P (C,B, I) = P (C,B|I)P (I). (3.1)
Under the covariate shift assumption, the conditional probability P (C,B|I) is insensitive to source-
target domain shift, meaning that cross-domain invariance relies on the marginal distribution P (I)
being equal across source-target domain pairings. Hence, the shared image feature map should be
domain invariant.
Using a different decomposition of the joint distribution,
P (C,B, I) = P (C|B, I)P (B, I), (3.2)
then under the covariate shift assumption, source-target domain shift sensitivity is caused by the
distribution P (B, I). To alleviate domain shift performance loss, the image region of interest (RoI)
detector should be domain invariant.
Finally for the affordance segmentations, we recognize that the affordance labels L have spatial
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dependence,
P (L(X), B, I) = P (L(X)|B, I)P (B, I) (3.3)
where X is the set of pixels in the image domain, indexed by α such that xα ∈ X are pixels.
Each pixel xα has the label Lα = L(xα) ∈ {1, . . . , l} for l labels. Since not all image regions are
relevant, the joint probability is restricted to the regions of interest subset S ⊂ X . Reducing do-
main shift for pixel-level segmentation requires the RoIs for affordance segmentation to be domain
invariant.
We hence consider domain adaptation losses below:
3.3.1 Shared Feature Level
For insensitivity of P (I) from (3.1), the proposed framework employs a fully convolutional domain
discriminator D with adversarial learning, Fig. 3.2(b). The discriminator D receives the activation
feature map of the i-th input image after the base network (the 38× 63× 512 feature map in Fig.
3.2) with softmax output si ∈ RU×V×2 (U = 38, V = 63 in this work). Let zi denote the domain
label of the i-th image, where zi = 0 if the sample is from target domain and zi = 1 for the sample





[(1− zi) log si(x, 0) + zi log si(x, 1)] (3.4)
where si(x, 0) and si(x, 1) denote the domain prediction of activation at the pixel x on the i-th
image.
3.3.2 Task Level
Domain discriminators are again used for the task level marginal distributions P (B, I) from (3.2)
and (3.3), for which there are two applicable branches in the network after the region pooling lay-
ers. For the detection task, the discriminator (Fig. 3.2(c)) operates on the feature vector feeding







Figure 3.2: Complete structure of the proposed networks for learning object annotation and af-
fordance masks from supervised simulated images to unsupervised real world images. (a): The
networks take RG-D images as input either from source or target domain; (b): a domain adapta-
tion component is applied to the output feature map of the whole image; (c) and (d): two domain
adaptation components are applied on instance-level feature maps for detection and segmentation,
respectively; (e) A regularization term penalizes the inconsistency of the domain predictions from
above three domain adaptation components; (f) The final output contains the prediction results of
detection and segmentation.





[(1− zi) log pi,j + zi log pi,j] . (3.5)
For the segmentation branch, the discriminator (Fig. 3.2(d)) takes in the RoI-based activation map
after the final deconvolutional layer. It operates on the feature map prior to the final output layer for
alleviating domain mismatch. Let s(x,0)i,j and s
(x,1)
i,j denote the domain predictions of activation at x
on the j-th region proposal of the i-th image for the source and target domains. The segmentation




[(1− zi) log si,j(x, 0)+zi log si,j(x, 1)] . (3.6)
The segmentation and detection branches have different sampling mechanisms for training because
the segmentation branch takes in positive samples during training, while the detection branch re-
ceives both positive and negative samples.
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3.3.3 Joint Adaptation
To improve domain prediction consistency at different levels in the network, we extend the consis-
tency loss from [63] with regularized domain predictions for the base layers and the task branches,
Fig. 3.2(e). Let pi(x) = si(x, 0) from (3.4) and pi,j(x) = si,j(x, 0) from (4.1), denote the predicted
confidence of being sampled from the source domain. Define the mean confidence of the j-th













pdet(i, j) = pi,j (3.9)
where |X| is the number of pixels in the region proposal (for pshared, X is the full image). Given








‖pk1(i, j)− pk2(i, j)‖
2
2 . (3.10)
3.4 Affordance Mask Loss
Object affordance segmentation differs from semantic segmentation. The latter predicts labels for
every pixel regarding the appearance and spatial relation of objects, while the former reflects the
functionalities of object parts. Pixels belonging to the same object will have labels associated to
the role or functionality of the object part they belong to.
Let p(x, a) denote the predicted affordance mask on a RoI-based feature map. The affordance








Y (x, a) log(p(x, a)) (3.11)
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where RoI is the region of interest defined by a bounding box, and |RoI| is its area. Y is the
ground truth affordance mask with A channels, where the first channel represents the background,
and the remaining channels represent individual affordances. At each pixel x ∈ RoI , only one
a ∈ A has the output 1, and the rest have output 0.
Whereas [59] classifies RoI into foreground and background, the proposed method further
classifies foreground into multiple affordances. The pixels considered for the affordance loss lie
in a region of interest. With simultaneous adaptation on the detection branch, the pixel-wise affor-
dance segmentation benefits from focusing on a local area and utilizing an object prior.
3.5 Multi-level Adversarial Learning
Compared to the detection branch, the affordance branch has more network layers for fine-grained
affordance mask prediction. Adversarial learning of the domain discriminator close to the output
layer may be less effective on earlier layers. Auxiliary losses are incorporated in the affordance
branch at earlier layers for adaptation enhancement [92, 106], leading to a multi-level adversial





where Lseg is the segmentation loss for domain adaptation defined in (3.6). The multi-level affor-





where Laff is the affordance detection loss defined in (5.5). The index l ranges over the number of
total auxiliary losses applied on the branch in the generalized form and λlseg, λ
l
aff denote the loss




The UMD dataset [47] contains 28k+ RGB-D images of 105 objects from the kitchen, workshop,
and garden. Dataset collection and scanning occured by a Kinect with the object on a rotating table.
The UMD dataset covers 17 categories and 7 affordance with pixel-level ground truth affordance
label. To obtain ground truth bounding boxes, a segmentation tool is implemented to filter out the
background table and obtain object boundaries as rectangle bounding boxes.
3.6.2 Synthetic Dataset
The synthetic dataset has 93 3DWarehouse object models covering the 17 categories and 7 affor-
dances in the UMD dataset, each re-scaled and centered. 37k+ RGB-D images were collected in
Gazebo with a simulated Kinect. Model parts were colored by affordance to auto-generate pixel-
wise labels and bounding boxes. The annotated models support generating training data (see Fig.
3.3) and placing multiple objects in the view for more challenging scenarios.
3.6.3 Training and Data Preprocessing
The pre-trained VGG-16 [107] initializes the network. To incorporate the geometric information
from RGB-D images and reuse the pre-trained weights of VGG-16 [107] on ImageNet [108], the
blue channel is substituted with the depth channel as in [12, 97]. Depth channel values are replaced
with 0 if missing or NaN , normalized to the range of 0 to 255, with mean value 144. Supervised
training first occurs with the synthetic data only and without domain adaptation components. The
task branches are trained from scratch and the whole network is trained end-to-end for 2 epochs.
The target domain data is then introduced with source data with domain adaptation components
incorporated. The whole network is end-to-end trained for another 10 epochs. The learning rate
is set to 0.0001, and divided by 10 every 5 epochs. Implementation is in Caffe [109] with cudnn-
5.1.10 and cuda-8.0, with training on a single nVidia Titan-X (Maxwell architecture). The training
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Table 3.1: Performance on UMD Dataset
Supervised Unsupervised
HMP SRF ED DeepLab AffNet AdSeg Ours
[47] [47] [54] [56] [60] [92]
grasp 0.367 0.314 0.719 0.620 0.731 0.223 0.473
cut 0.415 0.412 0.737 0.600 0.762 0.001 0.599
scoop 0.524 0.481 0.744 0.800 0.793 0.010 0.332
contain 0.810 0.635 0.817 0.900 0.833 0.660 0.830
pound 0.767 0.666 0.794 0.880 0.836 0.001 0.224
support 0.643 0.429 0.780 0.600 0.821 0.041 0.541
w-grasp 0.373 0.285 0.769 0.730 0.814 0.421 0.821
average 0.557 0.460 0.766 0.733 0.799 0.194 0.546
(a) (b)
Figure 3.3: (a) Synthetic imagery generated in Gazebo with a 3DWarehouse model; a duplicate
with re-painted parts based on their affordance rapidly generates the ground truth masks. (b)
Detection results of the system on UMD testing split.
time is around 5 days. The inference time is around 150 ms per image.
3.6.4 Evaluation Metric
The proposed approach outputs a set of affordance probability masks over the input image. Ac-
curacy evaluation involves comparing continuous valued responses against binary valued ground
truth labels for each affordance. The F ωβ metric [110] evaluates the probability masks:
F ωβ = (1 + β
2)
Prω ·Rcω
β2 · Prω +Rcω
. (3.14)
where Prω andRcω represent the weighed precision and recall measures, respectively. Pixels close
to foreground ground truth are assigned higher weights.
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3.6.5 Synthetic to Real-World Domain
Table 3.1 shows the comparison results of our proposed methods with the state-of-the-art super-
vised approaches on UMD dataset and one unsupervised method, AdSegNet[92]. The supervised
approaches require the annotated affordance masks, except AffNet [60], which further requires
object labels and bounding boxes. AffNet [60] is a generalized version of Mask-RCNN [59] with
multiple segmentation labels within each bounding box instance. The GAN-based unsupervised
learning approach Cycada [90] was tried. We followed the 2-stage training process to first learn
target domain style synthetic images for training with real data. The model learns well transfor-
mations of backgrounds, but not of objects. The adapted objects are not aligned in shape, pose and
location for applying the shared ground truth affordance masks, making the second stage domain
adaptation infeasible.
Table 3.1 reports the average F ωβ score across the 7 affordances. The proposed method, whose
results are depicted in Fig. 2.5, outperforms the geometric feature-based approach with random
forests (SRF) and is close to hierarchical matching (HMP). To the best of our knowledge, no
published work has done affordance segmentation with domain adaptation. Therefore, the un-
supervised method AdSegNet is selected due to its state-of-the-art performance on urban scene
segmentation with domain adaptation from simulation to real images. The proposed method out-
performs AdSegNet, by adapting on segmentation with the aid of detection. Adaptation on detec-
tion leverages the local area cue, incorporates the object class prior, and facilitates the performance
of pixel-level adaptation within the region proposals. The results indicate the effectiveness of the
model structures and the use of domain adaptation on both detection and segmentation.
3.6.6 Real-world Manipulation
To show the ability of the proposed method in practice, a real-world manipulation system is set up
for evaluations. As in [60], the performance of grasping and contain are selected to be examined.
For physical grasping evaluation, our domain adapted affordance detector recognizes grasping
affordance and achieves comparable grasping success rate with supervised learned affNet [58] and
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Table 3.2: Physical Manipulation
[97] [58] Ours* aff
knife 10/10 10/10 10/10 grasp
ladle 9/10 9/10 9/10 grasp
mug N/A 8/10 8/10 contain
bowl N/A 10/10 10/10 contain
average 9.5/10 9.25/10 9.25/10
* indicates that annotations are required only for synthetic data during training
Figure 3.4: A case when state-of-the-art grasp detector may predict a grasp candidate on the blade
of the knife (left), while proposed approach alway predict grasp candidate on the handle of knife,
due to affordance is taken into account.
state-of-the-art grasp detector deepGrasp [97], as shown in Table 3.2. As shown in Fig. 3.4, it is
worthy noting that for the task of grasping knife, although deepGrasp achieves the same success
rate as our affordance based grasping, 6 out of 10 predicted grasp candidates were on the blade of
knife while ours predicts grasps on the handle of knife in all trials.
Besides grasping tasks in [60], water pouring tasks are performed with a mug using the robotic
arm. We showed that with the proposed approach, the robot is able to identify regions within an
image with ’contain’ affordance for water pouring. We experiment with a robot holding a bottle,
and report the success rate of pouring water into the container without spilled out. The results show
that our model successfully identify correct region for pouring application in real world scenario,
without annotation of real world image data.
The final experiment involving a real robot demonstrates the performance of placing task of the
manipulator, where the robot detects a bowl and places a ball into it by detecting ”contain” affor-
dance. The proposed approach adapted to the environment for experiment successfully identifies
the region for ”contain” affordance and achieves the same performance as the supervised learned
model.
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Table 3.3: Ablation Study
grasp cut scoop contain pound support w-grasp average
source 0.037 0.006 0.003 0.346 0.001 0.005 0.339 0.105
source+DA 0.326 0.394 0.272 0.761 0.044 0.280 0.783 0.409
source+DA+Cons 0.339 0.450 0.273 0.764 0.160 0.328 0.827 0.449
source+DA+pairCons 0.447 0.436 0.242 0.843 0.171 0.434 0.821 0.485
source+multiDA+pairCons 0.473 0.599 0.332 0.830 0.224 0.541 0.821 0.546
oracle 0.709 0.740 0.783 0.828 0.810 0.793 0.795 0.780
3.6.7 Ablation Study
Table 3.3 shows the ablation study of the proposed approach. The oracle is equivalent to super-
vised trained on UMD dataset, indicating the best performance possible for our network. The first
column shows the result when trained on the Gazebo synthetic data and tested on UMD directly
without domain adaptation. The rest of the columns show the performance of unsupervised learn-
ing with different proposed domain adaptation blocks added one-by-one. Although the average
score steadily increases as the blocks are incorporated to the model, some techniques slightly de-
crease the performance of specific affordances. This may be due to cross-affordance coupling of
the F ωβ metric. Given the fact that [92] reports performance drops of 34% and 36% from the super-
vised oracle to unsupervised DA approaches on two different benchmarks, the 30% performance
gap of our proposed approach relative to the supervised oracle is reasonable.
3.6.8 Affordance in the Wild
A more realistic scenario might involve limited accessible annotations of a real-world dataset. To
study this case, the proposed method first applies the described unsupervised training method. A
finetuning process then randomly samples a subset (50%) of UMD dataset with labels and trains
additional 15 epochs. The F ωβ improves from 0.546 to 0.730. Using 25% of the dataset improves
F ωβ to 0.714.
To further demonstrate the generalizability from the Gazebo syntheic data to other data similar
to UMD, the Cornell Dataset [105] is considered. Cornell Dataset is collected for grasp detection
and contains objects commonly seen in daily life. Though affordance masks are not available for
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Figure 3.5: Detection results on IIT Dataset. The model was trained on synthetic UMD dataset and
adapted to real-world images unsupervisedly. The results indicate that more realistic synthetic data
are required to adapt to complicated natural images on IIT with changes in occlusion, viewpoints
and tool categories.
quantitative evaluation with F ωβ metric, qualitative results are presented in Fig. 4.5 for readers
reference.
Failures of the proposed method are shown in Fig. 3.7. The proposed method performs poorly
on a hammer’s head (see upper row of Fig. 3.7). We hypothesize the cause as being the various
hammer head shapes in the dataset. Furthermore, the proposed approach relies on the detection
performance. Affordace detection fails once the wrong bounding box is predicted. Incorrect af-
fordance labels are assigned when the wrong object class is inferred. Balancing the adaptation
performance of the detection/segmentation branches requires further investigation.
Additional failures can be exposed by exploring more complex and varied image data, such
as that in the IIT-AFF dataset[54]. It contains 8835 images with 10 object categories and 9 af-
fordances. IIT-AFF includes more realistic images with various viewpoints, occlusion and human
interactions. Some do not apply to the robotic implementations envisioned. Fig. 3.5 shows some
detections results. The average F ωβ score on the 6 common affordances is 0.021. More effec-
tive data generation methods such as domain randomization [111], photorealistic data, and more
faithful use cases are required for adapting to these complex settings.
3.7 Conclusion
We presented a novel framework to predict the affordance of objects as semantic segmentation
for real world robotic manipulation. Compared to previous approaches, the proposed framework
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Figure 3.6: Detection results on Cornell Grasping Dataset. The model was trained on synthetic
UMD dataset and adapted to real-world images unsupervisedly. The color of mask represents
affordance. Red: grasp; yellow: scoop; green:cut; dark blue: contain; blue: wrap-grasp; orange:
support; purple: pound. Best viewed in color.
Figure 3.7: Failure cases on UMD dataset. From left to right in upper row: mallet not detected,
turner affordances wrongly predicted, hammer affordances wrongly predicted, scissors classified
to knife; from left to right in bottom row: ladle classified to hammer, tenderizer classified to spoon,
mallet classified to ladle, spoon classified to turner.
is trained in an unsupervised manner without annotation cost. Our framework tackles domain
shifts with domain adaptation components in region proposal level and task level, as well as ad-
ditional proposed regularization to ensure consistency of adaptation in multiple levels. We show
the framework is able to adapt annotations from simulated data to real-world images. We eval-
uate our framework on UMD dataset for comparisons with state-of-the-art supervised methods
and unsupervised approach to show the effectiveness. Physical manipulation experiments show
the proposed unsupervised framework achieves the comparable performance as supervised learned
framework and state-of-the-art grasp detector. A limitation of this work is the performance loss
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compared to the oracle method. Although we showed the 30% performance drop is reasonable
in the domain adaptation field. Further improvements could be achieved by considering domain
randomization to narrow the performance gap. For complicated tasks, more accurate affordance
segmentation will be required to identify proper regions for interaction.
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CHAPTER 4
LEARNING TOWARD MULTI-AFFORDANCE AND RANKING
4.1 Introduction
In this chapter, we extend the object affordance prediction developed in previous chapters, and pro-
pose a general affordances detection and ranking framework for more realistic scenario in robotic
applications. To be specific, this extended framework generalizes to unseen categories, and pre-
dicts a ranking of detected affordances on an object part.
The object-based affordance detection framework, as introduced in previous chapters, bene-
fits the pixel-level affordance prediction from localizing objects in images and identifying object
classes. This advantage, however, limits the learned model from applying to unknown categories,
due to an object is required to be in the list of training set, while a larger variety of objects will be
encountered in real-world robotic applications. Another limitation of the model is the single affor-
dance prediction of each object part. Robotic affordance implies possible functionalities, or action
opportunities of an object part. Thus multiple affordances may exist on the same object part, to
serve different manipulation purposes. As an example, the primary affordance for a bowl serves to
contain, but it can be used to scoop when needed. We aim at decoupling the object class from the
localized affordance labels of object parts. In the mean time, we propose to learn the distribution
of affordances on an object part, instead of predicting the top affordance. Generalizing to novel
categories and learning non-primary affordances provide flexibility to achieve manipulation goals.
Predicting a ranked affordance list of object parts will benefit the planning stage when the ideal
tool is not available.
The primary idea of this work is illustrated in Fig. 4.1. We show the framework of proposed
affordance detection with PDDL for real-world manipulations. In practical, for a goal-oriented




Figure 4.1: Illustration of the proposed multi-affordance detection framework with PDDL [112]
for goal-directed robotic manipulation. (a) The goal is to scoop coffee beans from the large blue
bowl using a tool with the scoop affordance. In practice, ideal candidates such as a trowel (with
scoop as primary affordance) may not be present; (b) The proposed affordance detector predicts
multiple affordances on a singe object part, improving the chance of finding tools with the required
functionality (red boundary indicates affordance found); (c) Detected objects and affordances de-
fine an initial state and object-action relations for PDDL. Given the goal state, a sequence of action
primitives is planned and executed to complete the task.
a singe object part benefits the chance of finding substitutes with the required functionality. In
Fig. 4.1b, the secondary affordance of a bowl is scoop, which is able to substitute ideal tools such
as trowel to complete the tasks of scooping coffee beans. In Fig. 4.1c, affordances implies action
opportunities on an object part. Thus detected objects and affordances form initial state and object-
action relations. With PDDL and a given goal state, a sequence of action primitives is planned and
executed to complete the task.
Contributions of this work include:
1) A deep network architecture to perform category-agnostic affordance segmentation for manip-
ulation. The learned affor- dances generalize to unseen object categories. Compared to previous
methods, the proposed framework achieves state- of-the-art performance on the UMD benchmark;
2) The proposed KL-divergence loss enables multiple, ranked affordance predictions for the same
object part. The performance of prediction of ranked affordance outperforms previous approaches
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on the UMD dataset;
3) Real-world manipulation experiments include utilizing PDDL-generated action primitives from
predicted affor- dances, demonstrating the effectiveness of the proposed architecture for informing
manipulation. The results demon- strate that the ability to predict multiple affordances across un-
seen objects benefits real-world robotic manipulation.
4.2 Background
Following the robotic affordance background described in chapter 3, we continue to discuss related
literature in this section. To recap, building on advances in computer vision, affordance detection
has been casted as the problem of assigning labels to object parts according to their functionality.
Hand-engineering features based on object geometry are utilized in [47] to learn pixel-wise af-
fordance of objects in images, followed by [54] with learned features using Convolutional Neural
Networks (CNN) from RGB-D data. In [58], the authors propose a two-stage detector to local-
ize and crop objects from images and perform segmentation. Inspired by Mask-RCNN [59], [60]
improved object-based methods by jointly optimizing detection and affordance segmentation task
branches.
With a boost from a strong object category and localization prior, object-based methods achieve
the state-of-the-art performance. Nevertheless, the object category prior also limits the generality
to apply or transfer learned affordances across categories. Affordance is defined as potential ac-
tion choices with objects given their capabilities and the environment [41]. The problem becomes
more difficult when multiple affordance labels may be assigned to a pixel. Given the nature of
affordances, it is likely that a given object part may serve different purposes under different condi-
tions, especially in the context of manipulation in the real-world.
To support multiple labels per pixel, hierarchical matching pursuit (HMP) was proposed in
[113] and adopted in [47]. Superpixel-based HMP and structure random field (SRF) were used in







Figure 4.2: Network structure of the proposed multi-affordance detector. The network predicts
ranked affordances of object parts for each object in the view. Blue blocks indicate network layers
and gray blocks indicate images and feature maps. (a) RG-D images are input of the network; (b)
Proposals with objectness are identified with binary classification for category-agnostic affordance
segmentation; (c) Three concatenated deconvolutional layers lead to a fine-grained (224 × 224 ×
8) affordance map; (d) Each RoI-based feature map is applied with KL-divergence loss across
affordance to learn distributions for affordance ranking; (e) The final output includes bounding
boxes and multiple layers indicating confidences for multiple affordances on a single pixel.
affordance labelling of object parts. Multiple affordance labelling aids manipulation planning since
understanding object-action relations aids the specification of planning action primitives to achieve
a given goal state. Scene estimation methods have been proposed in [114, 115] with RGBD sensor
for building axiomatic scene graphs and abstraction for planning. [116] proposed to retrieve inter-
object relations for goal-directed manipulation [117, 118]; initial/goal scene graphs based on robot
observations are generated by PDDL [112] for planning an action sequence via STRIPS [118].
Extending [60], this work hypothesizes that non-primary affordances should be object-agnostic
attributes. As a consequence, affordance transferring to unseen object categories can be achieved.
The proposed architecture adopts an object-based pipeline to retain the advantages over image-
based methods for affordance segmentation but performs a separate pixel-wise assignment inde-
pendent of object class for generality. Furthermore, the proposed architecture uses KL-divergence
for multi-affordance prediction on each pixel. The learned distribution admits ranking candidate
affordances on object parts. Lastly, the affordance detections are integrated into a PDDL planning
framework to demonstrate the usage of a real robot with perception of object-action relations to
complete manipulation tasks through non-primary affordances.
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4.3 Category-Agnostic Affordance Segmentation
To achieve affordance detection and ranking on novel objects, we propose a multi-affordance detec-
tion framework, incorporated with PDDL for goal-oriented robotic manipulation. In chapter 4.3,
4.4 and 4.5, we first describe the deep network design, depicted in Fig. 4.2, Chapter 4.6 con-
cludes with a review of PDDL-based planning, and the method to sequence action primitives from
detected affordances for robot manipulations.
Isolating objects within an image through an object detection branch benefits object segmen-
tation tasks [59]. The object detection stage provides object prior and helps multi-label seg-
mentation for affordance map prediction [58, 60]. However, categorical annotation can be time-
consuming and labor-intensive. We integrate a detection branch for localizing objects while learn-
ing a category-agnostic segmentation branch by reducing detection to binary classification.
The binary classifier identifies objectness (foreground vs. background), hence the number of
classes |C| is 2. Let ρ denote the probability of being foreground after a softmax layer, and β
denote the corresponding objectness bounding box. Define the loss function of detection (det) to
be:









where Lcls denotes the classification (cls) loss using cross entropy, and Lbbs denotes the bounding
box (bbs) loss using l1 regression with weight λ. β∗c denotes the ground truth bounding box anno-
tation. With binary classification, affordance map prediction benefits from the localizing objects
within an image while being independent of object class.
4.4 Ranking Loss with KL-divergence
To detect object affordances within images at the pixel level, pixels sharing the same functional-
ity are grouped and segmented in a predicted affordance map. In [59], the segmentation map of
an instance is a binary prediction (foreground and background). To predict affordance for each
of the instance part, [58] proposed multi-layer output for multi-label prediction. In addition to
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primary/part-specific affordances corresponding an object, each part of an object may admit mul-
tiple affordances. For instance, the primary affordance of a bowl is contain, though it can be also
used to scoop absent a better object.
To predict ranked affordance on each pixel of segmentation, we propose to use the KL-divergence
to learn the corresponding distribution for ranked outputs. Let P denotes the real distribution and













Specifically, let x denote the x-th pixel of an image and p(x, a) denote the predicted confidence
of affordance a on the mask. For an RoI-based feature map, the affordance branch loss, modified








p∗(x, a) log(p(x, a)), (4.4)
where RoI (region of interest) is determined by a bounding box and |RoI| defines total area. p∗ is
the ground truth distribution over A individual affordances, including the background.
When a pixel x ∈ RoI has only a primary affordance a ∈ A, the output is 1. If a second
affordance is defined, a21 and a22 are set for primary and the second affordance, respectively.
Lastly, a31, a32 and a33 are set for the three affordances case. In this work, a21 and a22 probabilities
are set to 0.6 and 0.4, while a31 a32 and a33 probabilities are set to 0.6, 0.3, and 0.1. These selected
settings do not reflect an actual distribution, but serve to induce a priotization and ranking. By
minimizing KL-divergence loss, the proposed architecture predicts pixel-wise affordance rankings.
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4.5 Fine-grained Deconvolution Mask
The mask head added in Mask-RCNN [59] utilized masks with small spatial resolution for instance
segmentation in binary classification: 14×14 for ResNet [27] backbone and 28×28 for FPN [119].
For multi-class affordance prediction, a high resolution mask improves the prediction results in
each of the object part [58].
Inspired by [58], we adopt deconvolutional layers to upsample the feature map of the backbone
architecture repeatedly for proposed multi-class, multi-output affordance prediction with a high
resolution output map. Instead of predicting a 14× 14 low resolution binary map in [59], a 244×
244 affordance map is predicted with consecutive deconvolution operations. To be specific, three
deconvolutional layers are utilized. The first two deconvolutional layers consist of stride s = 4
with kernel size k = 8. The third deconvolutional layer contains stride s = 2 with kernel size
k = 4.
The proposed networks modifies Faster-RCNN [96] with a VGG16 [107] backbone. The
framework inherits the original loss for the region proposal network (RPN) from Faster-RCNN.
The original classification loss and bounding box loss are modified in equation (4.1) as Ldet. The
additional loss Laff is adopted for multiple affordance prediction. Let Lrpn denote the original loss
RPN. The final loss for the overall pipeline is:
Laff = Ldet + Lrpn + Laff (4.5)
4.6 Planning with PDDL
During manipulation robots may need to complete a task by interacting with objects in the en-
vironment to achieve the goal state. The initial state of the local envionrment can be estimated
by predictions of objects and affordances in the robot’s view. To complete desired manipulation
tasks, we aim to generate action primitives as a plan for achieving manipulation goals from the
observations.
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Planning Domain Definition Languange (PDDL) has been widely used as a standard encoding
language for planning tasks. By pre-defining the object and corresponding affordance as pred-
icates, a domain can be established to describe the actions and the corresponding results. The
proposed affordance detection architecture contributes to a problem by describing the initial state
of the world for planning operations. The PDDL takes the domain and problem then solves it by
finding an action sequence. In our experiments, a 7DOF robotic manipulator executes the planned
action primitives solved by fast downward [120].
PDDL enables the flexibility to control/program a robot to accomplish manipulation tasks. The
action primitives get translated to atomic actions realizable via low-level joint control. PDDL
combined with category-agnostic affordance detection enables robots to accomplish tasks through
the use of non-primary affordances.
4.7 Experimental Results
4.7.1 Dataset and Evaluation Metric
To evaluate the affordance detection and ranking, the standard UMD dataset, covering 17 cate-
gories and 7 affordances, is utilized for benchmarking. The UMD dataset is introduced in chap-
ter 4.3 for reader’s reference. Note that in the UMD dataset, some object parts admit multiple
functionalities. For those object parts, multiple affordances are annotated and the rankings are
provided. Additionally, to augment the original UMD dataset with bounding box for training pur-
pose, we segment the background table from the foreground objects, and generate the bounding
box ground truth automatically.
To evaluate the performance. we adopt F ωβ and Ranked F
ω
β for affordance prediction and
ranked affordance prediction, respectively. The next two paragraphs describe the details of the two
metrics.
1) F ωβ : The network outputs are a set of affordance probability masks over the input image. Ac-





Figure 4.3: Detection results of the method on UMD dataset. The color of mask represents af-
forance. Red: grasp; yellow: scoop; green:cut; dark blue: contain; blue: wrap-grasp; orange:
support; purple: pound. Best viewed in color. (a) The first row represents detection results of
primary affordances of object parts; (b) and (c) the second and third rows show detection results
of the secondary and third affordances. Note that object parts without coded color indicate all
affordance confidences are below threshold and no approate affordance is applied.
truth labels for each affordance. The F ωβ metric [110] evaluates the probability masks:
F ωβ = (1 + β
2)
Prω ·Rcω
β2 · Prω +Rcω
. (4.6)
where Prω and Rcω are the weighed precision and recall measures, respectively. Pixels close to
foreground ground truth are assigned higher weights.
2) Ranked F ωβ : The UMD dataset [47] contains ground truth rankings for multiple affordance on









ωr = 1, (4.7)
where ωr are the ranked weights defined contributing to the weighted sum over the corresponding







Table 4.1: Performance On UMD Dataset (novel category)
weighted F-measures
HMP SRF Lakani DeepLab Obj-wise KL Multi
[47] [47] [51] [56] Ours Ours Ours
grasp N/A N/A 0.46 0.55 0.61 0.54 0.56
cut N/A N/A 0.30 0.30 0.37 0.31 0.35
scoop N/A N/A 0.22 0.36 0.60 0.39 0.53
contain N/A N/A 0.47 0.58 0.61 0.63 0.60
pound N/A N/A 0.08 0.42 0.81 0.55 0.69
support N/A N/A 0.03 0.22 0.59 0.75 0.68
w-grasp N/A N/A 0.47 0.93 0.94 0.92 0.92
average N/A N/A 0.29 0.48 0.64 0.58 0.62
4.7.2 Benchmarking on UMD Novel Objects
Qualitative visualizations of the proposed method are depicted in Fig. 5.6. The performance of
the proposed approach on the UMD dataset and comparisons with state-of-the-art methods are
presented in Tables 5.2 and 5.3. Note that within existing works, only [54] reports both F ωβ and
ranked F ωβ scores. HMP and SRF [47] only present performance of ranked F
ω
β . DeepLab [56]
represents a strong baseline method for segmentation. We modify it to perform affordance detec-
tion. The results demonstrate that the proposed approach outperforms the previous methods on
novel categories in both F ωβ and ranked F
ω
β metrics. The Multi indicates a strong variant of the
proposed method. Multi keeps the same architecture as in [60] except that it has N branches for
top N affordances (N = 3 in this work). However, in practice, not all object parts have the same
number of non-primary affordances. In addition, the network parameter number increase linearly
with N in this design, which prevents it from generalizing to large N .
4.7.3 Real-world Manipulation with Detected Affordance
To confirm affordance prediction in practice, an actual robotic arm is deployed to test the perfor-
mance of the grasp and contain affordances as in [60]. Comparisons with a state-of-the-art grasp
detector deepGrasp [97] and an affordance detector AffordanceNet [60] are shown in Table 4.3.
1) grasp affordance: For the grasp affordance, unseen objects are presented to the robot for
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Table 4.2: Ranking Performance On UMD Dataset (novel category)
rank weighted F-measures
HMP SRF VGG ResNet Lakani DeepLab KL Multi
[47] [47] [61] [61] [51] [56] Ours Ours
grasp 0.16 0.05 0.18 0.16 0.19 0.30 0.32 0.34
cut 0.02 0.01 0.05 0.05 0.18 0.17 0.18 0.20
scoop 0.15 0.04 0.18 0.18 0.28 0.10 0.18 0.21
contain 0.18 0.07 0.20 0.19 0.32 0.22 0.23 0.25
pound 0.02 0.02 0.03 0.02 0.08 0.06 0.09 0.08
support 0.05 0.01 0.07 0.06 0.11 0.04 0.10 0.11
w-grasp 0.10 0.07 0.11 0.11 0.32 0.53 0.52 0.53
average 0.10 0.04 0.12 0.11 0.21 0.20 0.23 0.24
recognizing object parts for grasping. To execute the grasping action, the grasp frame is determined
to be the mean of detected grasp pixels, while the orientation of the grasp frame is set by a line fit
to the grasp pixels.
2) contain affordance: Placing a ball in a container evaluates the contain affordance. Unseen
containers are selected to demonstrate the ability to generalize to novel categories in the wild. The
robotic arm is initialized with a small ball held in the gripper. Successful execution occurs if the
contain region is located and the ball is stably placed into containers.
For the grasp tasks with primary affordance (knife and ladle in Table 4.3), the proposed method
matches the success rates of the two competitors, while contain tasks with primary affordance (mug
and bowl) matches AffordanceNet [60] in average success rate. Moreover, the proposed method
further expands the opportunities to manipulate objects with contain as a non-primary affordance
(cup and trowel), which deepGrasp [97] or AffordanceNet [60] may not discover.
4.7.4 Real-world Manipulation with PDDL
To demonstrate further use cases for manipulation tasks, PDDL is adopted to plan a sequence of ac-
tion primitives for achieving a goal state. Since affordances indicate possible actions to be applied
to an object part, detections of objects and corresponding affordances offer necessary information
for PDDL to establish an initial state from which to solve for solutions reaching the goal state. The
initial state is determined by detected affordances and corresponding locations (computed through
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Table 4.3: Physical manipulation
DeepGrasp [97] AffNet [58] Ours affordance
knife 10/10 10/10 10/10 grasp
ladle 9/10 9/10 9/10 grasp
cup 10/10 N/A 7/10 grasp*
mug N/A 8/10 9/10 contain
bowl N/A 10/10 9/10 contain
trowel N/A N/A 7/10 contain*
average 9.25/10 9.25/10 8.50/10
* indicates the examined affordance is a non-primary affordance, which can only be identified by proposed net-
works.
Table 4.4: Physical manipulation with PDDL
affordances involved primary non-primary
pliers into container grasp, contain 9/10 10/10
stablize screwdriver grasp, support 8/10 8/10
scoop beans grasp, scoop, contain 8/10 7/10
average 8.3 8.3/10
point clouds using the Kinect RGB-D sensor). The 7DoF robot arm executes the planned sequence
of action primitives.
Table 5.9 summarizes the performance of three manipulation tasks.
1) For the pliers into container task, the framework needs to identify the grasp affordance of an
object for picking up, and recognize an object with the contain affordance to drop into. Successful
execution results when the the pliers is in a container after all planned actions are executed. In
addition to solving for action sequences using primary affordance, we show that the framework can
exploit ranked affordances predictions to employ candidate non-primary affordances to complete
manipulation (if no primary affordance is available to reach the goal state). For instance, in the
primary scenario a bowl is presented (bowl possesses contain as its primary affordance), while in
non-primary scenario only a trowel is provided (trowel possesses contain as secondary affordance).
Out of 20 trials, there is one failure; the pliers slipped from the gripper.
2) The second task, place screwdriver, requires the manipulator to grasp a screwdriver in the
scene, then place it onto an object with the support affordance. Successful execution happens
when the screwdriver stably remains on the object’s support surface. In this experiment, a turner
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is selected as the target with support as the primary affordance; a knife is used in the non-primary
scenario since a knife blade has support as a non-primary affordance. As the supporting surfaces
of the turner/knife do no lie flat, the screwdriver falls off after placement for 2 and 1 of out 10 trials
for the turner and knife, respectively. Another failure case with the knife is due to failure to grasp
the screwdriver.
3) The last experiment with PDDL is a scoop beans task. The framework identifies and localizes
grasp-able tools with scoop-able functionality in a scene, while coffee beans are assumed to be in a
container. Successful execution occurs when the manipulator grasps an identified tool and scoops
beans from the container. A trowel is used for the primary affordance scenario. A bowl is used
for the non-primary scenario, showing that it can be identified as a scoop tool to achieve the goal
state. Among 10 trials with the trowel, 2 failures cases are due to grasping misses of the graspable
part. Among 10 trials with the bowl, 2 failures cases are due to missing the container and 1 failure
case is due to incorrect localization of the bowl. Note that, for the experiment with bowl scooping,
the scoop affordance is associated with the grasp affordance since a bowl-shape object in UMD
dataset is not annotated with the grasp affordance.
4.7.5 Detection and Ranking in the Wild
To demonstrate the generalizability, the proposed method is tested on the Cornell dataset. The
Cornell dataset involves a total of 885 images with 244 different objects for the purpose of learning
valid robotic grasps. Multiple grasp ground truths are labelled on each image. No affordance
annotations available for F ωβ and ranked F
ω
β evaluations. Instead, qualitative results are shown in
Fig. 4.5. The model is trained on the UMD dataset with novel-category split, and applied on the
Cornell Grasping Dataset.
Compared to image-based approaches [47, 61, 51, 56], ROI-based methods benefit from de-
tection priors and apply to multi-object scenes, as shown in Fig. 4.4. Qualitatively, objectness de-
tection with generalizable affordance segmentation performs reasonably on the multi-object scene.
Additionally, though image-based approaches achieve competitive results on UMD benchmark,
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Figure 4.4: Detection results on multiple objects in a manipulator workspace view with the model
trained on the UMD dataset. Mask color represents the affordance. Red: grasp; yellow: scoop;
green:cut; dark blue: contain; blue: wrap-grasp; orange: support; purple: pound. Best viewed in
color.
segmenting multiple objects in a scene with detections of objectness provides necessary informa-
tion in robotic manipulation tasks. Knowing locations of each object for manipulation in a scene
is essential for planning and execution.
Failure cases of the proposed framework on the UMD dataset are presented in Fig. 4.6. De-
tections of top and secondary affordances are show in Fig. 4.6(a) and Fig. 4.6(b), respectively. A
hammer head is detected as contain-able with the secondary affordance recognized as scoop-able.
A similarly incorrect prediction happens on a shears’ blade (with label rankings reversed). On the
other hand, handles of the spoon and tenderizer are detected as cut-table while the secondary af-
fordance is recognized as support-able. Since the above two pairs of affordances are highly related
in training dataset, incorrect predictions of primary affordances may indicate failure interpreta-
tion of the proposed instance mask, and affects predictions of the remaining secondary affordance.





Figure 4.5: Detection results for the Cornell Grasping Dataset. Mask color represents affordance.
Red: grasp; yellow: scoop; green:cut; dark blue: contain; blue: wrap-grasp; orange: support;
purple: pound. Best viewed in color. (a) First row represents primary affordance detection results;
(b) and (c) Second and third rows show detection results of the second and third ranked affordances.
Object parts without color coding indicate affordance confidences below the threshold, and no
affordance is applied.
4.8 Conclusion
We presented a learning framework to predict ranked affordances of object parts that generalizes
to novel categories for real-world robotic manipulation tasks. Compared to previous methods,
the proposed framework learns category-agnostic affordances prediction on instance mask pro-
posals, independent of object category priors; with proposed KL-divergence loss, the presented
network enables affordance distribution output on a single pixel, allowing predictions of multi-
ple functionalities of an object part. Evaluation includes the UMD dataset with a novel category
split for comparisons to state-of-the-art methods, with metrics for both single and multiple affor-
dances. Experiments on physical manipulations showed the proposed framework opens possibil-
ities for manipulating objects with non-primary affordances, while maintaining performance for
the primary affordance when compared to state-of-the-art approaches. Physical experiments with




Figure 4.6: Failure cases on UMD Dataset. The first and second rows represent the primary and
secondary affordances detection results, respectively. The color of mask represents affordance,
color coded as in Fig. 5.6.
accomplish goal-orientated tasks. Although a category-agnostic model for affordance detection is
obtained by decoupling the object priors, the category information is sometimes useful in robotic
manipulations. One extension in practical use case is to associate the affordance detector with
a customized object detector to gain both information. Another improvement could be made by
using more representative distribution for KL-divergence loss. Though we achieve good perfor-
mance in affordance ranking, we also observe the performance loss in top-1 affordance detection.
Potentially a better distribution design should lead to performance boost.
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CHAPTER 5
IMPROVING AFFORDANCE DETECTION ON NOVEL OBJECTS
5.1 Introduction
In this chapter, we continue the work of detecting robotic affordance for manipulation, with the
emphasis on improving performance of per-part affordance segmentation. To be specific, in pre-
viously introduced category-agnostic detection framework, an attention module is integrated to
the instance segmentation branch for contextual dependency learning. Moreover, an auxiliary task
is integrated to the binary classification output to guide affordance learning. In previous chap-
ters, to fully utilize the annotated datasets for unseen categories, an category-agnostic detection
framework is introduced to generalize the learned affordances across novel classes. The category-
agnostic framework followed the two-stage design for instance-based segmentation outputs, with
object priors decoupled. The instance feature benefits object part affordance prediction. However,
removing object prior, while enabling generalization of learned affordances, sacrifices segmenta-
tion performance.
We observe that, Urban street segmentation [121, 122] has some similarity to robotic affor-
dance segmentation, but there are some critical differences. As opposed to segmentation across
the entire image, robotic affordance segmentation of an object involves segmenting a small region
with a small subset of affordances. Narrowing the potential subset of affordances based on the
object instance context aids segmentation. Therefore, a self-attention mechanism and an auxiliary
task of explicitly inferencing existing affordances within a proposalis are considered. We aim to
incorporate attention module to the conventional two stage architecture as well as the auxiliary
task to capture rich contextual dependencies through the region and explicitly guide affordance
learning.
The primary idea of this work is illustrated in Fig. 5.1. We build upon previously proposed
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Figure 5.1: Illustration of the affordance detection framework with the proposed attribute and
attention modules. The proposed attribute and attention modules improve pixel-wise prediction
of object part affordance. The attribute module (upper branch) predicts existing affordances of a
region of interest as shareable attributes across categories. This proposed auxiliary task guides the
local region feature learning. The attention module (bottom branch) learns dependencies across
pixels. For example, the two plus marks on the hammer’s handle with high correlation should have
the same predicted affordance labels.
category-agnostic detection framework. And we show two components to aid the framework to im-
prove instance segmentation of robotic affordance. The bottom branch illustrate the self-attention
module for learning dependencies across pixels. The upper branch shows an auxiliary task to guide
the affordance learning with explicitly classification of existing affordance in an image patch. Both
components show positive effect on improving segmentation performance. We further incorporate
the improved category-agnostic affordance detection framework with a pre-trained object detection
model, as illustrated in Fig. 5.4, to demonstrate an use case in real-world goal-oriented manipula-
tion tasks with improved PDDL.
Contributions of this work include:
1) A deep network architecture to perform (object) category-agnostic affordance segmentation
through a region-based self-attention mechanism. The network, trained with an auxiliary module
for multi-affordance classification, achieves the state-of-the-art performance on the UMD bench-
mark;
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2) The multi-affordance classification works as an auxiliary task for affordance segmentation, and
is treated as attribute learning approach guides the region-level feature learning to improve per-
formance. An ablation study shows the contribution of the attention mechanism and the auxiliary
module;
3) Real-world manipulations with a 7DoF manipulator illustrates the effective affordance predic-
tion for subsequent physical manipulations in different scenarios. Experiments further include
task-oriented grasping for cutting and pounding. Lastly, experiments with PDDL-generated action
sequence illustrate the use cases in achieving goal-oriented tasks with a object detector and a state
keeper.
5.2 Background
Optimizing detection and segmentation boosts the performance with object and localization priors
but limits transference of learned affordance labels to unseen categories. One solution is to de-
tect objectness of a region proposal instead of predicting object class, thereby enabling category-
agnostic affordance segmentation on (object) instance features. The loss of object label constraints
on processing requires alternative mechanisms to induce region-driven learning or spatial aggre-
gation. Recent studies on semantic segmentation enhance contextual aggregation by atrous spatial
pyramid pooling and dilated convolutions [56, 123], merging information at various scales [124],
and fusing semantic features between levels [125]. To model long-range pixel or channel de-
pendencies in a feature map, attention modules [126] are applied in semantic segmentation for
learning global dependencies [127, 128, 129]. Region-based contextual aggregation in semantic
segmentation or object-based affordance segmentation remains unexplored, which this paper aims
to address.
One means to induce contextual aggregation is to rely on object attributes. Attributes, as human
describable properties, are known to assist vision tasks, such as face detection [130, 131], object





Figure 5.2: Network structure of the proposed detector with self-attention and attribute learning.
The network predicts affordances of object parts for each object in the view. Blue blocks indicate
network layers and gray blocks indicate images and feature maps. (a) RG-D images are input of
the network; (b) Category-agnostic proposals with objectness are forced to predict attributes dur-
ing training as an auxiliary task; (c) Deconvolutional layers lead to a fine-grained feature map for
learning long-range dependencies; (d) Self-attention mechanism operation is incorporated in affor-
dance branch on the intermediate feature (30× 30× 512); (e) The final output includes bounding
boxes and multiple layers indicating confidences for affordances on a single pixel.
should also serves as shareable features with semantic meaning whose use could benefit feature
learning for object instances. Attribute categories replace the discarded object categories during
training to guide feature learning, with the aim of improving generalizability across novel object
categories with recognized affordances. We extend [135] by employing attribute prediction to
guide instance feature learning while removing object category supervision. The attributes include
affordance as a semantic label and additional self-annotated visual attributes. Following [127,
129], we propose to incorporate a self-attention mechanism to model long-range intraregional
dependencies.
Different from previous works, the proposed architecture adopts the attention mechanism in
the affordance branch and operates on object-based feature maps. Decision dependencies are built
upon local regions instead of whole images. The objective of the proposed framework is to guide
the instance features with attribute learning, and model the dependencies within the instance fea-




This section describes the proposed framework for jointly predicting object regions and their affor-
dance segmentations across novel categories. The general framework of the design, depicted in Fig
5.2, adopts a two-stage architecture [59, 135] with VGG-16 [107] as a backbone. A set of region
proposals is collected and input to the detection and segmentation branches for predicting object
regions and affordance maps, respectively. To be specific, the shared feature map (38 × 63 × 512
feature) from the intermediate convolutional layers (layer 13 of VGG-16) are sent to the Region
Proposal network for region proposals; the two ROI align [59] layers feed the collected instances
to the task branches. To generalize the segmentation branch (bottom branch) to novel categories,
the detection branch performs binary classification to separate foreground object from background.
Segmentation branch takes in category-agnostic object regions for predicting the affordance map
within each region. To address the contextual dependencies and the non-local feature learning
within a region proposal, we introduce two improvements, described next, to enhance the associa-
tions among local features and to guide feature learning to be object aware but not object specific.
5.4 Region-based Self-Attention
The goal of object part affordance segmentation is to group pixels sharing the same functionality
and to assign them the correct affordance labels. In urban street semantic segmentation [121, 122],
the entire scene usually corresponds to large subset of possible ground truth labels. In contrast,
affordance segmentation assigns labels only to object regions, with the assigned labels being a
small subset relative to the set of known affordance labels. The semantic context of the image (e.g.
a cup) narrows the set of relevant affordances and thus reduces the search space [128].
To aggregate non-local contextual information, the proposed architecture explicitly creates (and
consequently, learns) associations between local features of pixels within a region proposal to
compensate for the small receptive field of convolutional operations. A self-attention mechanism,
as depicted in Fig. 5.3, on the segmentation branch adapts long-range contextual information.
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Figure 5.3: Details of the attention module for regional features in affodance branch. K, Q and V
refer to key, query and value, respectively
Given an instance feature map A ∈ Rc×u×v, a triplet of key K ∈ Rc×u×v, query Q ∈ Rc×u×v and
value V ∈ Rc′×u×v feature maps are predicted. We model the contextual relationship wji with a











To aggregate the predicted correlation between features in different position within a region
proposal, the feature map V is associated with contextual relationship wji and learned a residual





(wjiVi) + Aj (5.3)
where α is a learnable scale parameter balancing the weighting of global contextual information.
5.5 Affordance as Auxiliary Task and Attribute
Having an object detection branch with binary classification removes contextual information pro-
vided by the object category. While it does provide category-agnostic processing, it does not
leverage potential information that may be transferable to unseen object instances. Thus, in ad-
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dition to predicting objectness through object detection, a detection pathway is augmented with
a multi-class classification module. The module works as an auxiliary task to explicitly predict
existing affordances in a candidate region. The network is trained to predict existing affordances
across categories, which transfer to unseen categories during deployment. Predicting pixel-wise
affordance map and possible affordances within a region are related. Though the model may learn
to predict possible affordances in a region internally, explicitly guiding the learning process as an
auxiliary task may allow two tasks affect each other in a positive way [136, 137, 138].
Besides, possible affordances are not solely possessed in training categories, thus predicting
existing affordances in a region can be treated as predicting shareable attributes across categories.
Attribute learning enhances object classification when suitable attributes are available [139, 140,
141]. In our auxiliary module, affordances are also directly treated as attributes to enhance the
learning of visual representation, given that the affordance is recognizable attribute of the unseen
categories.
For clarity, below we refer affordance in auxiliary tasks as attribute, and retain affordance for
the pixel-wise segmentation. To guide the feature learning of each region proposal, a task sub-
branch parallel to objectness detection and bounding box regression is augmented for attribute
(affordance) prediction with N outputs, where N is the number of attribute (affordance) defined
across categories. Each attribute (affordance) output is a binary classification predicting whether a
specific attribute (affordance) is found in the region proposal, based on the instance feature shared
with objectness detection and regression.
The objectness branch identifies foreground from background and hence the class number is
C = 2. Let ρ ∈ R1 denote the probability of an instance being foreground, β ∈ R4 denote the
corresponding bounding box, and α ∈ RN denote the corresponding probabilities of attributes
within the instance region. Define the loss function of complete detection branch (Ldet) to be:
















where Lcls denotes the cross entropy loss for objectness classification (cls), Lbb denotes the l1 loss
for bounding box (bb) regression with β∗c the ground truth annotation, and Latt denotes the binary
cross entropy loss for each attribute. The scalars λ1 and λ2 are optimization weight factors, and δ·,·
is the Kronecker delta function.
5.6 Region-based Self-Attention
Both the regional attention module and attribute learning are aggregated in the final network. The
attribute learning parallel to the foreground detection works as an auxiliary task to guide feature
learning during training; it is discarded during inference. The attention module in the segmenta-
tion branch learns a representation of a region proposal gathering rich contextual information; it
is applied during inference. To have a higher resolution affordance mask to learn long-range de-
pendencies, deconvolutional layers initially upsample the feature map of the segmentation branch
(bottom in Fig. 5.2). Attention is applied after the first deconvolutional operation on the 30 × 30
feature map, followed by two deconvolutional operations for the final 244 × 244 affordance map.
To compute the loss for the affordance, let q(x, a) denote the predicted affordance mask on a RoI-
based feature map, where x ∈ RoI is the xth pixel in a region proposal, a ∈ A denote the ath








Y (x, a) log(q(x, a)) (5.5)
where |RoI| is the total area of the region of interest, Y is the ground truth of the corresponding
affordance mask with A channels.
The overall network inherits Faster-RCNN [96] on a VGG16 [107] backbone with modified
detection and segmentation branches while keeping the region proposal network (RPN) intact. Let
Lrpn denote the RPN loss from the original network, the loss for the entire network is:
Ltot = Ldet + Lrpn + Laff. (5.6)
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5.7 Planning with PDDL
Goal-oriented manipulation may require an agent to achieve a goal state via a sequence of atomic
actions, each action involving an intermediate state change of objects/manipulator in the environ-
ment. As a standard and widely used planning language, Planning Domain Definition Languange
(PDDL) is adopted to encode and generate the desired sequence of actions. The PDDL takes a
domain definition and a problem description. The domain pre-defines a list of predicates and
corresponding effects, while the problem includes the initial state and goal state descriptions. To
utilize the PDDL, the initial state required by the PDDL algorithm is established via predictions of
the proposed framework for objectness and corresponding affordances in the view. Together with
the goal state, the planned sequence is solved by fast downward [120] as a list of executable atomic
actions for a robotic manipulator.
To handle scenarios where determining an object category is required, incorporating a generally
pre-trained object detector enables selecting from multiple tools with similar functionality in the
view, improving the flexibility of use cases. To further handle scenarios where an intermediate
goal exists, state keeper is augmented to the PDDL to save and load the goal state from previous
planning outcomes. Such a mechanism is essential due to the defect of both detectors tend to
miss an object inside another. As in Fig. 5.4, achieving a large goal while assuring outcomes of a
sequence of goals is enabled. Incorporating object detector and state keeper with the PDDL allows
goal-oriented manipulations with tool selections, as well as reusing states for consecutive goals.
Goals such as “grasping an object into a specific container and then grasping the second object
into any empty container” is made possible.
5.8 Vision Evaluation
This section describes the training process and performs benchmarking of the affordance prediction
network AffContext. Relative to the processing pipeline of a complete implementation on a robotic





Figure 5.4: Illustration of the agnostic affordance detection framework with PDDL for goal-
directed physical robotic manipulations. (a) The overall goal is to first move the fork into the bowl,
and then move the spoon into the mug. Goal #1 explicitly specifies the object to grasp (fork), and
the object to contain (bowl). Goal #2, however, requires knowledge from previously achieved goal
state; (b) The proposed category-agnostic affordance detector predicts possible actions to be per-
formed on object parts. Together with a pre-trained object detector, both objects and affordances
in the robot’s view are identified; (c) Given a goal state, detected objects and affordances form the
initial state for PDDL to plan an action sequence for execution. Given a second goal state, the
previous goal state contributes to current initial state for PDDL to inference and plan.
absent the embodied manipulation components. The training dataset is described, as well as the
training method, followed by the baseline approaches and benchmarking results.
5.8.1 UMD Dataset
The UMD dataset [47] covers 17 categories with 7 affordances. The categories of objects range
from kitchen, workshop, and garden. The dataset contains 28k+ RGB-D images captured by a
Kinect sensor with the object on a rotating table for data collection. The segmentation label
ground truth is provided in pixel-level, annotating the affordance of each object part. The ad-
ditional ground truth of object bounding boxes is obtained by filtering out the background table
from the foreground objects, and tight the foreground boundary into a rectangle bounding box.
The UMD dataset has two benchmarking approaches, image split and category split. The category
split is the benchmark that tests unseen categories and is used here for evaluation.
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5.8.2 Data Preprocessing and Training
The proposed framework reuses the weights of VGG-16 [107] pre-trained on ImageNet [108] for
initialization. The layers for attribute prediction and the affordance branch including the proposed
attention module are trained from scratch. To incorporate RGB-D images for geometric informa-
tion with pre-trained weights, the blue channel is substituted with the depth channel as proposed in
[12, 97]. Ideally, any channel can be replaced with the depth channel. The value of depth channel
is normalized to the range [0, 255] with 144 as the mean value. Missing value or NaN in depth
channel is filled with 0. The whole network is trained end-to-end for 5 epochs. The training starts
with initial learning rate r = 0.001 which is divided by 10 for every 2 epochs. The training time is
around 3 days with a single nVidia GTX 1080 Ti.
5.8.3 Baseline Methods
In addition to including published outcomes for the UMD Benchmarking Dataset, several sensible
approaches serve as baselines. They arise from partial or alternative implementation of AffContext
algorithm, based on earlier work [99]. The first baseline approach, labelled Obj-wise, is a deep net-
work structure trained with objectness detection only, i.e., without regional attention, and without
attribute embedding. It is a modified version of AffordanceNet [135] with object category labels
unused during training on the category-split data. The network only outputs the primary affor-
dance. A second baseline approach, denoted KLdiv [99], uses the Obj-wise network and replaces
the cross-entropy loss, Laff, with KL-divergence for ranked affordance output. Specifically, since
each object part is assigned from one to three ranked affordances by human annotators, KLdiv
treats the ranking of affordances as a distribution and learns to predict ranking during inference
time. The ranking output permits secondary affordance of an object part. A third baseline, de-
noted Multi, also employs the Obj-wise network. To permit prediction of multiple affordances on
the same object part, Multi simply replicates the segmentation branch to provide a segmentation
for affordance (e.g., one-vs-all). The Multi segmentation branch grows in direct proportion to the
affordance rank quantity (here three). It is a straightforward, brute force method used for com-
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Figure 5.5: Affordances are used as attributes in an auxiliary module for per-candidate region
multi-class classification in the UMD dataset.
Table 5.1: Images per Affordance
affordance images affordance images affordance images
grasp 18235 contain 7889 wrap 5250
cut 5542 pound 2257
scoop 2869 support 2317
parison [99]. Another baseline for segmentation employs a modified DeepLab [56, 99]. DeepLab
is a widely adopted segmentation network for semantic segmentation, especially for urban street
segmentation [74, 122]. It is a representative image-based segmentation approach for comparison.
With regards to AffContext, the implementation is also modified to permit ranked affordances by
using the KL-divergence instead of the cross-entropy loss. However, due to the neural network’s
memory footprint, only the regional attention mechanism is incorporated (no attribute embedding).
We label it AffContextKL−att.
For the auxiliary task used during AffContext training, we treat the original UMD affordance
labels as attributes across categories, see Fig. 5.5. In total seven attributes (number of affordance)
are defined for representing the UMD tool dataset, as summarized in Table 5.1. An attempt was
made to augment these attributes with additional object attributes defined in ImageNet and to aug-
ment the UMD dataset annotations. Shape and Texture were selected for their potential relevance
(the others are Color and Pattern). However, no obvious improvements were observed. The result-
ing weighted F-measures score was 0.67 for these other attribute annotations versus 0.69 for the
affordance attribute annotations. All experiments use affordance attributes only.
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5.8.4 Evaluation Metric
To evaluate the affordance segmentation responses, derived from probability outputs over affor-
dance classes, against ground truth labels for each affordance, we adopt the weighted F-measures
metric, F ωβ , for the predicted masks:
F ωβ = (1 + β
2)
Prω ·Rcω
β2 · Prω +Rcω
. (5.7)
where Prω andRcω are the weighed precision and recall values, respectively [110]. Higher weights
are assigned to pixels closer to foreground ground truth. The weighted F-measures outputs lie in
the range [0, 1]. A second metric evaluates the prediction performance of the rankings for multiple
affordance on object parts and applies to the KL-divergence trained network. It is the ranked









ωr = 1, (5.8)
where ωr are the ranked weights contributing to the weighted sum over the corresponding affor-




ranked weighted F-measures outputs lie in the range [0, 1].
Evaluation results are obtained by running the same evaluation code provided by UMD [47].
All the parameters are the same. There are two parameters associated with ω including σ and α.
Specifically, β = 1, σ = 5, and α = ln0.5
5
.
5.8.5 Benchmarking on UMD Novel Objects
The traditional benchmarking scheme for the UMD Dataset is to perform an image-split test, where
all object categories are represented. Affordance evaluation is performed only for the known object
categories. Top performance for the image-split test lies in the range of 0.733 to 0.799 for the
weighted F-measures [54, 135, 56]. The category-split test, where some object categories are
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Figure 5.6: Affordance segmentation results on UMD benchmark, where color overlays represent
affordance labels, red: grasp; yellow: scoop; green:cut; dark blue: contain; blue: wrap-grasp;
orange: support; purple: pound. Top: results using AffContext; Bottom: results using Obj-wise
baseline.
excluded is a more difficult problem since top performing methods rely on the object category
prediction to provide a prior on the potential affordances. The weighted F-measures decrease
for the category-split test and there are less reported evaluations. Especially when considering
evaluation for weighted F-measures and ranked weighted F-measures. For example, DeepLab [56]
performance drops by 34.5% (to 0.48 from 0.733). Since this study aims to explore affordance
recognition in the absence of object category knowledge, the category-split test case is performed
for single affordance and ranked affordance prediction. Published baselines are included in the
benchmarking results when available. When presenting the results, the table contents will be
organized according to (i) published results, (ii) strong baselines created in earlier efforts [99],
and (iii) the current results for AffContext.
Novel Category Affordance Prediction
Qualitative results of AffContext are depicted in the top row Fig. 5.6, which has color overlays of
the affordance predictions on the objects. The bottom row shows the same for the best performing
baseline approach per Table 5.2, which is the Obj-wise implementation. AffContext improves the
consistency of the affordance segmentation as seen by less oversegmentation and more consistent
affordance segmentation.
Quantitative evaluation using the weighted F-measure for the UMD benchmark is found in Ta-
ble 5.2, with available published outcomes for the category-split test. For the multi-affordance KL-
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Table 5.2: Affordance Segmentation Performance On UMD Dataset (novel category).
weighted F-measures
grasp cut scoop contain pound support w-grasp average
Lakani [51] 0.46 0.30 0.22 0.47 0.08 0.03 0.47 0.29
DeepLab [56, 99] 0.55 0.30 0.36 0.58 0.42 0.22 0.93 0.48
Obj-wise [99] 0.61 0.37 0.60 0.61 0.81 0.59 0.94 0.64
KLdiv-1 [99] 0.54 0.31 0.39 0.63 0.55 0.75 0.92 0.58
Multi-1 [99] 0.56 0.35 0.53 0.60 0.69 0.68 0.92 0.62
AffContext 0.60 0.37 0.60 0.61 0.80 0.88 0.94 0.69
AffContextKL−att-1 0.54 0.37 0.42 0.62 0.63 0.87 0.92 0.63
Table 5.3: Affordance Ranking Performance On UMD Dataset (novel category)
ranked weighted F-measures
grasp cut scoop contain pound support w-grasp average
HMP [47] 0.16 0.02 0.15 0.18 0.02 0.05 0.10 0.10
SRF [47] 0.05 0.01 0.04 0.07 0.02 0.01 0.07 0.04
VGG [61] 0.18 0.05 0.18 0.20 0.03 0.07 0.11 0.12
ResNet [61] 0.16 0.05 0.18 0.19 0.02 0.06 0.11 0.11
Lakani [51] 0.19 0.18 0.28 0.32 0.08 0.11 0.32 0.21
DeepLab [56, 99] 0.30 0.17 0.10 0.22 0.06 0.04 0.53 0.20
KLdiv [99] 0.32 0.18 0.18 0.23 0.09 0.10 0.52 0.23
Multi [99] 0.34 0.20 0.21 0.25 0.08 0.11 0.53 0.24
AffContextKL−att 0.33 0.18 0.18 0.25 0.10 0.10 0.53 0.24
div baseline, the top ranked affordance is taken as the affordance output. Hence the label KLdiv-1.
Likewise the single affordance version of AffContextKL−att outputs only the top ranked affordance
label (denoted AffContextKL−att-1). AffContext has the strongest performance, with the Obj-wise
baseline next. Compared to the best published result, the proposed approach achieves a 43% im-
provement (0.48 to 0.69). Compared to the strong baseline, it achieves 7% improvement over
Obj-wise. Meanwhile AffContextKL−att-1 has a 1.5% drop in performance relative to Obj-wise,
while the non attention version KLdiv-1 has a 9.4% drop in performance, which stems from an
8.6% improvement of AffContextKL−att-1 over KLdiv-1. The attribute and attention modules lead
to improved performance in the primary affordance segmentation outcomes.
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Table 5.4: Ablation Study
module weighted F-measures
attent attri grasp cut scoop contain pound support w-grasp average
Obj-wise 0.61 0.37 0.60 0.61 0.81 0.59 0.94 0.64
Obj-wise 3 0.62 0.33 0.51 0.61 0.81 0.79 0.94 0.66
Obj-wise 3 0.60 0.40 0.67 0.60 0.78 0.75 0.94 0.68
Obj-wise 3 3 0.60 0.37 0.60 0.61 0.80 0.88 0.94 0.69
Novel Category Affordance Ranking
Moreover, the improvements on affordance ranking with ranked weighted F-measures is reported
in Table 5.3 . This test is harder, due to the metric heavily penalizing incorrect rankings. It
compresses the score output values. The results show that AffContext outperforms the existing
published approaches and most strong baselines for novel object categories. Compared to the
most recent published results [51] and to the strong baseline DeepLab, AffContext improves by
14% and 20%, respectively. Evaluation of AffContext relative to KLdiv and Multi shows that
AffContextKL−att outperforms KLdiv and almost matches Multi. Recall that the implementation
of Multi [99] in Table 5.3 is especially designed for affordance ranking by adopting multiple af-
forance branches for each rank output. Consequently it scales in parameter size linearly with the
rank quantity (three). The KLdiv approach does not impact the parameter size of the affordance
ranking branch (compared to cross-entropy loss). The AffContextKL−att approach increases by less
than 1% the branch network size. The gap between KLdiv (0.2315) and Multi (0.2444) is 5.3%. In
contrast, for a less than 1% increase in branch parameters, AffContext (0.2414) reduces the perfor-
mance drop to 1.2%. In essence, for a small increase in size the attention module almost matches
the performance of the brute force (one-vs-all) network. Note that AffContextKL−att-1 outperforms
by 1.6% Multi, per Table 5.2, for the primary affordance. Thus, the main discrepancies lie with the
secondary and tertiary affordances.
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5.8.6 Ablation Study
Table 5.4 shows the ablation study results for AffContext, where the baseline network is the Obj-
wise network (first row). The second and third rows quantify the improvements gained from re-
gional attention and attribute learning, respectively. The last row reports the performance with
both attention and attribute learning together, which achieves the best result. Each design is in-
dependently trained with ImageNet pre-trained weights, instead of finetuing one-by-one. While
a 3.7% (0.770 to 0.799) improvement in [135] was regarded as reasonable achievement on UMD
image-split benchmark, the ablation study shows 3.1% and 6.2% improvements by introducing
attribute learning and ROI-based attention individually. Furthermore, the current gap between the
best performing object-aware approach (0.799 for [135]) and the best performing object-agnostic
approach (0.48 for [56]) has been reduced from a 40.0% drop to a 13.6% drop and lies close to the
lower-end of the range for state-of-the-art object-aware methods (0.733-0.799), e.g., within 6%.
The next section, which performs manipulation tests, will further explore how this difference man-
ifests when considering task-relevant manipulation activities, from simply grasping and picking up
an object, to performing affordance aware manipulation tasks.
5.8.7 Affordance Detection across Datasets
The last vision-only test demonstrates generalizability across datasets. AffContext trained on the
novel-category split of the UMD dataset is applied to the Cornell dataset [105]. The Cornell dataset
consists of 885 images of 244 different objects for learning robotic grasping. Each image is labelled
with multiple ground truth grasps. Though affordance masks are not available for quantitative
evaluation with F ωβ and ranked F
ω
β metrics, visualizations of qualitative results and comparisons are
presented in Fig. 5.7. Similar to Fig. 5.6, the outcomes here have more consistent and continuous
affordance segmentations for AffContext relative to the Obj-wise method.
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Figure 5.7: Comparison on Cornell dataset. Top: detection results of AffContext method. Bottom:
Obj-wise model.
5.9 Manipulation Experiments and Methodology
Beyond vision-only benchmarking, embodied robotic manipulation with affordance detection is
tested and evaluated. The physical manipulation tests use a custom-built 7-DoF robotic manip-
ulator and a Microsoft Kinect using an eye-to-hand configuration, as shown in Fig. 5.8. In the
experiment setting, the sensor input includes depth information. Image areas with target affor-
dances are mapped to 3D space for manipulation planning and execution. Multiple scenarios and
possible applications are validated. This section describes the experimental methodology of the
five test scenarios, with the subsequent section (Sec. 5.10) covering the results.
5.9.1 Affordance on Seen Categories
As in [135], commonly seen grasp and contain affordances are first examined. In addition, the
support affordance is included. All the objects in this experiment are selected from categories in
UMD, and thus can be recognized by AffNet [135] (trained on UMD datset). Two instances are
picked in each category, where one is similar to instances in UMD, and the other is dissimilar.
Examples of selected similar and dissimilar objects are shown in Fig. 5.9. The experiment is
mainly designed for benchmarking the proposed category-agnostic detector against the state-of-
the-art affordance detection [135], which is trained with object prior but limited to the training
categories during deployment.
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Figure 5.8: Experimental setup for eye-to-hand physical manipulation, with a 7 DoF manipulator
and a Microsoft Kinect RGB-D sensor.
For experiment involving grasp affordance, the grasp center is achieved by averaging graspable
pixels, with grasping orientation determined by fitting a line to predicted pixels. Since the camera
is set near top-down view, the orientation is then corrected by the relative orientation between the
input sensor and working space. For the contain and support affordance, a small cuboid is placed
into (or onto) an object predicted as contain-able (suuport-able) with the robotic arm. As with
the grasp affordance, the location is determined by averaging the pixels predicted as contain-able
(support-able). The evaluation metric is discussed in Sec. 5.9.6.
5.9.2 Affordance with Multiple Objects
Real-world scenario usually involves multiple objects in a scene. The workspace may contain task-
irrelevant objects. For instance, the robotic arm is required to grasp a knife while a plate and cup are
in the scene. The manipulator is asked to put object into the cup while knife and spoon are around.
Possible interference may occurs during prediction. Though the proposed method is trained on
UMD dataset with single object annotated in each image, the trained model is readily available
to detect multiple objects with corresponding affordance maps. As in previous experiment, the
commonly seen affordances grasp, contain and support are tested. For objects, the dissimilar set




Figure 5.9: Examples of similar (top row) and dissimilar objects (bottom row) relative to the UMD
dataset. (a) and (d): Most mugs are small and have no or few visual patterns; the dissimilar mug
is large and has patterns. (b) and (e): Most spoons large serving spoons; the dissimilar spoon is
a small toy. (c) and (f): Most turners are made of wood or steel; the dissimilar turner is made of
plastic.
target object (with target affordance) are presented and randomly placed in a visible and reachable
area at different locations and orientations.
5.9.3 Affordance on Unseen Categories
While AffNet [135] achieves slightly better vision performance, it is limited to the categories ex-
isting in training set (17 categories in UMD). While pixel-wise and bounding box annotation is
labor-intensive, generalizability to unseen categories is essential to reuse the learned affordances.
Therefore, similar as the above two experiments, commonly seen grasp, contain and support af-
fordances are examined in this scenario. However, all the objects in this experiment are selected
outside UMD categories. In this experiment, the proposed model is applicable for novel categories
while the AffNet [135] is unable to detect affordance due to its dependency on object detection.
The effectiveness of the proposed model on novel categories is examined.
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5.9.4 Affordance for Task-Oriented Grasping
Affordances such as grasp, contain and support are usually considered independently, while some
affordances such as pound and cut are commonly utilized in combination with grasp. To evaluate
those affordances, task-oriented grasping experiments are carefully designed. Task-oriented grasp-
ing requires to identify a proper graspable part and functional part in order to accomplish the task.
In this section, two task-oriented grasping experiments including peg into slot task and cut through
string task are described.
For pound, a peg into slot task is designed as shown in Fig. 5.10a. The peg is half-way through
the slot in the beginning and placed at a reachable location. The manipulation is required to detect
and grasp the tool, and pound the peg fully into the slot (knock three times for each trial). Same as
in experiments involving grasp, the end-effector pose for grasping is computed through affordance
map and corresponding depth image. The distance between grasping point (where to grasp at
handle) and functional point (where to pound on the hammer head) is also computed through
affordance map and depth image. The aruco marker on the top of the big cube is for detecting
location of the peg.
A second experiment with cut is regarding to a cut through string task, as shown in Fig. 5.10b.
The string is made by tissues and taped vertically on both ends. The manipulator is required to
find and grasp the handle of the tool, and cut the string off horizontally by rotating the wrist of the
end-effector (swing three times for each trial). Again, the aruco marker is for detecting the location
of the string, while the grasping point and cutting point is computed through the affordance map
and depth image.
5.9.5 Affordance with modified PDDL pipeline
The category-agnostic affordance detection generalizes learned affordances to unseen categories
by detecting objectness instead of identifying specific object classes. However, knowing object
classes may be required in some scenarios such as grasping a tool from a toolbox, or pouring water




Figure 5.10: Illustration of task-oriented manipulation settings. (a) peg into slot task: A peg (see
red arrow) is half-way through the slot. The manipulator needs to grasp the tool (hammer or
tenderizer) and pound the peg fully into the slot. (b) cut through string task: A string made by
tissue is attached vertically (see red arrow). The manipulator needs to grasp the tool (knife or letter
opener) and fully cut off the string. (c) Custom-made toy tenderizer. (d) Letter opener.
Figure 5.11: Left: Candidate bounding boxes (in blue) predicted by a pre-trained object detector.
Right: Candidate bounding boxes (in yellow) predicted by proposed affordance detector. The
detectors are indepdently trained yet predict candidates that are close in locations and similar in
size.
detector with a pre-trained object detector. In this experiment, an object detector (faster-rcnn with
VGG-16 backbone) is trained on 21 selected classes (tools commonly seen on home/office table).
As shown in Fig. 5.11, though the affordance and object detectors are trained independently,
the candidate bounding boxes are predicted similarly in our setting. The predictions from two
detectors are associated simply by bounding boxes locations and sizes. Apart from identifying
objects, to form a complicated manipulation, a straightforward approach is to set a goal state on
top of another. And keeping the first goal state to initialize the second goal is essential. Besides, a
commonly observed limitation for both detectors is missing objects inside a container, meaning the
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state is not able to be established by observing the scene. Therefore, a state keeper is incorporated
to save and load the previous object states, such as plate contains spoon and the location of spoon in
the 3D space. In this section, four experiments are carefully designed to evaluate the effectiveness
of the incorporated pre-trained object detector and state keeper as the full pipeline.
The fist two experiments, pick knife or spoon into bowl and select trowel or spoon to scoop
beans examine the object detector to select from objects in the view to accomplish the tasks. To
be specific for the first experiment, knife or spoon are randomly selected to be the object in final
state, the object detector is required to identify the grasp-able object to be either knife or spoon
and move into the bowl. Same policy applies to the second experiment.
The last two experiments, grasp spoon to plate then move to bowl and place objects into empty
containers further examines the state keeper to keep track of object state in the view. In order to
emphasize the state keeper, a container is limited to contain one object in this scenario. The third
experiment asks the manipulator to grasp the spoon and move into a container plate in the first
phase. In the second phase, the manipulator needs to find the same spoon and move into container
bowl. With the state keeper, the manipulator loads the state of the spoon to locate its position. The
forth experiment involves two grasp-able objects and two contain-able objects in a scene. In the
first phase, one object is chosen to be placed into a container (randomly chosen or specified by
name). In the second phase, the second object is required to be placed into an empty container.
5.9.6 Methodology and Evaluation
In this subsection, we describe the different metrics of a success trial in above five scenarios.
For each experiment in all five scenarios, we conduct 10 times of trial, and record the outcome
as success or failure. Therefore, the final evaluation result for each experiment is shown as the
number of success for each experiment in each of the five scenarios. Details are provided below.
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Figure 5.12: Illustration of the physical manipulation process. The vision includes the affordance
detection (perception) and other vision processing functions. The visual results are then sent to the
planning module followed by physical execution of our robotic manipulator (act module)
Success in Each Scenario
The first three scenarios (Sec. 5.9.1, Sec. 5.9.2 and Sec. 5.9.3) involve simple movements with
three common affordances, including grasp, contain and support. A success trial for grasp requires
the manipulator to stably grasp the target without dropping it. A success trial for contain requires
the manipulator to put a small cuboid into a target container. Similar as contain, A success trial
for support requires the manipulator to put the small cuboid onto a target supportable surface with
falling off. For each experiment, the target is randomly placed in a visible and reachable area at
different locations and orientations.
For the fourth scenario (Sec. 5.9.4) involving task-oriented tasks, a success peg into slot trial
requires the manipulator to first grasp the target without dropping it, and then fully pound the
peg into the slot. A success cut through string trial is similar, which requires the manipulator to
first grasp the target without dropping it, and then fully cut the string with the target. For the last
scenario (Sec. 5.9.5) involving modified PDDL, a success trial requires the execution result to be
the same as predefined final state (one of the four commands in Sec. 5.9.5). For instance, if the
predefined final state is pick knife into bowl, a success trial requires the knife to be inside the bowl
when execution done; and this requires the manipulator to grasp the knife and place into the bowl.
Failure Categories
To properly evaluate and understand failure sources for the manipulation experiments, failures are
divided into one of the three consecutive modules as shown in Fig. 5.12. With reference to the
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block diagram, the vision sensor provides visual input to the vision module. Within the vision
module, two forms of processing occur. The first is affordance segmentation, here denoted by the
Perception block. The second is additional visual processing to extract key geometric information
for manipulation planning (3D locations, regions, or SE(3) poses). The extracted signals are
passed on to the planner (Plan block), which uses them to determine the world state and plan an
action sequence to reach the target terminal world state. The action sequence get executed in open-
loop, e.g, no further visual processing to replan in the case of errors. The manipulator has one shot
to complete the task (Act block).
Failures can occur in any of these modules. They are broken down into three categories: per-
ception, planning, and action. Affordance related errors are counted towards the perception cate-
gory. To separate the affordance detection error from general vision failures, the visual processing
errors that result in bad plans will be counted towards the planning category. Additionally, if the
planning system generates a bad plan from good information or fails to return a valid plan, the
failure counts towards planning. Lastly, failures caused by bad physical movements leading to
incomplete tasks are recorded as action failures.
Common Failure Modes
To simplify the analysis of results, this section describes the failure modes observed across all of the
experiments. Several of the experiment scenarios exhibited the same failure modes, thus it is best
to describe them in advance. For the affordance or perception failure mode, the error sources come
in two types: direct and indirect. A direct error is when the affordance prediction is incorrect and
fails to identify the target affordance in the scene. Typically, the incorrect affordance is assigned to
the region and the target affordance does not appear anywhere. A less common error is the failure
to detect the object as an object via the objectness classifier, leading to no affordance predictions.
In both cases the affordance is not recognized in the scene, and no planning nor manipulation
actions can be taken. An indirect error is due to poor or noisy affordance segmentation. The bad
segmentation negatively impacts the subsequent geometric reasoning in the other vision processes
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and leads to an incorrect plan. As a consequence, the manipulator will fail to complete the task (be
it grasp, contain, support, cut, pound, or scoop).
Moving to the vision side of the planning errors, failures include incorrect height or length es-
timation due to depth image noise or bad relative geometry due to incorrect AR tag pose estimates.
The other source of planning error occurs when the motion planner fails to generate a feasible plan
(it happened once). The action failure modes include dropping the object while manipulator is
moving, shifting of objects within the gripper while being manipulated, or colliding with objects
while moving. Though collision could be a function of poor planning, it was common to have
this occur once or twice for an experiment indicating that execution uncertainy or variance is the
main factor. In-grasp shifts or drops cannot be corrected since there is no continual perception
processing to ensure nothing of significance changes during open-loop execution. Larger grasping
forces and closed-loop execution would improve on this failure type.
In several cases, the action failure is a function of the object geometry. Both the turners and
the shovels do not lie flat on the surface nor have trivial geometry. Under normal circumstances a
second arm would manipulate the object to present a better relative geometry for placing the object
within the affordance action region. Or more tailored placement algorithms could be programmed
for these surfaces. In the absence of a second arm and a custom place routine, the robot simply
attempts to place the object onto the surface. For the turners and the shovels, the object being
placed (a cuboid) sometimes slid off or tumbled off of the surface. Since this investigation does
not consider the physics nor dynamics of the manipulation actions, no modifications were made
to correct for this occasional failure mode. When describing these error in the experiments, the
abbreviated description of sliding or tumbling from the target object will be provided.
5.10 Manipulation Results and Discussion
5.10.1 Affordance on Seen Categories
The proposed method is deployed and compared with state-of-the-art grasp [97] and affordance
[135] detectors, with the results provided in Table 5.5. The grasp average row indicates perfect
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Table 5.5: Manipulation on Seen Categories
DeepGrasp [97] AffNet [135] AffContext similar affordance
Object Perc. Plan Act Perc. Plan Act Perc. Plan Act
knife 10 10 10 10 10 10 10 10 10 yes grasp
spoon 10 10 10 10 10 10 10 10 10 yes grasp
mug – – – 10 10 10 10 10 9 yes contain
cup – – – 10 10 10 9 9 8 yes contain
turner – – – 9 9 7 9 9 8 yes support
shovel – – – 8 8 6 8 8 7 yes support
knife 10 10 10 10 10 10 10 10 10 no grasp
spoon 10 10 10 10 10 10 10 10 10 no grasp
mug – – – 10 10 10 10 10 10 no contain
cup – – – 10 10 10 10 10 10 no contain
turner – – – 10 10 9 9 9 8 no support
shovel – – – 10 10 9 10 10 9 no support
grasp average 10 10 10 10 10 10 10 10 10
similar average 3.3 3.3 3.3 9.5 9.5 8.8 9.3 9.3 8.7
average 3.3 3.3 3.3 9.8 9.8 9.3 9.6 9.6 9.1
processing and execution for all three methods. The affordance recognition methods successfully
identify the graspable regions and use them to lift the objects, thereby matching the performance
of the specialized grasp recognition implementation. Moving to the contain affordance, the AffNet
object-aware implementation had perfect visual processing and execution. In contrast AffContext
experienced a single affordance recognition failure, and two execution failures. A similar trend in
the performance loss occurs for the support affordance, whereby AffNet has 3 affordance failures
and 6 subsequent execution failures while AffContext has 4 affordance failures and 4 subsequent
execution failures. Affordance recognition for AffContext demonstrates a less than 3% performance
drop over AffNet for affordance recognition and execution. These outcomes indicate that the af-
fordance segmentation performance difference between the two methods, when applied to objects
known by AffNet, does not influence task outcomes as much as the relative F-measures would in-
dicate. For the image-split AffNet achieves a 0.8 weighted F-measure, while for the category-split
AffContext achieves a 0.69 weighted F-measure, which reflects a 13.8% drop relative to AffNet.
For the perception failures of AffNet, 2 were direct (shovel) and 1 was indirect (turner). For
action failures, all 6 were due to sliding or tumbling (turner or shovel). For perception failures of
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Table 5.6: Manipulation with Multiple Objects in Scene
DeepGrasp [97] AffNet [135] AffContext affordance
Object Perc. Plan Act Perc. Plan Act Perc. Plan Act
knife 10 10 10 10 10 10 10 10 10 grasp
spoon 10 10 10 10 10 10 10 10 10 grasp
mug – – – 10 10 10 10 10 10 contain
cup – – – 10 10 10 10 10 10 contain
turner – – – 10 10 8 10 10 7 support
shovel – – – 10 10 10 9 9 9 support
grasp average 10 10 10 10 10 10 10 10 10
average 3.3 3.3 3.3 10 10 9.7 9.8 9.8 9.3
AffContext, 2 failures are direct (shovel) and 3 failures are indirect (cup and turner). For action
failure, 2 failure are due to the end-effector accidentally hitting the containers (cups and mugs)
and 4 failures are due to sliding or tumbling (turners and shovels). The main difference lies in the
indirect affordance perception failure mode.
5.10.2 Affordance with Multiple Objects
The grasp detector used for grasping comparisons [97] is designed to predict multiple grasps on
multiple objects in a scene. On account of this design, grasp selection can be augmented to require
choosing a desired grasp from the candidate list (or subset thereof) or to require specifying a
region of interest from which the top intersection grasp candidate must be chosen. This experiment
adopts the latter modification. The same affordances as in the previous experiment are evaluated:
grasp, contain and support. The experimental results are reported in Table 5.6 . For grasp, all
three methods achieve perfect perception, planning, and execution. Given that AffNet is perfect
across the other affordances, the discussion looks at them in aggregate. There is a single indirect
perception failure for AffContext for the shovel (support). Lastly AffNet and AffContext have 2 and
3 execution failures, respectively, for a differential of 1. The 2 action failures in AffNet are due to
sliding/tumbling (turner). Likewise, the 3 action failures in AffContext are due to sliding/tumbling
(turner). Overall, AffContext shows a less than 2% affordance perception difference and a less than
2% execution difference (for an overall less than 4% task completion difference).
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Table 5.7: Manipulation on Unseen Categories.
DeepGrasp [97] AffNet [135] AffContext
Object Perc. Plan Act Perc. Plan Act Perc. Plan Act Affordance
screwdriver 10 10 10 – – – 10 10 10 grasp
juice bottle 10 10 10 – – – 10 10 10 grasp
mouse 10 10 10 – – – 10 10 10 grasp
plate – – – – – – 10 10 10 contain
jar – – – – – – 9 8 8 contain
can – – – – – – 10 10 10 contain
griddle turner – – – – – – 10 10 8 support
grill spatula – – – – – – 10 10 9 support
pie server – – – – – – 9 9 9 support
grasp average 10 10 10 0 0 0 10 10 10
all average 3.3 3.3 3.3 0 0 0 9.8 9.7 9.3
Table 5.8: Task-Oriented Grasping and Manipulation
AffNet [135] AffContext
Object Perc. Plan Act Perc. Plan Act Affordance
hammer 10 9 8 10 8 8 grasp, pound
tenderizer – – – 9 8 8 grasp, pound
knife 10 9 9 10 9 9 grasp, cut
letter opener – – – 9 9 8 grasp, cut
seen average 10 9.0 8.5 10 8.5 8.5
average 5.0 4.5 4.3 9.5 8.5 8.3
5.10.3 Affordance on Unseen Categories
Given that AffNet [135] depends on the object prior and is limited to the training categories, it will
not be capable of recognizing affordances for novel objects. Thus, even though it was run for this
scenario, the algorithm did not detect the presented objects and could therefore not recognize any
affordances. In what follows AffNet will not be referenced since all tests failed. The grasp detector
[97] is not restricted to specific object categories and can recognize graspable regions of objects.
Table 5.7 reports the outcomes for this unseen categories experiment. Again, the grasp affordance
is perfectly perceived and executed for AffContext. The contain and support affordances have 1
error each (out of 30 trials per affordance class) for a 3% affordance recognition error rate. These
errors are indirect affordance perception errors.
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When moving from the affordance perception to planning, then to action, there are a total
of 4 additional failures to complete the task. The 1 planning failure was due to incorrect height
estimation (jar). The 3 action failures were sliding/tumbling errors (turner and spatula).
Though there is a performance loss relative to AffNet for seen objects, the ability to operate
without explicit object labels permits more general operation of AffContext. In fact, affordance
prediction for these unseen objects matched AffNet for the seen objects. The consistent task per-
formance for these cases relative to the earlier seen category tests (Tables 5.5 & 5.6), indicates
good affordance generalization performance for AffContext to unseen objects with known affor-
dance categories.
5.10.4 Affordance for Task-Oriented Grasping
These experiments move beyond pick-and-place types of affordance action tasks, which is what
grasp, contain and support test. The affordances of pound and cut require grasping an object and
using it to achieve a given goal for some other object in the world. In this case, the other object
has a known action region as determined relative to an AR tag (see details in Section 5.9.4). Table
5.8 reports the results from these experiments, which contain tasks with seen and unseen object
categories.
For the seen categories AffNet and AffContext have the same affordance perception perfor-
mance, however AffContext has one more planning failure than AffNet (3 vs 2). The planning
failures in all cases are due to visual processing errors (bad heights). Compared to previous sce-
narios, the two designed task-oriented grasp tasks in this scenario require good estimation of the
height of the peg and string. Apart from the AR tag in the work space for estimating relative trans-
formation between camera and manipulator, another AR tag in attached on the target object with
peg or string as shown in Fig. 5.10. Due to the noisy depth and errors introduce from both AR tags,
the returned height estimation of the pound or cut position are sometimes not accurate enough and
lead to misses. The action failure for AffNet was due to the hammer tilting after being grasped.
Moving to the unseen objects, the self-made tenderizer (see Fig. 5.10c) case had an indirect
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Table 5.9: Manipulation with Object Detector and State-PDDL.
Activity Success Affordance Detect. State
Perc. Plan Act
pick knife or spoon into bowl 10 10 10 grasp, contain 3
select trowel or spoon to scoop beans 10 10 8 grasp, scoop, contain 3
grasp spoon to plate then move to bowl 8 7 7 grasp, contain 3 3
place objects into empty containers 9 8 8 grasp, contain 3 3
average 9.3 8.8 8.3
perception failure for the grasp affordance plus a planning failure (bad height). For the letter
opener (see Fig. 5.10d), there was one direct perception failure for the grasp affordance and an
action failure. The letter opener tilted after the first cut attempt so that the two additional attempts
could not succeed.
The affordance recognition for AffContext in this set of experiments is close to that of the
earlier experiments but slightly worse. There is a 5% error rate at the affordance level with a
further 12% drop when translating to action. This increased performance drop from perception to
action is a function of more perception-based measurements outside of the affordance category.
They accounted for 4 of the 5 post-perception module failures, or 80%. In contrast the earlier
experiments have an aggregate planning failure rate ten times lower, at 8%. The current processing
schemes are not robust to non-affordance visual processing errors. Nevertheless, these results
demonstrate the power of combining affordance reasoning with symbolic reasoning to plan and
execute manipulation activities.
5.10.5 Affordance with Modified PDDL Pipeline
Including state memory of prior actions to support contemporary vision failures associated to over-
lapping or occluding objects supports additional experiments that have goal state specification with
multiple, feasible solution plans. The experiments, detailed in Section 5.7, led to the outcomes re-
ported in Table 5.9. In our fist experiment pick knife or spoon into bowl, the PDDL has a goal
state to be either bowl contains knife or bowl contains spoon, while both knife and spoon are in
the view with a bowl. The object detector confirm the grasp-able object to be either knife or spoon
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and contain-able object to be bowl when generating the initial state from visual information. The
planned sequence of action primitives is executed for physical manipulation. A similar experiment
select trowel or spoon to scoop beans is performed, where both a scoop-able trowel and spoon are
present in the view to scoop coffee beans. With the incorporated object detector, the flexibility of
choosing between tools to achieve a task is improved. For both of these experiments, the object de-
tection and affordance recognition modules worked perfectly. The 2 action failures for the second
experiment were due to hitting the edge of the bowl while performing the scoop action primitive.
The third and fourth experiments require the state memory component to complete the specified
task. During successful operation for the third experiment, the system correctly identifies the empty
container with the state keeper as well as when the object of interest is placed on the container (e.g,
the plate). The 2 perception failures for the third experiment, grasp spoon to plate then move to
bowl, were direct and caused by the objectness of the plate not being detected by the affordance
detector. The 1 action failure was a motion planning failure. For the fourth experiment, place
objects into empty containers, the system keeps track of the state of each container in order to
accept different combinations of the goal state. The 1 perception failure is direct; the system did not
perceive the contain affordance for the mug. The 1 planning failure was due to the mug not being
detected on the object detector side (it is not an affordance related error). The perception error rate
for this set of experiments (∼7%) is a bit higher than for the previous ones in aggregate (∼3%), but
is within the margin of error given the sample size. Meanwhile, the execution success rate drop of
10% is consistent with the previous Task-Oriented experiment. This experiment demonstrates that
the AffContext perception module and PDDL planning module provides the flexibility to specify
and execute goal-oriented manipulation tasks based on affordance informed state information about
the world.
5.10.6 Discussion of Aggregate Performance
Looks like overall performance is around 97% for affordance recognition in simple scenarios. Fol-
lowed by 92% task completion success. The 3% drop in affordance recognition could be improved
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through better network design with regards to the overall detection and recognition processes,
while the following 5% performance drop could be improved through better segmentation (more
consistent regions) and improved awareness of the scene geometry (e.g., orientation of support
surfaces). The model in the physical experiment is trained on the UMD dataset. The domain
shift between vision dataset and workspace potentially causes performance drops. Though we
showed perfect estimation of affordance map is not a requirement for success in execution, better
affordance segmentation result could be achieved by finetuning on a small set of workspace or
task-relevant data before deployment.
In addition to simple manipulation tasks with affordance-based pick and place action demands,
the task-oriented manipulation or sequential manipulation experiments reflects moderately com-
plex scenarios requiring additional geometric processing to follow through on the task be exploit-
ing a part affordance. Affordance perception for these demonstrated a 94% success rate with
AffContext when aggregated, while execution led to a final success rate of 83% (for an 11% drop
from perception to action).
In aggregate, across all experiments, affordance recognition performance is 96% and task com-
pletion is 88%. Our earlier work has collected grasping success rates for various deep learning
algorithms (see [97, 142]). For vision only grasp detection, state-of-the-art success rates vary from
87% to 97%. For embodied grasping based on these algorithms, success varies from 80% to 97%
for the simple case of grasping. The success rates of the affordance perception module lies at the
upper end of the vision-only success rates but considers more complex affordance cases. The suc-
cess rates of the simple affordance-based manipulation tasks lie at the upper range of the embodied
grasping range. Meanwhile, the success rates of the various, more involved manipulation activities
tests lie at the lower end of this range. However, the larger gap is a function of errors in other parts
of the perceive, plan, act pipeline. These outcomes can be improved by improved programming of
the associated support perception and planning modules. Across the experiments, 6 of the 7 affor-
dances in the UMD dataset were tested with the missing one being wrap-grasp. Considering the
tasks involved, affordances employed, and the outcomes achieved, AffContext exhibits state-of-the
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art performance for the affordance perception pipeline and the perception to action pipeline.
5.11 Conclusion
This paper described a novel framework to predict affordances of object parts in an image. The
deep network framework learns to generalize affordance segmentation across unseen categories
in support of robotic manipulation. Compared to previous approaches, this framework performs
affordance segmentation within predicted foreground object proposals. The framework learns a
self-attention mechanism within the proposed foreground region and selectively adapts contextual
dependencies within each instance region. To compensate for the absence of object category priors,
category attributes are incorporated to guide the feature learning. Evaluation on the UMD dataset
used the novel category split for comparison to state-of-the-arts, including several image-based and
region-based baselines. Experiments with physical manipulation demonstrated the effectiveness of
this framework for manipulating unseen object categories in the real-world. For future directions,
one important component is to incorporate the closed-loop feedback for robustness. We observed




APPLICATION: ASSISTIVE MANIPULATION IN HUMAN-IN-THE-LOOP SYSTEM
6.1 Introduction
For a robot agent to physically interact with the real-world, being able to manipulate objects is an
essential step. Though it is relatively easy for human, reliably grasping arbitrary objects remains
challenging for robots. The advanced ability to manipulate benefits the applications of robotics
in industrial use cases, such as part assembly, binning, and sorting. Likewise, it would advance
the area of assistive robotics, where the robot interacts with its surroundings in support of human
needs. In this chapter, we show our previously introduced grasp affordance detection integrated
into a human-in-the-loop system for assistive manipulations.
Robotic manipulation with assistive arms has been adopted to help elder generations and peo-
ple with paralysis in upper limb to accomplish daily activities. Based on the analysis of the In-
ternational Classification of Functioning, Disability and Health (ICF), an able-bodied individual
conducts 3,964 activities in five days [143]. Commonly used assistive arms with traditional ma-
nipulator control interfaces can be improved with shared/improved autonomy through a human-in-
the-loop system with advance vision algorithms and adequate interfaces.
The proposed hands-free control framework of an assistive manipulator involves utilizing grasp
affordance detection to shift control burdens from users to machines. In the meanwhile, as shown
in Fig. 6.1, two input components are integrated for improvement of autonomy: the Tongue Drive
System (TDS) and the augmented reality (AR) glasses. The overall objective is to demonstrate the
applicability of the vision algorithm with AR interface in increasing the autonomy so as to bridge
the ability gap in assistive technology.
The primary idea of this work is illustrated in Fig. 6.1. The modules on the top row include
the AR glasses menu and the TDS. Both modules serve as a human-robot interface for the human
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to select summarized intents on the menu via the TDS. The selected intents will be executed by
an assistive manipulator shown at the bottom right. The vision system at the bottom-left involves
our grasp affordance detection. With the grasp detection, the system automatically guides the
assistive robot to the pre-grasp pose, without human-involved Cartesian control or direct motor
control. We show the autonomous grasping powered by grasp detector and human-robot interface
effectively enables a full autonomy human-in-the-loop control for the pick-n-place task. Compared
to Cartesian control, the system is 4 times faster with small decrease in task accomplish rate.
Beyond the standard pick-and-place task, we show our system is suitable for more manipulation
tasks such as drawer opening, shaking salt and unscrewing cap.
Figure 6.1: Block diagram of data flow for proposed system modules. Top-left: AR glasses re-
cieves RGB-D images; bottom-left: vision system performs object detection, localization and grasp
detection; up-right: TDS receives user’s input and triggers robotic arm; bottom-right: a 7-DOF
robotic arm performs manipulation based on human intent.
Contributions of this work include:
1) A streamlined framework to enable human-robot collaborative manipulation tasks in a hands-
free manner. It leverages the users egocentric perspective, summarizes high-level intents, and
enables autonomy to minimize user effort in assistive systems;
2) An architecture integrating modern perception algorithms to simplify complex, low-level pro-
cesses to high-level user commands for minimizing user effort;
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3) Quantified results demonstrating reduced user commands, improved task completion time, and a
competitive success rate for several manipulation experiments, all made possible through increased
autonomy.
6.2 Background
In the United States, paralysis afflicts 5.5 million people [144]. To accomplish daily activities,
people with high-level paralysis rely on caregivers and/or environmental modification. Personal
mobility devices and environmental control systems provide some degrees of autonomy [145, 146],
yet there remains a gap between the activities afforded by these interventions and the needs of the
paralyzed population. Research and translational efforts in robotics and assistive technologies (AT)
indicate that these emerging support technologies can bridge the existing ability gap.
Assistive manipulations with robotics have long been considered as enabling technologies for
self-supportiveness and independence in accomplishing Activity of Daily Livings (ADLs) [147,
148, 149], for populations including the elders and paralyzed people in need. Assistive robotic
arms such as the JACO arm and the MANUS have 6-7 degrees of freedom, and admit execution
of many ADLs. However, even for non-paralyzed populations, traditional manipulator control
interfaces such as Cartesian control or direct motor control, require some levels of expertise and
involve human operation error [150]. It is challenging for people with paralysis of arms to fully
control an assistive system at the required proficiency level [151, 152]. With the aid of vision
algorithms such as detection and localization, the control effort could be gradually minimized with
the increase of system autonomy. Increased robot autonomy improves performance [147, 153,
154, 155]. To harness the robot’s autonomous capabilities, effective interfaces for communicating
human intent to the robotic arm are essential. Users with paralysis should ideally interact with an
easily accessible hands-free interface [156].
To harness the robot’s autonomous capabilities, effective interfaces for communicating human
intent to the robotic arm are essential. Users with high-level paralysis should ideally interact with
an easily accessible hands-free interface [156]. For user input, the proposed system employs a
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Tongue Drive System (TDS); it is a wireless assistive technology for translating tongue motion to
discrete commands [157, 158, 159]. Studies show that it is an effective hands-free interface, with
higher throughput and accuracy as compard to other devices such as EEG, EMG [160], eye tracker,
and Sip-and-Puff The TDS requires shorter training and calibration times (under 5 minutes); users
learn to interface the TDS quickly. Further, the tongue muscle has a low rate of perceived exertion
and does not fatigue easily.
Lastly, robot communication to the user should be easy and non-disruptive. Visual display
devices with dynamic menuing provide the desired flexibility and compatibility with the TDS in-
terface. Display device options include laptops, tablets, audio assistants, and augmented reality
(AR) glasses [160, 161]. An AR application to the rehabilitation and assistive systems field in-
cludes [162], where the AR system provided feedback on prosthetic hand grasping quality.
With the TDS as user input and the AR glasses as an interface, this chapter illustrates a human-
in-the-loop system integrating grasp affordance detection for improving system autonomy.
6.3 System Architecture
This section describes the human-robot collaborative system, with Figure. 6.1 depicting the struc-
ture of the human-in-the-loop system. There are two main sub-systems: the autonomous robot
(bottom row of blocks) and the human interface (top row of blocks). Due to the expectation of
hands-free operation and the need for user guidance of the robot’s actions, the coupling of the
two systems is essential to closing the perceive-plan-act loop. On the perception side, augmented
reality (AR) sensors provide visual input to the Vision System block consisting of RGB-D images.
After interpretating scene, it generates a corresponding virtual menu of actions for the manipu-
lator to execute (META AR block). Once the AR presents the virtual menu to the user, it waits
for the user’s intent as feedback, triggered via the Tongue-Drive System (the TDS block). The
TDS input modality enables hands-free operation by mapping tongue movements to button press
operations for virtual menu selection. The selected intent will trigger the manipulator to plan and
autonomously complete tasks (Manipulator block).
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6.3.1 Interface: Egocentric Vision through AR glasses
The AR system, a META-1 Developer’s Kit, bridges the information gap between the user and the
robot through bi-directional transmission of visual information. META glasses are equipped with
a color camera, a time-of-flight depth sensor, and an IMU. The AR projected field of view is 23
degrees with 960×540 resolution for each eye. Using AR to visualize actions and provide context-
based menuing systems tends to be more efficient and intuitive when compared to other modalities
[163]. Specifically, providing information to the user in their field of view does not require gaze
to be broken from the object of interest. Since the AR system has visual sensors that provide
the ego-centric view to the controlling computer of the robotic arm, the robot has a similar visual
perspective as the user. A processed scene would recover objects of interest matching the user’s
field of view. As shown in Figure 6.1a, there is a AR menuing system for detected objects. The
interface is a Unity3D canvas with interactive buttons. Illustrations of the menu design are shown
in Figure 6.2. The main menu is shown in Figure 6.2a, where one could see several bottoms with
text on them. Note that, to avoid the users to trigger experiment unrelated bottoms, some bottoms
are disabled. To be specific, only the actions and moves are functional in the main menu during the
experiments. The letter R behind the actions indicates that the users is able to trigger the actions
bottom by moving their tongues to the Right. Same logic applies to the moves bottom, where the
bottom is triggered by by moving their tongues to the Left. Overall, letters L, R, U, D indicate Left,
Right, Up, Down. Only the bottoms with these four letters are functional. Figure 6.2b shows the
sub-menu after the moves bottom is triggered in the main menu. In the sub-menu, one could see
four functional bottoms for the users to select (forward, back, left, right) which will be used for
task 0 in Section IV.C. Note that, once the sub-menu is popped out, the tongue movement maps to
the sub-menu not the main menu (R maps to right instead of actions). Figure 6.2d shows the the
sub-menu after the actions bottom is triggered in the main menu. Only two functional bottoms in
this sub-menu, which will be used for task 1 and task 2 in Section IV.C. There is a visual effect
indicating the bottom is triggered, as shown in Figure 6.2c. The selected bottom turns to green and
turns back to its original color.
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(a) (b) (c) (d)
Figure 6.2: Illustration of META menu design: (a) the main menu; (b) the sub-menu after pressing
moves in the main menu for task 0; (c) the visual effect when a bottom is being triggered (in this
case, the forward command is triggered); (d) the sub-menu after pressing actions in the main menu
for task 1 and task 2.
6.3.2 Interface: The Tongue-Drive System (TDS)
Button selection in the menu involves the TDS (Figure 6.1c). The TDS headset contains five
magnetic sensors (2 near each side of the cheek, 1 on the top of the head) held by the custom 3D
printed components affixed to the AR headset, as seen in Figure 6.3. These sensors are used to
locate the position of a disk magnet (D21B-N52, K&J Magnetics, Inc.) temporarily attached to
the tip of the tongue using tissue adhesives, as shown in Figure 6.4b. Communication with the
computer is through Bluetooth Low Energy. Prior to use, the TDS requires a calibration stage
to remove the effect of the external magnetic field (EMF). Then, an RBF SVM model is trained
to detect the the position of the disk magnet. Once calibrated/trained, the TDS detects tongue
movement at 4 locations relative to the rest state of the tongue, denoted as left, right, up and down
in Figure 6.4c. The movements map to button presses in the AR menu for selections.
6.3.3 Visual Interpretation of the Users Environment
The Vision System is essential in linking the human and the robot. It informs the virtual menu
interface provided to the user and consists of available manipulator actions. In addition to identi-
fying object types and affordances, it assists manipulation tasks by establishing an object’s pose
and predicting candidate grasp strategies. These processes pass motion planning information to
the Manipulator block.
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Figure 6.3: Illustration of an user wearing the AR glasses and the TDS in the proposed assistive
system with an assistive arm.
object detection
The vision system uses a state-of-the-art deep neural network architecture, YOLO [164], to recog-
nize objects in a scene. YOLO consists of 24 convolutional layers followed by 2 fully connected
layers. YOLO’s simpler pipeline and unified architecture results in fast visual processing rate;
instances of YOLO achieve more than 150 fps, which is suitable for applications with real-time re-
quirements. For better performance regarding the intended application, the network is pre-trained
on the PASCAL VOC 2007 train/val + 2012 train/val datasets. Fine-tuning uses a manually col-
lected dataset of objects. The batch size is set to 64, and learning rate is set to 10−3 and decreases
by 10 at every 10 epochs. Figure 6.5a shows the typical output of the YOLO component.
object localization
Manipulation requires object spatial location relative to the manipulator. To simplify the overall
system, the manipulator base is assumed to be fixed. An ARUCO marker [165] defines the world
origin and is presumed to be visible along with the objects of interest (see Figure 6.3). Upon seeing
the ARUCO marker in the field of view, the system registers the camera frame relative to the ma-
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(a) (b) (c) (d)
Figure 6.4: (a) Experimental setup of the assistive system for manipulation tasks. (b) User wearing
the AR glasses and the TDS. A magnetic disk is attached to the tip of the tongue. (c) Visualiza-
tion of four positions relative the rest pose of the tongue. (d) The assistive arm with 7 DOF for
manipulation tasks.
nipulator base frame. Additional processing of the 2D object bounding box output from the object
detection stage leads to the 3D bounding if the object in the manipulator base frame. Region grow-
ing segmentation applied to the object’s cropped point cloud, followed by extraction of the largest
cluster, and removal of the table surface points generates the object point cloud. Its 3D bounding
bounding box localizes the object for manipulation purposes. Figure 6.5b represents a processed
output of 2D bounding boxes in Figure 6.5a. The block diagram in Figure 6.7 summarizes the
pipeline.
graspable locations
A second deep neural network architecture recognizes graspable locations for robotic manipulation
from RGB-D inputs; details are in [97]. The grasp configuration output by the network is a 5D
grasp rectangle representation, g = {x, y, w, h, θ}, applicable to parallel plate grippers. As shown
in Figure 6.6, the coordinates (x, y) are the center of the rectangle, θ is the orientation of the
rectangle, and (w, h) are the and height; typical candidate grasp of objects are presented on the
right. This network outputs a list of grasp candidates with a 5D grasp rectangle representation and
corresponding confidence score to inform the manipulator planning.
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(a) (b)
Figure 6.5: Object detection and localization for visual interpretation: (a) a state-of-the- art deep
neural network YOLO is finetuned on desired object classes to detect object of interest in 2D image
input; (b) regions of interest in 2D and associated point clouds are processed for 3D bounding boxes
with respect to an ARUCO marker for manipulation tasks.
6.3.4 Planning for Autonomous Manipulation
The robotic arm is a 7-dof redudnant manipulator shown in Figure 6.4d. Path planning for ma-
nipulation is performed via a modified MoveIt! package in ROS. The modification admits path
planning with mixed initial and final configurations [166, 167]. The former are given as joint an-
gles and the latter as end-effector configurations, thereby avoiding the need for inverse kinematics.
The grasping task relies on the object location and the approaching direction as estimated by the
vision system, which are input to the manipulator path planner. Once a human intent is triggered,
the manipulator autonomously completes the tasks without detailed interactions such as Cartesian
movement of the end-effector or specifation of grasp poses.
6.4 Experiments and Methodology
Evaluation of the hypotheses for the shared autonomy approach to hands-free robotic manipulation
assistance involved executing human subjects research with several test tasks for each participant.
There is a study involving recruited human subjects with no prior experience using the system
(novice users) and a study involving an expert user of the system. The calibration and setup steps
for the two populations was the same. They are described first. Next, the overall flow of the
novice user’s experience is described in sequential order of the approved protocol, followed by the
activities of the expert user. The section ends with the evaluation criteria associated to the requested
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Figure 6.6: Left: The 5D grasp representation. Red lines correspond to parallel plates of the grip-
per. Black lines indicate opening distance of the gripper plates prior to grasping. Right: Examples
of grasp outputs for several objects.
Figure 6.7: The 2D bounding box to 3D bounding box pipeline for grasping. It relies on the
RGB-D data and known camera extrinsic parameters.
tasks.To evaluate the proposed pipeline, the system is validated through a series of experiment with
human subjects.
6.4.1 Headset Interface Setup: All Users
During the investigation, each participant is required to wear the AR glasses and the TDS, both
of which are headgear. To permit both to be worn at the same time and alleviate any weight
imbalance issues, the META AR headset was attached to an adjustable headband with tension
knobs for improved fitting to the subject. The TDS system was then placed over the headband and
fit around the META AR headset. The two magnetic sensors of the TDS are adjusted so that one
lies to the left of the participant’s mouth and one to the right of the mouth, with both extended
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out to lie around the lips. The relative pose between the META glasses and the TDS remain fixed
throughout the experiments. Interfacing with the TDS requires a small disk-shaped permanent-
type magnet tracer to be placed on the top surface of tongue close to its tip (around 1cm from the
tip), as shown in Figure 6.4b. After dried out by a paper towel, a cyanoacrylic tissue adhesive
glue is applied between magnet and tongue for attachment. attachment is temporary for this study,
while the tongue piercing can be done at the same place for the long term usage.
6.4.2 Calibration of the TDS: All Users
For the TDS system to correctly recognize user tongue commands, each participant performs a
calibration step with the TDS. The calibration attenuates possible EMF including the earths mag-
netic field and the META, in order to adopts to various head poses during experiments. During
EMF cancelation calibration, 1000 magnetic sensor data are collected while the user keeps their
tongue in a resting position and rotates their head. Since the magnetic sensor on the top of the head
is only influenced by EMF, the EMF portion of the other 4 sensors can be cancelled using linear
least square fitting and coordinate transformation. The subjects are simply asked to move/rotate
their necks for several seconds while keeping the tongue stationary. A follow-up training period
asks the user to provide training data for each command (up, down, left, right, and rest) 3 times in
randomized order. Then, an RBF SVM model is trained. The overall calibration takes less than
5 minutes and re-calibration is required only when EMF changed or user switched. During oper-
ation, the SVM based algorithm performs classification using 10 past EMF cancelled data every
10 ms. If all the classification results are the same, the command is triggered and sent to the AR
system.
6.4.3 Simple Manipulation Tasks: Novice Users
The overall pipeline involves interaction between multiple components including the TDS, META
glasses, vision detection and robotic arm operations. The following tasks are designed to lead
human subjects to get familiar with the system, and to achieve the pick-and-place task step-by-
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(a) (b) (c)
Figure 6.8: Illustration of three tasks involved in human subject experiments. (a) the command
following task: subjects are asked to control the end-effector move toward to one of the four
directions via the TDS and AR menu; (b) the placing task: subjects are asked to use the AR and
the TDS to trigger the assistive robot, in order to place an object onto the target specified by the
red dot; (c) the pick-n-place tasks: subjects are asked to operate the AR and the TDS to pick up an
object and place to the target location.
step.
Task 0: Command Following
This warm-up task is designed to evaluate the performance of mapping the TDS commands to ac-
tual robotic arm movements through AR menu. As a warm-up task, participants learn the relation-
ship between the TDS, the AR glasses and the robotic arm. During the warm-up task, participants
are required to select from virtual buttons on the menu in AR glasses with tongue movements, in
order to execute a corresponding robotic movement. Participants are instructed to move the robotic
arm in four different directions: forward, backward, left, right, as shown in Figure 6.8a The in-
structions are provided randomly, and participants need to select buttons as quick as possible to
move the end-effector accordingly. Each round includes 5 random commands. The response time
and accuracy is recorded.
Task 1: Placing Task
This task evaluate a fundamental manipulation task: placing task. The placing task involves con-
trolling the robotic griper to hold an object and move it to a desired location with the proposed
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system. At the beginning of the placing task sub-session, a graspable object is provided by an
instructor and held within two fingers of the gripper. Participants are required to operate the TDS
and the AR glasses to trigger the grasp button to grab the provided object. After the object is held
by the end-effector, participants are asked to place the object to a desired location. The desired lo-
cation is randomly assigned by the instructor in the workspace within reachable range. The initial
location to the desired location ranges from 30cm to 60cm, randomly set within reachable range
of the manipulator. As shown in Figure. 6.8b, the desired location is assigned by the instructor
with a wooden stick, where the tip of the stick is painted in red. The red dot indicates the desired
location for placing. The instructor removes the stick after the assistive arm starts to move from
the initial location. Placement success means the object is within a 1cm radius of the specified
location. For the participants, the placing location is determined by looking at a calibrated red
marker in the AR display, and overlapping the marker to the desired location in the real world. The
robotic arm executes when the place button in the AR menu is activated through the TDS. The
process is illustrated in Figure 6.8b. The success rate and speed are recorded.
Task 2: Pick-and-Place Task
The Pick-and-Place task aims to evaluate the effectiveness of the whole pipeline of the proposed
system. With the vision algorithm for object/grasp detection, this task involves manipulation pro-
cess to successfully pick up a randomly placed object in the workspace, and move it to a desired
location. For each trial of the pick-and-place task, a graspable object is randomly placed in the
workspace within reachable range. Participants are asked to operate the robot arm to grasp the
object through the TDS and the AR glasses. By having the object in the view of the AR glasses,
participants is able to execute the robotic arm to grasp the object by triggering the grasp button on
the AR menu. Next, as in the placing task, participants are required to place the held object to a
desired location randomly assigned by the instructor. Participants determine the location by over-
lapping the AR marker with the desired location, and trigger the place button through the TDS. The
whole process is illustrated in Figure 6.8c. The success rate and speed are recorded. For task 2, a
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task is counted as complete if the object is successfully picked up, and placed to a location within a
1cm radius of the specified location. The moving distance between initial end-effector location to
the pick-up location is larger than 20cm; the moving distance between pickup location to desired
location is larger than 20cm, both are randomly set within reachable range of the manipulator.
6.4.4 User Evaluation Study: Novice Users
Fatigue and Usability
All the 20 naive participants without previous experience are asked questions regarding to fatigue
and usability. Both factors may impact the performance. The fatigue questions are related to
involved body parts after all tasks are completed in the 3-hour session. And the usability ques-
tions are mainly for understanding difficulties of designed interfaces and tasks. The questions and
corresponding results are shown in Table 6.2.
Cognitive Burden and Autonomy
The 20 naive participants are also asked questions regarding to cognitive burden and autonomy.
Different from conventional interfaces, AR glasses enable ego-centric perspective with summa-
rized user intents. The questions are centered around these two features. The summarized intents
allow visual interpretation and therefore high level control; the ego-centric view prevents gaze
disconnection on target and misalignment between user and system. Specifically, the ego-centric
view enables users to see through the augmented menu, and determine a location for placing by
simply look at a target. The questions and corresponding results are shown in Table 6.3.
6.4.5 Manipulation Tasks: Expert User
Besides essential activities such as pick-n-place, the proposed system is suitable for many common
utilized manipulation in daily life. Performance of our system on more manipulation tasks are
evaluated and summarized in Table 6.6. The results are compared with manual Cartesian control
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by an expert user, for success rate and required time in different manipulation stages. The tested
tasks are as follows:
Task 3: Open Drawer
A task to grasp the small knob of a drawer and pull in the perpendicular direction to drawer face in
order to open it, then to place a target object into the drawer. The drawer dimensions were 14.6cm
(depth) × 16.8cm (width) × 20.3cm (height) with three drawers of the same height. The knob is
approximately 1.3cm in diameter. The Open Drawer task is separated into three stages: pulling
out the drawer, reaching for the target object, and putting the object into the drawer.
Task 4: Salt Shaker
A task to grab a slat shaker from the side, move the shaker over the plate, and shake 3 times with
the shaker facing downwards. The cylinder-shaped salt shaker for the experiment was 10.8cm in
height and 4.9cm in diameter, while the plate was 22.6cm in diameter. The Salt Shaker task is
split into two stages: picking up the salt shaker and moving it over the plate, then shaking the salt
shaker and putting it back on the table. One failure case is due to incorrect visual estimation of
the salt shaker location leading to a missed grasp. The overall processing time is again faster than
Cartesian control in all stages.
Task 5: Unscrew Cap
Manipulation involving accurate translation and rotation to remove the cap from a bottle fixed to
the table. The bottle’s height was 18.6cm and the cap’s diameter was 3.0cm. The Unscrew Cap
task is a single-stage procedure.
Task 6: Towel Pick-up
Manipulation of a deformable and flat object requiring nail-like finger design of gripper for grasp-
ing. The square towel had a side-length of 34.5cm and thickness of 0.3cm. The Towel Pick-up task
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is a single-stage procedure.
Task 7: Place Marker into a Pencil Box
A manipulation task to grab the marker from the top end then to place it into pencil box. The
task requires orientation changes of gripper and obstacle avoidance while completing the task.
The rounded pencil box had a diameter of 9cm. The Place Marker into a Pencil Box task is a
single-stage procedure.
6.4.6 Performance Evaluation: All Users
Reaction Time (RT)(s)
represents the amount of time required to move the robotic end-effector through the TDS and











where RTij is the time of the ith trial for the jth instruction. RTavg is the time averaged over n
instructions for each subject, and is averaged over m trials.
Success Rate (SR)(%)
represents the percentage of correct movements following the instructions in task 0. SR is deter-











1{successi} × 100%. (6.2)
where SRavg is averaged over m trials, with each trials involves n instructions.
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Task Completion Time (TCT)(s)
quantifies the required time to complete the pick and place movement in task 1 and task 2. The
final task completion time is reported as the mean value, which is averaged over successful cases:
TCTavg =
∑
i TCTi × 1{successi}∑
i 1{successi}
(6.3)
where TCTi indicates the completion time for the ith trial, successi indicates if the ith trial is
successful.
Task Completion Ratio (TCR)
quantifies ratio of the task (task 1 and task 2) that was completed by a participant depending on the





where successi indicates if the ith trial is successful, and m = 5, 10 for task 1 and task 2,
respectively.
6.4.7 Human Subjects
The system is evaluated by twenty recruited healthy/able-bodied subjects, aged 20 to 37 years old.
All testing was approved by the Institutional Review Board of Georgia Institute of Technology
under Protocol H19209. The experiment is limited to 3 hours and involves one session per subject,
with three divided parts including preparation, training, and execution. For the consistency, all the
experiments are held with the same equipments, and instructed by the same instructor, for all tasks.
There were 20 novice subjects in total.
For each task, the subject was informed about the task and the outcomes to be recorded. For
task 0, the outcomes recorded were the response time and success rate (in terms of how many
movements matched the instructions). For task 1 and 2, they were the amount of time required to
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accomplish the tasks, and the success rate (in term of 1cm radius threshold). The user was also told
that, if the object was not picked up or was dropped during the task, it would be counted toward
a failure case. After being informed of the task, the subjects were allowed to practice it with the
ARS+TDS until they felt ready to officially perform the repeated trials. Once the subject finished
the three tasks sets, they completed the suvery with questions related to fatigue, usability, cognitive
burden and autonomy.
The expert user is a study member with some experience with the AR+TDS interface (approx-
imately 30 hours on AR+TDS). The expert user followed the same routine as the novice users
including preparation, training, and execution. Except that for the expert user, only the pick-and-
place task with 10 objects were executed. To prevent from re-training the TDS model, 10 objects
are executed in one sitting session.
For each of the session, the same instructor helped the user to walk through the preparation,
training and execution. During the preparation, the instructor was in charge of explaining the
experimental protocols and details of each tasks. After the subject and the instructor signed the
consent form, the instructor helped to attach the magnet, the TDS and the AR glasses for the
subject. During the training process, the instructor operated the main laptop (with TDS software)
to guide the user to calibrate and train the SVM model for the TDS. The details of the TDS training
process is in Sec. 6.4.2. The TDS signals (triggered by the subject) were fed to the main laptop for
the instructor to monitor on the screen. This allowed the instructor to keep track of the status of the
TDS (properly connected) and the triggered signals (properly transmitted). After the training of the
TDS, the instructor assisted the subject for tasks. For each of the task, the instructor recorded the
related data (success rate/failure reason/time/error). The instructor no longer monitored the main
laptop after training. Note that there was a second monitor mirroring the menu seen by the subject
for the experimental setting. This allows the instructor to visually confirm whether the virtual
button is properly triggered by the subject. Also, this could be used for confirming whether the
TDS triggering event and the virtual button triggering event are consistent. We never observed the
inconsistency between the TDS and the virtual button, therefore we mainly used the first monitor
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and this second monitor was not used during the session. For pick-and-place task, the instructor
was also in charge of placing the object in the workspace as described in Sec. 6.4.3. Before
the session ends, the instructor was in charge of making sure the attached magnet was properly
removed before the subject was allowed to leave. Usually it took only 10 to 15 minutes. Overall,
the role of the instructor is to explain the protocol, attach devices, monitor the signals, record
related data, resolve technical issues, and had document properly signed, through each session.
6.5 Results and Discussion
This section describes the outcomes associated to all of the tests performed. Where the tests
are similar the outcomes are compared. Likewise, published literature with comparable tests and
outcome statistics are compared. After presenting the results, each section also includes a brief
discussion specialized to the tests performed and the available statistics.
6.5.1 Performance Results: Novice Users
The simple interface and manipulation tasks completed by the novice subjects incrementally intro-
duced the subjects to the assitive robot interface and its execution characteristics.
Task 0: Motion Commands
Being the first time warm-up use of the assistive robot interface, Task 0 provides the worst case
timing and human-induced error rates for the system. These statistics are provided in Table 6.1.
The average Reaction Time across all participants was 6.36s. The success rate of 95.6% indicates
an error rate of 4.4%. More than half of the participants (11 of 20) achieve a perfect success rate,
which shows that the TDS is a relatively natural interface to learn for selecting commands from a
virtual AR menu. The remaining 9 out of 20 participants triggered incorrect robotic movements in
some of the cases, with this population fitting one of two categories. The first error category was
due to mistakenly triggering the same command for the second time (3 subjects). Per Sec. 6.3, the
system was designed to provide visual feedback of the robot’s activity state as well as a one second
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Table 6.1: Experiments on Three Tasks with 20 Healthy Human Subjects
task 0 task 1 task 2
participant SR reaction time TCR task complete time TCR task complete TCR task complete
ID (pick) time (pick) (place) time (place)
01 100 6.00±0.55 4/5 18.20±5.59 9/10 24.67±5.98 7/10 15.56±3.91
02 100 6.40±0.60 2/5 19.20±3.27 9/10 26.78±9.30 7/10 17.00±6.73
03 84 6.60±0.45 4/5 16.00±3.32 9/10 18.78±1.20 7/10 16.88±1.96
04 100 5.88±0.41 3/5 14.60±5.41 10/10 19.80±1.23 9/10 14.90±1.29
05 96 6.76±1.18 5/5 22.60±1.82 10/10 24.60±6.04 8/10 16.60±1.17
06 100 6.44±0.48 5/5 16.00±3.32 10/10 20.20±3.33 9/10 18.60±4.45
07 68 7.56±0.93 4/5 19.80±3.19 8/10 23.00±7.91 7/10 18.00±6.92
08 96 5.88±0.18 4/5 26.40±7.77 9/10 31.78±2.86 8/10 14.89±1.45
09 100 8.84±1.68 3/5 19.40±2.41 8/10 28.00±10.30 7/10 17.38±3.34
10 100 6.36±0.48 4/5 20.20±2.59 10/10 28.70±3.06 9/10 15.50±1.58
11 100 6.35±0.86 5/5 21.80±9.98 9/10 34.88±4.67 8/10 15.38±1.60
12 92 6.44±0.86 3/5 18.60±8.26 8/10 21.14±5.11 6/10 14.86±0.69
13 100 5.76±0.83 5/5 19.20±3.94 9/10 25.67±2.00 8/10 17.88±6.96
14 92 5.44±1.27 5/5 23.40±2.88 6/10 18.33±2.25 6/10 15.50±3.45
15 96 7.64±1.56 4/5 30.00±8.25 9/10 23.33±6.52 8/10 20.50±8.47
16 92 5.52±0.58 5/5 24.40±4.16 7/10 22.00±6.24 7/10 13.71±5.41
17 100 5.48±0.18 4/5 16.80±2.39 10/10 17.20±1.99 9/10 15.40±3.06
18 100 6.08±0.63 5/5 16.60±2.07 10/10 17.20±1.23 9/10 15.50±2.51
19 100 6.12±0.72 3/5 30.40±4.51 9/10 18.67±0.87 8/10 16.33±1.12
20 96 5.56±0.38 5/5 28.80±5.59 9/10 20.11±2.03 9/10 14.78±1.92
average 95.6 6.36±1.12 4.10/5 21.04±6.19 8.90/10 23.19±6.67 7.80/10 16.26±4.08
* SR: Success Rate; TCR: Task Completion Ratio.
motion pause at the conclusion of a movement before accepting new commands. The 3 participants
failed to move their tongue back to the rest position during this time period in preparation for the
next command. Additional practice will reduce this form of error, as would incorporating interface
changes such as waiting for the rest state to accept new commands. The second error category is
due to the sensitivity of the TDS to the tongue location. The TDS signal interpretation misinterprets
the commands due to difficulty in making distinguishable tongue poses. Observationally, the main
confusion was with up and down commands, stemming from the left/right positioning of the TDS
sensors and the lower signal differential associated to vertical tongue movements. On the user
side, improvement may be possible with better calibration or TDS sensor positioning, or through
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Figure 6.9: Distribution of placement errors for the pick-and-place task for novice users for (a)
Task 1 and (b) Task 2. The color coding is the mistake number since some participants committed
more than one mistake.
Task 1: Grab and Place
Task 1 involved two commands, one to grab and one to place, with one chance each to do so
correctly. All of the commands were successfully executed by 19 of the subjects, with 1 subject
committing an error. The one participant mistakenly triggered place before aiming at the target,
which led to a motion planning failure (unreachable target location). This gives a command trig-
gering error rate of 0.5%, which is 8.8 times lower than the error rate from Task 0. The average
Task Completion Time for placing task is 21.04s. The task completion rate reflects what percentage
of objects were placed within the 1cm threshold radius for being classified as a success. The failure
case breakdown indicates 1% of attempts leading to failure due to human input error and 17% due
to placement error. Based on the Expert’s perfect placement (see Table 6.4), the placement error
is predominantly a function of user pointing error with the AR device. The place error stacked
histogram in Figure 6.9(a) shows the error counts versus the trial number across all subjects. The
18 errors were due to 12 users, with the remaining 8 having perfect performance (also quantified in
Task 1 TCR column of Table 6.1). Of these 12 users, 4 had two mistakes, and 1 had three mistakes.
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Figure 6.10: Distribution of placement errors for the pick-and-place task for (a) novice users and
(b) the expert user.
and 25% committed two or more errors. With further practice, the placement error should improve.
Task 2: Pick and Place
Task 2 also required two sequential commands, both involving targetting an object or location with
the AR interface before selecting the action to execute. The Task Completion Time for each subject
reflects these two steps and is split into pick-up and place sub-task timings. If the object is dropped
during placement, it does not contribute to the mean and variance of the Task Completion Time
column for the place sub-task.
Regarding the TDS input modality, the first command of the sequence was completed by all
subjects. The second command of the sequence was incorrectly triggered early by two subjects,
for a command triggering error rate of 1.0% (4.4 times less than that of Task 0). The failures
associated to the pick-up sub-task are due to visual processing failures and agree with the 11%
grasp failure rate of the underlying algorithm [97]. The place sub-task failures split into command
triggering human-error failures, object grasp failures, and large positioning error. The object grasp
failures are indicative of poor grasps not robust to robot movement, of which there are three. It
is best attributed to a failure in the robot to either predict the correct grasp or to correctly execute
the planned grasp. For positioning error, there were 17 cases. Overall, the task outcome error
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percentages are 1% due to human input error, 12.5% due to robot-error, and 8.5% due to human
pointing error. Figure 6.10(a) provides the distribution of placement error distances for Novice
users. Increasing the threshold to 1.50 cm leads to a 5% human pointing error percentage relative
to all task instances (10 out of 200). If the placement radius is further enlarged to 1 inch (2.54 cm),
then the placement error reduces to a 1% human pointing error rate (2 out of 200). Figure 6.10(b)
provides the same distribution for the Expert user. All of the outcomes are within 1 cm. Compared
to the expert user, the novice users have larger placement error in average (0.84 v.s. 0.62), and
produce additional large outlier placement errors.
Per Figure 6.9(b), which is a stacked histogram of error counts versus trial number across
all subjects, 14 subjects committed errors, with 3 of them committing two errors. The other 6
subjects performed perfectly (as quantified in the Task 2 TCR (place) column of Table 6.1). Here
30% of subjects used the TDS+AR perfectly, 55% had one placement error, and 15% had two
errors. The distribution of errors is biased towards lower numbered runs, much like in Figure
6.9(a), which suggests that some accomodation is needed when performing new tasks or action
sequences, however the low counts for higher numbered runs indicates that some errors may not
be associated to the user, but possibly to the autonomous sub-system of the robot. A combination
of more practice and better algorithms would improve these success rates.
Discussion
The Novice user’s human subjects tests indicate that the AR+TDS is an easy to learn interface
for high-level, hands-free control of an assistive robotic arm. The predominant sources of error
for grasping are due to the underlying autonomy stack (around 23.5% when considering grasping
errors across the pick and place sub-tasks), while the prevailing sources of object placement errors
are due to imprecise pointing with the AR headset (8.5%). The former requires improvements
to the underlying visual processing algorithms, while the latter is easily addressed by continued
practice. Nevertheless, for less strict placement, this percentage can drop to 5% or 1% of all
attempts. Given that not all object placement needs to be precise to 1 cm, Novice users should
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Table 6.2: Fatigue and Usability Evaluation
Theme 1: Fatigue Questions
Question Yes / No
Q1 During the all the experiments, was your tongue tired? 10/10
Q2 During the all the experiments, was your jaw tired? 5/15
Q3 During the all the experiments, was your neck tired? 3/17
Q4 During the all the experiments, were your shoulders tired? 1/19
Theme 2: Usability Questions
Question (from 1:very difficult to 5:very easy) mean±std
Q5 How difficult is it to use the Tongue-Drive System to control the robotic arm? 3.20±0.93
Q6 How difficult is it to use the Tongue-Drive System to trigger buttons in META glasses? 3.40±1.02
Q7 How difficult is it to use the Tongue-Drive System and META to place the target? 4.00±0.84
Q8 How difficult is it to use the Tongue-Drive System and META to pick the object? 3.85±0.91
Q9 How difficult is it to use the Tongue-Drive System and META to complete the 3.55±0.97
pick-n-place task?
learn to execute pick-and-place tasks without significant training demands.
6.5.2 Interface Results: Fatigue and Usability
The questions asked of the users and their responses are given in Tables 6.2 and 6.3. The intent
behind the questions is to gain understanding on the two interface mechanisms, the TDS for input
and the AR for visual feedback, menu visualization, and shared perspective.
Fatigue
The fatigue questions revolved around the main muscle groups used during the experiment, from
the shoulder to the tongue. They were yes/no questions. Initially, the hypothesis was that the
weight of the headset would be the dominant source of fatigue. The AR headset and the TDS are
mounted to a specialized headstrap for distributing the weight over the top of the head. Without it,
the AR headset uses a compression fit around the side of the head plus a support point on the nose
to stay in place. The META 1 AR headset is front-heavy and can cause discomfort around the nose.
The headstrap corrects for some of this weight imbalance. However, the survey results in Table 6.2
indicate that this is not the case. There were more positive fatigue responses for the tongue and jaw
than for the neck and shoulder. Looking at the three responses for neck, two of the subjects also
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experienced fatigue for the jaw and tongue, and the rest one also experienced fatigue for the tongue.
The single response of fatigue at the shoulder also experienced fatigue at the jaw. These subjects
reflect a group for which the AR and the TDS will require some training and accomodation time.
The remaining responses had 5 subjects who rated the tongue as the only source of fatigue, and 2
subjects who rated the tongue and jaw as a source of fatigue. More practice with the TDS would
alleviate those values for this group. The remaining 9 subjects experienced no fatigue whatsoever.
Overall, fatigue ratings increase when moving from the larger shoulder muscles to the smaller
tongue muscles. Almost half of the participants (45%) feel no fatigue. The overall setup of an
AR-based headset with a hands-free selection interface appears to be a reasonable interface design
option.
The fatigue outcomes correspond to 20% of novice users requiring acclimation to the TDS and
the AR, 35% to the TDS alone, and 45% requiring no acclimation. More recent AR headset designs
have improved designs that better distribute the weight around the head and support the headset
from above with head straps rather than via compressive straps and a nose bridge. Furthermore,
they tend to be lighter. Some of the fatigue problems associated with the shoulder and neck should
go away with more modern AR gear, as well as with future designs. These headset improvements
would address the acclimation needs of the first group (20% of novice subjects).
Throughout the experiments, the tongue is the most engaged muscle with the jaw a close sec-
ond. Movements of the tongue also often involves jaw movement to open up space for the tongue
to reach. The up and down commands require more exagerated movements since they are harder
for the TDS to differentiate. Vertical movement is orthogonal to the axis of most sensitivity for the
TDS sensors. An improved TDS design, more sensitive to movements and possibly requiring less
exagerated movements, would improve fatigue responses– and acclimation–to the TDS. Improv-
ing the sensitivity of the design to vertical movements by adding more sensors, or exploiting the
horizontal motion sensitivity to create more commands in the horizontal plane, are both options
to consider in future iterations of the TDS system. These modifications could improve the TDS
experience and acclimation for 55% of novice subjects.
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Table 6.3: Cognitive Burden and Autonomy Evaluation
Theme 3: Summarizing User Intents
Question Yes / No mean±std








Do you think summarizing user intents in the menu helps to improve the
autonomy when completing the tasks?
18/2 –
Theme 4: Sharing Ego-centric Views
Question Yes / No mean±std
Q13
How much do you think ”red dot” in augmented reality glasses help to
locate the placing location?
– 4.50±0.59
Q14
How much do you think ego-centric view helps to understand the relative
locations between you and object?
– 4.25±0.70
Q15 Do you think the ego-centric view helps to reduce the cognitive burden? 18/2 –
Q16




The usability questions permitted answer on a 5-point Likert scale, with 1 (very difficult) and 5
(very easy). The average difficulties of using the TDS to trigger virtual buttons, and to control the
robotic arm are 3.20 and 3.40, respectively. For Q5, since this relates to a relatively easy warm-
up task (task 0), we found only subjects who achieved 100% success rate gave positive or highly
positive. The majority rated neutral (9 subjects) or higher (7 subjects). For four of the subjects who
rated 2, there are two subjects achieved 100% success rates. One of these two subjects reported
experiencing fatigue in tongue (Q1) and jaw (Q2). The other one also voted 2 in Q6 and thus
may have non-positive experience in triggering buttons to controlling the robotic arm. For Q6, the
majority rated neutral (4 subjects) or higher (11 subjects). Of five subjects voting 2, two subjects
also reported fatigue in tongue (Q1) and jaw (Q2), one achieved the worst overall success rate. One
used the longest completion time in Task 1. Thus they may have negative perception or experience
in working with TDS+AR system while triggering buttons.
The average difficulties of placing and picking are 4.00 and 3.85, respectively. By overlapping
the virtual marker with desired location, participants easily determine location for placing and the
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proposed system autonomously plans and executes the action. For the question related to placing
with TDS+AR system, only two subjects gave negative responses (no highly negative). And they
were the two subjects with the worst overall placing success rates. Besides, the only subject who
voted neutral is the third-to-last person. The rest of 17 subjects who had better success rates in
placing tasks had positive or highly positive responses. For the question related to picking, only
two subjects gave negative responses. And they all had performance below average (one of the
two had the worst picking success rate). For the three subjects gave neutral responses, only one
is slightly above average and the rest are below average success rate. For the question related to
pick-and-place task, 17 subjects voted neutral (4 subjects) or higher (11 subjects) with the average
score to be 3.55. Only three subjects gave negative response (no very negative responses). Also,
two of these three subjects had the worst pick-and-place success rates.
Cognitive Burden
Questions related to the use of the AR menuing system and its perceived contribution towards
task simplification are shown in Table 6.3, together with the response statistics. For the ordinal
question, Q10, the values range from 1 (highly complicates the tasks) to 5 (highly simplifies the
tasks). The high average score (4.20) and low standard deviation (0.81) indicate that most subjects
(17 of 20) perceive that summarizing user intents via the menu simplifies the task difficulties (Q11).
Two subjects gave a neutral response and one subject gave a negative response (no very negative
responses).
Continuing, the majority of subjects believe that summarizing user intents via the menu system
contributes to reduced cognitive burden and facilitates autonomous operation. The 4 No responses
to Q11 also includes the 2 subjects who responded No to Q12. Their performance outcomes
(overall success rate vs. cumulative time averages for Tasks 1 and 2) are plotted in Figure 6.11.
The horizontal and vertical lines are located at the average values and partition the space into
quadrants. Three of the subjects score near to or below average in success rate and also below
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Figure 6.11: Performance outcomes for sub-populations based on their responses to Q11 and Q12.
Both axes aggregate the Task 1 and Task 2 outcomes.
the subjects operate sufficiently fast that they may not be sensitive to any potential benefit arising
from interfaces enhanced by autonomous capabilities. At the opposite extreme, the one subject
with a long completion time and average success rate may also not be sensitive to any benefit due
to high task completion times. This subject also experienced fatigue at the neck, jaw, and tongue.
The negative perception may be a function of their overall difficulty working with the TDS+AR
system, which would improve with practice.
Shared Autonomy
The questions related to autonomous robot operation revolved around the shared ego-centric view
afforded by the AR headset, as provided in Table 6.3. While other interfaces such as monitors or
tablets could potentially summarize intents as well, the shared ego-centric view is unique to AR
glasses. It permits pointing to and selecting objects or locations through head pose fixation. It also
permits the presentation of action options without needing to look away from the task at hand. The
scores with ordinal answer options were on a 5-point Likert scale with 1 (highly unhelpful) to 5
(highly helpful).
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Table 6.4: Comparisons of Cartesian controlled (left number) and TDS+AR controlled (right num-
ber) methods on pick-n-place
Cartesian / TDS+AR picked up pickup time (s) placed place time (s) # commands
stapler 5 / 4 69.5±7.7 / 14.1±1.5 5 / 4 77.2±8.9 / 16.9±1.0 14.6 / 2
spoon 5 / 5 63.4±8.7 / 13.7±1.1 5 / 5 77.7±19.1 / 17.5±0.4 10.4 / 2
banana 5 / 4 67.0±20.7 / 16.2±0.6 5 / 4 64.4±15.4 / 15.7±0.3 11.2 / 2
screw driver 5 / 5 68.0±7.7 / 14.4±1.9 5 / 5 63.6±13.6 / 17.4±1.0 11.4 / 2
bowl 5 / 5 53.6±2.1 / 16.6±0.9 5 / 5 84.8±26.6 / 15.6±0.4 9.6 / 2
ball 5 / 3 66.6±9.9 / 16.6±3.2 5 / 3 87.3±16.3 / 17.8±1.1 11.6 / 2
sunglasses 5 / 5 62.1±4.8 / 16.3±0.4 5 / 5 69.5±16.3 / 15.6±0.6 10.0 / 2
pliers 5 / 3 74.9±6.6 / 16.7±0.6 4 / 3 92.4±24.0 / 15.0±0.8 6.5 / 2
scissor 5 / 5 63.8±7.0 / 15.9±0.5 4 / 5 69.4±10.0 / 15.8±1.3 4.2 / 2
tape 5 / 5 60.5±7.9 / 16.1±1.1 5 / 5 72.0±19.2 / 15.9±1.3 4.6 / 2
average 5.0 / 4.4 65.3±9.4 / 15.6±1.6 4.8 / 4.4 76.2±17.2 / 16.3±1.2 9.4 / 2
Both Q13 and Q14 have high average scores and low standard deviations, which means that
most of the responses were positive, in the sense that both the ”red dot” and the shared view
were perceived to be positive features of the shared-autonomy system. Four subjects rated these
properties of the shared autonomy system as neutral (there were no negative responses). One
of the four also responded No to Q11 and Q15, Thus, this subject generally had non-positive
views of the system from the Cognitive Burden and Shared Autonomy perspectives. Of the other
three subjects who rated as neutral in Q14, one was with the longest completion time but only
average success rate, one had low success rate (the second worst), and the third one had success
rate below average while completion times above average. Generally, their performance (lower
success rate, longer completion time) suggests non-positive experience in gaining benefit from
shared autonomy. Outside of these four, the general consensus is that the shared view and its ”red
dot” visual is a helpful feature of the shared-autonomy assistive manipulator.
6.5.3 Results: Expert User
The expert user performed two sets of experiments that serve to demonstrate the upper bound of
performance for the system as currently designed, provide comparison to other existing hands-free
interfaces, and demonstrate the future value of the shared-autonomy pipeline. The first experiment
is the pick-and-place task that serves as the canonical testing task, and the second consists of
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executing more diverse manipulation tasks as described in §6.4.5.
Table 6.5: Comparisons with Existing Hands-Free Interface Research
pickup only / experience # of success rate time # of # of modality autonomy
pick-n-place subject (%) (s) objects trials
[151] w/Actuator Expert 1 50 / – 70.1 / – 1 10 tongue basic
[151] w/Cartesian Expert 1 80 / – 71.3 / – 1 10 tongue medium
[152] Novice 1 – / 80 – / 65 1 5 tongue medium
[152] Expert 1 – / 100 – / 47 1 5 tongue medium
[168] Novice 5 82 / – 92 / – 3 5 sEMG full
[169] Expert 1 92 / – 14.2*/ – 1 50 eye full
AR+TDS Novice 20 89 / 78 23.2 / 39.5 1 10 tongue full
AR+TDS Expert 1 88 / 88 15.6 / 31.9 10 5 tongue full
* path planning + execution time reported (excluding user observation time)
Low-level Control Comparisons
Due to the ease and more flexible time constraints associated with the expert user, this subject was
tasked to pick up a variety of commonly seen objects (10 objects) all of which are, in principle,
capable of being grasped by the robot’s autonomous sub-system [97]. For each object there were
5 pick-and-place trials for a total of 50 tests. The expert was not given a second opportunity to
pick up an object if the robot arm failed. The semi-autonomous AR+TDS and manual Cartesian
control approaches were implemented with the same end-effector speed. In the latter, the user
controls the manipulator end-effector with 9 commands via a keyboard interface (rotation, open
and close end-effector, and 6-DOF movement). As such, manual Cartesian control should provide
a lower bound on the best achievable performance for the manipulator used (a 7 DoF arm) and for
any selection based mechanism with similar choices since other interfaces will be slower or have
a lower throughput rate. Recorded metrics include success rate, average task completion time, and
the number of issued commands. Table 6.4 provides the outcomes for the five experiments per
object.
The shared-autonomy approach that summarizes robot affordances and automates task execu-
tion reduces the number of commands issued by the user (by factor of 4.7). The completion speed
is 4.4 times faster then manually controlling the end-effector and has a lower standard deviation.
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These reduction in commands and increased speed is a function of the simpler interface associ-
ated to high-level task commands, which should lead to a reduced cognitive burden on the user.
The current limitation to the shared-autonomy approach is in the autonomy algorithms. Due to
limitations in the grasp recognition algorithm [97], the success rate degrades (88% versus 96%).
Considering that the probability of failure is 12% and assuming that repeated attempts have inde-
pendent failure probabilities, then a second attempt would have a 1.44% failure rate and a third
attempt would have a 0.17% failure rate, while taking on average 47.5s and 634.1s respectively.
In either case, the time to pick and then place is still faster than the Cartesian interface (141.5s on
average). One benefit of software-based autonomy is that improvements to the grasp recognition
algorithm would improve the performance at little to no cost. For example, these grasp recognition
methods in [142, 170] have a 95% and higher grasp recognition rate.
Comparison with Other Hands-Free Methods
Comparison to published research in Table 6.5 provides statistics for two commonly seen manip-
ulation tasks: pickup and pick-and-place. For improved context the table reports the number of
objects tested and trials per object, as well as other properties of the experiments. Three auton-
omy levels are categorized from low to high: basic directly controls manipulator joints; medium
controls the end-effector; and full only requires users to select from candidate intents. The experi-
ment in [171] is excluded due to an incompatible test scenario. The presented outcomes are sorted
according to the autonomy levels, with the experience level being the secondary sort factor.
The 95% confidence intervals for the expert and novice success rates of the AR+TDS system
are 88 ± 10.5 and 89 ± 4.69, respectively, for the pick sub-task, and 88 ± 10.5 and 78 ± 4.43,
respectively, for the full pick-and-place task. Looking first at the Novice outcomes for the pick
sub-task, there are no other methods with comparable Novice performance (e.g., lying above the
lower interval limit of 84.31%). Expanding to include Expert outcome, the study results of [169]
lie within the interval meaning that some Novice users of the AR+TDS can achieve the equivalent
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Figure 6.12: Time distributions for the place and the pick-and-place task for novice and expert
users: (a) Distribution of Task 1 place time; (a) Distribution of Task 2 pick time; (b) distribution of
Task 2 place time. The data for the Expert is from only the pick-and-place task data in Table 6.4.
the grasp recognition algorithm, which means that the success rate can only increase in future
iterations. The Expert user of the AR+TDS has comparable performance to the Novice users, but
comparison value is limited due to the more diverse objects tested by the Expert with more variable
success rates.
It is more valuable to look at the difference in Time to Completion for the pick and place
actions. The distribution of completion times, Figure 6.12, provides more information on what
is happening. The data for the Expert user is plotted with solid blue lines and for the Novice
users with dashed red lines. The first time that the Novice users engage in a pick operation or a
place operation, the time distribution is spread out. In contrast, the Expert distribution has lower
variance and exhibits a single mode. The second time the Novice users perform a place operation,
the distribution becomes more peaked and overlaps the Expert’s distribution, though there are a few
long duration outliers. These results suggest two findings. The first is that learning to command a
place maneuver comparable to an Expert happens quickly, though it will still take some practice
to do so with Expert precision, per Figure 6.10(a). The second is that pick somehow differentiates
itself from place even though the actual TDS input sequence is nearly the same (see Figure 6.2).
Since the repeated pick-and-place tasks interleave picking and placing, the difference in timing
cannot be due to differences in experience. Further study is needed to understand why the pick
task differs from the place task in term of operational time and skill acquisition. It might be related
to the robot arms grasping error rate and internal attempts by the users to identify what point on
the object to trigger the grasping routine.
Continuing to explore the timing, [169] reported lower times. However, their reported duration
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only covers path planning (0.42s) and robot execution time (13.80s) whereas we include the whole
duration from user observation to robot execution. The average vision process time of our system
is 0.12s, and the manipulator path planning time is less then 0.10s. The execution time of each
trial depends on the target locations (ranging from 11s to 12s), thus a reasonable upper bound on
the comparable time is 13s, which is similar to the 14.2s reported. Examining the remainder, an
approximate value for the average Novice interface time is 10s, while for an Expert it is under 3s
on average. In general user observation and command time (to locate the target and trigger the
TDS) will vary based on the relative geometry of the task. One additional difference is that [169]
places the same object (a bottle) in the same location for all 50 trials. The AR+TDS system was
tested with the objects in random locations.
Moving to the full pick-and-place task, the only comparable experiments are the two from
[152] which consist of moving a bottle with a commercial robotic arm by sending medium level
commands via a tongue interface. Novice success rates are comparable but with the ARS+TDS
achieving a 39% lower completion time, and most likely requiring significantly less commands
based on the different autonomy levels (the results in Table 6.4 indicate 4x less commands given).
With regards to timing, the comparable Expert level outcomes have a 32% lower completion time,
indicating that the completion time differential persists as users gain experience with each system.
The AR+TDS success rate is lower. However, it is a function of the greater diversity of objects
tested. Six of the ten objects had a perfect pick-and-place success rate (spoon, screw driver, bowl,
sunglasses, scissors, and tape). As noted earlier, the success rate is a function of the underly-
ing manipulation algorithms rather than being user error, and should improve as the system code
is upgraded. Meanwhile, the speed-up affords an additional attempt for the pick sub-task while
remaining competitive with [152] (for both the Novice and Expert levels).
Additional Manipulation Tasks
The Expert performance for the additional tasks when using the AR+TDS shared-autonomy system
is summarized in Table 6.6. The results are compared with manual Cartesian control for success
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Table 6.6: Cartesian controlled (left number) and TDS+AR controlled (right number) Manipulation
Tasks
Cartesian / success stage 1 time (s) stage 2 time (s) stage 3 time (s) # of
TDS+AR commands
Open Drawer 10 / 7 40.2±7.2 / 13.6±0.7 58.7±8.8 / 25.1±1.4 82.6±19.5 / 21.9 / 2
16.3±0.7
Salt Shaker 10 / 9 134.6±25.5 / 21.7±1.7 51.4±9.5 / 25.2±2.6 – / – 21.2 / 2
Unscrew Cap 10 / 7 45.0±6.7 / 11.4±0.4 – / – – / – 8.0 / 1
Towel Pick-up 10 / 10 66.3±6.0 / 13.0±0.9 – / – – / – 9.0 / 1
Marker into Box 10 / 10 112.3±9.1 / 34.7±0.6 – / – – / – 14.9 / 2
average 10 / 8.6 – / – – / – – / – 15.0 / 1.6
rate and required time in different manipulation stages. The time improvement for using the shared-
autonomy assistive manipulation system varied from 57.2% to 83.9% faster than manual Cartesian
control for the sub-tasks. These time improvements lead to a 69.7% faster time to completion for
the complete Open Draw task, and a 74.8% faster time to completion for the Salt Shaker task.
Overall, these values indicate task completion rates that are 3-4 times faster relative to Cartesian
control. Importantly, the number of commands issues for the AR+TDS system is in the low single
digits while manual Cartesian control (equivalent to medium level autonomy) requires nearly an
order of magnitude more commands.
These benefits currently involve a trade-off in reduced success rate, with the AR+TDS being
86% successful and Cartesian control being 100% successful. The failure modes are discussed
here. Two failures cases for the Open Drawer task were due to a missed grasp of the drawer
knob, with the remaining failure due to the end-effector losing grip of the knob during pulling.
Essentially, the drawer is the primary failure mode, while the grasping and placement of the object
into the drawer was not. For the Salt Shaker task, the one failure case is due to incorrect visual
estimation of the salt shaker location leading to a missed grasp. The failure cases in Unscew Cap
are due to the precision grasp requirements for parallel-type grippers. The gripper must align the
gripper wrist rotation axis with the cap normal axis and be centered at the cap. In real-world
circumstances, repeat attempts would be permissible and, with high probability, would have a task
completion time lower than Cartesian control. Nevertheless, future work will establish improved
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manipulation primitives and visual processing methods for these tasks.
Overall the tests demonstrate the versatility of the AR+TDS guided manipulation framework on
a range of tasks compatible with parallel-type grippers. The 86% success rate for common ADLs
is close to that of the Pick-and-Place tasks, while the time savings and commands issued are also
consistent. These outcomes suggest that shared-autonomy approaches to guided manipulation,
using advanced computer vision algorithms combined with manipulation primitives, are effective
strategies to pursue for hands-free robot assistance. Having an object and task adaptive menuing
system would preserve the low command rates associated to executing the tasks.
6.6 Conclusion
We presented a collaborative human-robot framework based on a shared-autonomy paradigm for
persons with high-level paralysis to guide manipulation tasks. The assistive system provides
enhanced user autonomy by integrating vision algorithms with augmented reality (AR) and the
tongue-drive system (TDS). As a human-in-the-loop system, the shared perspective and menuing
system simplifies the control of manipulation tasks by interpreting the ego-centric view of AR,
summarizing action intent by vision algorithms, and triggering execution via a menuing system
using the TDS. The proposed system was validated by 20 able-bodied human subjects with no
prior experience in AR and the TDS. Our system outperformed published state-of-the-art results
at different autonomy levels in terms of trade-off in success rate and operation speed, while hav-
ing a relatively small gap between novice and expert users. Evaluations regarding to autonomy
and cognitive burden also indicate the benefit of the AR in shared view and summarized intents,
as well as augmented vision effect for the assistive system. Additional experiments include com-
mon manipulation tasks in ADLs. They illustrate the effectiveness of our system through analysis
of execution time and number of commands issued. Compared to Cartesian control, the system
exhibited improvemed completion times through the simplification of complicated manipulation
tasks via manipulation primitives. Future work will address the autonomous performance of the




This thesis investigates the robotic affordance understanding for application of vision-based ma-
nipulation. A series of improvements covering from training/inferencing efficiency to generaliz-
ability of learned model are achieved step-by-step. The overall efforts improve the applicability of
affordance understanding in manipulation tasks, and bridge the research gap between vision bench-
marks and real-world robotic missions. Multiple research gaps of robotic affordance understanding
are investigated throughout the thesis. The key contributions are summarized as follows:
• Multi-grasp Affordance Detection. To achieve real-time inferencing for physical grasping,
a grasp region proposal network for identification of potential grasp regions is introduced.
The network then partitions the grasp configuration estimation problem into regression over
the bounding box parameters, and classification of the orientation angles. The whole network
design enables real-time grasp affordance detection for real-world robotic grasping.
• Affordance Learning via Synthetic data. Beyond grasp affordance detection, general af-
fordance prediction is considered to account for more commonly encountered robotic manip-
ulation tasks The prediction is formulated as segmentation problem. Due to labor-intensive
annotation for pixel-level ground truth, an segmentation architecture is introduced to en-
able adapting annotations from synthetic data unsupervisedly, while achieving comparable
performance to supervisedly learned approaches.
• Learning toward Multi-affordance and Ranking. Given multiple affordances may exist
on the same object part, the affordance prediction is extended to multiple affordance predic-
tion and ranking, on a single object part. Multiple affordance prediction benefits consecutive
planning for realistic scenarios where desired tools are absent. Moreover, the designed ar-
chitecture generalizes learned affordance to unseen categories, improving the applicability
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of learned model.
• Improving Affordance Detection on Novel Objects. To generalize the affordance model
on unseen categories, the performance loss is observed. To tackle the issue, two modules
are introduced to improve the performance: branch-wise attention module and attribute-like
auxiliary module. To bridge vision detection and physical robotic manipulation, a system
incorporating proposed affordance detector, a pre-trained object detector, and PDDL is in-
troduced. Planning and execution of a sequence of action primitives defined by predicted
affordance is enabled.
• Application: Assistive Manipulation in Human-in-the-loop System. This chapter ex-
plores an application of a previously described component, grasp affordance detection. The
whole system design is a case study of a human-in-the-loop system, incorporating the Aug-
mented Reality (AR) glasses, the Tongue-Drive System (TDS) and robotic manipulator with
proposed grasp detection. The overall system design is a preliminary study for people with





For the future work of robotic affordance learning, there are several research directions.
Affordance learning in this thesis focuses on identifying functional parts of objects. To properly
interact with an object, knowing how to manipulate is also essential and sometimes requires more
information. For example, for affordances such as grasp, contain or support, it is straightforward
for robot agents to interact with identified object parts and corresponding affordances. However,
affordances such as pound and cut may require additional information of operational directions
in order to use the tools properly. This information is not directly provided by the affordance
detection. A combination of affordance detection with recent studies of keypoint estimation could
serve as a solution. By annotating the direction of operation as with a set of keypoints associated
with specific categories or affordances, estimating the operational direction as a vector is enabled.
Furthermore, keypoint estimation could be treated as simplified pose estimation. Knowing the
pose of object for manipulation benefits achieving complicated manipulation tasks. Meanwhile,
pose estimation potentially contributes to closing the loop while reaching the object.
A second interesting direction is to extend to the first-order affordance learning. The first-order
affordance learning refers to the affordances learned via direct interactions with an object. This is
commonly done with reinforcement learning approaches in simulation or in real-world. Usually
there will be no pre-defined action opportunities on object parts and the agent learns from scratch.
However, as humans, we discover several ways to interact with surrounding objects by starting
with basic knowledge of functionalities of tools. With an effective zero-order affordance detection
model, it would be interesting to study how it affects the learning of the first-order model to develop
new ways to operate objects in surroundings.
Lastly, in this thesis we show a bottom-up perspective for reasoning action sequences for ma-
nipulations. Specifically, we break down the object parts and identify action opportunities of each
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part. Given a desired goal, our approach forms a sequence of action primitives for robot execution.
Another research direction is a top-down perspective to infer possible goals/manipulations directly
from a scene. The outcome is potentially useful for assistive robots to predict or summarize hu-
man intent sharing the similar view. To properly reason about possible goals/intents given a scene,
discovering object-action pairs is an essential step for further analysis. A possible solution may
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