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ABSTRACT 
 
Direct volume rendering (DVR) is a visualisation technique allowing users to create 2-D renditions from 3-D spatial 
datasets. This technique can assist medical users in both diagnosis and therapy planning. Currently users of such 
visualisation systems have limited means of selecting visualisation parameters to enhance important regions of interest 
(ROI). We propose a modification to 3-D texture-based volume rendering allowing users to visually enhance important 
regions, while retaining contextual information. Using a series of interleaved region slices, the algorithm assigns a 
different transfer function to the ROI and context. Knowledge about the human visual system is used to modify the two 
transfer functions creating “pop-out” effects. This approach is demonstrated using the perceptual characteristics of 
luminance and hue. The output of this research is the new ability for users to precisely control the highlighting of 
regions of interest and hence improve the visualisation process. 
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1. INTRODUCTION 
 
Visualisation is an iterative process allowing the user to explore, analyse, and present data1. Volume rendering is a 
visualisation technique employed for a variety of uses in the medical domain such as virtual endoscopy2, 3-D 
ultrasound3, and surgical planning4-6. Direct volume rendering is an operation that creates a 2-D rendition portraying the 
complex interaction of boundaries between structures in 3-D medical datasets7. Data is made visible by applying a 
classification function across the entire set of sample points (known as “voxels”). This function (commonly referred to 
as the “transfer function”) assigns colour and opacity to each voxel. Transfer functions are regarded the backbone of 
volume rendering because they allow the user to emphasise different structures of interest. We consider a volume 
consisting of mmm ××  voxels indexed using the identifiers kji ,,  in the zyx ,,  directions respectively. We adopt the 
use of 2-D transfer functions8 consisting of measured data intensity ( ijkI ) and intensity gradient magnitude ( ijkI∇ ) 
defined as: 
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Such a transfer function can be considered as a global lookup table (LUT), returning a RGB colour ( c ) and opacity (α ) 
for given lookup values ijkI  and ijkI∇ , as defined by Equation 2. 
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It is difficult to perceptually highlight a region of interest using a global 2-D transfer function because specific spatial 
information is not implicitly included in the lookup values. Our proposed algorithm allows a user to select a region of 
interest and enhance the visual importance of this region by exploiting various sensitivities of the human visual system 
(HVS). More specifically, the suggested modification allows the user to assign different transfer functions to different 
regions (i.e. ROI and context). Using this modification, an algorithm was developed to exploit the visual sensitivity to 
abrupt changes in luminance and hue to enhance regions of interest. This was implemented using 3-D texture mapping 
on a graphics processing unit (GPU) attaining interactive framerates. 
 
Section 2 outlines various related work in this area. The volume rendering framework supporting the proposed approach 
is described in section 3, and the enhancement algorithm is presented in section 4. Sections 5 and 6 detail the method 
and results used to validate the algorithm. Section 7 presents concluding remarks and intended future research. 
 
 
2. RELATED WORK 
 
The idea of enhancing a region of interest while providing contextual information is borrowed from the information 
visualisation paradigm known as “focus+context”. A number of researchers have adapted this concept to direct volume 
rendering. Some systems divide the dataset into two regions (the focus and the context) and render the focus using DVR 
techniques and the context using contour lines or maximum intensity projection (MIP)9, 10. Another approach divides the 
region into a “supplemental projection” and a “base projection” and uses a spherical weighting function (with axial and 
radial components) to discriminate between the two regions11. These approaches use ray-casting models requiring 
highly optimised algorithms and/or expensive parallel computing architectures to achieve interactive framerates. 
Furthermore, these approaches have limited means of allowing the user to control the nature and amount of 
enhancement. The algorithm proposed in this paper overcomes the abovementioned computational limitation because it 
is derived from 3-D texture-based volume rendering. Such algorithms are implemented on relatively cheap, commonly 
available graphics hardware. Unlike the other mentioned approaches, the proposed algorithm also allows for precise 
control over the nature and degree of the region enhancement. 
 
 
3. VOLUME RENDERING FRAMEWORK 
 
3-D texture-based volume rendering was introduced to overcome the computational expense of software based 
algorithms and offset the cost of specialised hardware. This approach executes on commodity graphics hardware and 
can achieve real-time framerates (>25fps) by exploiting the parallel architecture of the unit. Using an API (application 
programmers interface) such as OpenGL or Direct3D, a user program uploads the dataset to the GPU as a 3-D texture 
(represented as a set of 2-D slice images)12. The user program then outputs a proxy-geometry which is used to tri-
linearly interpolate the 3-D texture, reconstructing the sampled continuous object. Figure 1 shows that the proxy-
geometry acts as an equidistant, rectilinearly grid capable of re-sampling the data texture from any viewing position. 
Each interpolated value is subsequently classified using a 2-D transfer function. These functions are implemented by 
being uploaded to the graphics hardware as a 2-D image texture (i.e. a LUT). A fragment shader program (which can be 
defined as a kernel function applied to each voxel) queries the 3-D data texture to obtain ijkI  and ijkI∇ . These values are 
input to the LUT, returning the colour and opacity for the current voxel. This creates a set of view-aligned, classified 
images ready for final composition. Using the compositing equation (Equation 3), the contribution of each voxel along a 
viewing ray is blended together to project a pixel onto the image plane13. 
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The lookup table implementation for global transfer functions does not allow for the classification of volumes based on 
spatial information. This existing approach of applying the transfer function over the whole volume, while being simple 
to specify and implement, ignores explicit information pertaining to voxel position. Figure 2 shows an example 2-D 
transfer function and resultant rendition. Visual inspection demonstrates that classification using such functions do not 
allow, for example, the two medial digits to be displayed in a different colour to the three lateral digits. 
 
 
 
 
 
(a) (b) (c) (d) 
Figure 1. (a) A set of parallel polygons act as proxy-geometry. (b) The 3-D texture is represented as a set of 2-D slice images. 
(c) The proxy-geometry is always view aligned. (d) The proxy-geometry tri-linearly interpolates the uploaded data texture 
and voxel contributions are projected onto the image plane. 
 
 
 
 
(a)   (b) 
Figure 2. (a) A simple 2-D transfer function (with underlain data histogram). (b) A rendition of the foot dataset‡ using the 
transfer function shown in (a) classifies all voxels involved in the boundary, irrespective of location. 
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(Opacity = 0.0) 
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and bone  
(Colour = Blue, Opacity = 0.07) 
Lateral digits Medial digits 
To allow classification based on both boundary interface and spatial information, we propose to interleave slice images 
from the data, ROI and context. Prior to rendering, the user must segment the ROI and context using a hard- or fuzzy-
segmentation algorithm. A hard-segmentation algorithm assigns each voxel as either included (100%) or excluded (0%) 
from the region. A fuzzy-segmentation algorithm assigns to each voxel a degree of membership to a region (between 
0% and 100%). Figure 3 depicts some example hard- and fuzzy-segmented regions. Following segmentation, as per the 
typical approach, the data is uploaded to the graphics hardware as a three-channel RGB 3-D texture (the intensity is 
contained in the Red channel, the gradient magnitude in the Green channel, and the Blue channel is unused). The 
regions are also uploaded as a three-channel RGB 3-D texture (the ROI information in the Red channel and the context 
information in the Green channel). This texture acts like a mask, containing weight values in the range [0..1] indicating 
the membership of associated voxels to the ROI and context. The transfer functions for both the ROI and context are 
finally uploaded to the hardware as two different texture lookup tables. The user program is modified to emit proxy-
geometry in the interleaved fashion depicted in Figure 4. A modified fragment shader program must still sample the data 
texture to obtain ijkI  and ijkI∇ . However, these values are used to index into the transfer function lookup tables (both 
ROI and context). Following this, the shader program also samples the ROI and context region masks. The contribution 
of the current voxel is determined by weighting each of the resultant opacities and colours by the associated mask value. 
Equation 4 demonstrates how the alpha values are weighted and combined. The colour components are combined in an 
identical manner. 
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(a) (b) 
Figure 3. (a) A hard-segmented box region. (b) A fuzzy-segmented spherical region. 
 
  
(a) (b) 
Figure 4.  (a) A typical 3-D texture render assigns one transfer function for each dataset.  
(b) Our volume rendering framework interleaves slices of data, ROI and context and assigns a different 
transfer function to each. 
 
 
4. ENHANCING REGIONS OF INTEREST 
 
The human visual system is a remarkable organisation of cells allowing us to perceive the surface reflectance of 
electromagnetic radiation (i.e. light) from physical objects14. Light passes through the cornea, is focused through the 
process of refraction towards the central region of the eye, passes through the aperture opening of the iris, and excites 
the photoreceptive network of cells comprising the retina. Facilitated by light-absorbing chemicals, photoreceptors 
generate action potential signals in attached bipolar and ganglion cells. Horizontal cells perform lateral inhibition, 
amplifying the significance of edges15. This structure, also referred to as centre/surround organisation, means that 
ganglion cells are excited by light incident on their central-receptive fields and at the same time inhibited by light falling 
on neighbouring regions. This mechanism of lateral inhibition in ganglion cells is also found in later stages of the visual 
processing pathway16. Within the brain, the thalamus contains centre/surround cells excited and inhibited by signals 
from different cone types (called Type 1 cells) and by opponent colours (called Type 2 cells)17. Due to this 
centre/surround organisation, it can be concluded that the human visual system conveys a greater sensitivity to abrupt 
changes in various visual perceptions (including luminance and hue). 
 
Equipped with the modified volume rendering algorithm and the knowledge about centre/surround organisation of the 
visual processing pathways, enhancing a particular ROI is now a systematic task. To amplify a region of interest using 
luminance, the opacity of the ROI transfer function can be increased and the opacity of the context transfer function 
decreased. This creates a perceptual difference between the two spatial regions whereby the difference in opacity 
specifies the degree of amplification. Similarly, the region of interest can be perceptually enhanced using hue offsets. 
Consider hue represented by a 360° circle (with each colour in the spectrum separated by 60°). Offsetting the hues of 
each transfer function by 180° will produce a perceptual difference between the region of interest and context. A lower 
hue offset will produce a less obvious demarcation. 
 
 
 
Data 
ROI 
Context 
Data 
The whole operation can be described by the following steps: 
 
The user: 
1. Segment the dataset into a region of interest (ROI) and context. 
2. Specify a global 2-D transfer function displaying the desired global boundary interactions (this can be 
performed using an appropriate technique18). 
3. Enhance the region of interest by creating perceptual differences in luminance or hue (the algorithm 
automatically performs this by adjusting the two transfer functions depending of the user specified type and 
degree of enhancement). 
4. Upload the data, ROI, context and two transfer functions to the graphics hardware in the format described in 
Figure 4. 
  
For each voxel (performed by fragment shader on GPU): 
5. Sample the data texture to obtain the data values ijkI  and ijkI∇ . 
6. Sample the region texture to obtain the region membership weights ROIw  and cw . 
7. Use ijkI  and ijkI∇  to index into the ROI and context transfer function LUTs to obtain { }ROIROIc α,  and 
{ }ccc α, . 
8. Assign the final voxel contribution as the weighted combination of the two RGBα colours using Equation 4. 
 
For all voxels along the viewing rays (performed by GPU): 
9. Use the compositing equation to projected the final pixel colour onto the image plane. 
 
 
5. METHOD 
 
The proposed algorithm was implemented using OpenGL and executed on an ATI Radeon 9800 Pro GPU and Intel 
Pentium 4 2.8GHz, 1GB RAM PC. A graphical user interface was designed to interactively edit 2-D transfer functions 
by trial and error. Two different datasets were visualised using simple spherical and box hard-segmented ROIs. 
 
The region enhancement was evaluated both qualitatively (by visual inspection) and quantitatively (using a visual 
importance model19). The visual importance model divides an image into different perceptual regions, and then weights 
and combines each region to create an “importance map”. We applied an implementation of this model which utilises a 
set of fuzzy logic rules to combine and rank perceptual regions using differences in luminance, hue, size, and proportion 
of edge (which suppresses the importance of the background)20. Some of the rules that constitute the fuzzy inference 
system are listed below21.  
 
 
Each test involved the specification of a region of interest, a global 2-D transfer function, the type and amount of 
enhancement, and the generation of a normal and enhanced rendition. The fuzzy logic visual importance model was 
subsequently applied to each rendition to produce an importance map. Finally a simple measure was derived to quantify 
the relative importance of the ROI in the normal and enhanced importance map. This measure is defined below: 
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context normalin  pixel / importance Average
ROI normalin  pixel / importance Average
context  enhancedin  pixel / importance Average
ROI enhancedin  pixel / importance Average
(normal) Ratio Importance
(enhanced)RatioImportanceRatioEnhancing  (5) 
IF LuminanceDiff IS High THEN Importance IS High 
IF LuminanceDiff IS Low THEN Importance IS Low 
IF EdgeProportion IS Low THEN Importance IS High 
IF EdgeProportion IS High THEN Importance IS Low 
6. RESULTS AND DISCUSSION 
 
Figures 5 and 6 can be used to qualitatively evaluate the proposed algorithm. Each figure shows the region of interest, 
the 2-D transfer function, the normal and enhanced renditions, and the normal and enhanced importance maps. Each 
importance map displays the relative saliency of each pixel, with white and black being the most and least important 
respectively. Visual comparison of the importance maps for a given dataset reveals that the region of interest contains 
more white, and therefore exhibits greater visual importance.  
 
The derived enhancement measures can be used to confirm our qualitative judgements. Table 1 shows that for both 
datasets the average importance per pixel was larger for the enhanced ROI. However, to normalise this measure, the 
average importance per pixel for the context was also included. Therefore, an importance ratio of greater than 1.0 
demonstrates that the ROI in the enhanced image had (on average) pixels that were considered more important. Both 
datasets attained such results. 
 
The proposed volume rendering framework and enhancement algorithm has a number of applications. This approach 
can be used to improve the exploration and presentation of visualisations by giving the user the ability to specifically 
control the enhancement of information in a spatial context. A given hard- or fuzzy-segmented region can be  
perceptually amplified to any desired degree. This technique can also be used to implement clip-planes with contextual 
information. 
 
 Foot Dataset Aneurism Dataset 
 Enhanced Normal Enhanced Normal 
Average importance / pixel in ROI 0.66 0.42 0.82 0.68 
Average importance / pixel in context 0.56 0.41 0.63 0.63 
Importance ratio (ROI / context) 1.18 1.02 1.30 1.08 
Enhancing ratio (enhanced / normal) 1.16 1.20 
 
Table 1. Importance results indicating that the ROI was perceptually enhanced. 
 
 
  
(a) (c) (e) 
 
  
(b) (d) (f) 
Figure 5. Foot dataset, with hard-segmented box ROI and 9x luminance enhancement.  
(a) 2-D global transfer function (b) Region of interest (c) normal rendition (d) normal importance map  
(e) enhanced rendition (f) enhanced importance map. 
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Data intensity → 
R = 0 
G = 0 
B = 160 
α = 20 
 
else 
α = 0 
  
 
(a) (c) (e) 
 
 
 
(b) (d) (f) 
Figure 6. Aneurism dataset§, with hard-segmented spherical ROI and 180° hue offset.  
(a) 2-D global transfer function (b) Region of interest (c) normal rendition (d) normal importance map  
(e) enhanced rendition (f) enhanced importance map. 
 
 
7. CONCLUSIONS AND FUTURE WORK 
 
A direct volume rendering framework capable of controlling the enhancement of regions of interest was derived and 
demonstrated. The enhancements rely on the simple fact that the human visual system is sensitive to abrupt changes in 
luminance and hue. The algorithm was evaluated qualitatively by viewing the resultant renditions. A fuzzy logic visual 
importance model was also applied to evaluate the algorithm in a more subjective, quantitative manner. This research 
creates new capabilities for visualisation users to spatially highlight relevant information and suppress unwanted noise. 
 
Future work intends to further develop the implemented framework to incorporate more complex region of interest 
segmentation algorithms (such as region growing and/or fuzzy C-means). Following this, the algorithm should be fully 
evaluated using actual clinical data. An investigation into the usefulness of automatically adjusting the translation and 
rotation of the dataset to centre the ROI may also prove worthy. Further study into the specific relationship between 
various perceptual parameters (such as the interaction between background colour and the ROI) could further improve 
the enhancement capabilities of this framework.  
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