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We consider the notion of uncertainty for ﬁnite frames. Using a difference operator inspired
by the Gauss–Hermite differential equation we obtain a time-frequency measure for ﬁnite
frames. We then ﬁnd the minimizer of the measure over all equal norm Parseval frames,
dependent on the dimension of the space and the number of elements in the frame.
Next we show that given a frame one can ﬁnd the dual frame that minimizes this time-
frequency measure, generalizing some work of Daubechies, Landau and Landau to the ﬁnite
case and extending some recent work on Sobolev duals for ﬁnite frames.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Recall the Heisenberg Uncertainty Principle states that for f ∈ L2(R) and ‖ f ‖ = 1∥∥xf (x)∥∥2 · ∥∥w fˆ (w)∥∥2  1
4
.
Related to this is the so-called Gauss–Hermite differential equation H( f ) = d2 f
dx2
+ x2 f = λ f . It is well known that the
minimal eigenvector of this positive deﬁnite linear operator, i.e. the Gaussian, is the minimizer of the Heisenberg product
above. Hence for differentiable functions f and fˆ , the minimizer of ‖xf (x)‖2 · ‖w fˆ (w)‖2 is the minimizer of ‖ ddw fˆ (w)‖2 +
‖ ddx f (x)‖2. For a thorough overview of the Uncertainty Principle see [6,15]. Numerous authors have used variations on the
discrete versions of the Gauss–Hermite differential equation, as well as other methods [5,13,14,16,18] to produce discrete
versions of the Hermite functions for the DFT, i.e., eigenvectors for a difference operator corresponding to a discrete version
of the differential operator H.
In [1,11] the authors showed that if time-frequency shifts of a function g(x) ∈ L2(R), i.e., {e2π imbxg(x − na)}m,n∈Z with
a = b = 1, form an orthonormal basis for L2(R) then ‖xg(x)‖ · ‖wgˆ(w)‖ = ∞, or equivalently ‖xg(x)‖2 + ‖wgˆ(w)‖2 = ∞.
In [3] it is shown that this can be extended from an orthonormal basis to a basis. However, if we only require the sequence
to constitute a frame instead of a basis, by letting ab < 1, the product and sum can both be ﬁnite [12,17]. While inspired
by this work, our work is different in that we measure the time-frequency localization of an entire frame rather than just a
window that generates the frame.
In many applications it has been shown that the so-called canonical dual of a frame, i.e. the Moore–Penrose inverse, is
optimal but alternate duals have also been shown to be useful [10] in shaping error. In recent work, non-canonical duals
that minimize a ﬁnite version of ‖ dfdx ‖ have been applied in analog to digital conversion [2,7–9] to reduce quantization error
in reconstruction. We combine these two notions and generate alternate duals that are optimal with respect to the ﬁnite
time-frequency measure developed below.
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we show that columns of the discrete Fourier transform matrix are optimal for minimizing this measure over Parseval
frames and provide a sharp constant for the lower bound which is dependent on the dimension of the frame matrix. Finally,
we show that given any matrix whose columns form a frame one can generate a dual frame that minimizes the ﬁnite
time-frequency measure developed below. To illustrate this, we generate a random frame and compare the time-frequency
localization of this dual with the canonical one.
2. Finite time-frequency measures
For this work we will choose the sum version, ‖xg(x)‖2 + ‖wgˆ(w)‖2, of the Uncertainty Principle for our measure of
time-frequency. We need an operator that plays the role of the derivative so it is natural to consider a difference operator.
Deﬁne D = DN , the circulant difference operator for CN = ZN , and  = N = D∗D by:
D =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 · · · 0
0 1 −1 0 · · · 0
0 0 1 −1 · · · 0
. . .
. . .
0 0 · · · 0 1 −1
−1 0 · · · 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
,  =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 −1 0 0 · · · −1
−1 2 −1 0 · · · 0
0 −1 2 −1 · · · 0
. . .
. . .
0 0 · · · −1 2 −1
−1 0 · · · 0 −1 2
⎤
⎥⎥⎥⎥⎥⎥⎦
,
so ‖Df‖2 = 〈f, f〉 will play the role of ‖ ddx f (x)‖2. If T = TN is the translation matrix and M = MN is the modulation matrix
deﬁned by:
T =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
. . .
. . .
0 0 · · · 0 0 1
1 0 · · · 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, M =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
0 e2π i/N 0 · · · 0
0 0
. . . · · · 0
0
0 0 · · · e2π i(N−2)/N 0
0 0 · · · 0 e2π i(N−1)/N
⎤
⎥⎥⎥⎥⎥⎥⎦
,
and F is the unitary discrete Fourier transform matrix i.e., F j,k = 1√N e−2π i( jk)/N for j,k ∈ ZN , the expected relationships
TF∗ =F∗M , F∗T ∗ = MF∗ are easy to establish. Note: D = I− T , T−1 = T ∗ and M−1 = M∗ . Now we are ready to generalize
‖ ddw fˆ (w)‖2. Deﬁne X by:
X =F∗F =F∗(I − T )∗(I − T )F =F∗(−T ∗ + 2I − T )F = −M + 2I − M∗.
Since I and M are both diagonal matrices, so is X with ( j + 1)th diagonal element
−e2π i j/N + 2− e−2π i j/N = −2cos(2π j/N) + 2 = 4 sin2(π j/N).
Hence, ‖DF f‖2 = 〈F∗F f, f〉 will play the role of ‖ ddw fˆ (w)‖2. We observe that since F = F X , the columns of the
Fourier matrix are the eigenvectors of  with the diagonal elements of X as the corresponding eigenvalues.
Now we will attempt to further motivate using the following measure as the replacement for ‖ ddw fˆ (w)‖2 + ‖ ddx f (x)‖2.
For our purposes we will deﬁne fˆ (w) = ∫
R
f (x)e−2π iwx dx. Consider the case where N = n2 and let g be a function in 2
Zn2
,
if we let h be a smooth function on R to C deﬁned by h( j/n) = √Ng( j) for j = −	n2/2
, . . . , 	(n2 − 1)/2
. It is easy to
show ‖g‖2
Z
n2
≈ ‖h‖L2(R) . Now using the fact that sin(x) ≈ x for small x we get:
n2
(‖Dg‖2 + ‖DF g‖2)= 4n2
(
N−1∑
j=0
sin2(π j/N)
∣∣(F g)( j)∣∣2 + N−1∑
j=0
sin2(π j/N)
∣∣g( j)∣∣2
)
≈ 4N
(
N−1∑
j=0
(π j/N)2
∣∣(F g)( j)∣∣2 + N−1∑
j=0
(π j/N)2
∣∣g( j)∣∣2
)
≈ 4N
( 	(N−1)/2
∑
j=−	N/2

(π j/N)2
∣∣∣∣ hˆ( j/n)√n
∣∣∣∣
2
+
	(N−1)/2
∑
j−	N/2

(π j/N)2
∣∣∣∣h( j/n)√n
∣∣∣∣
2
)
= 4N π
2
N
( 	(N−1)/2
∑
( j/n)2
∣∣hˆ( j/n)∣∣2 1
n
+
	(N−1)/2
∑
( j/n)2
∣∣h( j/n)∣∣2 1
n
)
j=−	N/2
 j−	N/2
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R
w2
∣∣hˆ(w)∣∣2 dw + ∫
R
x2
∣∣h(x)∣∣2 dx
= (4π2)(∥∥whˆ(w)∥∥2 + ∥∥xh(x)∥∥2).
3. Equal norm Parseval frames
Let the columns of a d × N matrix E form a Parseval frame for Cd , i.e. EE∗ = Id×d . We choose Parseval frames as a way
of normalizing, similar to requiring ‖ f ‖ = 1 in the classical inequality. For reasons explained below, we choose the N × N
difference matrix D and the discrete unitary Fourier transform F for CN for analysis rather than the d× d matrices. We let
the matrix inner product be deﬁned by the trace (tr) and the norm be the Frobenius norm. Recalling that tr(AB) = tr(B A)
we get:∥∥DF E∗∥∥2f r + ∥∥DE∗∥∥2f r = tr(DF E∗EF∗D∗)+ tr(DE∗ED∗)
= tr(F∗D∗DF E∗E)+ tr(D∗DE∗E)
= tr(XE∗E)+ tr(E∗E).
There is no reason to consider the measure ‖DF E‖2f r + ‖DE‖2f r , i.e., the appropriate difference matrix applied to the
conjugate transpose of the matrix, because ‖DF E‖2f r + ‖DE‖2f r = tr(X) + tr() = 4d and is independent of E . In the spirit
of the Balian–Low theorem we wish to show that ‖DF E∗‖2f r + ‖DE∗‖2f r is bounded below for a ﬁxed d and N . We begin
with the orthonormal bases and extend this to equal norm Parseval frames.
Lemma 3.1. For ﬁxed dimension d, ‖DF E∗‖2f r = 2d for all equal norm Parseval frames of Cd with N  d 2 elements.
Proof. We exploit the interplay between circulant matrix  and the discrete Fourier transform. First we note that if E∗
corresponds to an equal norm Parseval frame then the norm of the elements is
√
d
N and hence the diagonal elements of
E∗E are dN . By properties of the trace we have:∥∥DF E∗∥∥2f r = tr(DF E∗EF∗D∗)
= tr(F∗F E∗E).
As we have observed, F∗F reduces to a diagonal matrix X , where the diagonal elements are the eigenvalues of  and
so tr(F∗F E∗E) = tr(XE∗E). Because all the diagonal elements of E∗E are dN we get ‖DF E∗‖2f r = dN tr(X). Finally, since
the diagonal of X are the eigenvalues of D we get tr() = 2N = tr(X) and this completes the proof. 
We state the following obvious corollary for the upper bound below.
Corollary 3.2. If E is an orthogonal matrix for Cd then ‖DF E∗‖2f r + ‖DE∗‖2f r = 4d.
Proof. If E is an orthogonal matrix both E and F−1E are equal norm Parseval frames. 
Theorem 3.3. For ﬁxed dimension d and N  d  2, there exist constants C(N,d) > 0 and B(N,d) > 0 so that for any equal norm
Parseval frame E of Cd,
2d + C(N,d) ∥∥DcF E∗∥∥2f r + ∥∥Dc E∗∥∥2f r  2d + B(N,d) 6d.
Furthermore, the minimum (maximum) occurs when E∗ is the d columns of the Fourier matrix corresponding to the d smallest (largest)
eigenvalues of . The constant C(N,d) is the sum of those d smallest eigenvalues and B(N,d) is the sum of those d largest eigenvalues.
Recall, these eigenvalues are of the form 4sin2(π j/N) for j = 0, . . . , (N − 1).
Proof. By the previous lemma, ‖DF E∗‖2f r + ‖DE∗‖2f r = 2d + ‖DE∗‖2f r so it is enough to ﬁnd the minimizer of ‖DE∗‖2f r .
Expanding we have:∥∥DE∗∥∥2f r = tr(DE∗ED∗)
= tr(E∗E)
= tr(F∗XF E∗E)= tr(XF E∗EF∗).
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must sum to d. Also, since the norms of the matrices are all 1, no entry is greater than 1. As a result, the minimum will
occur by putting d ones in the columns corresponding to the smallest diagonal elements of X . Since F is a unitary matrix,
any d rows form an equal norm Parseval frame E for Cd . F E∗ will be a N × d matrix with the canonical unit vectors of Cd
in the corresponding d rows of the matrix and zeros for the other rows. Hence, F E∗EF∗ will be a square matrix with 1’s in
the correct d diagonal entries and zeros elsewhere. If d = 2k this corresponds to the ﬁrst and last k columns of the Fourier
matrix and if d = 2k + 1 this corresponds to the ﬁrst k + 1 columns and the last k columns. The value of C(N,d) follows
directly from the computation of the diagonal of X . The computation for B(N,d) follows similarly and is bounded above by
6d since the sum of all the eigenvalues of  are less than 4. 
What if we remove the restriction of equal norm and only consider Parseval frames? We can do much better by using
the eigenvectors of  + X , i.e., the Hermite vectors developed in [5,13,14,16,18].
Theorem 3.4. For ﬁxed dimension d and N  d  2 there exist constants G(N,d) > 0 and H(N,d) > 0 so that for any Parseval
frame E of Cd
0< G(N,d)
∥∥DcF E∗∥∥2f r + ∥∥Dc E∗∥∥2f r  H(N,d) 8d.
Furthermore, theminimum (maximum) occurs when E∗ is the d columns of the Hermitematrix corresponding to the d smallest (largest)
eigenvalues of + X, i.e., the Hermite vectors. The constant G(N,d) is the sum of those d smallest eigenvalues and H(N,d) is the sum
of those d largest eigenvalues.
Proof. The matrix  + X is clearly a positive semi-deﬁnite matrix and hence, has an orthogonal diagonalization. Now
mimicking the argument above the minimum (maximum) corresponds to the matrix formed by the eigenvectors of the d
smallest (largest) eigenvalues. The eigenvalues of  + X are bounded between 0 and 8 because the eigenvalues of  and X
are between 0 and 4. 
4. Time-frequency dual
In [2] the authors introduced the notion of a Sobolev dual frame for ﬁnite frames, a dual frame that was minimal with
respect to a norm involving an invertible difference operator. This work was motivated by application to Σ quantization
and inspired by the work of [4]. In this later paper the authors provide an alternate dual frame window for a Gabor system
that minimizes the measure ‖w fˆ (w)‖2 + ‖xf ‖2. In what follows below we give a ﬁnite version of this result for general
ﬁnite frames.
Letting ‖F‖op deﬁne the operator norm of a matrix and ‖F‖ f r be the Frobenius norm we recall the following standard
lemma.
Lemma 4.1. If E is a frame and F is any dual, i.e. E F ∗ = I , then the canonical dual minimizes ‖F‖op,‖F‖ f r .
The authors in [2] use this to prove the following theorem.
Theorem 4.2. Given a frame matrix E and an invertible matrix B, the minimizer of ‖BH∗‖op,‖BH∗‖ f r over all dual frames H of E is
H = (E(B∗B)−1E)−1E(B∗B)−1.
To produce the Sobolev dual the authors chose B to be an invertible difference operator. We will use this result to ﬁnd
the minimizer of ‖DH∗‖2f r + ‖DFH∗‖2f r , hence providing a ﬁnite generalization of the result in [4].
Theorem 4.3. Let E be any frame matrix. The dual frame matrix H that minimizes ‖DH∗‖2f r + ‖DFH∗‖2f r exists and is equal to
H = (E( + X)−1E∗)−1E( + X)−1.
Proof. Recall
‖Df‖2 + ‖DFf‖2 = 〈Df, Df〉 + 〈DFf, DFf〉
= 〈f, f〉 + 〈Xf, f〉
= 〈( + X)f, f〉.
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( + X)f = 0 iff f = 0 and Xf = 0 since both  and X are positive operators. It is easy to show that the kernel of 
(and D) is spanned by the constant vector and hence one dimensional but F applied to the constant function is the delta
function δ0. Since F is unitary, this implies that f and F∗F f cannot both be the zero vector unless f is. This implies
that + X is a positive deﬁnite operator and hence (+ X)1/2 is a well-deﬁned self-adjoint invertible matrix. To ﬁnish the
proof, apply the previous theorem letting B = ( + X)1/2. 
Example 4.4. (See Fig. 1.) Random matrix E: 10×500. Here we generate the time-frequency dual of a random matrix whose
entries are uniformly distributed between −1 and 1. It is clear that the canonical dual, i.e. the Moore Penrose inverse of the
matrix, is poorly localized in both time and frequency. In fact, both the canonical dual and its Fourier transform look very
much like a random matrix. In contrast, the time-frequency dual has very nice decay properties in both time and frequency.
5. Conclusions
We point out that if one thinks of measuring the time-frequency localization of a window, Theorem 3.3 seems counter
intuitive. The rows of the DFT are generated by modulating the constant function, which has extremely poor time local-
ization. However, Lemma 3.1 implies that the time localization for equal norm Parseval frames is ﬁxed and hence one can
only hope to optimize this measure in the frequency domain. With respect to this measure, using an equal norm Parseval
frame may be too restrictive. Equal norm tight frames have been shown to be extremely useful; however, the example
illustrates that even in the case where a frame has none of the structure associated with equal norm tight frames and is
poorly localized in time and frequency, we can ﬁnd a dual frame that is highly localized in time and frequency.
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