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Abstract
The Spherical Tokamak (ST) concept has become one of the main avenues in mag-
netic nuclear fusion research since STs successfully demonstrated plasma operation
at β = 2Pµ0/B
2 ∼ 1. Next step ST machines aiming at achieving burning plasma
conditions in high β plasmas are being planned, such as the Spherical Tokamak
Power Plant (STPP) and the Component Testing Facility (CTF). Instabilities of
fast particle-driven Alfve´n eigenmodes are often observed in present-day STs. Such
instabilities, driven by fusion-born alpha particles as well as by fast ions produced
with auxiliary heating schemes, in the next step STs may pose a major problem as
these instabilities may affect confinement and losses of the fast ions.
A theory of compressional Alfve´n eigenmodes (CAE) with frequencies above the
deuterium cyclotron frequency, ω > ωcD, is developed for plasma parameters of a
STPP, and modes in the ion-ion hybrid frequency range, ωcT < ω < ωcD, are also
investigated in order to assess the potential of diagnosing the deuterium-tritium
(D-T) ratio. For the 1-D character of a STPP equilibrium with β ∼ 1 , a ‘hollow
cylinder’ toroidal plasma model is employed for studying CAEs with arbitrary values
of the parallel wave-vector k‖ = k ·B/ |B|. The existence of weakly-damped CAEs,
free of mode conversion, is shown to be associated with the ‘well’ in the magnetic
field profile, B = B (R), that can exist at the magnetic axis.
A significant part of this thesis focusses on the experimentally observed effects
of resonant wave-particle interaction between Alfve´n waves and fast particles in the
Mega Amp Spherical Tokamak (MAST) device at the Culham Laboratory, UK, and
in the LArge Plasma Device (LAPD) in the University of California, Los-Angeles,
USA. New robust experimental scenarios for exciting CAEs in the MAST spherical
3
4tokamak are developed, and interpretation of the observed CAEs in the frequency
range ωcD/3 < ω < ωcD is given in the context of the 1-D ST model and the Doppler
shifted cyclotron resonance. The efficiency of the Doppler resonance between co
and counter directed fast ions and left and right hand polarised Alfve´n waves is
further assessed experimentally on the LAPD device, with probe ions injected in
the presence of Alfve´n waves launched by an external antenna.
The developed theory of CAEs is then applied to a calculation of the linear kinetic
drive of CAEs in the MAST experiments. A model representation of the fast ion
distribution function, produced by neutral beam injection (NBI), is used by fitting
to the TRANSP Monte-Carlo NBI modelling results. The main free energy sources
associated with temperature anisotropy and bump-on-tail are estimated analytically,
and the CAE stability boundary is qualitatively assessed.
In order to explain the experimentally observed difference between steady-state
and pulsating Alfve´nic modes, the non-linear theory of fast particle driven modes
near marginal stability is extended to include dynamical friction (drag). For the
bump-on-tail problem, the drag is shown to always give an explosive amplitude
evolution in contrast to diffusion in velocity space in the vicinity of the wave-particle
resonance. This is then extended to the case of experimentally observed NBI-driven
toroidal Alfve´n eigenmodes (TAEs) in the MAST machine. The experimentally
observed differences between TAEs driven by fast ions produced with ion cyclotron
resonance heating (ICRH) and NBI are then interpreted. The problem of drag
dominated collisions for modes excited by fusion-born alpha particles in burning
plasmas such as a STPP and ITER is underlined.
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D Deuterium species label
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r Minor radial co-ordinate
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E Perturbed electric field
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N‖ Parallel refractive index
N⊥ Perpendicular refractive index
ρs Larmor radius of species s
n Toroidal mode number
F Distribution function
γl Linear growth rate
γd Linear damping rate
α Drag collision frequency
ν Diffusion collision frequency
β Krook collision frequency
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Chapter 1
Introduction
1.1 Fusion
The fusion of light elements into heavier ones with the subsequent release of energy
is one of the avenues being explored for the production of environmentally friendly
energy. The abundance of fusion fuel (deuterium from sea water and tritium bred
from lithium), capable of lasting millions of years, makes fusion energy an attractive
solution to the current ‘energy crisis’. Fusion science encompasses many disciplines
from basic plasma physics to material science, all of which are important for ensuring
the success of future devices such as ITER and DEMO. Economic fusion energy
requires fuel temperatures to be about 108K (hotter than the centre of the sun).
At these temperatures the fuel is a plasma, which can be confined using magnetic
fields, and the most promising and developed device to date is the tokamak [1],
which holds the plasma in the shape of a torus.
The fusion of deuterium and tritium is the easiest as can be seen from the fusion
reaction cross sections shown in Fig 1.1.
2
1D +
3
1T→ 42He+10n (1.1)
The highest probability of fusion occurs for plasma temperatures of around T =
10 − 20keV and at these temperatures the requirement for ignition, i.e energy loss
balanced by heating from the fusion-born α particles with and energy of 3.5MeV,
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Figure 1.1: Cross-section for important fusion reactions [1]. The higher the curve
the more desirable the reaction is for a fusion reactor.
can be expressed as [1]
niTiτE ≥ 5× 1021m−3keVs ∼ 10atms (1.2)
where ni is the ion density, Ti is the ion temperature and τE is the energy confinement
time (energy in the plasma / loss rate).
1.1.1 Magnetic confinement
For a plasma confined in a magnetic field there is a limit to the amount of pressure
P that can be sustained for a given magnetic field B, i.e a limit on the plasma
β = 2Pµ0/B
2 [2]. In the magnetic fusion case the ignition criterion can be re-
expressed as
βτEB
2 ≥ 4T2s. (1.3)
It can then be seen that ignition can be achieved in the following ways
• Increasing the limit of β, by optimising the magnetic topology of the system
so that a higher pressure can be supported for the same magnetic field.
• Increasing the confinement time τE keeping the energy inside the plasma for
longer.
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• Increasing the magnetic field B, allowing a higher pressure to be achieved for
the same value of β.
The spherical tokamak is designed to take advantage of the first of these optimi-
sation regimes. The second concept will be pursued in ITER, where increasing τE
necessitates a larger plasma volume and hence a larger reactor. The final route for
magnetic confinement fusion is being pursued in ALCATOR C-MOD.
A tokamak device confines a plasma in a closed toroidal configuration using
magnetic fields to restrict the flow of charged particles towards the material walls.
In order to obtain an equilibrium, the magnetic field is composed of a toroidal (φ)
part Bφ, that is provided by coils wrapped around the torus, and a poloidal (θ) part
Bθ, that is created by driving a current through the plasma. A schematic of the
tokamak geometry is displayed in Fig 1.2.
z
r
R
θ
inboardoutboard
Magnetic axis
Flux surface
Figure 1.2: Schematic of the geometry of a tokamak. φ is the toroidal direction, θ
is the poloidal direction.
Helical magnetic field lines result from the combined magnetic fields Bφ and Bθ and
the degree of helicity is measured by the ‘safety factor’ q
q =
1
2pi
∮
1
R
Bφ
Bθ
dl,
where the integral is taken over a closed loop in the poloidal plane (φ = const.). q
essentially gives the number of toroidal passes the field line makes before returning
to the same poloidal position. Rational values of q describe field lines that eventually
join back on themselves and are closed.
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1.1.2 The spherical tokamak
A spherical tokamak (ST) is a low aspect ratio (or tight aspect ratio) tokamak as
shown in Fig 1.3.
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Figure 1.3: Comparison of the geometries of conventional and spherical tokamaks
The primary motivation for the ST concept was its predicted high β limit [3]. Re-
sults from START [4], MAST [5], NSTX [6] and other spherical tokamaks have
demonstrated many advantages of the tight-aspect ratio concept,
• Higher β can be achieved without destabilising the plasma, a record volume
averaged β of 40% was achieved on START at Culham [4].
• A ST has a more compact design, and so with a smaller surface area there is
a higher flux of neutrons through the surface of the tokamak. As such a ST
is a good candidate for a CTF (Component Test Facility) for neutron fluence
testing.
• ST plasmas are naturally elongated, which means they can support a higher
current allowing increased confinement [1].
• The ratio of the magnetic field at the inboard to outboard side of the plasma
is higher in a ST than a conventional tokamak. This increases the amount of
‘good curvature’ of the field lines, which provides stability against magneto-
hydrodynamics (MHD) modes [1].
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The successful demonstration of the advantages of the tight-aspect ratio configura-
tion has given rise to the Spherical Tokamak Power Plant (STPP) concept [7] (Fig
1.4) and to the question of how the current STs can provide knowledge that will be
relevant for future burning STs.
Figure 1.4: Perspective view of a spherical tokamak power plant (STPP) design [8]
1.2 Fast particle driven instabilities
Energetic (also called fast) particles are abundant in modern tokamak devices [9].
The efficiency of ohmic heating from the plasma current reduces at high temper-
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atures [1] and so auxiliary heating schemes, such as neutral beam injection (NBI)
and ion cyclotron resonance heating (ICRH), are required to achieve ignition. The
non-thermal ions produced by NBI and ICRH, as well as those born in fusion re-
actions, can however resonantly interact with normal electromagnetic (EM) modes
of the plasma, exciting so called fast particle driven instabilities. EM instabilities
are often excited in present day STs, driven by fast ions produced by NBI with
vNBI > vA (here vNBI is the velocity of the beam, vA = B0/
√
µ0mini is the Alfve´n
speed, B0 and mini are the equilibrium magnetic field and plasma mass density
respectively) [10,11].
In a STPP there will be a significant population of alpha particles, born in deu-
terium - tritium (D-T) fusion reactions at an energy of 3.52MeV, which could drive
EM instabilities. Because of the high β in a STPP, these fast particle driven EM
instabilities will differ significantly from fusion power plants derived from conven-
tional tokamaks with typical inverse aspect ratio a/R ≈ 0.3 and β ≈ 1 − 5%, in
which instabilities in the Alfve´n frequency range (e.g. Toroidal Alfve´n Eigenmodes
- TAEs with ω = vA/2Rq) are considered to be most dangerous. More specifically
for β ≈ 1 (valid in the plasma core of a STPP) EM instabilities in the Alfve´n fre-
quency range will be strongly damped by interaction with thermal ions via Landau
resonance
(
vA ≈ v‖i
)
, where v‖i = vi ·B0/|B0| is the parallel velocity of the thermal
ions. On the other hand instabilities of higher frequency ω comparable to the ion
cyclotron frequency ωci, excited via cyclotron resonances, ω = k‖v‖α − lωcα (here
k‖ = k ·B0/|B0| and l is an integer), will be relevant. These instabilities may in-
volve compressional Alfve´n eigenmodes [12], shear Alfve´n eigenmodes with finite
ratio ω/ωci, and ion-ion hybrid eigenmodes [13]. They may be driven by free energy
sources associated with gradients in velocity space of the α particle distribution
function, and cause non-classical relaxation of the α particles in velocity space.
The diagnostic potential of fast particle driven instabilities has also been noted
[14]. The perturbed magnetic field is measured externally and internal plasma con-
ditions are inferred, so called MHD spectroscopy. For power plant scenarios this
remote sensing capability will be crucial, as active probing will be made impossible
due to the extreme conditions of a burning plasma.
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1.3 Thesis overview
CHAPTER 2 The response of a plasma to perturbations is that of a dielectric
medium which, in a magnetised plasma, is characterised by a dielectric tensor ε.
A plasma responds resonantly to specific perturbations, so called normal modes
or eigenmodes, which refer to solutions of a wave equation satisfying boundary
conditions in the geometry of interest. In the case of an infinite homogeneous plasma
the eigenmodes take the form of plane waves, however in an inhomogeneous plasma
in toroidal geometry, such as that of a ST, the solutions usually take the form of a
discrete spectrum. In general a set of three coupled partial differential equations of
second order must be solved for the perturbed electric field E (Eq 1.4), which is a
difficult task to analyse both analytically and numerically for an arbitrary plasma
cross section and plasma parameters.
∇×∇× E = ω
2
c2
εE (1.4)
Previous work investigated modes driven via the drift resonance condition ω −
k⊥vDb − ωcb = 0, where ωDb ≡ k⊥vDb is the drift frequency of the fast ions. In
this case the role of a significant k‖ was unimportant, which allowed a 2-D wave
model to be employed for studying compressional Alfve´n eigenmdes [15]. For the
high frequency eigenmodes, ω ∼ ωci, of interest to this thesis, the Doppler shifted
cyclotron resonances ω−k‖v‖b∓ωcb = 0 play an important role and so the effects of
both non-zero ω/ωci and non-zero k‖ are crucial, which complicates the analysis. It
is possible however to reduce the complexity of the problem in some cases, namely
high β plasmas and highly elliptical plasmas, and it is with this in mind that we em-
ploy a 1-D wave equation for the study of waves in the high β plasma of a Spherical
Tokamak Power Plant (STPP) and the highly elliptical MAST tokamak plasma.
For a STPP operating in deuterium-tritium (D-T) a discrete spectrum of EM
modes with frequencies above the deuterium ion cyclotron frequency ω > ωcD (com-
pressional Alfve´n eigenmodes) and with frequencies between the tritium and deu-
terium cyclotron frequencies ωcT < ω < ωcD (ion-ion hybrid eigenmodes) is found.
The wave propagation in a multiple ion species plasma is significantly different from
that of a single ion species plasma and investigation into this fact leads to the pro-
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posal of using the discrete spectrum as a diagnostic for the D-T mixture ratio, which
should not deviate from 50:50 in a power plant scenario. This research was published
in Physics of Plasmas [16]
CHATPER 3 Since many aspects of plasma instabilities depend on the existence
and character of wave particle resonances, the subject warrants a more complete
experimental investigation. Of particular interest for this thesis is the role that the
electric field polarisation and wave propagation direction have in the wave particle
interaction. A device of particular significance in the field of fundamental wave
particle interactions is the LArge Plasma Device (LAPD) [17] at the University of
California, Los Angeles (UCLA). LAPD is a large cylindrical device with a turnover
time of 1s between pulses. This high rep rate enables LAPD to acquire large data
sets over which averaging can be performed to obtain very robust measurements.
The resonant interaction of Alfve´n waves with energetic particles via the Doppler
shifted cyclotron resonances (Eq 1.5 and Fig 1.5) is investigated in the simplified
cylindrical geometry of LAPD.
ω − k‖v‖b ∓ ωcb = 0 (1.5)
Experimental confirmation that right hand polarised EM waves do not interact
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SAWV||b/VA>1
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Figure 1.5: Dispersion relation for Alfve´n waves in an infinite homogeneous plasma
with the anomalous Doppler (left) and Doppler (right) shifted cyclotron
resonance condition superposed.
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significantly with left hand gyrating ions via this wave particle resonance is found.
It is also confirmed that counter propagating left hand polarised waves and ions can
interact via this resonance, a fact that has significance in current ST machines like
MAST, where energetic particles are observed to excite counter propagating waves
at frequencies comparable to the ion cyclotron frequency. This research has been
presented at the American Physical Society Conference and has been submitted as
an invited paper to Physics of Plasmas (Dec 2008).
CHAPTER 4 High frequency modes driven by NBI ions have been previously
observed on NSTX and MAST, and were interpreted to be CAEs [12]. The Beam
driven modes were occasionally observed on MAST [18], however a complete investi-
gation was not performed. One of the aims of this this work was to develop a robust
experimental scenario for studying high frequency modes on MAST. High frequency
modes with frequencies up to ≈ ωcD are excited close to the stability threshold on
MAST in the presence of highly energetic ions injected through the NBI system (Fig
1.6).
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Figure 1.6: New MAST experimental scenario for studying high frequency modes.
The modes are almost always seen to propagate counter to the injected ions. The
inaccessibility of the anomalous Doppler shifted cyclotron resonance, responsible
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for co-propagating modes interacting with super Alfve´nic ions in MAST, has been
proposed as an explanation for this behaviour. The 1-D model used for the STPP
case is applied to MAST plasmas and confirms the compressional nature of the modes
and attempts to explain the wide variety of the high frequency activity observed.
The experimental work was published in Nuclear Fusion [19].
CHAPTER 5 The excitation of normal modes of a system requires a source of
free energy to ‘drive’ the modes and a resonance to enable the energy to ‘flow’
into the wave. In the case of modes excited by energetic particles, this free energy
arises due to the non thermal component of the distribution function F , provided
by the fast particles. For the high frequency compressional instabilities observed on
MAST, which are excited via the Doppler shifted cyclotron resonance, the relevant
free energy source comes from the gradients of the distribution function in velocity
space [20]. A kinetic treatment of the linear drive of these instabilities is therefore
required.
Simulations of the fast particle distribution function reveal bump like structures
in velocity space corresponding to 3 beam injections energies E,E/2, E/3 (Fig 1.7).
TRAPPED
PASSING
Figure 1.7: Contours of FNBI as a function of energy and pitch angle averaged over
the poloidal angle. The red line shows the trapped passing boundary
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The distribution function is modelled using a Gaussian profile which reveals temper-
ature anisotropy and beam speed are the factors determining the drive. Calculation
of the drive for an experimentally observed mode reveals high levels of sensitivity
to the assumed distribution function, suggesting high resolution simulations are re-
quired for modelling these instabilities. This research was presented as a conference
paper at the European Physics Society Conference [21]
CHAPTER 6 It is often seen that modes driven close to the stability threshold by
fast particles from NBI exhibit a hard non-linear regime resulting in rapid frequency
sweeping behaviour [22]. However those excited via ICRH accelerated ions have a
tenancy to show saturated, amplitude modulation and chaotic behaviours [23, 24].
These regimes have been predicted in a previous marginal stability theory [25, 26]
that incorporated the effect of velocity space diffusion and Krook collisions on the
mode evolution. The interplay between the effect of the wave, that tries to distort
the distribution function, and the effect of collisions, that act to restore the unstable
distribution function, leads to the four non-linear regimes in Fig 1.8.
This chapter presenters a profound physical insight that when dynamical fric-
tion is the dominant collisional process only the explosive behaviour is possible.
It is shown that, in MAST experiments with NBI, dynamical friction can indeed
dominate over diffusion near the wave particle resonance. By noting that modes
driven by ICRH are always dominated by a quasi-linear diffusive process, exceeding
Coulomb diffusion by an order of magnitude [23], it is conjectured that dynamical
friction is responsible for the experimentally observed differences between NBI and
ICRH driven TAEs. This research has been submitted to Physics Review Letters
(Dec 2008)
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Figure 1.8: Different regimes of marginally unstable amplitude evolution for veloc-
ity space diffusion collisions (a) steady state, (b) amplitude modulation
(pitch fork splitting), (c) chaotic, (d) explosive
Chapter 2
1-D Eigenmode model with k‖ 6= 0
The term eigenmode in the context of waves in plasmas refers to solutions of a wave
equation satisfying boundary conditions in the geometry of interest. In the case
of an infinite homogeneous plasma the eigenmodes take the form of plane waves,
however in an inhomogeneous plasma in toroidal geometry, such as that of a ST,
the solutions usually take the form of a discrete spectrum. In general a set of three
coupled partial differential equations of second order must be solved, which is a
difficult task to analyse both analytically and numerically for an arbitrary plasma
cross section and plasma parameters. For the high frequency eigenmodes, ω ∼ ωci, of
interest to this thesis, the Doppler shifted cyclotron resonances play an important
role and so the effects of both non-zero ω/ωci and non-zero k‖ are crucial. It is
possible however to reduce the complexity of the problem in some cases, namely
high β plasmas and highly elliptical plasmas, and it is with this in mind that we
employ a 1-D wave equation for the study of waves in the high β plasma of a
Spherical Tokamak Power Plant (STPP) and the highly elliptical MAST tokamak
plasma (see Chapter 4).
2.1 The Wave Equation and the Dielectric Tensor
Faraday’s and Ampe`re’s laws, along with the assumption of harmonic wave fields
and currents, (ie X = X0e
−iωt where X can be perturbations of current J or electric
34
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or magnetic field, E or B) lead to the general wave equation [27]
∇×∇× E = ω
2
c2
εE, (2.1)
where ε = I + iσ/0ω is the dielectric tensor and σ is the electrical conductivity
tensor. The ‘cold plasma’ approximation, where the frequency ω of the wave is
much greater than the electron ion collision frequency νei, and the phase velocity
ω/k is much greater than the thermal speed of the ions vT i and electrons vTe
νei  ω, vTe, vT i  ω
k
,
(such a description is also valid for vT i  ω/k  vTe [27]) gives the following set of
equations describing plasma dynamics
J =
∑
s
qsnsvs (2.2a)
dvs
dt
=
qs
ms
(E + vs ×B0) , (2.2b)
with ε taking the form [27]
ε =

ε1 iε2 0
−iε2 ε1 0
0 0 ε3
 (2.3)
where
ε1 = 1−
∑
s
ω2ps
ω2 − ω2cs
ε2 = −
∑
s
ωcs
ω
ω2ps
ω2 − ω2cs
ε3 = 1−
∑
s
ω2ps
ω2
. (2.4)
Orthogonal coordinates with the equilibrium magnetic field aligned with the third
ordinate (ez in Cartesian geometry) are used and the summation is over species s.
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2.2 Alfve´n waves
2.2.1 Infinite homogeneous case
In an infinite homogeneous plasma ∇ → ik, where k is the wave vector. In this case
Eq 2.1 is reduced to an algebraic equation
UN4 + V N2 +W = 0 (2.5)
where N = ck/ω is the refractive index,
U = ε1sin
2θ + ε3cos
2θ (2.6)
V =
(
ε22 − ε21
)
sin2θ − ε1ε3
(
1 + cos2θ
)
(2.7)
W = ε3
(
ε21 − ε22
)
(2.8)
and θ is the angle with respect to the equilibrium magnetic field (ez in this case) and
without loss of generality k =
(
k⊥, 0, k‖
)
. In the low frequency limit, ω  ωpe,i, ωce,i,
ε3 → ∞ and ε2 → 0 due to quasi-neutrality. The dispersion relation then yields
two branches, the shear Alfve´n wave (SAW), and the compressional Alfve´n wave
(CAW), [28]
ω = k‖vA SAW (2.9)
ω = kvA CAW. (2.10)
These branches are also observed in magnetohydrodynamics (MHD), which is a sin-
gle fluid theory [29]. The shear wave produces perturbations in the magnetic field
perpendicular to the equilibrium field (hence shear) but does not produce density
perturbations (much like a wave on a string) and the compressional branch produces
perturbations in the magnetic field and density (hence compressional). At frequen-
cies comparable to the ion cyclotron frequency the effect of ε2 on the Alfve´n waves
must be included (in the language of MHD the Hall effect must be included). For
parallel propagating waves the dispersion relations take the form
N2‖ = 1 +
ω2pi
ωci (ω − ωci) SAWs (2.11)
N2‖ = 1 +
ω2pi
ωci (ω + ωci)
CAWs (2.12)
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which is illustrated in Fig 2.1. The shear branch becomes heavily damped in the limit
ω → ωci due to the associated small wavelength [20]. For ω ∼ ωci the compressional
branch is therefore expected to be the most relevant Alfve´n branch.
CAW
SAW
ω=+k||VA
ωci
ω
k||
Figure 2.1: Dispersion relation for the Alfve´n waves with finite frequency correction.
2.2.2 Bounded inhomogeneous case
For an arbitrary propagation angle the high frequency Alfve´n waves can be de-
scribed, via the perpendicular refractive index, as
N2⊥ =
(
ε1 −N2‖
)2
− ε22
ε1 −N2‖
(2.13)
in the limit that the inhomogeneities occur on a much larger scale than the wave-
length of the wave. In an inhomogeneous plasma ε1 is a function of position and
when the singularity ε1 = N
2
‖ occurs for a wave with given ω and k‖ the wave is
‘mode converted’ into the kinetic Alfve´n wave when ω < ωci and into an ion Berstein
wave when ω > ωci. In the low frequency limit this singularity is identical to the
shear Alfve´n dispersion relation ω = k‖vA, and so the mode conversion can be viewed
as a confluence of the compressional and shear waves. Physically the approach to
ε1 = N
2
‖ is accompanied by decrease in the perpendicular wavelength until the ion
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Larmor radius is reached, at which point the cold plasma theory brakes down. At
this scale kinetic damping mechanisms act to dissipate the wave [30].
For multiple ion species (e.g 1 and 2), the ion-ion hybrid wave replaces the
compressional wave for frequencies ωci1 < ω < ωci2. In this case the motion of both
sets of ions contributes significantly to the wave properties. The condition ε1 = N
2
‖
then denotes the ion-ion hybrid resonance, which is important for ion heating [31].
For a bounded plasma with inhomogeneities occurring on the same scale as the
wavelength of the wave, the full wave Eq 2.1 must be solved as an eigenvalue problem
for the mode frequency (ω) and mode structure E (x, y, z).
2.3 The hollow cylinder approximation and the
Eigenvalue Equation
To reduce the complexity of Eq 2.1 the geometry of a hollow cylinder [32] is adopted
as shown in Fig 2.2. Here the toroidal aspect of the tokamak is retained whilst the
poloidal dimension has been extended to infinity. In this way only the radial vari-
ation of the equilibrium parameters B (R) and n (R) remains so that the dielectric
tensor elements are reduced to ε1 = ε1 (R,ω), ε2 = ε2 (R,ω) and ε3 = ε3 (R,ω).
Recalling that the tokamak is already assumed to be axisymmetric, the problem is
thus reduced to one dimension.
z
R
Figure 2.2: A schematic of the hollow cylinder geometry
By considering Eqs 2.1 and 2.3 for the hollow cylinder geometry, the following right
handed set of coordinates should be used: (R, z, φ). Equation 2.1 is now considered
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as an eigenvalue equation to be solved for an eigen-frequency ω. To simplify the
analysis the equilibrium field is assumed to be purely toroidal in nature.
Firstly infinite electrical conductivity parallel to the magnetic field, ie ε3 → ∞
is assumed. The ‘cold plasma’ model then implies that the third component of
Equation 2.1 is
Eφ ≡ E‖ = 0 (2.14)
(note by ‖ we mean parallel to the equilibrium magnetic field E‖ = E ·B0/|B0|).
The two projections of Equation 2.1 perpendicular to B0 can then be written as [33]
−
(
∂2
∂z2
+ F
)
ER +
(
∂2
∂R∂z
−H
)
Ez = 0 (2.15a)(
∂2
∂R∂z
+
1
R
∂
∂z
+H
)
ER −
(
∂2
∂R2
+
1
R
∂
∂R
+ F
)
Ez = 0 (2.15b)
with F = (ω2/c2)
(
ε1 −N2‖
)
, H = i (ω2/c2) ε2. The hollow cylinder approxima-
tion naturally leads to the use of the assumption that the equilibrium plasma
variables vary slowly in the vertical direction compared to the perturbations, i.e
∂ lnB/∂z  ∂ lnER,z/∂z. Eq 2.15 then becomes(
∂2
∂z2
+
1
R
∂
∂R
R
∂
∂R
+
F 2 +H2
F
+
H
RF
∂
∂z
)
Ez = 0, (2.16)
where N‖ is assumed not be a function of position in the plasma. In the limit of
N‖ → 0 the results from Ref [33] are reproduced. The hollow cylinder approximation
allows further simplification of Eq (2.16) by using
Ez (R, z) ' Eˆz (R) eikzz, (2.17)
so that the vertical motion is that of a plane wave
(
∂
∂z
→ ikz
)
. Finally by taking Ez
to be of the following form
Eˆz = Ψ (R)R
−1/2, (2.18)
one obtains (from Eq 2.16) an equation with only second order derivatives of Ψ:(
∂2
∂R2
− V
)
Ψ = 0
V = k2z +
kz
R
ε2
ε1 −N2‖
− ω
2
c2
[
ε1 −N2‖ −
ε22
ε1 −N2‖
]
− 1
4R2
(2.19)
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where V is associated with a potential of the Schro¨dinger-like Eq 2.19. If one
takes the Wentzel-Kramers-Brillouin (WKB, small wavelength or geometric optics)
limit, then k2R = −V (where kR is the radial component of the wave vector re-
lated to the perpendicular refractive index in Eq 2.13) and a discrete spectrum of
modes is found to be localised in a region R1 < R < R2 between two cut-offs
(kR (R1) = kR (R1) = 0) generated by the radial inhomoengeities. In this case the
quantisation condition [34]
R2∫
R1
kR (R) dR = pi
(
l +
1
2
)
, l = 0, 1, 2 . . . (2.20)
describes the resulting spectrum. Radially localised eigenmodes can therefore be
expected to exist (even in the non WKB limit) if we have at least one point in the
plasma where V = 0. From this logic one can foresee from Eq 2.19 that radially
localised eigenmodes are unlikely to exist with very large vertical wave vectors kz.
It can also be seen in Eq 2.19 that V exhibits a singularity when ε1 = N
2
‖ . This
singularity is associated with a mode conversion described in section 2.2.2, which is
an important factor in Alfve´n wave damping. The radial structure of these mode
conversion layers will be discussed further in section 2.5.1. Here we note that the
weakly damped eigenmodes considered in this thesis have ε1 6= N2‖ in the localisation
region. Eq 2.19 gives information on the frequency and structure of any eigenmodes
supported by the plasma consistent with the approximations.
2.4 Applicability of the 1-D model
For EM waves in the frequency range ω ∼ ωci, the hollow cylinder model is only
applicable if the plasma equilibrium is sufficiently 1-D. For a tokamak plasma the
geometry of the magnetic flux surfaces shows the dimensionality of the equilibrium
and for large aspect ratio low β plasmas the magnetic flux surfaces take the ap-
proximate form of concentric circles as shown in Fig 2.3. In the case of 2-D plasma
equilibria the density (and hence ωpi and therefore ε1,2,3) varies over the vertical
direction as much as in the radial direction. High β plasmas (β ∼ 1) however have
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a 1-D equilibrium in the core of the plasma [35] (i.e the flux surfaces are accurately
modelled by straight vertical lines), and so provides a slowly varying density in the
vertical direction i.e ε = ε (R) in the plasma core as illustrated by Fig 2.4.
Figure 2.3: A schematic of a large aspect ratio tokamak with circular flux surfaces
z
R
Figure 2.4: Shows a typical high β ∼ 1 elliptical plasma with D shaped flux surfaces.
There exists a ‘core’ region of the plasma where these flux surfaces are
1-D, and there exists a narrow ‘boundary layer’ where the curvature is
important (the black dot represents the ’magnetic axis’) [35].
The same can also be said for a highly elliptical plasma shown in Fig 2.4. In this
case the equilibrium is forced into a 1-D configuration by geometry alone. Both
of these regimes fall into the operational parameter ranges of spherical tokamaks,
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whose plasmas are naturally elongated and will operate a much higher β values than
conventional low aspect ratio tokamaks. The 1-D model is therefore ideally suited
to burning plasmas in STs, which exhibit a 1-D equilibrium.
2.5 Application of the 1-D model to the STPP
A STPP equilibrium (Fig 2.5) is computed with the ‘SCENE’ code [36]. It exhibits
a 1-D equilibrium as described in section 2.4 and a magnetic well in the total field
|B0| (Fig 2.6). In the frequency range of interest, ω  ωpi, ωpe, the dielectric tensor
elements ε1, ε2 for deuterium-tritium (D-T) plasma take the following form for the
1-D equilibrium geometry of the STPP plasma core
ε1 (R,ω) ≈ ε1D (R,ω) + ε1T (R,ω)
ε2 (R,ω) ≈ ω
ωcD (R,ω)
ε1D (R,ω) +
ω
ωcT (R,ω)
ε1T (R,ω)
ε1D (R,ω) = −
ω2pD (R,ω)
ω2 − ω2cD (R,ω)
ε1T (R,ω) = −
ω2pT (R,ω)
ω2 − ω2cT (R,ω)
. (2.21)
where D and T label the deuterium and tritium species respectively. Due to the
two ion terms in Eq (2.21) the behaviour of ε1 in D-T differs from that of a single
ion species plasma, especially in the frequency range ωcT < ω < ωcD, where ion-ion
hybrid waves can exist and the ε1 = 0 [31] can occur in the core of the plasma.
For the STPP modelling the equilibrium plasma density is taken not to vary with
radius. This approximation is consistent with high performance high confinement
(H-mode) plasmas expected in a power plant scenario, where the core density is
approximately constant. The localisation of eigenmodes in this case arises due to
the existence of the well in the equilibrium magnetic field as seen in Fig 2.6.
To solve Eq 2.19 V is expanded around R = R˜, where R˜ corresponds to a radius
at which V achieves a local minimum, and terms up to quadratic order are kept.
Eq 2.19 then reduces to
∂2Ψ
∂R2
−
{
V
(
R˜
)
+
1
2
(
R− R˜
)2 ∂2V
∂R2
∣∣∣∣
(R˜)
}
Ψ = 0. (2.22)
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Figure 2.5: Illustrates the 1D nature of the flux surfaces in the core of the plasma,
along with the safety factor q and flux function ψ as functions of major
radius R in the mid-plane (from the ‘SCENE’ code [36]).
Eq 2.22 uses the harmonic oscillator approximation to the potential V , and is the
form used by Gorelenkova [33] to solve the eigenvalue equation. By using well
known solutions to the Schro¨dinger equation with a harmonic potential [34], one can
manipulate Eq 2.22 into the correct form and find solutions for the eigenfrequency
ω. However, from Fig 2.6 one can clearly see the asymmetric nature of the magnetic
field, and hence the potential V . We therefore seek an analytical method which
captures this asymmetry, such as the following Schro¨dinger equation, which utilises
an asymmetric potential [34]
Ψ
′′
+
(
b− ce2dx + 2cedx)Ψ = 0, (2.23)
where x = R− R˜ and b, c and d are to be determined so that Eq 2.22 can be written
in the form of Eq 2.23. Firstly by rewriting the potential V (by bringing the constant
part out) as
V = k2z + V˜
V˜ =
kz
R
ε2
ε1 −N2‖
− ω
2
c2
[
ε1 −N2‖ −
ε22
ε1 −N2‖
]
− 1
4R2
,
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Figure 2.6: Total equilibrium magnetic field profile to be used in our analysis (8th
order polynomial, dashed), and the original ‘SCENE’ data (solid)
Eq 2.22 can then be rewritten as
∂2Ψ
∂R2
−
k2z + V˜ (R˜)+ 12 (R− R˜)2 ∂2V˜∂R2
∣∣∣∣∣
(R˜)
Ψ = 0, (2.24)
Secondly notice that, from Eq 2.23, a Taylor expansion of U = ce2dx − 2cedx about
R = R˜ up to second order yields
U ≈ −c+ cd2
(
R− R˜
)2
. (2.25)
Finally, by comparing Eqs 2.23 2.24 and 2.25, Eq (2.22) can be written in the form
of Eq 2.23 by defining the following
b = −k2z , −V˜ = c, d =
−12 ∂2V˜∂R2
∣∣∣
R˜
V˜
(
R˜
)

1
2
. (2.26)
The eigenvalues of Eq 2.23 have the following solution [34]
−b = c
[
1 +
d√
c
(
p+
1
2
)]2
(2.27)
and the eigenfunctions have the following form [34]
Ψ = C e−
ξ
2 ξgw (ξ) (2.28)
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p f1 f2 f3
0 1.02 1.31 2.37
1 1.14 1.37 2.17
2 - 1.58 1.84
Table 2.1: Frequencies, normalised to the minimum cyclotron frequency of tritium
fcT
(
R˜
)
= 6.13MHz calculated using the Taylor expansion method with
an asymmetric potential for N‖ = 100 and κT = 0.5. Note the minimum
cyclotron frequency of Deuterium is fcD
(
R˜
)
= 9.2MHz
where
ξ =
2
√
c
d
ed(R−R˜), g =
√
c
d
− p− 1
2
, (p = 0, 1, 2...)
w (ξ) is the confluent hypergeometric function: w = F (−p, 2g + 1, ξ), and posi-
tive g has to be taken so that
√
c/d > p + 1/2, C is an arbitrary constant. The
eigenfrequencies are then found by solving the following equation for ω
k2z = −V˜
(
R˜
)1 + 1∣∣∣V˜ (R˜)∣∣∣
(
1
2
∂2V˜
∂R2
∣∣∣∣∣
R˜
) 1
2 (
p+
1
2
)2 . (2.29)
Taking kz = 16.7m
−1 (as in Reference [33]), using the optimum power plant D-
T mixture of κT = 0.5 and using N‖ = 100, multiple frequencies are found for
each value of p, three in total (labelled from f1 to f3) that are consistent with the
mathematical applicability regime displayed in Fig 2.7. Table 2.1 shows frequencies
that have been calculated using the above approach, assuming that R˜ = 5.19m,
which is a robust approximation over a wide range of frequencies. All frequencies f1
and frequencies f2 (for p = 0, 1) correspond to ion-ion hybrid eigenmodes with ωcT <
ω < ωcD, while f2 (for p = 2) and all of frequencies f3 correspond to compressional
Alfve´n eigenmodes with ω > ωcD.
A comparison of the asymmetric and harmonic approximations is made in Figs
2.8 and 2.9 by comparing the full potential to the approximated ones described in
Eqs 2.22 (harmonic) and 2.24 (asymmetric) (note the asymmetric potential is plotted
by taking Eq 2.24 and approximating the V˜ parts by U consistent with Eq 2.25).
Fig 2.8 appears to suggest the asymmetric method is a better approximation than
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Figure 2.7: Plot of V˜
(
R˜
)
as a function of f and N2‖ for κT = 0.5. The line on the
surface indicates the zeros of the function, and hence shows the bound-
aries of regions where we can and cannot apply the asymmetric method.
The spikes in this figure result from the ε1 = N
2
‖ condition.
the harmonic one. However, when mode conversion layers are present in the core
of the plasma as shown in Fig 2.9, the harmonic potential is a better fit to the full
potential on the inboard side, and the asymmetric is a better fit to the full potential
at the outboard side. The main difference between the asymmetric method and
the harmonic one, is that the eigenfunction (and hence the perturbed electric field)
need not be centred at the minimum of the potential well and can in fact be skewed.
Figs, 2.10 and 2.11 show the potential and p = 0 eigenfunctions for the asymmetric
method corresponding to Figs 2.8 and 2.9. As can be seen from References [37,38],
the proximity of the mode conversion layer to the eigenfunction provides a damping
mechanism, since for the ω > ωcT case the ion Bernstein waves resulting from the
mode conversion at ε1 = N
2
‖ are heavily damped. The distance between the mode
localisation region and the mode conversion layer is thus an important parameter in
determining the rate of mode damping, which can be calculated in accordance with
References [37, 38]. Fig 2.10 shows an example of a weakly damped mode, whereas
Fig 2.11 shows a mode that is expected to be heavily damped due to the mode
conversion. From Fig 2.11 it also can be seen that the eigenfunction penetrates into
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the inner mode conversion layer more so than the outer one due to the asymmetry
in the eigenfunction. This asymmetric feature therefore suggests a preference for
energy deposition into the plasma.
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Figure 2.8: The full potential along with the corresponding harmonic and asymmet-
ric approximations for κT = 0.5, N‖ = 100 and f/fcT = 1.02
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Figure 2.9: The full potential along with the corresponding harmonic and asymmet-
ric approximations for κT = 0.5, N‖ = 100 and f/fcT = 1.31. Note the
spikes in this figure are a result of the mode conversion layer ε1 = N
2
‖
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Figure 2.10: The full potential along with the z component of the electric field cor-
responding to the p = 0 eigenfunction (plotted in arbitrary units) for
κT = 0.5, N‖ = 100 and f/fcT = 1.02. Note the spikes in this figure
are a result of the mode conversion layer ε1 = N
2
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Figure 2.11: The full potential along with the z component of the electric field cor-
responding to the p = 0 eigenfunction (plotted in arbitrary units) for
κT = 0.5, N‖ = 100 and f/fcT = 1.31. Note the spikes in this figure
are a result of the mode conversion layer ε1 = N
2
‖
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2.5.1 Radial Structure of Mode Conversion Layers ε1 (R) =
N 2‖
In a single ion species plasma, such as deuterium, with a uniform density, ε1 takes
the following approximate form
ε1 (R,ω) ≈ −
ω2pD
ω2 − ω2cD (R)
, (2.30)
due to B = B (R). The mode conversion from the fast compressional Alfve´n wave
with ω > ωcD to the ion Berstein wave occurs at the ε1 (R) = N
2
‖ surface when
thermal effects are included [27] and constitutes one of the main damping mecha-
nisms for fast compressional Alfve´n waves. For a single ion species plasma Eq (2.30)
shows that the plasma can be divided into sections where mode conversion can occur
(ε1 > 0 =⇒ ω < ωcD) and where it cannot. For a two ion species plasma, such as
D-T, ε1 is given by the sum of two terms in Eq 2.21 and so the situation is more
complicated depending on the mode frequency ω. Seven different frequency regimes
are identified as Fig 2.12 shows. Here the radial position of the mode conversion
layers are found in a STPP for different frequency regimes with 50:50 D-T mix.
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Figure 2.12: Cyclotron frequencies calculated using the magnetic field from Figure
2.6 and typical frequencies for Regimes 1 to 7
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REGIME 1 ω < ωcD, ωcT , which implies that ε1 (R) > 0 and so ε1 (R) = N
2
‖ mode
conversion may be possible depending on the value of N‖. Fig 2.13 shows an exam-
ple of ε1 (R) for a frequency in this regime; note that N‖ will have to be of the order
of 100 for the mode conversion surface to occur in the core of the plasma. It should
also be noted that ε1 does not go to zero at the inboard side of the torus, so there
is a N‖ threshold for the mode conversion to occur.
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Figure 2.13: ε1 for κT = 0.5 and f/fcT = 0.52
REGIME 2 ωmincT < ω < ω
min
cD , where the minimum values ω
min
cT and ω
min
cD are close
to the magnetic axis (see Fig 2.5). Depending on
∣∣ω − ωmincD ∣∣ mode conversion may or
may not occur. Referring to Fig 2.12, to the far left (e.g R < 3m) ω < ωcD, ωcT and
so ε1 (R) > 0 and, as in Regime 1, mode conversion may be possible depending on
N‖. As we approach ω → ωcT , the dielectric element ε1 → +∞. Just to the right of
this singularity in ε1 (R), where ω > ωcT , one observes ε1 < 0. Since ω < ωcD in this
region, the deuterium term provides a positive contribution to ε1, however unless∣∣ω − ωmincD ∣∣ is small, mode conversion will not occur. Fig 2.14 shows an example of
where mode conversion is possible; note that there is no N‖ threshold needed for
mode conversion, since ε1 is continuous through zero around the magnetic axis. Fig
2.15 shows an enlarged section of Fig 2.14.
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Figure 2.14: ε1 for κT = 0.5 and f/fcT = 1.44
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Figure 2.15: An enlarged section of Fig 2.14
REGIME 3 Referring to Fig 2.12, the far left displays the same behaviour as
Regime 2 and Fig 2.16 shows an example of this regime. As before ε1 < 0 as we pass
through ω = ωcT , however ε1 is guaranteed to change sign as the positive contribu-
tion from ε1D becomes larger as ω → ωcD. Thus ε1 will smoothly increase through
zero, so that mode conversion will occur, with no N‖ threshold. As the deuterium
singularity is traversed, ω > ωcD, ωcT and so there is a region where ε1 < 0 and so
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no mode conversion. Finally, the outboard side of the plasma shows the reversed
trend, so that there will be one more definite mode conversion, and a conditional
one depending on the value of N‖.
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Figure 2.16: ε1 for κT = 0.5 and f/fcT = 1.55
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Figure 2.17: ε1 for κT = 0.5 and f/fcT = 2.07
REGIME 4 This regime is almost identical to Regime 3, the difference being there
is no guaranteed mode conversion at the outboard side any more, Fig 2.17 shows
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an example of this regime, when mode conversion at the outboard can occur. The
absence of the outboard mode conversion can be due to ω > ωcT at the outboard
side, so that there is no tritium singularity. The implication is that one may have
mode conversion, however it depends on the value of N‖ (there is now a threshold
again).
REGIME 5 The mode conversion behaviour has already been described; the mode
conversion is always present when ωcT < ω < ωcD and may be present at the in-
board side. Note no mode conversion can occur at the outboard side any more, since
ω > ωcD, ωcT . Fig 2.18 shows an example of this regime.
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Figure 2.18: ε1 for κT = 0.5 and f/fcT = 3.9
REGIME 6 This regime displays the same behaviour at the inboard side as Regime
4 at the the outboard side. Mode conversion depends on how high the frequency is:
if it is too high then there will be a threshold value of N2‖ , otherwise ε1 decreases
smoothly through zero and a guaranteed mode conversion occurs. Fig 2.19 shows
an example of when mode conversion can occur.
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Figure 2.19: ε1 for κT = 0.5 and f/fcT = 5.97
REGIME 7 Finally for this regime, ω > ωcD, ωcT , which means ε1 < 0 and so no
mode conversion is possible.
2.5.2 MHD spectroscopy of the D-T concentration from EM
modes in a STPP
By analysing how the eigen-frequencies (calculated in Section 2.5) vary as a function
of D-T concentration and N‖, one can think of an active frequency sweeping diag-
nostic, with an external antenna in the proper frequency range, used to determine
the D-T concentration [13]. This is one of the most important operational parame-
ters for a power plant, as any deviation from the ideal mixture of 50:50 dramatically
reduces the fusion yield as described in chapter 1. Measurement of the spectral lines
of deuterium and tritium atoms can indicate the D-T mix [39], however this can only
be performed in the cooler regions such as the plasma edge where neutral atoms can
still exist. Core measurements however are not possible using this technique, and so
the development of alternative techniques is required. By matching the frequency of
the externally launched wave to that of the eigenmode, a resonant response of the
plasma could be searched for and if detected indicate the D-T mix (see Fig 2.20).
We seek to find what value of N‖ maximises the change in mode frequency for
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Figure 2.20: Illustrates the external antenna technique. A cross correlation between
the launched wave and the plasma perturbations gives the response of
the plasma A. f1 and f2 are eigenfrequencies, δf is related to the
damping of the mode. As long as the damping is small, so that δf <
∆f , the two frequencies can be resolved.
a given change in D-T concentration (i.e df/dκT ), since this makes the diagnostic
technique most sensitive. If the mode damping is weak enough the width of the
resonance peak will be small, and so diagnosing the D-T concentration will be more
accurate. For this reason the analysis focuses on the f1 eigenfrequency, since it
can be seen from Fig 2.10 that ε1 = N
2
‖ occurs far away from the region of mode
localisation. A discussion of f2, where the damping is expected to be strong, is
reserved for section 2.5.3. Fig 2.21 shows the p = 0 f1 eigenfrequencies as a function
of κT and N
2
‖ . One can see that Fig 2.21 is largely monotonic, and so by choosing
N2‖ = 7000 one is able to obtain a unique eigenfrequency for a given κT , and also
maximise df/dκT , and hence the sensitivity of the diagnostic. Fig 2.21 also shows
that the sensitivity of df/dκT as a function of N‖ is not strong. This indicates
that an external antenna probing the plasma may have a broad choice of N‖ values
so that the launching technique should not be restricted. Table 2.1 shows that
the frequency separation, ∆f between modes with different radial mode numbers,
p, as well as frequency separation between different types of mode, is significant
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enough (more than ∆f/f ∼ 10%) in most cases, so that mode damping below this
value would still be acceptable for indentifying the resonance peaks with an external
antenna.
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Figure 2.21: Shows f1 as a function of κT and N
2
‖
2.5.3 Cut-off Resonance Couplet
The MHD spectroscopy method described in section 2.5.2 relied on scanning for
weakly damped eigenmodes to obtain a well resolved plasma response. This method
however is not suitable for heavily damped modes such as in Fig 2.11 where the
eigenmode is in close proximity to the mode conversion layer ε1 = N
2
‖ . In this case,
providing the wavelength of the eigenmode is longer than the distance between the
cut-off (V = 0) and mode conversion
(
ε1 = N
2
‖
)
positions (the couplet distance),
then the wave may tunnel through and be detected externally. This tunnelling
phenomenon is also used for ion-ion hybrid layer reflectometry for measuring the
plasma ion species mix (even in the case of launching microwave beams from the
high field side) [40]. A calculation of the couplet distance is therefore required
to identify whether eigenmodes excited by e.g. alpha particles can be detected
externally.
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κT δ (m)  (m)
0.2 2.453 -
0.33 0.6228 0.2209
0.5 0.2905 0.1103
0.4 0.1550 0.0649
0.66 0.1083 0.0507
0.71 0.0903 0.0471
0.75 0.0829 0.0478
0.77 0.0816 0.0517
0.8 0.0866 0.0605
Table 2.2: Couplet distances as a function of κT for f/fcT = 1.42 and N‖ = 100.
N2‖ δ (m)  (m)
0 0.1240 0.0390
1000 0.1184 0.0375
2000 0.1132 0.0362
3000 0.1085 0.0350
4000 0.1047 0.0340
5000 0.1022 0.0335
6000 0.1022 0.0339
7000 0.1072 0.0359
8000 0.1240 0.0423
9000 0.1733 0.0611
10000 0.2905 0.1103
Table 2.3: Couplet distances as a function of N2‖ for f/fcT = 1.42 and κT = 0.5.
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We focus on frequencies in regime 2 from the last section, and define δ and  to be
the distance from the mode conversion layer to V = 0 on the inboard and outboard
side of the potential, respectively. By keeping f/fcT = 1.42 fixed, the concentration
of tritium κT and N
2
‖ are varied to see their effect on the couplet distance. Fig 2.11
shows the wavelength of the eigenmodes is about 1m, and from Tables 2.2 and 2.3
one can see that the couplet distances are (except in the case κT = 0.2) shorter
than one wavelength. This gives an indication that modes excited by energetic
alpha particles in the D-T plasma of a STPP could be detected externally and give
information about the D-T mixture ratio.
2.6 Discussion
For high β STPP equilibria, it has been shown that the characteristic well in the equi-
librium magnetic field acts as a resonating cavity for electromagnetic waves, forming
discrete spectra of compressional Alfve´n (ω > ωcD) and ion-ion hybrid eigenmodes
(ωcT < ω < ωcD) in the plasma core. The frequency and structure of these eigen-
modes have been calculated using the 1-D model with k‖ 6= 0 in the ‘cold plasma’
approximation with D-T mixture effects taken into account. The cold plasma ap-
proximation provides a first insight into the modes and the radial structure of the
cut-offs and mode conversion positions over a broad range of k‖ and frequencies not
accessible by more complex methods. Inclusion of D-T effects in the calculation
reveals a discrete spectrum of eigenfrequencies not only above the ion cyclotron
frequency but also in the ion-ion hybrid frequency range. Taking into account the
dependence of the eigenfrequencies on the D-T concentration, the dependence with
respect to k‖ has been optimised in order to obtain the maximum value of df/dκT .
The possibility of using the eigenmodes as a diagnostic for measuring the D-T con-
centration, by observing α particle driven emission or probing the discrete spectrum
with externally launched EM waves in the ion cyclotron frequency range, has been
proposed. Furthermore, the radial position of mode conversion layers in a STPP
geometry has been identified for various frequency regimes. This information is nec-
essary for estimates of the mode damping and for further assessment of the feasibility
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of the diagnostic techniques described in References [13, 40]. Further development
of the 1-D model will include hot plasma effects, non-zero vertical magnetic field,
magnetic geometry boundary layer effects and a realistic functional dependence of
k‖ on radius.
Chapter 3
Charged particle dynamics
Many features of plasma dynamics can be understood by investigating the motion
of individual charged particles in electromagnetic fields. This has the advantage of
providing clarity of the underlying physical processes, which are relevant for global
plasma dynamics. The wave-particle interaction mechanisms relevant for high fre-
quency waves, of interest in this thesis, are partly investigated in the LArge Plasma
Device (LAPD) at the University of California, Los Angeles, USA. Clarification of
the role of the electric field polarisation and wave propagation direction, with re-
spect to the fast particles, are two main issues which have now been addressed on
LAPD thanks to a collaboration with Prof. W. W. Heidbrink and are presented
here.
3.1 Unbounded motion in an electromagnetic field
The Lorentz force law governs the motion of a charged particle in an electromagnetic
field, leading to equations of motion in the form
dv
dt
=
q
m
(E + v ×B) (3.1a)
dr
dt
= v (3.1b)
where q,m are the charge and mass of the particle respectively.
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3.1.1 Equilibrium
In the absence of a magnetic field, particles move in straight lines and analysing their
motion is straightforward. However, in many plasma environments, specifically those
of interest to this thesis, the motion of interest is subject to a background equilibrium
magnetic field B0. In this equilibrium case the motion described by Eq 3.1 results
in helical trajectories with a constant ‘Larmor’ radius (ρ) centred about a magnetic
field line (the guiding centre). In Cartesian geometry with B0 = B0ez the orbit can
be represented as
r0 (t) =

x0 + ρ (sinφ (t)− sinφ0)
y0 − ρ (cosφ (t)− cosφ0)
z0 + v‖t
 (3.2)
where ρ = v⊥/ωc is the Larmor radius, ωc = qB0/m is the cyclotron frequency,
φ (t) = φ0 + ωct is the phase of gyration and ⊥ and ‖ denote perpendicular and
parallel to the equilibrium magnetic field. In this case the equation for the ‘guiding
centre’ of the particle motion is simply rg = (x0 − ρ sinφ0, y0 + ρ cosφ0, z) as can
be seen in Fig 3.1.
8
8.5
9
9.5
10 0
0.5
1
1.5
2
2
4
6
8
10
yx
z
Figure 3.1: Gyration motion described by Eq 3.2 (blue) and the corresponding guid-
ing centre (red) for (x0, y0, z0) = (10, 1, 1), v‖ = 1, ωc = 1, φ0 = pi/2.
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3.1.2 Motion in a wave field
The electric field of a plane electromagnetic wave can be written as
Ei (r, t) = Re
{
Eie
iψi(r,t)
}
(3.3)
where i represents the coordinates x, y, z, ψi (r, t) = k · r − ωt + ψ(0)i and without
loss of generality k =
(
k⊥, 0, k‖
)
. Faraday’s law can then be utilised to express the
perturbed magnetic field B in terms of the electric field E and, upon operating on
Eq 3.1a with b×(v × b) · and b (v · b) · separately (with b = B/ |B|), the evolution
of the particle’s energy (E ) can be described (in straight field line geometry) by [41]
dE⊥
dt
= q
{
E⊥ · v⊥ + 1
ω
[
k⊥ · v⊥
(
E‖v‖
)− (k‖v‖)E⊥ · v⊥]} (3.4a)
dE‖
dt
= q
{
E‖ · v‖ − 1
ω
[
k⊥ · v⊥
(
E‖v‖
)− (k‖v‖)E⊥ · v⊥]} . (3.4b)
From Eq 3.4 the energy change for each component (⊥, ‖) can be seen to be a
combination of the work done by the wave electric field (first terms) and a transfer
of energy between components via the magnetic field (other terms). It should be
noted that it has been implicitly assumed that the wave is a perturbation of the
equilibrium system so that the notion of ⊥ and ‖ still make sense. In general the
amount and direction of the energy exchange between a particle and a wave as
described in Eq 3.4, over a wave period, depends on the the initial phase of the
wave ψ
(0)
i and the evolution of the wave phase as seen by the moving particle. In
the event that the particle experiences the wave at a constant phase, energy is most
effectively transferred between the particle and the wave. This concept is known as
wave-particle resonance and will be discussed in the following section.
3.1.3 Wave-particle resonance
For a particle to experience a wave field at a constant phase, Eq 3.3 implies
dψi
dt
=
d
dt
(
k · r− ωt+ ψ(0)i
)
= 0, (3.5)
i.e. in the frame of reference of the moving particle the phase is stationary. Physically
this statement ensures that the particle ‘sees’ a constant electric field and hence is
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accelerated or decelerated for a large fraction of the wave period. By using the
coordinates of the gyrating particle from Eq 3.2 but centred about the guiding
centre of the Larmor orbit, the wave in Eq 3.3 can be re-expressed as a sum of
helical waves using exp (iξ sinφ) =
∞∑
l=−∞
Jl (ξ) exp (ilφ) [41]
E ∼ ei
(
k⊥x+k‖z−ωt+ψ(0)i
)
=
∞∑
l=−∞
Jl (ξ) e
i
(
lϕ+k‖z−ωt+ψ(0)i
)
(3.6)
where Jl is the Bessel function of order l and ξ = k⊥ρ. Physically the plane wave
has been decomposed into partial waves each with amplitude Jl (ξ) which propagate
along and rotate about the z direction (the guiding centre of the unperturbed particle
orbit). The condition for stationary phase as in Eq 3.5 then leads to the following
resonance condition [41]
ω − k‖v‖ − lωc = 0. (3.7)
For ions, l = 1, 0,−1 represent the Doppler shifted cyclotron resonance, the Landau
resonance and the anomalous Doppler shifted cyclotron resonance respectively (n.b
for electrons ωc is negative so the sign of l must change).
3.1.4 Energy exchange
By substituting the motion of the unperturbed particle trajectory from Eq 3.2 di-
rectly into Eq 3.3, Eq 3.4 is averaged over a wave period and the average rate of
change of energy of the particle then takes the form [41]〈
dE⊥
dt
〉
= q
ω − k‖v‖
ω
El (3.8a)〈
dE‖
dt
〉
= q
k‖v‖
ω
El (3.8b)
where
El = v⊥E−,l + v⊥E+,l + v‖E‖,l (3.9)
E∓,l =
1
2
(
Ex sinψ
(0)
x,l ∓ Ey cosψ(0)y,l
)
J−l∓1 (ξ) (3.10a)
E‖,l = Ez sinψ
(0)
x,l J−l (ξ) (3.10b)
and ψi,l = ψ
(0)
i +k ·r0− ξ sinφ0− lφ0. Physically E∓ represent the parts of the wave
electric field that rotate in a right and left hand sense respectively. It is instructive
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to consider the case of ion motion with a small Larmor radius so that ξ  1. In
this case the Bessel functions can be expanded as Jl ≈ (1/l!) (ξ/2)l and the lowest
order Bessel functions are the largest. Using this approximation the effects of the
different resonances can be most clearly understood.
3.1.5 Landau resonance l = 0
For l = 0 (Landau resonance) Eq 3.8a is identically zero, and only the parallel
energy is affected by the wave. The velocity of a particle undergoing this resonance
must match the phase speed of the wave vφ = ω/k‖ in the direction parallel to the
magnetic field. It can be understood that effective energy transfer will occur in
this case since the particle will experience a constant electric field as the wave is
‘stationary’ from the perspective of the particle. The dominant contribution arises
from the parallel electric field E‖ and the E∓ contributions are a finite Larmor radius
(FLR) correction. By this it is meant that the largest term in Eq 3.9 arises from
l = 0 in E‖,l i.e the zerosth order Bessel function, and the perpendicular electric field
enters as a first order Bessel function which is smaller. It should be noted that in
curvilinear magnetic geometries the parallel electric field is very small and it is the
perpendicular electric field which provides the dominant contribution via particle
drifts [42].
3.1.6 The Doppler shifted cyclotron resonance l = 1
For l = 1 (Doppler resonance) the dominant term in Eq 3.9 is the E+ i.e the left
hand polarisation and there are finite Larmor orbit corrections from E‖ and E−. For
a particle undergoing this particular resonance, the parallel motion causes a Doppler
shift of the wave frequency from the laboratory frequency to the particle’s cyclotron
frequency. Although the particle will experience the l = 1 partial wave at a constant
phase, in the laboratory frame of reference the particle is not in overall phase with
the total wave. As the particle gyrates, the electric field vector rotates in such a way
that the particle experiences a prolonged and coherent interaction along its orbit as
shown in Fig 3.2. In this way one can understand why the dominant contribution
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to the energy exchange is due to the left hand polarised part of the electric field,
since the ions gyrate in a left handed sense around the magnetic field lines.
Particle motion
Electric field
B,k
t 2t 3t
Figure 3.2: Schematic of the cyclotron resonance for the l = 1 case with a left hand
polarised wave.
For the Doppler resonance
v‖ =
ω − ωc
k‖
, (3.11)
from which it can be seen that for co-propagating waves and particles
(
v‖/
∣∣v‖∣∣ = k‖/ ∣∣k‖∣∣)
the particles’s speed must not exceed the phase speed of the wave. This can also
be re-expressed as the frequency of the wave in the lab frame must exceed the
cyclotron frequency of the particle. For counter propagating waves and particles(
v‖/
∣∣v‖∣∣ 6= k‖/ ∣∣k‖∣∣), the resonance condition shows that the wave frequency must
not exceed the cyclotron frequency of the particle.
3.1.7 The anomalous Doppler shifted cyclotron resonance
l = −1
For l = −1 (anomalous Doppler resonance) the dominant term in Eq 3.9 is the
E− i.e the right hand polarisation, which is in contrast to the Doppler case. By
constructing the anomalous Doppler equivalent version of Eq 3.11
v‖ =
ω + ωc
k‖
, (3.12)
it can immediately be seen that 1) this particular resonance can only occur for co-
propagating waves and particles and 2) the particles’s speed must exceed the wave
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phase speed in contrast to the Doppler case. The breaching of the phase speed
has an important consequence as can be observed in Fig 3.3. Consider a right
hand polarised wave in the lab frame. A ‘sub’ particle moving with the wave will
experience wave crests C, B and A, which is right handed, and likewise for a particle
moving against the wave. This is the Doppler case, and since the wave is ‘seen’ to
be right hand polarised there will be little energy transfer. However for a ‘super’
particle the opposite is true, A, B and then C are traversed, which is left handed
from the particle’s perspective. From this one can understand why the E− has the
greatest contribution for this resonance.
Figure 3.3: Schematic of the wave crests of a right hand polarised wave (grey) with
the rotating electric field vector in blue
3.1.8 Resonance in an Alfve´n wave field
For the case of low frequency (ω  ωpe, ωpi) transverse electromagnetic waves in a
plasma, the dispersion relation for the waves propagating parallel to the equilibrium
field separates into ‘shear’ and ‘compressional’ Alfve´n waves (SAWs and CAEs) as
described in chapter 2. The dominant polarisation of the electric field for the shear
wave is left hand polarised and the compressional wave is right hand polarised [28],
which naturally leads to a discussion of how gyrating ions can interact with these
waves. From sections 3.1.6 and 3.1.7 it can be seen that, to zeroth order in the ion
Larmor radius, the shear waves interact strongly with ions via the Doppler shifted
cyclotron resonance and the compressional waves interact strongly with ions via the
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anomalous Doppler shifted cyclotron resonance. This is however only zeroth order,
weak interactions via the other resonances are possible and so the all the cyclotron
interactions with Alfve´n waves are summarised in Figure 3.4
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Figure 3.4: Dispersion relation for the Alfve´n waves with the anomalous Doppler
(left) and Doppler (right) shifted cyclotron resonance condition super-
posed.
Fig 3.4 (left) shows that (points 1 and 2) high velocity particles can experience
the anomalous Doppler resonance with both SAWs and CAWs, noting that the
most effective resonance is with the CAWs. Low velocity particles can theoretically
experience a resonance with SAWs, however in practice the parallel wavelengths
associated with such a resonance are too small and kinetic damping usually prevents
such waves from persisting [20]. The most striking feature for the anomalous case
is that there exists a critical velocity below which no resonance is possible with the
CAWs. By assuming that vA  c, this critical velocity can be expressed as (see
appendix A)
vcrit‖
vA
≈ 3
2
√
1 +
2ωcb
ωci
(3.13)
For the case when the bulk ion species and the fast particles are the same this
equation is exact and the threshold reduces to vcrit‖ /vA ≈ 2.6.
For the Doppler case Fig 3.4 (right), with counter propagating ions and waves, a
resonance with CAWs and SAWs is possible (points 3 and 4) noting that the most
effective resonance is with the SAWs. If the bulk plasma and the fast ion species
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are identical then no resonance is possible with SAWs via the Doppler resonance
for co propagating particles. However, unlike the anomalous Doppler resonance,
the addition of a particle species different from that of the bulk plasma creates a
window in frequency where the SAWs may resonate via the Doppler resonance for
co-propagation (point 6).
3.2 Resonance experiments on LAPD
Many of the theoretical aspects of wave-particle resonance outlined in section 3.1 can
be investigated experimentally by using a cold plasma and injecting a low density
energetic beam of ions. Since many aspects of plasma instabilities depend on the
existence and character of the wave particle resonances, this subject warrants a more
complete experimental investigation. Of particular interest for this thesis is the role
that the electric field polarisation and wave propagation direction have in the wave
particle interaction. Specifically, it is of interest to show experimentally that 1) ions
do not effectively exchange energy with right hand polarised waves via the Doppler
shifted cyclotron resonance and 2) that counter propagating waves and particles can
indeed exchange energy via the Doppler resonance.
A device of particular significance in the field of fundamental wave particle in-
teractions is the LArge Plasma Device (LAPD) [17] at the University of California,
Los Angeles (UCLA). LAPD is a large cylindrical device with an axial equilibrium
magnetic field, produced by the external coils, shown in Fig 3.5. Due to the finite
radius of LAPD, a minimum value of k⊥ has to be taken into account in comparison
with the infinite homogeneous case shown in Fig 3.4. Notwithstanding this, LAPD
is perfectly suited to wave particle interaction studies. The plasma is created using
a hot plate (the cathode) made of barium oxide, thermionic emission of electrons
from this plate ionises the surrounding gas creating a plasma. The main plasma
pulse lasts for approximately 10ms and the turnover time between pulses is 1s. This
high rep rate enables LAPD to acquire large data sets over which averaging can be
performed to obtain very robust measurements.
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Figure 3.5: The LAPD experimental machine. The pink and yellow coils produce
the axial magnetic field.
3.2.1 Wave-particle interaction set-up
To investigate wave-particle resonances in LAPD an antenna designed to launch
circularly polarised Alfve´n waves is placed into the helium plasma as shown in Figs
3.6 and 3.7. A low density (nb ∼ 5× 1014m−3) energetic Lithium source (600eV) is
then submersed in a 5eV helium plasma (ni ∼ 2.5× 1018m−3) at an angle of 49.3◦ to
the equilibrium field to avoid damage of the Lithium source from the fast streaming
electrons produced by the cathode. After being subject to the Alfve´n wave field the
fast particles are collected using a fast ion analyser [43]. By biassing the collector
is such a way as to reject any thermal particles, the current produced by the fast
particles then gives a measure of the the density of Lithium ions at the collector
location. This collector can be placed either side of the Alfve´n wave source to
investigate co and counter propagating waves and particles. In this experimental
campaign the equilibrium magnetic field in the core of the machine was kept at
B0 = 0.12T and the bulk cyclotron frequency at ωci = 475kHz.
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FIG. 2. Experimental setup at the LAPD. a) Overview of instruments (dotted helix is the fast ion 
orbit; white box denotes the fast ion-SAW interaction region); b) ambient magnetic field profile 
versus LAPD port number (black solid). The distance between two adjacent ports is 0.32 m. 
Instruments’ typical locations are marked by dashed perpendicular lines. 
 
Figure 3.6: Schematic of the The LAPD experimental set-up, similar to Ref [43].
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FIG. 3. Illustration of the quadruple current channel antenna. 
 
  
Figure 3.7: Schematic of the the LAPD SAW antenna. Left and right hand polarised
SAWs can be produced.
3.2.2 Alfve´n waves in LAPD
In order to launch Alfve´n waves from the antenna shown in Fig 3.7 an alternating
current is passed through each of the legs and phased locked by pi/2 to produce
a near circularly polarised EM wave. For a single Alfve´nic pulse in LAPD the
finite axial extent does not affect the wave propagation. However the finite radial
extent forces a maximum perpendicular wavelength (or minimum k⊥) on the order
of the plasma diameter. Since the CAW dispersion relation depends on the total
wave number k =
√
(k2⊥ + k
2
‖) (see Eq 2.10), the existence of a minimum k⊥ sets a
minimum frequency termed the wave guide cut-off. For typical LAPD parameters
this cut-off is above the ion cyclotron frequency for the background plasma in the
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Whistler range, preventing the investigation of compressional waves. In LAPD it is
therefore only possible to study shear Alfve´n waves, and so the antenna is aligned
with the equilibrium magnetic field B0 so that the perturbations δB produced are
of shear Alfve´n type i.e δB ⊥ B0.
In actual fact the ideal dispersion relation of Eq 2.9 is an oversimplification for
SAWs in LAPD. When FLR effects are included the dispersion relation becomes [44]
ω2/k2‖ = v
2
A
(
1− ω¯2 + k2⊥ρ2s
)
(3.14)
where ω¯ = ω/ωci and ρs = cs/ωci where cs =
√
Te/mi is the ion sound speed.
Unlike SAWs in an infinite plasma whose wave polarisation is left hand polarsied,
those launched from an antenna with a finite extent in a finite plasma can in fact
display both types of polarisation over the profile of the wave as can be seen in Fig
3.8. This indicates that wave-particle interactions with Alfve´n waves in bounded
geometries may require consideration of multiple wave polarisations.
3.2.3 The Doppler shifted cyclotron resonance with SAWs
in LAPD
The fast particle interactions on LAPD use a Lithium source that emits at a maxi-
mum energy of 600eV. At this energy the regimes accessible for effective cyclotron
interaction are the Doppler resonances 3,4,5 and 6 of Figure 3.4. To access the
anomalous Doppler resonance at this particle energy the magnetic field and density
would have to be modified beyond the tolerances of the machine.
For co-propagating waves and particles in LAPD the Doppler shifted cyclotron
resonance condition is satisfied for ω¯ = 0.63, k‖ = 2.68m−1, v‖ = 8.8×104ms−1. The
Lithium source is placed 3 ports away from the particle detector in the midplane
of the plasma cross section. The particles traverse orbits shown in Fig 3.8. The
particles experience the resonant field and are either accelerated or decelerated as
described in the preceding sections. This effect manifests itself as a radial and
angular spreading in the detector plane as shown in Fig 3.9.
The radial spreading results from the increase or decrease in perpendicular en-
ergy as a result of the circularly polarised electric field of the Alfve´n wave. The
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Figure 3.8: Contours and vectors of the perturbed magnetic field of a SAW in LAPD.
The central and outer regions show reversed polarisation.
angular spreading arises due to the initial spread in velocities at the Lithium source.
The initially faster particles do not complete as many Larmor orbits before being
detected, and as a result these particles are seen lower in the detector plane. The
slower particles are shown higher in the plane. This however is not the only source of
angular spreading, the other contribution comes from the v× δB force the particle
experiences from the resonant Alfve´n field. A quantitative analysis, which measures
a weighted average [43] of the spread over the detector plane, shows that the parti-
cles do indeed undergo significant spreading in radius when the wave field is on, as
expected (Fig 3.10 (a)).
By reversing the polarisation of the Alfve´n wave it can be seen that the parti-
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Figure 3.9: Contour plot of the inferred density (from the detector current) of
Lithium particles in the detector plane 3 ports away from the Lithium
source. The detector is placed at a position in the plane where 10 exper-
iments are performed, this is then repeated for many points in the plane
to produce the detector plane.
cles do not undergo significant spreading as can be seen in Figure 3.10 (b). This
is consistent with our understanding that, with right hand polarisation, the energy
transfer from the wave to the ions is not as effective as with left hand polarisation.
Fig 3.10 also shows evidence that this spreading is indeed due to the resonant in-
teraction with the wave field and not due to the displacement of the magnetic field
lines due to the Alfve´n wave field.
Counter propagating beam ions were also seen to interact strongly with SAWs
with ω¯ = 0.58, k‖ = 2.36m−1, v‖ = 8.8 × 104ms−1. Fig 3.11 indicates that radial
spreading is occurring, however the experimental evidence is less striking than for co
propagation as the beam profiles are significantly different. The most likely cause of
this irregularity is poor performance of the Lithium source. The counter propagating
experiments were performed at the end of the campaign when the source reliability
had become low.
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Figure 3.10: Quantitative analysis of the radial spreading caused by the shear Alfve´n
wave field in the case of left and right hand polarised SAWs.
3.3 Discussion
The theory of resonant interactions of waves and particles is well established and
understood. However, the experimental verification of the resonant interaction be-
tween counter propagating waves and particles has not, until now, been performed.
Likewise, the confirmation that left hand gyrating ions and right hand polarised
waves do not significantly interact has now been successfully demonstrated. The
study of Alfve´n waves in the bounded geometry of the LAPD device has also led
to the observation that multiple polarisations can be present over the wave profile,
indicating that multiple polarisations might need to considered for Alfve´n waves in
other devices such as tokamaks.
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Figure 3.11: Contour plot of the inferred density (from the detector current) of
Lithium particles in the detector plane 3 ports away from the Lithium
source with counter propagating waves and particles. The detector is
placed at a position in the plane where 10 experiments are performed,
this is then repeated for many points in the plane to produce the detector
plane.
Chapter 4
High frequency Alfve´n
Eigenmodes on MAST
MAST is a small aspect ratio spherical tokamak with typical major and minor radii
of R0 = 0.86m and a = 0.6m respectively. Looking from above the machine, the
equilibrium toroidal magnetic field (Bφ) is in the clockwise direction, and the plasma
current (Ip) and NBI are in the anti-clockwise direction as shown in Fig 4.1.
Ip
B
NBI
Figure 4.1: Schematic of the MAST experimental set-up
For the MAST discharges shown in this thesis, the deuterium plasma is heated firstly
by the the plasma current and subsequently by a beam of deuterium ions produced
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by neutral beam injection (NBI) in the same direction as the plasma current (co-
Ip) as shown in Fig 4.1. The beam is injected with a maximum energy component
of ENBI ≈ 65keV and also with weaker components at ENBI/2 and ENBI/3 [45].
The typical plasma parameters for this series of discharges are Te ≈ Ti ≈ 1keV,
ne ≈ 4 × 1019m−3, B0 ≈ 0.45T , Ip ≈ 700kA. Modes with frequencies comparable
to the deuterium cyclotron frequency were previously, occasionally, observed on
MAST [18], however a detailed study was not performed. A robust experimental
scenario has now been successfully developed for a systematic study of high frequency
modes on MAST [19] the results of which are presented in this chapter. Theoretical
modelling of the mode behaviour is then investigated using the 1-D model developed
in chapter 2 and the resonance conditions outlined in chapter 3.
4.1 Magnetic diagnostics on MAST
EM plasma instabilities can be observed externally on MAST via ‘Mirnov’ coils in-
stalled just outside the plasma, along the machine wall and the central rod. Each
coil measures the loop voltage produced by the wave and hence the perturbed mag-
netic field (∂δB/∂t) through Faraday’s law. These coils are placed at intervals in the
toroidal direction so that the wave propagation direction and toroidal mode number
can be ascertained. Some of these coils are combined in sets of three mutually or-
thogonal coils providing information on the inter-relation between BR, Bz, and Bφ
(Fig 4.2). The Mirnov coils on MAST are designed to sample up to 10MHz, which
is higher than the typical cyclotron frequency of ∼ 3MHz.
4.1.1 Digital processing
To reconstruct of a continuous signal using discrete samples the Nyquist-Shannon
sampling theorem [46] must be used, which states that
If a function x (t) contains no frequencies higher than B cycles per second, it is
completely determined by giving its ordinates at a series of points spaced 1/(2B)
seconds apart.
CHAPTER 4. HIGH FREQUENCY ALFVE´N EIGENMODES ON MAST 79
Figure 4.2: Schematic of the internal configuration of a Mirnov coil
This can also be interpreted as, given a sampling rate of f , only frequencies be-
low the Nyquist frequency of f/2 can be unambiguously reconstructed from the
signal, this can also be understood from Fig 4.3. So for the Mirnov coils on MAST
the maximum frequency that can be unambiguously resolved is 5MHz.
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Figure 4.3: Theoretical signals for a sampling rate of 1Hz. The blue curve shows
that the highest frequency detectable, unambiguously, is 0.5Hz.
A discrete Fast Fourier Transform (FFT) technique is applied to the magnetic signal
to analyse the the temporal behaviour of the mode frequencies. A sliding window
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technique is applied to the discrete sampled signal. Within this window a discrete
Fourier transform is performed to reveal the spectrum of frequencies. By sliding
the window along the time axis a spectrogram can be produced by overlapping each
window as shown in Fig 4.4. Increasing the size of the FFT window increases the
resolution in frequency but decreases that in time, and so this window must be
carefully chosen to suit the frequency and time scales of interest.
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Figure 4.4: Simulated signal (blue) and the time window (red, solid). The window
slides along the time axis whilst overlapping with the previous window
(red, dashed).
4.2 Experimental observations
It was established on MAST that CAEs are most likely to occur in discharges with
very flat q profiles, obtained by injecting two-step NBI into the plasma during the
inductive current ramp-up phase. With co-Ip NBI heating, long lasting EM modes
with ω ∼ ωcD/3 or so have been previously observed on MAST in both low con-
finement mode (L-mode) and high confinement mode (H-mode) as can be seen in
Figure 4.5.
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Figure 4.5: Spectrogram of the high frequency magnetic activity from an L-mode
(top) pulse (17944) and H-mode (bottom) pulse (17939).
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4.2.1 L-mode vs. H-mode
Due to changes in the vessel condition over time, it is necessary to check the ro-
bustness of the test pulses in Figure 4.5. A direct repeat of these pulses yields the
spectrograms in Fig 4.6. The frequency range for the two cases are similar ≈ ωcD/3
and the experimental scenarios are shown to be robust over multiple repeats and
variations of these pulses.
4.2.2 Toroidal mode number analysis
The most striking feature of the high frequency modes observed on MAST is that
almost all the modes are seen to propagate counter to the plasma current (and also
the injected beam), i.e they mostly have negative toroidal mode numbers n as can
be seen in Figs 4.8 and 4.9. The excitation of CAEs propagating counter to the
injected ions posed a question (later studied on LAPD) about the efficiency of the
Doppler resonance interaction between counter propagating waves and particles. In
MAST the convention is that positive means anti-clockwise (from above), therefore a
negative n mode propagates co-Bt and counter-Ip. From chapter 3 it can therefore be
understood that the Doppler shifted cyclotron resonance condition is the appropriate
wave particle interaction mechanism for these modes.
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Figure 4.6: Repeat of those pulses in Figure 4.5 showing the spectrograms for the
L-mode (top) pulse (18696) case and H-mode (bottom) pulse (18697).
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Figure 4.7: Shows the evolution of the vacuum magnetic field, electron density, Dα
light, soft X-ray, plasma current and total NBI power for Fig 4.6.
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Figure 4.8: Shows toroidal mode number (n) analysis for #18696. Here we see high
negative mode numbers.
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Figure 4.9: Shows toroidal mode number (n) analysis for #18697. Here we see high
negative mode numbers.
It can also be seen that the modes decrease in frequency as |n| increases. This
feature is in contrast to most experimentally observed low frequency modes and also
current theoretical predictions [15]. Small frequency splitting between successive
mode numbers, for example in #18696, can be explained by toroidal rotation, since
fmaxrot ≈ 19kHz. Here modes with the same frequency but different n numbers will
experience a Doppler shift due to the plasma rotation, so that in the laboratory
reference frame these modes are split in frequency according to flab = fplas + nfrot.
However, rotation cannot explain frequency separations ∆fn=−5→−6 ≈ 150kHz.
4.2.3 Simultaneous excitation of multiple mode classes
The simultaneous excitation of modes of different classes has also been observed
in this series of discharges. From Fig 4.11 two types of mode are observed, those
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whose frequency remains approximately constant in time and those whose frequency
changes in time. A toroidal mode number analysis of pulse 18489 shows that these
modes propagate in opposite directions as seen in Fig 4.12
4.2.4 Non-linear behaviour
The non-linear behaviour of fast particle driven modes has been extensively studied
for low frequency modes in tokamak plasmas. Notable is the work by Berk and
Breizman [25,26] which shows that non-linear effects can manifest as rapid frequency
chirping. Such chirping has been observed readily in this campaign on high frequency
beam driven instabilities, the most striking example of which can be seen in Fig 4.10
by zooming in on figure 4.6 (bottom).
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Figure 4.10: A zoom of the spectrogram of #18697 in Figure 4.6 (bottom)
CHAPTER 4. HIGH FREQUENCY ALFVE´N EIGENMODES ON MAST 88
1200
-1.0
-2.0
-3.0
-4.0
-5.0
0.29 0.30 0.31 0.32
Fre
qu
en
cy
(kH
z)
Time (s)
MAST discharge 18489
1400
1600
1800 0
T
Time (s)
MAST discharge 18489vacuum field
electron density
deuterium alpha light
soft x-ray
plasma current
nbi power
0.0 0.1 0.2 0.3
x1
0 m
a.u
V
kA
MW
18
-3
-0.5
-0.7
30
10
4
0
0.03
0.010
600
2000
3
10
8
Figure 4.11: Spectrogram and time trace for pulse 18489.
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Figure 4.12: Toroidal mode number analysis for #18489.
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4.2.5 Pellet injection
It has been proposed [47] that the existence of numerous high frequency modes, in
this type of MAST discharge, relies on having of a hollow density profile, which was
often seen as Figure 4.13 shows.
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MAST Data: Shot # 18696
Figure 4.13: Profile of electron density as measured by the MAST Thompson scat-
tering system at t = 0.32s in pulse #18696
In order to affect the density profiles, deuterium pellets were injected on pulses
#18700 and #18701. For #18700 the pellet was injected into the outer region of
the plasma at t = 0.305s, which had little effect on the modes as can be seen in
Figure 4.15 (top). For #18701, a pellet was injected firstly at t = 0.3s into the
core of the plasma, where the effect was to extinguish all high frequency activity.
The modes subsequently returned at which point a second pellet was injected at
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t = 0.315s in the outer regions of the plasma, where again the effect was minimal
(Fig 4.15 bottom). From this it can be deduced that the hollow density profile is
unlikely to play a significant role in the existence of the modes as can also be seen
by observing the density evolution in Fig 4.14
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Figure 4.14: Electron density contours as a function of time for #18701. The white
vertical lines indicate the pellet injection times.
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Figure 4.15: Spectrogram of the high frequency magnetic activity from pulses #18700
and #18701, these discharges were repeats of #18697.
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4.2.6 Very high frequency modes
The experimental results presented so far have shown modes that exist between
ωcD (0) /4 and ωcD (0) /2 (where ωcD (0) is the cyclotron frequency of the thermal
deuterium plasma at the geometric axis of the machine). There have been discharges
however where modes have been observed with frequencies comparable to the on axis
cyclotron frequency of fcD ≈ 3.8MHz as can be seen in Figure 4.17. It has been
shown in chapter 2 and also in other works [15] that high frequency modes tend to
be localised at the outboard side of a tokamak plasma. In this case the frequency of
the mode seen in Fig 4.17 will certainly be above the local ion cyclotron frequency
and hence be compressional in nature.
4.2.7 Linear growth rate
The modes observed in this series of MAST discharges are not driven strongly. By
analysing the raw magnetic time series data for MAST #18696 the net linear growth
rate (γ ≡ γl − γd) can be determined by fitting an exponential to the data as shown
in Fig 4.16, which leads to normalised growth rate γ/ω ≈ 0.5%.
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Figure 4.16: Raw signal from Mirnov coils (blue) together with a fitted exponential
(red) for #18696.
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Figure 4.17: Spectrogram and time trace for pulse 18886.
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4.3 Modelling of high frequency modes on MAST
To model the high frequency modes observed on MAST, the 1-D cold plasma model
from chapter 2 is utilised. In contrast to the STPP, where CAEs with ω > ωcD were
found due to the magnetic well, modes with ω < ωcD are searched for on MAST
due to the magnetic and density inhomogeneities. Previously the high β plasma of
the STPP justified the use of the 1-D approach. In MAST however it is the natural
elipticity of the plasma that justifies the 1-D model. By assuming the wave pertur-
bations take the form ei(nφ+kθrθ−ωt), where φ is positive in the clockwise direction
(from above) and θ is positive in the anti-clockwise direction (in the poloidal plane),
then the following is approximately true in a large aspect ratio tokamak plasma.
k‖ ≈ −nexpq − kθr
Rq
. (4.1)
where nexp = −n is the toroidal mode number using the MAST convention. For the
case of a highly elliptical plasma kθ ≈ kz and so Eq 4.1 gives an approximate relation
between k‖ and kz in the region of mode localisation, which reduces the number of
degrees of freedom in the model. From now on, unless otherwise stated, all modelling
efforts will refer to discharge #18696 for which the most compete diagnostic data
exists.
4.3.1 The equilibrium data
At t = 0.32s the plasma had dimensions R0 = 0.856m, a = 0.605m and ε ≡ a/R0 =
0.707. As was described in section 4.2.5 the equilibrium electron density tended to
form a hollow structure. The following density model will therefore be used
ne = ne0(1 + Ax
2 − (1 + A)x4). (4.2)
where x = (R−R0) /a. By altering the coefficient A a wide variety of density
profiles can be generated as shown in Figure 4.18, where ne0 = 3.9 × 1019m−3. For
#18696 A = 1.75 is taken. For the STPP, the analysis focussed on a constant
density profile, which relied on a combination of the toroidal field from the coils and
poloidal field from the plasma current to produce the potential well to localise the
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wave. For MAST however the change in density is expected to make a significant
contribution to the dielectric tensor, and this will be tested by changing the density
profile from one with A = 1.75 to one with A = 0.
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Figure 4.18: Modelled profiles of electron density for #18696.
In MAST the plasma current of 700kA produces a poloidal magnetic field that is
comparable to the equilibrium toroidal magnetic field from the external coils at the
outboard side of the plasma. This can be seen if we assume that the current density
J is constant, so that the magnetic field takes the form of Eq 4.3 which is displayed
in fig 4.19 (top).
Bφ =
B0
1 + εx
, Bθ =
µ0aJx
2
(4.3)
where B0 is the vacuum toroidal magnetic field at the geometric axis of the machine
and J = 609kAm−2. The equilibrium safety factor q profile is also required for Eq
4.1, which takes the following form as a function of major radius Fig 4.19 (bottom).
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Figure 4.19: Modelled magnetic field (top) and q profile (bottom) for #18696.
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4.3.2 Spectrum analysis
As with the STPP, the radius of the minimum of the potential well is roughly
constant with Rloc ≈ 1.23m in the MAST case. At this major radius in the mid-plane
q ≈ 1.08, which can be seen from Fig 4.19 (bottom). Using these approximations Eq
4.1 can now be utilised to produce the following spectrum of modes as a function of k‖
for a nexp = −9 mode (Fig 4.20 top). Also overlayed in fig 4.20 is the compressional
Alfve´n dispersion relation f = kvA/2pi. The similarity between the two curves
indicates that the modes are compressional.
Further evidence of the compressional nature of these modes can be seen by
observing the wave polarisation P = iER/Ez at the mode localisation position Rloc.
For the spectrum shown in Fig 4.20 (top), the polarisation is shown in Fig 4.20
(bottom). It can be seen that the polarisation is right handed (P > 0) indicating
the modes are compressional in nature. It should also be noted that the modes are
elliptically polarised, meaning both left and right handed components of the wave
electric field are present. This implies that multiple energy transfer mechanisms
between the fast particles and the wave exist, 1: via the Doppler resonance with
the left handed part (no FLR effect) and 2: via Doppler resonance with the right
handed part (FLR effect).
The harmonic method has been employed instead of the asymmetric approach
in chapter 2. The two methods in fact only show a slight difference in the calculated
eigenfrequencies and in the overall shape of the eigenfunction. Since the application
of the 1-D model to MAST is only an approximation, inclusion of subtle features
such as the asymmetric potential will not add a greater accuracy. Therefore for ease
of computation the harmonic method will be used for the MAST analysis. In order
to fix the k‖, kz dependence the localisation radius Rloc is required. However, since
the eigenmodes are global, the variation of the spectrum as a function of Rloc should
also be checked. By varying the localisation radius by 10% of the minor radius, a,
the spectrum can be seen to change as in figure 4.21 where a maximum variation of
about 10% is observed.
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Figure 4.20: Modelled eigenmode frequency as a function of k‖ for a nexp = −9
mode for pulse #18696 along with the cartesian dispersion relation for
compressional Alfve´n waves (top). Polarisation P = iER/Ez (bottom).
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Figure 4.21: Modelled eigenmode frequency as a function of k‖ for a nexp = −9 mode
for pulse #18696. The different lines show the spectrum for different
values of Rloc.
It was previously stated that the role of the density profile would significantly con-
tribute to the dielectric tensor and hence change the mode properties. This is now
checked by changing the density profile to A = 0 with ne0 = 5 × 1019m−3, which
alters the localisation radius from Rloc = 1.23m to Rloc = 1.16m. This effect can
be compared to the case when we change the magnetic field from the total to sim-
ply the toroidal component. In this case the localisation radius only changes from
Rloc = 1.23m to Rloc = 1.26m. The effect on the eigenfrequenceis in these cases are
shown in Fig 4.22, where the effect of the changing density profile is on the same
order as changing the magnetic field profile, about 10% change in frequency.
We note again that since the application of this 1-D model is only an approxi-
mation it would not be sensible to compare the absolute eigenfrequenceis with those
from the experiments. However features of the spectrum and frequency differences
can be meaningfully compared.
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Figure 4.22: Modelled eigenmode frequency as a function of k‖ for a nexp = −9 mode
for pulse #18696. The different lines show the spectrum for the case
of a purely toroidal field (red) and the total field (blue). Left shows the
case of a hollow density profile and right shows the flat profile case,
bottom displays a zoom of the top.
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4.3.3 Absence of nexp > 0 modes
The most striking feature of the high frequency activity on MAST is the almost total
absence of nexp > 0 modes. These are modes which propagate in the same direc-
tion as the fast particles and plasma current (opposite to the equilibrium magnetic
field). From chapter 3 it can be understood that, for co-propagation, the anoma-
lous Doppler shifted cyclotron resonance is appropriate for ω < ωcD. From chapter
3 it was noted that in order to access this particular resonance a critical velocity
threshold must be overcome. For an infinite homogeneous plasma with energetic
ion species the same as that of the bulk plasma this threashold is recalled to be
vcrit‖ /vA = 3
√
3/2 for purely parallel propagating waves. For compressional modes
propagating at an arbitrary angle to the equilibrium magnetic field however this
threashold is in fact higher. By taking Eq 4.1 as the form for k⊥ the critical velocity
can be approximated by (see appendix A)
vcrit‖ = vA
√
1 +
R2q2
r2
. (4.4)
For the MAST deuterium NBI system the maximum injection energy is 65keV, which
corresponds to a maximum ion velocity of vmax = 2.5 × 106ms−1. The threshold
is then represented by the following contour plot Fig 4.23, which shows that the
threshold cannot be overcome for the energetic particles in #18696. This shows
that the anomalous Doppler resonance cannot be accessed and that nexp > 0 modes
should not be expected.
4.3.4 Inverted nexp dependence
From Eq 2.19 in chapter 2 one can see that by increasing k‖ or kz the potential
well becomes more shallow and so the fundamental frequency becomes higher. In
previous theory [15] the frequency dependence on the toroidal mode number n is
always a square or modulus, and hence when |n| increases so too does the frequency.
Experimental observations however show the reversed trend as seen in Fig 4.8. By
plotting the spectrum for multiple n modes a possible explanation for this trend can
be seen (Fig 4.24).
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Figure 4.23: Contours of vmax/vcrit‖ over the plasma cross section. All contours are
less than unity, showing that the anomalous Doppler resonance cannot
be accessed. The plasma has been assumed to be circular for simplicity.
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Figure 4.24: Modelled eigenmode frequency as a function of k‖ for nexp =
−9,−8,−7,−6 modes in pulse #18696.
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For low values of k‖ the frequency dependence is as expected from the previous
theory. However for larger k‖ the trend is indeed reversed. This reversal is due
to the differing kz resulting from the change in n in Eq 4.1. In the language of
tokamak geometry, the decrease in frequency is due to a large shift in the poloidal
mode number m.
4.3.5 General spectrographic features
Assuming that the observed waves are exited by group of particles with a small range
of parallel velocities, then one can place an estimate on the upper bound for the
parallel velocity of the resonant particles responsible for exciting these instabilities.
By plotting the resonance line f = v‖/λ‖ + fcD, using Rloc = 1.23m, and insisting
that the line must intersect the spectrum in Fig 4.24 in the observed frequency order
(fig 4.25), the maximum parallel velocity for counter moving ions is approximated
as v‖ ≈ −1.3× 106ms−1.
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Figure 4.25: Modelled eigenmode frequency as a function of k‖ for nexp =
−9,−8,−7,−6 modes for pulse #18696 along with resonance
lines for a small range of parallel resonant velocities (v‖ ∈
[−1.3× 106,−1.1× 106] ms−1).
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Using this assumption, a number of questions regarding the level and variety of
high frequency activity can be answered. Points 1 in Fig 4.25 show, that within
this range of resonant particles, modes with the same frequency but with different
toroidal mode numbers can be excited. Spectrographically, this will manifest as
modes separated by the toroidal plasma rotation frequency as seen experimentally
in Fig 4.8. Points 2 show that modes with different n numbers can be excited with
frequency differences up to about 100kHz, with the frequency spacing increasing for
decreasing |n|. Finally points 3 demonstrate that modes with the same n can be
excited with frequency spacing on the order of 100kHz as seen experimentally.
4.4 Discussion
It has been highlighted that the observed modes are most likely to be compressional
in nature. The Doppler shifted cyclotron resonance has been shown to be the appro-
priate resonance for these modes, and the inaccessibility of the anomalous resonance
has been suggested as an explanation for the lack of observed nexp > 0 modes. The
elliptical polarisation of the modes reveals two routes of energy exchange between
the waves and the particles, via the left hand and right hand parts of the wave
electric field. This indicates that a more sophisticated linear kinetic treatment will
be required to treat these modes fully.
Chapter 5
Linear Kinetic Analysis
The effective excitation of normal modes of a system requires a source of free energy
to ‘drive’ the modes and a resonance to enable the energy to ‘flow’ into the wave. In
the case of modes excited by energetic particles, this free energy arises due to the non
thermal component of the distribution function F provided by the fast particles. For
the high frequency compressional instabilities observed on MAST, which are excited
via the Doppler shifted cyclotron resonance, the relevant free energy source comes
from the gradients of the distribution function in velocity space [48, 49]. A kinetic
treatment of the linear drive of these instabilities is therefore required.
As was noted in chapter 3, in order for a compressional wave to exchange en-
ergy with particles via the Doppler resonance, finite Larmor radius effects must be
included. However, it has been observed in confined geometries, for example in the
LAPD device (Fig 3.8), that shear waves exhibit both left hand and right hand
polarisations, and MAST compressional Alfve´n eigenmodes show an elliptical polar-
isation. The implication for modelling the modes observed on MAST is that there
are two components to the linear kinetic drive associated with the left and right
handed components of the wave electric field. The left handed part is treated in this
chapter, however the right handed part requires finite Larmor radius corrections
such as in reference [50] which is not discussed in this thesis.
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5.1 TRANSP Simulations
The Monte Carlo part of the TRANSP code [51] is used with 105 macro particles
to simulate the deuterium NBI distribution function at t = 0.32s for #18696.
TRAPPED
PASSING
Figure 5.1: Contours of FNBI as a function of energy and pitch angle averaged over
the poloidal angle. Note that positive v‖/v means with respect to the
current, not the magnetic field.
Simulation results show that most of the particles are found to exist in the core of
the plasma and also show the existence of a significant (high density of fast ions)
bump on tail in energy out to a normalised radius of r/a = 0.425. From Figs 5.1
and 5.2, one can see that the bump on tail only exists for passing particles moving
almost parallel to the equilibrium field, indicating that the inhomogeneities of the
magnetic field should not affect the use of the Doppler shifted cyclotron resonance
condition described in chapter 3.
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TRAPPED
PASSING
Figure 5.2: Contours of FNBI as a function of v‖ and v⊥ averaged over the poloidal
angle. Note the sharp boundary close to v⊥ = 0 is a result of TRANSP
data not including v‖/v = 1. Note also that positive v‖/v means with
respect to the current, not the magnetic field.
5.2 Modelling the distribution function
For those particles with v‖/v ≈ 0.94 the ‘bumps’ in the distribution of fast particles
are modelled by shifted Gaussian peaks in velocity space. This is in contrast to
previous work [52] where a constant pitch angle distribution function was used. The
advantage of the Gaussian profile is that the analysis can be performed analytically
and gives a physical insight into the drive and damping processes.
By taking a line out of Fig 5.2 at v‖/v = 0.94 the total distribution function
is then fitted by the sum of 4 Gaussians, 1 from thermal ions and 3 from the NBI
ions as shown in Fig 5.3. Physically the 3 bumps from the NBI arise due to the 3
injection energies E,E/2, E/3 [45]. However it will be subsequently shown (section
5.4) that only particles with velocities corresponding to the modelled Gaussian 1 will
significantly contribute to the kinetic drive, hence the other bumps will be neglected.
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Figure 5.3: Distribution function (thermal and NBI) as a function of the absolute
value of velocity for v‖/v = 0.94.
The modelled beam distribution function then becomes
ftot =
n0
(2pieT (eV )/m)3/2
e−E/TeV +
nb1
2pi2v⊥b∆v⊥∆v‖
e−(v‖−v‖b)
2
/∆v2‖e−(v⊥−v⊥b)
2/∆v2⊥
(5.1)
where n0 = 4× 1019m−3, T = 950eV, nb1 = 1.8× 1017m−3, v‖b1 = −1.47× 106ms−1,
∆v‖1 = 1.03× 105ms−1, v⊥ = 6× 105ms−1, ∆v⊥ = 1× 105ms−1
and we assume v2⊥b  ∆v2⊥ in all the calculations that follow.
5.3 Local analysis
In order to calculate the linear kinetic drive, associated with the modelled distribu-
tion function in Eq (5.1) for a global eigenmode of a tokamak plasma, a small orbit
approximation is assumed, the local drive γloc is computed and then a weighted
integral of this drive, with the wave field, over the region of eigenmode localisation
is performed [53]
γgl =
∫ a
0
rdrγloc (r) |E (r)|2∫ a
0
|E (r)|2 . (5.2)
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More specifically the local drive calculation assumes homogeneity of both equilib-
rium density and magnetic field, with the equilibrium field taking the form B0 =
B0ez in a Cartesian geometry.
The main high frequency activity in #18696 of around 1MHz (Fig 4.20) where
k⊥/k‖ ≈ 0.5. It can be shown [28] that the first finite Larmor radius terms in γloc are
proportional to k2⊥ρ
2
i and since the fast particles of interest are mostly propagating
parallel to the equilibrium field the limit k⊥ρi → 0 is taken. This simplifies the
calculation of the dielectric tensor and dispersion relation, both of which are required
in the calculation of γloc.
5.3.1 k⊥ρi = 0 dielectric tensor
The dielectric tensor ε takes the same form as for the cold plasma limit (Eq 2.3) for
k⊥ρi = 0 [28]
ε =

ε1 iε2 0
−iε2 ε1 0
0 0 ε3
 (5.3)
where
ε1 = 1 + ε− + ε+ (5.4a)
ε2 = ε− − ε+ (5.4b)
recalling that the dielectric tensor is obtained through the conductivity tensor σ by
ε = I + iσ/0ω and specifically the quantities ε∓ are related to the conductivity
tensor element σxx, which takes the following form for k⊥ρi = 0
σxx =
∑
s
−q2s
ms
ipi
2
∫ ∞
−∞
∫ ∞
0
v2⊥U
[
1
ω − k‖v‖ − ωcs +
1
ω − k‖v‖ + ωcs
]
dv⊥dv‖, (5.5)
where,
U =
∂f0s
∂v⊥
+
k‖
ω
(
v⊥
∂f0s
∂v‖
− v‖∂f0s
∂v⊥
)
, (5.6)
f0s is the equilibrium distribution function for species s and qs,ms, ωcs are the charge,
mass and cyclotron frequency of species s [28]. From this the ion beam contribution
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from Eq 5.1 is found to be
εb∓ =
ω2pb
2ω2
{
3
2
∆v2⊥
∆v2‖
+
v2⊥b
∆v2‖
− 1 + Z (x∓)
[
ω
k‖∆v‖
− v‖b
∆v‖
+ x∓
(
3
2
∆v2⊥
∆v2‖
+
v2⊥b
∆v2‖
− 1
)]}
(5.7)
The thermal deuterium and electron contributions are found to be
εD∓ =
ω2pD
2ωk‖vTD
Z
(
ω ∓ ωcD
k‖vTD
)
(5.8a)
εe∓ =
ω2pe
2ωk‖vTe
Z
(
ω ∓ ωce
k‖vTe
)
(5.8b)
where the thermal distributions are maxwellians, ωp is the plasma frequency, vT is the
thermal speed, Z is the plasma dispersion function and x∓ =
(
ω − k‖v‖b ∓ ωcD
)
/k‖∆v‖
(for a deuterium beam). The ∓ correspond to the Doppler and anomalous Doppler
resonances respectively as discussed in chapter 3.
5.3.2 The dispersion relation
The wave equation Eq (2.1) can be simplified using the local approximation (∇ →
ik) and since k2⊥ρ
2
i terms have been neglected in the dielectric tensor they should
also be neglected in the wave equation. This leads to two possible solutions in the
limit of infinite plasma conductivity parallel to the equilibrium magnetic field [28]
N2‖ = ε1 + ε2 (5.9a)
N2‖ = ε1 − ε2 (5.9b)
where N‖ = ck‖/ω is the refractive index parallel to the equilibrium magnetic field,
k‖ = k ·B0/|B0|. Eqs 5.9a and 5.9b describe left (shear branch) and right (com-
pressional branch) handed polarised electromagnetic waves respectively [28] and can
be rewritten as
N2‖ = 1 + 2ε∓ (5.10)
where − and + correspond to Eq (5.9a) and Eq (5.9b) respectively. From this it can
be seen that the shear branch only receives kinetic contributions via the Doppler
resonance and the compressional branch only via the anomalous resonance. This is
consistent with neglecting the finite Larmor radius terms in the dispersion relation
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and in the dielectric tensor. If the thermal plasma is assumed to be ‘cold’ and the
frequency range of interest satisfies ω  ωce, ωpe, then the dispersion relation for
electromagnetic waves becomes
Λth + Λb = 0 (5.11a)
Λth = N
2
‖ − 1−
∓ω2pD
ωcD (ω ∓ ωcD) , Λb = −2εb∓ (5.11b)
5.3.3 The growth rate γloc/ω
Since the waves under investigation are harmonic in time, the real part of the wave
frequency (ω) corresponds to oscillations whilst the imaginary part (γloc) corre-
sponds to exponential growth or decay of the associated wave. The ratio γloc/ω
therefore gives the growth rate (or decay rate) normalised to the oscillation fre-
quency. By noting from Eq (5.1) that nb/n0  1 and from section 4.2.7 that
γloc/ω  1, the small parameter δ ∼ nb/n0 ∼ γloc/ω  1 is used to re-write the
dispersion relation as an expansion in δ
O
(
δ0
)
: Λth = 0 (5.12a)
O
(
δ1
)
: γloc =
−Im (Λb)
∂Λth
∂ω
. (5.12b)
Eq (5.12a) gives the solution for the real part of the frequency ω, which is then
substituted into Eq (5.12b) to calculate the growth rate γloc. From this it can
be understood that the imaginary contribution to Λb comes only from the plasma
dispersion function [28]
Z (x) = e−x
2
(
ipi1/2 − 2
∫ x
0
et
2
dt
)
. (5.13)
The normalised local linear growth rate is then calculated to be
γloc
ω
=
−√pie−x2∓ ω
2
pb
ω2
[
ω
k‖∆v‖
− v‖b
∆v‖
+ x∓
(
3
2
∆v2⊥
∆v2‖
+
v2⊥b
∆v2‖
− 1
)]
sgn
(
k‖
)
2 +
ω2pD
(ω ∓ ωcD)2
(5.14)
so that an instability can arise when the square bracket is negative.
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5.3.4 The instability threshold
For the experimentally observed case of modes driven via the Doppler shifted cy-
clotron resonance with a negative beam velocity (negative with respect to the mag-
netic field) and counter propagating waves with ω < ωcD, the condition for an
instability to develop can be represented by∣∣v‖b∣∣ < − ω
k‖
− ωcD
k‖
[
∆v2‖
3
2
∆v2⊥ + v
2
⊥b
− 1
]
, (5.15)
where the following anisotropy condition must therefore be necessary satisfied
∆v2‖
3
2
∆v2⊥ + v
2
⊥b
< 1− ω
ωcD
. (5.16)
This implies that anisotropy of the kind shown in Fig 5.4 is preferable for generating
an instability, which warrants the use of a non zero ∆v⊥ Gaussian over a constant
pitch angle distribution function.
v b
v||
v
v||b
Figure 5.4: Contours of FNBI from Eq 5.1
It can be seen that if the unstable temperature anisotropy condition [54]
∆v2‖
∆v2⊥
< 1− ω
ωcD
. (5.17)
is satisfied then, as long as
∣∣v‖b∣∣ is not too large, an instability will arise. However if
temperature anisotropy is not satisfied then a critical v⊥b is required to initiate an
instability.
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For the case of the anomalous Doppler shifted cyclotron resonance with a negative
beam velocity (negative with respect to the magnetic field) and co propagating
waves, the instability condition can be represented by∣∣v‖b∣∣ > − ω∣∣k‖∣∣ + ωcD∣∣k‖∣∣
[
∆v2‖
3
2
∆v2⊥ + v
2
⊥b
− 1
]
. (5.18)
In order of an instability to develop for an arbitrary v‖b it can then be seen that the
following condition must be satisfied
∆v2‖
3
2
∆v2⊥ + v
2
⊥b
> 1− ω
ωcD
. (5.19)
and that therefore the unstable temperature anisotropy condition [54]
∆v2‖
∆v2⊥
> 1 +
ω
ωcD
. (5.20)
must also be necessarily satisfied. This implies that anisotropy of the kind shown in
Fig 5.5 is preferable for generating an instability. However if Eq 5.19 is not satisfied
then temperature anisotropy is no longer a necessary condition for an instability
and a critical v‖b is required to initiate an instability.
Figure 5.5: Contours of FNBI from Eq 5.1
In summary, waves in resonance via the Doppler and anomalous Doppler mech-
anisms have been shown to be unstable to opposite anisotropy regimes. Although
not a necessary condition for the onset of an instability, temperature anisotropy
contributes in a destabilising way to the growth of an instability.
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5.4 Global analysis
To calculate the global kinetic growth rate from Eq 5.2 the spectrum from Fig 4.20
in chapter 4 is substituted into the expression for the local growth rate in Eq 5.14
which yields Fig 5.6, noting that the velocity space part of the distribution function
defined in Eq (5.1) is assumed to hold for all radii.
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Figure 5.6: γloc as a function of normalised radius and k‖ for the Doppler resonance.
Blue indicates regions of instability while red indicates regions of damp-
ing. The green line shows the eigenfrequency corresponding to k‖
From Fig 4.6 the main nexp = −9 activity was found at around 1MHz, so the lowest
eigenfrequency from Fig 5.6 is taken to produce γloc as a function of radius as shown
in Fig 5.7 (essentially taking a line out of Fig 5.6 at k‖ = 6.6m−1). The important
difference to note between the symmetric and asymmetric eigenmodes in Fig 5.7 is
that the peak shifts more to the outboard side of the plasma in the symmetric case,
into the damping region, so that one can expect a more heavily damped mode in
this case.
Note that for the lowest eigenfrequency v‖res (r/a = 0.425) ≈ −1.4 × 106ms−1
showing (from Fig 5.3) that modelled Gaussian 1 is indeed the most important part
of the distribution function to include in the drive calculation.
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Figure 5.7: The normalised growth rate as a function of normalised radius (blue) and
the eigenmode (or electric field) profile as a function of radius (asym-
metric red and symmtric green).
To calculate the global drive for the mode in Fig 5.7, one must perform the integral
from Eq (5.2) of the local drive over the eigenmode region. In the case of Fig 5.7 this
results in a damping γgl/ω = −0.0086 for the asymmetric case and γgl/ω = −0.0183
for the symmetric case. However, since TRANSP is accurate to about 10% [51] it
is sensible to calcualte the global drive as a function of v‖b and v⊥b to asses the
sensitivity of our result (Fig 5.8).
The use of a velocity ‘bump’ that persists out to all radii is a major source of
damping in this calculation. Despite this fact however Fig 5.8 shows that, within
the error bars of TRANSP, an overall growth can be calculated for a nexp = −9
mode at about f = 1MHz.
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Figure 5.8: γgl/ω contours as a function of v‖b and v⊥b using an asymmetric (top)
and symmetric (bottom) eigenfunctions. The red circle shows the 10%
tolerance around the TRANSP value of the modelled beam velocity.
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5.5 Discussion
The linear kinetic drive for the high frequency compressional modes observed on
MAST has been calculated for the contribution arising from the left handed part
of the elliptical wave polarisation. Modelling of the distribution function from the
TRANSP data using a simplified shifted Gaussian distribution function reveals that
the instability threshold depends on temperature anisotropy and on velocity thresh-
olds, with the Doppler and anomalous Doppler resonances exhibiting opposite trends
from one another. This simplified distribution also shows that the kinetic drive is
extremely sensitive to the details of the distribution function and that the most
accurate simulation should always be used for velocity space instabilities.
Chapter 6
Non-linear analysis near marginal
stability
The final chapter in this thesis investigates the non-linear evolution of marginally
unstable Alfve´nic modes excited by NBI fast ions in spherical tokamaks. It will
be shown that the effect of dynamical friction is destabilising compared to velocity
space diffusion, and the experimental differences between beam driven and ICRH
driven Toroidal Alfve´n Eigenmodes (TAEs) will be interpreted. Until this point
only the existence and excitation of these modes has been discussed, however the
non-linear evolution of fast particle driven modes is also of interest, as this deter-
mines the possible character of any fast particle losses i.e pulsating or steady state.
The character of the evolution can remotely provide information about the plasma
conditions [14], which will be necessary for ‘burning’ plasma environments that can-
not be accessed directly. Such waves (e.g TAEs) also have the potential to eject
energetic particles from the plasma [55], which is undesirable. Although full multi-
mode analysis is required to assess the global transport properties, the non-linear
temporal behaviour of individual waves is nevertheless an essential element of any
calculations with predictive capability.
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6.1 Marginal stability
A mode of the system it said to be ‘marginally unstable’ if it is driven just above
the instability threshold and so satisfies
γ ≡ |γl − γd|  γd ≤ γl (6.1)
where γl is the linear growth rate of the wave and γd is the linear wave damping rate.
For a marginally unstable mode the characteristic time for the wave electric field to
grow, 1/γ, can become comparable with collisional times, 1/νeff, which represents
the characteristic time for restoring the unstable distribution function. In this case
the Vlasov equation is replaced by a Fokker-Planck equation in order to capture the
effect of collisions on the near threshold mode evolution.
A general theory [25] has been developed for describing the non-linear evolution
of a wave satisfying the marginal stability criterion of Eq 6.1. It was theoretically
shown in [25] that the mode evolution just above the threshold reflects an interplay
between the wave electric field, that tends to flatten the distribution function of
energetic particles, and the relaxation processes, which tend to restore the unstable
distribution function with a characteristic time scale 1/νeff. The relaxation process
restoring the unstable distribution function was modelled in [25] via an ‘annihilation’
(Krook [56]) collision operator that treats the effect of collisions as −νeff (F − F0),
with F0 and F being the equilibrium and perturbed distribution functions respec-
tively. Within this model it was found that a steady-state solution does not always
establish itself near the threshold, and four main regimes of the near-threshold non-
linear amplitude evolution have been predicted in [25] depending on the ratio of
νeff/γ: 1) a steady-state regime; 2) a regime with periodic amplitude modulation; 3)
a chaotic regime, and 4) an ‘explosive’ regime. The case of velocity space diffusion
was also investigated in [26] and produced very similar non-linear behaviour to the
Krook collisions (see figure 6.1).
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Figure 6.1: Different regimes of marginally unstable amplitude evolution for veloc-
ity space diffusion collisions (a) steady state, (b) amplitude modulation
(pitch fork splitting), (c) chaotic, (d) explosive [produced using Eq 6.14
with α = β = 0, benchmarked against [24])
6.2 Collisions
Collisions between particles in a plasma are notably different from those in a neutral
gas. In contrast to neutral particles that collide at short range due to the intense
electric field close to the atoms, and result in large angle scattering, plasma particles
suffer small angle scattering due to the long range (∼ λD) electric field that exists
in a plasma. The sum of these small events eventually leads to a large deviation
from the particle’s original trajectory, which is then termed a ‘collision’. It is these
distant collisions that dominate a plasma environment [57]. For fast particles such
as NBI injected ions, the injection velocity vf typically lies in the range vT i 
vf  vTe where vT i and vTe are the background ion and electron thermal velocities
respectively. Since the Coulomb cross section depends on the relative velocity of the
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two colliding particles [57], collisions between fast ions and electrons will dominate
at higher velocities, while those from thermal ions will dominate at lower velocities.
There exists a critical energy (Ec) at which the energy flow from fast ions to thermal
electrons and ions are comparable [9, 58]
Ec = 14.8AfTe
〈
Z2i
Ai
〉2/3
(6.2)
where Te is the electron temperature in eV, Af is the fast ion atomic number and〈
Z2i
Ai
〉
=
∑
i ni (Z
2
i /Ai) ln Λi
ne ln Λe
(6.3)
is the average charge to mas ratio of the thermal ions (lnΛi, lnΛe denote the Coulomb
logarithms for ion-ion and ion-electron collisions). Above this energy the dominant
collisional effect on the fast ions is an electron drag similar to a large ball rolling
through a sea of marbles. Below Ec the thermal ion collisions dominate and, since
the masses of the colliding particles are similar, the effect is to significantly alter the
fast particle direction (pitch angle scattering) and energy (energy diffusion). These
collisions can be described by their affect on the distribution function F , which is
represented by a dynamical friction and diffusion in velocity space [59]
dF
dt
∣∣∣∣
coll
= −∇v · (F 〈∆v〉) + 1
2
∇v · (∇v · (F 〈∆v ⊗∆v〉)) (6.4)
where ∆v is the change in velocity due to collisions, 〈. . .〉 denotes velocity averaging,
〈∆v〉 is called the coefficient of dynamical friction (drag) and 〈∆v ⊗∆v〉 is the
diffusion tensor. Both dynamical friction and diffusion must be considered when
obtaining the global equilibrium distribution function F0. It can be the case however
that only one collisional process dominates F0 locally, e.g. well above the critical
energy, where drag dominates. Roughly speaking
Drag ∼ F
v
, Diffusion ∼ F
v2
, (6.5)
demonstrating that for high velocity particles, drag is important, as was previously
described. However it is incorrect to assume that only this process governs F in the
presence of an unstable wave, as here fluctuations in F develop locally around the
resonance, which generates small scales in phase space δv. In this case
Drag ∼ F
δv
, Diffusion ∼ F
(δv)2
(6.6)
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which demonstrates that the formation of small scales in velocity space, due to the
wave, can ‘activate’ the diffusive collision operator even in the region where drag
dominates globally. More formally, the region of phase space that is significantly
affected by the presence of the wave is a delta function (the resonance) in the absence
of collisions. The effect of collisions in this sense is to give a width to the resonance
in phase space, the greater this width the greater the influence of collisions on the
wave evolution. This width essentially defines the volume in phase space that can
be ‘moved’ into and out of resonance by collisions in a time scale of interest (in this
case the growth time of the wave). From these considerations it may appear that
the diffusive collision operator is the dominant one for the non-linear evolution of
the wave, however it will be subsequently shown in section 6.5, that drag can in fact
dominate. It is therefore necessary to include both effects in a theory of marginal
stability.
6.3 Experimental observations
The first three regimes described in section 6.1 have been identified in JET exper-
iments on Toroidal Alfve´n Eigenmode (TAE) excitation by ICRH (ion cyclotron
resonance heating) [23, 24] (Fig 6.2 top). Here, as the ICHR power increases, the
steady state, amplitude modulated and chaotic regimes are seen in sequence. The
Fourier space representation is seen as steady state frequency, side band formation
(‘pitch-fork’ splitting), and ‘fuzzy’ frequency behaviour respectively. The explosive
regime leading to a strongly non-linear phase was identified in MAST experiments
with TAEs driven by NBI (neutral beam injection) [22] (Fig 6.2 bottom). Due
to the strong non-linearity that develops in the explosive scenario, the instability
on MAST was observed in the form of TAE ‘bursts’, representing a near-threshold
type [60] of a general ‘bursting’ non-linear scenario described in [61]. A compar-
ison of the non-linear TAE evolution [22] with that on other machines has shown
that there is a tendency for NBI-driven Alfve´nic instabilities to exhibit a bursting
behaviour on NSTX [62], TFTR [63], DIII-D [64] and JT-60U [65]. On the other
hand, ICRH-driven modes in the Alfve´n frequency range, similar to those in [23,24],
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show predominantly the first three types of mode evolution on TFTR [66], JT-
60U [67], DIII-D [68] and C-MOD [69]. Taking into account that the distribution
function of NBI-produced energetic ions establishes itself due to dynamical friction
(also called electron drag and slowing down) [70], while the Stix type distribution
function of ICRH-accelerated ions [71] is formed via a quasi-linear RF diffusive pro-
cess, a comparison between dynamical friction and velocity-space diffusion becomes
an important issue for kinetic instabilities. In this chapter such a comparison is
made for a ‘bump-on-tail’ instability and extended to toroidal systems with the
TAE instability.
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Figure 6.2: Fourier spectrogram of a JET experiment with slowly increasing ICRH
power showing steady state, followed by amplitude modulation and then
chaotic behaviour [24] (top) and a MAST experiment with constant NBI
power showing explosive behaviour seen as rapid frequency sweeping [22]
(bottom).
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6.4 The bump-on-tail problem
In the aforementioned theory [25] the ‘bump on tail’ problem in a 1-D velocity space
was considered for investigating the non-linear evolution of a marginally unstable
electrostatic wave with frequency ω = ωpe =
√
4pinee2/me in the presence of an
unstable beam distribution F (x, v, t). It can be shown [72], using a linear pertur-
bation theory, that electrostatic perturbations, propagating with phase speed ω/k,
will become unstable if the equilibrium distribution function F0 satisfies Eq 6.7
∂F0
∂v
∣∣∣∣
ω
k
> 0. (6.7)
Typically this configuration is achieved by injecting a beam component at high
energy into a background thermal component as shown in Fig 6.3. In this case one
describes the unstable perturbations as ‘beam excited plasma waves’. Given this
initially unstable wave, the distribution function will then evolve to reflect the energy
transfer from the unstable distribution function to the wave itself. Particles ‘move’
from higher to lower energy resulting in a flattening of the distribution function at
the resonance point in phase space (v = ω/k) as illustrated in Fig 6.4 (the ‘quasi-
linear plateau’ [73]), which eventually halts the progression of the wave. For the
bump on tail case produced by beam injection, the constant flux of particles into
and out of the resonance point limits the extent to which this plateau can inhibit the
wave and, as alluded to in section 6.1, these processes can compete for a marginally
unstable wave.
To describe this evolution in the presence of a wave with E = 1
2
[
Eˆ (t) ei(kx−ωt) + c.c
]
the Fokker-Planck equation below must be solved
∂F
∂t
+ v
∂F
∂x
+
e
2m
[
Eˆ (t) ei(kx−ωt) + c.c
] ∂F
∂v
=
dF
dt
∣∣∣∣
coll
(6.8)
together with Maxwell’s equations for the electric field[
−iωpe∂Eˆ (t)
∂t
ei(kx−ωt) + c.c
]
+ 4pi
∂jf
∂t
= 0 (6.9)
where Eˆ (t) is allowed to be complex to permit non-liner frequency shifting and jf
is the fast particle contribution to the perturbed current produced by the wave.
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Figure 6.3: Example of a typical bump on tail distribution function.
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v=ω/k
Figure 6.4: Zoom of F from Fig 6.3, showing the formation of the quasi-linear
plateau
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In Eq 6.9 it has been assumed that any change in Eˆ(t) occurs on a slower time scale
than the wave frequency ωpe, and that the fast particles to not significantly alter
the wave frequency.
6.4.1 Extending the marginal stability model
Since only the resonant particles contribute significantly to the non-linear dynamics
of the wave, F in Eq 6.8 can be taken as the distribution function of fast particles
close to the resonance and not the global distribution function. Considering this,
the collision operator in the vicinity of the resonance is represented by
dF
dt
∣∣∣∣
coll
= α2
(
∂F
∂u
− ∂F0
∂u
)
+ ν3
(
∂2F
∂u2
− ∂
2F0
∂u2
)
− β (F − F0) (6.10)
where α, ν and β are coefficients of drag, diffusion and Krook respectively and
u = kv − ω. In the case of Krook collisions β is defined to be a constant, however
for drag and diffusion α and ν are taken as the values at the resonance point. By
substituting the operators of Eq 6.10 into Eq 6.8, the relevant kinetic equation
becomes
∂F
∂t
+
(
u+ ω
k
)
∂F
∂x
+
ek
2m
[
Eˆ (t) ei(kx−ωt) + c.c
] ∂F
∂u
− ν3∂
2F
∂u2
− α2∂F
∂u
+ βF = −ν3∂
2F0
∂u2
− α2∂F0
∂u
+ βF0 (6.11)
which, together with Eq 6.9, will describe the dynamics of the system close to the
resonance.
6.4.2 Weak Non-linearity approach
Since the wave is assumed to be sinusoidal in nature, the distribution function F is
written as a Fourier series F = F0 + f0 +
∞∑
n=1
[fn exp (inψ) + c.c] and ψ = kx − ωt,
which allows the wave equation in Eq 6.9 to be written as
∂Eˆ
∂t
+ 4pie
ω
k2
∫
f1du+ γdEˆ = 0 (6.12)
where wave damping due to the thermal plasma has been included explicitly.
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A perturbative approach is taken so that the time-scales τ of interest are assumed to
be small compared to the the non-linear bounce time (τB) of a particle in the wave
field. In this way the distribution function F will not be significantly perturbed from
its equilibrium value, permitting the ordering F0  f1  f0, f2 to be taken. F then
admits a power series in Eˆ(t), which allows the first order non-linearity O
(
Eˆ3
)
to
be captured by the following truncated Fourier expansion of of Eq 6.11 [25,26]
∂f0
∂t
− ν3∂
2f0
∂u2
− α2∂f0
∂u
+ βf0 = − ek
2m
(
Eˆ
∂f ∗1
∂u
+ c.c
)
(6.13a)
∂f1
∂t
+ iuf1 − ν3∂
2f1
∂u2
− α2∂f1
∂u
+ βf1 = − ek
2m
Eˆ
∂
∂u
(F0 + f0 + f2) (6.13b)
∂f2
∂t
+ 2iuf2 − ν3∂
2f2
∂u2
− α2∂f2
∂u
+ βf2 = − ek
2m
Eˆ∗
∂f1
∂u
+ O
(
Eˆf3
)
. (6.13c)
For a marginally unstable wave Eq 6.12 implies that the non-linear terms can com-
pete with the linear terms when the non-linearity is still small, which implies that
the truncated kinetic equation Eq 6.13 should describe the non-linear marginally un-
stable mode evolution. For a sufficiently large collision frequency this perturbative
approach can be maintained indefinitely so long as νeff  ωB ≡
(
ekEˆ/m
)1/2
[26].
By comparing the second term in Eq 6.13b to the collision terms separately, reso-
nance widths can be constructed to characterize the role of various collisions at the
wave-particle resonance with ∆uν = ν, ∆uα = α and ∆uβ = β for diffusive, drag
and Krook collisions respectively.
Eq 6.13 is solved iteratively for f1, and hence for the electric field from Eq 6.12,
noting that f2 does not contribute to the final expression for the wave amplitude, and
so it will subsequently be dropped from the analysis (see appendix B). Specifically
f1 is obtained by first neglecting f0, which gives the linear response of the plasma to
the wave. Secondly f0 is obtained using this f1 and then finally f1 is subsequently
solved for using this f0 to obtain to first non-linear correction to the wave amplitude.
The resulting equation for the evolution of the wave amplitude takes the following
form (see appendix B)
dA
dτ
= A (τ)− 1
2
τ/2∫
0
dz z2A (τ − z)
τ−2z∫
0
dx e−νˆ
3z2(2z/3+x)−βˆ(2z+x)+iαˆ2z(z+x)
× A (τ − z − x)A∗ (τ − 2z − x) (6.14)
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whereA =
[
ekEˆ (t) /m (γl − γd)2
]
[γl/ (γl − γd)]1/2, τ = (γl − γd) t, νˆ3 = ν3/ (γl − γd)3,
αˆ = α/ (γl − γd)2, βˆ = β/ (γl − γd) and γl = 2pi2 (e2ω/mk2) ∂F0 (ω/k) /∂v.
The non-linear contribution to the amplitude is governed by a sophisticated time
integration over the history of the wave, and provides a stabilising effect so long as
the minus sign in front of the integral is preserved. In this case a saturated steady
state is possible in the form A0 = |A0| exp(ibτ) as τ → ∞. Assuming the integral
in Eq 6.14 converges in this limit, the steady state solution will satisfy
ibA0 = A0 − A0 |A0|2 I (6.15)
where
I =
1
2
∞∫
0
dz z2
∞∫
0
dx e−νˆ
3z2(2z/3+x)−βˆ(2z+x)+iαˆ2z(z+x). (6.16)
It can then be demonstrated that
b = −Im {I}
Re {I} , |A0|
2 =
1
Re {I} , (6.17)
from which it can be concluded that steady state solutions to Eq 6.14 cannot exist
if I has a negative real part.
The case of no dynamical friction, αˆ = 0, in Eq 6.14 was previously considered
in [26] and the non-linear amplitude evolution was divided into soft and hard non-
linear regimes. In the soft case the amplitude evolves to a low level, reflecting
the closeness to the instability threshold, whereas the hard case leads to a solution
which blows up in a finite time A ∼ (t− t0)−p, the so called ‘explosive’ solution.
The inclusion of a non-zero αˆ introduces an oscillatory dependence to the integral,
which has a profound effect on the non-linear behaviour of the mode amplitude, as
the integral in Eq 6.14 can then easily change sign. In this case no steady state
solution is possible and the ‘explosive’ solution is expected.
The physical significance of this observation can be understood by solving Eq
6.13a for the complimentary function. For pure Krook and pure diffusion, perturba-
tions to the distribution function decay in time as f0 ∼ e−βt and f0 ∼ e−
u2
4ν3t/
√
ν3t
respectively, destroying the history of the perturbations. For pure drag however
the solution takes the form of an advecting profile f0 ∼ f0 (u+ α2t), which retains
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a ‘memory’ in some sense. This can also be understood by noting the parity of
the operators with respect to time in Eq 6.11. Both Krook and diffusion operators
have odd parity, whereas drag has an even parity. Even parity operators leave the
equation unchanged if time is reversed, indicating that drag is a reversible process
and allows the plasma to retain a ‘memory’. However, Krook and diffusion break
this time reversal symmetry indicating irreversibility, and decorrelation of collisional
events after some time.
6.4.3 Numerical considerations
To solve Eq 6.14, a MatLab code has been developed using a similar numerical
scheme to that of R. F. Heeter [74], which uses a finite difference scheme and utilises
a recurrence relation technique to reduce the computational intensity of the integral.
The finite difference version of Eq 6.14 can be written as
A (j + 1) = A (j) + A (j) ∆τ + C1
j/2∑
k=1
A (j − k)S (j, k) (6.18)
where C1 = −∆τ 5/2. By changing variables to ξ = τ − 2z − x in the x integral,
S (j, k) can then be written as
S (j, k) =
j−2k∑
l=0
eC2(l−j)+C3k
2(4k/3+l−j)+iC4k(j−l−k)A (l + k)A (l) (6.19)
where C2 = βˆ∆τ , C3 = νˆ
3∆τ 3, C4 = αˆ
2∆τ 2. The following recurrence relation is
then used to reduce the computational intensity of the simulation
S (j, k) = e−C2−C3k
2+iC4kS (j − 1, k) + e−2kC2−2C3k3/3+iC4k2A (j − k)A (j − 2k) .
(6.20)
The code was benchmarked against results obtained in [24] and was found to agree,
as can be seen in Fig 6.1.
6.4.4 Pure drag
For the case of pure drag
(
νˆ = βˆ = 0
)
the amplitude evolution is always of explosive
type and blows up in a finite time. In this case Eq 6.14 does not admit steady state
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solutions for any value of αˆ. This can be demonstrated by letting τ → ∞ in the
integral of Eq 6.14, which gives
lim
τ→∞
τ/2∫
0
dz
z
iαˆ2
[
eiαˆ
2z(τ−z) − eiαˆ2z2
]
. (6.21)
This integral will not converge due to the existence of the (τ − z) term in the first
exponential. The numerical evaluation of Eq 6.14 also supports this as can be seen
in Fig 6.5. This is in contrast to the previously studied of Krook and diffusive cases.
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Figure 6.5: Amplitude evolution for the pure drag case, with initial perturbation A =
1 and time step ∆τ = 0.01, showing explosive behaviour A ∼ (t− t0)−p.
6.4.5 Drag and Diffusion
By adding diffusion along with drag, steady state solutions to Eq 6.14 can exist for
small amounts of drag (see Fig 6.6 (top)) with
|A0|−2 = 1
2
Re

∞∫
0
z
zνˆ3 − iαˆe
−2νˆ3z3/3+iαˆz2 dz
 . (6.22)
However, when νˆ/αˆ < 1.043, I in Eq 6.16 acquires a negative real part that prohibits
the existence of a steady state (figure 6.6 (bottom)). For those parameters which
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exhibit a steady state, the behaviour of the amplitude as a function of the drag
parameter αˆ can be seen in Fig 6.7
The stability of the steady state solutions is also of interest, unstable solutions
lead to the amplitude modulated and chaotic regimes seen in Fig 6.1. By perturbing
the steady state solution A = A0 (1 + δA), where δA = C exp (λτ) + D exp (λ
∗τ),
Eq 6.14 reduces to a dispersion relation for λ (see appendix B)
0 =
λ+ ib− 1 + |A0|22
∞∫
0
dz P (z)
[
e−λz
νˆ3z2 − iαˆ2z + λ +
e−λz
νˆ3z2 − iαˆ2z
]
×
λ− ib− 1 + |A0|22
∞∫
0
dz P ∗ (z)
[
e−λz
νˆ3z2 + iαˆ2z + λ
+
e−λz
νˆ3z2 + iαˆ2z
]
−
 |A0|22
∞∫
0
dz P (z)
e−2λz
νˆ3z2 − iαˆ2z + λ
×
 |A0|22
∞∫
0
dz P ∗ (z)
e−2λz
νˆ3z2 + iαˆ2z + λ
 .
(6.23)
where P (z) = z2exp (−2νˆ3z3/3 + iαˆ2z2). For large values of νˆ the amplitude satu-
rates to the steady state, as seen in Figure 6.6 (top), which implies that Re {λ} < 0.
It is reasonable to assume that, as νˆ is lowered, λ changes continuously until
Re {λ} > 0 when the solution becomes unstable. The point at which Re {λ} = 0
will therefore define a stability boundary in νˆ, αˆ space. The resultant boundary is
displayed in Fig 6.8. From Fig 6.8 it can be seen that the addition of drag is in
general destabilising. The unstable regimes exist in the narrow region between the
blue and red lines.
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Figure 6.6: Numerical solution of Eq 6.14 showing the amplitude evolution for the
drag + diffusive case, with initial perturbation A = 1 and time step
∆τ = 0.01, showing steady state behaviour (top) and explosive behaviour
(bottom).
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Figure 6.7: Amplitude for the diffusive + drag case in Eq 6.22, which increases as
a function of αˆ
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Figure 6.8: Displays the boundaries in parameter space that give stable, unstable and
no steady state solution to Eq 6.14
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Solving 6.14 numerically confirms that amplitude modulated regimes do exist in
the diffusion + drag case (figure 6.9). However the chaotic regimes have yet to
be confirmed, as the inclusion of the oscillatory dependence from the drag term
necessitates very small time steps to resolve the chaotic regime.
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Figure 6.9: Numerical solution of Eq 6.14 showing amplitude evolution for the drag
+ diffusive case, with initial perturbation A = 1 and time step ∆τ =
0.005, showing modulated amplitude behaviour.
The destabilising effect of drag can also be seen from the perturbed distribution
function. For convenience Eq 6.13 is expressed in terms of the normalised parameters
in Eq 6.14, including uˆ = u/ (γl − γd), Fˆ = F (γl − γd)2 / (mk/2pi2e2ω) and f1 =
−Af to give the steady state distribution function equations
−αˆ2∂fˆ0
∂uˆ
− νˆ3∂
2fˆ0
∂u2
= |A0|2 Re
(
∂fˆ
∂uˆ
)
(6.24a)
iuˆfˆ − αˆ2∂fˆ
∂uˆ
− νˆ3∂
2fˆ
∂uˆ2
=
1
2
. (6.24b)
where ∂/∂τ = 0 has been taken for simplicity (inclusion simply shifts the origin).
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The solutions to Eq 6.24 are found to be (see appendix B)
fˆ0 = −|A0|
2
2νˆ3
Re

∞∫
0
e−y
3/3−iy2αˆ2/2νˆ2
[
e−iyuˆ/νˆ
αˆ2/νˆ2 − iy
]
dy
 (6.25)
fˆ =
1
2νˆ
∞∫
0
e−iy(uˆ/νˆ)−iy
2αˆ2/2νˆ2−y3/3 dy. (6.26)
Since the above equations describe the behaviour of the Fourier coefficients of F , the
actual distribution will contain the equilibrium part F0, a rapidly oscillating part
from the f term, and a slowly varying part from f0. Therefore over long time-scales
compared to the wave period, F = F0 + f0 provides information about the form of
the steady state distribution function in the presence of the wave.
PURE DIFFUSION Considering firstly the case when the collisions are domi-
nated by a purely diffusive process (αˆ = 0), Eq 6.22 can be evaluated explicitly to be
|A0|2 = 24/3×32/3×νˆ4/Γ (1/3), where Γ here is the gamma function (Γ (1/3) ≈ 2.68).
Given this fact fˆ0 is reduced to
fˆ0 = −2
1/3 × 32/3νˆ
Γ (1/3)
∞∫
0
e−y
3/3 sin (yuˆ/νˆ)
y
dy, (6.27)
from which it can be seen that fˆ0 → ∓32/3νˆpi/22/3Γ (1/3) as uˆ → ±∞, which is
confirmed by a numerical evaluation of Eq 6.27 displayed in Fig 6.10
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Figure 6.10: Numerical evaluation of Eq 6.27
For the bump on tail case, F0 close to the resonance is a straight line with con-
stant gradient of ∂Fˆ0/∂uˆ = γl/ (γl − γd) in the chosen normalisation. Fˆ
(
= Fˆ0 + fˆ0
)
is calculated for two cases; 1: νˆ = 10, 20, 40, γl = 0.1s
−1, γl − γd = 0.5γl (Fig 6.11
top), and case 2: νˆ = 10, γl = 0.1s
−1, γl− γd = 0.5γl, 0.7γl, 0.9γl (Fig 6.11 bottom).
As previously discussed the effect of the wave is to flatten the distribution func-
tion close to the resonance point. Fig 6.11 (top) confirms this and is consistent
with a system driven to saturation. As νˆ is increased the flattened region increases
but the shape of F remains unchanged, demonstrating a stable saturation. Fig 6.11
(bottom) however shows that increasing the drive of the wave eventually results in
the distribution function reversing its gradient at the resonance point. In this case
the theory of marginal stability breaks down signifying the onset of a hard non-linear
regime. This is confirmed by using Eq 6.27 to find that the gradient reverses sign
at the resonance when γ/γl > 2
−1/3 is satisfied.
DIFFUSION + DRAG To understand the effect of drag on the distribution
function an artificially large drag coefficient is used to produce the perturbed f0
shown in Fig 6.12. One can view the the effect of drag as that of a flowing river
and the resonance as that of a rock in the flow. Upstream the flow is unperturbed
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Figure 6.11: Saturated distribution function for the pure diffusion case
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(u > 0 in Fig 6.12) and downstream of the rock the flow is significantly perturbed
(u < 0 in Fig 6.12).
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Figure 6.12: f0 for diffusion and an artificially large amount of drag to illustrate the
oscillatory behaviour of the drag.
Using more realistic parameters νˆ = 10, αˆ = 0, 3.2, 4.5, 6.3, γl = 0.1s
−1, γl −
γd = 0.5γl, (Figure 6.13) demonstrates that, by adding a significant slowing down
component to the collision term, large perturbations in the distribution are formed.
As |αˆ| increases, these perturbations deepen. By comparing this to the purely
diffusive case with increasing γ one can conclude that the perturbative approach of
this analysis breaks down and indicates that the system is being driven towards a
hard non-linear regime.
6.4.6 Drag and Krook
The addition of Krook collisions to the drag collision operator is dealt with using
the procedures developed for the ‘diffusive and drag’ case in section 6.4.5, and the
results are qualitatively very similar. The existence of steady state solutions to Eq
6.14 is prohibited for βˆ/αˆ < 1.02. For the steady state solutions that do exist their
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Figure 6.13: Saturated distribution function for the diffusive + drag case varying the
drag parameter αˆ
amplitude satisfies
|A0|−2 = 1
2
Re

∞∫
0
z2
β − iαˆz e
−2βˆz+iαˆz2 dz
 , (6.28)
and the dependence of the amplitude on the drag parameter can be illustrated in
Fig 6.14. The stability properties of the steady state with Krook and drag collisions
are governed by the following dispersion relation
0 =
λ+ ib− 1 + |A0|22
∞∫
0
dz P (z)
[
e−λz
βˆ − iαˆ2z + λ +
e−λz
βˆ − iαˆ2z
]
×
λ− ib− 1 + |A0|22
∞∫
0
dz P ∗ (z)
[
e−λz
βˆ + iαˆ2z + λ
+
e−λz
βˆ + iαˆ2z
]
−
 |A0|22
∞∫
0
dz P (z)
e−2λz
βˆ − iαˆ2z + λ
×
 |A0|22
∞∫
0
dz P ∗ (z)
e−2λz
βˆ + iαˆ2z + λ
 .
(6.29)
where P (z) = z2exp
(
−2βˆz + iαˆ2z2
)
. From this a stability boundary is obtained
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Figure 6.14: Amplitude for the krook + drag case in Eq 6.22, which increases as a
function of αˆ
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Figure 6.15: Displays the boundaries in parameter space for Krook + drag that give
stable, unstable and no steady state solution to Eq 6.14
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in the same way as in section 6.4.5 to yield Fig 6.15. As with section 6.4.5 Eq 6.13 is
re-expressed in terms of normalised parameters, to give the steady state distribution
function equations
−αˆ2∂fˆ0
∂uˆ
+ βˆfˆ0 = |A0|2 Re
(
∂fˆ
∂uˆ
)
(6.30a)
iuˆfˆ − αˆ2∂fˆ
∂uˆ
+ βˆfˆ =
1
2
. (6.30b)
the solutions of which are given by
fˆ0 = Re
−12 |A0|2
∞∫
0
iy
βˆ + iαˆ2y
e−βˆy−iuˆy−iαˆ
2y2/2dy
 (6.31)
fˆ =
1
2
∞∫
0
e−βˆy−iuˆy−iαˆ
2y2/2dy (6.32)
PURE KROOK Considering firstly the case when the collisions are dominated by
a purely Krook process (αˆ = 0) Eq 6.28 is evaluated explicitly to give |A0|2 = 8βˆ4.
Given this fact fˆ0 is then be reduced to
fˆ0 = − 8uˆβˆ
4(
βˆ2 + uˆ2
)2 (6.33)
from which it can be seen that fˆ0 has extrema of fˆ0 (uˆ0) = ∓3βˆ
√
3/2 at uˆ0 = ±βˆ/
√
3,
which is confirmed by a numerical evaluation of Eq 6.33 displayed in Fig 6.16.
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Figure 6.16: Numerical evaluation of Eq 6.33
As with section 6.4.5 the slowing varying saturated distribution function Fˆ
(
= Fˆ0 + fˆ0
)
is calculated for the pure Krook for two cases; 1: βˆ = 10, 20, 40, γl = 0.05s
−1, γl −
γd = 0.05γl (Fig 6.17 top), and case 2: βˆ = 10, γl = 0.05s
−1, γ = 0.05γl, 0.1γl, 0.2γl, 0.4γl
(Fig 6.17 bottom). As with the diffusive + drag case, the distribution function re-
verses its gradient at the origin when γ/γl > 8
−1. A comparison with the pure
diffusive case shows that marginally unstable modes evolving due to Krook colli-
sions depart from the applicability conditions of this model before those evolving
due to diffusive collisions.
KROOK + DRAG As with the diffusive case, the effect of drag is seen to signif-
icantly perturb the distribution function downstream as shown in Fig 6.18 and the
resulting distribution function for more realistic parameters βˆ = 10, αˆ = 4.5, 6.3, 8.9,
γl = 0.05s
−1, γl−γd = 0.05γl, (Fig 6.19) demonstrates that drag continues to provide
a destabilising influence.
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Figure 6.17: Saturated distribution function for the pure Krook case
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Figure 6.18: f0 for Krook and an artificially large amount of drag to illustrate the
oscillatory behaviour of the drag.
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Figure 6.19: Saturated distribution function for the Krook + drag case varying αˆ =
4.5, 6.3, 8.9
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6.5 Generalisation to toroidal systems
Although the results obtained in section 6.4 were derived for a fast particle driven
electrostatic wave in a 1-D velocity space, the theory can be generalised to fast
particle driven instabilities in an arbitrary geometry [26]. This universality rests on
the fact that the system is close to marginal stability, which still allows the linear
properties of the mode to depend on the distribution of fast particles [26].
For the bump on tail case the competition between the wave electric field, dis-
torting the distribution function, and the fast particle source, resorting the unstable
distribution, gives rise to the interesting non-linear behaviour. For a general insta-
bility the effect of the wave is more complicated and to describe the ‘competition’
in the same framework as the bump on tail case, the correct projection in phase
space must be taken. Specifically a transformation to a convenient set of canonical
action-angle variables is necessary in order to ‘flatten’ the resonance surface locally,
so that transport of particles across this surface can be reduced to the 1-D model
outlined by the simple bump on tail case [26]. To illustrate this more clearly Fig
6.20 shows a reduced phase space of 3 dimensions and a resonance surface in that
phase space. Transformation to the correct set of coordinates transforms this irreg-
ular surface into one which is flat and the motion of particles across this surface is
then 1-D.
It can be shown that it is appropriate to express the periodic motion of ob-
jects in terms of conserved quantities or adiabatic invariants of the unperturbed
motion [75]. For a toroidal system these conserved quantities are the energy E,
and magnetic moment µ and the toroidal canonical momentum Pφ. For a low fre-
quency perturbation such as the TAE, µ can be treated as constant and moreover,
since the system is toroidally symmetric, E − (ω/n)Pφ is conserved [76] and hence
the wave predominantly affects Pφ and not the energy. From this one can infer
that the correct projection, as descried above, is onto the Pφ direction. For the
TAE the wave-particle resonance condition is Ω ≡ ω − n 〈ωφ〉 − l 〈ωθ〉 = 0, where
ω ≡ ωTAE ' vA/ (Rq (r)), 〈ωφ〉 ≡ 〈∂φ/∂t〉 and 〈ωθ〉 ≡ 〈∂θ/∂t〉 are the orbit frequen-
cies of energetic ions along toroidal, φ, and poloidal, θ coordinates, 〈...〉 represents
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Figure 6.20: Representation of the effect of the action-angle variable transformation
on the resonance surface in a reduced 3-D phase space. The transfor-
mation takes the resonance surface in the top plot and produces the flat
surface in the bottom plot.
the orbit averaging, n is toroidal mode number of the TAE, and l is an integer value.
For describing the fast particle motion across this resonance in phase space, due to
the drag and diffusion, the Fokker-Planck operator is represented in the form
dF
dt
∣∣∣∣
coll
=
∂
∂v
·D · ∂f
∂v
+
∂
∂v
· bf =
〈
∂Pφ
∂v
·D · ∂Pφ
∂v
〉(
∂Ω
∂Pφ
)2
∂2f
∂Ω2
+〈
∂Pφ
∂v
· b
〉(
∂Ω
∂Pφ
)
∂f
∂Ω
(6.34)
CHAPTER 6. NON-LINEAR ANALYSIS NEAR MARGINAL STABILITY 149
where derivatives ∂Ω/∂Pφ are taken at a constant value of E−(ω/n)Pφ. Considering
TAEs driven by strongly passing beam ions with the resonance condition [42]
Ω ≡ ω − nv‖
R
− l v‖
Rq (r)
= 0 (6.35)
where R is the major radius, r is the minor radius, q is the safety factor and v‖ is the
velocity parallel to the equilibrium magnetic field, one can estimate, from Eq 6.34
and 6.13b, the width of the resonance due to diffusion (∆ΩDiff) and drag (∆ΩDrag)
similar to ∆uν and ∆uα. The ratio of the two gives an estimate for which process
dominates at the resonance
(∆ΩDiff)
6
(∆ΩDrag)
6 ≈
〈
∂Pφ
∂v
·D · ∂Pφ
∂v
〉2(
∂Ω
∂Pφ
)〈
∂Pφ
∂v
· b
〉−3
(6.36)
and upon substituting the appropriate D and b [77], Eq 6.36 becomes (see appendix
B)
(∆ΩDiff)
6
(∆ΩDrag)
6 ≈ mSτ
c
eB0
EA
r2
θ4b
2
27
64
(
pimb
me
)3/2(
Te
EA
)9/2
(6.37)
where m is the poloidal mode number (of order unity), mb is the mass of the beam
species (deuterium in this case), r ≈ 50cm is the minor radius, B0 ≈ 5kG, Te ≈
0.1−1keV is the electron temperature, EA ≈ 10keV is the resonant Alfve´nic energy,
θb ≈ 0.6rad, S ≈ 10−2−10−1 is the magnetic shear, τ ≡ E3/2A m1/2b /piZ2b e4nelnΛ
√
2 ≈
0.025s. Using these parameters the collisional diffusion vs. drag is calculated to
be ∆ΩDiff/∆ΩDrag ≈ 0.2 − 1.6, demonstrating that drag can dominate over the
collisional diffusion in the vicinity of the TAE resonance.
From this one would expect that steady-state non-linear TAE behaviour is hardly
possible for the case of NBI-produced slowing-down distribution functions, as is
indeed observed in the bursting TAE experiments with NBI. In contrast, ICRH
accelerated ions have a distribution function for which the dominant relaxation
process is a quasi-linear diffusion due to the ICRH wave field. Here νeff due to the
wave exceeds the Coulomb collision frequency by an order of magnitude [23]. With
such strong diffusion dominating over the drag, the marginally unstable TAEs are
expected to exhibit the set of the four regimes [25], as is indeed the case [23,24].
Finally, for nominal ITER parameters [55], the alpha particle excited TAEs are
expected to be dominated by diffusion with ∆ΩDiff/∆ΩDrag ≈ 1.4 (θb ∼ 1). Since
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drag is not negligibly small its effect should still be included in any predictive ITER
calculations. The relevance of drag is further emphasised by noting the sensitivity
of this estimate to the electron temperature, more specifically ∆ΩDiff/∆ΩDrag scales
as T
3/4
e .
6.6 Discussion
The destabilising effect of dynamical friction, leading to an explosive behaviour,
has been demonstrated in this chapter in the framework of the near-threshold non-
linear theory. These results indicate that the non-linear evolution of, e.g., Alfve´nic
instabilities driven by super-Alfve´nic neutral beam injection (NBI), or by fusion-born
alpha-particles with drag-determined distribution functions should be more prone
to the ‘hard’ regime than those driven by ion-cyclotron resonance heating (ICRH)
with dominant RF quasi-linear diffusion. This has led to an interpretation of the
experimentally observed differences between the steady-state, amplitude modulation
and chaotic regimes of ICRH-driven TAE instabilities on the Join European Torus
(JET) and the bursting frequency-chirping TAEs on MAST. A description of the
mode evolution beyond the early explosive phase, i.e. in the strongly non-linear
regime, with the addition of dynamical friction will be the subject of further study.
The non-linear CAE behaviour, such as that seen in the recent MAST experiments,
with both bursting and steady state behaviour, should also be fully interpreted.
A first insight can be found by recalling that CAEs are driven by velocity space
gradients such as temperature anisotropy. In this case pitch angle scattering (a
diffusive process) is likely to play the dominant role.
Chapter 7
Conclusion
The final section summarises this thesis and enumerates the principle results and
conclusions, indicating their significance. A summary of the author’s understanding
of the resonant interaction of fast particles with Alfve´n waves in spherical tokamaks
is given.
The existence of CAEs and ion-ion hybrid modes in a STPP: Chapter
2 described a relatively simple 1-D model, which successfully reproduced the key
elements of STPP equilibria and allowed investigation of Alfve´n eingemodes over
a broad range of plasma parameters and k‖ values. The model was able to iden-
tify compressional Alfve´n eingemodes (CAEs) and ion-ion hybrid eingenmodes in a
STPP with frequencies ω > ωcD and ωcT < ω < ωcD respectively. An assessment
of the diagnostic capability of these modes for measuring the D-T ratio was per-
formed and a positive outcome was obtained. This result may be used to diagnose
the D-T concentration in next step burning plasma devices that cannot be accessed
directly. The results motivated additional MAST experiments in order to assess the
applicability of the 1-D model to current ST machines. These experiments were
subsequently carried out by the author and the MAST team, and the results further
validated the model. A principle extension to this work will include the poloidal
nature of the magnetic field, which will link k‖ and kz explicitly.
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The experimental validation of the Doppler resonance with counter prop-
agating particles and waves with different polarisations: Chapter 3 presented
a description of the fundamental physics issues for resonant wave-particle interac-
tions and described experimental studies of some key points relevant for this thesis
on the LAPD device. The key points investigated were the efficiency of the Dopper
resonance for counter propagating Alfve´n waves and fast particles, relevant for ex-
plaining high frequency modes observed on MAST, and the importance of the wave
polarisation in the interaction. As a result of the LAPD experiments, the counter
propagating waves and particles (also seen on MAST) satisfying the Doppler res-
onance condition were indeed found to interact efficiently. Further study of wave
particle resonance in LAPD, e.g. the study of anomalous Doppler effect for super-
Alfve´nic probe ions, does require an additional modification of the LAPD set-up,
and may be performed in future experiments.
Experimental and theoretical studies of CAEs on MAST: Chapter 4 de-
scribed the experimental scenario, developed by the author and the MAST team,
for the study of CAEs driven by NBI. The Doppler shifted cyclotron resonance was
shown to be the appropriate resonance for these modes, and the inaccessibility of
the anomalous resonance has been suggested as an explanation for the lack of ob-
served nexp > 0 modes. The results have motivated additional MAST experiments
to achieve sufficient conditions for nexp > 0 to be observed. The continual investi-
gation of CAEs is also of interest due to their potential effect on the efficiency of
beam driven current in tokamaks, necessary for steady state operation.
Determination of the free energy sources driving CAEs: Chapter 5 per-
formed an analytical study of a typical NBI distribution function with the aim of
identifying the free energy sources driving CAEs. By combining the experimen-
tally observed frequency and toroidal mode numbers, together with the Doppler
resonance condition, the linear drive for CAEs was calculated using the 1-D model.
Temperature anisotropy and ‘bump-on-tail’ have been identified as the appropri-
ate free energy sources for CAEs. Further investigation is required with improved
TRANSP runs and with finite Larmor radius effects taken into account.
The destabilising effect of dynamical friction: Chapter 6 was motivated by
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the non-linear behaviour of beam driven CAEs observed on MAST. Dynamical fric-
tion (drag) was included into an existing theory of marginally unstable modes, the
result of which was profoundly different to the previously studied Krook and veloc-
ity space diffusion cases. When drag is the dominant collisional process, only an
explosive wave evolution is obtained, in contrast to the previous cases where four
non-linear regimes are possible. It was subsequently shown that, in MAST experi-
ments, drag can indeed dominate over velocity space diffusion in the vicinity of the
wave particle resonance for NBI driven TAEs. This is in contrast to ICRH driven
TAEs on JET where RF wave diffusion is dominant. Interpretation of these experi-
mental differences has now been given in this thesis in the context of this extended
marginal stability theory. The implication for the non-linear evolution of fast parti-
cle driven instabilities in burning plasmas, such as a STPP and ITER, is that alpha
particles could quite possibly cause explosive, bursting TAE events, which have so
far not been considered. This in itself will require further study, including the effect
of full non-linearity, however further study of CAEs in the context of this theory
should also be performed to create a more complete picture of fast particle driven
instabilities.
It is clear, from the content of this thesis, that spherical tokamaks are not only
significant in their own right but have an important role to play when considering
the effects of fast particles in burning plasmas in general. The ability of the MAST
spherical tokamak to operate in regimes with super Alfve´nic fast ions has enabled
access to physics similar to a burning plasma environment. As such it has and
continues to stimulate research into the area of fast particle driven instabilities that
are likely to play a significant role in future devices with super Alfve´nic fusion born
alpha particles.
Appendix A
Anomalous Doppler resonance
A.1 Parallel propagating CAWs
The anomalous Doppler resonance can be represented by
ω = k‖v‖ − ωcb, ∂ω
∂k‖
= v‖ =
ω + ωcb
k‖
(A.1)
where ωcb is the cyclotron frequency of the injected beam ions. The dispersion
relation for parallel propagating CAWs is given by
N2‖ = 1 +
ω2pi
ωci (ω + ωci)
,
∂ω
∂k‖
=
2
k‖
[
1 +
ω2pi
ωci (ω + ωci)
]
2
ω
[
1 +
ω2pi
ωci (ω + ωci)
]
− ω
2
pi
ωci (ω + ωci)
2
(A.2)
The intersection between the curves in Eq A.1 and Eq A.2 gives a resonance between
CAWs and fast particles via the anomalous Doppler resonance. From Fig A.1 It can
be seen that below a critical v‖ the two lines do not intersect and no resonance is
possible.
This is due to the finite frequency correction of the CAW dispersion relation.
This critical velocity can be determined by insisting that the resonance line is a
tangent to the CAW dispersion curve. A necessary condition for this is represented
by the gradient matching condition
2
[
1 +
ω2pi
ωci (ω + ωci)
]
2
ω
[
1 +
ω2pi
ωci (ω + ωci)
]
− ω
2
pi
ωci (ω + ωci)
2
= ω + ωcb (A.3)
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Figure A.1: Red lines shows the CAE dispersion relation, coloured lines show the
resonance line for different velocities.
which leads to the following quadratic
x2
[
2ωciωcb − ω2pi
]
+ x
[
2ωcbω
2
pi + ω
2
pi (∆ω + ωci)
]− ω2piωci∆ω = 0, (A.4)
where x = ω+ ωci and ∆ω = ωci− ωcb. For the case when ωci ≈ ωcb the solution for
ω is approximately
ω ≈ 2ωcbω
2
ci + 2ω
2
piωcb
ω2pi − 2ωciωcb
(A.5)
with equality when ωci = ωcb. By noting that ω
2
pi/ω
2
ci = c
2/v2A, and by assuming
that c2/v2A  1, the parallel wave vector k‖ can be approximated by
k‖ =
ω
c
(
1 +
ω2pi
ωci (ω + ωci)
) 1
2
≈ ω
c
(
ω2pi
ωci (ω + ωci)
) 1
2
. (A.6)
By substituting Eqs A.5 and A.6 into Eq A.1 the tangent condition is ensured. The
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critical velocity is then found to be
v‖ =
2ωcbω
2
ci + 2ω
2
piωcb
ω2pi − 2ωciωcb
+ ωcb
1
c
2ωcbω
2
ci + 2ω
2
piωcb
ω2pi − 2ωciωcb
 ω2pi
ωci
(
2ωcbω
2
ci + 2ω
2
piωcb
ω2pi − 2ωciωcb
+ ωci
)

1
2
(A.7)
⇒ v‖ =
c
[
1 +
ω2pi − 2ωciωcb
2
(
ω2ci + ω
2
pi
) ]
ωpi
ωci

12
ωcb
ωci
(
ω2ci + ω
2
pi
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ω2pi − 2ωciωcb
+ 1


1
2
(A.8)
v‖ = vA
[
1 +
ω2pi − 2ωciωcb
2
(
ω2ci + ω
2
pi
) ]
1 + 2
ωcb
ωci
(
ω2ci + ω
2
pi
)
ω2pi − 2ωciωcb

1
2
(A.9)
By again using c2/v2A  1 the critical velocity can be reduced to
vcrit‖
vA
=
3
2
√
1 +
2ωcb
ωci
(A.10)
which, in the case that the beam and background species are identical, reduces to
vcrit‖ /vA ≈ 2.6.
A.2 Arbitrary propagation of CAWs
For an arbitrary propagation angle, the low frequency CAW dispersion relation is
taken
ω = kvA,
∂ω
∂k‖
= vA
∂k
∂k‖
with k⊥ = a− bk‖ (A.11)
where a = nq/r and b = Rq/r. The choice of k⊥ is based on Eq 4.1, with kθ = k⊥.
The same procedure outlined in section A is followed here. The gradient matching
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condition is [
k‖ − b
(
a− bk‖
)]
vA[
k2‖ +
(
a− bk‖
)2] 12 =
[
k2‖ +
(
a− bk‖
)2] 12
vA + ωcb
k‖
(A.12)
which reduces to the following equation that must be solved for k‖
ωcb
[
k2‖ +
(
a− bk‖
)2] 12
= −
[
k2‖ +
(
a− bk‖
)2]
vA +
[
k‖ − b
(
a− bk‖
)]
k‖vA. (A.13)
Recalling that k⊥ = a− bk‖ the equation can be rewritten as
ωcbk = avA |k⊥| (A.14)
which, upon solving for k⊥ (and hence k‖), gives
k‖ =
a
b
−
a
b3
ω2cb ∓
ωcba
b2
√
a2v2A − ω2cb[
ω2cb +
ω2cb
b2
− a2v2A
] . (A.15)
and hence
k‖ =
a [ω2cb − a2v2A]±
ωcba
b
√
a2v2A − ω2cb
b
[
ω2cb +
ω2cb
b2
− a2v2A
] (A.16)
Using Eq A.14 the critical velocity can then be written as
v‖ =
ω + ωcb
k‖
=
kvA + ωcb
k‖
=
avA
ωcb
|k⊥| vA + ωcb
k‖
=
avA
ωcb
∣∣a− bk‖∣∣ vA + ωcb
k‖
. (A.17)
Using Eq A.16
v‖ =
av2A
ωcb
∣∣∣∣∣∣∣∣a−
a [ω2cb − a2v2A]±
ωcba
b
√
a2v2A − ω2cb[
ω2cb +
ω2cb
b2
− a2v2A
]
∣∣∣∣∣∣∣∣+ ωcb
a [ω2cb − a2v2A]±
ωcba
b
√
a2v2A − ω2cb
b
[
ω2cb +
ω2cb
b2
− a2v2A
]
(A.18)
and assuming a > 0 then
v‖ =
av2A
ωcb
∣∣∣∣∣∣∣∣1−
[ω2cb − a2v2A]±
ωcb
b
√
a2v2A − ω2cb[
ω2cb +
ω2cb
b2
− a2v2A
]
∣∣∣∣∣∣∣∣+
ωcb
a
[ω2cb − a2v2A]±
ωcb
b
√
a2v2A − ω2cb
b
[
ω2cb +
ω2cb
b2
− a2v2A
]
(A.19)
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By neglecting term of order ω2cb/a
2v2A then
v‖ =
vA +
bωcb
a
1∓ ωcb
abvA
(A.20)
which leads to
v‖ = vA
[
1 +
bωcb
vAa
± ωcb
vAab
]
(A.21)
the assumption that a > 0 implies that the toroidal mode number n > 0, which
implies k‖ > 0. In this case the bottom sign in Eq A.16 should be taken. This
reduces the critical velocity to
vcrit‖ = vA
[
1 +
ωcb
vAa
(
b2 − 1
b
)]
. (A.22)
The assumption that ωcb < avA may not always be satisfied, and in the case of
MAST this condition can be violated. By observing that as k‖ → ∞ k⊥ → −bk‖
and so the dispersion becomes a straight line
ω ≈ k‖vA
√
1 + b2 − ab√
1 + b2
vA, (A.23)
one can infer that if ωcb > abvA/
√
1 + b2 the dispersion curve can only be intersected
by the resonance line if
v‖ > vcrit‖ = vA
√
1 + b2. (A.24)
This approximation does not neglect terms of order ω2cb/a
2v2A, but does assume that
ωcb is large enough so that the intersection occurs in the large k‖ region, which for
the case of MAST is well satisfied.
Appendix B
Marginal stability
Since f1 appears in the wave equation, the following equation
∂f1
∂t
+ iuf1 − ν3∂
2f1
∂u2
− α2∂f1
∂u
+ βf1 = − ek
2m
Eˆ
∂
∂u
(F0 + f0 + f2) (B.1)
is solved iteratively for a solution of the form f1 = f
1
1 + f
3
1 , where f
1
1 is the linear
contribution and f 31 is the first (cubic) non-linear contribution.
B.1 Linear contribution
Since F0 is the largest term (F0  f1  f0, f2), Eq B.1 is solved by first taking the
terms that are linear in the wave amplitude, i.e
∂f 11
∂t
+ iuf 11 − ν3
∂2f 11
∂u2
− α2∂f
1
1
∂u
+ βf 11 = −
ek
2m
Eˆ
∂F0
∂u
. (B.2)
Fourier transforming Eq B.2 (assuming that ∂F0/∂u is constant) gives
∂F 11
∂t
+
i
−2pii
∂F 11
∂p
+ 4pi2p2ν3F 11 − 2piipα2F 11 + βF 11 = −
ek
2m
Eˆ
∂F0
∂u
δ (p) . (B.3)
The following variables are defined
t′ = t
p0 = 2pip+ t (B.4)
so that
∂F 11
∂t
+F 11
[
ν3(p0 − t)2 − iα2 (p0 − t) + β
]
= − ek
2m
Eˆ
∂F0
∂u
2piδ (p0 − t) (B.5)
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where t has been used for notational convenience and will be used from now on.
Solving using an integrating factor method gives
F 11 (p0, t) = e
ν3
3
(p0−t)3− iα22 (p0−t)2−βt
t∫
0
− ek
2m
Eˆ (t′)
∂F0
∂u
2piδ (p0 − t′)×
e−
ν3
3
(p0−t′)3+ iα22 (p0−t′)2+βt′dt′ (B.6)
and transforming back into the original Fourier variables gives
F 11 (p, t) = e
ν3
3
8pi3p3− iα2
2
4pi2p2−βt
t∫
0
− ek
2m
Eˆ (t′)
∂F0
∂u
2piδ (2pip+ t− t′)×
e−
ν3
3
(2pip+t−t′)3+ iα2
2
(2pip+t−t′)2+βt′dt′. (B.7)
The wave equation requires
∞∫
−∞
f1du. Using the Fourier representation this integra-
tion is simplified to
∞∫
−∞
f1du =
∞∫
−∞
∞∫
−∞
e−2piipuF1dpdu =
∞∫
−∞
δ (p)F1dp = F1 (p = 0) . (B.8)
From this, Eq B.7 and Eq 6.12 then lead to the following wave equation
∂ω2B
∂t
= (γl − γd)ω2B (B.9)
where γl = 2pi
2 (e2ω/mk2) ∂F0 (ω/k) /∂v is the linear growth rate and ω
2
B = ekEˆ/m
is the non-linear bounce frequency.
B.2 f0 non-linear contribution
The first non-linear correction to f1 arising from the f0 part is found by solving the
following equation
∂f 31
∂t
+ iuf 31 − ν3
∂2f 31
∂u2
− α2∂f
3
1
∂u
+ βf 31 = −
ek
2m
Eˆ
∂f0
∂u
. (B.10)
Fourier transforming and using the variables in Eq B.4 gives
∂F 31
∂t
+F 31
[
ν3(p0 − t)2 − iα2 (p0 − t) + β
]
= − ek
2m
Eˆi (p0 − t)F0 (B.11)
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the solution of which is given by
F 31 (p0, t) = e
ν3
3
(p0−t)3− iα22 (p0−t)2−βt
t∫
0
− ek
2m
Eˆ (t′) i (p0 − t′)×
e−
ν3
3
(p0−t′)3+ iα22 (p0−t′)2+βt′F0 (p0, t′) dt′ (B.12)
which in standard Fourier variables is represented by
F 31 (p, t) = e
ν3
3
8pi3p3− iα2
2
4pi2p2−βt
t∫
0
− ek
2m
Eˆ (t′) i (2pip+ t− t′)×
e−
ν3
3
(2pip+t−t′)3+ iα2
2
(2pip+t−t′)2+βt′F0 (t′) dt′. (B.13)
The non-linear correction to f1 requires f0, which is determined by the equation
below
∂f0
∂t
− ν3∂
2f0
∂u2
− α2∂f0
∂u
+ βf0 = − ek
2m
(
Eˆ
∂f 1∗1
∂u
+ c.c
)
. (B.14)
Fourier transforming this equation gives
∂F0
∂t
+F0
(
4pi2ν3p2 − 2piiα2p+ β) = − ek
2m
2piip
(
EˆF 1∗1 (−p) + Eˆ∗F 11 (p)
)
(B.15)
the solution of which is given by
F0 = e
−4pi2ν3p2t+2piiα2pt−βt2piip
t∫
0
− ek
2m
e4pi
2ν3p2t′−2piiα2pt′+βt′
[
Eˆ (t′)F 1∗1 (−p, t′) + Eˆ∗ (t′)F 11 (p, t′)
]
dt′. (B.16)
When F 11 is substituted the result becomes
F0 = e
−4pi2ν3p2t+2piiα2pt−βt2piip
t∫
0
− ek
2m
Eˆ (t′)
∂F0
∂u
e4pi
2ν3p2t′−2piiα2pt′e−
ν3
3
8pi3p3+ iα
2
2
4pi2p2×
t′∫
0
− ek
2m
Eˆ∗ (t′′) 2piδ (−2pip+ t′ − t′′) e− ν
3
3
(−2pip+t′−t′′)3− iα2
2
(−2pip+t′−t′′)2+βt′′dt′′dt′+
e−4pi
2ν3p2t+2piiα2pt−βt2piip
t∫
0
− ek
2m
Eˆ (t′)
∂F0
∂u
e+4pi
2ν3p2t′−2piiα2pt′e
ν3
3
8pi3p3− iα2
2
4pi2p2×
t′∫
0
− ek
2m
Eˆ∗ (t′′) 2piδ (2pip+ t′ − t′′) e− ν
3
3
(2pip+t′−t′′)3+ iα2
2
(2pip+t′−t′′)2+βt′′dt′′dt′. (B.17)
APPENDIX B. MARGINAL STABILITY 162
This F0 must be substituted into Eq B.12 with p = (p0 − t′) /2pi. Recalling that
F 31 (p = 0) gives the required velocity integral for the wave equation, then substi-
tuting p = (t− t′) /2pi into Eq B.17 and substituting this result into Eq B.13 with
p = 0 gives the required non-linear contribution to the wave equation
F 31 (p = 0) = −e−βt
∂F0
∂u
t∫
0
− ek
2m
Eˆ (t′) (t− t′)2e− ν
3
3
(t−t′)3+ iα2
2
(t−t′)2e−ν
3(t−t′)2t′+iα2(t−t′)t′×
t′∫
0
− ek
2m
Eˆ (t′′) eν
3(t−t′)2t′′−iα2(t−t′)t′′e−
ν3
3
(t−t′)3+ iα2
2
(t−t′)2×
t′′∫
0
− ek
2m
Eˆ∗ (t′′′) 2piδ (−t+ t′ + t′′ − t′′′) e− ν
3
3
(−t+t′+t′′−t′′′)3− iα2
2
(−t+t′+t′′−t′′′)2+βt′′′dt′′′dt′′dt′
− e−βt∂F0
∂u
t∫
0
− ek
2m
Eˆ (t′) (t− t′)2e− ν
3
3
(t−t′)3+ iα2
2
(t−t′)2e−ν
3(t−t′)2t′+iα2(t−t′)t′×
t′∫
0
− ek
2m
Eˆ (t′′) eν
3(t−t′)2t′′−iα2(t−t′)t′′e
ν3
3
(t−t′)3− iα2
2
(t−t′)2×
t′′∫
0
− ek
2m
Eˆ∗ (t′′′) 2piδ (t− t′ + t′′ − t′′′)e− ν
3
3
(t−t′+t′′−t′′′)3+ iα2
2
(t−t′+t′′−t′′′)2+βt′′′dt′′′dt′′dt′.
(B.18)
Since t > t′, the t′′′ integral is identically zero for the second term. The first term
only contributes when t′ > t/2 and t′′ > t− t′, leaving only
F 31 (p = 0) = −e−βt
∂F0
∂u
t∫
t/2
− ek
2m
Eˆ (t′) (t− t′)2e− ν
3
3
(t−t′)3+ iα2
2
(t−t′)2e−ν
3(t−t′)2t′+iα2(t−t′)t′×
t′∫
t−t′
− ek
2m
Eˆ (t′′) eν
3(t−t′)2t′′−iα2(t−t′)t′′e−
ν3
3
(t−t′)3+ iα2
2
(t−t′)2 (−) ek
2m
Eˆ∗ (−t+ t′ + t′′)
2pieβ(−t+t
′+t′′)dt′′dt′. (B.19)
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This can be reduced further to
F 31 (p = 0) = 2pi
∂F0
∂u
t∫
t/2
ek
2m
Eˆ (t′) (t− t′)2
t′∫
t−t′
ek
2m
Eˆ (t′′) eν
3(t−t′)2(t′′−t′)−iα2(t−t′)(t′′−t′)×
e−
2
3
ν3(t−t′)3+iα2(t−t′)2 ek
2m
Eˆ∗ (−t+ t′ + t′′) eβ(−2t+t′+t′′)dt′′dt′. (B.20)
By changing variables to z = t − t′ and x = t − z − t′′ the non-linear contribution
becomes
F 31 (p = 0) = 2pi
∂F0
∂u
t/2∫
0
ek
2m
Eˆ (t− z) z2
t−2z∫
0
ek
2m
Eˆ (t− z − x) ek
2m
Eˆ∗ (t− z − 2x)×
e−ν
3z2(2z/3+x)+iα2z(z+x)−β(2z+x)dxdz. (B.21)
When this is substituted into the wave equation, including the linear terms, we have
the following
∂ω2B
∂t
= (γl − γd)ω2B −
γl
2
t/2∫
0
z2ω2B (t− z)
t−2z∫
0
e−ν
3z2(2z/3+x)+iα2z(z+x)−β(2z+x)×
ω2B (t− z − x)ω2∗B (t− z − 2x) dxdz. (B.22)
This is in fact the complete non-linear equation up to cubic non-linearity. The
contribution from f2 is identically zero, which can be seen in the following section.
B.3 f2 non-linear contribution
The f2 non-linear contribution to the wave equation is identically zero up to cubic
order in the wave amplitude as can be seen from the f2 equation below
∂f2
∂t
+ 2iuf2 − ν3∂
2f2
∂u2
− α2∂f2
∂u
+ βf2 = − ek
2m
Eˆ∗
∂f 11
∂u
. (B.23)
The contribution from the f 11 term is identical to the second term in Eq B.14.
Recall that this term did not contribute to the t′′′ integral in Eq B.18. Hence the f2
contribution is also identically zero.
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B.4 Drag and diffusion stability
For the case of diffusive + drag the amplitude evolution equation is
dA
dτ
= A (τ)− 1
2
τ/2∫
0
dz z2A (τ − z)
τ−2z∫
0
dx e−νˆ
3z2(2z/3+x)+iαˆz(z+x)
A (τ − z − x)A∗ (τ − 2z − x) (B.24)
Let A = A0 (1 + δA), where A0 = |A0| exp(ibτ). For long times τ → ∞, Eq B.24
becomes
d (δAA0)
dτ
+ ibA0 = A0 + δAA0 − 1
2
∞∫
0
dz z2 (A0 (τ − z) + δA (τ − z)A0 (τ − z))×
∞∫
0
dx e−νˆ
3z2(2z/3+x)+iαˆz(z+x) (A0 (τ − z − x) + δA (τ − z − x)A0 (τ − z − x))
(A∗0 (τ − 2z − x) + δA∗ (τ − 2z − x)A∗0 (τ − 2z − x)) (B.25)
By noting that in steady state
ibA0 = A0 − A0|A0|2I (B.26)
I =
1
2
∞∫
0
dz z2
∞∫
0
dxQ (x, z)
Q (x, z) = e−νˆ
3z2(2z/3+x)+iαˆz(z+x)
⇒ I = 1
2
∞∫
0
dz
1
νˆ3z2 − iαˆzP (z)
P (z) = z2e−2νˆ
3z3/3+iαˆz2
the linearised version of Eq B.25 becomes
d (δAA0)
dτ
= δAA0 − 1
2
A0|A0|2
∞∫
0
dz z2
∞∫
0
dxQ (x, z)×
(δA (τ − z) + δA (τ − z − x) + δA∗ (τ − 2z − x)) (B.27)
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This can be further simplified to
d (δA)
dτ
+ ibδA = δA− 1
2
|A0|2
∞∫
0
dz z2
∞∫
0
dxQ (x, z)×
(δA (τ − z) + δA (τ − z − x) + δA∗ (τ − 2z − x)) (B.28)
Now let δA = C exp (λτ) +D exp (λ∗τ) in Eq B.28 to give
eλτ
λC + ibC − C + 12 |A0|2
∞∫
0
dz z2
∞∫
0
dxQ (x, z)
[
Ce−λ(z+x) + Ce−λz +D∗e−λ(2z+x)
]+
eλ
∗τ
λ∗D + ibD −D + 12 |A0|2
∞∫
0
dz z2
∞∫
0
dxQ (x, z)
[
De−λ
∗(z+x) +De−λ
∗z + C∗e−λ
∗(2z+x)]
= 0 (B.29)
In order to solve this equation for long times we must insist that the bracket terms
be equal to zero separately. The second bracket yields
D∗ =
−C 1
2
|A0|2
∞∫
0
dz z2
∞∫
0
dxQ∗ (x, z) e−λ(2z+x)
λ− ib− 1 + 1
2
|A0|2
∞∫
0
dz z2
∞∫
0
dxQ∗ (x, z) [e−λ(z+x) + e−λz]
(B.30)
which is turn leads to the dispersion relation for λ
0 =
λ+ ib− 1 + |A0|22
∞∫
0
dz z2
∞∫
0
dxQ (x, z)
[
e−λ(z+x) + e−λz
]×λ− ib− 1 + |A0|22
∞∫
0
dz z2
∞∫
0
dxQ∗ (x, z)
[
e−λ(z+x) + e−λz
]− |A0|22
∞∫
0
dz z2
∞∫
0
dxQ (x, z) e−λ(2z+x)
×
 |A0|22
∞∫
0
dz z2
∞∫
0
dxQ∗ (x, z) e−λ(2z+x)
 .
(B.31)
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The x integral can be explicitly performed to give
0 =
λ+ ib− 1 + |A0|22
∞∫
0
dz P (z)
[
e−λz
νˆ3z2 − iαˆ2z + λ +
e−λz
νˆ3z2 − iαˆ2z
]
×
λ− ib− 1 + |A0|22
∞∫
0
dz P ∗ (z)
[
e−λz
νˆ3z2 + iαˆ2z + λ
+
e−λz
νˆ3z2 + iαˆ2z
]
−
 |A0|22
∞∫
0
dz P (z)
e−2λz
νˆ3z2 − iαˆ2z + λ
×
 |A0|22
∞∫
0
dz P ∗ (z)
e−2λz
νˆ3z2 + iαˆ2z + λ
 .
(B.32)
B.5 Steady state distribution function
For drag and diffusion the steady state distribution function is obtained by solving
the following equations
−αˆ2∂fˆ0
∂uˆ
− νˆ3∂
2fˆ0
∂u2
= |A0|2 Re
(
∂fˆ
∂uˆ
)
(B.33a)
iuˆfˆ − αˆ2∂fˆ
∂uˆ
− νˆ3∂
2fˆ
∂uˆ2
=
1
2
. (B.33b)
fˆ is obtained by transforming into Fourier space and is found to be
fˆ (uˆ) = pi
0∫
−∞
e2piiuˆp−4pi
2ip2αˆ/2+8pi3p3νˆ3/3 dp (B.34)
which can be simplified using y = −2piνˆp to give
fˆ (uˆ) =
1
2νˆ
∞∫
0
e−iy(uˆ/νˆ)−iy
2αˆ/2νˆ2−y3/3 dy (B.35)
The fˆ0 equation can be integrated once to give
αˆ
νˆ3
fˆ0 +
∂fˆ0
∂uˆ
= −|A0|
2
νˆ3
Re
(
fˆ
)
(B.36)
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Upon substituting fˆ , the fˆ0 equation is solved using an integrating factor method
to give
fˆ0 = −|A0|
2
2νˆ3
Re
 ∞∫
0
e−y
3/3−iy2αˆ/2νˆ2
[
e−iyuˆ/νˆ
αˆ/νˆ2 − iy
]
dy
+
|A0|2
2νˆ3
e−αˆuˆ/νˆ
3
Re
 ∞∫
0
e−y
3/3−iy2αˆ/2νˆ2
[
1
αˆ/νˆ2 − iy
]
dy
 (B.37)
This solution decays to zero at large positive u, but blows up at negative u. In
order to satisfy the boundary conditions at infinity one can simplify subtract an
exponential term (which is a solution to the homogeneous equation) to eliminate
the exponential term. Upon doing this the final result for fˆ0 takes the following
form:
fˆ0 = −|A0|
2
2νˆ3
Re

∞∫
0
e−y
3/3−iy2αˆ2/2νˆ2
[
e−iyuˆ/νˆ
αˆ2/νˆ2 − iy
]
dy
 (B.38)
B.6 Drag vs. diffusion in toroidal geometry
Consider then temporal evolution of an energetic particle beam distribution function,
F (vx, vy, vz), due to the Coulomb collisions with a thermal plasma species. An axial
symmetry of the distribution function is assumed during the evolution:
F (vx, vy, vz) = F (v, θ) (B.39)
where v =
√
v2‖ + v
2
⊥, θ = tan
−1 (v⊥/v‖), v⊥ = √v2x + v2y, v‖ = vz. The Fokker-
Planck equation for fast ion distribution function F (v, θ) with velocities vT i  v 
vTe can be expressed in the form
∂F
∂t
=
V 30
τv2
{
∂
∂v
[
V 20 a(v)
2v
∂F
∂v
+ b (v)F
]
+
c (v)
V0
· 1
sin θ
∂
∂θ
[
sin θ
∂F
∂θ
]}
− νF + pF
(B.40)
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where
a (v) =
Te
E0
{
Z˜2 +
4
3
√
pi
m0
me
(
v
vTe
)3}
(B.41)
b (v) = Z˜1 +
4
3
√
pi
m0
me
(
v
vTe
)3
(B.42)
c (v) = Zeff
V0
2v
+
2
3
√
pi
V0
vTe
= Zeff
V0
2v
(
1 +
4
3
√
pi
v
vTe
)
(B.43)
τ =
1
pi
√
2
E
3/2
0 m
1/2
0
Z2b e
4ne ln Λ
, (B.44)
lnΛ is the Coulomb logarithm, m0 is the mass of the fast ion species, V0 and E0 are
convenient velocity and energy normalisations,
Z˜1 =
m0
ne
∑
i
Z2i ni
mi
(B.45)
Z˜2 =
m0
neTe
∑
i
Z2i niTi
mi
(B.46)
Zeff = (1/ne)
∑
i
Z2i ni (B.47)
and two last terms in the right-hand-side of Eq B.40 represent a sink and source of
energetic ions. The effect of the diffusion on the temporal evolution of F (v, θ) is
given by two terms proportional to a (v) and c (v) in Eq B.40, while the effect of the
drag is represented by the term proportional to b (v). In establishing the distribution
function on a global scale, the relative importance of the drag and diffusion depends
on the ratio E0/Te. However, for assessing the relative importance of drag diffusion
in the problem of a resonant interaction between, e.g. Toroidal Alfve´n Eigenmodes
(TAEs) and energetic ions, the drag and diffusion have to be compared locally in
the narrow region of phase space close to the resonance.
Consider deeply passing NBI-produced ions with µ ≡ m0v2⊥/2B = 0, with the
resonance condition
Ω ≡ ω − nv‖
R
− l v‖
Rq (r)
= 0 (B.48)
and the expression for toroidal angular momentum
Pφ = −e
c
ψ (r) +m0Rv‖ (B.49)
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where ψ is the poloidal flux function and v‖ ≈ v. For the TAE frequency ωTAE =
vA/2qR and q ≈ (m+ 1/2) /n, the landau resonance condition v = vA is satisfied
when l = −m, where m is the poloidal mode number. Hence
∂Ω
∂Pφ
=
∂Ω
∂r
·
(
∂Pφ
∂r
)−1
' m v
Rq(r)
· dq (r)
dr
· c
eB0r
=
m
r
S
vc
eB0rR
(B.50)
where S = (r/q) (dq/dr) is the magnetic shear. The projection of the collision
operators onto the Pφ direction can then be expressed as〈
∂Pφ
∂v
·D · ∂Pφ
∂v
〉
∼ V
5
0
v3
1
τ
(m0R)
2a(v) + V 20
1
τ
(m0Rθb)
2c(v) (B.51)
and 〈
∂Pφ
∂v
· b
〉
∼ b(v)
τ
V 30
v2
∂Pφ
∂v‖
=
b(v)
τ
V 30
v2
m0R. (B.52)
Upon substitution into
(∆ΩDiff)
6
(∆ΩDrag)
6 ≈
〈
∂Pφ
∂v
·D · ∂Pφ
∂v
〉2(
∂Ω
∂Pφ
)〈
∂Pφ
∂v
· b
〉−3
(B.53)
the diffusion vs. drag can be expressed as
(∆ΩDiff)
6
(∆ΩDrag)
6 = mSτ
m0c
eB0
v2
r2
[
a(v) + (θb)
2c(v)
]2
b(v)3
(B.54)
where V0 = v. By substituting v = vA and noting the typical smallness of Te
compared to EA and vA compared to vTe, then one obtains
(∆ΩDiff)
6
(∆ΩDrag)
6 ≈ mSτ
c
eB0
EA
r2
θ4b
2
27
64
(
pimb
me
)3/2(
Te
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)9/2
(B.55)
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