Introduction
Recently, some work has been done on the properties of bipartite spin glasses [1] [2] [3] [4] . The main interest of these models is related to the peculiarity of the Hopfield model, a well-known model from a very hard investigation from a rigorous point of view (see [21] and references therein), which can be seen as a special bipartite model, with a party of usual dichotomic spin, and another party of special Gaussian soft spin variables.
In particular, from the investigation of dichotomic bipartite spin glasses, it has been shown that, at least to the replica symmetric approximation (with zero external field), the free energy in the bipartite model can be written as a convex combination of those arising in two different Sherrington-Kirkpatrick models, at appropriate temperatures [1] . This seems to be more than a hint that a similar structure should be conserved in the Hopfield model, and in fact we have recently shown that this is the case [3] . In these papers, we have defined a modified Hopfield model, where the learned words have a unit Gaussian distribution.
Moreover, it has been shown that a complete characterization of the annealed region, or ergodic region, of the modified Hopfield model can be easily obtained through standard interpolation techniques. The extremes of the interpolation are the Hopfield model on one side, and a couple of monopartite spin glass models on the other side, the first with the usual dichotomic spin variables, and the second one with soft spin variables with a priori Gaussian distribution. The Gaussian model produces automatically an appropriate highly nonlinear smooth cut-off interaction, which mitigates the possible divergences at high values of soft spins.
The investigation of spin glass models with soft spins has concentrated on the so-called spherical version [7, 8, 17, 18, 20, 21] , where the soft spins are constrained on a spherical surface. However, in some recent papers [5, 6, 10] the models with unconstrained soft spins are discussed, by pointing out their interesting static and dynamical properties. In particular, Ben Arous-Dembo-Guionnet [5] exploit in a very clever way some probabilistic arguments, based on large deviations and the spectral analysis of the interaction matrix, in order to give, among other things, the expression of the free energy for soft spin models of the type considered here. This Gaussian model is an extremely interesting laboratory in which to test all interpolation techniques developed in the study of spin glasses. The purpose of this paper is to give a comprehensive description of some of the typical problems, by stressing the peculiar aspects of the model, which require a modified treatment and could be also extended to other cases of interest.
The paper is organized as follows. In section 1 we introduce the model with all its related statistical mechanics packages, and give all essential definitions necessary in the sequel.
By considering the problem of the infinite volume limit for the free energy, we will show, in section 2, that the usual Guerra-Toninelli interpolation argument works efficiently, provided the interpolation is also including the nonlinear cut-off term.
The annealed region is considered in section 3. Here we see that the standard Borel-Cantelli argument does not work directly, because the soft nature of the spins induces too large fluctuations. However, we can modify the interaction in a gentle way, so that the thermodynamic properties are not affected, but the Borel-Cantelli argument can still be applied. We believe that this is a very illuminating strategy, which could be extended in similar cases.
In section 4, we show that the replica symmetric ansatz for the free energy can be easily reached through a doubly stochastic stability argument, generalizing the standard procedure. Also here the nonlinear cut-off term enters into the interpolation.
The Gaussian model is unique, in that the fully broken replica symmetry ansatz can be explicitly calculated, as shown in section 5. Moreover, a very simple sum rule can be established, connecting a generic broken replica trial for the free energy with the replica symmetric expression. Since the error term is nonnegative, we have immediately that the replica symmetric expression cannot be improved by breaking replica symmetry. Then a very important consequence follows. We can exploit a general method given by Talagrand [21] (chapter 2.11), in order to prove that the replica symmetric expression gives the true value for the infinite volume free energy. It is a great challenge to provide the analogue of the sum rule, given here in the Gaussian model, in other cases, as for example in the Sherrington-Kirkpatrick model, where the optimal solution is given by the Parisi ansatz.
Finally, for the sake of completeness, in section 6, we study the fluctuation theory for the order parameter, by extending the methods exploited in the replica symmetric region of the Sherrington-Kirkpatrick model, with external field. Section 8 is dedicated to conclusions and the outlook for future developments.
Definition of the model
We introduce a system on N sites, whose generic configuration is defined by spin variables z i ∈ R, i = 1, 2, . . . , N attached on each site. We call the external quenched disorder a set of N 2 independent and identically distributed random variables J i j , defined for each couple of sites (i, j). We assume each J i j to be a centered unit Gaussian N (0, 1) i.e. E(J i j ) = 0, E J 2 i j = 1. We give to the z variables an a priori unit Gaussian distribution, dμ(z) = dμ(z 1 ) . . . dμ(z N ), dμ(z i ) = (2π ) − 1 2 exp(−z 2 i /2). Then, according to the interpolation needs explained in [3] , we define the random partition function
Here, in the first part of the Boltzmann factor we have the usual long range spin-spin interaction of the mean field spin glass model at inverse temperature β, extended to soft spins. The second part arises in a very natural way during the interpolation procedure between the analogical neural network and a couple of spin glasses, of dichotomic and soft nature, respectively [3] . This terms act as an efficient, smooth cut-off, preventing any divergence of the integral on soft spin at ∞. Notice that we have normalized the cut-off term so that in the annealing procedure, characterized by EZ N (β, J, λ), where E are averages on the J variables, the contribution from the first term is exactly cancelled by the second term. But we can consider more general cases through a simple rescaling of the Gaussian variables. Finally, the parameter λ is a Lagrangian multiplier inserted for the sake of convenience, in order to modify the scale of the soft spin, as it is sometimes useful. All the thermodynamic properties of the model are codified in the partition function, so that we can introduce the (quenched average of the) free energy per site f N (β ), the Boltzmann state ω J and the auxiliary function A N (β ) (conventionally called the 'pressure'), according to the definition
where O is a generic observable function of z. In the notation ω J , we have stressed the dependence of the Boltzmann state on the external noise J, but, of course, there is also a dependence on β and N.
Let us now introduce the important concept of replicas. Consider a generic number s of independent copies of the system, characterized by the spin variables z (1) i , . . . z (s) i distributed according to the product state
where all ω (α) J act on each z (α) i , and are subject to the same sample J of the external noise. Finally, for a generic smooth function F (z (1) i , . . . z (s) i ) of the replicated spin variables, we define the . average as
We also define the overlap q between replicas:
so that we can write
where K(z) is a family of centered Gaussian random variables with covariances S zz = E[K(z)K(z )] = q 2 zz and the regularization term is just 1
Thermodynamic limit
The aim of this section is to show how to get a rigorous control of the infinite volume limit of the free energy f N (or similarly A N ). The main idea, inspired by [14] , is to compare A N , A N 1 and A N 2 , with N = N 1 + N 2 . For this purpose we consider both the original N site system and two independent subsystems made by N 1 and N 2 soft spins respectively, so to define
with 0 t 1. The partition function Z N (t ) interpolates between the original N-spin model (obtained for t = 1) and the two subsystems (of sizes N 1 and N 2 , obtained for t = 0) equipped with independent noises J and J , both independent of J. Notice that the quartic term does participate in the interpolation. The situation is very similar to the study of the thermodynamic limit for systems with coupled replicas, as it will be shown in a forthcoming paper. Now we follow the standard strategy, based on differentiation with respect to the interpolating parameter t, and witness an almost miraculous cancellation between terms coming from the differentiation of the quartic interaction and the diagonal part of the spin glass contribution. We omit the details, and state the following main result Theorem 1. The following super-additivity property holds
As it is very well known, the super-additivity property gives an immediate control of the thermodynamic limit [19] , and we can state the following. Theorem 2. The thermodynamic limit for A N (β, h) exists and equals its sup, i.e.
High temperature behavior
We start to analyze our model characterizing the high temperature regime, at small β. First we define the annealed free energy of the model
that can be easily computed as in the following.
Proposition 1.
For λ < 1 the annealed free energy of the model in the thermodynamic limit is well defined and coincides with
Proof. It is enough to notice that
This follows from the cancellation under annealing of the first term in the Boltzmann factor with the second. In fact, we have
Thus (11) follows from (10) and the proposition is proven.
We define the high temperature regime as the region in the (β, λ) plane where the quenched free energy is equal to the annealed one. We already know that the annealed approximation is an upper bound for the pressure, in fact a simple application of the Jensen inequality shows that
On the other side we have that
where Z N (β, λ; J) is an auxiliary partition function in which diagonal terms of the spin-spin interaction are neglected, i.e.
where we have noted that 1 √ 2 (J i j + J ji ) is a centered Gaussian random variable N (0, 1) that we have simply denoted by J i j . Inequality (14) follows still from the Jensen inequality on the J ii noises:
Note that the auxiliary partition function Z N gives the same annealed approximation of Z N ; in fact we have the following.
Proof.
where the diagonal quartic term appears because it is not compensated in the annealing. Now, putting β λ = β 1−λ , we notice that the function in the integral dz
tends to 1 uniformly for 0 λ < 1, when N grows to infinity, and so does the integral. That completes the proof. Now, we can control the high temperature region of Z N studying the fluctuations of the random variable Z N /EZ N , according to the Borel-Cantelli lemma approach [4] , [21] . The following lemma holds.
The proof follows from a direct standard calculation along the line exploited in the case of the Sherrington-Kirkpatrick model, and will not be reported here in detail for the sake of conciseness. Lemma 1 is a sufficient condition to state the following.
J-almost surely.
In fact, by following a standard procedure, it is enough to consider that for a sequence on non-negative random variables u N , normalized to Eu N , for which the second momenta are uniformly bounded Eu 2 N c, we have, by the Borel-Cantelli lemma, that lim N→∞ N −1 log u N = 0 almost surely. In our case, we have to define u N = Z N /E(Z N ), and the rest follows smoothly.
Thanks to inequalities (13) and (14), we have proven the following main theorem.
Theorem 3. In the thermodynamic limit, J-almost surely, the free energy of the Gaussian spin glass model does coincide with the annealed one
in the region of the (β, λ) plane defined by β < 1 − λ.
Therefore, by avoiding the diagonal terms in the interaction, which clearly do not suffer annealing, we can have a control of the ergodic region, by exploiting the usual method based on the Borel-Cantelli lemma. However, a complete control of the ergodic region can be also achieved by using the strategy developed in section 5.
The replica symmetric form for the free energy
In this section we introduce the replica symmetric expression for the free energy density, and give a sum rule connecting it with the true free energy together with an error term of definite sign. For this purpose, we apply the well-known interpolation scheme [1, 2, 9, 11] to compare the original two-body interaction with a one-body interaction system. Concretely, we define, for t ∈ [0, 1] and a generic parameterq 0, which will be recognized after the optimization as the self-averaged overlap, the interpolating function
Here the external cavity fields on each site J i are i.i.d. unit Gaussian random variables, also independent from all J i j . We encode in E the averages with respect to both J and J . At t = 1 the interpolating function (21) recovers the original system, while at t = 0 it accounts for a simpler factorized one-body model and we can easily get through a simple calculation
with σ = (1 − λ + β 2q ) − 1 2 . Therefore ϕ N (t ) fulfils the following boundary conditions:
Now we proceed according to the usual strategy, by evaluating the derivative with respect to t, and then integrating in the interval [0, 1]. We use the notation .
is the replicated Boltzmann state according to the interpolating system appearing in (21) . By taking the t derivative, we obtain
and by integration:
Then, ∀N and ∀q ∈ D β,λ , the quenched free energy of the mean field Gaussian spin glass model defined in (1) fulfils the sum rule
Since the bound (27) is uniform in N, then it is true also in the thermodynamic limit. The error term in (26) reduces to the overlap's fluctuations aroundq. We can minimize this error, or equivalently optimize the estimate in (27), by taking the values ofq that minimizeÃ(β, λ,q). For this purpose we state the following.
Proposition 3. The minimum forÃ(β, λ,q), as a function ofq, is reached atq
Proof. We studyÃ(β, λ,q) as a function ofq 2 . A simple calculation gives
Therefore ∂ ∂q 2Ã (β, λ,q) is increasing, andÃ is a convex function ofq 2 . Atq = 0 we have that
Due to the convexity ofÃ inq 2 , the minimum is achieved atq = 0 for β λ < 1 and at q = β−(1−λ) β 2 for β λ > 1, where the derivative has a zero.
By combining the information of theorem 4 and proposition 3 we have the proof of the following important result.
Theorem 5. The replica symmetric expression for the free energy is well defined by the following variational principle:
whereÃ
with σ (β, λ,q) defined in (25). The minimum is achieved atq = 0 for β 1 − λ and at q = β−(1−λ) β 2
otherwise. Moreover the replica symmetric approximation is an upper bound for A(β, λ), in fact, uniformly in N,
Notice that at the optimal pointq = β−(1−λ) β 2
we have βσ 2 = 1.
For β λ < 1 the replica symmetric free energy reduces to the annealed one, that, accordingly with theorem 2, coincides with the thermodynamic limit of the true free energy in such a region. Note thatq = β−(1−λ) β 2 is also the optimal value for λ > 1, in fact 1 − λ + β 2q = β > 0 such thatq ∈ D β,λ and the RS expression is well defined. In this case we see thatq → ∞ when β → 0.
Fully broken replica symmetry
The Gaussian model is unique, in that it allows to explicitly calculate the fully broken replica symmetry trial functional, which should give an improvement on the replica symmetric bound for the free energy density. As a matter of fact, as a consequence of an elementary sum rule, it will be shown that the fully broken replica symmetry variational principle gives the same result as the replica symmetric functional. Replica symmetry breaking is not realized in the Gaussian case. We give some details about the procedure, since it can be generalized beyond the simple model considered here, as for example in the case of the coupling of the Sherrington-Kirkpatrick interaction with a neural network and a Gaussian spin glass, as shown in [3] , and work in preparation.
First of all we introduce the convex space X of functional order parameters x, as nondecreasing functions of the auxiliary variable q in the [0, 1] interval, i.e.
We have to think of x as connected at the end to the distribution function for the overlap. We will consider the case of piecewise constant functional order parameters, characterized by an integer K and two sequences of numbers, q 0 , q 1 , . . . , q K and m 1 , . . . , m K , satisfying
such that x(q) = m i for q ∈ [q i−1 , q i ]. It is useful to define also m 0 = 0 and m K+1 = 1. The replica symmetric case corresponds to K = 2, q 1 =q, m 1 = 0 and m 2 = 1, where the overlap self-averages aroundq; the case K = 3, with two possible value (q 1 and q 2 ) for the overlap, is the first level of replica symmetry breaking, and so on. Now, following the interpolation scheme in [13] , we consider a generic piecewise constant x and we introduce the interpolating partition functioñ
where t ∈ [0, 1]. Here we have introduced additional independent unit Gaussian random variables J a i , a = 1, . . . , K, i = 1, . . . , N. Let us call E a the average with respect to all the random variables J a i , i = 1, . . . , N and E 0 the average with respect to all the J i j . We denote with E the average with respect to all the J. Now we define recursively the random variables
where each Z a depends only on the external noise J i j and on the J b i for b a. Finally we define the auxiliary interpolating function
that is completely averaged out with respect to all the external noises. Notice that, at t = 1, we recover the original A N (β, λ) , while, at t = 0, we have a factorized expression in terms of a solvable one-body interaction problem. Thus, we have the possibility to find a sum rule for the free energy in the fully broken replica case through
after calculating the t-derivative of ϕ N (t, x). For this purpose we need some additional definitions. Let us introduce the random variables
and notice that they depend only on the J b i for b a and they are normalized, E f a = 1. Moreover we consider the t-dependent state ω associated to the Boltzmann factor defined in (33) and its replicated . A very important rule is played by the following statesω a , with a = 1, . . . , K, and their replicated˜ a , defined as
Finally we define the generalized . a average as . a = E( f 1 . . . f a˜ a (.) ).
We now proceed exactly as in the Sherrington-Kirkpatrick case [13] , and reach the following. Theorem 6. The t-derivative of ϕ N (t ), defined in (35), is given by
(40) Theorem 7. In the thermodynamic limit, for every functional order parameter x of the type (32), the following sum rule holds:
and, consequently, we have the following bound for the free energy density:
Clearly, theorem 7 follows from theorem 6 by taking into account (36) and noting that the error term, containing overlap fluctuations around every q a , has a definite sign. Now we give the expression for ϕ N (0; x) , as in the following.
Theorem 8. For any choice of the piecewise functional order parameter x, the initial condition ϕ N (0; x) is given by
where f (q, y; x) is the solution of the Parisi equation, i.e. the nonlinear anti-parabolic partial differential equation
with a final condition at q = Q
and σ (Q) = (1 − λ + β 2 Q) − 1 2 , with the obvious restriction on Q to have a positive σ (Q).
Proof. Since the Boltzmann factor factorizes at t = 0, we have that
From the definition (35) of the interpolating function ϕ N (t; x), we note that, due to the 1/N factor, we can evaluate the (46) on a single site only. The σ (Q) goes to form the log σ (Q) term and what remains is just the solution of the Parisi equation, evaluated at y = 0, and propagated from q = Q to q = 0 through a series of Gaussian integrations as in [13] .
Due to the Gaussian character of all integrations involved in this procedure, we can exactly solve equation (44) with final condition (45) to find f (0, 0; x) and so ϕ N (0; x). In fact we give the following: Lemma 3. For any functional order parameter x ∈ X , the solution of equation (44) with final condition (45), evaluated at y = 0 and q = 0 is given by
Proof. We look for a solution of (44) of the form f (q, y) = a(q) + 1 2 b(q)y 2 . Since f must fulfil final condition (45), it has to be a(Q) = 0 and b(Q) = β 2 σ 2 (Q). From y) is a solution of (44) if a(q) and b(q) are solutions of the ordinary differential equation system
with final conditions a(Q) = 0 and b(Q) = β 2 σ 2 (Q). Integrating equation (50) we obtain
Putting (51) into equation (49) and integrating, we have the proof.
Finally, from the continuity of f (q, y; x) with respect to the choice of the functional order parameter x (see [12, 13] ) and noticing that
we can use theorem 7 for stating our first result.
Theorem 9. The pressure of the mean field Gaussian spin glass model is bounded by:
witĥ
Moreover the infimum is attained exactly at the RS functional order parameter x = 0, 0 q < q RS =q, x = 1 elsewhere.
Proof. The bound is a direct consequence of all the results in this section. So we will focus our attention only on its last part, that is
Let us notice that, without any loss of generality, we can assume Q as large as we like, in particular Q q, whereq is the replica symmetric expression, with valueq = β−(1−λ) β 2 outside of the ergodic region. In fact, let us writeÂ(β, λ; x) in the following equivalent form
If we take Q > Q, and define x (q) = x(q) for 0 q Q, and x (q) = 1 for Q < q Q , we can immediately check the equalitŷ
It is enough to split the integral The fact that symmetry breaking does not improve the result of the replica symmetric expression has very far reaching consequences. In fact, we have the following main result. Theorem 10. In the infinite volume limit the pressure of the mean field Gaussian spin glass model is given by its replica symmetric expression
where A RS (β, λ) is defined in theorem 5.
Proof. We follow a very brilliant strategy developed by Talagrand (see for example chapter 2.11 in [21] ), in order to give the precise boundary of the replica symmetric region in the Sherrington-Kirkpatrick mean field spin glass model. This strategy is based on the consideration of two coupled replicas with a generic fixed overlap constraint. For the pressure of the system with the two coupled replicas it is possible to develop broken replica symmetry bounds, as a generalization of those introduced in [13] . The final result is that the boundary region where replica symmetry holds is given by the occurrence of a lowering of the pressure, with respect to its replica symmetric value, for a trial order parameter of the type x(q) = 0 for 0, x(q) = m, forq <, x(q) = 1 forq < q 1, whereq is the replica symmetric overlap, and m,q are suitable parameters, allowing to lower the pressure. In other words, the absence of a one level replica symmetry breaking assures that we are in the replica symmetric region. In our case, we can follow the Talagrand procedure and conclude the validity of the replica symmetric expression for the pressure, for any value of the involved parameters, since we have already shown that there can be no lowering of the pressure by any symmetry breaking ansatz. Notice that this proof develops completely inside the general frame given by the interpolation procedure, and the resultant broken replica symmetry bounds introduced in [13] .
These results are in full agreement with those found by Ben Arous et al [5] , where they exploit the rotational symmetry of the model and employ a clever method of large deviations, in a purely probabilistic setting.
Fluctuation theory for the order parameter
This section is dedicated to the study of the fluctuations of the (rescaled and centered) order parameter.
The general idea behind it is that critical phenomena arise in the presence of a divergence of the fluctuation of the order parameter of the model. As critical phenomena are interesting by themselves, this analysis deserves major depth. In particular, we want to check that fluctuations diverge when we approach the critical line β + λ = 1, from inside the ergodic region.
To this task we introduce and define the rescaled and centered overlaps, for replicas a, b,
Once again the strategy we outline is the one developed for the Sherrington-Kirkpatrick model [11, 15, 16] , in the replica symmetric region. It is still based on the evaluation of overlap correlations arising from states generated by the interpolating Boltzmann factor introduced in (25). We can in fact evaluate the thermodynamical observables at t = 0 due to the lack of correlation and then propagate the solution up to t = 1.
To this task we introduce the following proposition. 
The proof is here omitted, since it can be easily obtained by long but direct calculation. We are interested in considering F s = ξ 2 12 , such that d dt
To understand how ξ 2 12 t behaves we need to tackle the other two correlation functions ξ 12 ξ 13 t and ξ 12 ξ 34 t . For the sake of simplicity, let us put
Under the Gaussian ansatz, surely valid because replica symmetry holds, we can apply Wick theorem and, by using proposition (4), we can construct the following flow for A(t ), B(t ) and C(t ):Ȧ = β 2 (A 2 − 4B 2 + 3C 2 ),
The initial data are easily found by a direct calculation, because the state factorizes with respect to the sites at t = 0 A(0) = σ 4 + 2σ 2q + 2q 2 , B(0) = 2q 2 + σ 2q ,
The solution of the flow equations with the given initial condition is A(t ) = 3y(t ) − 2z(t ) + w(t ),
Notice that in the limit t = 1 we have that z(t ) and w(t ) explode at the annealed border β = 1 − λ, while outside of the annealed region, whereq = 0, y(t ) becomes infinite in the limit t → 1. When we approach the critical line from inside the annealed region, the initial conditions are simply A(0) = σ 4 , B(0) = C(0) = 0.
(60) So the solution of the dynamical system is trivial as B(t ) and C(t ) are identically zero, while A(t ) satisfiesȦ = β 2 A 2 , A(0) = σ 4 , (61) whose solution is
Remembering that now σ = (1 − λ) − 1 2 , propagating up to t = 1 we finally obtain
that diverges when β = 1 − λ, in complete agreement with theorem 3.
Conclusions and outlook
In this paper, motivated by the interpolation methods applied to a modified version of the Hopfield model of neural networks, we have introduced and solved a simple model of a Gaussian spin glass, by using the standard interpolation methods and broken replica bounds. We have shown how to regularize the soft spins in order to tackle correct control of the thermodynamic observables and extend the techniques developed for the Sherrington-Kirkpatrick model. In this way we have achieved the existence of a thermodynamic limit of the free energy, through a procedure which extends the standard one. We have also computed the annealed free energy and found its region of validity in the (β, λ) plane, so finding the critical line of the model. Furthermore, we have studied the replica symmetric approximation for the free energy, and, by a deeper analysis through the replica symmetry breaking scheme, we have found that it actually gives the same bound to the free energy of the model as the RS one. Therefore, for this model the replica symmetric expression for the free energy is in fact exact.
In a forthcoming paper we will extend our study by taking into account the complete model where the Gaussian and Sherrington-Kirkpatrick spin glasses are combined with the analogical neural network, each with its own weight. In this case the convexity properties do not hold in general, and produce a great challenge toward the proof of the thermodynamic limit, and the control of the broken replica symmetry ansatz.
