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ABSTRACT
Many multibeam echosounders use split-aperture correlators to generate phase ramps
and, subsequently, form bottom detection estimates. The noise present within the phase ramp
couples directly into bottom detection estimates. This results in increased bottom detection
estimate uncertainty. Known sources of phase ramp noise are additive random noise and baseline
decorrelation. Anecdotally, these known sources of noise do not appear sufficient to explain
phase ramp noise in several(though not all, e.g. the Simrad ME70) bottom mapping multibeam
echosounders. The goal of this thesis was to explore a hypothesis for where additional phase
ramp noise might be generated.
In pursuit of this goal, data from the Kongsberg EM2040P was analyzed to see whether
the noise models for the known sources of noise matched the phase ramp noise. When it did not,
a new source of phase ramp noise was proposed: transmission side lobe interference. This source
of noise is introduced by side lobes from the transmitter when they are incorporated into the
split-aperture correlator by the receiver. A computational model of a Mills Cross array was
created to quantify this effect in an idealized system. An approach for further field testing of the
ME70 was developed, which takes advantage of the ME70’s ability to be configured and using it
in a non-standard mode.

xi
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INTRODUCTION

Split-aperture correlation is a process that enables a sonar to estimate the incidence angle
to a target based on the phase of an incoming signal [1]. A sonar can do this by dividing its full
receiver aperture in two. The baseline separation between the sub-apertures causes the range of
an incoming echo to be slightly different when traveling to each of the sub-apertures. The path
length separation results in a difference in the signal’s measured phase at each sub-aperture. The
phase difference will be zero when the signal’s incidence angle is the same as the sonar’s
steering angle [2]. The phase difference can be calculated using
𝜙 = 𝑘𝑑sin(𝜃 − 𝜃𝑠 )

1-1

where 𝑘 is the wave number, 𝑑 is the baseline separation, 𝜃 is the incidence angle, and 𝜃𝑠 is the
steering angle. The depth and horizontal range to a target can be estimated using the incidence
angle at which the phase difference is zero. Figure 1-1 displays a simple split-aperture correlator,
for reference.
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Figure 1-1: Diagram of a split-aperture correlator, with each sub-aperture displayed as a point
receiver

A multibeam echosounder (MBES) is a commonly used type of sonar that forms a fan of
beams across a swath of the seafloor [3]. An MBES is used for a variety of functions, but MBES
use in bottom detection is the focus of this thesis. Split-aperture correlators can be used in MBES
for target detection, including bottom detection. When split-aperture correlators are used, receive
beams for each sub-aperture are formed and steered to produce parallel beams[4]. The
introduction of noise into the phase data causes uncertainties in the target angle estimates and the
bottom detection estimates [1], [5], [6]. Because of this, understanding the sources of noise that
affect split-aperture correlators is important for effective bottom detection.
Motivation for this thesis project comes from Glenn Rice’s work with the Simrad SP 90
Fish Finding Sonar. It is a pelagic fisheries multibeam that uses a cylindrical array. Rice was
testing its capabilities in seabed mapping. While operating it as a split-aperture correlator, the
2

noise in the phase data was higher than expected. This project started as an investigation into
different known sources of noise, namely additive random noise and baseline decorrelation.
Then, a different source of noise was investigated: transmission side lobes. Transmission side
lobe originate because of the beam pattern of the transmission array, which emits energy in
directions other than the main beam. The effects of transmission side lobe interference on MBES
phase data noise is the primary focus of this thesis.

1.1 Split-Aperture Correlators and Multibeam Echosounders
Split-aperture correlation enables sonar to accurately locate a target within an area on the
seafloor. As described above, the process entails dividing the full aperture into sub-apertures that
each observe incoming echoes independently [1]. The phase difference between the subapertures will be zero when the incoming signal’s incidence angle matches the steering angle.
The quality of the estimate requires having a high SNR. Low SNR causes a lot of uncertainty in
the phase difference calculation.
Multibeam echosounders form a fan of beams to form a swath of coverage. Figure 1-2 is
used to show how beams formed near nadir incidence differ from those at oblique incidence.
When an MBES is used for bottom detection, two methods are used. The first measures the
amplitude of the incoming signal. The echo is assumed to be strongest where the seafloor
intersects with the main lobe of the receiver. This method is effective near nadir, but the
insonified area of the seafloor grows larger at oblique incidence. The time series is lengthened
here, leading to an imperfect estimate of the maximum response axis intersection. Because of the
reduced quality of amplitude detection at oblique incidence, split-aperture correlation is used for
bottom detection.
3

Figure 1-2: Multibeam operation at nadir and oblique incidence. The insonified footprint grows
larger as the incidence angle increases. Figure courtesy of Diaz [9].

Within a given beam, the phase data is analyzed in the form of a phase ramp. The phase
ramp shows how the phase difference between the sub-apertures changes as a function of time,
reflecting the change in the incidence angle. When the phase data is plotted, the point on the
seafloor corresponding to the MRA of the receiver is where the phase ramp passes zero. This is
known as the zero-crossing. Due to the presence of noise in phase ramps, a curve is fit to the
phase ramp to better estimate the zero-crossing. An example of this process can be seen in Figure
1-3.
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Figure 1-3: Example of a phase ramp from the Kongsberg Maritime EM2040P. The fit line gives
an estimate of the zero crossing. Without the fit line, there are two locations that can be taken as
the zero-crossing.

The phase ramp noise introduces uncertainty into the bottom detection estimate. The entire phase
ramp is not used for the fit line. Utilizing more phase ramp data points reduces the effect of noise
but also decreases the resolution. Using less of the phase ramp will increase the effect of noise.
The uncertainty in the phase ramp manifests as an uncertainty in the target angle
estimate. This uncertainty also converts to an uncertainty in the estimated depth. The uncertainty
in depth worsens at oblique incidence and for greater depth. To illustrate this, the table below
shows the effect that increased angular uncertainty has on the depth uncertainty for a beam with
45-degree incidence.
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Angular Uncertainty [deg]
Depth Uncertainty [percentage of depth]
0.01
1
0.05
5
0.1
10
Table 1-1: The effect of angular uncertainty on depth uncertainty. Small angular uncertainties
can result in large depth uncertainties at oblique angles.

1.2 Known Sources of Noise in MBES Phase Ramps
The two main known sources of noise that are considered here are additive random noise
and baseline decorrelation. Each of these noise sources decreases SNR and increases the
uncertainty in bottom detection estimates. Additive random noise is shown as a variance in the
target angle estimate that can be expected based on the SNR. It can also be shown as the standard
deviation of the phase difference based on the SNR. It is a result of the random noise that is
expected to be present during MBES operation. Lurton [5] shows that the deviation of the phase
difference due to additive random noise is given by

𝛿𝜙 =

2
√𝑆𝑁𝑅

.

1-2

Operating with higher SNR will reduce the phase difference uncertainty and result in cleaner
phase ramps.
1.2.1 Baseline Decorrelation
Baseline decorrelation is a form of noise that is caused by the scatterers within the
insonified footprint. For the scatterers, the returning echoes’ interference patterns are slightly
different at each sub-aperture. This causes a loss of coherence between the two receiver outputs,
increasing the uncertainty in the target angle estimate [7]. Baseline decorrelation is calculated as
6

a function of the pulse length and the incidence angle of the returning signal. Baseline
decorrelation has a larger effect at nadir incidence and causes less phase ramp noise at oblique
angles [5]. This is one of the reasons that split-aperture correlation is not typically used near
nadir incidence.
1.2.2 Additive Random Noise
The target signal is combined with noise when it reaches the receiver. This random noise
is unavoidable and leads to uncertainty in the target angle estimate [1]. This is heavily influenced
the SNR. A higher SNR will result in a lower error in the target angle estimate. The effects of
additive random noise worsen with more oblique incidence [5]. The variance in the target angle
estimate translates to an uncertainty in the bottom detection as well.

1.3 Transmission Side Lobe Interference
The two sources of noise listed above did not adequately explain the noise that Rice saw
in his work. Because of this, a different source of noise was proposed. This source of noise came
from the transmission side lobes. A physical representation of this source of noise is shown in
Figure 1-4. When the MBES transmits a pulse to the seafloor, energy is transmitted outside of
the main beam. These side lobe transmissions are projected fore-aft into the along track
direction. The receiver’s beam pattern allows it to spatially filter out some of these side lobe
returns, but some still leak into the data. The geometry of the transmission side lobe echoes does
not align with the returns from the main lobe. The consequence of this is phase contributions that
add noise to the phase data of the echo of interest.
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Figure 1-4: A transmission beam pattern imprinted on the seafloor. The red band represents
where the signal returns are arriving from at a certain instance in time. The receiver cannot
differentiate between the returns from the edges of the red band and those from the main beam.

1.4 Thesis Outline
In Chapter 2, the theoretical background of this thesis is discussed. This includes
discussion of multibeam echosounder transmission and reception. Within this section, MBES
beam patterns and insonified footprint are discussed. Next, array shading, window functions, and
their effects on an array’s beam patten are explained. Split-aperture correlators and their
operation is considered into in detail. The chapter closes by cataloguing some known sources of
noise that affect split-aperture correlators.
Chapter 3 analyzes data from the Kongsberg EM2040P to see if the phase ramp noise is
similar to the data from the SP90. The phase ramp noise is greater than the noise expected due to
baseline decorrelation. Because of this, Chapter 4 presents a different source of noise that effects
split-aperture correlators due to the transmission side lobes. It then explains the model of a
8

modified Mills Cross array that was created to gauge the effect of transmission side lobe
interference. The chapter concludes with a discussion of the simulation results. Chapter 5
explains why the Simrad ME70 was chosen as a candidate for testing the results found in the
Mills Cross model. The simulation used for the ME70 model is explained and the results are
discussed. Chapter 6 provides a general summary of the results and proposes field experiments to
validate the findings using the ME70.
The EM2040P data showed that there is significant phase ramp noise that cannot be
explained due to baseline decorrelation. Transmission side lobe interference is a potential source
of noise that could be the cause of much of the excess phase ramp. The model results in Chapter
4 show that transmission side lobe interference is a significant source of noise in an idealized
system that eliminates all other sources of noise except baseline decorrelation. The principles
from this model are applied to the ME70, where array directionality becomes a factor. Even with
these differences, the model showed that transmission side lobe interference is still a significant
source of noise. It also lays the groundwork for future field trials that can be used to test the
validity of the model in a real-world application.

9

2

Multibeam Echosounder Theory

Many MBES use line arrays in a Mills Cross configuration to form and receive its swath.
The Mills Cross array orients the transmitter and receiver arrays perpendicularly to each other,
increasing the resolution of the MBES [8]. MBES are used for many different purposes, included
seafloor characterization, fisheries research, among others. This thesis will focus on the
application of MBES to bottom detection. When used for bottom detection, the MBES uses the
returning echoes to estimate the target angle and range to the seafloor. This thesis will focus on
split-aperture correlation, which is done by analyzing the phase of an incoming signal. This
method for bottom detection is commonly done at oblique incidence, where amplitude bottom
detection is not as effective. Understanding this process and the noise that affects it requires
discussion of array beam patterns, the resulting insonified footprint on the seafloor, and the
operation principles of the split-aperture correlator.

2.1 MBES Transmission and Reception
2.1.1 Basic MBES Operation
MBES operation consists of transmitting a beam that insonifies the seafloor and forming
multiple reception beams to focus on echoes returning from the insonified area of the seafloor
[2]. The size of the insonified footprint is partially defined by the angular resolutions of the
transmitter and receiver [9]. Many MBES use a Mills Cross configuration of the transmitter and
receiver arrays to create a smaller combined insonified footprint, which is displayed in Figure 21 [8]. If the combined footprint is sufficiently small, the MBES will have high resolution and the
user will be able to better differentiate between targets on the seafloor [10]. The resolution of the
10

MBES is restricted by the bandwidth and beamwidth of the arrays. [11]. The beam pattern of the
arrays and the pulse length used are the variables that control the resolution.

Figure 2-1: Illustration of how the transmitted beam and received beams interact on the seafloor
for a Mills Cross configuration. The squares in the middle show the smaller combined footprint
that is formed due to the Mills Cross configuration. This figure is showing multiple
transmissions done one after another and the multiple receiver beams formed for each one.
Figure courtesy of Okina and Higashi [15].

2.1.2 Transmission Beam Patterns
Transmission beam patterns are the combination of all the radiation patterns of each
element on the array [12]. A beam pattern can be arbitrarily divided into two regimes: the main
lobe(the piece that is of primary interest for active work) and the side lobes(everything else). The
beam pattern shows how much of the pulse’s acoustic energy is concentrated in the desired
direction and how much radiates in other directions [13]. An ideal beam pattern has a narrow
main beam and low side lobe levels because a narrow main beam increases the angular
resolution of the MBES and low side lobes decrease the amount of energy that can arrive from
11

ahead of or behind the main lobe footprint. The shape of the main beam is a function of the
array’s length and of the operational frequency, among other factors such as window functions
applied to the array [14].
2.1.3 Receiver Beam Patterns
The receiver beam pattern is a representation of how well an array can preferentially
listen to an echo from a steered direction and reduce noise arriving from other directions [13].
The directionality of the receiver is a product of summing the sinusoidal incoming echoes along
the array. Signals arrival from the array’s steered direction are in phase with one another, while
noise arriving from other directions tend to be out of phase. However, as with the transmission
beam pattern, side lobes are present in the receiver’s beam pattern. In the receiver’s beam
pattern, the side lobes show the echo intensity from arrival angles outside of the main lobe [15].
Because the receiver can only differentiate between the main lobe and side lobe returns based on
the receiver’s side lobe suppression level, these echoes contribute noise to the incoming data,
which reduces the accuracy of the bottom detection estimate [13].
2.1.4 Beam Pattern Definition
As stated above, a narrow main beam is important for the MBES angular resolution.
Achieving this requires understanding how a beam pattern is defined. Using the example of a
line array, the beam pattern is affected by the length of the array, and the operational frequency.
It is helpful to see where these variables are used in computing beam patterns. For the simple
case of a continuous line array, the beam pattern is computed using
𝑏(𝜃) = 20 log10 𝐻(𝜃)

12
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where 𝜃 is the transmission direction in degrees and 𝐻(𝜃) is the directional factor. The
directional factor incorporates the array length and the operation frequency, and is given by
sin(𝜐)
|
𝜐

2-2

1
𝑘𝐿sin(𝜃).
2

2-3

𝐻(𝜃) = |
𝜈=

The wave number 𝑘 is equal to

2𝜋𝑓
𝑐

, where 𝑓 is the operational frequency and 𝑐 is the sound

speed.
The length of the array 𝐿 also appears in this equation. Just from looking at the equation,
it is difficult to tell how the array length and operational frequency change the beam pattern.
Figure 2-2 shows how increasing the array length or increasing the operational frequency
narrows the main beam [14].
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Figure 2-2 Increasing the length or frequency of the array will narrow the width of the main
beam.

There are trade-offs for narrowing the main beam. Lengthening the array can make it
prohibitively expensive or unwieldy. Increasing the operational frequency also increases the rate
of attenuation, meaning that the higher frequency pulse has a reduced operational range [13].
For a given beam pattern, the -3 dB beamwidth is the measure of how narrow the main
beam is. The -3 dB beamwidth of a continuous line array is calculated using

𝜃−3𝑑𝐵 ≅ 50

𝜆
[𝑑𝑒𝑔],
𝐿

2-4

𝑐

where 𝜆 is the wavelength, equal to 𝑓. The angular resolution of the array is approximated as the
-3 dB beamwidth. From the above equation, it is clear that increasing the length of the array
14

and/or the operational frequency decreases the -3 dB beamwidth. For a discrete line array, the
array length is replaced by the number of elements and the spacing between each element.
Substituting in these variables results in the following:

𝜃−3𝑑𝐵 ≅ 50

𝜆
.
𝑁𝑎

2-5

This equation makes it appear that increasing the number elements and increasing the spacing are
both good ways to increase the length of the array. However, when the element spacing gets
much larger than half of a wavelength, the amplitude of the main beam will be reduced and
grating lobes will appear in the beam pattern, shown in Figure 2-3 [1].

Figure 2-3: Increasing the elemental spacing larger than half of a wave length will result in the
appearance of grating lobes in the beam pattern.

These grating lobes appear at undesirable angles and can have a greater amplitude than the main
lobe.
15

2.1.5 The Insonified Footprint
The insonified footprint is the area of the seafloor that is “seen” by the MBES at a given
point in time [17]. The transmitter is illuminating the seabed and the receiver “sees” part of what
has been illuminated. The intersection of what is “illuminated” by the transmitter and what is
“seen” by the receiver comprises the combined footprint.
For a specific beam, the time duration window is determined by the across track length of
the insonified area. The total insonified footprint is a function of the range resolution, angular
resolution, and incidence angle. The range resolution is given by
Δ𝑅 =

𝑐
,
2𝑊

2.6
1

where 𝑊 is the bandwidth of the transmitted pulse. The bandwidth is equal to 𝑡 , where 𝑡𝑝 is the
𝑝

pulse length. Shortening the pulse length results in a larger bandwidth, improving the range
resolution. This derivation applies to continuous wave (CW) pulses, where the frequency of the
pulse is kept constant. The angular resolution is a measure of how well the array can measure the
angle of arrival of an incoming echo. It can be approximated by the -3 dB beamwidth. In radians,
the -3 dB beamwidth is approximated by

𝜃𝑅 = 0.88

𝜆
[𝑟𝑎𝑑]
𝐿

2.7

This approximation assumes that the length of the array is significantly longer than the
wavelength and that the array produces a narrow beam [9]. Combing these terms results in the
equation for the insonified area, when it is not beam-width limited:
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𝐴=

Δ𝑅
cos(𝜃𝑔 )

𝜃−3𝑑𝐵,𝑡 ∗ 𝑅 =

𝑐 𝜃−3𝑑𝐵,𝑡
∗ 𝑅.
2𝑊 cos(𝜃𝑔 )

2.8

Above, 𝑅 is the range to the target and 𝜃𝑔 is the grazing angle [16]. It is clear that as the
incidence angle increases, the insonified area increases as well [10]. A larger insonified area
makes amplitude bottom detection more difficult.
Equation 2.8 shows the instantaneous area insonified by the time limited subset of the
combined footprint at a certain incidence angle. The combined footprint of the transmitter and
receiver’s main lobes is of interest for bottom detection estimation. For a Mills Cross
configuration, the combined footprint will be restricted by the across track length of the
receiver’s insonified area [8]. The across track length of the combined footprint is given by

𝑓𝑎 =

2𝑅
𝜃−3𝑑𝐵,𝑟
).
tan (
cos(𝜃)
2

2.9

The across track dimension of the combined footprint also grows larger as the incidence angle
does. The size of the combined footprint determines how close together features on the seafloor
can be while still being distinguished apart from one another. This is limiting when amplitude
detection or the entire phase ramp is used for bottom detection. In these cases, a smaller
combined footprint will be able to distinguish features that are closer together [9].
2.1.6 The Rectangular Planar Array
The rectangular planar array is used for some MBES, including the Simrad ME70 [17].
Geometrically, the rectangular planar array looks like a series of line arrays stacked on top of one
another. The entirety of the array exists in the horizontal plane when it is unsteered. The beam
pattern of the rectangular planar array can be calculated in a different way when compared to the
calculations used for the line array used above.
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Burdic [1] derives the equation for calculating the beam pattern of the rectangular planar array.
Its cartesian coordinates for each element is given by
𝑥𝑚 = 𝑚𝑑𝑥 and 𝑦𝑛 = 𝑛𝑑𝑦 .

2.10

The element spacing 𝑑𝑥 and 𝑑𝑦 are the same for all elements. The beam pattern can be calculated
using the Fourier transform of the response function.
𝐺(𝑢) = ∑ ∑ 𝑔(𝑥𝑚 , 𝑦𝑛 )exp [𝑗2𝜋(𝑚𝑑𝑥 𝑢𝑥 + 𝑛𝑑𝑦 𝑢𝑦 )].
𝑚

2.11

𝑛

For uniform weighting, the summations can be split. The equation above then becomes
𝐺(𝑢) = ∑ 𝑔𝑥 (𝑥𝑚 )exp (𝑗2𝜋𝑚𝑑𝑥 𝑢𝑥 ) ∑ 𝑔𝑦 (𝑦𝑛 )exp (2𝜋𝑛𝑑𝑦 𝑢𝑦 ).
𝑚

2.12

𝑛

The two terms in this equation happen to give the beam patterns for the line arrays along the x
and y axes. Now 𝐺(𝑢) can be given by
2.13

𝐺(𝑢) = 𝐺𝑥 (𝑢𝑥 )𝐺𝑦 (𝑢𝑦 ).
Here, the two terms can be expanded to
𝐺𝑥 (𝑢𝑥 ) = ∑ 𝑔𝑥 (𝑥𝑚 )exp (2𝑗𝜋𝑚𝑑𝑥 𝑢𝑥 )

2.14

𝑚

𝐺𝑦 (𝑢𝑦 ) = ∑ 𝑔𝑦 (𝑦𝑛 ) exp(𝑗2𝜋𝑛𝑑𝑦 𝑢𝑦 ) .

2.15

𝑛

The variables 𝑢𝑥 and 𝑢𝑦 can be converted to cartesian coordinates using the theoretical
directions of arrival 𝜃 and 𝜙. These angles represent the incidence angle relative to the x and y
axes, respectively. The values of 𝑢𝑥 and 𝑢𝑦 are given by
𝑢𝑥 =

sin𝜃
𝜆

and 𝑢𝑦 =
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cos𝜃sin𝜙
𝜆

.

2.16

Plugging these into the overall equation, it becomes

𝐺(𝜃, 𝜙, 𝜆) = ∑ 𝑔𝑥 (𝑥𝑚 )exp(2𝑗𝜋𝑚𝑑𝑥
𝑚

sin𝜃
cos𝜃sin𝜙
).
) ∑ 𝑔𝑦 (𝑦𝑛 ) exp (𝑗2𝜋𝑛𝑑𝑦
𝜆
𝜆

2.17

𝑛

While this equation is difficult to solve by hand, utilizing Matlab or any other
computational software can be used to calculate the beam pattern of a rectangular planar array
[1]. The entire array is used for both transmission and reception, resulting in better side lobe
suppression when compared with a Mills Cross array with the same number of elements.

2.2 Array Shading
In the preceding section, improving the beam pattern was explained through changing the
-3 dB beamwidth. However, for all the beam patterns showed above, the highest side lobes were
only 13 dB lower than the main beam [14]. Side lobes adversely affect MBES operation. In field
operations, there are signals that are arriving from angles outside of the main lobe. Side lobe
returns cannot be distinguished from main lobe returns, which introduces error into bottom
detection estimates. Reducing the impact of the interfering signals requires lowering the side
lobe levels [1]. The transmitter also produces these signals with the transmission side lobes.
Array shading is the process of applying different weighting coefficients to each array to lower
the side lobe levels, which also widens the main beam [13].
2.2.1 Window Functions
Many different window functions exist that apply these weights to the array [18]. The
main purpose of these window functions is to lower the side lobe level. Applying window
functions also widens the main beam, so there is a limit to the benefit that can be gained [19].
Eventually, the main beam can be leaked into the region that would be occupied by the first side
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lobes [20]. A balance must be made between lowering the side lobe levels to control noise levels
while still maintaining an acceptable angular resolution.
There are many different window functions and each one has different attributes for side
lobe control [18]. The three that are most important to this thesis are the highest side lobe level,
the side lobe fall off rate, and the equivalent beamwidth. The highest side lobe level compares
the amplitude of the first side lobes to the amplitude of the main beam. The side lobe fall off rate
is a measure of how quickly the side lobes taper off at oblique angles. A quick side lobe fall off
rate makes an array relatively immune from interference at the far peripheral angles [21]. The
equivalent beamwidth ensures that the main lobe beamwidth of a window is equivalent to that of
an unshaded array.
2.2.2 Notable Window Functions
There are three different types of windows used in this thesis: a uniform window, triangle
window, and Chebyshev window. The uniform window provides a baseline for comparison
because it is the same as not shading an array. The triangle window is simple to implement on a
real system and provides better side lobe levels than the uniform window. Two different
Chebyshev windows were used, with highest side lobe levels of -25 and -50 dB, respectively.
The first Chebyshev window provides a similar highest side lobe level the triangle window and
the second has a significantly lower highest side lobe level. Arrays shaded with Chebyshev
windows have no side lobe fall off rate. The exact properties of the windows are listed in the
table below and these windows are applied to arrays with the same properties in Figure 2-4.
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Window

Highest Side Lobe
Side Lobe Fall Off Rate
Equivalent Beam
Level (dB)
(dB/octave)
Width
Uniform
-13
-6
1.0
Triangle
-27
-12
1.34
-25 dB Chebyshev
-25
0
1.07
-50 dB Chebyshev
-50
0
1.43
Table 2-1: Important characteristics of the window functions used in this thesis.

Figure 2-4: The beam patterns of each window function that was used.

2.3 Split-Aperture Correlation
Section 1.1 explained how split-aperture correlators work in a general way. However, in
split-aperture correlation operation, the phase difference is a calculated value. The split-aperture
correlator uses the correlation between the subarray outputs to calculate the phase difference and
ultimately estimate the bottom detection. This process is described in depth in the next section.
2.3.1 Split-Aperture Correlator Operation
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Split-aperture correlators use the path length difference of an incoming echo arriving at
each sub-aperture to estimate the incoming target angle [5]. The phase difference is calculated
using the path length difference, the carrier frequency of the incoming signal, and the angle of
arrival.
𝜙 = 𝑘𝑑sin(𝜃 − 𝜃𝑠 )

2.18

In Equation 2.18, 𝜙 is the phase difference, 𝑑 is the baseline separation between subapertures, 𝜃 is the incidence angle, and 𝜃𝑠 is the steering angle. From the above equation it is
clear that the phase difference will be zero when the incidence angle matches the steering angle
[2]. In practical operation, the phase difference is a measured quantity. The goal of bottom
detection on an extended surface such as the seabed is to make an accurate estimate of the
incidence angle at which the phase difference is zero, which corresponds to the location of the
receiver maximum response axis on that surface.
The beam patterns of the sub-apertures will be different from the beam pattern of the full
array. The shorter length results in a wider main lobe. A phase shift is present for each subaperture[1]. The beam patterns of each sub-aperture becomes

𝑏𝐿 (𝜃) = 𝑏(𝜃) exp (−𝑗

𝜋𝐿sin𝜃
)
2𝜆

2.19

𝑏𝑅 (𝜃) = 𝑏(𝜃) exp (+𝑗

𝜋𝐿sin𝜃
).
2𝜆

2.20

The sub-aperture length 𝐿/2 is equal to the baseline separation in this case. Other
configurations are also used, but a 50-50 split is used for this derivation. The right and left
complex signals are given by
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𝑠𝐿 (𝑡, 𝜃) = 𝐴𝑏(𝜃) exp [𝑗 (2𝜋𝑓𝑡 −

𝜋𝑑sin𝜃
)]
𝜆

2.21

𝑠𝑅 (𝑡, 𝜃) = 𝐴𝑏(𝜃) exp [𝑗 (2𝜋𝑓𝑡 +

𝜋𝑑sin𝜃
)].
𝜆

2.22

The signal has an amplitude of 𝐴. The phase difference 𝜓 is found by multiplying the output of
the left sub-aperture by the complex conjugate of the right sub-aperture’s output. This is the
correlation between the two outputs, which is why this method is called “split-aperture
correlation.” The 2𝜋𝑓𝑡 is eliminated, and the right side of the exponential can be combined.

𝑠𝐿 (𝑡, 𝜃)𝑠𝑅∗ (𝑡, 𝜃) = 𝐴2 |𝑏(𝜃)|2 exp (−𝑗

The wave number can replace

2𝜋
𝜆

2𝜋𝑑sin𝜃
)
𝜆

2.23

, resulting in

𝑠𝐿 (𝑡, 𝜃)𝑠𝑅∗ (𝑡, 𝜃) = 𝐴2 |𝑏(𝜃)|2 exp(−𝑗𝑘𝑑sin𝜃).

2.24

The entire equation for the phase difference is now within the exponential. The above
equation can now be rewritten as
𝑠𝐿 (𝑡, 𝜃)𝑠𝑅∗ (𝑡, 𝜃) = 𝐴2 |𝑏(𝜃)|2 exp(−𝑗𝜙).

2.25

Applying Euler’s identity, the exponential can be expanded and expressed as
𝑠𝐿 (𝑡, 𝜃)𝑠𝑅∗ (𝑡, 𝜃) = 𝐴2 |𝑏(𝜃)|2 (cos𝜙 − 𝑗sin𝜙).

2.26

The real and imaginary parts of the equation can now be extracted:
𝑅𝑒[𝑠𝐿 𝑠𝑅∗ ] = 𝐴2 |𝑏(𝜃)|2 cos𝜙

2.27

𝐼𝑚[𝑠𝐿 𝑠𝑅∗ ] = 𝐴2 |𝑏(𝜃)|2 sin𝜙.

2.28
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Taking the ratio of the real and imaginary parts yields the following:
𝐼𝑚[𝑠𝐿 𝑠𝑅∗ ]
= tan𝜙.
𝑅𝑒[𝑠𝐿 𝑠𝑅∗ ]

2.29

Finally, the phase difference is found by taking inverse tangent of that ratio. The equation 𝜙 =
2𝜋𝑑
𝜆

sin𝜃 can then be used to find the target angle estimate.

2.3.2 Phase Ramps
The incidence angle for the bottom detection is chosen based on analyzing the entire
subset of the phase data that corresponds to the projection of the receiver beam on the seafloor.
The phase data output forms the phase ramp, which was described in Section 1.1. The line fit to
the phase difference measurements gives an estimate of the zero crossing [22]. The target angle
estimate is taken at the angle where the line is zero. However, noise in the phase ramp introduces
uncertainty into the zero-crossing estimate. An example of phase ramp noise can be seen in
Figure 2-5 since the phase ramp is not a straight line. Different sources of noise affect splitaperture correlation in different situations.
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Figure 2-5: Example of an MBES phase ramp. Because of noise, there are two different locations
that could be chosen as the zero-crossing based on the data alone.

2.4 Sources of Phase Ramp Noise
Since noise adversely affects the bottom detection estimate, noise reduction is important
for split-aperture correlation. There are a few known sources of noise that affect split-aperture
correlators. The sources of noise that are particularly of interest in this thesis are baseline
decorrelation and additive random noise [5], [6].
2.4.1 Baseline Decorrelation
Baseline decorrelation increases phase ramp noise due to the geometry of the splitaperture correlator. Because of the baseline separation between the sub-apertures, the receivers
view the same insonified area from slightly different angles [23]. At each of the receivers, the
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interference patterns of backscattered signals are different. This results in a loss of coherence
between the two receiver outputs [7]. Going further, clusters of scatterers within the footprint
may dominate the echo structure, resulting in fluctuations in the phase difference and in the
target angle estimate.
Jinn and Tang [7] derive the equation for baseline decorrelation in a split-aperture
correlator. Given a uniform distribution of independent scatterers within the footprint, the
complex signal at each of the receivers can be written as an integral:
𝑥0 +

𝑠𝐿 = ∫
𝑥0 −
𝑥0 +

𝑠𝑅 = ∫
𝑥0 −

Δ𝑥
2

Δ𝑥
2

Δ𝑥
2

Δ𝑥
2

2.30
𝐴(𝑥) exp(𝑗2𝑘𝑟(𝑥)) 𝑑𝑥

2.31
𝐴(𝑥) exp(𝑗(2𝑘𝑟(𝑥) + 𝑘𝑑sin(𝜃(𝑥) − 𝜃𝑠 ))) 𝑑𝑥.

The above equations are measuring the sub-aperture outputs as a function of the
insonified area and for every scatterer within it. The center of the insonified footprint is 𝑥0 , the
across track length of the insonified footprint is Δ𝑥, and the slant range is 𝑟(𝑥). The next step is
to take the signal output of one and multiply it by the complex conjugate of the other, resulting in
𝑠𝐿∗ 𝑠𝑅 = ∬ 𝐴(𝑥)exp (−𝑗2𝑘𝑟(𝑥)) ∙ 𝐴(𝑥′)exp (𝑗2𝑘𝑟(𝑥 ′ ) exp(𝑘𝑑sin(𝜃(𝑥) − 𝜃𝑠 )) 𝑑𝑥𝑑𝑥′

2.32

The first two terms in the equation combine. The resulting correlation is
〈𝑠𝐿∗ 𝑠𝑅 〉 = 〈𝐴(𝑥)exp (−𝑗2𝑘𝑟(𝑥)) ∙ 𝐴(𝑥 ′ )exp (𝑗2𝑘𝑟(𝑥′))〉 = 〈𝐴2 〉𝛿(𝑥 − 𝑥 ′ ).

2.33

In the above equation, 〈𝐴2 〉 is the average scattering cross section. The total cross-correlation
becomes
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〈𝑠𝐿∗ 𝑠𝑅 〉

=

〈𝐴2 〉

𝑥0 +

∫
𝑥0 −

Δ𝑥
2

Δ𝑥
2

2.34
exp(𝑗𝑘𝑑sin(𝜃(𝑥) − 𝜃𝑠 )) 𝑑𝑥

From here, the relation for the correlation coefficient is given:

𝜐=

|〈𝑠𝐿∗ 𝑠𝑅 〉|
√〈𝑠𝐿∗ 𝑠𝑅 〉〈𝑠𝐿∗ 𝑠𝑅 〉

.

2.35

Lurton [5] gives the final result as
sin(𝜂)
𝜂

2.36

𝑘𝑑 𝑐𝑇
cos𝜃cot𝜃 cos(𝜃 − 𝜃𝑠 ).
𝐻 4

2.37

𝜐=

𝜂=

Finally, the effect of baseline decorrelation can be converted to an equivalent SNR
(Lurton), using
𝑆𝑁𝑅 =

𝜐
.
1−𝜐

2.38

The effect of baseline decorrelation can be shown as a function of incidence angle. At near
normal incidence, baseline decorrelation dominates, making split-aperture correlation operation
nonideal. Figure 2-6 shows how the SNR due to baseline decorrelation changes with incidence
angle and compares its effect to additive random noise.
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Figure 2-6 Equivalent SNR due to baseline decorrelation for the Kongsberg EM2040P, based on
260 kHz beams. Baseline decorrelation causes very low SNR at near incidence but has little
effect at oblique incidence. The SNR due to additive random noise is based on the SONAR
equation for the same system. Its inclusion shows which source of noise is the limiting factor for
bottom detection as a function of the incidence angle. Lurton’s [5] model of baseline
decorrelation shows that the model for the EM2040P closely matches the shape of Lurton’s
model. The difference between them is due to a water depth and pulse length difference between
the two models.

The additive random noise model used in the figure above uses the SONAR equation to
estimate the SNR that the EM2040P is operating in, using the same system parameters as the
baseline decorrelation model. For example, the same operational depth and pulse length were
used to compare the expected SNR for each source of noise. Lurton’s model uses parameters
found in Section III-C in [5]. Here, the depth is 100m and the pulse length is 0.5ms. Lurton’s
model has a greater depth than the EM2040P model, resulting in a higher SNR. This is partially
balanced by an increased pulse length, which results in a lower SNR.
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The operational depth and the pulse length are important variables when considering the
noise expected due to baseline decorrelation. Using a shorter pulse length and operating in
deeper water helps to reduce the effects due to baseline decorrelation, but then the effects of
additive random noise become more important. Figure 2-6 shows that for the majority of the
expected swath, baseline decorrelation is the limiting factor for bottom detection. It is only out
past a 65-degree incidence that additive random noise becomes the limiting factor. However, it is
important to know how variance of the target angle relates to the SNR for when the additive
random noise is the limiting factor in bottom detection.
2.4.2 Additive Random Noise
Within the received signal, there is the desired target signal combined with noise [1].
Additive random noise is due to noise that exists in the ocean that cannot be predicted at a given
moment in time. This noise manifest itself in the MBES phase ramps, in leads to uncertainty in
the target angle estimate. The SNR can be estimated using the SONAR equation, giving an
estimate for the additive random noise [13].
The SONAR equation is given as
𝑆𝑁𝑅 = 𝐸𝐿 − (𝑁𝐿1𝐻𝑧 + 10 log10 𝑊 − 𝐷𝐼)

2.39

Each of the terms can be defined separately. The echo level, 𝐸𝐿, is defined as
𝐸𝐿 = 𝑆𝐿 − 2𝑇𝐿 + 𝑇𝑆

2.40

where 𝑆𝐿 is the source level of the system, 𝑇𝐿 is the transmission loss due to attenuation, and 𝑇𝑆
is the target strength due to the material makeup of the target. The source level was taken from
the datagram of the EM2040P, 209 dB re 1 µPa @ 1 m. The transmission loss is given by
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𝑇𝐿 = 20 log10 𝑅 + 𝛼𝑅

2.41

where 𝛼 is the rate of attenuation, based on the operational frequency. The rate of attenuation
used here is 0.065 dB/m. The target strength is calculated using
𝑇𝑆 = 10 log10 𝑆𝑏 (𝜃𝑔 ) + 10 log10 𝐴

2.42

where Sb is the backscatter coefficient associated with the seabed and A is the insonified area. A
𝑐𝑇

fixed Sb of -20 was used, and the insonified area is given as sin 𝜃 ∗ 𝜃−3𝑑𝐵,𝑇𝑥 𝑅, where c is the
𝑖

speed of sound, 𝜃𝑖 is the incident angle, and 𝜃−3𝑑𝐵,𝑇𝑥 is the along-track beamwidth of the
transmit array in radians. The noise level, NL, is estimated to be 30 dB based on the Wentz
curves, and a receive bandwidth of W=30,000 Hz is assumed. The Directivity Index, DI,
assumes a one-degree line array that is 100 wave lengths long (this does not account for fore-aft
directivity). Using these parameters, the additive random noise model in Figure 2-6 was created.

More formally, the split-aperture or phase ramp target angle uncertainty caused by
additive random noise can be analyzed by making assumptions about the random noise present
on each sub-aperture. Random variables have different properties that are useful. The additive
random noise is assumed to be complex, with real and imaginary components. The noise can be
defined as
𝑛0 = 𝑥 + 𝑗𝑦,

2.43

where 𝑥 and 𝑦 are the real and imaginary components of the noise. These components are given
by
𝑁

𝑥 = ∑ 𝑥𝑖
𝑖=1
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2.44

𝑁

2.45

𝑦 = ∑ 𝑦𝑖
𝑖=1

When N is very large, meaning there are many sources of noise, the central limit applies to the
additive random noise. This means that the distribution of the noise can be assumed to be
Gaussian when there are many sources of noise.
Further statistical properties of the noise should be stated. The mean of the noise is given
by the expected value of the noise.
𝑁

𝑁

2.46

𝜇𝑛0 = 𝐸[𝑛0 ] = 𝐸 [∑ 𝑥𝑖 ] + 𝑗𝐸 [∑ 𝑦𝑖 ].
𝑖=1

𝑖=1

The expected value of the real and imaginary components of the noise can be replaced by their
mean:
𝑁

𝑁

2.47

𝜇𝑛0 = ∑ 𝜇𝑥 + 𝑗 ∑ 𝜇𝑦 .
𝑖=1

𝑖=1

From the mean, the variation of the noise can be calculated, using
2

𝜎𝑛20 = 𝐸 [(𝑛0 − 𝜇𝑛0 ) ] = 𝐸[𝑛0 − 2𝑛0 𝜇𝑛0 + 𝜇𝑛20 ].

2.48

Because the noise is a random variable, 𝑛0 and 𝜇𝑛0 can be treated as uncorrelated, which will
eliminate the middle term, resulting in
𝜎𝑛20 = 𝐸[𝑛0 + 𝜇𝑛20 ].

2.49

With the nature of additive random noise defined, its effect on the split-aperture
correlator can be analyzed. The equations given for the signal outputs for each sub-aperture were
for the ideal situation where there is no noise. Because the signal outputs without noise are
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predictable, they are deterministic variables. However, when the additive random noise is
factored into the split-aperture correlator, the sub-aperture outputs change. The outputs of the left
and right sub-apertures become 𝑠𝐿 + 𝑛𝐿 𝑠𝑅 + 𝑛𝑅 , respectively. The sub-aperture outputs were
given in Equations 2.21 and 2.22. These equations can be simplified. 2𝜋𝑓 can be replaced by 𝜔,
the angular frequency in radians per second and 𝜋/𝜆 can be replaced by 𝑘/2. This results in

𝑠𝐿 (𝑡, 𝜃) = 𝐴 exp [𝑗 (𝜔𝑡 −

𝑘𝑑sin𝜃
)]
2

2.50

𝑠𝑅 (𝑡, 𝜃) = 𝐴 exp [𝑗 (𝜔𝑡 +

𝑘𝑑sin𝜃
)].
2

2.51

The split-aperture correlator operation described above involved multiplying the signal
output of the left sub-aperture by the complex conjugate of the right sub-aperture. However, this
is an ideal situation when there is no random noise. When additive random noise is present, the
desired signal is mixed with noise. This changes the split-aperture correlator procedure and
results in
(𝑠𝐿 + 𝑛𝐿 )(𝑠𝑅 + 𝑛𝑅 )∗ .

2.52

This can be distributed into the following:
𝑠𝐿 𝑠𝑅∗ + 𝑠𝐿 𝑛𝑅∗ + 𝑠𝑅∗ 𝑛𝐿 + 𝑛𝐿 𝑛𝑅∗

2.53

The relation for the first term was already defined when the original split-aperture correlator was
derived:
𝑠𝐿 𝑠𝑅∗ = 𝐴2 𝑒 −𝑗𝜙

2.54

The split-aperture correlator requires the output to be divided into its real and imaginary parts.
Taking the real part of the above relation gives
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Re{(𝑠𝐿 + 𝑛𝐿 )(𝑠𝑅 + 𝑛𝑅 )∗ } = Re{𝑠𝐿 𝑠𝑅∗ + 𝑠𝐿 𝑛𝑅∗ + 𝑠𝑅∗ 𝑛𝐿 + 𝑛𝐿 𝑛𝑅∗ }

2.55

This can be broken down term by term. First, the real part of 𝐴2 𝑒 −𝑗𝜙 is given by
Re{𝐴2 𝑒 −𝑗𝜙 } = 𝐴2 cos(𝜙).

2.56

Assuming the phase difference is small, the real part can be approximated by 𝐴2 . Now, the
second term can be written as

𝑠𝐿 𝑛𝑅∗ = 𝐴exp (j (𝜔𝑡 −

𝑘𝑑sin𝜃
)) 𝑛0 exp (𝑗𝑦)
2

2.57

Note that 𝛾 refers to the incoming angle of the noise, which differs from the signal incidence
angle. The only difference between this term and the 𝑠𝑅∗ 𝑛𝐿 term is the phase difference. The
magnitude of the signal term is the same. The noise magnitude is also very similar. This results
in
|𝑠𝐿 𝑛𝑅∗ | = 𝐴𝑛0,𝑅

2.58

|𝑠𝑅∗ 𝑛𝐿 | = 𝐴𝑛0,𝐿

2.59

The final term, 𝑛𝐿 𝑛𝑅∗ , is simply the noise, with an amplitude of 𝑛02 .
Now, the imaginary part can be treated in a similar way as the real part in the derivation. Even
so, the result will not be the same. For example, the imaginary part of 𝑠𝐿 𝑠𝑅∗ is
Im{𝑠𝐿 𝑠𝑅∗ } = 𝐴2 sin (𝜙)

2.60

When the same assumption of a small phase difference is applied, this becomes
Im{𝑠𝐿 𝑠𝑅∗ } = 𝐴2 𝜙.
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2.61

Now these terms can all be applied to the original equation for finding the phase difference.
However, there is an important difference. Instead of computed the phase difference, the
estimated phase difference is now used. This represents the phase difference due to the signals
with additive random noise. The total equation is given by

𝜙̂ =

𝐴2 𝜙 + Im{𝑠𝐿 𝑛𝑅∗ } + Im{𝑠𝑅∗ 𝑛𝐿 } + Im{𝑛𝐿 𝑛𝑅∗ }
𝐴2 + 𝐴𝑛0 + 𝐴𝑛0 + 𝑛02

2.62

If the signal to noise ratio is assumed to be high, the first term in the denominator will be much
larger than the other three terms. Using this assumption, the three other terms in the denominator
can be treated as negligible. This leaves the equation as
𝜙̂ = 𝜙 +

Im{𝑠𝐿 𝑛𝑅∗ } Im{𝑠𝑅∗ 𝑛𝐿 } Im{𝑛𝐿 𝑛𝑅∗ }
+
+
.
𝐴2
𝐴2
𝐴2

2.63

The above equation states that the estimate of the phase difference is equal to the true phase
difference plus the noise that is corrupting the signal output. Here we have a model of the
estimated phase difference and how the additive random noise affects the phase difference
calculation.
The hope is that 𝐸[𝜙̂] = 𝜙. This would mean that even with additive random noise, the
model gives an unbiased prediction of the true phase difference. Applying the expected value to
the entire equation result in

𝐸[𝜙̂] = 𝜙 + 𝐸 [

Im{𝑠𝐿 𝑛𝑅∗ }
Im{𝑠𝑅∗ 𝑛𝐿 }
Im{𝑛𝐿 𝑛𝑅∗ }
]+𝐸[
]+𝐸[
]
𝐴2
𝐴2
𝐴2

2.64

The expected value of the two noise terms is the cross correlation for the noise. The crosscorrelation of the noise between the sub-apertures is assumed to be zero. This gets rid of the last
term and leaves
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Im{𝑠𝐿 𝑛𝑅∗ }
Im{𝑠𝑅∗ 𝑛𝐿 }
̂
𝐸[𝜙] = 𝜙 + 𝐸 [
]+𝐸[
]
𝐴2
𝐴2

2.65

Using Matlab, the reliability of this model for predicting the phase can be easily tested. Since the
signal remains the same, it is easy to run a number of tests by generating random noise and
examining the variance in the phase difference. The variance of the noise can be set such that the
SNR remains high.
The introduction of the noise leads to a very small uncertainty of the phase difference.
This phase uncertainty leads to a target angle uncertainty of about 5.5 ∗ 10−4 degrees. This is
very small, but it makes sense because the SNR is so large.
Next, the variance of the phase difference estimate can be analyzed. This is given by
2

Im{𝑠𝐿 𝑛𝑅∗ } Im{𝑠𝑅∗ 𝑛𝐿 }
𝐸[(𝜙̂ − 𝜙)] = 𝐸 [(𝜙 +
+
− 𝜙) ]
𝐴2
𝐴2
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Cancelling the phase difference terms and distributing the middle terms results in
𝐸[(𝜙̂ − 𝜙)] =

1
[(Im{𝑠𝐿 𝑛𝑅∗ })2 + 2Im{𝑠𝐿 𝑛𝑅∗ }Im{𝑠𝑅∗ 𝑛𝐿 } + (Im{𝑠𝑅∗ 𝑛𝐿 })2 ]
𝐴4

2.67

The inside of the first term can be written as
𝑠𝐿 𝑛𝑅∗ = 𝐴exp(𝑗𝑄)𝑛0 exp ( − 𝑗𝑦)
where 𝑄 = 𝑗 (𝜔𝑡 −

𝑘𝑑𝑠𝑖𝑛𝜃
2
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). Applying the Euler identity and distributing results in
𝑠𝐿 𝑛𝑅∗ = 𝐴𝑛0 (−cos𝑄sin𝛾 + sin𝑄cos𝛾)

2.69

However, it is squared. This gives the following:
Im{(𝑠𝐿 𝑛𝑅∗ )2 } = 𝐴2 𝑛02 (cos 2 𝑄 sin2 𝛾 − 2cos𝑄sin𝑄sin𝛾cos𝛾 + sin2 𝑄 cos 2 𝛾.
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2.70

Since the goal is to take the expected value of each of these terms, the average value can be taken
of the random values. All of the trigonometric functions with 𝑄 are deterministic, since they are
from the signal. The sine squared and cosine squared terms with 𝛾 are random, since they are
associated with the noise. The average value of these terms is ½. The middle term goes away
because the average value of sine and cosine are zero. This equation can be rewritten as

𝐸[Im{(𝑠𝐿 𝑛𝑅∗ )2 }] =

𝐴2 𝐸[𝑛02 ]
(cos 2 𝑄 + sin2 𝑄)
2

2.71

Using the trigonometry identity that says sin2 𝑥 + cos2 𝑥 = 1, the equation simplifies to

𝐸[Im{(𝑠𝐿 𝑛𝑅∗ )2 }] =

𝐴2 𝐸[𝑛02 ]
.
2

2.72

The 𝐸[2Im{𝑠𝐿 𝑛𝑅∗ }Im{𝑠𝑅∗ 𝑛𝐿 }] is easier to deal with. Assuming that 𝑛𝐿 and 𝑛𝑅 are
uncorrelated, this term becomes zero. The 𝐸[(Im{𝑠𝑅∗ 𝑛𝐿 })2 ] term has the same simplification as
the first term. The final result is
2
𝐸 [(𝜙̂ − 𝜙) ] =

1
𝐸[𝑛02 ]
2]
2
∗
𝐴
𝐸[𝑛
=
.
0
𝐴4
𝐴2
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It is important to note that 𝑛0 is Rayleigh distributed. If 𝑛 = 𝑥 + 𝑗𝑦,
𝑛0 = √𝑥 2 + 𝑦 2

2.74

𝑛0 is also Rayleigh distributed. This means that
𝐸[𝑛02 ] = 2𝜎𝑥2

2.75

where 𝜎𝑥2 is the variance of the real component of the noise.
When the variance of the noise is plugged into the same model that was used above, the
variance of the phase difference due to noise is 8.00 ∗ 10−6 [𝑟𝑎𝑑 2 ]. With a low variance, this is
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an unbiased estimate of the noise. Using the model, Figure 2-7 shows the expected variance in
the phase and target angle based on the operational SNR.

Figure 2-7: The phase and target angle uncertainty caused by additive random noise In the
Kongsberg EM2040P. It is a less significant cause of noise at high SNR. This noise model is
calculated at an incidence angle of 45 degrees.
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3

Kongsberg EM2040P Data Analysis

The Kongsberg EM2040P is a high frequency multibeam specializing in shallow water
applications. It operates between 200 and 400 kHz and can produce a continuous wave (CW) or
frequency modulated (FM) pulse. It is capable of collecting seafloor surveys and water column
data. At 400 kHz, the EM2040P produces a one-degree beam. The EM2040P can be operated as
a split-aperture correlator on reception. The phase difference data is collected in the water
column data. The phase ramp noise can be calculated and compared with baseline decorrelation
using this data.

3.1 EM2040P Data
The data that was used for this project was collected by John Hughes Clarke. The data
looks slightly uphill in both across track directions. The beam are oriented from -75 to 30
degrees, to pack more beams into the outer sector of one side of the vessel. Analyzing the data
was conducted through a series of steps in order to analyze the phase data. The data is composed
of over 1500 data points at each of the 256 beams.
First, a single ping was chosen for analysis. For this ping, the phase data for every beam
was pulled from the datagram. Plotting this data, as shown in Figure 3-1, at every tilt angle and
sample number gives the full view of the water column and seabed estimations. Next, the bottom
range, given as a sample number, was plotted on top of the phase data. This showed where the
estimate of the zero crossing was for every beam.
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Figure 3-1: The total phase data for all 256 beams in one ping. The range is displayed as sample
number. The black dots show where the bottom detection estimate are. Note that the phase ramps
are larger at oblique incidence.

Another way to look at the data is to plot the amplitude data. Figure 3-2 shows this as a
function of the range.

Figure 3-2: The entire swath for a single ping. The signal amplitude is displayed as a function of
the across track and vertical range.

39

From this data, the SNR can be checked at a couple steering angles. Figure 3-3 shows how this
can be estimated for steering angles of -31 and -51 degrees.

Figure 3-3: The SNR of each beam’s amplitude data can be done by comparing the peak
amplitude to a conservative estimate of the noise floor. Even using a conservative estimate
results in an SNR of 60 dB for the -31-degree beam and an SNR of 45 dB for the -51-degree
beam.

A conservative estimate of the noise floor can be done by extrapolating the noise throughout the
figure, even underneath the peak amplitudes. The same noise floor can be used for each since the
initial noise is very similar for each. This can be estimated to be the noise due to additive random
noise. Even thought there are other processes going on in the data, such as reverberations in the
water column, treating all of the noise as additive random noise creates a conservative estimate of
this noise source.
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At a steering angle of roughly -31 degrees, the signal is about 60 dB above the
conservative estimate of the noise floor. At the steering angle of roughly -51 degrees, the signal
is about 45 dB above the noise floor. These can be treated as the estimated SNR of the system at
these steering angles. Even using this conservative estimate of the noise floor, the resulting SNR
is pretty close to the model shown in Figure 2-6. At these steering angles, the EM2040P can be
assumed to still be limited by the baseline decorrelation, meaning that the additive random noise
will not be considered as the primary source of phase ramp noise in the data analysis.
3.1.1 Estimating the Baseline Separation
To compare the data with baseline decorrelation, the baseline separation and pulse length
must be known. The pulse length was given in the datagram, but the baseline separation was
more difficult to figure out. It was not available in online resources, so it had to be estimated. A
nominal wavelength was calculated using the operational frequency of the array. The next step
was to choose which beams to use for the analysis.
Four consecutive beams were chosen. The phase data for all four beams at the same ping
were pulled from the datagram. The phase ramps for each beam were isolated by hand. The
sample numbers corresponding to the phase ramp data were selected. The datagram
documentation gives an equation to convert the sample number to a range, using the sound speed
and the sample frequency. The mechanical angles within the beam could be calculated using the
2𝜙
).
𝜃𝑚𝑒𝑐ℎ = sin−1 (
𝑘𝑑cos(𝜃𝑠 )
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3.1

The baseline separation is a variable in the equation to calculate the mechanical angles, so an
estimated baseline separation was used. The range and the mechanical angles were then used to
calculate the cartesian coordinates of each point on the phase ramp using
𝑥 = 𝑅sin(𝜃𝑚𝑒𝑐ℎ )

3.2

𝑧 = 𝑅cos(𝜃𝑚𝑒𝑐ℎ )

3.3

Next, a first-degree polynomial was fit to the cartesian coordinates. The combined RMS
difference between the four fit lines gives the residual difference between the lines. The residual
changes depending on the baseline separation used. A range of baseline separations were tested,
with the assumption that the lowest residual would occur at the closest estimate to the real
baseline separation. This was assumed because the beam steering angles are all very close
together. The steering angles of the four beams that were chosen ranged between -44.84 and 46.08 degrees. Figures 3-4, 3-4, and 3-5 show the results of this process, which found that the
closest estimate to the real baseline separation was 0.18176m.

Figure 3-4: The first plot shows the cartesian coordinates of every point on the phase ramp. The
middle plot shows the linear fits based on the cartesian coordinate points. The third shows the
RMS difference between the linear fits, as a measure of how close together they are. At this point
in the estimation model, the baseline separation is too small. The cartesian coordinates are not
lined up well and the residual RMS difference is still high.
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Figure 3-5: Here is the closest estimate to the baseline separation. Many of the cartesian
coordinate points are lined up and the residual RMS difference is at its minimum. The closest
estimate to the real baseline separation was found to be 0.18176m.

Figure 3-6: At this point in the baseline estimation model, the baseline separation is now too
large. The cartesian coordinates have separated and the residual RMS difference has grown
larger again.

3.1.2 Phase Ramp Analysis
Beams with four different steering angles were selected for analysis. The beams were
selected at -20, -30, -45, and -60 degrees. Examples of phase ramps for each of these steering
angles can be seen in Figure 3-7. A set of 25 consecutive pings were selected for each beam. The
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phase ramps were isolated by hand for analysis. A first-degree polynomial was fit directly to the
phase ramps close to the zero crossing. Data points at the edges of the phase ramps were
eliminated to try to reduce the noise. The RMS difference between the phase ramp and this firstdegree polynomial gives an approximation of the noise in the phase ramp.

Figure 3-7: Examples of phaser ramps at all four beam steering angles. The black line shows the
part of the phase ramp that was used for noise analysis. Note that the length of the phase ramp
increases as the steering angle does.

The data set was not a completely flat seabed. There was an incline in the seabed.
Therefore, the slope of the seafloor had to be calculated to add to the steering angle to calculate
the true incidence angle. Baseline decorrelation is calculated as function of the incidence angle,
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so a correct incidence angle is important for comparison. The angle of the seafloor was
calculated using the cartesian coordinates of each beam at every ping. The average slope of the
seafloor was calculated and then added to each steering angle, resulting in a close approximation
to the incidence angle. Now it was possible to plot the RMS difference, plotted as an angular
uncertainty, and compare with the angular uncertainty due to baseline decorrelation.

3.2 Results from the Data Analysis
Figure 3-8 shows the average angular uncertainty in the phase ramps for each set of
beams. The noisiest phase ramps exist closest to nadir, partly due to the extra noise from baseline
decorrelation. The noise in the phase ramps are still significantly higher than the noise due to
baseline decorrelation. This could show evidence of transmission side lobe interference.

Figure 3-8: The angular uncertainty as a function of incidence angle. As expected, the phase
ramps closer to nadir are noisier than the phase ramps at oblique incidence.
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Figure 3-9, which is comparing the depth uncertainty with the uncertainty expected from
baseline decorrelation looks different. The beam that had the least amount of angular uncertainty
has the greatest amount of depth uncertainty. This is because angular uncertainty causes greater
depth uncertainty at more oblique incidence. It is calculated as a function of depth and incidence
angle.

Figure 3-9: The observed depth uncertainty in the phase ramps compared with baseline
decorrelation.

3.3 Conclusions
The data analysis shows much greater phase ramp noise than the noise expected due to
baseline decorrelation. Considering the shallow operating depth, the EM2040P is operating at a
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generally high SNR. It is unlikely that the excess noise is being caused by additive random noise.
These results seem to show the same noise effects that Rice was observing regarding the
unexplained noise. A different source of noise could be the cause of the excess phase ramp noise.
In the following section, this new cause of phase ramp noise is proposed and defined.

47

4

Mills Cross Array Model

The sources of noise discussed above do not sufficiently explain the noise present in the
phase ramps. Another source of noise needed to be investigated. Side lobe interference is known
to cause noise, but often the focus is on the receiver side lobes [13], [19]. However, noise is
caused by the transmission side lobes as well. Interference from the transmission side lobes is a
different source of noise that became the primary consideration of this project.

4.1 Transmission Side Lobe Interference
The transmitter array will radiate acoustic energy outside of the main lobe. The side lobe
signals will strike the seabed, and some of the signal will return to the receiver just as the signal
in the main lobe does. The amplitude of the returning side lobe signals will be smaller than that
of the main lobe echoes. However, these signals are still contributing to the output of the receiver
and affecting the results by increasing the noise in the signal. For a split-aperture correlator,
these side lobe returns are out of phase with the main beam returns, which adds uncertainty to the
phase difference observations. This source of noise differs from baseline decorrelation in the way
it is calculated. Baseline decorrelation is calculated using the across track length of the insonified
footprint, not considering noise emanating from the along track direction. Transmission side lobe
interference arrives from the along track direction. Figure 4-1 shows the transmission beam
pattern on the seafloor.
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Figure 4-1: The transmission beam pattern imprinted on the seafloor. The main beam in in the
center, while the side lobes propagate out in the along track direction

4.2 Hypothesis Testing
4.2.1 The Modeled Mills Cross Array
A computational model was used to initially test this hypothesis. A modified Mills Cross
array was used to simulate an MBES. The transmitter array was a discrete line array with
element separation of half of a wavelength, while the split-aperture correlator was modeled as
two omnidirectional point receivers. Omnidirectional hydrophones were chosen for the receiver
to remove the receiver side lobes as variables. Most receivers have a finite beam width in the
fore-aft direction, which will limit the effects from the side lobes at the edges of the transmission
beam pattern. The baseline separation was also kept constant at half of the array length. The
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frequency of the array was kept constant at 200 kHz, and the length of the transmitter was chosen
to set the -3 dB beam width at 1 degree. Figure 4-2 shows the modified Mills Cross array used in
the modeling.

Figure 4-2: The modified Mills Cross array that was modeled. The transmitter is a line array,
while the receiver is two omnidirectional hydrophones, steered to 45 degrees

4.2.2 Environmental Conditions
The model created ideal conditions that can directly compare the effect of the
transmission side lobe interference to the noise expected from baseline decorrelation. The
simulation uses a flat seabed with random roughness, with a constant depth of 50m. The across
track range and the steering angle are kept constant to remove effects that are due to a changing
insonified area. The pulse length is also kept constant, and the simulation focuses on the area
insonified by a receive beam steered to 45 degrees. Because the same beam is used every time,
the baseline decorrelation will also be the same.
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The transmission side lobe interference is tested by controlling the length of the seabed in
the along track direction. At first, the seabed is restricted so only the signals returning from the
area around the main beam are considered. With no side lobe contributions, all sources of noise
are due to baseline decorrelation and the additive random noise that comes from having random
roughness. As the along track length of the seabed increases, so does the side lobe contributions.
According to the hypothesis, the phase ramp noise should increase with the along track seabed
length, as more side lobe contributions are factored into the receiver outputs.
4.2.3 Applied Window Functions
Different window functions were applied to the transmitter array to compare their relative
effect on the transmission side lobe interference. Because the application of window functions
comes with the side effect of a wider main beam, the length of the transmitter array was kept
variable. When windows were applied, the length of the transmitter array was increased to keep
the -3 dB beamwidth at 1 degree. This prevented the results from being influenced by the angular
resolution of the arrays instead of by their efficacy in side lobe suppression. In the simulation, a
uniform window, a triangle window, and two Chebyshev windows were used. The Chebyshev
windows has side lobe suppressions of -25 and -50 dBs, respectively.
4.2.4 Physics of the Model
The model uses a split-aperture correlator to analyze the transmitted signal as it returns to
the receivers. The transmitted signal is transmitted to the seabed, based on the beam pattern of
the transmitter and its transmission frequency. Each of the sub-apertures sums together all of the
signals that return in a single time step, based on the pulse length of the transmitted signal and
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the range to the seafloor. This is shown in Figure 4-3. The location on the seafloor that the
echoes are returning from is not a factor because the receivers are omnidirectional.

Figure 4-3: Signals returning from the red band are all summed together since they are all
returning during the same time step.

The phase difference for the returning signals was calculated by taking the phase angle
difference between the output of one receiver and the complex conjugate of the second receiver’s
output. The phase ramp centered on the 45-degree beam was then isolated. An ideal phase ramp
was calculated based on the geometry of the split-aperture correlator and was fit to that phases
ramp. Ten percent of the phase ramp and the ideal phase ramp was removed from either end to
reduce the noise. An MBES will remove portions of the phase ramp in order to reduce noise. The
root mean squared difference between the ideal phase ramp and the simulated phase ramp gives a
measure of the noise, an example of which is shown in Figure 4-4. The uncertainty in angle can
be converted to a uncertainty in the bottom detection.
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Figure 4-4: Example of a phase ramp generated from the simulation data.

4.3 Model Results
The simulation uses 250 iterations of every along track seabed length for every window.
For each run of the simulation, a new random seabed is generated. A range of different along
track seabed lengths are used to show how the noise changes as more side lobe contributions are
incorporated into the phase data. The average RMS difference for all 250 iterations is taken as
the measure of the noise. The data, shown in Figure 4-5, can be displayed as an angular
uncertainty of the target angle estimate and as a depth uncertainty in the bottom detection.
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Figure 4-5: Result from the simulation. The phase ramp noise is plotted as a function of the along
track seabed length used in the simulation. Each point on the plot represents the average of 250
iterations

Figure 4-5 shows the average RMS difference between the ideal phase ramp and a
simulated phase ramp for 250 iterations. The x axis shows the along track seabed length that was
used in the simulation. The points on the far left show the simulations that were run for small
along track seabed lengths. For these points, the noise in the phase ramps trend down towards the
noise expected due to baseline decorrelation. As the along track seabed length increases, so do
the side lobe contributions. In the figure, the phase ramp noise increases as the along track
seabed does, before leveling off for more windows. For most of the windows, the side lobes are
suppressed very far at the far oblique incidences. The returning signals from the far edges of the
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seabed do not have a high amplitude, which is why the phase ramp noise levels off. The
exception to this is the -25 dB Chebyshev window. As was shown in Chapter II, the Chebyshev
windows do not have any side lobe fall off. Since all of the side lobes are at -25 dB, the
amplitude of the retuning signals at the far edges of the seabed is still relatively high. The lack of
side lobe fall off causes the phase ramp noise for the -25 dB Chebyshev windowed array to keep
increasing where the other arrays do not. Overall, the -50 dB Chebyshev window and the triangle
window performed the best.
Figure 4-6 displays the same result in another way. Instead of an angular uncertainty, the
phase ramp noise is shown as a depth uncertainty in the bottom detection. For the -25 dB
Chebyshev window, the error reaches about 80 cm.
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Figure 4-6: This is the result of the same set of simulations displayed above. Here, the phase
ramp noise is represented as a depth uncertainty in the bottom detection.

4.4 Initial Conclusions
The model of the modified Mills Cross array seems to support the posed hypothesis that
the transmission side lobes cause significant noise in split-aperture correlation. The figures above
show that the phase ramp uncertainty increases with the length of the along track seabed. When
the transmission side lobes are suppressed well, the uncertainty becomes independent of the foreaft area. This suggests that applying window functions that suppress the outer transmission side
lobes perform better than windows that do not for this model. In a real system, suppression of the
inner side lobes will be more important for system performance. In practical application, the use
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of window functions has to be balanced with the decreased angular resolution that it causes. This
simulation uses an idealized model of an MBES. Next, it is important to apply this model to an
existing MBES system so that the model can be validated in the field.

57

5

Simrad ME70 Modeling

The first model showed that transmission side lobes are a significant source of noise for
the idealized system. Showing similar results for a simulated real system gives more credence to
the findings of the original simulations. It also provides the framework for future field trials that
can empirically test the hypothesis. For this purpose, the Simrad ME70 was chosen. A simulation
set up similar to the original model is used to model the ME70. The purpose is still the same: to
gauge the effect of transmission side lobe interference on the phase ramp noise.

5.1 Simrad ME70 Overview
The Simrad ME70 is a scientific MBES than can be used in both fisheries research
applications and in bathymetric surveying. It was jointly developed by Simrad and the French
oceanographic institution Ifremer to improve MBES in fisheries application while remaining
versatile enough to be used for surveying [17]. The ME70 uses a rectangular planar array with
800 transducers that can be individually weighted. This level of control over the ME70’s
operation was one of the primary reasons that it was chosen for this project. Adding custom
weightings would allow for different windows and even different array lengths to be used in field
testing.
The ME70 can form up to 45 beams on both transmit and receive. The beams can be
deployed in three different configurations, chosen by the operator based on survey requirements.
The V configuration uses higher frequencies near nadir and lower frequencies at oblique angles,
which allows for longer operational range near nadir incidence. The inverse V configuration uses
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higher frequency at oblique angles and lower frequencies at nadir, which allows for longer
operational range at oblique incidence. The ME70 uses the entire array for both transmission and
reception. This makes the ME70 more successful at side lobe suppression than a traditional Mills
Cross array [17]. On reception, it can be used as a split-aperture correlator and uses a 2/3 length
overlap. This means that a 2/3 length segment of the ME70 is used as each sub-aperture, and
some transducers are used in both sub-apertures.

5.2 The ME70 Model
The simulation created with the ME70 follows many of the same principles as the
original model. The seabed depth is kept constant, with random roughness applied to it. Different
windows are applied to the transmitter. The uniform and triangle windows were chosen for this
model. The triangle window was one of the best performing windows from the first model and
the uniform window was again used for comparison. The window functions are applied to the
along track rows of the array. The across track rows are not shaded. The -3 dB beamwidth is kept
constant to match the original model. Instead of lengthening the array when the triangle window
is used, the array length for the uniform window is shortened. In the model, the ME70’s
transmitter is steered to 48 degrees to match the receiver beam at that angle. Finally, the phase
ramp noise is also quantified using the RMS difference between the ideal phase ramp and the
simulated one.
There are differences between this model and the Mills-Cross model. The entire planar
array is used on transmit. The transmit beam pattern imprinted on the seafloor is shown in Figure
5-1. For reception, a singe across track row of the array is used for the split-aperture correlator.
This gives it a Mills Cross configuration for the receiver. It also reduces the amount of side lobe
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suppression on the receiver in the along track direction. The baseline separation is calculated for
a 2/3 array length overlap for the ME70. The baseline separation is smaller than the baseline
separation of an identical system using a 50-50 split. The receiver is also shaded using the
ME70’s default split-aperture correlator window function. The receiver has more directivity than
the Mills Cross model did, meaning that some noise will be spatially filtered out.

Figure 5-1: ME70 transmit beam pattern imprinted on the seafloor. Note that there are side lobes
in the along track and across track directions due to the planar array.

5.3 Results
Overall, the results shown in Figure 5-2 are similar to those of the original simulations.
For small along track seabeds, the phase ramp noise trends down to the noise expected due to
baseline decorrelation. The noise then increases as the along track seabed increases. Triangle
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window largely performs better than the uniform window, especially for larger along track
seabeds. This is expected since the triangle window suppresses the transmission side lobes better
than the uniform window. However, there is an unexpected spike in phase ramp noise at 25m of
along track seabed length for the triangle window. The reason for that at this time is not known.
It is curious since the noise remains close for the rest of the seabed lengths. Figure 5-3 shows the
results as a depth uncertainty.

Figure 5-2: These are the results from the ME70 simulation. Only the triangle and uniform
windows are used.
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Figure 5-3: As with the original simulation, the data can be shown as a depth uncertainty in the
bottom-detection.

5.4 Conclusions
Despite the ME70 having a markedly different transmitter geometry, and a directional
receiver, this simulation shows a similar conclusion as the original simulation. The transmission
side lobes contribute a significant amount of noise that cannot be due to baseline decorrelation.
Similarly, choosing a window function that suppresses transmission side lobe interference well
results in lower phase ramp noise. The results also show that the ME70 is a candidate for
conducting future field tests that can validate the model.
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6

Conclusions

6.1 Summary of Results
The Kongsberg EM2040P data showed that the phase ramp noise could not be explained
by the existing models of noise. The phase ramp noise for four different beams all contained
significantly more noise than baseline decorrelation could explain. The data highlighted that the
angular uncertainty affects oblique incidence angles more harshly than near nadir incidence due
to the geometry of the system’s operation. Since split-aperture correlators are typically used at
more oblique incidence, this is a particular area of concern. Since the existing noise sources
could not adequately explain the phase ramp noise, a different source of noise was proposed.
The modified Mills Cross model provided a foundation for showing how transmission
side lobe interference affects split-aperture correlators. The results of the model showed that the
introduction of transmission side lobe contributions increased the noise in the phase ramps. It
demonstrated that transmission side lobe interference increases the uncertainty in bottom
detection estimates. The model also compared different window functions, showing that the
triangle window is very effective at suppressing transmission side lobes. The side lobe fall off
rate proved to be important, as the -25 dB Chebyshev did not perform well in the simulation
because of its poor side lobe fall off rate. The results from the Mills Cross model helped to guide
the thought process for the next set of simulations.
The Simrad ME70 model produced similar results as the Mills Cross model, even though
the model uses higher transmitter and receiver directionality. There was a clear increase in phase
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ramp noise when more transmission side lobes were incorporated, even with windowing on the
receiver array. The noise present could not be explained by baseline decorrelation when
transmission side lobe interference was expected. The triangle window still performed better
than the uniform window in the model. This model provided a path forward for future field
experiments.

6.2 Future Work
The next step with this project is to test the hypothesis using a field experiment. The
Simrad ME70 should be used, because the user has a large amount of control over the array
shading. A proposed experiment should be conducted over a relatively flat area of seafloor with
the same substrate throughout. Different windows should be selected based on their different
properties. The uniform window should be used as a baseline, as well as the triangle window and
-25 dB Chebyshev window. A Kaiser window and a Hanning window could also be used. The
Kaiser window has a faster side lobe fall off rate, while the Hanning window has the lower
highest side lobe level. By comparing the results from these two windows, the relative
importance of the side lobe fall off rate and the highest side lobe level can be shown.
For this part of the experiment, it is important to keep the -3 dB beamwidth the same.
Through weighting, the length of the transmitter array can be made shorter for the uniform
window and longer for the other windows. Since limiting the along track length of the seabed is
not possible with a field test, a different way of limiting the transmission side lobes can be used.
The weighting on the receiver can be increased or decreased to see how the noise changes for the
same window over the same stretch of seabed.
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If the first parts of the experiment still show effects from transmission side lobes, a third
trial can be run. This one would use the entire ME70 array on transmit, meaning the -3 dB
beamwidths would not be the same. This experiment could compare the uniform window and the
best performing window in the other experiments. The goal of this experiment is to compare the
effects of transmission side lobe interference with the effect of lowering the angular resolution of
the array. Between those three experiments, the true effect of transmission side lobe interference
would be known.
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