Effective features can improve the performance of a model, which can thus help us understand the characteristics and underlying structure of complex data. Previous feature selection methods usually cannot keep more local structure information. To address the defects previously mentioned, we propose a novel supervised orthogonal least square regression model with feature weighting for feature selection. The optimization problem of the objection function can be solved by employing generalized power iteration (GPI) and augmented Lagrangian multiplier (ALM) methods. Experimental results show that the proposed method can more effectively reduce the feature dimensionality and obtain better classification results than traditional feature selection methods. The convergence of our iterative method is proved as well. Consequently, the effectiveness and superiority of the proposed method are verified both theoretically and experimentally.
Feature selection can also be sorted into supervised, semi-supervised, and unsupervised methods based on class label information. Supervised feature selection methods evaluate feature relevance using all class labels, for example Fisher Score [9] and ReliefF [10] . Recently, various semi-supervised methods, with some class labels, have been proposed, for example Chen et al. [11] proposed a semi-supervised feature selection utilizing rescaled linear regression. Without labels, unsupervised feature selection methods compute feature relevance through feature similarity, for example the Laplacian Score [12] .
Least square regression is the most common statistical analysis model. It aims to find a projection matrix W and minimizes a sum-of-squares error function [13] . At present, some feature selection methods exist that have been put forward based on least square regression. For example, Sparse LSR was proposed by Nie et al. in [14] and introduced 2, 1 l to sparse the projection matrix W so as to select the effective features. The orthogonal regression model can be considered the least square regression with orthogonal constrains. It can preserve more discrimination information in a subspace, and avoid trivial solutions, compared to the least square regression [15] . The optimization problem of the classical least square regression can be solved easily. However, the objective function with orthogonal constrains is an unbalanced orthogonal procrustes problem which is difficult to obtain an optimal solution.
In this paper we propose a novel supervised feature selection method, named Feature Selection with Orthogonal Regression (FSOR). The proposed method is a technique for feature selection, based on orthogonal regression, which aims to minimize the perpendicular distance from the data points to the fitted function. Unlike other classical orthogonal regression models, we introduce the feature weighting information in our model. The new scale factors can express the ranking or proportion of all features with the aim to minimize the perpendicular distance from the data points to the fitted function. In other words, they are used to evaluate the importance of features. The feature subsets are then formed by selected the features with the top rankings. Moreover, motivated by the previous study [16] , the generalized power iteration (GPI) method was employed in our work to solve the regression matrix W , and an effective iterative algorithm was derived to minimize the objective function. To assess the reliability, the proposed method FSOR was compared with eight other state-of-the-art supervised feature selection methods, including ReliefF, CC, IG, trace ratio criterion (TRC) [17] , robust feature selection (RFS) [14] , conditional mutual Supervised feature selection with orthogonal regression and feature weighting Xia Wu, Xueyuan Xu, Jianhong Liu, Hailing Wang, Bin Hu, Feiping Nie* F information maximization criterion (CMIM) [18] , Fisher and mRMR. The experiment results prove the convergence of our method and show the superiority on various data sets when compared with five feature selection methods. The rest of the paper is organized as the follows. Section II gives the notations and definitions of the norms employed in this paper. In Section III, we give a detailed introduction of the proposed FSOR method. Next, in Section IV, the experiment results and discussions are presented. Finally, a conclusion is given in Section V.
II. NOTATIONS AND DEFINITIONS
We summarize the notations and definitions of the norms that are used in this paper. n I denotes an nn  identity matrix. 
III. PROPOSED METHOD
In [19] , the orthogonal least square regression (OLSR) can be written as: s.t.
where the data matrix and 0   , measures the importance of features. Due to the extreme value condition w.r.t. b , we can derive that:
Where b can be computed as
Substituting Eq. (4) into Eq. (2), Eq. (2) can be simplified to the following form: Hence, the problem can be converted to Eq. (5). In the following, we propose a new effective method to solve the problem (5 [20] , and whereby the efficiency of the GPI method is verified both theoretically and empirically. The algorithm of the GPI is described in Algorithm 1.
Thus, we can update W when  is fixed using the Algorithm 1. 
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By using the lemma 1, the problem (7) becomes
The problem (8) can be written as the following form
in which:
Therefore, problem (5) is converted into a solution to the problem (9) . We use the augmented Lagrangian multiplier (ALM) method to solve the constrained minimization problem and decompose the problem into multiple subproblems [21, 22] . The ALM method is introduced to solve the following constrained minimization problem:
The solution is described in Algorithm 2.
Algorithm 2
The augmented Lagrangian multiplier (ALM) method 1.
4.
Update X by
We rewrite the problem (9) as the following:
According to Algorithm 2, the augmented Lagrangian function of (9) is defined as:
where v and 1  are column vectors,  is the Lagrangian multipliers. When fixing v , problem (12) can be equivalently rewritten as:
It can be easily seen that
In the same way, when fixing  , problem (12) can be rewritten as:
It can be verified that the optimal solution of v is
( ) pos t is a function which assigns 0 to each negative element of t .
To sum up, the detailed algorithm for solving the problem (9) is described in Algorithm 3.
Algorithm 3
Algorithm to solve the problem (9)
The detailed algorithm for solving the problem (2), named Feature Selection with Orthogonal Regression (FSOR), is summarized in Algorithm 4. In this algorithm, the regression matrix W and the diagonal matrix  are alternately updated until convergence.
Algorithm 4
Feature Selection with Orthogonal Regression (FSOR) method 1. Input: the data matrix 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
To verify the correctness and reliability of our algorithm, we chose eight Benchmark datasets from Feiping Nie's page 1 as the experimental data. The detailed information regrading these datasets is summarized in Table I . In the experiment, we compared the FSOR algorithm with eight other state-of-the-art feature selection algorithms, including ReliefF, CC, IG, CMIM, fisher, mRMR, TRC and RFS. In view of the above eight datasets, we employed four classifiers to classify the datasets after feature selection, such as support vector machine (SVM) with linear kernels, SVM with RBF kernels, Random Forest (RF) and k-nearest neighbor (KNN). For the selected features, we used a random 70% of the data to act as the training sets to train the best classifier model, then we test the model using the remaining 30% testing sets. We calculated the results 100 times and took an average value as the final classification accuracy. It should be noted that we use the LIBSVM toolbox to employ the SVM classifier. The varied circumstances of classification accuracy of SVM with linear kernels under different feature selection methods for each dataset are described in Fig. 1 . The comparisons of average classification accuracy for all the feature set sizes, and deviation using FSOR, and the other eight feature selection methods for the eight benchmark datasets are performed in Table II . We can see that the FSOR algorithm performs well in most datasets. The accuracy gained by employing the FSOR method is the highest and the deviation is the lowest, excluding the control dataset. Furthermore, the FSOR method also works well on the Control dataset and only performes worse than TRC method.
As shown in Fig. 1(b, c, d, e, g, h) , the recognition accuracy of the proposed FSOR method first keeps growing as the feature number size increases, and then falls down slightly. This can be attributed to the fact that, initially, more features can provide more information to distinguish samples belonging to different classes, but, as the number of features continues to increase excessively, the features with noisy information might be added into the selected feature subset and thus reduce the recognition accuracy of the FSOR method. Compared with other feature selection methods, the recognition rate of the proposed method increases to the highest value significantly faster, and then maintains more stable. This is because the FSOR method introduces orthogonal constrains to limit the projection matrix W, which can preserve more discrimination information in subspace and avoid redundant and noisy information. Additionally, compared with the other popular algorithms, the results in Table II show the best recognition rate, collected during implementation of the proposed method, and hence the proposed method can be suggested to be more robust as its performance doesn't depend on a particular classifier.
To further evaluate the multi-class recognition ability, we also computed the specificity and sensitivity of the classification results. Taking the Yeast dataset as an example, Table III shows the average specificity and sensitivity of all the feature set sizes. Significantly, the FSOR algorithm is better than other algorithms overall.
In addition, to prove effectiveness and stability, we tracked the changes in the FSOR's objective function under different datasets. Here the number of iterations was set to 100. As illustrated in Fig. 2 , we were able to identify that the objective function values decline and converge to a local minimum, step-by-step, with an increase in the number of iterations. Computational complexity is a key indicator regarding the performance of a certain method. In this section, we analyze the computational complexity of the proposed FSOR method, based on the number of multiplications of the matrix operations. The computational complexity of the FSOR algorithm can be mainly attributed to the calculation of the matrix W of the GPI algorithm. To reduce the computational complexity of the GPI algorithm, we choose to compute the matrix W directly instead of calculating A and then multiplying by W. The calculation of AW requires computational complexity to be determined of the order of (ndk) . Hence, the order of the computational complexity of FSOR is (ndk).
Moreover, the computational complexity of the state-of-the-art supervised feature selection algorithms is provided in Table IV. In Table IV , m is the number of selected features (1 ≤ m < d). From the results, we could conclude that the computational complexity of FSOR is much less than that of the TRC and RFS methods and depends on d, n and k. When the value of k is small, the computational complexity of FSOR is approximately equal to that of CC, IG, ReliefF and Fisher. However, when the proposed method was implemented with the Binalpha and Corel_5k datasets, the computational time of FSOR was much longer than those of the filter methods. This can be attributed to the value of k being not much smaller than that of n and d.
V. CONCLUSION
In this paper, we have proposed a novel supervised feature selection algorithm named FSOR. This new method extends the orthogonal least square regression by adding feature weighting, which is used to evaluate the importance of features. Based on the existed GPI algorithm and ALM algorithm, the FSOR decreases the objective value of the model to a local minimum until convergence. Subsequently, we employ the FSOR method on the benchmark datasets and utilize eight feature selection methods as reference. From the experimental results, we reach the projected goal that, overall, the performance of FSOR is superior to the other eight state-of-the-art feature selection methods. 
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