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A recursion is developed for the number f (P) of ways a permutation P on n symbols can be 
written as a product of two n -cycles. It is known that f(P ) > 0 if and o nly if P is an even 
permutation. It is shown here that f(P)/(11 - 1)! = f (Q )/(m - 1)! if P has trivial cycles but the 
sa me nontrivial cycle structure as a permutation Q on m symbo ls, while I ~ f(P) /(n - 2)! ~ 1 if P 
is even and has no trivia l cycles. Addi tional evidence strongly suggests f (P..)/(11 - 2)!-> 2 as 
n -+ oo for any sequence of even P" on n symbols without trivial cycles. Some connections with 
Hamiltonian cycles in a random graph and the group structu re of the symm etric group a re 
no ted . 
1. Introduction 
Let f(P) denote the number of ways a member P of the group S11 of 
permutations on n symbols can be written as the product of two cycles of length 
n. Obviously f(P) depends only on the cycle structure of P, and it is known that 
f(P) > 0 if and only if Pis a member of the alternating subgroup A,,, that is, if and 
only if P can be written as the product of evenly many transpositions. As 
Theorem 1 below shows, f(P) depends to a large extent only on n, the number of 
symbols actually moved by P, and the evenness of P. The formulas for f (P) given 
in Table 1 are representative of a fairly complex recursion explained in Section 2 
and used in Section 3 to prove Theorem 1. 
Theorem 1. If P E S,, and Q ES'" have the same nontrivial cycle structure, then 
f(P)/(n - 1)! = f(Q)/(m - 1)!. 
If P E A,, and P has no trivial cycles, then 
1 ~ f(P)/(n - 2) ! ~ ~ . 
A proof of f(P) > 0 ~PE A 11 due to Gleason is reported in [3]. This is just one 
of a variety of similar results on existence of factorizations in finite and infinite 
permutation groups to appear since the basic paper by Ore [5] in 1951. Some 
more recent papers are those by Bertram [1], Moran [ 4], and Brenner and Riddell 
[2]. 
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Despite more than a surface connection with Gleason's proposition, Theorem 1 
actually arose independently in an investigation of Hamiltonian cycles in very 
sparse random directed graphs using ideas from [7] and [8]. In [8] Wright shows 
!Kn I - .(n - 1)! e- 1, ':here Kn is the s~t of Hamiltonian cycles V arc-?isjoint f:om ~ 
canomcal cycle U m a complete directed graph on n nodes . By interpreting 
and V in the obvious way as permutations in en and considerin g P == u- 1 V, it can 
be seen that 
L f(P) = (n - 1)! !Kn\, 
P e D. 
where Dn is the set of fixed-point-free (or deranging) permutations from S,, . \D,, \ 
is well-known as the Euler rencontre number. A trivial modification of the 
standard inclusion-exclusion proof [6] of \D,, I- n ! e- 1 using \A,. I== ! \Sn\ , n ~ 2; 
will prove \An nDnl -!n! e- 1 • Thus, the asymptotic average value of f(P )/(n - 2). 
for P E A" n Dn is 2. Theorem 1 and averaging tendencies of the recursion for 
f(P) given in Section 2 suggest the following: 
Conjecture. f (Pn)/(n - 2) !- 2 as n - oo for any sequence of P,., Pn EA,. n D,.. 
2. Recursion for f (P) 
Let S,, be realized as the group of permutations on the symbols {I , 2, · · · ' n~ 
with products and operators composed left to right and denote by e" the subset 0 
(n - 1)! permutations which are n-cycles. Obviously, f (P) = \F(P)\ where 
F(P) = {(U, V) IP = UV, U Ee,,, V Ee.,} 
for any P E Sn . For l :s; i :s; n define operators c/J1 : Sn - S,, _ 1 by 
Pq,1 = [P(nP, i)(i, n )]7T ~ 1 , 
where (nP, i) denotes the permutation which transposes i with nP and 7T,. is the 
natural embedding of S,, _1 in S., . Note that 
Pcb1 = Pc/J,.. = [P(nP, n)]1T~ 1 
whenever (n, i, nP) are not all distinct (and not just when i = n). d 
The algebraic definitions of c/>1 and cb .. above are used in pr ving Lemma 2 an 
the basic recursion on f (P) given in Theorem 2. Lemma 2 may be vie."".ed as
3;. 
much expanded e numerative version of Gleason's existence proposition [ h 
Lemma 1 gives an alternate graphical interpre tation of q,1 and cp,, in terms of t e 
cycle structure of the permutations involved. 
Theorem 2. f(P) = L,,, .,.;.,. ,,p f (Pcb1 ). 
b of the Lemma 1. The cycle structure of P</>1 may be obtained from P Y one 
following: 
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(a) If nP = n, the trivial cycle on n is deleted. 
(b) If i = nP ::f n or i = n ::f nP, the cycle c( n, P) containing n is replaced by a 
(possibly trivial) cycle of length ic(n, P)l- 1. 
(c) If (n, i, nP) are distinct and i¢ c( n, P), the cycles c(n, P) and c(i, P) are 
replaced by a nontrivial cycle of length ic(n, P)I + ic (i, P)J - I . 
(d) If (n, i, nP) are distinct and i E c(n, P) with i = nPk, 2,,;;; k ,,;;; lc(n, P)l- 1, then 
c(n, P) is replaced by two (possibly trivial) cycles of length k - 1 and lc(n, P)I- k. 
Lemma 2. For 1 ~ i ~ n, put s11,i = {P E S,., I nP = i}, c,.,; = s ... i n c.,, and F; (P ) = 
F(P) n (C,. x C11 ;). 
(e) S,, = LJ ~ S,. ,;. C,, = LJ ~ .. 11 C,.,;, and F(P ) = LJ ~ .. ;.,. 11 p F;( P), where LJ + signifies 
disjoint union. 
(f) For all i and j, <P; induces a bijection of s ... ; onto S11 _ 1 with inverse given by 
p' ,.1..* - p' ( ')( ' ') 
'P i,/ - 7T11 n, I I, J . 
(g) For j ::f n, </>,, induces a bijection of C,,.; onto C11 _1 with inverse</>~. ;· 
(h) For n =/= i =/= nP, the map <P:S~--') S ~ _ 1 given by (U, V)<P = (U</>,,, V<f>,,) in -
duces a bijection of F;(P) onto F(P</>;) with inverse given by (U', V')<P~11 p = 
(U'-'·* V '-"*) h k - · P(V' ,.1..* )- 1 
'+'n ,k' 'f' ri , i , W ere - fl '-V n,i . 
Proofs. T heore m 2 is an e leme nta ry conseque nce o f (e) and (h) of Lemm a 2. 
Lemm a I is eas il y checked by visua lizing P and P</>; as directed graphs. In 
pa rticular, P</>; is o bta ined fro m P in (c) a nd (d) by de le ting n and its incide nt arcs, 
adding a n arc fro m nP- 1 to nP, and the n switching the destina tio n o f this arc with 
tha t o f the a rc fro m iP- 1 to i. Pa rt (e) of Lemm a 2 is o bvio us. (The te rms for i = n 
a nd i = nP o mitted from the fo rmula fo r F( P) correspo nd to impossible conditio ns 
n V = n and nU = n.) To prove (f) it suffi ces to check first tha t c/J; and <P(i do 
indeed se nd sn ,j and s .. - 1 into each o the r and the n verify a lgebraica lly that the ir 
compositio n in e ithe r o rde r is a n identity. Part (g) is de rived from (f) by verifying 
(using reasoning as in (b)) tha t <f>11 and <f> ~ 1 send c ... ; and c,, _1 into each o ther . The 
proo f o f (h) is similar. T hus, the computation 
(Ucb,, )( V</>,,) = [U(n, nU)V (n, n V)]rr ;;- 1 
= UV(nV, nUV)( n, n V) 7T ;;- 1 = (UV )</>,, v 
toge ther with (g) shows <P : F;(P) ~ F( P</>;). Simila rl y, 
( U'<f> ~. d(V'</>~) = U 11T11 (n, k)(V'</> ~.J 
= U'rr,. (V'</> ~.)( i, nP) 
= ( U' V 1)1T11 (n, i)(i, nP) = ( U' V ')</> t,,p 
shows <Ptn,,: F(P<f>1) ~ F; (P). Part (g) shows directl y that three of the four com-
positions of the compone nts of <P and <Pt ,,p a re identities. The fourth identity, 
U<f>n <P ~.k = U(nU, 1i)(n, k ) = U, follows from nU = nPV- 1 = nP( V</>,, </> ~,;)- 1 = k. 
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Table l 
p n f {P) f(P)/(n - 2)! formula for f,.( P) ie f( P) 
P 1 = (1) l 
P2 = (3, 2, 1) 3 l .O [ 1(P 1) 
P3 = (4, 3)(1, 2) 4 
P4 = (5,4, 1,2,3) 5 
1.0 2 · [ 3(P 2) 
1.333 2 · 3· f3(P2) + f4(P3) 
P5 = (6, 5)(1,2,3,4) 6 l.333 4 · [5(P4) 
P 6 = (6, 5, 1)(2, 3, 4) 
P7 = (7,6 , l,2,3,4,5) 7 
2 
8 
32 
36 
180 
1.5 4 · 3 · f3 (P2) + 3 · fs(P4) 
l.5 2 · 5 · [5 (P4)+2 · fr.{Ps) + h(P6) 
P8 = (7, 6)( 1, 2)(3, 4, 5) 
P9 = (8, 7)(1, 2, 3, 4, 5, 6) 8 
P10 = (8, 7, 1)(2,3,4,5,6) 
P 11 = (8,7 , 1,2)(3,4,5,6) 
P 12 = (8, 7)(1, 2)(3, 4)(5 , 6) 
168 
1080 
11 40 
1104 
1008 
1.4 2·'6(P6)+3 · '6(Ps) 
1.5 6 · f1(P1) 
l.583 6 · 5 · [ 5(P4) + 5 · f1(P1) 
1.533 2 · 6 · '6( P, ) + 4 · fi P1) 
l.4 6 · f 1(P sl 
Derivation of Table 1. The formu las given in Table 1 are easily written out using 
Theorem 2 and Lemma 1. For example, the two terms for f7(P8) are generated by 
i in the cycles (1, 2) and (3, 4, 5). The second term for / 5{P4 ) is generated by i == 2· 
When i i 1 or 3 the permutation P4 </>; has a single fi xed point, namely 4 or 3, and 
a second application of Theorem 2 produces the first term for f5(P4). Since f(P) 
depends only on the cycle structure of P, there is an alternate formula 
5 · 4 · fs(P3)+4 · f6( Ps) 
{or / 7(P 8) corresponding to the permutation (7, 6, 1 )(2, 3)(4, 5). 
3. Proof of Theorem 1 
Suppose PE A,. has a fi xed point, which 
Theorem 2 and (a) of Lemma 1 imply 
may be assumed to be n. Then 
f (P) = (n - l)f(P7r~ 1), nP = n, (1) 
and the first part of Theorem 1 is immediate. 
Now consider the second part of Theorem l. Theorem 2, (c) and (d) of Lemma 
1, and (1) above imply 
r<n) ~ max {(n - 2)r(n - l) , 
(n - 3)r(n - 1) + (n - 2)(n - 3)f (n - 3), 
(2) (n - 4)r(n - 1) + 2(n - 2)r<n - 2)}, 
where r+(n) is the maximum of f (P) for P in A,, n D,.. The three cases in <2) 
re flect three possible va lues for lc(n, P)I, namely, 2, 3, and ;:;i. 4. The extra ternis 
are introduced via (1) for the same rea ons given at the end f Section 2. A 
tedious expansion of polynomials of degree at most 6 will show that 
n - 2 
h (n) = (n - 2)! n (l+2/k2) 
k • 4 
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satisfies (2) with reversed inequality for n;,,, 8. A quick glance at Table 1 shows 
that 
rcn)/(n - 2)! ~1h +(n)/(n - 2)! (3) 
for 5 ~ n ~ 7. By induction, (3) holds for 5 ~ n. Numerical methods will show 
lim h+(n)f(n-2)! = 1.739 · · · <~ . 
n ~oo 
Hence f(P)f(n - 2)! ~~ for P in A" n D., as claimed. A similar, but simpler, 
argument shows 
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