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ABSTRACT 
This dissertation is focused on the particle-scale numerical simulations in two areas: fast 
pyrolysis of biomass particles and interactions of fuel drops and heated walls.  
The first topic is the fast pyrolysis of biomass materials, an effective means to convert 
biomass into useful energy products. The conversion process can be significantly affected by the 
properties of the biomass particle and the operating conditions. To obtain a better understanding 
of this process, a direct numerical simulation method was proposed and used to simulate the 
evolution of biomass particles under fast pyrolysis conditions. The lattice Boltzmann method 
(LBM) was employed to solve the flow field and the intra-particle transport of heat and mass. The 
present model was validated by comparing the numerical results with experimental data for a 
single biomass particle under pyrolysis conditions. The predicted evolutions of center temperature 
and solid mass fraction agreed well with the experimental data. The validation demonstrated that 
the present model was capable of revealing the detailed conversion process of biomass fast 
pyrolysis at the particle scale. The temperature and density fields in the particle were found to be 
anisotropic due to the effect of the gas flow surrounding the particle. The non-uniform distributions 
of surface temperature indicate that using a constant temperature or heat flux as boundary 
conditions may cause numerical errors. Sensitivity analysis shows that density is the most 
influential parameter while porosity is the least.  
Parametric studies were conducted to characterize the effects of particle shape, particle 
size, inlet gas temperature, and reactor wall temperature on the conversion time and final product 
yields. The simulation results showed that the conversion time decreased when using the elliptic 
particle instead of the regular (circular) particle; more tar and syngas were produced, while less 
char was generated from an elliptic particle. It was found that the conversion time increased as the 
xiv 
particle size increased and decreased as the inlet gas temperature and reactor wall temperature 
increased. When the particle size was decreased, more tar and syngas were produced while less 
char was generated. The same trend of final product yields was also found when the inlet gas 
temperature and reactor wall temperature were increased. The numerical results also indicated that 
the temperature gradients inside the particle can be neglected under certain particle size, i.e., equal 
to or less than 0.2 mm under the conditions studied. The heat flux from the reactor wall was found 
to be more significant to the fast pyrolysis process than the inlet gas temperature. The results 
demonstrated that the current LBM framework has the ability to reveal the detailed conversion 
process of biomass particles under various pyrolysis conditions, which can then be used to improve 
engineering models for reactor-scale simulation.  
The second topic is the interaction of liquid fuel drops and heated walls. The outcomes of 
fuel drop impact on the combustion chamber walls will affect the fuel-air mixture distribution and 
the subsequent combustion performance and emissions in internal combustion engine. The process 
of fuel drop impact on a solid dry surface was simulated using a numerical method based on 
Smoothed Particle Hydrodynamics (SPH). The SPH method was first validated using the 
experimental data on the impact regimes of ethanol drops on a heated surface. Overall, different 
impact outcomes including deposition, contact-splash, bounce, and film-splash, were predicted 
successfully by the present SPH method. Then, the impact process of iso-octane drops on a solid 
surface under engine relevant conditions were studied. Numerical results show that the splash 
threshold will decrease as surface temperature increases. Different impact regimes were identified 
and the impact outcomes in each regime were analyzed to derive a comprehensive drop/wall 
interaction model. The effects of surface temperature and impact angle on the impact outcomes 
were characterized and implemented into the model. It was found that the impact angle will affect 
xv 
the distributions of secondary droplets in the splash regime. The relative locations and velocities 
of the secondary drops were also quantitatively correlated.  
The present SPH method was also applied to simulate the drop impact on a wet wall, where 
a liquid film has already existed at the time of impact. The presence of wall film will affect not 
only the splash threshold but also the crown evolution and the secondary droplets ejected from the 
rim of the crown. The present numerical method was first validated by experimental data on crown 
height and diameters resulting from a water drop impact on liquid films. Then, the impact process 
of iso-octane drops on a wet wall under engine relevant conditions were characterized. The 
numerical results show that the splash threshold will increase as the film thickness increases. The 
splash criteria derived from the present simulations are more comprehensive than existing models 
used in spray/wall impingement study. The effect of the film thickness on the splashed mass ratio 
is determined by two competing mechanisms. On one hand, as the film thickness increases, more 
incident energy will be absorbed and transferred into the crown, thus producing more secondary 
drops. On the other hand, more impinging energy will be dissipated during the spreading as the 
film thickness increases, thus making it harder to splash and producing fewer secondary drops. In 
addition, the behaviors of the secondary drops are found to be quite different as the film thickness 
increases. Instead of moving outward for drop impact on the thin film, the secondary droplets will 
move upward and even aggregate to the center when the film becomes thicker. This effect is also 
reflected on the locations and velocities of the secondary drops, which was characterized and 
implemented into the model. It was found that the impact angle will affect not only the distributions 
of secondary droplets but also the splashed mass. The locations and velocities of the secondary 
drops were also quantitatively analyzed. These outcomes are incorporated into a drop/wall 
interaction model for engine spray/wall impingement simulation. 
1 
CHAPTER 1.    GENERAL INTRODUCTION 
Background 
Multiphase flows are widely encountered in industrial applications, including chemical 
industries and transportation systems. Based on the type of the physical state involved in the flow 
system, different combinations, such as gas-solid interaction or liquid-solid interaction, can 
happen. One of the key issues in studying multiphase flows is to capture the interaction 
characteristics between each phase with complex interfaces or deformations.  The flow phenomena 
would become even more complex if phase change, such as thermal chemical conversion (from 
solid phase to gaseous phase) or evaporation (from liquid phase to gaseous phase), is involved. In 
this work, two typical multiphase flow problems, namely biomass fast pyrolysis and drop/wall 
interactions, are numerically studied using particle-scale simulation methods.  
Biomass Fast Pyrolysis 
Fast pyrolysis is a promising thermochemical approach to produce various energy products 
from the low-energy density solid organic materials [1] and has been an important topic in 
bioenergy research [2-5]. When exposed to an oxygen-free environment at high temperatures, the 
nonfood lignocellulosic biomass particles are rapidly heated and decomposed into three primary 
products: condensable vapors (tar), non-condensable gases (syngas), and char (or biochar). The 
condensable vapors are further condensed to form bio-oil (or pyrolysis oil), an energy-intense and 
easily transportable liquid that can be further upgraded to transportation fuels [6, 7]. The product 
yield of the liquid bio-oil via fast pyrolysis is much higher than other thermochemical conversion 
approaches, making fast pyrolysis a feasible option to generate bio-oil for industrial applications.  
Many different reactor designs have been developed to apply biomass fast pyrolysis for 
bio-oil production, including the bubbling fluidized bed reactor, transport and circulating fluidized 
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bed reactor, ablative reactor, rotating cone reactor and auger reactor. Small solid biomass pellets 
or particles are delivered into the heating reactor and carrier gas is used to fluidize the particles 
and improve the particle mixing. When flowing through the reactor, biomass particles are heated 
by the sidewalls or the carrier gas and converted into desired products. During this process, the 
complex interactions between the gas, particles, and reactor would significantly affect the final 
product yields, which can be influenced by the particle properties (e.g., composition, size and 
shape), operating conditions (e.g., the temperature of the sidewalls and carrier gas) and the reactor 
designs. Recently, it has been found that the particle geometry will affect the pyrolysis process as 
well as the product yields [8-10]. Atreya et al. [8] investigated the effect of size and shape on the 
thermal decomposition of wood particles and firebrands. They found pyrolysis duration increases 
from sphere to cylinder to cube and follows the mass of the decomposing particle. However, only 
regular geometries (i.e., spheres, cylinders and cubes) were studied in their paper. Ciesielski et al. 
[10] computationally studied the intra-particle heat and mass transfer of biomass particles and 
found that the numerical results of using aspherical particle models deviated from those using 
conventional spherical models used in most numerical studies. It should be noted that, in their 
paper, only transport of heat and mass were simulated without chemical reactions.  
For numerical studies on reactor simulation, mainstream engineering computational fluid 
dynamics (CFD) models do not account for all temporal and spatial scales, and these unresolved 
scales are approximated only through the use of empirical submodels [11-14]. Inability to reveal 
intra-particle evolution can sometimes cause numerical errors [15] and unsatisfactory predictions 
of reactor performance. Because of the multi-scale nature of biomass feedstock and the complexity 
of the multiphase flow in the reactor, fundamental mechanisms of biomass pyrolysis still remain 
unknown [16]. Therefore, it is necessary to understand the complex processes of biomass fast 
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pyrolysis at the particle scale, especially for large particles which are considered thermally-thick 
[17]. A detailed understanding of the particle-scale dynamics within the reactor and the effects of 
particle properties and operating conditions on the product yield is of technical importance to 
improve the reactor performance.  
Drop/Wall Interactions  
The interaction of liquid drops and solid surfaces is a classical multiphase flow problem 
that is seen in a variety of natural phenomena and engineering applications (e.g., soil erosion by 
raindrops, ink jet printing, and spray cooling), and there have been numerous fundamental studies 
[18-28] on this problem. One important application of the study of drop/wall interactions is in 
internal combustion engines. Spray/wall impingement is an important phenomenon in internal 
combustion engines and will affect the local fuel-air mixture distribution and the subsequent 
combustion performance. Under certain conditions (e.g., early injection or cold start), the 
spray/wall impingement is significant since the fuel spray will impinge on the combustion chamber 
walls before it completely vaporizes, as shown in Figure 1.1. The outcome of spray/wall 
interactions can be characterized as splashing or wall film formation, depending on the impact 
conditions. The splashed droplets can easily vaporize to promote the fuel-air mixing, while the 
wall film formed on the surface may result in unburned hydrocarbon and soot emissions. In 
addition, the dynamics and heat and mass transfer of the wall film will significantly affect the 
engine emissions and fuel economy. Therefore, it is of critical importance to study the fundamental 
mechanisms of spray/wall impingement for accurately predicting engine performance [29, 30].  
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Figure 1.1 Spray process in internal combustion engine 
 
From the mesoscopic point of view, the outcome of spray/wall impingement is the 
collective result of many tiny drops impacting the combustion chamber walls. Thus, the study of 
drop/wall interaction will help reveal the fundamental characteristics of spray/wall impingement. 
The dynamics of drop impact can be affected by many factors, such as the properties of the liquid 
drop (diameter D, impact velocity U, density ρ, surface tension σ and viscosity µ) and the liquid 
film (film thickness hf), as shown in Figure 1.2. A group of non-dimensional parameters have been 
used to characterize the impact behaviors. 
 
2
,  ,  ,  ,  






= = = = =   (1.1) 
We, Re, Oh, δ, τ are Weber number, Reynolds number, Ohnesorge number, non-dimensional film 
thickness and non-dimensional time, respectively. Based on the value of δ, the wet surface can be 
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categorized as thin film or thick film. In the case of a dry surface, the impinging drop may spread 
and deposit along the surface, splash or rebound with a loss of momentum [19, 21, 22, 24, 31]. 
When the surface is covered with a liquid film, the drop impact usually results in a crown [25, 32-
35]. The incident drop will spread and merge into the film or splash, depending on the kinetic 
energy of the incident drop and the thickness of the film. The film thickness will affect not only 
the splash threshold but also the crown formation, the evolution, and the secondary droplets ejected 
from the rim of the crown [23, 36-41]. Considering the significant difference between drop impacts 
on dry and wet surfaces, both scenarios will need to be studied for predicting the outcomes of 
spray/wall interactions.  
 
Figure 1.2 Influencing parameters during drop/wall interactions 
 
Much efforts have been made to study the splashing behaviors of drop impact [24, 31, 33, 
37, 41-50]. For dry surface impacts, Mundo et al. [31] characterized the transition from deposition 
to splashing using a combined parameter 
0.5 0.25K We Re= . For wet surface impacts, Yarin and 
Weiss [44] suggested that a critical impact velocity can be used as the splash threshold for impact 
on wet surfaces. Wang et al. [51] experimentally studied the drop impact on thin liquid films and 
determined the critical Weber number for splashing as a function of film thickness. They divided 
the impact outcomes as non-splash (spread), in which the drop will merge with the liquid film, and 
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splash, in which secondary droplets are ejected from the rim of the crown. Liang et al. [52] found 
that 0.4K WeOh−=  gives better predictions of splashing threshold than We alone.  
Many drop/wall interaction models [53-57] have been formulated for engine computational 
fluid dynamics (CFD) simulations to predict the outcome of spray/wall impingement; some of 
these models are derived from experimental data. These models often use empirical formulas and 
criteria derived from a small range of operating conditions, potentially causing large uncertainties 
and difficult to accurately describe the details of the process. The ability of these models in 
describing the impact process of a drop on liquid films also needs to be improved. For example, in 
the spray/wall interaction model by Naber and Reitz [53] (referred to as the NR model 
subsequently), the splash regime and the loss of energy and momentum of the incident drop are 
not considered. In this model, the experimental results of Wachters and Westerling [58] are used 
to define the threshold of different regimes by considering a drop impinging on a hot surface whose 
temperature is higher than the Leidenfrost temperature. In the spray/wall impingement model 
proposed by O’Rourke and Amsden [56] (subsequently referred to as the OA model), only 
deposition and splash regimes are considered; the experimental results from Yarin and Weiss [44] 
and Mundo et al. [31] are used to determine the properties of secondary droplets. In this model, 
the velocity distributions are approximated by the Guassian distribution and Nukiyama-Tanasawa 
distributions with random variables. The effect of the film thickness on the splash criteria is 
considered using an empirical correlation that has not been validated. In the model by Bai and 
Gosman [54, 55] (referred to as the BG model), seven different regimes of drop impact are 
considered using Weber number (We) as the transition criteria among regimes. The secondary 
droplets are divided into two to six groups and conservation equations are solved considering the 
surface energy and film dissipation effects. In this model, some of the post-impingement 
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properties, such as rebound velocity, splashed mass fraction and the ejection angle of the secondary 
droplets, are determined using empirical functions. In addition, a wet surface is treated as a very 
rough dry wall; thus the splash criteria for wet wall may be not accurate. Moreover, the splashed 
mass is determined randomly between 0.2 to 1.1. Han et al. [57] further improved the spray/wall 
impingement model based on BG and OA model by also considering the effects of surface 
roughness and film thickness on the splash threshold. They argue that the OA model quantitatively 
overestimates the effect of film thickness on splashing. However, some random variables are still 
needed for determining the secondary droplet velocities; the same formulations of secondary 
droplet characteristics, such as splashed mass fraction, are used for both dry and wet walls, which 
may be not realistic.  
Motivation and Objective 
Biomass Fast Pyrolysis  
Developing a numerical method capable of accurately predicting the details of biomass fast 
pyrolysis at the particle scale is challenging [16, 59]. The most popular method for simulating 
biomass fast pyrolysis at the particle scale is the single particle model, which is one-dimensional 
(1D) [17, 59-64]. Although the 1D model is effective in presenting the evolution process in the 
particle, it can suffer from several limitations. First, the boundary conditions are predefined, for 
instance, setting a constant temperature or heat flux on the surface, which may not be appropriate, 
considering the effect of gas flow surrounding the particle in a practical reactor. Besides, in 1D 
simulations, it is assumed that the transport of heat and mass is homogenous and isotropic in the 
particle.  However, since the surrounding gas will significantly affect the heat transfer between gas 
and particles, the temperature and density fields within biomass particles will not be uniform when 
undergoing fast pyrolysis. In the literature, only a few studies have attempted to consider the 
interaction between gas and particles by coupling the intra-particle transport with the surrounding 
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gas flow [65-67]. Another shortcoming of the 1D model is that it is intrinsically unable to simulate 
particles with different shapes, such as the elliptic and ellipsoid shapes. It is important to consider 
the shape of the biomass particle during the fast pyrolysis process [8-10]. 
The objective of this work is to develop a numerical approach to accurately characterize 
the physicochemical evolution of biomass particles during the pyrolysis process at the particle 
scale by using direct numerical simulation (DNS). The numerical method will be first validated by 
comparing the simulation results with various sets of experimental data for a single biomass 
particle under practical pyrolysis conditions.  Then, a parametric study will be conducted to 
investigate the effects of particle properties and operating conditions on the conversion process of 
a biomass particle (e.g., conversion time and final product yields).  
Drop/Wall Interactions  
Since most of the current drop/wall interaction models are derived from the experimental 
data obtained at specific conditions, the uncertainty and discrepancy between different 
experiments may challenge the applicability of the models for engine simulation [30]. On one 
hand, more experiments on drop/wall interactions at engine conditions are needed. On the other 
hand, detailed numerical simulations can complement experiments to help with model 
development. Existing models are often validated for only a small range of conditions. Recently, 
Zhang et al. [68] applied the splash criteria from Wang et al. [51] for the wet wall in spray/wall 
interaction modeling and found it more suitable than the OA model for predicting the outcomes of 
the impinging spray under PCCI engine conditions. Therefore, the splash criteria for drop impact 
on liquid films need to be further improved. In addition, the properties of secondary droplets, such 
as splashed mass and velocities, are still not fully understood. 
Different numerical methods have been used to improve the spray/wall impingement model 
by investigating the characteristics of the interaction between liquid drops and solid walls [69-74]. 
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A ghost-fluid level-set method was used to simulate the drop impact on a hot surface at a 
temperature above the Leidenfrost point [75], in which only the rebound of a drop was studied for 
Weber number lower than 60. The dynamic behavior of a droplet impacting on a solid surface was 
simulated using the lattice Boltzmann method (LBM) [76]. Ma et al. [77] developed a new 
splashing sub-model to predict the splashed mass for drop impact on dry and wet surfaces based 
on the modeling of drop/wall interaction using Smoothed Particle Hydrodynamics (SPH). 
However, the effect of film thickness on splash criteria was not considered in the simulations. In 
addition, the model was developed based on two-dimensional simulations, which is insufficient to 
represent the real geometry. Some numerical studies do not consider the effect of wall temperature 
on drop impact. In reality, the impact results are closely related to the wall temperature, particularly 
when the wall temperature is higher than the Leidenfrost point. Some of them are conducted with 
a small range of conditions or based on 2D simulations.  
The overall accuracy of the engine CFD simulations strongly depends on the quality of the 
underlying models. It is important to simulate spray/wall interactions in detail and create a model 
capable of predicting the corresponding outcomes at realistic conditions. Therefore, the objective 
of this study is to develop a numerical method to simulate the process of fuel drops impact on solid 
surfaces under engine relevant conditions. The method will be validated by comparing the 
predicted impact outcomes with the experimental data from the literature [38, 78]. Then, a 
parametric study will be conducted to investigate the effects of surface properties (e.g., surface 
temperature, roughness and film thickness) and incident drop properties (e.g., Weber number, 
Reynolds number and impact angle) on the impact outcomes. The goal is to derive a more 
comprehensive drop/wall interaction model for engine spray/wall impingement simulation by 
analyzing the detailed numerical simulation results. 
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Abstract 
To accurately characterize biomass fast pyrolysis at the particle scale, intra-particle 
transport phenomena needs to be considered together with the gas flow surrounding the particle. 
In this study, a detailed numerical method was used to simulate the evolution of biomass particles 
under fast pyrolysis conditions. To conduct particle-scale simulations, the lattice Boltzmann 
method (LBM) was employed to solve the conservation equations, and pyrolysis kinetics were 
implemented to describe the chemical reactions. The present model was validated by comparing 
the numerical results with experimental data for a single biomass particle under pyrolysis 
conditions. The predicted temperature and conversion history agree with the experimental data. 
The temperature and density fields in the particle were found to be anisotropic due to the effect of 
the gas flow surrounding the particle, which was ignored by the 1D model. The non-uniform 
distributions of surface temperature indicate that using a constant temperature or heat flux as 
boundary conditions may cause numerical errors. Sensitivity analysis shows that density is the 
most influential parameter while porosity is the least. The heat of reaction converting the 
intermediate solid to char is more dominant than those of the three primary reactions. A parametric 
study was conducted to investigate the effect of particle shape on conversion time and final product 
yields. The simulation results show that the conversion time decreased when using the elliptic 
particle instead of the regular (circular) particle. The model also shows that more tar and syngas 
were produced, while less char was generated from an elliptic particle. The effect of particle shape 
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on the center temperature of the biomass particle can be explained by comparing the heat transfer 
conditions at the front of the particle and the convective heat transfer at the top and bottom of the 
particle. The results demonstrated that the current LBM framework has the ability to reveal the 
detailed conversion process of biomass particles under various pyrolysis conditions, which can 
then be used to improve engineering models for reactor-scale simulation. 
Keywords: Biomass fast pyrolysis; Lattice Boltzmann method; Particle scale modeling 
Introduction 
Biomass is regarded as a promising alternative energy source to traditional fossil fuels 
because of its renewable nature and abundant supply [1]. To obtain high-energy density products, 
thermochemical conversion of biomass is often utilized to convert raw biomass materials into 
liquid biofuels (which can be further refined to produce transportation fuels) and other 
hydrocarbon gases [2]. As a prominent thermochemical conversion strategy, fast pyrolysis has 
attracted significant attention [3, 4]. Generally, in the absence of oxygen, lignocellulosic biomass 
particles are delivered into a reactor, and rapidly heated and decomposed in a very short time into 
three major products: condensable gases (tar), char, and light gases (syngas), making fast pyrolysis 
a feasible option for various applications.  
Biomass fast pyrolysis in a reactor is a complex process, in which multiphase 
hydrodynamics is coupled with multiple chemical reactions. To investigate the characteristics of 
this process, many experimental [5-8] and computational [9-17] studies have been conducted. 
Numerical simulation studies have proven to be an effective and economical alternative to time 
consuming and expensive experimental studies. Computational fluid dynamics (CFD) has been 
widely used for studying the mechanisms of biomass pyrolysis and optimizing reactor designs and 
operation conditions [18-24]. For reactor-scale CFD modeling, engineering models with primarily 
empirical coefficients are often required [22, 23]. Inability to reveal intra-particle evolution can 
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sometimes cause numerical errors [10]. Because of the multi-scale nature of biomass feedstock 
and the complexity of the multiphase flow in the reactor, fundamental mechanisms of biomass 
pyrolysis still remain unknown [25]. Therefore, it is necessary to understand the complex processes 
of biomass fast pyrolysis at the particle scale, especially for large particles which are considered 
thermally-thick [26].  
Developing a method capable of accurately predicting the details of biomass fast pyrolysis 
at the particle scale is challenging [25, 27]. The most popular method for simulating biomass fast 
pyrolysis at the particle scale is the single particle model, which is one-dimensional (1D) [12, 16, 
19, 26-29]. Although the 1D model is effective in presenting the evolution process in the particle, 
it can suffer from several limitations. First, the boundary conditions are predefined, for instance, 
setting a constant temperature or heat flux on the surface, which may not be appropriate, 
considering the effect of gas flow surrounding the particle in a practical reactor. Besides, in 1D 
simulations, it is assumed that the transport of heat and mass is homogenous and isotropic in the 
particle.  However, since the surrounding gas will significantly affect the heat transfer between gas 
and particles, the temperature and density fields within biomass particles will not be uniform when 
undergoing fast pyrolysis. In the literature, only a few studies have attempted to consider the 
interaction between gas and particles by coupling the intra-particle transport with the surrounding 
gas flow [30-32]. Another shortcoming of the 1D model is that it is intrinsically unable to simulate 
particles with different shapes, such as the elliptic and ellipsoid shapes. It is important to consider 
the shape of the biomass particle during the fast pyrolysis process [33, 34].  
The objective of this work was to assess a numerical approach to model biomass fast 
pyrolysis at the particle scale. This numerical approach has the potential to address the 
aforementioned problems and to improve our understanding of the fast pyrolysis process. The 
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approach is based on the lattice Boltzmann method (LBM) to solve for the mass, momentum and 
heat transport for both gas and solid phases at the particle scale. The LBM framework was first 
validated by comparing the simulated results with various sets of experimental data, for a single 
biomass particle, under practical pyrolysis conditions. Then, a parametric study was conducted to 
investigate the effect of particle shape on the conversion process of a biomass particle (e.g., 
conversion time and final product yields).  
Numerical Methods 
This section describes the lattice Boltzmann formulations used for simulating particle-scale 
biomass fast pyrolysis. This method offers the advantage of resolving the transport phenomena 
inside and outside the biomass particle altogether in an efficient manner. The Eulerian and explicit 
nature of LBM makes it suitable for fluid-particle problems. The pressure term in LBM is obtained 
by using an equation of state rather than solving the Poisson equation, as in conventional methods. 
This feature allows LBM to be implemented easily. LBM is also suitable for complex geometry 
and boundary. Additionally LBM is inherently parallel, the lattice collision is executed 
independently, and the propagation of the flow information only requires the relevant distribution 
functions from the nearest lattices. 
Regarding the intra-particle transport phenomena, the following assumptions were adopted 
for simulating the gas flow, and the heat and mass transfer within the reactor using LBM. 
(1) The external forces (e.g., gravity) are not considered as the particle is fixed in the reactor, 
the surrounding gas is ideal and incompressible, and the flow is laminar. 
(2) The porous structure in the biomass particle is assumed homogenous and isotropic. The 
gas flow in the particle is modeled using the Darcy’s law. 
(3) Particle shrinkage was not considered, since the effect of the shrinkage on the mass loss 
rate was not significant [26]. 
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(4) The thermophysical properties of the components are constant [35]. Thermal conductivity 
of the local solid mixture is linearly interpolated between the virgin biomass and the char 
formed. 
 (1 )s w c   = − +   (2.1) 





= −  , ucw  and w  are the non-
charring and virgin biomass density. 
(5) The local thermal equilibrium was assumed between the solid and gas phase, e.g., no 
temperature difference between the gas and solid interface in the particle [15, 26]. 
Governing Equations 
Generally, the thermochemical conversion process of biomass particles in the reactor can 
be described by a set of conservation equations [15, 23]. These governing equations for flow, heat, 
and mass transfer are as follows. 
1. Conservation equations for the surrounding gas in the reactor are 
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= − − . s  is 
the total solid masses per unit volume, w  is the initial porosity of the biomass particle. s  and f  
are the source terms due to chemical reactions with s f = −  for mass conservation. More 
detailed descriptions about s  and f  will be given later according to the reaction mechanisms. 
Q is the heat of chemical reactions, and Q j jh =  . 
Lattice Boltzmann Method 
In this study, the lattice Boltzmann method (LBM) [36] was used to simulate the transport 
phenomena described by the above equations. Instead of directly solving the above governing 
equations, Eq. (2.2) – (2.7), when applying LBM, we solve the lattice Boltzmann equations (LBE). 
At low Mach number, LBE can be extended to incompressible Navier-Stokes equations with 
second-order accuracy via the Chapman-Enskog expansion. In the LBM, the simulation domain is 
discretized into regular lattices, as shown in Figure 2.1(a). For simulating the flow, temperature, 
and density fields in the reactor, the widely-used single-relaxation-time Bhatnagar-Gross-Krook 
formulation [37] was employed. The evolution of the density distribution function at each time 
step is given by 
 
1
( , ) ( , ) (g ( , ) ( , ))eqi i i i i
g
g t t t g t t g t

+  +  − = − −x e x x x   (2.8) 
where x is the position of the lattice, t is the current time, and i is the discretized direction, ei is the 
discrete velocity in the i th direction, t  is the time step, g  is the dimensionless relaxation time 
related to the kinematic viscosity  , and eqig  is the equilibrium density distribution function. In 
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where c is the lattice speed (defined as /x t   , in which x  is the lattice spacing), i is the 
weighting factor in i-th direction. Other details of LBM can be found in a previous work [36].  
The evolution of the temperature distribution function has a similar form [38], 
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where T  is dimensionless relaxation time related to the thermal diffusivity  , which is 









=  ). The equilibrium temperature distribution function is as follows [39]:  
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(a)                                                              (b) 
Figure 2.1 (a) Schematic of domain discretization by LBM (b) description of particle in lattice. 
. 
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For the mass distribution of products, only fluid phase (e.g., tar and syngas) is solved by 
using LBM, while the solid phase (e.g., virgin biomass and char) is calculated at the fixed lattice, 
in which the density change of the solid phase is time dependent, similar to the single particle 
model [15, 26, 28]. The densities of the solid phase will be stored at the solid node while the 
density of the fluid phase will propagate, and diffuse, among the solid node and the fluid node, as 
shown in Figure 2.1(b). The evolution of the density distribution function of the fluid phase is  
 
1
( , ) ( , ) ( ( , ) ( , ))eqi i i i i i f
f
f t t t f t f t f t  

+  +  − = − − +x e x x x   (2.12) 
where f  is dimensionless relaxation time related to mass diffusion coefficient D, and f  is the 
source term due to chemical reactions. The equilibrium density distribution function is the same 
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Given these property distribution functions, the macro variables, such as gas density g , velocity 
u, temperature T, and species density f , can be obtained by  
 , , ,g i g i i i f i
i i i i
g g T T f  = = = =   u e   (2.14) 
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fD c t= −       (2.15) 
Boundary conditions at the inlet are the fully-developed parabolic velocity, with peak value 
Uin, and constant temperature Tin, as shown in Figure 2.1(a). At the outlet, constant pressure is 
assumed. The wall temperature Twall is the same as the reactor temperature, and no-slip boundary 
conditions are employed. The detailed treatments for addressing the unknown distribution 
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functions on the boundary can be found in previous studies [40-42]. In this paper, to describe the 
chemical reactions, simplified global pyrolysis reaction mechanisms were employed. The details 
of the mechanisms depend on the problems studied. The reaction rates were calculated using the 
first-order irreversible Arrhenius expression. 
Results and Discussion 
In this paper, a classical configuration was simulated, in which a stationary particle was 
immersed, and heated, in hot gas for fast pyrolysis. To validate the present LBM model 
comprehensively, two studies [14, 15] were chosen for comparison. The simulation conditions, 
material properties, and simulation results corresponding to each experiment will be presented.  
Validation 1: Experiment by Pyle and Zaror [14]  
The experiment conducted by Pyle and Zaror [14] has been adopted by many researchers 
[9, 17] as the benchmark to validate their single-particle models. In the experiment, pine wood 
cylinders with diameter of 0.6, 1.5, and 2.2 cm, and initial temperature 303 K were pyrolyzed 
under reactor temperatures ranging from 643 K to 780 K. Nitrogen with constant temperature 
(same as the reactor temperature) and velocity flowed into the reactor and took the product out. 
The temporal evolutions of temperatures at different radial locations inside the particle were 
measured, and the conversion extent was recorded. The one step reaction in which biomass 
decomposes into tar and charcoal is shown below [14]. 









= − , and the physical parameters are listed in Table 2.1. The 
values of heat capacity and thermal conductivity are taken from Perry and Chilton [43].  By 
applying the conservation equations Eq. (2.5)–(2.7), the density of each component and the 
temperature inside the particle can be calculated. 







         (2.17) 











        (2.18) 
Tar:    
( )





   


+  = = − 

u       (2.19) 
Temperature:   
2( ( )sb Pw ch Pc s f s s
T




+  = 

u       (2.20) 
The experimental and numerical temperature profiles, with respect to the radial position in 
the particle, are shown in Figure 2.2(a). The radial position was defined as the ratio of the distance 
from the center to the radius of the particle (e.g., 0 for center, 1 for surface). It can be seen that the 
simulation results agree well with the experimental data. The predicted temperatures are slightly 
lower than those from the experiment, which may be due to the fact that the radiative heat transfer 
was not considered in our model. Figure 2.2(b) shows agreement between the predicted conversion 
history of the particle and the experimental results. The conversion extent was defined as the mass 
ratio of the products to the virgin biomass. Since the predicted temperature distributions in the 
particle are lower than the experiment during pyrolysis, the reaction rate is also lower, which leads 
to a lower conversion rate from 150 s to 300 s. After that, the value of the predicted conversion 
extent reaches the same level as in the experiment.  
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Table 2.1 Values of parameters used in the numerical simulation [14] 
Property Value 
Thermal conductivity of wood, w , W m
-1 K-1  0.1256 
Thermal conductivity of charcoal, c , W m
-1 K-1 0.0837 
Density of wood bulk, w , kg m
-3 500 
Density of charcoal bulk, c , kg m
-3 300 
Specific heat capacity of wood, PwC , J kg
-1 K-1 1670 
Specific heat capacity of charcoal, PcC , J kg
-1 K-1 1000 
Activation energy, E , J mol-1 67500 
Pre-exponential factor, A , s-1 2500 
 
          
                     (a)                                                                                   (b) 
Figure 2.2 Comparisons between experimental and numerical results (d=2.2 cm, Twall=753K): (a) 
radial temperature distribution at different times; (b) conversion history of biomass particle. 
 
As shown in Figure 2.3, the predicted conversion histories at different conditions agree 
with the experimental results. Note that “d0.6 T780” corresponds to the case of particle diameter 
0.6 cm and reactor temperature 780 K. Overall, the present LBM model is capable of predicting 
the conversion history of biomass particles under various pyrolysis conditions. 
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Figure 2.3 Comparisons of conversion history between experimental and numerical results at 
different conditions 
 
Validation 2: Experiment by Park et al. [15] 
Park et al. [15] studied the mass and heat transfer processes during wood pyrolysis. In their 
experiment, wood spheres with a 25.4 mm diameter were pyrolyzed at temperatures in the range 
from 638 K to 879 K. The temperature and mass losses of the biomass particle were measured in 
the experiment. The authors also proposed a reaction model for wood pyrolysis [15]. Since the 
development of chemical reaction mechanisms was not the focus of the present study, we utilized 
the same kinetic model and parameters as suggested by Park et al. [15]. The reaction pathways are 
shown in Figure 2.4. In the simulation, boundary conditions with velocity inlet and pressure outlet 
were used, and the wall temperature were kept constant. The initial porosity of biomass particle 
was 0.4. 
 
Figure 2.4 Reaction model used by Park et al. [15] 
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Three competitive primary reactions describe the generation of tar, syngas, and intermediate solid 
from virgin biomass. Then, the intermediate solid is further converted to char, while the cracking 
of tar leads to the forming of the secondary syngas and char via two competitive reactions. The 
corresponding kinetic parameters are listed in Table 2.2. The reactor and gas temperatures used in 
the experiments are listed in Table 2.3, while the physical properties of biomass particles are shown 
in Table 2.4. By applying the conservation equations Eq. (2.5)–(2.7), the following can be 
obtained. 
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Table 2.2 Kinetic parameters used in the model [15] 
Reaction  t syn is c c2 syn2  
Ai (s
-1) 1.08×1010 4.38×109 3.75×106 1.38×1010 1.0×105 4.28×106 
Ei (J/mol) 148000 152700 111700 161000 108000 108000 
ih  (kJ/kg) 80 80 80 -300 -42 -42 
 
Table 2.3 Reactor and gas temperatures (K) [15] 
Twall 638 688 736 783 831 879 
Tin 585 635 670 720 770 820 
 
Table 2.4 Physical properties [12, 15] 
Property  Value  
Density of wood, w   630 (kg/m
3) 
Specific heat capacity of wood, PwC   1500+1.0T (J/kg K) 
Specific heat capacity of char, PcC   420+2.09T+6.85×10
-4T2 (J/kg K) 
Specific heat capacity of tar, PtC   −100+4.4T−1.57×10
-3T2 (J/kg K) 
Specific heat capacity of syngas, PsynC   770+0.629T−1.91×10
-4T2 (J/kg K) 
Thermal conductivity of wood, w   0.20487 (W/m K) 
Thermal conductivity of char, c   0.0937 (W/m K) 
Thermal conductivity of gas, g  0.0258 (W/m K) 
Viscosity of gas,    3.0×10-5 (kg/m s) 
Universal gas constant, R 8.314 (J/ mol K) 
Stefan-Boltzmann constant    5.67×10-8 (W/m2 K4) 
Pore diameter d 5×10
-5(1- )+1×10-4 (m) 
 
In the original study [15], the effective thermal conductivity was used to consider the 
compositional change and radiative heat transfer during the conversion of the biomass particle. 
 
3(1 ) 13.5eff w c g T d     = − + + +   (2.28) 
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  and d are the Stefan-Boltzmann constant and pore diameter, respectively. The specific heat 
capacity was calculated as a function of temperature, as shown in Table 2.4. Constant thermal 
conductivity and specific heat were adopted in a number of studies to simplify the calculation [21-
23]. As shown in the energy equation, Eq. (2.26), these thermophysical properties are important in 
the heat transfer process and they need to be evaluated carefully. In this work, several modeling 
approaches were tested to characterize the effect of thermal conductivity and specific heat on the 
prediction of biomass fast pyrolysis, as shown in Table 2.5. 
 
Table 2.5 Test cases using different thermophysical properties 
 
Thermal conductivity Specific heat capacity 
Case 1 w g  = +  Constant PaveC  
Case 2 (1 ) w c g    = − + +  Constant PaveC  
Case 3 
3(1 ) 13.5w c g T d     = − + + +  Constant PaveC  
Case 4 (1 ) w c g    = − + +  Variable CP as listed in Table 2.4 
Case 5 
3(1 ) 13.5w c g T d     = − + + +  Variable CP as listed in Table 2.4 
 















  (2.29) 
where Ts is the initial temperature of the biomass particle and Twall is the wall temperature. In Case 
1, the thermal conductivity consists of a constant and a variable, considering the change in gas 
properties, while the specific heat is constant. In Case 2, the thermal conductivity accounts for the 
compositional change of the particle (from biomass to char) and the gas, while the specific heat is 
constant. In Case 3, the contribution of radiative heat transfer was considered. Case 4 and 5 are 
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parallel to Case 2 and 3, respectively, while the specific heat is a function of temperature. The case 




Figure 2.5 Evolutions of measured and predicted solid mass fractions 
 
 
Figure 2.6 Evolutions of measured and predicted center temperatures of biomass particle 
 
The predicted solid mass fractions are compared with the experimental data in Figure 2.5. 
The solid mass fraction is defined as the mass ratio of the solid phase (sum of unreacted biomass, 
intermediate solid, and char) to the virgin biomass. It can be seen that, the predicted solid mass 
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fraction decreased more slowly than the experimental data. This is the result of relatively slow heat 
transfer. As shown in Figure 2.6, the predicted center temperature increased more slowly than the 
experimental data. When comparing the five cases, one can find that the center temperature 
increased the fastest in Case 1 and most slowly in Case 4. This is because in Case 1 the thermal 
conductivity was almost constant and the heat capacity was constant, while in Case 4 the thermal 
conductivity varied with composition and the heat capacity also varied with temperature. By 
comparing Case 1, 2 and 3, we can find that the thermal conductivity decreased during the 
conversion from biomass to char (Table 2.5), thus heat transfer was slower in Case 2 and 3. The 
inclusion of radiative heat transfer in the thermal conductivity has led to an increased center 
temperature. From the comparisons between Case 2 and 3, as well as Case 4 and 5, it is seen that 
the center temperature increased more slowly when the heat capacity was a function of 
temperature. 
Significant discrepancies between experiments and predictions are seen in Figure 2.5 and 
Figure 2.6. One possible reason is that the present simulation used a 2D approach, in which the 
particle was treated more like an infinitely long cylinder rather than a sphere. Therefore, the present 
numerical approach was improved by considering the 3D effect in the 2D modeling, namely the 
heat transfer in the “third direction.”  
Details of the numerical method is described in the Supplemental Material. In the new 
approach, a modified cylindrical coordinate was used, resulting in an additional term in the energy 
equation [45]. This new term accounts for the heat transfer from the direction perpendicular to the 
2D simulation domain. As a result, the new term considers the heating that is not present in the 
original 2D approach because of the assumption of an infinitely long cylinder. The numerical 
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results using the new approach are shown in Figure 2.7 and Figure 2.8. The agreement between 
predictions and measurements is greatly improved.  
Results of Case 1, 3 and 5 are shown here for discussion. Case 5 has the most complex 
formulations for thermal conductivity and heat capacity, and it is of interest to explore the effects 
of these complex formations on simulation results.  
 
 
Figure 2.7 Evolutions of measured and predicted solid mass fractions 
 
 








Figure 2.10 Evolutions of measured and predicted center temperatures of biomass particle: (a) 
Case 5 (b) Case 3 (c) Case 1 
 
The predicted solid mass fractions are compared with the experimental data at different 
reactor temperature conditions in Figure 2.9. Good levels of agreement can be seen, except for the 
case of 638 K. As shown in Figure 2.10, the predicted history of the center temperature also agrees 
with the experimental data. In Case 5, the center temperature increased more slowly and the peak 
temperature occurred later than the measured data. Overall, the results indicate that the use of 
constant heat capacity is acceptable and the use of constant thermal conductivity can also be 
acceptable at low reactor temperature conditions. In the following, only the results of Case 5 will 
be shown, while the results of Case 3 and 1 can be found in the Supplemental Materials. 
The temporal evolutions of the pyrolysis product yields at different reactor temperatures 
are shown in Figure 2.11. The final product yields predicted by the present model were found to 
be very close to the numerical results of Park et al. [15]. As the temperature increased in the 
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particle, the reaction rates were accelerated and the product yields increased rapidly at the 
beginning. It can be seen that, for the case of 783K, the tar and syngas yields reached the maximum 
at 380 s, while the char yield continued to increase until around 400 s. After that, the product yields 
did not change as the pyrolysis process was completed and only char remained in the solid phase. 
A similar process can be observed in the case of 688 K.  
 
  
       (a)                                                                           (b) 
Figure 2.11 Predicted temporal evolutions of pyrolysis product mass fractions, compared with 
the literature data [15] at different reactor temperature: (a) 688K (b) 783K 
 
  
                        (a)                (b) 
Figure 2.12 Spatial distributions of (a) velocity and (b) temperature at 100 s 
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In general, the temperature in a fast pyrolysis reactor was around 500 C, thus the results 
of the 783 K case were analyzed in detail. Figure 2.12 shows the distributions of gas velocity and 
temperature in the reactor at 100 s. The black circle represents the surface of the particle. Figure 
2.12(a) shows that the maximum velocity occurred in the area between the particle and the wall, 
due to the conservation of mass. Since biomass is porous, the gas flows through the particle, as 
seen from the streamlines in Figure 2.12(a). The gas velocity near the particle affected the 
convective heat transfer between gas and particle, and consequently affected the temperature 
distribution in the particle, as shown in Figure 2.12(b). In the experiment, the temperature inside 
the particle was measured in the radial direction from the center to the surface point 1, which was 
perpendicular to the inlet gas velocity, as shown in Figure 2.12(b). Since the gas came from the 
left, it is also interesting to reveal the temperature distributions in the radial direction, from the 
center to the front (surface point 2), and from the center to the back (surface point 3), which were 
not mentioned in the original paper [15]. 
 
 
(a)                                                                    (b) 
Figure 2.13 Radial distributions of (a) temperature (b) solid mass fraction in the particle at 
different directions at 100 s 
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The temperature distributions along these three radial directions are shown in Figure 
2.13(a). It can be seen that, at radial positions smaller than 0.7, the temperatures at radial direction 
2 and radial direction 1 were slightly higher than radial direction 3, while at radial locations larger 
than 0.7, temperatures at radial direction 1 increased faster than radial direction 2. Radial direction 
3 had the lowest temperature. The distribution of temperature can be explained by the effect of gas 
flow around the particle. Since the inlet gas temperature was lower than the reactor wall 
temperature, as shown in Table 2.3, the gas was heated when flowing through the reactor. From 
Figure 2.12(b), it is found that the gas temperatures near particle surface point 1 was higher than 
those near point 2 and 3, resulting in higher temperature at radial direction 1 at radial position 
larger than 0.7.  
Different temperatures produced different conversion rates. High temperature is favorable 
for high reaction rate, causing more biomass to be converted. The fractions of solid mass (including 
raw biomass, intermediate solid, and char) at different radial directions at 100 s are presented in 
Figure 2.13(b). At the radial position larger than 0.7, the solid mass fraction decreased as 
temperature increased because more biomass was decomposed. Radial direction 1 had the 
minimum solid mass fraction while radial direction 3 had the maximum solid mass fraction. By 
comparing Figure 2.13(a) and (b), it is seen that, at 100 s, the solid mass fractions at radial positions 
smaller than 0.7 were nearly unchanged, indicating biomass will not be converted when 
temperature is below 550 K.  
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Figure 2.14 Evolution of surface temperature at different radial directions 
 
The evolution of the surface temperatures at different radial directions are presented in 
Figure 2.14. It can be seen that the surface temperatures increased rapidly and finally reached a 
steady state, which was between the gas temperature and the wall temperature. The surface 
temperature at point 2 increased faster than point 3 before 100 s, but then increased more slowly 
than point 1 and 3. This is due to the heat transfer condition at the front of the particle (point 2) 
where the gas temperature was lower, while the gas temperature was higher near point 1 and 3, 
due to heating by the reactor wall. At the beginning, heat transfer at the front of the particle was 
more effective; after 100 s, the convective heat transfer became more dominant. It can be found 
that the temperature at the front of the particle is strongly affected by the inlet gas temperature, as 
the final surface temperature at point 2 was close to the inlet gas temperature. On the other hand, 
the final surface temperatures at points 1 and 3 were close to the wall temperature. These results 
indicate that the temperature within the particle is affected by both the convective heat transfer 
from the gas and the heat conduction from the reactor wall. Therefore, using a constant temperature 
or heat flux at the particle surface by conventional 1D models will introduce inaccuracy. The intra-
particle transport phenomena are highly sensitive to the surrounding flow conditions, which 
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change rapidly in the reactor during fast pyrolysis. In order to simulate biomass fast pyrolysis at 
the particle scale more accurately, the intra-particle transport needs to be solved by coupling the 
particle and the surrounding gas flow, as was done in this study.  
The in-particle temperature distribution has a pronounced effect on the conversion of the 
biomass particle since chemical kinetics is driven by temperature. The gas flow also affects the 
transport of the resulting gaseous products. Chemical reactions start from the outer part of the 
particle, because of the higher temperature, and propagate inward. Figure 2.15 shows the density 
distributions of raw biomass, tar, syngas, and char at 300 s, when the conversion process is mostly 
completed (Figure 2.11(b)).  
  
  
Figure 2.15 Distributions of various components at 300 s 
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As shown, chemical reactions have taken place in the entire particle. At 300 s, only a small 
portion of raw biomass remains near the center of the particle, where the temperature is the lowest. 
Much of tar and syngas have been generated, and these gaseous products are transported 
downstream. High concentrations of tar and syngas exist at the inner part of the particle at this 
time. Char is formed at the outer part of the particle where the conversion process first starts. As 
the conversion process progresses, tar and intermediate solid biomass will be converted to char. 
Eventually char will be the only solid in the particle, while tar and syngas will be transported 
downstream. 
Sensitivity Analysis 
In this study, the physical and chemical parameters used in the model were adopted from 
the original experimental paper [15]. A sensitivity study was conducted here to characterize the 
effects of several important parameters on simulation results. These parameters include the 
physical property (density and porosity) and heat of reactions, as shown in Table 2.6. The 
conversion time was defined as the time when pyrolysis reached 95% conversion extent. The 783 
K condition of Case 5 (Table 2.5) was discussed and shown here. Results of Case 3 and 1 are 
documented in the Supplemental Material.  
In conducting the sensitivity study, one parameter was varied by ±50% from its original 
value. The sensitivity, S, was defined in the following [44]. 
 
%     (  )
%     
change in conversion time product yield
S
change in the specified variable
=   (2.30) 
The relative conversion time (compared with the baseline result) with respect to the change 
of each parameter is shown in Figure 2.16. The conversion time increased with the increase in 
particle density. This is because increase in density will slow down heat transfer, as shown in the 
energy equation, Eq. (2.26). More energy is needed for the pyrolysis of high-density particles. 
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Increasing porosity slightly decreased the conversion time, which is equivalent to increasing the 
thermal conductivity, according to Eq. (2.28).  
Regarding the heat of reaction, the three primary reactions (kt, ksyn, kis) are endothermic, 
while the conversion from intermediate solid to char (kc) is exothermic. Therefore, increasing the 
ch will decrease the conversion time, since more energy will be released by the reaction kc. On 
the contrary, the conversion time will increase with the increase in th , synh and ish , because more 
energy is needed for these reactions. The effect of ch is more significant compared to th , synh   
and ish . Among the three endothermic reactions (kt, ksyn, kis), the change in conversion time for 
th is larger than synh  and ish . Although the value of th , synh and ish are the same, the 
reaction rate of kt is higher than ksyn or kis, as seen in Table 2.2.  
Results of the sensitivity, S, calculated by Eq. (2.30) are listed in Table 2.6. It can be seen 
that density is the most significant variable, while porosity is the least. The sensitivity of the 
product yield is smaller than the conversion time. The change of the char yield is similar to the 
conversion time, while the change of tar and syngas yield is opposite. This is because tar and 
syngas yields are favored at high temperature (lower conversion time), while more char will be 
generated at low temperature (higher conversion time). The only exception is the porosity. 
Increasing porosity will increase the thermal conductivity, causing the conversion time to decease, 
as discussed earlier. However, the product yield of tar and syngas will also decrease as porosity 




Figure 2.16 Sensitivity of conversion time to various parameters 
 





Tar yield Syngas yield Char yield 
density 0.82 -0.04 -0.06 0.15 
porosity -0.01 -0.0002 -0.0005 0.001 
ch   -0.27 0.01 0.03 -0.06 
ish   0.05 -0.003 -0.005 0.01 
synh   0.03 -0.002 -0.003 0.007 
th   0.16 -0.01 -0.02 0.04 
 
Effect of Particle Shape 
As Ciesielski et al. [33] discussed in their paper, the results of using aspherical particle 
models were different from those of using spherical particle models. It should be noted that, in 
their paper, only transport of heat and mass were simulated without chemical reactions. To 
investigate the effect of particle shape on biomass fast pyrolysis, the results using an elliptic 
particle, with three different orientations to the inlet gas velocity, were compared with those of the 
circular particle and spherical particle. The aspect ratio of the elliptical particle was 4:1, which was 
close to the elliptical particles used in the experiment [33]. This aspect ratio was measured for the 
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biomass particle after milling. Note that the major radius and minor radius were adjusted such that 
the cross-section area of the elliptic particle was the same as that of the circular particle. In 
addition, the flow area between the particle and the reactor wall was also kept the same. The 
distributions of gas velocity and temperature at 100 s, for different configurations, are presented 
in Figure 2.17. The parameters are based on those of Case 5 in Table 2.2. Results based on Case 3 
and 1 are shown in the Supplemental Material. 
As shown in Figure 2.17(a), for the elliptic particle with the major axis parallel to the wall, 
the predicted center temperature is higher than that of the circular particle shown in Figure 2.12(b). 
The results using the elliptic particle with the major axis perpendicular to the wall are shown in 
Figure 2.17(b). It can be seen that the maximum gas velocity is higher than that using the circular 
particle because of the increased obstruction of the flow area by the particle. The center 
temperature is also higher than that using the circular particle. Figure 2.17(c) illustrates the results 
of an elliptic particle with the major axis slanted at 45 degrees. The maximum velocity is also 
higher than that using the circular particle, while the center temperature is still higher than that of 
circular particle. The higher center temperature of elliptic particles can be explained as follows: 
Compared to the circular shape, an elliptic particle is flatter and thermally thinner, and therefore, 
heat can penetrate into the particle more easily; and the perimeter of an ellipse is larger than that 













Figure 2.17 Distributions of gas velocity and temperature at 100 s for three different orientations 
 
Figure 2.18 shows the evolution of the center temperatures of the particles with different 
shapes. It can be seen that the center temperature of an elliptic particle, regardless of its orientation, 
increases faster than that of a circular particle. More specifically, the center temperature of an 
elliptic particle placed horizontally increases the fastest, while the center temperature of an elliptic 
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particle placed vertically increases the slowest. These results can be explained by the combination 
of heat transfer from the gas and the reactor wall. For a horizontal elliptic particle, the gas 
temperature near the top and the bottom of the particle is higher than the gas temperature near the 
front, due to the heating by the reactor wall. Considering the surface area at the top and at the 
bottom, the convective heat transfer from the gas in these areas is stronger than the heat transfer 
condition at the front. As opposed to the horizontal elliptic particle, the effect of heat transfer at 
the front of a vertical elliptic particle is important to particle heating since the surface area is larger 
at the front. Since the gas temperature at the front of the particle is lower than the gas temperature 
near the top and the bottom, the center temperature of a vertical elliptic particle increases more 
slowly than that of a horizontal elliptic particle, as shown in Figure 2.18. The center temperature 
of an elliptic particle slanted at 45 degrees lies between these two.  
When compared to the results of the spherical particle (using the new model), the center 
temperature of the elliptic particle increased faster at the beginning (before 150 s) and only the 
horizontal elliptic particle had a higher center temperature than the spherical particle after 350 s. 
 
 
Figure 2.18 Comparisons of center temperatures of different particles 
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It should be noted that, the final center temperature is related to the surface temperature, 
which is also affected by the particle shape, as shown in Figure 2.18. Since the final surface 
temperature is between the gas temperature and the wall temperature, the final center temperature 
is also found to be within this range. However, the final center temperature may be different for 
different particles, sometimes being closer to the gas temperature and sometimes being closer to 
the wall temperature. Figure 2.18 illustrates that the final center temperature of a horizontal elliptic 
particle is very close to the wall temperature, while the final center temperature of a vertical elliptic 
particle is closer to the gas temperature, which is determined by the surface area at the front to the 
surface areas at the top and the bottom. If the surface area is larger at the front, the effect of heat 
transfer with lower gas temperature will be more significant when compared to the convective heat 
transfer with higher gas temperature at the top and the bottom of the particle, which results in lower 
final center temperature. By contrast, if the surface areas at the top and the bottom are larger, the 
convective heat transfer with higher gas temperature will be stronger than the heat transfer at the 
front of the particle, leading to a higher final center temperature.  
 















Tar yield 0.676 0.662 0.671 0.680 0.667 
Syngas yield 0.109 0.105 0.108 0.110 0.106 
Char yield 0.216 0.233 0.221 0.211 0.227 
Conversion 
time (s) 
369 559 407 323 458 
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The effect of the particle shape on the final product yields and conversion time are shown 
in Table 2.7. It can be seen that the horizontal elliptic particle requires the minimum conversion 
time, followed by the spherical particle, while the circular particle requires the maximum 
conversion time. Since the temperature in the elliptic particle increases faster than circular particle, 
more tar and syngas are produced, while less char is generated, as illustrated in Table 2.7. This can 
be explained by the fact that the char yield is favored at low pyrolysis temperature, while tar and 
syngas yields increase at high temperature. 
Perspectives 
This work demonstrates that the present LBM method is able to provide detailed 
information on the physicochemical evolution of biomass particles during fast pyrolysis. Future 
studies can include the simulation of a particle stream under fluidization conditions. The numerical 
results can be further analyzed to derive engineering models (e.g., gas-solid drag force and heat 
transfer models) for describing the overall heat and mass transfer of biomass particles under 
relevant operating conditions. 
Conclusions 
A numerical method based on the lattice Boltzmann method was used for simulating 
biomass fast pyrolysis at the particle scale. Both the intra-particle transport phenomena and the 
surrounding gas flow were considered. This work demonstrates that the current model is capable 
of accurately predicting the temperature and conversion of biomass particles under various 
pyrolysis conditions. The distributions of temperature and density are found to be non-uniform 
within the particle when undergoing fast pyrolysis. The non-uniform distributions of surface 
temperature suggest that constant temperature or heat flux assumptions, as often adopted by most 
numerical studies, will require modifications for more accurate results. 
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Different formulations of thermophysical properties were tested. The results indicate that 
use of constant thermal conductivity and heat capacity is appropriate at low reactor temperature 
conditions. Sensitivity analysis shows that density is the most influential parameter while porosity 
is the least. Among the reactions studied, the heat of reaction, converting intermediate solid to 
char, is more dominate than the three primary reactions.  
To further investigate the effect of particle shape on biomass fast pyrolysis, a sensitivity 
study was conducted to examine the conversion time and final product yields. The particle with 
elliptic shape has higher center temperature and shorter conversion time than the circular particle. 
This is due to the larger surface area and the shorter distance from the center to the surface, 
compared to a circular particle. The results show that the center temperature of a horizontal elliptic 
particle increases the fastest, while the center temperature of a vertical elliptic particle increases 
the slowest. The effect of particle shape on the final center temperature can be explained by 
comparing the heat transfer condition at the front of the particle and the convective heat transfer 
at the top and the bottom of the particle. For an elliptic particle, more tar and syngas are produced 
while less char is generated, compared to a circular particle, because the temperature in the elliptic 
particle increases faster. These results indicate that the shape of the biomass particle should be 
considered when conducting biomass fast pyrolysis analysis. 
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Abstract 
Fast pyrolysis of biomass materials is an effective means to convert biomass into useful 
energy products. The conversion process can be significantly affected by the properties of the 
biomass particle and the operating conditions. To obtain a better understanding of this process, a 
direct numerical simulation method was proposed and used to conduct particle-scale simulations. 
In this study, the Lattice Boltzmann method was employed to solve the flow field and the intra-
particle transport of heat and mass. A multi-step pyrolysis kinetics mechanism was used to describe 
the chemical reactions that convert solid biomass to gaseous and solid products. The predicted 
evolutions of center temperature and solid mass fraction agreed well with the experimental data. 
The validation demonstrated that the present model was capable of revealing the detailed 
conversion process of biomass fast pyrolysis at the particle scale. Parametric studies were 
conducted to characterize the effects of particle size, particle aspect ratio, inlet gas temperature, 
and reactor wall temperature on the conversion time and final product yields. The numerical results 
showed that the conversion time increased as the particle size increased and decreased as the inlet 
gas temperature and reactor wall temperature increased. When the particle size was decreased, 
more tar and syngas were produced while less char was generated. The same trend of final product 
yields was also found when the inlet gas temperature and reactor wall temperature were increased. 
The results also indicated that the temperature gradients inside the particle can be neglected under 
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certain particle size, i.e., equal to or less than 0.2 mm under the conditions studied. The heat flux 
from the reactor wall was found to be more significant to the fast pyrolysis process than the inlet 
gas temperature. 
Keywords: Biomass fast pyrolysis; Lattice Boltzmann method; Particle scale modeling 
Introduction 
The increasing demand for energy and the importance of protecting the environment have 
stimulated the utilization of alternative and sustainable energy sources to reduce the reliance on 
fossil fuels. As an abundant and renewable energy resource, biomass has low net carbon emissions 
compared to fossil fuels. Biomass has been widely used for heat, power and biofuel production by 
thermochemical and biochemical methods1. Fast pyrolysis is a promising thermochemical 
approach to produce various energy products from the low-energy density solid organic materials 
and has been an important topic in bioenergy research2,3. When exposed to an oxygen-free 
environment at high temperatures, the nonfood lignocellulosic biomass will be rapidly 
decomposed and form three primary products: condensable vapors (tar), non-condensable gases 
(syngas), and char (or biochar). The condensable vapors are further condensed to form bio-oil (or 
pyrolysis oil), an energy-intense liquid that can be further upgraded to transportation fuels4,5. 
Therefore, the understanding of the fundamental mechanisms of biomass fast pyrolysis is of 
practical importance but remains challenging6.  
The fast pyrolysis process of biomass particles in chemical reactors, such as bubbling 
fluidized-bed reactors and auger reactors, is extremely complex. The process involves multi-scale, 
multi-phase hydrodynamics, heat transfer, and chemical reactions. In addition to experimental 
study7,8, numerical simulation has become an effective tool to investigate the characteristics of this 
process9-17. Computational fluid dynamics (CFD) modeling, which employs conservation 
equations to describe the complex multiphase fluid flow and chemical reactions, has provided 
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useful guidelines for optimizing reactor designs and operating conditions18-23. To evaluate the 
performance of a pyrolysis reactor, reactor-scale CFD modeling is conducted. However, the 
accuracy relies on the fidelity of the subgrid closures, such as intra-particle transport and gas-solid 
interactions. Descriptions of these detailed phenomena can have significant uncertainties since 
some of the submodels are derived empirically20,23,24. Because of the multi-scale feature of biomass 
particles and the complex multiphase flow in the reactor, it is critical to study the fast pyrolysis 
process of biomass at the particle scale12. Using detailed numerical simulations to derive 
appropriate subgrid closures can be a feasible strategy due to the difficulty of experimental study 
at the particle level.  
Various numerical models have been developed to describe the fast pyrolysis phenomena 
of a biomass particle9,10,13,15,25. However, to accurately predict the fast pyrolysis process of biomass 
at the particle scale, the intra-particle transport phenomena need to be resolved simultaneously 
with the surrounding gas flow. But only a few such studies in the literature were found26,27. Direct 
numerical simulation (DNS) is a promising approach to gain a detailed insight in biomass fast 
pyrolysis. In DNS, the Navier-Stokes equations are solved without the use of submodels, and the 
grid and time scales are small enough to capture the details of the flow. The Lattice Boltzmann 
method (LBM) is an effective numerical tool for studying multiphase fluid flow problems, 
particularly when dealing with the complex geometry and boundary28,29. The issue of complex 
boundaries will be encountered frequently in biomass fast pyrolysis, since the biomass particle 
will change its shape rapidly and the shape is highly irregular, depending on the local conditions. 
This method was successfully applied to investigate the fluid flow and heat and mass transfer 
coupled with the surface chemical reactions in the porous media30,31. It has the potential to simulate 
the intra-particle transport phenomena of mass, heat, and species flows. The LBM can be further 
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extended to model the gas-particle flow when coupled with discrete element method32, which 
makes it a viable approach to study the gas-solid interactions during biomass fast pyrolysis process.  
In the present study, a numerical framework was formulated and applied to simulate the 
biomass fast pyrolysis at the particle scale. The Lattice Boltzmann method was employed to solve 
the flow field and the intra-particle mass and heat transfer. A multi-step pyrolysis kinetics 
mechanism was used to describe the chemical reactions occurring inside the biomass particle 
during fast pyrolysis. The model was first validated by comparing the simulation results with the 
experimental data from the literature15,33. Previous numerical studies on the effect of operating 
conditions on the reactor performance was mainly based on reactor-scale CFD modeling, which 
used various empirical submodels18-23. This work will be focused on the effects of particle size, 




This study is focused on a stationary woody biomass particle exposed in a high-temperature 
environment during fast pyrolysis. As the particle temperature increases, the virgin wood will be 
decomposed to tar, syngas, and char through a series of chemical reactions. The gaseous species 
(tar and syngas) will escape from the particle and merge into the surrounding gas. The 
hydrodynamics and heat transfer of the surrounding gas can be described by a set of conservation 
equations23, as given below. Assumptions, such as incompressible ideal gas and laminar flow, were 
applied, according to the experimental conditions [15]. 
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To simulate the reaction kinetics of the decomposition of the particle, the wood pyrolysis 
model proposed by Park et al.15 was used in this study, as shown in Figure 3.1. This model uses 
three competitive primary reactions to describe the conversion of virgin biomass to tar, syngas, 
and intermediate solid. The intermediate solid is further converted to char. The cracking reaction 
of tar further leads to the secondary syngas and char via two competitive reactions. All of the 
reaction rates are calculated using the first-order irreversible Arrhenius expression as 
exp( / )k A E RT= − . Kinetic parameters are listed in Table 3.115.  
 
Figure 3.1 Chemical reaction schemes of the wood pyrolysis model15 
 
Table 3.1 Kinetic parameters15 
Reaction t syn is c c2 syn2 
Ai (s
-1) 1.08×1010 4.38×109 3.75×106 1.38×1010 1.0×105 4.28×106 
Ei (J/mol) 148000 152700 111700 161000 108000 108000 




To describe the overall thermochemical conversion process of biomass particle, the 
pyrolysis kinetics is coupled with the conservation equations of intra-particle mass and heat 
transfer, as shown below15.  
Conservation of mass: 
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Conservation of energy: 
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= − −  . s  and 
w  are the total solid (sum of b  , is  and c ) and virgin biomass mass per unit volume. w  is the 
initial porosity of biomass particle.  
To solve the intra-particle transport equations coupled with surrounding gas flow, it is 
assumed that the velocity of the gaseous species (tar and syngas) is equal to the velocity of 
surrounding gas at the particle surface ( f g=u u ). The gas flow in the porous biomass particle is 
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calculated using the Darcy’s law. The external forces (i.e., gravity) are not considered in this 
simulation as the particle is fixed in the reactor. The surrounding gas is incompressible, ideal gas, 
and laminar flow. Particle shrinkage is not considered due to its negligible impact on the mass loss 
rate25. As shown in Eq. (3.9), local thermal equilibrium is assumed between the solid and gas 
phases15,25. Constant thermophysical properties of the components are used34, and thermal 
conductivity of the local solid mixture is linearly interpolated between the virgin biomass and the 
char formed. These thermophysical properties are listed in Table 3.2. 
 (1 ) w c   = − +   (3.11) 
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Lattice Boltzmann Method 
In this study, the Lattice Boltzmann method (LBM) was used28,29. In the LBM, the 
simulation domain is discretized into regular lattices, as shown in Figure 3.2(a). The distribution 
functions of fluid properties are used on all lattices to recover the system’s hydrodynamics based 
on the discrete form of the Boltzmann equations. By using the single-relaxation-time Bhatnagar-
Gross-Krook approximation35, the linearized Boltzmann equation for density is given by 
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where x is the location of the lattice, t is the current time, and i is the discretized direction, ei is the 
discrete velocity along the i th direction, t  is the time step, g  is the dimensionless relaxation 
time related to the kinematic viscosity  , and eqig  is the equilibrium density distribution function. 
In this study, the D2Q9 model was adopted, in which the equilibrium density distribution function 
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where c is the lattice speed (defined as /x t  , in which x  is the lattice spacing), i  is the 
weighting factor in i th direction. Macroscopic variables, such as density, velocity and pressure, 
can be recovered as 
 2, ,g i g i i s g
i i
g g p c  = = = u e   (3.14) 
where cs is the speed of sound. It has been proven that the Chapman-Enskog expansion of the Eq. 
(3.12) at low Mach number results in the incompressible Navier-Stokes equations as Eq. (3.1) and 
(3.2). More details of LBM can be found in previous works28,29.  
 
             
                                 (a)                                                                  (b) 
Figure 3.2 (a) Schematic of domain discretization by LBM (b) description of particle boundary 
in lattice (corresponding to the small red circle in (a)) 
 
The evolution of the temperature distribution function has a similar form36, 
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where T  is dimensionless relaxation time related to the thermal diffusivity  , which is 










=  , see Eq. (3.10)). The equilibrium temperature distribution function is 
formulated as follows37.  
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  (3.16) 
The transport of the gaseous species (i.e., tar, syngas) is simulated by using LBM, while 
the solid species (i.e., biomass, char) remain at the fixed lattice with densities changing with time 
during reactions. In other words, the densities of the solid species are stored at the solid node while 
the gaseous species will propagate and diffuse among the solid node and the fluid node, as shown 
in Figure 3.2(b). As shown in Figure 3.2, the method used does not exactly capture the interface 
since a Cartesian grid is used.  
The evolution of the density distribution function of the fluid phase is  
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where f  is dimensionless relaxation time related to mass diffusion coefficient D and f  is the 
source term due to chemical reactions (see Eq. (3.7) and Eq. (3.8) for tar and syngas). The 
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Given these property distribution functions, the temperature T and species density f , can be 
obtained.  
 ,i f i
i i
T T f= =    (3.19) 
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Boundary conditions at the inlet include the fully-developed parabolic velocity profile with 
a peak value Uin and a constant temperature Tin, as shown in Figure 3.2(a). This is assumption is 
based on the premise that the present simulation domain represents a small space in a real reactor. 
At the outlet, constant pressure Pout is specified. The wall temperature Twall is assigned, and no-slip 
boundary conditions are employed. The detailed treatments for addressing the unknown 
distribution functions on the boundary can be found in previous studies38-40. The computer code 
was written in C++ and run Dell Precision T5600 workstations. 
Improved 2D Model 
As described earlier, 2D LBM was used. For 2D simulation, the cylindrical particle is 
simplified as a circle, i.e., the cross section of the cylinder. But the spherical particle needs to be 
treated differently. Here, a new model is introduced to more accurately simulate a spherical particle 
using a 2D approach. The physical configuration of the experiment using a spherical particle is 
shown in Figure 3.3. The problem can be simplified and solved using a modified cylindrical 
coordinate, as shown in Figure 3.4. 
 
 
Figure 3.3 Schematic of a spherical biomass particle in the experimental setup 
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Figure 3.4 Axi-symmetry cylindrical coordinate 
 
The 3D space can be approximated by the simulation area (shown in Figure 3.3) rotated 
along the symmetry axis by 360 degrees using the cylindrical coordinate ( ), ,r z (Figure 3.4). As 
a result, the 3D problem can be approximated using a 2D approach based on the cylindrical 
coordinate, since the variation along   direction can be neglected. The energy equation Eq. (3.21) 
can be solved in cylindrical coordinate as Eq. (3.22). 
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, since the variation along   direction is 
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 needs to be implemented into the original energy equation, 
which can be solved explicitly by using a central differencing scheme. This new term can be 
viewed as the effect of heat transfer from the “third direction.” Thus, a 3D problem involving a 
spherical particle can be solved by using the modified energy equation (Eq. (3.23)). 
Validation 
To examine the predictive capability of the present numerical method, two different 
studies15,33 were chosen for comparison. In this section, the material properties, simulation 
conditions, and results are described. 
Case 1: Study by Ciesielski et al.33  
Ciesielski et al.33 computationally studied the intra-particle heat and mass transfer of 
biomass particles using detailed 3D finite element simulations to resolve the microstructure in the 
particle. They found that the numerical results considering realistic morphology deviated from 
those using conventional spherical models used in most numerical studies. In their paper, the 
cylindrical particle with an elliptical cross section (Figure 3.5) was situated in an environment with 
initial temperature 25 C and pressure 1 atm. A wall temperature of 500 C was applied to the 
boundaries of the simulation domain to heat the gas and particle. The particle was pine with the 
following properties: density 540 kg/m3, thermal conductivity 0.12 W/(m K), and specific heat 
0.1031 0.003867TPC = +  kJ/(kg K). 
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Figure 3.5 Schematic of the simulation domain 
 
  
          (a)                                                                       (b) 
Figure 3.6 Comparisons of the present and previous results33 for a pine particle heated by 500 °C 
walls: (a) center temperature; (b) volume-averaged temperature 
 
In the present study, 2D simulations were conducted with the domain shown in Figure 3.5. 
Figure 3.6 shows the comparisons of results obtained by Ciesielski et al.33 and the present study. 
It can be seen from Figure 3.6(a) that, the present 2D simulation results using LBM are very close 
to the 3D detailed finite element simulation data on center temperature. As shown in Figure 3.6(b), 
the volume-averaged temperature obtained by the present study was slightly lower than that of 
Ciesielski et al.33. One possible reason is the discrepancy between 2D and 3D simulations in that 
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the 2D case neglected the effects of heat transfer in the axial direction. Despite the deviation, the 
trend and final temperatures are well predicted, indicating that the present method was able to 
capture the heat transfer characteristics of biomass particles during pyrolysis. On the other hand, 
the present 2D simulation is more computationally efficient. 
Case 2: Study by Park et al.15  
Park et al.15 studied the intra-particle mass and heat transfer processes during wood 
pyrolysis. In their experiments, wood spheres with 25.4 mm diameter were pyrolyzed at 
temperature ranging from 638 K to 879 K. The temperature and mass losses of the biomass particle 
were recorded in the experiment. The physical properties of the biomass particle are shown in 
Table 3.2. Initial porosity of biomass particle was 0.4. 
 
Table 3.2 Physical properties of the biomass particle13,15 
Property Value  
Density of wood, w  630 (kg/m3) 
Specific heat capacity of wood, PwC  1500+1.0T (J/kg K) 
Specific heat capacity of char, PcC  420+2.09T+6.85×10-4T2 (J/kg K) 
Specific heat capacity of tar, PtC  −100+4.4T−1.57×10-3T2 (J/kg K) 
Specific heat capacity of syngas, PsynC  770+0.629T−1.91×10-4T2 (J/kg K) 
Thermal conductivity of wood, w  0.20487 (W/m K) 
Thermal conductivity of char, c  0.0937 (W/m K) 
Thermal conductivity of gas, g  0.0258 (W/m K) 
Viscosity of gas,   3.0×10-5 (kg/m s) 
Universal gas constant, R 8.314 (J/ mol K) 
Stefan-Boltzmann constant   5.67×10-8 (W/m2 K4) 
Pore diameter d 5×10-5(1- )+1×10-4  (m) 
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In order to consider the compositional change and radiative heat transfer during the 
conversion of the biomass particle, the effective thermal conductivity was used, as proposed by 
Park et al.15. 
 
3(1 ) 13.5eff w c g T d     = − + + +   (3.25) 
  and d are the Stefan-Boltzmann constant and pore diameter, respectively. The specific heat was 
calculated as a function of temperature as shown in Table 3.2.  
In general, the temperature for pyrolysis is around 500 C. Thus, the 783 K case from 
Park’s experiment15 was chosen for comparison (i.e., reactor wall temperature 783K and inlet gas 
temperature 720 K). The predicted solid mass fraction and center temperature were compared with 
the experimental data in Figure 3.7. The solid mass fraction was defined as the mass ratio of the 
solid phase (sum of unreacted biomass, intermediate solid, and char) to the virgin biomass. 
Good levels of agreement can be seen for the spherical particle (using the improved 2D 
model described above). The predicted solid mass fraction was slightly higher than the 
experimental data, while the trend and final mass ratio were well predicted within 3.25% error. 
The calculated peak temperature is slightly over-predicted within 1.58% error but occurs 
approximately 30 s later than the experiment. However, the shapes of the curves are very similar. 
Considering the possible uncertainties in both experiments and simulations, as well as the 
complexity of the problem, the agreement is relatively good. For the results of cylindrical particle 
(using the original LBM model), the predicted center temperature increased more slowly, and the 




Figure 3.7 Comparison between measured and predicted solid mass fraction and center 
temperature (783 K reactor wall, 720 K inlet gas) 
 
 
Figure 3.8 Predicted pyrolysis product mass fractions (lines), compared with the numerical 
results at the final stage15 (symbols) 
 
The temporal evolutions of the pyrolysis product yields are shown in Figure 3.8. The final 
product yields predicted by the present model were found to be very close to the measurements15. 
As the particle temperature increased, the reaction rates were accelerated and the product yields 
increased rapidly at the beginning. The intermediate solid yield increased and then decreased, as 
the reaction mechanism suggested. It can be seen that at 380 s, the tar and syngas yields reached 
the maximum, while the char yield kept increasing until around 400 s. After that, the product yields 









Figure 3.9 Snapshots of the pyrolysis process at 100 s, 200 s, 300 s and 400 s (a) temperature (b) 
biomass density (c) tar density (d) syngas density (e) intermediate solid density (f) char density 
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Snapshots of important properties during the conversion process are illustrated in Figure 
3.9. Figure 3.9(a) shows that the temperature in the particle was not uniform during the process 
(from 100 s to 400 s). The biomass particle was initially at a lower temperature and was heated up 
rapidly. This is also partly because the inlet gas temperature was lower than the reactor wall 
temperature, which would affect the heat exchange between the gas and particle. The influence of 
the non-uniform temperature on biomass pyrolysis are shown in Figure 3.9(b)-(f). From Figure 
3.9(b), the biomass density was not uniform in the particle because of the difference in the reaction 
rate caused by temperature gradients. As time progressed from 100 s to 400 s, biomass was 
consumed gradually and the products were generated. At 400 s, the pyrolysis process was nearly 
completed, thus the biomass density approached zero. Figure 3.9(c) and (d) show the spatial 
distributions of tar and syngas density, respectively. Tar and syngas were produced in the particle 
and diffused into the gas flow and finally left the reactor. The evolutions of the intermediate solid 
and char are presented in Figure 3.9(e) and (f). It can be seen that the intermediate solid was 
produced and consumed subsequently, consistent with the results shown in Figure 3.8. The change 
in char density was also anisotropic, as shown in Figure 3.9(f). 
Parametric Study 
Effect of Particle Size 
It has been found that the size of biomass particles will affect the thermochemical 
conversion process as well as the product yields11,14. Here, a parametric study was conducted for 
both spherical and cylindrical particles with diameters of 0.5, 2.5, 10, and 50 mm. The inlet gas 
temperature was 720 K and reactor wall temperature was 783 K. The final product yields with 
respect to different particle sizes are shown in Figure 3.10. The results indicate that the final tar 
and syngas yields decreased while char yield increased as the diameter of the particle increases for 
both spherical and cylindrical particles, consistent with the finding in the literature14,17. This trend 
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can be explained by the fact that the char yield is favored at low pyrolysis temperature while tar 
and syngas yields increase at high temperature. Under the same gas and reactor temperatures, 
increasing the particle size will result in a slow heat transfer into the particle. Hence, more char 
will be produced. In addition to the final product yields, the conversion time is also a key factor in 
biomass fast pyrolysis. Here, the conversion time was defined as the time when pyrolysis reached 
95% conversion extent. The effect of particle size on the conversion time is illustrated in Figure 
3.11. It took a longer time to heat and convert the particle with a larger size as the conversion time 
increased significantly when the particle size increased from 0.5 mm to 25 mm. The impact of 
particle size on the conversion time is more significant for the cylindrical particle. It is worth noting 
that, for the 0.5-mm particle, it is very difficult to observe the conversion process in experiments. 









Figure 3.11 Conversion time for particles with different sizes (783 K reactor wall, 720 K inlet 
gas) 
 
Generally, for large particles, it is important to characterize the intra-particle transport 
because of the highly non-uniform temperature. It is informative to determine the threshold particle 
size below which the particle can be treated as homogeneous and the effect of intra-particle 
gradients can be neglected. The study here is to investigate the effect of particle size on intra-
particle gradients by assessing the rate of heat transfer and chemical reactions inside the particle.  
Figure 3.12 shows the transient profiles of the solid mass fractions and center temperatures 
of particles (both sphere and cylinder) with diameters ranging from 0.1 to 1 mm. It can be seen 
that, for a spherical particle with diameter 0.1 and 0.2 mm, the center temperature increased very 
quickly and reached the final steady-state temperature in a very short time. The histories of the 
solid mass fractions of these two cases were nearly identical. This indicates that when the 
conversion process started, the temperature in the particle can be considered homogenous. Under 
such conditions, the temperature gradients can be neglected and the pyrolysis process can be 
considered kinetics-controlled.  
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(a)                                                                 (b) 
 
(c)                                                                (d) 
 
(e) 
Figure 3.12 Center temperature and solid mass fraction for particle size of (a) 0.1 mm (b) 0.2 mm 
(c) 0.5 mm (d) 0.75 mm (e) 1 mm 
 
When the particle diameter increased above 0.5 mm, the solid mass fraction did not 
decrease noticeably until the center temperature reached the maximum. Prior to reaching the 
maximum temperature, approximately 20% of the biomass has been converted. During this period 
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of time, the conversion occurred simultaneously with the heat transfer in the particle. Under these 
conditions, the temperature gradients cannot be neglected. Note that the residence of a biomass 
particle in a typical fast pyrolysis reactor ranges from a fraction of a second to a few seconds. The 
preparation (e.g., grinding) of biomass feedstock will need to be consistent with the operating 
conditions of the reactor (e.g., residence time, gas temperature) to ensure favorable product yields. 
The results of the cylindrical and spherical particles are very similar. Comparisons of Figure 3.12 
and Figure 3.7 show that the difference between the results of spherical and cylindrical particles 
increased with the increase in particle size. For particle size less than 0.2 mm, the difference was 
very small, under which conditions the spherical particle can be simulated by using a 2D model. 
Effect of Particle Aspect Ratio 
For cylindrical particles, the aspect ratio is a key factor impacting the conversion process. 
In order to investigate the effect of particle aspect ratio on the conversion time and pyrolysis 
outcome, cylindrical particles with different aspect ratios were simulated. The particle aspect ratio 
is defined by a:b as shown in Figure 3.13. For example, the aspect ratio of a circular cross-section 
cylinder is 1:1. Note that the major radius and minor radius were adjusted such that the cross-
sectional area of the elliptic particle was the same as that of the circular particle. In addition, the 
flow area between the particle and the reactor wall was also kept the same. 
 
 
Figure 3.13 Definition of particle aspect ratio 
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            (a)                                                          (b) 
 
    
             (c)                                                          (d) 
Figure 3.14 Effects of particle aspect ratio on (a) conversion time (b) tar yield (c) syngas yield 
(d) char yield 
 
 
Figure 3.15 Comparisons of center temperatures for particles with different particle aspect ratios 
under the same heating conditions 
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The conversion time and final product yields for particles with different aspect ratios are 
shown in Figure 3.14. It can be seen that, the conversion time increased with the increase in particle 
aspect ratio initially and then decreased when the particle aspect ratio further increased over 1:1. 
As the particle aspect ratio increased, tar and syngas yields decreased at first and then increased. 
The char yield had an opposite trend to syngas and tar. It is interesting to note that the non-circular 
particle has a lower conversion time than the circular particle. The reason is that the temperature 
in a non-circular particle increased more quickly than that in a circular particle.  
The evolutions of center temperature for different particle aspect ratios are shown in Figure 
3.15. It can be seen that the center temperature of a non-circular particle increased faster than the 
circular particle. Compared to the circular shape, an elliptic particle is flatter and thermally thinner; 
therefore, heat can penetrate into the particle more easily. Additionally, the perimeter of an ellipse 
is larger than that of a circle with the same area, which is beneficial for the convective heat transfer 
from the surrounding gas. This effect is more significant for flatter particles (i.e., 1:4 and 4:1). 
Effect of Inlet Gas Temperature 
The heating to biomass particles in a reactor is provided by the inlet gas and the reactor 
wall, which is maintained at a high temperature. The effect of inlet gas temperature (Tin) on 
biomass fast pyrolysis was investigated here. The conversion time and final product yields for 
different Tin are shown in Figure 3.16. It can be seen that for both spherical and cylindrical 
particles, the conversion time decreased linearly as the inlet gas temperature increased from 700 
K to 783 K. When the inlet gas temperature further increased above 783K, the conversion time 
remained nearly the same. As Tin increased, tar and syngas yields increased at first and then 
remained unchanged for 783 K and above. The char yield had an opposite trend to syngas and tar. 
A high Tin will result in a high particle temperature and accelerate the conversion process to 
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produce more tar and syngas with less char. But a further increase in Tin only have a limited effect 
on the conversion process. 
 
    
                                    (a)                                                               (b) 
    
            (c)                                                              (d) 
Figure 3.16 Effects of inlet gas temperature on (a) conversion time (b) tar yield (c) syngas yield 
(d) char yield 
 
Effect of Reactor Wall Temperature 
The effect of reactor wall temperature (Twall) on biomass fast pyrolysis was also 
investigated. The conversion time and final product yields at different Twall are shown in Figure 
3.17. It can be seen that the conversion time decreased rapidly as the reactor wall temperature 
increased from 700 K to 900 K for both spherical and cylindrical particles.  
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(a)                                                             (b) 
    
(c)                                                             (d) 
Figure 3.17 Effects of reactor wall temperature on (a) conversion time (b) tar yield (c) syngas 
yield (d) char yield 
 
On the final product yields, as Twall increased, tar and syngas yields increased while the 
char yield decreased. With a high Twall, the particle temperature also increased, producing more tar 
and syngas but less char. When compared with the effect of inlet gas temperature, it can be found 
that the heat flux from the reactor wall was more dominant in the fast pyrolysis of biomass particles 
under the conditions studied. 
Note that this work is a detailed numerical study at the particle scale. It is hoped that the 
present numerical method will be further developed into a high-fidelity simulation tool to predict 




The fast pyrolysis process of a single stationary biomass particle was simulated using a 
detailed numerical method that resolved the flow field at the particle level. The Lattice Boltzmann 
method was used to predict the intra-particle transport of mass and heat coupled with the 
surrounding gas flow. A modified 2D model was used to simulate the conversion of spherical 
particle. The numerical results agreed with experimental data in the evolutions of the center 
temperature and solid mass fraction. The final product yields were also predicted well. 
Parametric studies were conducted to examine the conversion time and final product yields 
at different conditions. The baseline inlet gas temperature was 720 K and reactor wall temperature 
was 783 K. The time for complete pyrolysis increased as the particle size increased. For a small 
particle, the temperature in the particle increased quickly, resulting in more tar and syngas at the 
completion of the pyrolysis process. For particle diameter equal to or less than 0.2 mm, the 
temperature gradients in the particle was negligible and the pyrolysis process could be considered 
homogenous. For particle size less than 1 mm, uniform temperature in the particle was achieved 
within one second under the conditions studied. When the particle diameter equal to or smaller 
than 0.2 mm, the results of cylindrical and spherical particles are very similar. This indicates that 
a spherical particle can be treated as a cross section on the axial direction of a cylindrical particle 
if the diameter is small.  
The effect of particle aspect ratio was also examined. The simulation results show that, the 
non-circular particle has higher center temperature and shorter conversion time than the circular 
particle. More tar and syngas are produced and less char is generated for non-circular particle. This 
is due to the larger surface area and the shorter distance from the center to the surface, compared 
to a circular particle.  
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Simulations also showed that tar and syngas yields increased and the char yield decreased 
as the inlet gas temperature or reactor wall temperature increased. The impact of inlet gas 
temperature on the conversion process was not linear. Increasing the inlet gas temperature beyond 
783 K did not affect the conversion time or the final product yields. On the other hand, increasing 
the reactor wall temperature resulted in a monotonic increase in tar and syngas yields even beyond 
783 K. The effects of the reactor wall temperature appeared to be more significant in providing 
heat to the fast pyrolysis of biomass particles than the inlet gas under the conditions studied. 
References 
1.  Brown, R. C.; Brown, T. R., Biorenewable resources: engineering new products from 
agriculture. John Wiley & Sons: 2013. 
2.  Bridgwater, A. V., Review of fast pyrolysis of biomass and product upgrading. Biomass and 
bioenergy 2012, 38, 68-94. 
3.  Goyal, H.; Seal, D.; Saxena, R., Bio-fuels from thermochemical conversion of renewable 
resources: a review. Renewable and sustainable energy reviews 2008, 12, (2), 504-517. 
4.  Czernik, S.; Bridgwater, A., Overview of applications of biomass fast pyrolysis oil. Energy & 
Fuels 2004, 18, (2), 590-598. 
5. Hossain, A.; Davies, P., Pyrolysis liquids and gases as alternative fuels in internal combustion 
engines–A review. Renewable and sustainable energy reviews 2013, 21, 165-189. 
6.  Mettler, M. S.; Vlachos, D. G.; Dauenhauer, P. J., Top ten fundamental challenges of biomass 
pyrolysis for biofuels. Energy & Environmental Science 2012, 5, (7), 7797-7809. 
7.  Di Blasi, C.; Branca, C.; Masotta, F.; De Biase, E., Experimental analysis of reaction heat 
effects during beech wood pyrolysis. Energy & Fuels 2013, 27, (5), 2665-2674. 
8.  Dupont, C.; Commandre, J.-M.; Gauthier, P.; Boissonnet, G.; Salvador, S.; Schweich, D., 
Biomass pyrolysis experiments in an analytical entrained flow reactor between 1073K and 
1273K. Fuel 2008, 87, (7), 1155-1164. 
9.  Bharadwaj, A.; Baxter, L. L.; Robinson, A. L., Effects of intraparticle heat and mass transfer 
on biomass devolatilization: experimental results and model predictions. Energy & fuels 2004, 
18, (4), 1021-1031. 
10. Blondeau, J.; Jeanmart, H., Biomass pyrolysis at high temperatures: Prediction of gaseous 
species yields from an anisotropic particle. Biomass and bioenergy 2012, 41, 107-121. 
80 
11. Bates, R. B.; Ghoniem, A. F., Modeling kinetics-transport interactions during biomass 
torrefaction: The effects of temperature, particle size, and moisture content. Fuel 2014, 137, 
216-229. 
12. Di Blasi, C., Modeling chemical and physical processes of wood and biomass pyrolysis. 
Progress in Energy and Combustion Science 2008, 34, (1), 47-90. 
13. Grønli, M. G.; Melaaen, M. C., Mathematical model for wood pyrolysis comparison of 
experimental measurements with model predictions. Energy & Fuels 2000, 14, (4), 791-800. 
14. Lu, H.; Ip, E.; Scott, J.; Foster, P.; Vickers, M.; Baxter, L. L., Effects of particle shape and size 
on devolatilization of biomass particle. Fuel 2010, 89, (5), 1156-1168. 
15. Park, W. C.; Atreya, A.; Baum, H. R., Experimental and theoretical investigation of heat and 
mass transfer processes during wood pyrolysis. Combustion and Flame 2010, 157, (3), 481-
494. 
16. Kung, H.-C., A mathematical model of wood pyrolysis. Combustion and flame 1972, 18, (2), 
185-195. 
17. Haseli, Y.; Van Oijen, J.; De Goey, L., Numerical study of the conversion time of single 
pyrolyzing biomass particles at high heating conditions. Chemical Engineering Journal 2011, 
169, (1), 299-312. 
18. Aramideh, S.; Xiong, Q.; Kong, S.-C.; Brown, R. C., Numerical simulation of biomass fast 
pyrolysis in an auger reactor. Fuel 2015, 156, 234-242. 
19. Mellin, P.; Kantarelis, E.; Yang, W., Computational fluid dynamics modeling of biomass fast 
pyrolysis in a fluidized bed reactor, using a comprehensive chemistry scheme. Fuel 2014, 117, 
704-715. 
20. Xiong, Q.; Aramideh, S.; Kong, S.-C., Modeling effects of operating conditions on biomass 
fast pyrolysis in bubbling fluidized bed reactors. Energy & Fuels 2013, 27, (10), 5948-5956. 
21. Xue, Q.; Dalluge, D.; Heindel, T.; Fox, R.; Brown, R., Experimental validation and CFD 
modeling study of biomass fast pyrolysis in fluidized-bed reactors. Fuel 2012, 97, 757-769. 
22. Yu, X.; Hassan, M.; Ocone, R.; Makkawi, Y., A CFD study of biomass pyrolysis in a downer 
reactor equipped with a novel gas–solid separator-II thermochemical performance and 
products. Fuel Processing Technology 2015, 133, 51-63. 
23. Xiong, Q.; Kong, S.-C.; Passalacqua, A., Development of a generalized numerical framework 
for simulating biomass fast pyrolysis in fluidized-bed reactors. Chemical Engineering Science 
2013, 99, 305-313. 
24. Xiong, Q.; Kong, S.-C., Modeling effects of interphase transport coefficients on biomass 
pyrolysis in fluidized beds. Powder Technology 2014, 262, 96-105. 
81 
25. Biswas, A. K.; Umeki, K., Simplification of devolatilization models for thermally-thick 
particles: Differences between wood logs and pellets. Chemical Engineering Journal 2015, 
274, 181-191. 
26. Galgano, A.; Di Blasi, C.; Horvat, A.; Sinai, Y., Experimental validation of a coupled solid-
and gas-phase model for combustion and gasification of wood logs. Energy & fuels 2006, 20, 
(5), 2223-2232. 
27. Sand, U.; Sandberg, J.; Larfeldt, J.; Fdhila, R. B., Numerical prediction of the transport and 
pyrolysis in the interior and surrounding of dry and wet wood log. Applied Energy 2008, 85, 
(12), 1208-1224. 
28. Chen, S.; Doolen, G. D., Lattice Boltzmann method for fluid flows. Annual review of fluid 
mechanics 1998, 30, (1), 329-364. 
29. Succi, S., The lattice Boltzmann equation: for fluid dynamics and beyond. Oxford university 
press: 2001. 
30. Machado, R., Numerical simulations of surface reaction in porous media with lattice 
Boltzmann. Chemical engineering science 2012, 69, (1), 628-643. 
31. Li, X.; Cai, J.; Xin, F.; Huai, X.; Guo, J., Lattice Boltzmann simulation of endothermal catalytic 
reaction in catalyst porous media. Applied Thermal Engineering 2013, 50, (1), 1194-1200. 
32. Feng, Y.; Han, K.; Owen, D., Coupled lattice Boltzmann method and discrete element 
modelling of particle transport in turbulent fluid flows: Computational issues. International 
Journal for Numerical Methods in Engineering 2007, 72, (9), 1111-1134. 
33. Ciesielski, P. N.; Crowley, M. F.; Nimlos, M. R.; Sanders, A. W.; Wiggins, G. M.; Robichaud, 
D.; Donohoe, B. S.; Foust, T. D., Biomass particle models with realistic morphology and 
resolved microstructure for simulations of intraparticle transport phenomena. Energy & Fuels 
2014, 29, (1), 242-254. 
34. Larfeldt, J.; Leckner, B.; Melaaen, M. C., Modelling and measurements of heat transfer in 
charcoal from pyrolysis of large wood particles. Biomass and Bioenergy 2000, 18, (6), 507-
514. 
35. Qian, Y.; d'Humières, D.; Lallemand, P., Lattice BGK models for Navier-Stokes equation. EPL 
(Europhysics Letters) 1992, 17, (6), 479. 
36. He, X.; Chen, S.; Doolen, G. D., A novel thermal model for the lattice Boltzmann method in 
incompressible limit. Journal of Computational Physics 1998, 146, (1), 282-300. 
37. Guo, Z.; Zhao, T., A lattice Boltzmann model for convection heat transfer in porous media. 
Numerical Heat Transfer, Part B 2005, 47, (2), 157-177. 
38. Seddiq, M.; Maerefat, M.; Mirzaei, M., Modeling of heat transfer at the fluid–solid interface 
by lattice Boltzmann method. International Journal of Thermal Sciences 2014, 75, 28-35. 
82 
39. Wang, J.; Wang, M.; Li, Z., A lattice Boltzmann algorithm for fluid–solid conjugate heat 
transfer. International journal of thermal sciences 2007, 46, (3), 228-234. 
40. Zou, Q.; He, X., On pressure and velocity boundary conditions for the lattice Boltzmann BGK 
model. Physics of Fluids (1994-present) 1997, 9, (6), 1591-1598. 
 
83 
CHAPTER 4.    DEVELOPMENT OF A DROP/WALL INTERACTION MODEL FOR 
ENGINE APPLICATION USING SMOOTHED PARTICLE HYDRODYNAMICS 
METHOD PART 1: DRY WALL 
Yaoyu Pan, Xiufeng Yang, Song-Charng Kong* 
Department of Mechanical Engineering, Iowa State University, Ames, Iowa 50011, USA 
* Corresponding Author Email: kong@iastate.edu; Tel: +1 515-294-3244 
Modified from a manuscript to be submitted to Atomization and Sprays 
Abstract 
The outcomes of fuel drop impact on the combustion chamber wall will affect the fuel-air 
mixture distribution and the subsequent combustion performance and emissions in internal 
combustion engine. In this paper, the process of fuel drop impact on a solid dry surface was 
simulated using a numerical method based on smoothed particle hydrodynamics (SPH). The SPH 
method was first validated using the experimental data on the impact regime of ethanol drops on 
a heated surface. Overall, different impact outcomes, including deposition, contact-splash, bounce, 
and film-splash, were predicted successfully by the present SPH method. Then, the impact process 
of iso-octane drops on a solid surface under engine relevant conditions were studied. Numerical 
results show that the splash threshold will decrease as surface temperature increases. Different 
impact regimes were identified and the impact outcomes in each regime were analyzed to derive a 
comprehensive drop/wall interaction model. Based on the simulation results, the splashed mass 
ratio will increase as the kinetic energy of the incident drop and surface temperature increase. The 
impact outcomes were found to be similar when the surface temperature is higher than the 
Leidenfrost temperature. The effects of surface temperature and impact angle on the impact 
outcomes were characterized and implemented into the model. It was found that the impact angle 
will affect the distributions of secondary droplets in the splash regime. The relative locations and 
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velocities of the secondary drops were also quantitatively correlated. The proposed drop/wall 
interaction model, derived from the present SPH study, can be readily implemented for engine 
spray/wall impingement simulation. 
Keywords: Drop impact, Smoothed Particle Hydrodynamics, Wall film 
Introduction 
The impact of fuel drops on solid surfaces is an important phenomenon in internal 
combustion engines. Spray/wall impingement is inevitable in gasoline direct-injection (GDI) 
engines and diesel premixed charge compression ignition (PCCI) engines with early injection. The 
fuel spray breaks up into many small liquid drops after injection into the combustion chamber. 
Under certain conditions (e.g., early injection or cold start), the spray/wall impingement is more 
significant since the fuel spray will impinge on the combustion chamber walls before it completely 
vaporizes. The outcome of spray/wall interactions can be characterized as splashing or wall film 
formation, depending on the impact conditions. The outcome will affect the local fuel-air mixture 
distribution and the subsequent combustion performance. The splashed droplets can easily 
vaporize to promote the fuel-air mixing, while the wall film formed on the surface may result in 
unburned hydrocarbon and soot emissions. In addition, the dynamics and heat and mass transfer 
of the wall film will significantly affect the engine emissions and fuel economy. Therefore, it is of 
vital importance to study the fundamental mechanisms of spray/wall impingement for predicting 
engine performance.  
Numerical simulation has become increasingly effective in studying the internal 
combustion engine by reducing the development cost and time. With recent developments in 
Computational Fluid Dynamics (CFD), the accuracy of the multidimensional engine simulation 
has been greatly improved. CFD simulations can facilitate the development of new designs for 
improved engine performance. In engine CFD simulations, the spray/wall interaction is usually 
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considered by use of phenomenological models. Many drop/wall interaction models have been 
formulated, based on experiment data, to predict the outcome of spray/wall impingement [1, 2]. 
These models often use empirical formulas and criteria for a limited range of operating conditions 
[3-8], causing large uncertainties and difficult to accurately describe the details of the process. For 
example, in the spray/wall interaction model by Naber and Reitz [5] (referred to as the NR model 
subsequently), the splash regime and the loss of energy and momentum of the incident drop are 
not considered. In this model, the experimental results of Wachters and Westerling [9] are used to 
define the threshold of different regimes, by considering a drop impinging on a hot surface whose 
temperature is higher than the Leidenfrost temperature. In the spray/wall impingement model 
proposed by O’Rourke and Amsden [8] (subsequently referred to as the OA model), only 
deposition and splash regimes are considered; the experimental results from Yarin and Weiss [10] 
and Mundo et al. [11] are used to determine the properties of secondary droplets. In this model, 
the velocity distributions are approximated by Guass distribution and Nukiyama-Tanasawa 
distributions with random variables. In the model by Bai and Gosman [6, 7] (referred to as the BG 
model), seven different regimes of drop impact are considered using Weber number (We) as the 
transition criteria among regimes. The secondary droplets are divided into two to six groups and 
conservation equations are solved considering the surface energy and film dissipation effects. In 
this model, some of the post impingement properties, such as rebound velocity, splashed mass 
fraction and the ejection angle of the secondary drops, are determined using empirical functions. 
Han et al. [4] further improved the spray/wall impingement model based on BG and OA model, 
by also considering the effects of surface roughness and film thickness on the splash threshold. 
They argue that the OA model quantitatively overestimates the effect of film thickness on 
splashing. However, some random variables are still needed for determining the secondary droplet 
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velocities; the same formulations of secondary droplet characteristics, such as splashed mass 
fraction, are used for both dry and wet wall, which may be not realistic.  
The drop/wall interaction is a complex process that can be affected by many factors, such 
as the properties of the liquid drop, the ambient gas and the solid surface. Since most of the current 
drop/wall interaction models are derived from the experimental data obtained at specific 
conditions, the uncertainty and discrepancy between different experiments may challenge the 
applicability of the models for engine simulation. On one hand, more experiments on the drop 
impact at engine conditions are needed. On the other hand, detailed numerical simulations can 
complement experiments to help with model development. For example, in the experiments, non-
fuel drop (e.g., water) is often studied, the drop size is in mm scale, the impact velocity is often 
less than 10 m/s, the wall is usually very smooth and non-heated, and the ambient gas is 
atmospheric. But in an engine, the fuel drop has complex compounds, the drop size is in µm, the 
impact velocity is much higher than 10 m/s, the wall is relative rough and heated, and the in-
cylinder gas pressure is very high. With such harsh in-cylinder conditions, it is rather difficult to 
study the drop/wall interactions and track the evolution of each tiny droplet experimentally. 
Different numerical methods have been used to improve the spray/wall impingement model 
by investigating the characteristics of the interaction between liquid drops and solid walls. A 
modified volume-of-fluid (VOF) method was used to simulate the fingering and splashing of a 
drop impacting a solid surface [12]. A ghost-fluid level-set method was used to simulate the drop 
impact on a hot surface at a temperature above the Leidenfrost point [13], in which only the 
rebound of a drop was studied for Weber number lower than 60. A combined level set and VOF 
method was proposed to simulate droplet impact on liquid film [14]. The dynamic behavior of a 
droplet impacting a solid surface was simulated using the lattice Boltzmann method (LBM) [15]. 
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Ma et al. [16] developed a new splashing sub-model based on the modeling of droplet/wall 
interaction using two-dimensional Smoothed Particle Hydrodynamics (SPH). The drop/wall 
impact outcomes are closely related to the wall temperature, particularly when the wall 
temperature is higher than the Leidenfrost point. However, many studies did not consider a full 
range of wall temperature.  
The overall accuracy of the engine CFD simulations strongly depends on the quality of the 
underlying models. It is important to simulate the spray/wall interactions in detail and create a 
model capable of predicting the corresponding outcomes at realistic conditions. In this paper, the 
process of fuel droplet impact on a solid surface was simulated under engine relevant conditions 
using a high-fidelity numerical method based on SPH. As a particle-based Lagrangian mesh-free 
method, SPH is suitable for tracking an interface with a large deformation, e.g., droplet breakup 
and splash. The method was first validated by comparing the predicted impact outcomes with the 
experimental data from the literature [17]. Then, a parametric study was conducted to investigate 
the effects of surface properties (e.g., surface temperature) and incident drop properties (e.g., 
Weber number, Reynolds number and impact angle) on the impact outcomes. Finally, a drop/wall 
interaction model was derived for engine CFD simulation based on the SPH simulation results.  
Numerical Methods 
Governing Equations 
The conservation equations of mass, momentum and energy are used to describe the 
transport of both the liquid phase and gas phase. These equations are solved in their Lagrangian 
forms. Phase change and mass transfer due to evaporation are also considered. For more details, 
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Here ρ is the fluid density, u is the fluid velocity, p is the fluid pressure, µ is the dynamic viscosity, 
T is the temperature, Cp is the specific heat at constant pressure, κ is the thermal conductivity, and 
g is the gravitational acceleration. Additionally, m  is the mass evaporation rate across the interface 
between liquid and gas, while m  is the volumetric mass evaporation rate, and hv is the latent heat 
of vaporization. The production of thermal energy by viscous dissipation is not considered in the 
energy equation because it is relatively small [20-22]. The following equation of state is used to 
calculate pressure. 
 
2( )r rp c p = − +   (4.4) 
c is a numerical speed of sound, ρr is a reference density and pr is a reference pressure which is set 
as 1 bar in this study. 
In order to obtain the mass fraction of the vapor species in the gas phase, the continuity 
equation of the vapor species needs to be solved, 
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where Y is the vapor mass fraction and D is the mass diffusivity of the vapor. The volumetric mass 










  (4.6) 
Basic SPH Formulations 
In SPH, the value of a function f(r) at point ra can be approximated using the following 
integration. 
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 ( ) ( ) ( , )a af f W h dV −r r r r   (4.7) 
W is a kernel function and dV is a differential volume element. The parameter h is a smoothing 
length, which determines the size of the integral domain. In this study, the following hyperbolic-
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Here s = r/h and αd have the values of 1/(3πh
2) and 15/(62πh3) in two- and three-dimensions, 
respectively. This kernel function can avoid the so-called tensile instability [25] that may occur in 
fluid simulations using the SPH method [23, 24]. 
In the SPH method, a continuous fluid is discretized into a set of SPH particles. These 
particles also have physical properties, such as mass m, density ρ, velocity u, and viscosity μ. Then 
the integration of Eq.(4.7) is discretized in particle summation as follows. 
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 −r r r r   (4.9) 
The derivatives of a function can also be discretized into particle summation. For example, the 
gradient of function f can be obtained by differentiating the kernel in Eq.(4.9), 





 =    (4.10) 
where a abW  denotes the gradient of W taken with respect to the coordinates of particle a. Note 
that in SPH, a derivative can be discretized into different summation forms [26, 27]. 
SPH Equations for Fluid 
By applying the particle summation, the governing equations, Eq. (4.1), (4.2), (4.3), and 
(4.5), can be replaced by the following SPH particle equations. 
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  (4.14) 
Here the term η = 0.01h2 is added to prevent the singularity when two particles are too 
close to each other [27]. Note that Eq. (4.14) is only valid for the gas phase SPH particles. A gas 
SPH particle has a property of vapor mass fraction Y, which means a gas particle is a mixture of 
vapor and other gas species.  
































  (4.16) 
The parameters α and β are used to control the strength of the artificial viscosity. α is related to the 
shear viscosity, and β is related to the bulk viscosity. saF  is the surface tension force acting on 
particle a, which is solved using the continuum surface force (CSF) method proposed by Adami 
et al. [28].  
 ( )sF = − n n   (4.17) 
  is the surface tension of the drop, n  and n are the curvature and the normal vector of the 
interface, respectively. 
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For SPH simulation, the density and pressure fields may undergo large fluctuations 
numerically. In order to reduce the fluctuation, the Shephard filtering [29] is applied to reinitialize 












  (4.18) 
To prevent particle penetration, the XSPH correction introduced by Monaghan [27] is used 
to move particles. 
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Following Colagrossi and Landrini [30], the XSPH correction is also used in the mass equation, 
Eq.(4.11). 
For multiphase flow, especially for liquid-gas flow, there exists a discontinuity at the 
interface for certain fluid properties, such as density, viscosity and thermal conductivity. The 
discontinuity may lead to numerical difficulties. Therefore, the SPH equations for single phase 
fluid need to be modified for the liquid-gas interface. 
Following Cleary and Monaghan [31], when two particles from different phases interact 
with each other, the following thermal conductivity and viscosity between the gas and liquid 
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Validations 
Impingement Regimes of Ethanol Drops 
Staat et al. [17] experimentally identified the impingement regime of ethanol droplets 
impacting  a dry surface for a wide range of Weber number (We) and surface temperature (T). Four 
distinct impingement regimes were identified, namely, deposition (contact without splashing), 
contact-splash, bounce (neither contact nor splashing) and film-splash (no contact but splashing), 
as shown in Figure 4.1. 
 
Figure 4.1 Impingement regime of ethanol droplets: deposition, bounce, contact-splash and film-
splash. The vertical solid line is the Leidenfrost temperature; the dashed lines are the critical 
Weber numbers of transition from one regime to the other. 
 
 The present SPH method was applied to simulate the drop/wall impact with conditions 
shown in Figure 4.1. The SPH method was able to predict the same outcomes observed in the 
experiments. To illustrate the numerical results, four different conditions were selected, as marked 
in black stars in the Figure 4.1. The snapshots of the simulated impact process are presented in 
Figure 4.2. The simulation results qualitatively agree with the experimental observations. As 
illustrated in Figure 4.2(a), when the Weber number is small, and the surface temperature is lower 
than the Leidenfrost temperature, the impacting droplet spreads and deposits on the surface and 
boils subsequently due to the heating from the hot surface. As the Weber number increases from 
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86 to 1,156 with the same surface temperature, the impacting droplet spreads and splashes on the 
surface, forming a liquid film with some smaller droplets produced near the rim of the film, as 
shown in Figure 4.2(b); this regime is defined as contact-splash.  
When the surface temperature is higher than the Leidenfrost temperature, the impact 
behavior is different, since a thin vapor film is generated between the droplet and the surface upon 
impact. The existence of the vapor layer will lift the droplet from the surface. At low Weber 
number, the impacting droplet will spread first and then recoil and rebound from the surface, 
resulting a bouncing droplet, as shown in Figure 4.2(c). Further, at high Weber number with the 
same surface temperature, the impacting droplet will splash on the surface, generating many small 
secondary droplets, which will bounce off and leave the surface eventually, as shown in Figure 
4.2(d). Overall, different impact behaviors, including deposition, contact-splash, bounce and film-
splash, were predicted by the present SPH method and validated by the experimental observations. 
 
 
Figure 4.2 Snapshots of ethanol droplets impact at different time. (a) T = 150 °C, We = 86; (b) T 
= 150 °C, We = 1,156; (c) T = 430 °C, We = 89; (d) T = 430 °C, We = 358. 
t = 5 μs t = 15 μs t = 25 μs
(a) T = 150  C We = 86 (Deposition)
t = 2 μs t = 6 μs t = 12 μs
(b) T = 150  C We = 1156 (Contact-splash)
t = 5 μs t = 15 μs t = 40 μs
(c) T = 430  C We = 89 (Bounce) 
t = 4 μs t = 10 μs t = 20 μs
(d) T = 430  C We = 358 (Film-splash)
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Results and Discussion 
Impact Regimes and Splash Criteria  
To develop a drop/wall interaction model for use in engine CFD simulations, the impact 
regimes need to be identified first. In this study, the evolution of an iso-octane drop vertically 
impacting a dry surface was simulated for a range of drop diameter from 5 µm to 50 µm, impact 
velocity from 5 m/s to 50 m/s, and surface temperature from 260 K to 800 K. Different 











= ,  where the density ρ = 692 kg/m3, surface tension σ = 18.8 mN/m, 
viscosity µ = 0.474 mPa s. Weber number, or a combination of Weber number and Reynolds 
number, is usually used as the indicator of the impact behavior [10, 11] and the splash criteria 
above which the impact results will shift from deposition or rebound to splash. Here, the proposed 
SPH method was used to determine the splash threshold of the iso-octane drop impacting a dry 
surface under different conditions. The simulation domain is shown in Figure 4.3, which includes 
the incident drop, solid surface, and ambient gas.  
 
Figure 4.3 Schematic of simulation domain 
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The impact process for the baseline case We = 441.7 (D = 30 µm and U = 20 m/s) at two 
different surface temperature is presented in Figure 4.4.  
 
 
Figure 4.4 Sequences of iso-octane drop with diameter D = 30 µm and impact velocity U = 20 
m/s: (a) Tw = 323 K, inclined top-view; (b) Tw = 323 K, side-view; (c) Tw = 473 K, inclined top-
view; (d) Tw = 473 K, side-view 
 
As shown in Figure 4.4 (We = 441.7), after the iso-octane drop touches the surface, it 
spreads and forms a film on the surface with some smaller droplets ejecting from the rim at low 
surface temperature (323 K). This process is very similar to the aforementioned contact-splash, 
since the liquid film will contact and stay on the surface. While at high surface temperature (473 
K), the iso-octane drop spreads and splashes with many secondary droplets generated from the 
rim. The center drop will leave the surface eventually due to the Leidenfrost effect. This process 
is referred as the film-splash, since it occurs in the film-boiling regime.   
Different impact conditions (drop diameter and impact velocity) were simulated to 
determine the critical value for transition from (1) deposition to contact-splash at low surface 
temperature (323 K) and (2) from rebound to film-splash at high surface temperature (473 K). Due 
to the paper limit, only representative impact results are shown in Figure 4.5 and Figure 4.6 for 





t = 1.5 μs t = 3.0 μs t = 4.5 μs t = 6.0 μs
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Figure 4.5 Impact results at 323 K: (a) We = 147.2; (b) We = 159.0; (c) We = 176.7; (d) We = 
220.9 
 
From Figure 4.5, one may find that, at We = 147.2, the drop spreads and fully deposits on 
the surface at low surface temperature. When We increases from 147.2 to 220.9, smaller droplets 
start to appear during the spreading; clear splash phenomenon can be seen at We = 220.9. As a 
result, the critical value of We should lie between 147.2 and 220.9. When comparing Figure 4.5(b) 
and (c), it is interesting to note that more secondary droplets were generated at We = 159.0 which 
seems contradictory to the general idea that splash occurs at higher We number. The reason may 
be that We number alone is not sufficient to determine the impact behavior, which was evidenced 
by the findings of Mundo et al. [11]. They used a new parameter 0.5 0.25K We Re= , to define the 
deposition-splashing boundary. A critical value of Kcrit = 57.7 was found as the splashing criterion, 
below which the drop will fully deposit on the surface as a thin film. For K larger than 57.7, the 
drop will break up on the surface and splash into small droplets. Therefore, in this work, the 
corresponding value of K was calculated for the two cases: K = 60.38 for We = 159.0 and K = 57.5 
for We = 176.7. As a result, K seems to be more consistent than We as an indicator for drop/wall 
interaction. From the SPH simulations, the critical value of K as the splash threshold is 57.5, which 
agrees well with the literature [11].  
For the impact at high surface temperature as shown in Figure 4.6, at We = 110.4, the drop 
spreads and forms a finger-like shape as observed in some previous experiments, and then recoils 
(a) t = 2.4 μs (b) t = 4.8 μs
(c) t = 2.4 μs (d) t = 2.4 μs
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and rebounds. When We increases from 110.4 to 117.8, the drop breaks up and disintegrates into 
many small droplets. As We further increases from 117.8 to 147.2 and 176.7, the drop splashes on 
the surface more significantly. The critical value of We is estimated to be 117.8 with the 
corresponding value of K = 42.4, which is lower than the critical value of K at low surface 
temperatures. The reason is that, at high surface temperature, a vapor layer will be generated 
between the drop and the wall due to the Leidenfrost effect. The vapor layer underneath the drop 
will promote rebound and splashing. At high wall temperature, rapid heat transfer to the drop will 
decrease surface tension and cause the drop to splash more easily. This phenomenon is also 
observed in the experiments [17]. Such effects of wall temperature need to be taken into account 
in developing the drop/wall interaction model.  
 
 
Figure 4.6 Impact results at 473 K: (a) We = 110.4; (b) We = 117.8; (c) We = 147.2; (d) We = 
176.7 
 
 Simulation results for other wall temperatures were also analyzed, and the impact regime 
is shown in Figure 4.7, where four distinct impact regimes are identified as deposition, rebound, 
contact-splash and film-splash. It can be seen that, the value of K decreases as the wall temperature 





tK =   (4.22) 
(a) t = 9 μs
(b) t = 1.92 μs (c) t = 2.4 μs (d) t = 2.4 μs
t = 14 μs t = 30 μs
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Figure 4.7 Impingement regime of iso-octane drops obtained from simulations. The vertical 
dashed line is the Leidenfrost temperature; the dashed curve is the predicted splash threshold. 
 
In addition to the wall temperature, surface roughness can also affect the drop impact 
outcome. As a surface becomes smoother, it is harder for a drop to splash upon impact. The “typical 
roughness” for a cast aluminum piston is Ra = 10~30 μm. Compared to the drop diameter (D = 
5~50 μm), the dimensionless roughness is Rnd = Ra/D = 0.2~6, which is considered rough surface. 
For further validation, the proposed criterion (Eq. (4.22)) is compared to the experimental data 
from the literature [11, 32], as shown in Figure 4.8. When the surface temperature is at 25 ℃ as 
the experiments were performed at room temperature conditions, the critical value of K is 61.48 
from Eq. (4.22). This value agrees with the experimental data for the dimensionless surface 
roughness is larger than 0.03. This agreement gives confidence that the proposed criterion can be 
used for engine conditions, in which the surface is relative rough.  
From experiments alone, the effect of surface roughness on critical K is approximated by 
a fitting curve as follows. 
 0.1735 10ndK R
− +=   (4.23) 
TLTB
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The above equation is based on wall temperature of 25 °C. To incorporate the effect of surface 
roughness in the model, we combine the two criteria from Eq. (4.22) and (4.23) into a formula 
where the critical K is a function of both surface temperature and roughness. In other words, the 
proposed criterion is modified by experimental data to consider the effect of surface roughness. 
  0.17( , ) max 35 51.48,critical w nd nd t tK f T R R K K−= = + −   (4.24) 
Figure 4.9 depicts the combined criteria as a function of surface roughness at different surface 
temperatures. Each curve represents a surface temperature, which is characterized by Kt. It should 
be noted that, when the surface temperature is above the Leidenfrost point, the critical K will not 
change. The reason may be that the effect of surface roughness is negligible due to the vapor layer 
generated between the drop and the surface upon impact.  
 
Figure 4.8 Effect of surface roughness on the critical value of K 
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Figure 4.9 Critical value of K depending on surface roughness and temperature 
 
Properties of Secondary Droplets 
To derive a drop/wall interaction model based on the detailed simulation results, the impact 
outcomes need to be quantified for different impact regimes. In this study, a five-drop approach is 
used for analyzing the simulation results. This approach considers a center drop and four 
surrounding secondary drops as shown in Figure 4.10. All the secondary droplets in each 90-degree 
sector are summed into one child drop, whose mass and velocity are determined based on the mass 
average of the related secondary droplets. By using this approach, for deposition, the impact 
outcome is a single center drop spreading on the surface as a wall film; for rebound, only one 
center drop bunces up. As for contact-splash and film-splash, the impact outcome will be one 
center drop with four child drops. 
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Figure 4.10 Schematic of the five-drop approach 
 
For deposition, since the outcome is wall film, the output will be film thickness, which is 
found to be a function of K and decreases linearly as K increases, as shown in Figure 4.11. The 
resulting wall film thickness can be obtained as follows. 
 0.0017 +0.1568h K= −   (4.25) 
 
Figure 4.11 Film thickness of center drop at different K for deposition regime 
 
The film thickness is determined when the diameter of the spreading drop researches its maximum. 
Generally, in the deposition regime, the drop will spread out more as the initial impact velocity 
increases, as also seen in the experiments. Many correlations have been derived for the spread 
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factor, which is the ratio of the maximum diameter during spreading to the initial drop diameter. 
The spread factor increases as the initial impact velocity increases; this is equivalent to the decrease 
of the film thickness as K increases. The predicted wall film thickness (Eq. (4.25)) can be directly 
incorporated into engine CFD simulations if the wall film can be resolved locally. An alternative 
is to divide the volume of the wall film by the area of the computational cell on the wall to obtain 
the average wall film thickness.  
For rebound, the outcome will be a rebounding drop with the same mass, but the 
rebounding velocity will differ from the initial impact velocity due to energy dissipation and drop 
deformation during the impact. To determine the rebounding velocity, a formula for the coefficient 
of restitution is derived, similar to the model by Naber and Reitz [5], as shown in Figure 4.12. The 
coefficient of restitution rn, the ratio of the outgoing velocity to the incident velocity, is made a 
function of K. 
 
1.6( 0.001985 )0.823/n out
K
in er U U
−= =   (4.26) 
 
Figure 4.12 Coefficient of restitution at different K 
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It can be seen that the coefficient of restitution decreases as K increases, indicating the reduced 
potential of rebound with higher impact velocity due to drop flattening.  
For contact-splash and film-splash, the outcome will be one center drop (wall film) with 
four surrounding secondary drops ejected from the initial drop in the direction of x+, y+, x- and y- 
as shown in Figure 4.13. For the center drop, the mass ratio and film thickness will be determined; 
for the secondary drops, the splashed mass ratio for each drop (which can be used to obtain the 
diameter), velocity and relative location will be derived. 
 
Figure 4.13 Schematic of the splash outcomes after vertical impact 
 
During the splash, as the initial drop spreads on the surface and forms a wall film after 
impact, more and more secondary drops will be generated and ejected from the rim of the film. 
Since the impact process is transient, to determine the splashed mass ratio and the film thickness 
of the center drop, the results are analyzed at the moment when the diameter of the spreading center 
drop reaches its maximum, as shown in Figure 4.14. The reason is that, when the center drop 
spreads to its maximum diameter, there will be no more secondary drops produced. Figure 4.14 
presents the impact result at We = 441.7 and Tw = 323 K when Dc, the equivalent diameter of the 
center drop, reaches its maximum.  
Figure 4.15 shows the evolution of the mass ratio of the center drop and the secondary 
drops after impact. It can be seen that, initially the center drop mass ratio is one since the drop just 
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impacts on the wall. As the drop starts to splash, the mass ratio of the center drop starts to decrease 
and the mass ratio of the child drops starts to increase at around 0.5 µs. At about 1.3 µs, the mass 
ratio of the center drop decreases to 0.87 and the mass ratio of the child drop increases to 0.033. 
After that, the mass ratio remains unchanged as no more secondary drops are generated. Since the 
four secondary drops are symmetric, as shown in Figure 4.15, in the following, only the properties 
of the secondary drop in x+ direction will be discussed.  
 
Figure 4.14 Schematic of the wall film formed by the center drop 
 
 
Figure 4.15 Evolution of the mass ratios of the five resulting drops 
 
Since splashing is closely related to the subsequent fuel-air mixture distribution, it is 
important to determine the mass of the secondary droplets. Here, the splashed mass ratio, defined 
as the ratio of the mass of the secondary drops to the mass of the initial drop. For contact-splash, 
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the splashed mass ratio and the film thickness of the center drop at different K and surface 
temperatures are shown in Figure 4.16 and Figure 4.17. It can be seen from Figure 4.16 that the 
splashed mass ratio increases with K. As K increases, the impact momentum increases, producing 
more secondary drops. The splashed mass ratio is larger at higher surface temperature where splash 
is easier to occur. The following formulations to determine the splashed mass ratio at different K 
value can be obtained by curve fitting. 
   
0




= = − − −   (4.27) 
ms is the total mass of splashed secondary droplets, m0 is the mass of initial drop, Kcrit is the critical 
K at given surface temperature, and rm is the splashed mass ratio which is influenced by the kinetic 
energy of the incident drop.  
 
Figure 4.16 Splashed mass ratio at different K for contact-splash 
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Figure 4.17 Film thickness at different K for contact-splash 
 
 From Figure 4.17 it can be found that, the film thickness of the center drop decreases as K 
increases and the film thickness is larger at a lower surface temperature. The reason is that the 
splashed mass ratio is smaller at lower surface temperature, resulting in more liquid on the surface 
for a thicker film. It is worth noting that the difference of the film thickness between different 
surface temperatures is larger at lower K and will gradually decrease as K increases. The 
correlation derived by curve fitting is as follows. 
 
( 0.0072( ))




= − +   (4.28) 
For film-splash, the splashed mass ratio and film thickness of the center drop at different 
K and surface temperatures are presented in Figure 4.18 and Figure 4.19. As shown in Figure 4.18, 
the splashed mass increases as K increases similar to contact-splash but increases more quickly 
than contact-splash (Figure 4.16). At a higher surface temperature, more secondary droplets will 
be produced. The film thickness decreases as K increases, as shown in Figure 4.19. It can be found 
that the impact results are similar for surface temperature higher than the Leidenfrost temperature. 
The formulas for splashed mass ratio and film thickness as a function of K are as follows.  
Tw = 260 K
Tw = 423 K
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   
0




= = − − −   (4.29) 




=   (4.30) 
 
Figure 4.18 Splashed mass ratio at different K for film-splash 
 
 
Figure 4.19 Film thickness at different K for film-splash 
 
The proposed expressions of the splashed mass ratio are similar to those used in the 
literature [4]. However, in the literature the critical K does not consider the surface temperature 
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and the same formula is used for all the surface temperature conditions. In this study the critical 
value of K considers the surface temperature; for each surface temperature, the splashed mass 
ratios are also different for contact-splash and film-splash. 
The radial location of the secondary drop in the x+ direction for contact-splash and film-
splash for different K and surface temperatures are shown in Figure 4.20 and Figure 4.21. The 
radial location is non-dimensionalized by dividing by the initial drop diameter. It can be found that 
the radial location increases as K increases, suggesting a linear correlation for contact-splash as
0.0056 1.80X K= + . While for film-splash, the radial location is randomly distributed but within 
a range. Thus, a constant value is assigned, 2.0X = .                                                         
 




Figure 4.21 Radial location of the x+ secondary drop at different K for film-splash 
 
As for the non-dimensional height of the drop in the x+ direction, the results at different 
surface temperatures, including both contact-splash and film-splash, are shown in Figure 4.22. It 
can be seen that the height is also randomly distributed but still within a range. Thus, a constant 
value is assigned, 0.5Z = .  
 
Figure 4.22 Height of the x+ secondary drop at different K for both contact-splash and film-
splash 
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 Different from the splashed mass ratio and location, the non-dimensional velocities (radial 
velocity U and normal velocity W) of the secondary drops at different conditions are found to be 
very similar for both contact-splash and film-splash, as shown in Figure 4.23 and Figure 4.24. It 
can be seen that the velocities of secondary drops will increase as K first increases and then 
decreases. The correlations of the velocities are as follows. 
 0.0065 exp( 0.004 )U K K=  −   (4.31) 
 ( )0.0028 exp 0.0062W K K=  −   (4.32) 
 





Figure 4.24 W velocity of the x+ secondary drop at different K for both contact-splash and film-
splash 
 
Effect of Impact Angle 
In an engine spray, fuel drops can impact the piston surface from different angles. To 
consider the effect of impact angle, the impact velocity of the incident drop is decomposed into 
tangential component Ut and normal component Un, and the impact angle is defined as the angle 
between the impact direction and the surface, as shown in Figure 4.25. For the impact regimes, K 













= . In this way, the splash criteria developed for the normal impact 
can still be used to determine the impact regimes by comparing Kn with Kcrit, as done in most of 
the studies [4, 6, 8].  
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Figure 4.25 Schematic of impact angle 
 
For deposition, the impact outcome is a wall film, similar to the normal impact; the shape 
of the film changes from circle to ellipse. For rebound, the velocity of the rebounding drop is 
decomposed into a tangential component Uat and a normal component Uan. The normal velocity 
Uan can be calculated using the coefficient of restitution in Eq. (4.26), and the tangential velocity 
Uat is simply the tangential velocity of the incident drop. 
 at tU U=   (4.33) 







=   (4.35) 
For contact-splash and film-splash, the results are quite similar. To illustrate the effect of 
impact angle on the outcomes, the results of different impact angles for a baseline case are shown 
in Figure 4.26, with the wall temperature Tw = 473 K and normal impact velocity Un = 20 m/s. It 
can be seen that, at impact angle α = 30°, the drop will splash and sliding on the surface as a wall 
jet, producing many small secondary droplets after impact. As the impact angle is increased to 90°, 
the impact results are similar with the slight difference in the distribution of secondary droplets. 
At a small impact angle, more secondary droplets are generated at the right-hand side. As the 
impact angle is increased to 90°, the distribution of secondary droplets is symmetric.  
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Figure 4.26 Impact sequences of iso-octane drop with Tw = 473 K and Un = 20 m/s at different 
impact angle: (a) α = 30°; (b) α = 45°; (c) α = 60°; (d) α = 90° 
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Since the distribution of splashed droplets is not symmetric, an angle on the x-y plane is 
used to represent each of the four resulting secondary drops, as shown in Figure 4.27. The four 
secondary drops in each direction can be represented using an angle as: θ = 0 for the drop in x+ 
direction (same tangential direction to the incident drop), θ = π/2 for the drop in y+ direction, θ = 
π for the drop in x- direction, and θ = -π/2 for the drop in y- direction. The mass ratio of the post-
impingement drops at different impact angles are shown in Figure 4.28. It can be found that the 
mass ratio of the center drop is almost the same for different impact angles, suggesting that the 
splashed mass ratio is determined by the normal impact Kn. The asymmetrical distribution of the 
secondary drops can be seen at small impact angles, where the secondary drop at θ = 0 is the 
largest. The secondary drops at θ = π/2 and θ = -π/2 are almost identical for all the impact angles.  
 
 
Figure 4.27 Schematic of the four resulting secondary drops after impact with an angle 
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Figure 4.28 Mass ratio of the four resulting secondary drops at different impact angles 
 
To quantify the effect of impact angle on the distribution of secondary drops, the splashed 
mass ratio of each secondary drop is determined by the formula as follow: 
 
0




  = +  −   (4.36) 
where ms/m0 is the total splashed mass ratio calculated from Eq. (4.29). For normal impact, α = 
90°, the splashed mass ratio of each secondary drop mθ will be the same as one quarter of the total 
splashed mass ratio since they are symmetric. As the impact angle decreases, the splashed mass 
ratio of the drop at θ = 0 starts to increase while the splashed mass ratio of the drop at θ = π starts 
to decrease. The splashed mass ratios of the drops at θ = π/2 and θ = -π/2 remain unchanged when 
the impact angle varies.  
The velocities of the secondary drops at different impact angles are shown in Figure 4.29, 
Figure 4.30 and Figure 4.31. It can be seen from Figure 4.29 that, the U velocity of the secondary 
drops decreases as impact angle increases. The U velocity of the secondary drops after impact is 
related to the tangential velocity Ut of the incident drop. As the impact angle increases, the 
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tangential velocity Ut of the impinging drop decreases, leading to the decrease in the U velocity of 
the secondary drops. The formulas obtained from curve fitting are as follows. 
 0.8c tU U=   (4.37) 
 cos( / 3) cos( )t nU U U U  = +    (4.38) 
Uc is the U velocity of the center drop and U is determined by Eq. (4.31).  
 As shown in Figure 4.30, the V velocities of the secondary drops at θ = 0 and θ = π are zero 
as they will only move along the x direction. The V velocities of the secondary drops at θ = π/2 
and θ = -π/2 are symmetric as shown in the following. 
 0.2sin( ) sin( )t nV U U U  = +    (4.39) 
 The W velocity of the secondary drops is randomly distributed but within a range as shown 
in Figure 4.31. Thus, a constant value is assigned as nW W U =  , where W is determined from Eq. 
(4.32). 
 
Figure 4.29 U velocity of the secondary drops at different impact angles 
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Figure 4.30 V velocity of the secondary drops at different impact angles 
 
 
Figure 4.31 W velocity of the secondary drops at different impact angles 
 
Conclusions 
In this study, the impact process of a fuel drop on a dry surface was simulated using an 
SPH method. The numerical method was first validated by experimental data on the impingement 
regimes of ethanol droplets at varying Weber numbers and wall temperatures. Four different 
impact regimes were successfully predicted. A parametric study was performed on iso-octane drop 
118 
impact on a heated wall with a wide range of drop diameter, impact velocity, and wall temperature. 
Based on the numerical results, four impact regimes were identified: deposition, rebound, contact-
splash and film-splash. A new formula based on a parameter was proposed to describe the splash 
threshold of the impact. Parameter K considers drop conditions, wall temperature and surface 
roughness. The critical value of K will decrease when the wall temperature or surface roughness 
increases. A comprehensive drop/wall interaction model was derived from the analysis of the 
detailed simulation results, in which the impact outcomes in each regime are studied quantitatively. 
For contact-splash, the splashed mass will increase and the resulting film thickness will decrease 
as the value of K and surface temperature increase. The difference in film thickness at different 
surface temperatures will decrease as K increases. For film-splash, the impact outcomes are similar 
for surface temperature higher than the Leidenfrost point, and the splashed mass is larger than that 
of contact-splash. The non-dimensional location and velocity of the secondary drops were also 
analyzed, and some constants were suggested due to the randomness of the impact outcomes. The 
impact angle will affect the distributions of the resulting secondary drops, and the effects of impact 
angle on impact outcomes were also considered and quantified in the model.  
References 
[1]  S.-C. Kong, Drop/wall interaction criteria and their applications in diesel spray modeling, 
Atomization and Sprays 17 (2007). 
[2]  A. Moreira, A. Moita, M. Panao, Advances and challenges in explaining fuel spray 
impingement: How much of single droplet impact research is useful?, Progress in energy 
and combustion science 36 (2010) 554-580. 
[3]  S.H. Lee, H.S. Ryou, Development of a new spray/wall interaction model, International 
Journal of Multiphase Flow 26 (2000) 1209-1234. 
[4]  Z. Han, Z. Xu, N. Trigui, Spray/wall interaction models for multidimensional engine 
simulation, International Journal of Engine Research 1 (2000) 127-146. 
[5]  J. Naber, R.D. Reitz, Modeling engine spray/wall impingement, SAE transactions, (1988) 
118-140. 
119 
[6]  C. Bai, A. Gosman, Development of methodology for spray impingement simulation, SAE 
transactions, (1995) 550-568. 
[7]  C. Bai, H. Rusche, A. Gosman, Modeling of gasoline spray impingement, Atomization and 
Sprays 12 (2002). 
[8]  P.J. O'Rourke, A. Amsden, A spray/wall interaction submodel for the KIVA-3 wall film 
model, SAE transactions, (2000) 281-298. 
[9]  L. Wachters, N. Westerling, The heat transfer from a hot wall to impinging water drops in 
the spheroidal state, Chemical Engineering Science 21 (1966) 1047-1056. 
[10]  A. Yarin, D. Weiss, Impact of drops on solid surfaces: self-similar capillary waves, and 
splashing as a new type of kinematic discontinuity, Journal of fluid mechanics 283 (1995) 
141-173. 
[11]  C. Mundo, M. Sommerfeld, C. Tropea, Droplet-wall collisions: experimental studies of the 
deformation and breakup process, International journal of multiphase flow 21 (1995) 151-
173. 
[12]  M. Bussmann, S. Chandra, J. Mostaghimi, Modeling the splash of a droplet impacting a solid 
surface, Physics of fluids 12 (2000) 3121-3132. 
[13]  L.R. Villegas, S. Tanguy, G. Castanet, O. Caballina, F. Lemoine, Direct numerical 
simulation of the impact of a droplet onto a hot surface above the Leidenfrost temperature, 
International journal of heat and mass transfer 104 (2017) 1090-1109. 
[14]  Y. Guo, L. Wei, G. Liang, S. Shen, Simulation of droplet impact on liquid film with 
CLSVOF, International Communications in Heat and Mass Transfer 53 (2014) 26-33. 
[15]  Y. Tanaka, Y. Washio, M. Yoshino, T. Hirata, Numerical simulation of dynamic behavior 
of droplet on solid surface by the two-phase lattice Boltzmann method, Computers & fluids 
40 (2011) 68-78. 
[16]  T. Ma, F. Zhang, H. Liu, M. Yao, Modeling of droplet/wall interaction based on SPH method, 
International Journal of Heat and Mass Transfer 105 (2017) 296-304. 
[17]  H.J. Staat, T. Tran, B. Geerdink, G. Riboux, C. Sun, J.M. Gordillo, D. Lohse, Phase diagram 
for droplet impact on superheated surfaces, Journal of fluid mechanics 779 (2015). 
[18]  X. Yang, L. Dai, S.-C. Kong, Simulation of liquid drop impact on dry and wet surfaces using 
SPH method, Proceedings of the Combustion Institute 36 (2017) 2393-2399. 
[19]  X. Yang, S.-C. Kong, 3D simulation of drop impact on dry surface using SPH method, 
International Journal of Computational Methods 15 (2018) 1850011. 
[20]  X. Yang, S.C. Kong, Smoothed particle hydrodynamics method for evaporating multiphase 
flows, Physical review. E 96 (2017) 033309. 
120 
[21]  Š. Šikalo, M. Marengo, C. Tropea, E. Ganić, Analysis of impact of droplets on horizontal 
surfaces, Experimental thermal and fluid science 25 (2002) 503-510. 
[22]  Y.H. Yeong, J. Burton, E. Loth, I.S. Bayer, Drop impact and rebound dynamics on an 
inclined superhydrophobic surface, Langmuir 30 (2014) 12027-12038. 
[23]  X. Yang, M. Liu, S. Peng, Smoothed particle hydrodynamics modeling of viscous liquid 
drop without tensile instability, Computers & Fluids 92 (2014) 199-208. 
[24]  X.-F. Yang, M.-B. Liu, Improvement on stress instability in smoothed particle 
hydrodynamics, Acta Physica Sinica, 61(22) (2012): 224701. 
[25]  J. Swegle, D. Hicks, S. Attaway, Smoothed particle hydrodynamics stability analysis, 
Journal of computational physics 116 (1995) 123-134. 
[26]  J.J. Monaghan, Smoothed particle hydrodynamics, Reports on progress in physics 68 (2005) 
1703. 
[27]  J.J. Monaghan, Smoothed particle hydrodynamics, Annual review of astronomy and 
astrophysics 30 (1992) 543-574. 
[28]  S. Adami, X. Hu, N.A. Adams, A new surface-tension formulation for multi-phase SPH 
using a reproducing divergence approximation, Journal of Computational Physics 229 (2010) 
5011-5021. 
[29]  J. Bonet, T.-S. Lok, Variational and momentum preservation aspects of smooth particle 
hydrodynamic formulations, Computer Methods in applied mechanics and engineering 180 
(1999) 97-115. 
[30]  A. Colagrossi, M. Landrini, Numerical simulation of interfacial flows by smoothed particle 
hydrodynamics, Journal of computational physics 191 (2003) 448-475. 
[31]  P.W. Cleary, J.J. Monaghan, Conduction modelling using smoothed particle hydrodynamics, 
Journal of Computational Physics 148 (1999) 227-264. 
[32]  C. Stow, M. Hadfield, An experimental investigation of fluid flow resulting from the impact 
of a water drop with an unyielding dry surface, Proceedings of the Royal Society of London. 




CHAPTER 5.    DEVELOPMENT OF A DROP/WALL INTERACTION MODEL FOR 
ENGINE APPLICATION USING SMOOTHED PARTICLE HYDRODYNAMICS 
METHOD PART 2: WET WALL 
Yaoyu Pan, Xiufeng Yang, Song-Charng Kong* 
Department of Mechanical Engineering, Iowa State University, Ames, Iowa 50011, USA 
* Corresponding Author Email: kong@iastate.edu; Tel: +1 515-294-3244 
Modified from a manuscript to be submitted to Atomization and Sprays 
Abstract 
This paper is the second part of a comprehensive study of drop/wall interactions using a 
high-fidelity numerical method. This work is focused on the drop impact on a wet wall where a 
liquid film has already existed at the time of impact. The presence of wall film will affect not only 
the splash threshold but also the crown evolution and the secondary droplets ejected from the rim 
of the crown. In this paper, the process of fuel drops impact on a wet wall was simulated using a 
numerical method based on smoothed particle hydrodynamics (SPH). The present numerical 
method was first validated using experimental data on crown height and diameters resulting from 
water drop impact on liquid films. Then, the impact process of iso-octane drops on wet walls under 
engine relevant conditions were studied. The numerical results show that the splash threshold 
increases with the film thickness. The splash criteria derived from present simulations are more 
comprehensive than the existing models used in spray/wall impingement study. Based on the 
simulation results, the splashed mass ratio increases as the kinetic energy of the incident drop 
increases. The effect of the film thickness on the splashed mass ratio is determined by two 
competing mechanisms. On one hand, as the film thickness increases, more incident energy will 
be absorbed and transferred into the crown, thus producing more secondary droplets. On the other 
hand, more impinging energy will be dissipated during the spreading as the film thickness 
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increases, thus making it harder to splash and fewer secondary droplets being generated. In 
addition, the behaviors of the secondary droplets ejected from the rim of the crown are found to 
be quite different as the film thickness increases. Instead of moving outward for drop impact on 
thin film, the secondary droplets will move upward and even aggregate to the center when the film 
becomes thicker. This effect is also reflected on the locations and velocities of the secondary 
droplets, which was characterized and implemented into the model. It was found that the impact 
angle will affect not only the distributions of secondary droplets but also the splashed mass. The 
locations and velocities of the secondary droplets were also quantitatively analyzed. These 
outcomes are incorporated into a drop/wall interaction model for simulating engine spray/wall 
interactions. 
Keywords: Drop/wall interaction, Smoothed Particle Hydrodynamics, Wall film thickness, 
Impact angle 
Introduction 
Spray/wall impingement is an important phenomenon in internal combustion engines and 
will affect the local fuel-air mixture distribution and the subsequent combustion performance. The 
outcome of spray/wall impingement is the collective result of many tiny drops impacting the 
combustion chamber walls. The impact of fuel drops on wet walls is of technical importance when 
the surface is covered with a liquid film resulting from preceding drops or the last injection cycle. 
It has been found that drop impact on liquid films [1-4] is far more complex than drop impact on 
dry surfaces [5-9] and the fundamental mechanisms are still not fully understood [10, 11].  
Different from drop impact on dry surfaces, a crown is usually formed during the 
impingement of a drop on liquid films [12, 13]. The incident drop will spread and merge into the 
film or splash, depending on the kinetic energy of the incident drop and the film thickness. The 
film thickness will affect not only the splash threshold but also the crown formation, the 
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phenomenological evolution, and the secondary droplets ejected from the rim of the crown [2, 11, 
14-17].  
The dynamics of drop impact can be affected by many factors, such as the properties of the 
liquid drop (diameter D, impact velocity U, density ρ, surface tension σ and viscosity µ) and the 
liquid film (film thickness hf). A group of non-dimensional parameters have been used to 
characterize the impact behaviors. 
 
2
,  ,  , ,  






= = = = =   (5.1) 
We, Re, Oh, δ, τ are Weber number, Reynolds number, Ohnesorge number, non-dimensional film 
thickness and non-dimensional time, respectively. Based on the value of δ, the wet surface can be 
categorized as thin film or thick film. Many spray/wall impingement models [18-22] have been 
developed for engine computational fluid dynamics (CFD) simulations to predict the outcome of 
drop/wall interactions; many of these models are derived from experimental data. The applicability 
of these models in describing the impact process still needs to be improved. For example, in the 
model developed by Bai and Gosman [18, 19], a wet surface is treated as a very rough dry wall 
and the splashed mass is determined randomly between 0.2 to 1.1. In the models proposed by 
O’Rourke and Amsden (OA) [20] and Han [21], the effect of film thickness on the splash criteria 
is considered using an empirical correlation that has not been validated. Recently, Zhang et al. [23] 
applied the splash criteria derived from Wang et al. [24] and found it more suitable than the OA 
model in predicting the outcomes of an impinging spray under PCCI engine conditions. 
Furthermore, in some models, the properties of secondary droplets are determined based on the 
dry wall impact; this also needs to be improved.   
To characterize the interaction between liquid drops and liquid films, many experimental 
[1, 2, 12, 14, 15, 25, 26] and numerical [27, 28] studies have been conducted. Wang et al. [24] 
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experimentally studied drop impact on thin liquid films and determined the critical Weber number 
for splashing as a function of film thickness. They divided the impact outcomes as non-splash 
(spread), in which the drop merges into the liquid film, and splash, in which secondary droplets 
are ejected from the rim of the crown. Liang et al. [11] found that 0.4K WeOh−=  gives better 
predictions of the splash threshold than We alone. Much effort has been made for determining the 
splashed criteria [14-17, 29, 30] and the dynamics of the crown structure, such as crown height 
and diameter [2, 13], while very few studies are focused on characterizing the impact outcome. 
The post-impingement properties, such as splashed mass and secondary droplet velocities, have 
not been characterized. Ma et al. [31] proposed a splash model to predict the splashed mass for 
drop impact on dry and wet surfaces based on the simulation results. However, the effect of film 
thickness on splash criteria was not considered in the simulations. In addition, the model was 
developed based on 2D simulations, which is insufficient. As Moreira et al. [10] argued in the 
review, the effects of the film on the mechanisms and characteristics of secondary droplets 
resulting from splash still need to be investigated.  
In this paper, the process of fuel drop impact on wet walls under engine relevant conditions 
was simulated using a numerical method based on SPH. The method was first validated by 
comparing the predicted crown height and diameters with the experimental data from the literature 
[2]. Then, a parametric study was conducted to investigate the effects of film thickness and incident 
drop properties on the impact outcomes. The effects of film thickness and impact angle were 
characterized. A comprehensive drop/wall interaction model was derived by analyzing the detailed 




The conservation equations of mass, momentum and energy are used to describe the 
transport of both the liquid phase and gas phase. These equations are solved in their Lagrangian 
forms. Phase change and mass transfer due to evaporation are also considered. For more details, 
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Here ρ is the fluid density, u is the fluid velocity, p is the fluid pressure, µ is the dynamic viscosity, 
T is the temperature, Cp is the specific heat at constant pressure, κ is the thermal conductivity, and 
g is the gravitational acceleration. Additionally, m  is the mass evaporation rate across the interface 
between liquid and gas, while m  is the volumetric mass evaporation rate, and hv is the latent heat 
of vaporization. The production of thermal energy by viscous dissipation is not considered in the 
energy equation because it is relatively small [34-36]. The following equation of state is used to 
calculate pressure. 
 2( )r rp c p = − +   (5.5) 
c is a numerical speed of sound, ρr is a reference density and pr is a reference pressure which is set 
as 1 bar in this study. 
In order to obtain the mass fraction of the vapor species in the gas phase, the continuity 
equation of the vapor species needs to be solved, 
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where Y is the vapor mass fraction and D is the mass diffusivity of the vapor. The volumetric mass 










  (5.7) 
Basic SPH Formulations 
In SPH, the value of a function f(r) at point ra can be approximated using the following 
integration. 
 ( ) ( ) ( , )a af f W h dV −r r r r   (5.8) 
W is a kernel function and dV is a differential volume element. The parameter h is a smoothing 
length, which determines the size of the integral domain. In this study, the following hyperbolic-
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  (5.9) 
where s = r/h and αd have the values of 1/(3πh
2) and 15/(62πh3) in two- and three-dimensions, 
respectively. This kernel function can avoid the so-called tensile instability [39] that may occur in 
fluid simulations using the SPH method [37, 38]. 
In the SPH method, a continuous fluid is discretized into a set of SPH particles. These 
particles also have physical properties, such as mass m, density ρ, velocity u, and viscosity μ. Then 
the integration of Eq. (5.8) is discretized in particle summation as follows. 
 ( ) ( ) ( , ) ba b a b
b b
m
f f W h

 −r r r r   (5.10) 
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The derivatives of a function can also be discretized into particle summation. For example, the 
gradient of function f can be obtained by differentiating the kernel in Eq. (5.10), 





 =    (5.11) 
where 
a abW  denotes the gradient of W taken with respect to the coordinates of particle a. Note 
that in SPH, a derivative can be discretized into different summation forms [40, 41]. 
SPH Equations for Fluid 
By applying the particle summation, the governing equations, Eq. (5.2), (5.3), (5.4), and 
(5.6), can be replaced by the following SPH particle equations. 
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  (5.15) 
Here the term η = 0.01h2 is added to prevent the singularity when two particles are too close to 
each other [40]. Note that Eq. (5.15) is only valid for the gas phase SPH particles. A gas SPH 
particle has a property of vapor mass fraction Y, which means a gas particle is a mixture of vapor 
and other gas species.  
































  (5.17) 
The parameters α and β are used to control the strength of the artificial viscosity. α is related to the 
shear viscosity, and β is related to the bulk viscosity. saF  is the surface tension force acting on 
particle a, which is solved using the continuum surface force (CSF) method proposed by Adami 
et al. [42]. 
 ( )sF = − n n   (5.18) 
  is the surface tension of the drop, n  and n are the curvature and the normal vector of the 
interface, respectively. 
For SPH simulation, the density and pressure fields may undergo large fluctuations 
numerically. In order to reduce the fluctuation, the Shephard filtering [43] is applied to reinitialize 












  (5.19) 
To prevent particle penetration, the XSPH correction introduced by Monaghan [40] is used 
to move particles. 
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u u u u   (5.20) 
Following Colagrossi and Landrini [44], the XSPH correction is also used in the mass equation, 
Eq. (5.12). 
For multiphase flow, especially for liquid-gas flow, there exists a discontinuity at the 
interface for certain fluid properties, such as density, viscosity and thermal conductivity. The 
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discontinuity may lead to numerical difficulties. Therefore, the SPH equations for single phase 
fluid need to be modified for the liquid-gas interface. 
Following Cleary and Monaghan [45], when two particles from different phases interact 
with each other, the following thermal conductivity and viscosity between the gas and liquid 




















  (5.22) 
 
Validations 
Cossali et al. [2] experimentally studied the impact of water drops on liquid films, in which 
the diameter and height of the crown resulting from the impact were measured at different Weber 
numbers and film thicknesses. Numerical results at τ = 3 are shown in Figure 5.1 for Weber number 
We = 667 and non-dimensional film thickness  = 0.67. The definitions of crown height hc and 
four different diameters, namely, crown upper external diameter, Due, lower external diameter Dle, 
inner diameter, Din, and outer diameter Dou, are illustrated in Figure 5.1. The comparisons between 
the predicted and measured evolutions of the non-dimensional crown height and diameters are 
shown in Figure 5.2. The simulation results quantitatively agree with the experimental data. The 
predicted crown height is slightly lower than the experimental data while the crown diameters are 
well captured. Note that other applications and validations of the present SPH method can be found 




       (a)                                                                           (b) 




          (a)                                                                          (b) 
Figure 5.2 Comparison between predictions and measurements: (a) non-dimensional crown 
height, (b) non-dimensional crown diameters 
 
Results and Discussion 
Impact Regimes and Splash Criteria  
To identify the impact regimes and corresponding splash threshold for drop impact on 
liquid films, the evolution of an iso-octane drop, vertically impacting a wet surface, was simulated 
for a range of impact velocity from 5 m/s to 50 m/s and non-dimensional film thickness from 0.05 
to 0.9, which is commonly encountered in engine spray simulations for drop diameter D0 = 30 µm. 
The physical properties of the iso-octane drop are density ρ = 692 kg/m3, surface tension σ = 18.8 
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mN/m, and viscosity µ = 0.474 mPa s. The wall temperature is Tw = 350 K, the temperature of the 
liquid film is Tf = 320 K and the drop temperature is Td = 320 K.  
Weber number, or a combination of Weber number and Reynolds number, is usually used 
as the indicator of the impact behavior and the splash threshold [14-17, 24], above which the 
impact results will shift from spread to splash. Here, the proposed SPH method was used to 
determine the splash threshold of the iso-octane drop impacting a wet surface under engine relevant 
conditions. 




Figure 5.3 Impact sequence of iso-octane drop (blue) impinging on liquid films (grey): (a) δ = 
0.05, We = 248; (b) δ = 0.05, We = 994; (c) δ = 0.5, We = 442; (d) δ = 0.5, We = 1767 
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Figure 5.3 shows the impact sequence of a drop impinging on a liquid film at different 
Weber numbers and non-dimensional film thicknesses. As shown in Figure 5.3(a), for a thin film 
(δ = 0.05) and We = 248, a crown is formed after the impact (t = 3 µs). The crown spreads out as 
the diameter increases and the height increases first and then decreases (t = 6 µs). The crown 
eventually falls and merges with the liquid film (t = 9 µs). This case will be called “spread” since 
no secondary droplets are generated during the impact. When We increases to 994 as shown in 
Figure 5.3(b), small droplets are ejected from the rim of the crown; the crown increases in size (t 
= 3 µs) and then breaks up into many tiny droplets (t = 9 µs). This case will be called “splash”. 
For a thick film (δ = 0.5) shown in Figure 5.3(c), at We = 442, the outcome is spread, for which a 
crown is formed (t = 6 µs) and finally dissolved into the film (t = 21 µs). When We increases to 
1767 as shown in Figure 5.3(d), a crown is initially formed (t = 6 µs) and some small droplets are 
ejected from the rim of the crown (t = 12 µs). Different from the splash that occurs on the thin film 
where the crown expands outward like a bowl, the crown in the thick film expands upward like a 
cylinder. As time goes by, additional secondary droplets are generated due to the collapse of the 
crown because of gravity (t = 21 µs). By comparing Figure 5.3(b) and (d), it can be found that, 
more secondary droplets are generated from the thick film than from the thin film. Furthermore, 
the source of the secondary droplets is different. For the thick film, the secondary droplets are 
mainly from the liquid film, while for the thin film, the secondary droplets are the mixture of the 
incident drop and the liquid film. The reason is that with increased film thickness, more kinetic 
energy from the incident drop will be transferred to the liquid film, pushing more liquid up and 
producing more secondary droplets from the liquid film. The composition of the secondary 
droplets may be important when the properties of the incident drop and liquid film are different.  
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As shown above, the Weber number and non-dimensional film thickness have important 
influences on the outcome of a drop impinging on a liquid film. A high Weber number results in 
splashing of the crown because of the high impact momentum, and the splash phenomena are quite 
different at different film thicknesses. Figure 5.4 shows the impact outcomes at different Weber 
numbers and film thicknesses. Two distinct impact regimes are identified as spread (blue circle) 
and splash (red cross). The critical Weber number, where the onset of the splashing occurs, is 
shown as the solid curve. It can be seen that, the critical Weber number increases monotonically 
with the film thickness and is approximated by curve fitting as: 
 0.72226cK K +=   (5.23) 
where Kc is the critical K ( 0.5 0.25K We Re= ) for drop impact on dry wall where the film thickness is 
zero; Kc is a function of wall temperature and roughness as described in our previous study. In this 
study, Tw = 350 K, which leads to Kc = 54.65 and 
0.7254.65 226K += . In this way, the splash 
criterion is extended from dry wall to wet wall by considering the effect of film thickness.  
 
 
Figure 5.4 Impingement regime of iso-octane drops obtained from simulations. The solid curve 
is the predicted splash threshold. 
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Comparison with Other Models 
The effect of film thickness on the splash criteria was investigated in previous experimental 
studies [14-17, 24] and was also implemented into numerical models [20, 21]. Some of the 
correlations derived from experimental data are listed in Table 5.1 and shown in Figure 5.5. Note 
that all the aforementioned experiments used very smooth surfaces. It can be seen that, for  < 0.2, 
the proposed splash criterion is lower than those experimental correlations, while for  ≥ 0.2, the 
proposed splash criterion agrees with most of the experimental correlations. The reason is that for 
thin film (e.g.,  < 0.2) the impinging drop will push the liquid film away and expose the wall, 
causing the impact outcome to be affected by the wall roughness underneath the film [6, 46, 47]. 
Our simulation results are based on the rough surface, which gives a lower critical K than those 
from experiments that use very smooth surfaces. However, for thick film (e.g.,  ≥ 0.2), the impact 
outcome will depend on film thickness only, and our proposed splash criterion agrees with the 
experimental data. As discussed in our previous study, the engine piston is categorized as a rough 
surface, indicating that the proposed splash criterion is suitable for engine spray/wall impingement 
simulation.  
The proposed splash criterion is also compared with other models used in numerical 
studies, as shown in Figure 5.6. In this paper, Oh is 0.024 by Eq. (5.1), which gives Wec = 135.6 
at  = 0. To make a fair comparison regarding the effect of non-dimensional film thickness with 
OA model and Han model in Table 5.2, Re is set as 603.17 and Hcr,dry  is set as (57.7)
2 such that 
Wec = 135.6 at  = 0 for both OA model and Han model. The critical Weber number as a function 
of the dimensionless film thickness derived from the experimental data from Wang et al. [24] is 
also shown in Figure 5.6 for further validation. It can be seen that, our proposed splash criterion 
agrees well with the experiment data. In comparison, Han model [21] underestimates the effect of 
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film thickness on the critical Weber number for splash (i.e., potentially producing too much 
splash), while OA model [20] overestimates the effect of film thickness (i.e., potentially producing 
too little splash and too much wall film). It is seen that, our proposed splash criterion agrees better 
with the experimental data than both OA and Han models. 
 
 
Figure 5.5 Comparison of the proposed splash criterion with experimental correlations 
 
Table 5.1 Existing splash criteria for wet wall impact from experiments 
Wet wall impact Splash criteria ( 0.4K Oh We−= ) 
Marengo and Tropea [17] 
1.782164 7560MK = +  
Motzkus et al. [15] 
1.442100 2000MoK = +  
Cossali et al. [14] 
1.442100 5880CK = +  
Coghe [16] 
1.41900 6240CoK = +  
Proposed model 




Table 5.2 Existing splash criteria for wet wall impact in numerical studies 
Wet wall impact Splash criteria  
Wang et al. [24] 
1 2 3
450 0.1
1375.7 340 0.1 1.0









   − − −
= 
= +  
= + − + 
  
O’Rourke and Amsden [20] 
2 0.5 0.5(57.7) [1 min( ,1)] /cWe Re Re= +   
Han et al. [21] 
0.5 0.5
, 1 0.1 min( ,0.5) /c cr dryWe H Re Re = +    
Proposed model 
0.72 1.6 0.454.65 22( 6 )cWe Oh+=  
 
 
Figure 5.6 Comparison of the proposed splash criterion with other models (Oh = 0.024, Re = 
603.17) 
 
Properties of Secondary Droplets 
To derive a drop/wall interaction model based on the simulation results, the impact 
outcomes are quantified. Similar to our previous study, the secondary droplets generated during 
the splashing will be divided into four groups as shown in Figure 5.7. All of the secondary droplets 
in each 90-degree sector are summed into one child drop, whose mass and velocity are determined 
based on the mass average of the related secondary droplets.  
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Figure 5.7 Schematic of the impact outcome with four resulting child drops 
 
 
(a)                        (b)                        (c)                        (d)                        (e) 
Figure 5.8 Top view of the crown and secondary droplets after splash at different film thickness 
: (a) 0.05; (b) 0.1; (c) 0.3; (d) 0.5; (e) 0.9 
 
The secondary droplets produced during the splash at different film thicknesses are shown 
in Figure 5.8. As discussed earlier, for thick film, the crown will expand upward normal to the 
wall. Thus, the secondary droplets will also move upward. In contrast, for thin film, the crown will 
expand outward and the secondary droplets will also move outward. As can be seen from Figure 
5.8, the splashing on thin film is quite similar to the splash on dry wall as all the secondary drops 
are spreading out (Figure 5.8(a) and (b)), while the secondary droplets tend to aggregate to the 
center for the thick film case (Figure 5.8(c) and (d)). Only one large secondary drop is formed for 
the very thick film case, as shown in Figure 5.8(e). As the film thickness increases, the film acts 
like a buffer to resist the drop from spreading and absorb the impinging energy and transfer it to 
the crown. The crown contains the liquid from both the incident drop and the film and will move 
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upward. Therefore, more splashed mass will be generated during the splashing on thick film. 
Meanwhile, more incident energy will be dissipated as film thickness increases. This is why it 
becomes harder to splash for the thick film case.  
  The splashed mass ratio, defined as the ratio of the mass of the secondary droplets to the 
mass of the incident drop, at different K and non-dimensional film thicknesses are shown in Figure 
5.9. It can be seen that, the splashed mass ratio generally increases as K increases. As K increases, 
the impinging energy increases, producing more secondary droplets. The effect of wall film on 
splashed mass ratio is determined by two competing mechanisms. On one hand, a thick film 
provides more liquid available for generating secondary droplets. On the other hand, a thick film 
can absorb and dissipate the impact energy, producing fewer secondary droplets. From the 
simulations, the splashed mass ratio increases initially as the film thickness increases from 0.05 to 
0.5 and then decreases as the film thickness further increases from 0.5 to 0.9, as shown in Figure 
5.9. It appears that there is an optimal film thickness in producing the maximum splashed mass. 
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  (5.24) 
Here, ms is the total mass of splashed secondary droplets and m0 is the mass of incident drop, and 
K is the critical K at given film thickness. Two parameters, A and B, are used, which depend on 
the film thickness. It is worth noting that, the splashed mass of the secondary droplets can be much 
larger than the incident drop at certain film thickness, due to the crash of the crown wall; in this 
case, the liquid from the wall film contributes to the majority of the splashed mass.   
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Figure 5.9 Splashed mass ratio as a function of K for different  
 
The radial location of the secondary drop in the x+ direction at different K and film 
thicknesses are shown in Figure 5.10. It can be found that three distinct regimes exist for  ≤ 0.1, 
0.1< ≤ 0.5, and  > 0.5. The radial location increases as K increases, suggesting a linear 
correlation for  ≤ 0.1 as shown in Eq. (5.25). This is very similar to the splash on a dry wall, 
where the secondary drops will move further outward as K increases. For 0.1< ≤ 0.5, the radial 
location does not change significantly as K increases, and a constant value is assigned as in Eq. 
(5.26). This indicates that for film thickness in this range, the secondary drops will move upward 
instead of moving outward. When the film thickness further increases to  > 0.5, the radial location 
tends to decrease as K increases. In such cases, the secondary drops aggregate to the center and 
thus a zero value is assigned for simplicity.  
 0.0066 1.33   for 0 0.1 X K  = +   (5.25) 
 1.65   for 0. 1 0.5X  =   (5.26) 
 0   fo 0.r 5X =    (5.27) 
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Figure 5.10 Radial location of the x+ secondary drop at different K and  
 
As for the height of the secondary drop in the x+ direction, the results at different K and 
film thicknesses are shown in Figure 5.11. Generally, the heights of the secondary drops for splash 
on thick film is larger than those on thin film since the secondary drops will move upward as 
discussed before. Three distinct regimes are identified. For  > 0.1, the height increases linearly as 
K increases. For  ≤ 0.1, the heights remain in a small range; at very high impact energy (high K), 
the secondary drops remain near the wall. Three different formulations are derived from curve 
fitting as follows. 
 0.0126 0.53, 1.5    for min( ) 0 0.05Z K  = −   (5.28) 
 0.0126 0.53, 2.0    for min( ) 0.05 0.1Z K  = −   (5.29) 
 0.0126 0.53   for 0.1Z K = −    (5.30) 
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Figure 5.11 Height of the x+ secondary drop at different K and   
 
 The velocities (horizontal velocity U and normal velocity W) of secondary drops at 
different K and film thicknesses are shown in Figure 5.12 and Figure 5.13, respectively. It can be 
seen from Figure 5.12 that for horizontal velocity, three distinct regimes exist for different film 
thicknesses. A linear correlation based on  = 0.05 will be used for very thin film,  < 0.05. Another 
linear correlation was obtained for  = 0.1. For 0.05< <0.1, the horizontal velocity can be obtained 
using an interpolation between these two linear functions. The horizontal velocity decreases as the 
film thickness further increases ( >0.1) because the wall film will resist the drop from spreading 
out. Simulation results show that the secondary drops will aggregate to the center, even resulting 
a slightly negative horizontal velocity for the x+ drop. Thus, for  >0.1, a zero value is assigned 
for simplicity.  
 0.000345 0.006   for 0 0.05U K  = +   (5.31) 
 0.00005 0.0203   for 0.1U K  == +   (5.32) 
 0   fo 0.r 1U =    (5.33) 
 0.000357 0.0057   for 0 0.05W K  = −   (5.34) 
 0.000132 0.0158   for 0.05 0.1W K  + =   (5.35) 
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 0   fo 0.r 1W =    (5.36) 
 
Figure 5.12 U velocity of the x+ secondary drop at different K and  
 
As for the normal velocity, three distinct regimes exist, similar to the horizontal velocity, 
as shown in Figure 5.13. Generally, the normal velocity increases linearly as K increases; it 
decreases as the film thickness increases because more impinging energy is dissipated in thick 
films. For  > 0.1, the normal velocity is very close to zero, thus a zero value is assigned. 
 
Figure 5.13 W velocity of the x+ secondary drop at different K and   
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Effect of Impact Angle 
The impact angle has a significant effect on the outcomes of drop impingement on a wet 
wall as discussed by Cheng and Lou [27]. They found that at certain impact angle, the splashing 
is completely suppressed on the downstream side as only part of the rim breaks up to produce the 
secondary droplets. To consider the effect of impact angle, the impact velocity of the incident drop 
is decomposed into a tangential component Ut and a normal component Un, and the impact angle 
is defined as the angle between the impact direction and the wall, as shown in Figure 5.14. For 
identifying the impact regimes, K is determined based on the normal component of the impact 













= . In this way, the splash 
criteria developed for the normal impact can be used to determine the impact regimes by 
comparing Kn with K. 
 
Figure 5.14 Schematic of impact angle 
 
Since the film thickness will affect the impact outcomes, here two typical film thickness ( 
= 0.1 and  = 0.3) are used for the parametric study, in which the impact angle increases from 30° 
to 90° with normal impact velocity Un = 30 m/s. Note that from the previous section,  = 0.3 is 
consider a thick film, above which the resulting secondary drops have similar properties. The 
simulation results are shown in Figure 5.15 and Figure 5.16. It can be seen that, the splashing is 
symmetric for normal impact (α = 90°) as shown in Figure 5.15(d) and Figure 5.16(d). When the 
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impact angle decreases from 90° to 30°, the asymmetry of the splash becomes notable as more 
secondary droplets are generated at the right-hand side. Very few secondary droplets are formed 
in the downstream of the crown, which is evidenced by the study of Cheng and Lou [27].  
 
                          (a)                                       (b)                                     (c)                                  (d) 
Figure 5.15 Comparison of the splashing at different impact angles α for  = 0.1: 
(a) α = 30°, (b) α = 45°, (c) α = 60°, (d) α = 90° 
 
 
(a)                                       (b)                                     (c)                                  (d) 
Figure 5.16 Comparison of the splashing at different impact angles α for  = 0.3: 
(a) α = 30°, (b) α = 45°, (c) α = 60°, (d) α = 90° 
 
Since the distribution of the secondary droplets is not symmetric, an angle on the x-y plane 
is used to represent each of the four resulting secondary drops, as shown in Figure 5.17. The four 
secondary drops in each direction can be represented using an angle as: θ = 0 for the drop in x+ 
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direction (same tangential direction to the incident drop), θ = π/2 for the drop in y+ direction, θ = 
π for the drop in x- direction, and θ = -π/2 for the drop in y- direction. The mass ratio of the post-
impingement drops at different impact angles are shown in Figure 5.18 and Figure 5.19. It can be 
found that the splashed mass ratio (m) is influenced by the impact angle, contrary to the impact 
on a dry wall where the splashed mass ratio is only determined by the normal impact Kn and almost 
the same for different impact angles. The asymmetrical distribution of the secondary drops can be 
seen; at small impact angles, the secondary drop at θ = 0 is the largest. The secondary drops at θ = 
π/2 and θ = -π/2 are identical for all the impact angles. 
 
 




Figure 5.18 Mass ratio of the four resulting secondary drops at different impact angle for  = 0.1 
 
 
Figure 5.19 Mass ratio of the four resulting secondary drops at different impact angle for  = 0.3 
 
To quantify the effect of impact angle on the splashed mass and the distribution of 
secondary drops, the splashed mass ratio of each secondary drop is determined by the following 
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= − − −   (5.40) 
ms/m0 is the total splashed mass ratio as a function of  calculated from Eq. (5.24).  is the impact 
angle ( = 0~90°), m is the total splashed mass ratio at given , and mθ is the splashed mass ratio 
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− +=   (5.43) 
For normal impact, α = 90°, the splashed mass ratio of each secondary drop mθ will be the same as 
one quarter of the total splashed mass ratio since they are symmetric. As the impact angle 
decreased from 90° to 30°, the total splashed mass ratio increases first and then decreases, as shown 
in Figure 5.18 and Figure 5.19. It appears that the splashed mass reaches its maximum at impact 
angle α = 45°. In addition, as the impact angle decreases, the splashed mass ratio of the drop at θ 
= 0 starts to increase while the splashed mass ratio of the drop at θ = π starts to decrease. The 
splashed mass ratio of the drops at θ = π/2 and θ = -π/2 remain unchanged when the impact angle 
varies. 
The velocities of the secondary drops at different impact angles are shown in Figure 5.20 
to Figure 5.25. It can be seen from Figure 5.20 and Figure 5.21 that, the U velocity of the secondary 
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drops decreases as impact angle increases. The U velocity of the secondary drops after impact is 
related to the tangential velocity Ut of the incident drop. As the impact angle increases, the 
tangential velocity Ut of the impinging drop decreases, leading to the decrease in the U velocity of 
the secondary drops. Also, the asymmetry of the velocities is more significant at small impact 
angle as the U velocity of the drop at θ = 0 is much larger than the drop at θ = π. The formulas 
obtained from curve fitting for  = 0.1 are shown as follows. 








= +    (5.45) 
 0.033 cos( )t nU U U U  = = +    (5.46) 
U is determined using Eq. (5.32) and Eq. (5.33). The formulas for  = 0.3 are shown in the 
following. 








= +    (5.48) 
 0.01 cos( )t nU U U U  = = +    (5.49) 
The U velocities of the secondary drops for  = 0.3 are smaller than those for  = 0.1 as shown in 
Figure 5.20 and Figure 5.21. The reason is that more kinetic energy will be absorbed and 
transferred to the crown wall and produce more splashed mass. 
 As shown in Figure 5.22 and Figure 5.23, the V velocity of the secondary drops at θ = 0 
and θ = π are zero as they will only move along the x direction. The V velocity of the secondary 
drops at θ = π/2 and θ = -π/2 are symmetric and the result for  = 0.1 from curve fitting is 
 0.06sin( ) sin( )t nV U U U  = +    (5.50) 
149 
In comparison, the formula for  = 0.3 is 
 0.02sin( ) sin( )t nV U U U  = +    (5.51) 
Again, the V velocity of the secondary drops for  = 0.3 are smaller than those for  = 0.1as more 
impinging energy is absorbed by the film during splashing.  
 The W velocities of the secondary drops are randomly distributed as shown in Figure 5.24 
and Figure 5.25, thus an averaged value is used at each impact angle and one formula is used for 
both  = 0.1 and  = 0.3, 
 0.03 t nW U W U =  +    (5.52) 
where W is determined from Eq. (5.35) and Eq. (5.36). 
 
 




Figure 5.21 U velocity of the secondary drops at different impact angle for  = 0.3  
 
 
Figure 5.22 V velocity of the secondary drops at different impact angle for  = 0.1 
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Figure 5.23 V velocity of the secondary drops at different impact angle for  = 0.3 
 
 
Figure 5.24 W velocity of the secondary drops at different impact angle for  = 0.1 
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Figure 5.25 W velocity of the secondary drops at different impact angle for  = 0.3 
 
 The locations of the secondary drops at different impact angles are shown in Figure 5.26 
to Figure 5.31. It can be seen from Figure 5.26 and Figure 5.27 that, the X locations of the 
secondary drops are almost the same for all the impact angles except the drop in the x+ direction 
at θ = 0. The reason is that the U velocity of the drop at θ = 0 is much larger than the other drops. 
The formulas from curve fitting are, 
 cos( )X X =   (5.53) 
 0 0.04   for  = 0.1tX U X = =  +   (5.54) 
 0 0.055    for  = 0.3tX U X = =  +   (5.55) 
where X is determined from Eq. (5.25) and Eq. (5.26).  
  The Y locations of the secondary drops at different impact angles are almost identical, as 
shown in Figure 5.28 and Figure 5.29, and can be approximated by sin( )Y X = .  
 Different from the X and Y locations, the Z locations of the secondary drops are randomly 
distributed as shown in Figure 5.30 and Figure 5.31. For  = 0.1, an averaged value is used at each 
impact angle and the formula by curve fitting is 
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 0.016 tZ U Z = −  +   (5.56) 
where Z is determined from Eq. (5.29) and Eq. (5.30). For  = 0.3, a constant value is assigned as 
Z Z =   
 
Figure 5.26 X locations of the secondary drops at different impact angle for  = 0.1 
 
 




Figure 5.28 Y locations of the secondary drops at different impact angle for  = 0.1 
 
 
Figure 5.29 Y locations of the secondary drops at different impact angle for  = 0.3 
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Figure 5.30 Z locations of the secondary drops at different impact angle for  = 0.1 
 
 
Figure 5.31 Z locations of the secondary drops at different impact angle for  = 0.3 
 
In application, for  < 0.1, the properties of the resulting secondary drops can be calculated using 
the formulas obtained for  = 0.1. For  > 0.3, if the impact produces splash (see Figure 5.6 and Table 
5.2), the properties of the resulting secondary drops will be evaluated using the formulas obtained for  = 
0.3. For 0.1 <  < 0.3, interpolations can be made.   
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Conclusions 
In this study, the impact process of a fuel drop on a wall film was simulated using an SPH 
method. The numerical method was first validated using experimental data on water drops 
impinging on liquid films; the crown height and diameters were predicted correctly. A parametric 
study was then performed on iso-octane drops impinging on wall films with a range of impact 
velocities and film thicknesses. Based on the numerical results, the critical value of K, which 
denotes the splash threshold of the impact, with respect to the film thickness was determined. It 
was found that the critical K will increase with the film thickness. The wall film will absorb the 
kinetic energy of the incident drop, thus making it harder to splash. In comparison to other existing 
models, the splash criteria proposed in this study are more comprehensive with strong relevance 
to engine spray/wall interactions.  
The film thickness was found to have a significant effect on the splash outcome from drop 
impact on wall films. The splashed mass is determined by two competing mechanisms as film 
thickness increases. On one hand, the wall film will absorb and transfer the kinetic energy into the 
crown and produce more secondary droplets. On the other hand, more kinetic energy will be 
dissipated during the spreading, making it harder to splash and more difficult to generate secondary 
droplets. The splashed mass was found to be much larger than the mass of the incident drop at 
certain conditions. Thus, it is incorrect to use the splash model derived from dry wall impact for 
wet wall, as most of the current existing numerical models do.  
As the film thickness increases, the secondary droplets ejected from the rim of the crown 
will move upward and even cluster to the center instead of moving outward. This effect is also 
reflected on the location and velocity of the secondary droplets, as distinct regimes were found at 
different film thicknesses. Different from drop impact on a dry wall, in wet wall conditions the 
impact angle will affect not only the distributions of secondary droplets but also the splashed mass. 
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A comprehensive drop/wall interaction model was developed by analyzing the detailed simulation 
results, in which the effects of film thickness and impact angle were characterized. 
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CHAPTER 6.    GENERAL CONCLUSIONS 
Conclusions  
This dissertation is focused on developing innovative numerical methods for studying the 
particle-scale flow physics encountered in two multiphase flow problems. Two distinct research 
topics, “Direct Numerical Simulation (DNS) of Biomass Fast Pyrolysis under Reactor Conditions” 
and “Numerical Study of Fuel Droplet Impact on Heated Surfaces”, were conducted using the 
lattice Boltzmann method (LBM) and Smoothed Particle Hydrodynamics (SPH), respectively. The 
results of each study will be discussed separately. 
In the first work, the fast pyrolysis process of a single stationary biomass particle was 
simulated using a detailed numerical method that resolved the flow field at the particle level. The 
LBM was used to predict the intra-particle transport of mass and heat coupled with the surrounding 
gas flow. A modified 2D model was used to simulate the conversion of spherical particle. The 
numerical results agreed with experimental data in the evolutions of the center temperature and 
solid mass fraction. The final product yields were also well predicted. This work demonstrates that 
the current model is capable of accurately predicting the temperature and conversion of biomass 
particles under various pyrolysis conditions. The distributions of temperature and density are found 
to be non-uniform within the particle when undergoing fast pyrolysis. The non-uniform 
distributions of surface temperature suggest that constant temperature or heat flux assumptions, as 
often adopted by most numerical studies, will require modifications for more accurate results. 
Different formulations of thermophysical properties were tested. The results indicate that 
the use of constant thermal conductivity and heat capacity is appropriate at low reactor temperature 
conditions. Sensitivity analysis shows that density is the most influential parameter while porosity 
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is the least. Among the reactions studied, the heat of reaction, converting intermediate solid to 
char, is more dominate than the three primary reactions.  
To further investigate the effect of particle shape on biomass fast pyrolysis, a sensitivity 
study was conducted to examine the conversion time and final product yields. The particle with 
elliptic shape has higher center temperature and shorter conversion time than the circular particle. 
For an elliptic particle, more tar and syngas are produced while less char is generated, compared 
to a circular particle, because the temperature in the elliptic particle increases faster. This is due to 
the larger surface area and the shorter distance from the center to the surface, compared to a circular 
particle. These results indicate that the shape of the biomass particle should be considered when 
conducting biomass fast pyrolysis analysis.  
Parametric studies were also conducted to examine the effect of particle size on conversion 
time and final product yields. The time for complete pyrolysis increased as the particle size 
increased. For a small particle, the temperature in the particle increased quickly, resulting in more 
tar and syngas at the completion of the pyrolysis process. For particle diameter equal to or less 
than 0.2 mm, the temperature gradients in the particle was negligible and the pyrolysis process 
could be considered homogenous. For particle size less than 1 mm, uniform temperature in the 
particle was achieved within one second under the conditions studied. When the particle diameter 
equal to or smaller than 0.2 mm, the results of cylindrical and spherical particles are very similar. 
This indicates that a spherical particle can be treated as a cross section on the axial direction of a 
cylindrical particle if the diameter is small.  
Simulations also showed that tar and syngas yields increased and the char yield decreased 
as the inlet gas temperature or reactor wall temperature increased. The impact of inlet gas 
temperature on the conversion process was not linear. Increasing the inlet gas temperature beyond 
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783 K did not affect the conversion time or the final product yields. On the other hand, increasing 
the reactor wall temperature resulted in a monotonic increase in tar and syngas yields even beyond 
783 K. The effects of the reactor wall temperature appeared to be more significant in providing 
heat to the fast pyrolysis of biomass particles than the inlet gas under the conditions studied.  
In the second research, the impact process of a fuel drop on a dry surface was simulated 
using a high-fidelity numerical method based on SPH. The numerical method was first validated 
by experimental data on the impingement regimes of ethanol droplets at varying Weber numbers 
and wall temperatures. Four different impact regimes were successfully predicted. A parametric 
study was performed on iso-octane drop impact on a heated wall with a wide range of drop 
diameter, impact velocity, and wall temperature. Based on the numerical results, four impact 
regimes were identified: deposition, rebound, contact-splash and film-splash. A new formula based 
on the parameter K was proposed to describe the splash threshold of the impact. This formula 
considers drop conditions, wall temperature and surface roughness. The critical value of K will 
decrease when the wall temperature or surface roughness increases. A comprehensive drop/wall 
interaction model was derived from the analysis of the detailed simulation results, in which the 
impact outcomes in each regime are studied quantitatively. For contact-splash, the splashed mass 
will increase and the resulting film-thickness will decrease as the value of K and surface 
temperature increase. The difference in film-thickness at different surface temperatures will 
decrease as K increases. For film-splash, the impact outcomes are similar for surface temperature 
higher than the Leidenfrost point, and the splashed mass is larger than that of contact-splash. The 
non-dimensional location and velocity of the secondary drops were also analyzed, and some 
constants were suggested due to the randomness of the impact outcomes. The impact angle will 
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affect the distributions of the resulting secondary droplets, and the effects of impact angle on 
impact outcomes were also considered and quantified in the model. 
To study the effect of wall film on the impact outcomes, the impact process of a fuel drop 
on a wet surface was also simulated. The numerical method was first validated by experimental 
data on the impingement of water drops on liquid films. The predicted crown height and diameters 
quantitatively agreed with the experimental measurements. A parametric study was performed on 
iso-octane drop impact on wall films with a wide range of impact velocity and film thickness. 
Based on the numerical results, the critical value of K, which denotes the splash threshold of the 
impact, with respect to the film thickness was determined. It is found that the critical K will 
increase with the film thickness. More kinetic energy of the incident drop will be dissipated during 
the impingement on a thick film, thus making it harder to splash. In comparison with other existing 
models, from either experimental or numerical studies, the splash criteria proposed in this study 
are more comprehensive and suitable for engine spray/wall impingement simulations. 
The film thickness was found to also have a significant influence on the splash outcome 
from drop impact on wall films. The splashed mass is determined by two competing mechanisms 
as film thickness increases. On one hand, the wall film will absorb and transfer more kinetic energy 
into the crown and produce more secondary droplets. On the other hand, more kinetic energy will 
be dissipated during the spreading, making it harder to splash and thus fewer secondary droplets 
will be generated. The splashed mass was found to be much larger than the incident drop at certain 
conditions, which indicates that it is incorrect to use the same splashed mass model for both dry 
wall and wet wall impact as most of the current existing numerical models do. In addition, as the 
film thickness increases, the secondary droplets ejected from the rim of the crown will move 
upward and even cluster to the center instead of moving outward. This effect is also reflected on 
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the location and velocity of the secondary droplets, as distinct regimes were found at different film 
thicknesses. Different from drop impact on dry wall, at wet wall conditions the impact angle will 
affect not only the distributions of secondary droplets but also the splashed mass. A comprehensive 
drop/wall interaction model was developed for engine spray/wall impingement simulation, in 
which the effects of film thickness and impact angle are characterized. 
Future Work 
The LBM can be extended to model the gas-particle flow when coupled with discrete 
element method, which makes it a viable approach to study the gas-solid interactions during 
biomass fast pyrolysis process. Future studies can include the simulation of a particle stream under 
fluidization conditions. The numerical results can be further analyzed for deriving engineering 
models (e.g., gas-solid drag force and heat transfer models) to consider the overall heat and mass 
transfer of biomass particles under relevant operating conditions. 
In engine spray/wall impingement simulations, the ambient gas pressure is usually very 
high, which is not investigated in the present study. To develop more comprehensive drop/wall 
interaction model for engine CFD simulation, the effect of ambient gas pressure needs to be 
considered. Generally, the boiling point of the fuel drop will increase as ambient gas pressure 
increases, and the Leidenfrost temperature will increase as well. In addition, it may become more 
difficult for fuel drops to splash under high ambient gas pressure conditions due to the high air 
density. Therefore, the high ambient gas pressure will affect the impact regimes of drop/wall 
interactions by altering the borders between different regimes. Future studies can also include the 
simulation of the impingement of a drop stream, in which multiple drops will impact on the surface 
successively and simultaneously as occurred during the realistic spray/wall impingement. The 
complex interactions between incident drops can have a drastic influence on the impact outcomes, 
which need further investigation. Single-component drops (e.g., iso-octane) was used in this study, 
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while in engines the fuel drops (e.g., gasoline and diesel fuel) have complex compounds. Thus, the 
impingement of multicomponent drops on heated surfaces is also the potential future work, since 
the composition of the drop may influence the impact outcomes. 
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APPENDIX.   IMPLEMENTATION OF DROP/WALL INTERACTION MODEL 
Suggested Code Structure 
The drop/wall interaction model developed in Chapter 4 and 5 can be implemented into 
multidimensional engine simulation codes as a User Defined Function (UDF) or a subroutine to 
handle the spray/wall impingement. During the simulation, the drop/wall interaction model is 
activated whenever a parcel of drops contacts the wall within the current computational time step. 
Based on the impact conditions, the model then returns the outcomes of the interaction to the CFD 
code for continued simulation. For example, the splashed mass will return to the turbulent flow 
field and the deposited mass will be added to the wall film which is then modeled by the 
corresponding wall film model. The routine of the drop/wall interaction model is shown in Figure 
A.1. Input parameters from the CFD simulations are needed to initialize the model, such as the 
impact velocity (including tangential and normal velocity to the surface), diameter, density, surface 
tension and viscosity of the incident drop, which are used to get the impact We, Re and K. Surface 
properties (roughness, temperature and film thickness) and/or ambient pressure are used to 
determine the splash threshold, boiling point and Leidenfrost temperature of the drop. Depending 
on the values of these variables, the model then uses corresponding formulations to calculate the 
output, including the splashed mass, film thickness, velocity and location of secondary drops.  
 
 
Figure A.1 Routine of the drop/wall interaction model 
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The suggested code structure is listed below:  
Evaluating impact conditions: 
1) Incoming drop properties: density ρ, diameter D, impact velocity Ut and Un, surface 
tension σ, viscosity µ, and impact angle α (α = 0~90°) 
2
0.5 0.25, , n nn n n n n
U D U D
We Re K We Re
 
 
= = =  
2) Wall properties: Roughness Rnd, Temperature Tw and Film thickness δ. 
3) Determine the critical values: 




tK =  
 0.17( , ) max 35 51.48,crit w nd nd t tK f T R R K K−= = + −  
0.72226critK K +=  
Leidenfrost temperature TL 
Determining the impact outcomes: 
Dry wall: 
1) Deposition: impinging drop become wall film if K≤Kcrit & T<TL 
Determine the film thickness: 0.0017 +0.1568nh K= −   
2) Rebound: rebounding drop without change in size if K≤Kcrit & T>TL  


















3) Contact-Splash: wall film (center drop) & four secondary droplets if K>Kcrit & T<TL 
Determine splashed mass and film thickness of center drop: 
  
0




= − − −  
( 0.0072( ))




= − +  
Determine the mass of each secondary droplet: 
0




  = +  −  
Determine the velocity of center and secondary droplet: 
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4) Film-Splash: wall film (center drop) & four secondary droplets if K>Kcrit & T≥TL 
Determine splashed mass and film thickness of center drop: 
  
0











Determine the mass of each secondary droplet: 
0




  = +  −  
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Determine the velocity of center and secondary droplet: 
0.8
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0.2sin( ) sin( )
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5) Spread: impinging drop merge into wall film if K<Kδ 
6) Splash: four secondary droplets if K≥Kδ  
a) 0<δ≤0.05 
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0.06sin( ) sin( )t nV U U U  = +    
0.000345 0.006U K= +   
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Determine the location of secondary drop: 
0
cos( )










sin( )Y X =  
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b) 0.05<δ≤0.1 
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0.06sin( ) sin( )t nV U U U  = +    
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Determine the location of secondary drop: 
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0W =   













sin( )Y X =  
0X =  
Z Z =  
0.0126 0.53Z K= −  
Model Evaluation  
The performance of the drop/wall interaction model was tested in Matlab UI. Some of the 
results are shown as follows. 
 
 
Figure A.2 Deposition 
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Figure A.3 Rebound 
 
 
Figure A.4 Contact-splash 
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Figure A.5 Film-splash 
 
 
Figure A.6 Effect of impact angle on film-splash 
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Figure A.7 Splash on liquid film with film thickness 0.1 
 
 
Figure A.8 Splash on liquid film with film thickness 0.3 
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Figure A.9 Effect of impact angle on splash on liquid film with film thickness 0.3 
