This document describes an implementation in C of a set of randomized algorithms for computing partial Singular Value Decompositions (SVDs). The techniques largely follow the prescriptions in the article "Finding structure with randomness: Probabilistic algorithms for constructing approximate matrix decompositions," N. Halko, P.G. Martinsson, J. Tropp, SIAM Review, 53(2), 2011, pp. 217-288, but with some modifications to improve performance. The codes implement a number of low rank SVD computing routines for three different sets of hardware: (1) single core CPU, (2) multi core CPU, and (3) massively multicore GPU.
The singular value decomposition
This section introduces notation and lists some elementary facts about the SVD.
Let A be an m × n matrix with real entries. Setting p = min(m, n), every such matrix admits a so called "singular value decomposition (SVD)" of the form
where U and V are orthonormal matrices and Σ is a diagonal matrix. The columns (u j ) p j=1 and (v j ) p j=1 of U and V are called the left and right singular vectors of A, respectively, and the diagonal entries (σ j ) p j=1 of Σ are the singular values of A. The singular values of A are ordered so that σ 1 ≥ σ 2 ≥ · · · ≥ σ p ≥ 0. In other words,
It is sometimes convenient to view the factorization (2.1) as a decomposition of A as a sum of p rank-one matrices
In this note, we are primarily interested in the case where the singular values σ j decays relatively rapidly to zero, meaning that the sum (2.2) converges rapidly. In this case, it is often helpful to approximate A using an approximation A k ≈ A defined by the truncated sum
where k is a number less than p, and
It is well known that the truncated SVD A k is the most accurate of all rank-k approximations to A, in the following sense: Theorem 2.1 (Eckart-Young) Let A be an m × n matrix with singular value decomposition (2.1). Then for any k such that 1 ≤ k ≤ min(m, n), the truncated SVD A k , as defined by (2.3) is the optimal approximation to A in the sense that
where || · || is either the 2 -operator norm or the Frobenius norm. Moreover,
when the error is measured in the 2 operator norm, and
when the error is measured in the Frobenius norm.
Randomized Algorithm
The factors U k , Σ k , and V k in the partial SVD of a matrix A, cf. (2.3) , can be computed by constructing the full SVD of A using standard software routines such as, e.g, those available in a LAPACK implementation. However, this is quite costly, with an asymptotic cost of O(mnp) where p = min(m, n). The techniques presented here, in contrast, have an asymptotic cost of O(mnk), which represents a substantial savings when k min(m, n). To be precise, we follow the strategy based on randomized sampling outlined in [1] , which roughly consists of the following steps:
• Take k samples of the range of A by multiplying A by random Gaussian vectors to form sample matrix Y of size m × k such that range Y ≈ range A.
• Orthogonalize this set of samples forming the matrix Q.
• Project the original matrix into a lower dimensional one: B = Q T A where B is k×n, substantially smaller than A, which is m × n.
• Take the SVD of the smaller matrix B =Ũ k Σ k V T k .
• Take as low rank SVD of
The rank k parameter must be chosen such that the range of Q is approximately the same as the range of A. In that case, QQ T A ≈ A based on the following simple lemma:
Lemma 3.1 Let A ∈ R m×n and let Q ∈ R m×r be an orthonormal matrix. Then the following are equivalent:
(1) R(A) ⊆ R(Q) (the range of A is a subset of the range of Q)
Proof. Assume (1) holds. Then this implies that there exists a matrix S ∈ R r×n such that A = QS. It follows that:
Next, assume (2) holds. Then:
Hence, (2) =⇒ (1) .
We proceed to describe several different variants of the randomized algorithm below, which are implemented in our software package.
Version I
The first modification of the original algorithm computes U k and V k without having to take the SVD of the k × n matrix B. Instead, the eigendecomposition of the smaller k × k matrix BB T is used. We use the relations:
To compute the right eigenvectors v i , we can use the following relations:
assuming all the singular values in Σ k are above zero (which is the case for k smaller than the numerical rank). The most complicated operation from a programming standpoint is the eigendecomposition of the symmetric matrix BB T (which can be easily done with a library call or hand coded Lanczos routine). Since this matrix is small (k × k), the eigendecomposition is not expensive. On the other hand, a simple to implement, but possibly difficult step is to carry out the matrix matrix multiplication BB T . When B is large, this step can be done in a column by column fashion via multiplication with standard basis vectors B(B T e j ). The disadvantage of this version is that working with the matrix BB T essentially squares the condition number of A, such that small singular values near machine precision may not be properly resolved. This is an issue only if A is expected to have very small singular values amongst σ 1 , . . . , σ k .
Version II
Here, we use a QR factorization of B T instead of forming BB T . Out of this we get a k × k matrix R on which we perform the SVD. This version is based on the following calculations. Let us take the (economic form of the) QR factorization B T =QR. ThenR is k × k and taking the SVD yieldŝ
Version III
This version of the algorithm is a slight modification of Version II and is effective in cases when the singular values of the matrix decrease slowly. This does not necessarily imply that the matrix is well conditioned. Rather, imagine a matrix A with singular values σ 1 , . . . , σ n where the ratio between the first and last singular value is large. However, there maybe a sequence of singular values σ i 1 , . . . , σ ip such that 1 ≤ i 1 ≤ i p ≤ n where the singular values fall of slowly in value. In such case, it is better to use a different method in order to approximate the range of the matrix A. In Versions I and II, the matrix Q which we use to project the matrix A into a lower dimensional space is constructed as follows:
If we don't perform any orthogonalization, then Q = Y and we sample the range of the original matrix A. The upper bound on the approximation error with the low rank SVD in this case can be rather large if σ k+1 is not sufficiently small [1] :
However, if we instead work with the matrix
where q is some integer greater than one and orthogonalize it to form Q, the error bound changes to:
Note that A and (AA T ) q A have the same eigenvectors and related eigenvalues. Plugging in the SVD A = U ΣV T we have:
When A is such that its trailing singular values decay slowly, the matrix (AA T ) q A has much more rapid decay of singular values. The matrix Z = (AA T ) q AR can be built up by means of the following iterative procedure:
In practice, we need to orthonormalize before multiplications with A to prevent computing M j with M a matrix having singular values greater than one. Thus, the construction of Q used to project the matrix A into a lower dimensional space can proceed as follows:
where the orth operation is performed via a QR factorization (constructing only the factor Q, i.e. stabilized Gram-Schmidt). In many cases, orthogonalization does not need be performed twice at each iteration. In the software, we use a parameter s which controls how often the orthogonalization is done (s = 1 corresponds to the above case, s = 2 corresponds to forming Yorth but not Zorth, and greater values for s correspond to less frequent orthogonalization).
Autorank Methods
Often, a suitable rank k parameter value is tricky to determine without advance knowledge of the singular value behavior of the matrix. We propose two different methods which do not rely on the rank k parameter and instead determine this parameter automatically using a supplied tolerance parameter. In our software, we include two different strategies for automatically determining the rank k to use for the low rank SVD. In the first approach, we start with lots of samples (via the maxdim parameter) and form a large sample matrix Y . Then, we run the Gram-Schmidt orthogonalization procedure until the norm of the projection vectors becomes small. We then scale down the size of our Q matrix and use that to project A to a lower dimensional space. The disadvantage of this approach is that it can be slow when the singular values fall of slowly. In the second autorank approach, we add blocks of samples at a time to the sample matrix Y and stop adding samples when ||QQ T A−A|| ||A|| becomes sufficiently small, which by Lemma 3.1 indicates that Q captures the range of A. On output, we use the Q to project A to lower dimensional space. The advantage of this scheme is that the block size can be large so this strategy can be efficient even when a large k is ultimately needed.
Developed Software
In this section, we describe the developed software which has been written to implement Versions I, II, and III of the randomized SVD (RSVD) algorithm along with three autorank versions (approach 1 using the Gram-Schmidt vectors with version II of the algorithm and the block based approach 2 using versions II and III of the algorithm). We have developed three different codes: for single core, multicore, and GPU architectures. In each case, we have used well known software libraries to implement BLAS (matrix-matrix and matrix-vector operations) and write wrappers for QR, eigendecomposition, and SVD operations. Each of the codes is written using the C programming language. Each code can load a matrix from disk stored using the following simple binary format:
where the nonzeros are listed in the order of a double loop over the rows and columns of the matrix. Note that even zero values are written in this format. It is of course not difficult to extend the codes to support arbitrary matrix formats. The matrix can be loaded using the supplied matrix load from binary file(char *fname) function. For each code, the low rank SVD can be computed by version I, II, or III or the autorank methods via the following basic call sequence (illustrated here for the multicore MKL code, but very similar for all the 3 codes): 
Single Core Code
The single core code is written using functions from the GNU Scientific Library (GSL). It is a commonly used well documented library that has well optimized functions. The code uses gsl vector and gsl matrix objects from the library and corresponding operations with these objects. Matrix-matrix and matrix-vector operations are done using the included BLAS functionality of GSL. This code performs well and is somewhat faster than a similar Octave/Matlab implementation. However, it does not take advantage of multi-processor architectures and runs on a single core of a CPU. It is likely however, that the library will support multiprocessor architectures in the future with the same interface.
Multi Core Code
The multi-core code is written using the Intel Math Kernel Library (MKL) which includes multithreaded functions for various matrix-vector operations. We define our own matrix and vector objects using the following simple constructions: Here we have used OpenMP pragmas to split the large for loop into several smaller independently executed loops, speeding up the calculation when several cores are available. The call to the low rank SVD is performed using a similar construction as in the GSL code. The code automatically distributes work amongst the number of available cores. Alternatively one can specify the number of threads to use via an environmental variable setting:
The number of threads should generally be set to the number of available physical cores for best performance. This code is significantly faster than the single core code for larger matrices.
GPU Code
The GPU code is written using the CULA library which implements BLAS and LAPACK functionality using the CUDA toolkit for NVIDIA graphics cards. The code is very similar to the MKL code and shares many of the same functions and constructs, with minor changes to interface with the CULA functions. CULA provides two versions of each function: a host version which transfers data between host and GPU and performs the calculation on the GPU, then transfers the result back to the host; and a device version, which assumes data is already on the GPU and keeps the result on the GPU after computation. The default code uses the host functions and openMP host code. That is for example, the Frobenius norm of the matrix can still be performed with openMP multi-threading on the host. On the other hand expensive functions like QR and SVD are evaluated on the GPU. We have also implemented an experimental device code, which moves data manually between CPU and GPU and calls the device versions of the CULA functions. Our current device code does not offer big performance improvements even for moderately large matrices and we make available only the host code in our software distribution.
Performance Comparisons
We now present some performance comparisons. We first compare the approximation error of the three versions of the RSVD algorithm. In Figure 1 , we plot log
versus k for two matrices with different rates of decay of singular values. We observe that versions I and II give nearly identical errors, while version III gives a smaller error for the same rank k. When the singular values fall off rapidly, all versions give acceptable results. However, when the tail end singular values are significant, the use of version III is recommended.
We also present tables illustrating sample runtimes of the different functions. We perform our runs on a high-end 6 core PC containing an Intel Xeon E5-2440 chip (6 cores, up to 2.90 Ghz) and an NVIDIA Tesla M2070-Q graphics card. In the tables below, matrix I refers to a dense 2000 × 4000 matrix, constructed such that the singular values experience moderate decay. Matrix II is a matrix of the same kind but of larger size 6000 × 12000. We first present results for the 3 codes using version I and version II of the randomized algorithm for the two matrices. We notice that the GSL single core code is much slower than the other two codes for the larger matrix II. We also notice that the CULA GPU code outperforms the multi-threaded MKL code for the larger matrix. The CULA GPU code offers even better performance for version III of the algorithm, when q > 1, since the matrixmatrix multiplications required scale well over the many GPU cores. In the third table, we present the runtimes for version III of the algorithm using the RSVD with k = 1500 and different values of q (with s = 1, for the most re-orthogonalizations between matrix multiplications). We see that the GPU code has lower runtimes. The timing relationships for the autorank functions are similar, depending on the block size and tolerance used. While the GPU code generally offers superior performance for moderately large matrices, for regular GPU cards, the limited GPU memory (usually under 8 GB) is an issue for larger matrices. If the matrices are so large that they do not entirely fit in GPU memory, performance will be degraded. In such cases, the MKL code would be more applicable. 
Conclusions
This article presents the mathematical details of RSVDPACK: an open source software package for efficiently computing low rank SVD factorizations of matrices. The package currently provides the end user with six different functions to compute the low rank SVD, using Versions I, II, and III of the algorithm discussed in this article and autorank versions which do not require the user to explicitly supply the rank k. The package is divided into codes for three distinct architectures: single core, multi core, and GPU. The provided routines should be suitable for a wide range of applications and the interface can be easily extended to match the necessary input/output formats.
Appendix
We present the three different versions of the RSVD algorithm. The autorank strategies discussed in this article can be used with any of these versions of the algorithm. 
