The aim of this publication is to present a new goodness-of-fit test oriented toward normal distribution. The test uses three different versions of skewness measures: classic, median and Bowley's skewness. Critical values for these skewness measures at significance level α were determined. The power of the proposed test obtained on the basis of a numerical experiment was compared with the power of the Kolmogorov-Smirnov goodness-of-fit test (K-S test).
I. INTRODUCTION
Statistical literature gives four different definitions of the skewness. Besides a very popular classic skewness, also Pearson's, median, and Bowley's skewnesses occur sporadically. In paper [6] the ability of these skewness measures toexpress asymmetry was compared, and the accuracy of their estimation from normal distribution was assessed. Testing for normality on the base classic skewness was presented in [5] .
The presented article is intended to test for normality on the basis of the three-folded skewness test (TFS test). Classic, median, and Bowley's skewnesses are jointly employed to test whether a particular distribution comes from the normal population. In other words, the null hypothesis says that the actual distribution is a Normal one.
Execution of this type of investigations is possible by means of a computer in relation with a large number of calculations. A very popular Excel spreadsheet was chosen to develop the experimental environment. All calculations were performed by means of Visual Basic for Applications (VBA) procedures [7] .
For the null hypothesis to be accepted, each of skewness estimates have to lie within its corresponding critical interval. These critical values were determined at significance level { } 0.01; 0.05; 0.1 ,
and for a sample size { } 5, 10, 15, 20, 25, 30 . n ∈ Next, the power of the TFS test was calculated. The power test (PT) function shows how probability of rejecting the null hypothesis increases accordingly to the untruthfulness of the hypothesis. A role of untruth distribution is given to the lognormal distribution. Obtained results were compared with power of the K-S test.
II. THE LOGNORMAL DISTRIBUTION
The lognormal distribution belongs to distributions derived from the Normal distribution. The density function is given by [3] ( ) ( ) ( )
and cumulative distribution function
where ( ) . Φ is a normal cumulative distribution function. Formal similarity (1) to the density function of normal distribution is large; however, parameters , m s should not be interpreted as scale parameter and shape parameter.
The classic skewness of lognormal distribution takes a form ( ) ( ) Table 1 For simulations to be performed, the use of random numbers is necessary. The generator of lognormal random numbers (function LogNormLos) arose from the generator of normal random numbers (function NormLos). 
III. THE EMPIRICAL CLASSIC SKEWNESS
The empirical classic skewness is calculated as [1] ( ) ( )
where ( )
are values of the random variable lognormal distributed as well as 1 α is a sample mean value
The computer implementation of estimation of the classic skewness written in VBA was presented below. Comments were placed after apostrophes. 
IV. THE EMPIRICAL MEDIAN SKEWNESS
The empirical median skewness is given by [6] ( ) x is a sample median. Unknown values of quantiles of k-th order were replaced by appropriate order statistics [2] [ ]
The computer implementation of estimation of the median skewness written in VBA was presented below.
Sub MedianSkewness() Dim x() As Double Dim mc2 As Double Dim m As Double, s As Double Dim i As Long, sum As Double Dim n As Long, q2 As Double Dim median As Double, ave As Double 
V. THE EMPIRICAL BOWLEY'S SKEWNESS
The empirical Bowley's skewness is defined as [4] ( ) 
VI. THE GOODNESS-OF-FIT TEST APPLICABLE TO THE NORMAL DISTRIBUTION
In this paper, three skewness measures described in the previous sections are jointly employed to test whether a particular distribution comes from the Normal population.
In other words, the null hypothesis says that the actual distribution is a Normal one.
The essence of this joint employment is as follows. Three measures of skewness are estimated from the sample subjected to test. For the null hypothesis to be accepted, each of the skewness estimates have to lie within its corresponding critical interval ( ) , i j X X . The first Monte-Carlo study on which this paper is based was intended to determine these critical values. The study consisted in generating samples coming from the Normal distribution. Such a great number of samples as 10 240 enabled precise determination of critical values i X and j X at significance level α according to the following formulas [2] int 10 240
where ( ) Having critical values, one can start performing the second Monte-Carlo study intended to determine the power of the test. A substance PT function can be verbally expressed by saying that it is the function which shows how the probability of rejecting the null hypothesis increases accordingly to the untruthfulness of the hypothesis. A role of untruth distribution is given to the lognormal distribution. The computer procedure of the TFS test written in VBA was introduced below.
Sub TFS_test() Dim x() As Double Dim skw() As Double Dim wk(6) As Double Dim mc2 As Double, mc3 As Double Dim m As Double, s As Double Dim i As Long, sum As Double Dim c As Double, n As Long, ave As Double Dim h As Byte, b As Double, k As Long Dim q1 As Double, q2 As Double, q3 As Double Dim u As Long, power As Double, wiersz As Byte The TFS test was compared to the K-S test [8] for which an appropriate Monte Carlo study was carried out in parallel. This test is well-known and therefore only its results were shown. Better performance of the TFS test is readily seen (Figures 5-10) . 
