Compressed sensing has empowered quality image reconstruction with fewer data samples than previously though possible. These techniques rely on a sparsifying linear transformation. The Daubechies wavelet transform is a common sparsifying transformation used for this purpose. In this work, we take advantage of the structure of this wavelet transform and identify an affine transformation that increases the sparsity of the result. After inclusion of this affine transformation, we modify the resulting optimization problem to comply with the form of the Basis Pursuit Denoising problem. Finally, we show theoretically that this yields a lower bound on the error of the reconstruction and present results where solving this modified problem yields images of higher quality for the same sampling patterns using both magnetic resonance and optical imagery.
Introduction
Reducing the number of data samples required to generate a quality image is often beneficial. Compressed sensing has been a remarkable advancement to this end for several imaging systems [1] . With Magnetic Resonance Imaging (MRI), the number of data samples is proportional to the scan time. Compressed sensing has increased the utility of the MRI machine by making new applications possible, e.g. free-breathing imaging of children that may have required sedation otherwise [2] . With radio astronomy, compressed sensing has improved the quality of the results for the data which is necessarily undersampled [3, 4] . With optical imaging, compressed sensing has reduced the energy required to capture an image [5] , prolonging the lifetime of the camera's battery.
Applications of compressed sensing rely on a sparsifying transform, a linear transformation that converts the image into a sparse or nearly sparse vector. The vast majority of compressed sensing research has considered a general linear transformation as this sparsifying transform. However, the Daubechies wavelet transform is often used as the sparsifying transform for many imaging systems. One might hope that we could utilize the specific properties of the wavelet transform to improve the quality of compressed sensing results. That is the subject of this work. We identify an affine transformation that increases the sparsity of the transformed image when compared to the Daubechies wavelet transform of the same image. And we present a method to adapt this transformation into the existing compressed sensing framework.
Theory
In imaging, we often find ourselves attempting to solve the sparse signal recovery problem [6, 7] :
where x is the image to be reconstructed, x 0 is the number of nonzero elements in x, · 2 is the L2 norm, A ∈ C M ×N , and b ∈ C M . This is a combinatorial optimization problem; for large matrices A, the problem is intractable. One would hope that the L0 penalty in the objective function could be replaced with the L1 norm and the resulting solution would also be optimal the original problem (1) . With this replacement, the intractable sparse recovery problem is converted into the convex basis pursuit denoising (BPD) problem [6] :
Problem (2) can be solved efficiently with standard algorithms (e.g. FISTA [8, 9] ).
The rich body of work now known as compressed sensing [10, 11] details properties of A that do indeed imply an optimal point of the basis pursuit problem is also optimal for the sparse signal recovery problem. For example, if A satisfies the Mutual Coherence Conditions (MCC) [12] , the Restricted Isometry Property (RIP) [13] , RIP in levels (RIPL) [14, 15] , the Null Space Property (NSP) [16] , or the Range Space Property (RSP) [17, 18] , then a solution of (2) is also an optimal point of (1).
The theory of compressed sensing has largely been developed for a general matrix A. In imaging, though, we sometimes know that we are collecting Fourier samples of the image and that a wavelet transform is the sparsifying transform [1] . Systems like this include Magnetic Resonance Imaging (MRI) [19, 20] , Computed Tomography [21] , and radio interferometry [4] . That is, we seek the solution to the following problem:
where F is the Discrete Fourier Transform (DFT) matrix, M is a data mask (a diagonal matrix with entries equal to 1 or 0), W is a wavelet transform matrix, and 2 ≥ 0 is a bound on the noise power [22] . Since W is invertible, this problem can be converted to the sparse recovery problem of (1) by setting x = W y and A = M F W −1 . In [23] , they use MRI data to show that the Discrete Daubechies Wavelet Transform (DDWT) and the Complex Dualtree wavelet transform are effective choices for W ; we will focus on the DDWT in this work.
Since we know more about this specific case (an exact definition of A and knowledge of its behavior), we should be able to achieve comparable quality with fewer samples. Perhaps this can be accomplished by selecting the sample locations in a beneficial way. By reviewing the images in Fig. 1 , one sees that the Wavelet transforms of the images are not entirely sparse. Indeed, the lowest frequency bin for these images is almost entirely non-zero! This is the case for most natural images and we will exploit this fact in this paper. (In Fig. 1 , the raw data for the MRI image of the knee was acquired from www.mridata.org [24] .) The DDWT consists of two perfect reconstruction finite impulse response (FIR) filters: a low pass and a high pass filter. There are different types of DDWT, which correspond to different orders of the filters (different numbers of filter coefficients). The coefficients of the DDWT-4 and their spectrums are shown in Fig. 2 . The process of applying a wavelet transform is to apply each filter and downsample by 2 (and then concatenate the results). We label the response of each filter/downsample as a bin. This process may be applied recursively to each resulting bin. In the imagery of Fig 1, the recursion was applied four times only to the lowest frequency bin. After transforming, the lowest frequency bin is downsampled by 16. The sparsity structure, the set of locations of 0s in the wavelet domain, is a function of the number of recursions applied. As noted in the introduction, for the vast majority of natural imagery, the lowest frequency bin is not sparse.
Since the composition of FIR low-pass filters is an FIR low-pass filter, the lowest frequency bin in the transform domain is a low-pass filtered (and downsampled) image. The DDWT low-pass filters are not ideal filters (meaning that they have a non-zero transition region and that their support extends beyond the cutoff frequency); therefore, the lowest frequency bin of the transform also includes aliasing. Since the other bins of the Wavelet transform of natural images are sparse, the aliasing artifacts present in the lowest frequency bin will also be sparse.
Methods
As a mental exercise, we can ask ourselves how one might estimate the Wavelet transform of the image y in two parts: 1) how should we estimate the lowest frequency bin, and 2) how should we estimate the rest of the coefficients. To estimate the lowest frequency bin, since sparsity is not present in this bin, there is no advantage to utilizing the theory of compressed sensing. Instead, we can rely on the Nyquist-Shannon sampling theorem and collect evenly spaced samples at twice the cutoff frequency.
This technique, fully sampling a region centered on the 0 frequency in the Fourier domain, was developed as a heuristic and has been used extensively in compressed sensing with MRI [25, 26, 27, 28] . The size and shape of the fully sampled region, though, had not been theoretically justified in these techniques. For example, the SAKE method synthesizes a fully sampled square region of size 80 × 80 to reconstruct an image of size 200 × 200 [29] . The DISCO method uses a fully sampled spherical region [27, 28] .
The Shannon-Nyquist theorem, though, specifies the size and shape of the fully sampled region. Since the resolution of the lowest-frequency bin is low, one only need collect samples for a short distance from the 0 frequency in the Fourier domain to satisfy this resolution. Suppose the image were of size M × N . Suppose, further, that the DDWT was applied recursively r times to the lowest frequency bin. Then the size of the lowest frequency bin, after all applications, would be (M/2 r ) × (N/2 r ) pixels 2 . Thus, its resolution would be (2 r /M ) × (2 r /N ). According to the Nyquist-Shannon theorem, this image can be reconstructed accurately if a rectangular region of size (2 r /M )×(2 r /N ) with evenly spaced samples centered on the 0 frequency is collected in the Fourier Domain; we denote this subset of samples as the Fully Sampled Region (FSR). Note that this strategy was employed in the 2-level sampling scheme of [14] . We also propose to use this strategy in this paper.
With each recursive application of the Wavelet transform, the average sparsity is reduced [14] . Thus, the value of r can be chosen based on the sparsity achievable for the imaging system and subjects of interest. Additionally, the higher the value of r, the more computations are required to implement the wavelet transform. Both aspects should be considered when determining a value of r for a given application. Figure 3a shows the fully sampled region for a 512 × 512 image with wavelet recursion applied r = 4 times. One could reconstruct a low frequency image simply by performing an Inverse DFT on the data collected in the FSR. However, doing so leads to ringing (Gibbs phenomenon), which increases the high energy in the high frequency bins of the wavelet transform of the image. Instead, we apply a separable Kaiser-Bessel window [30, 31] with a parameter of 4, as shown in Fig. 3b . After doing so, the low-frequency reconstructed image y L is shown in Fig. 3c . Letŷ L = M L K B F y; that is,ŷ L are the Fourier values with all but the FSR set to 0 after the Kaiser Bessel window has been applied. The matrix K B is a diagonal that performs a point-wise multiplication by the Kaiser-Bessel window.
Then we wish to determine y by solving the following problem
where F * is the adjoint of the unitary F .
The key insight is that x = W (y − F * ŷ L ) will be more sparse (have more values approximately equal to 0) than W y. Figure 4 shows x for the images of Fig. 1 . Indeed, they are more sparse; many of the values in the lowest-frequency are now approximately 0. With this definition of x, the problem (4) is equivalent to
where A = M F W −1 and β = b−M K BŷL . Once the optimal value x is determined, the image can be reconstructed with y = W −1 x + F * ŷ L . This can be interpreted as the result of the optimization correcting the low resolution image. We call this algorithm (solving problem (5) and then reconstructing the image) the More Sparse Basis Pursuit Denoising (MSBPD) algorithm. Note that the system matrix of the original basis pursuit problem (2) and the new basis pursuit problem (5) is the same A = M F W −1 . For the work presented in this paper, we are already assuming that A satisfies some requirement for compressed sensing. That is, A either satisfies MCC, RIP, RIPL, NSP, or RSP. This property immediately transfers to problem (5) . Therefore, all theoretical guarantees of quality immediately follow.
It has been shown that for certain random sampling patterns, A satisfies RIP well with high probability [1] . In this case, the error between the optimal value x and the true x satisfies
where C 0 > 0, C 1 > 0, and x S is the vector x with all but the largest (in magnitude) S components set to 0. The values C 0 and C 1 are typically small and based on how well the system matrix A satisfies the RIP for the sparsity level S. Since the approximate sparsity of the optimization variable in (5) has increased (meaning there are more values close to 0), A better satisfies the RIP at the desired sparsity level (since the amount which A satisfies the RIP is monotonically decreasing in S) and the resulting error is reduced [32] . Adcock et al. show that A also satisfies RIPL with high probability for certain random sampling patterns and they present an analogous theorem that bounds the error.
Note that the above analysis bounds the error on x . Recall that the reconstructed image is y = W −1 x + F * ŷ L . Therefore, the error between y and the true y is
where y = y H + y L and y L = F * ŷ L is the estimate of the low frequency image. By the definition of y L , F * ŷ
Equation (7) is a bound on the error of the reconstructed image; the bound on the error has the same form. However, the coefficients C 0 and C 1 are based on the sparsity of the underlying signal that we are estimating. Therefore, due to the increased sparsity of x over y, the bound on the error has been reduced.
Experiments
All experiments in this study were performed with images of size 512 × 512. All optimization problems were solved using FISTA with line search [9, 8] run for 100 iterations. The wavelet transform applied was the DDWT, recursively applied to only the lowest-frequency bin r = 4 times. Figure 5 shows the sampling patterns used in the experiments with various sampling percentages with and without the fully sampled center region. The sampling pattern is a realization of a random separable Laplacian distribution [33] with a standard deviation of approximately 20%. For the sampling patterns with the fully sampled region, fewer variable density samples were included in order to retain approximately the same number of samples. The value of was chosen independently for each reconstruction by conducting an exhaustive search to find the value that minimized the relative error:
where · 2 is the L2 norm. Figure 6 shows reconstructions using the sampling patterns of Fig. 5 using two different algorithms: BPD and MSBPD. The BPD algorithm was run on both sampling patterns: with and without the fully sampled region. As can be observed in the figure, the most significant improvement comes by using a sampling pattern with the fully sampled region. Additional gains are attained with MSBPD. The improvements become more noticeable as the sampling percentage is reduced. Figure 6 : Reconstructions of MR image of the the knee with different sampling percentages without and with the Fully Sampled Region (FSR).
Results
In Fig. 7 , we zoom into the reconstruction of the knee from 8% of data. This figure shows fewer wavelet artifacts in the result of MSBPD than exist in the result of BPD with either sampling pattern. shows the reconstruction using BPD with variable density data; (c) shows the reconstruction using BPD with a fully sampled center region; and (d) shows reconstruction with MSBPD. The red arrows point to regions in the imagery where the improvement in quality of MSBPD over the other algorithms is very apparent. Furthermore, one notes that the variations in the bone marrow are significantly less in the MSBPD reconstruction than in the other two results as expected. Table 1 shows the relative errors for the reconstructions in Fig. 6 . In all cases, MSBPD yields the lowest error. The most significant improvement comes by including the FSR in the samples; a minor gain is attained by using MSBPD over BPD on this sampling pattern. Figure 8 shows the reconstructions with 8% of the data for BPD and MSBPD on all images of Fig. 1 . MSPBD noticeably improves the quality of the reconstruction of all images with this small sampling percentage. Figure 8 : A comparison of BPD (without and with the FSR) to MSBPD with 8% of the sampling data for all images of Fig. 1 . The quality of reconstruction with MSBPD is improved over the quality of BPD. Figure 9 shows the magnitudes of the differences between the reconstructions with 8% of the data shown in Fig. 8 and the original images. The errors are significantly reduced by including the FSR. There is an additional improvement to the reconstruction when using MSBPD. There is a significant reduction in the error by including the FSR in the sampling pattern. An additional reduction in error is realized by using MSBPD. Table 2 shows the relative error for each algorithm on each of the five images of Fig. 8 . As observed previously, the most significant gain is attained by including the FSR. A minor additional gain is attained with MSBPD. 
Discussion
In this work, we have utilized the structure of the Discrete Daubechies Wavelet Transform to improve image reconstruction results based on compressed sensing. It takes advantage of the prior knowledge that a great deal of imagery is not sparse in the lowest-frequency bin of the image's wavelet transform.
Note that some images are indeed sparse in the lowest frequency bin of the DDWT; e.g. imagery of angiography and some astronomy. The approach discussed in this paper may not be appropriate for imagery of that type. When it is the case, however, that the imagery is not sparse in the lowest frequency bin then MSBPD offers reconstruction with improved quality over BPD even when the sampling pattern includes the FSR.
Due to the increased sparsity, an accurate reconstruction may be possible using the greedy Orthogonal Matching Pursuit [34, 35] algorithm to solve the following related problem:
where S limits the number of non-zero elements in the vector x. This could make image reconstruction more computationally efficient (consuming less power) and faster.
The DDWT and the DFT are both radially asymmetric transforms; i.e., a rotation operator and the transform operator do not generally commute. However, in many imaging systems, there is not anything inherently special about the horizontal and vertical directions (e.g. MRI, CT, radio interferometry). Therefore, it may be possible to reconstruct images of higher quality by collecting a circle of data in the low-frequency region (rather than a square) and use a sparsifying transform that is radially symmetric. Symmetric wavelets on the sphere [36] may be such a sparsifying transform. Though this may yield improved quality, the computations required may increase. This side-effect of this possible improvement should be considered for any given application.
Finally, improved reconstruction may be accomplished by adapting the MSBPD algorithm to an iterative re-weighting algorithm [37, 38, 39] . This has the consequence of implicitly altering the objective function [37] , which means that the theorems of compressed sensing no longer hold. However, it has been shown heuristically to improve image quality.
We leave the investigations of these possible extensions as future work (and encourage the reader to pursue them).
Conclusion
In this work, we have presented the MSBPD algorithm. This algorithm utilizes the structure and behavior of the DDWT to justify a sampling pattern and to identify a new sparsifying transform (and corresponding optimization problem) that increases sparsity of most natural imagery. When the system matrix satisfies a theorem of compressed sensing, this leads to improved results over solving the BPD problem. In experiments, we compared image quality of reconstructions made with BPD, BPD with the FSR, and MSBPD. In all cases, the most significant gain was attained by including the FSR in the sampling pattern and MSBPD yielded the lowest relative error.
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