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This dissertation describes my detailed investigation of decoherence and defects in two
Al/AlOx/Al Cooper-pair box (CPB) charge qubits. Both devices were coupled to thin-film
lumped-element superconducting aluminum LC resonators at a temperature of 25mK.
Device 1 was previously found to have an exceptionally long energy relaxation time of
T1 = 205µs and a strong correlation between the lifetime T1 and the decoupling from the
microwave drive line dVg,rms/dΩR,0.
I determined the dephasing properties of this CPB though a series of experiments. I
measured Ramsey fringes, extracted dephasing times Tϕ in the range 200−500ns, and
determined a corresponding bound of Sq ( f = 1Hz) ≤
(
3×10−3)2 e2/Hz on the amplitude
of the 1/ f charge noise affecting the qubit. I then carried out a spin echo experiment
and found echo decay times Techo in the 2.4−3.3ms range, implying a high frequency 1/ f
charge noise cutoff of ωc/2π≈ 0.2MHz.
I followed this up by fabricating and characterizing a nearly identical Device 2. This
CPB had a reasonably long relaxation time T1 ≈ 4−30µs and again the lifetime T1 and
decoupling dVg,rms/dΩR,0 were correlated. Although the lifetime of Device 2 was shorter
than that of Device 1, the results suggest that the exceptional relaxation time was some-
what reproducible and that this approach may lead to further improvements in qubit
coherence.
During my initial characterization of Device 2, I discovered that it displayed an anoma-
lously twinned transition spectrum. I studied this feature in detail in parallel with
my decoherence experiments. I found that above the resonator resonance at ωres/2π =
5.472GHz the system spectrum was twinned but below it was quadrupled. This behavior
was consistent with a pair of two-level systems (TLS) coupled non-resonantly to the CPB
via both charge and critical current. I developed a model that matched this scenario and
successfully fit the predicted spectrum to my data.
Both the coherent non-resonant interaction and joint charge and critical current CPB-
TLS coupling are novel observations. From the fits I extracted microscopic parameters
of the fluctuators including the well asymmetry, tunneling rate, and a minimum hop-
ping distance of 0.2− 0.45Å. I also found a large fractional change of the Josephson
energy ∆EJ,k/EJ ≈ 30−40%, consistent with a non-uniform tunnel barrier containing a
few dominant conduction channels and a defect that modulates one of them.
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Quantum information processing involves using quantum superposition and entangle-
ment, along with classical state information, to perform computation. At the time of this
writing the idea of quantum computing is over 30 years old. Although Feynman is often
credited as the spiritual father of the field [1], others had proposed similar ideas and had
even begun extending the theory of computation to the quantum world [2, 3]. Despite this
early work, the field lay nearly dormant for a decade until Shor’s factoring algorithm [4]
and Grover’s search algorithm [5] sparked renewed interest in the theory. The first exper-
imental attempts were based on trapped ions [6] and nuclear magnetic resonance (NMR)
[7, 8]. The examination of many other quantum systems soon followed. Additionally,
theoretical work began to include more practical aspects of quantum computing. Shor
and Steane both developed quantum error correction protocols [9, 10] while DiVincenzo
identified the necessary criteria for creating a quantum computer [11]. The field has been
very fruitful and is rapidly growing at this time. Today, candidate quantum computing
platforms include trapped atoms and ions [6, 12], quantum dots [13], confined 2D electron
gasses [14], superconducting circuits [15, 16, 17], donors in silicon [18], nitrogen impu-
rities in diamond [19, 20] and optical systems [21]. Great progress has also been made
in the theoretical understanding of both fundamental quantum information theory and
practical obstacles to physical implementation. These advances include a deeper under-
standing of decoherence processes and how to ameliorate them [22, 23] as well as novel
error reduction schemes such as topological protection [24]. Finally the field of quantum
computing itself has advanced enough to begin cross-pollinating with other fields and
sprouting new areas of research. For example, circuit quantum electrodynamics (cQED)
[25] has emerged as an interesting area because it allows access to previously inaccessi-
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ble regimes of cavity quantum electrodynamics (QED). Other examples include quantum
noise limited amplifiers [26], which have promising applications both within and outside
quantum computing, and hybrid systems in which nanomechanical resonators coupled
to qubits [27] present novel and unexplored physical systems. With both incremental
progress and disruptive developments occurring at a rapid pace, quantum computing is a
vibrant field with a very bright future.
Motivations for pursuing quantum computing research may be placed into two broad
categories: pure and applied. Pure goals include exploration of novel quantum systems
or new regimes of existing quantum systems. Applied goals are typically more long term
and mainly comprise the research, development and production of a quantum computer.
Such a device would have one significant advantage over a classical computer, namely al-
gorithmic speedup of some key functions. The time complexity of an algorithm describes
the scaling of the computation time of that algorithm with the size of the input N. For
instance, Shor’s factoring algorithm [4] is exponentially faster than its classical counter-
part while Grover’s search algorithm [5] offers a quadratic speedup. Exponential speedup
would mean that as the size N of the input grows, a problem that would take centuries to
solve on a classical computer could be solved in minutes on a quantum computer. Once a
quantum computer of a sufficiently large size is built, the currently known algorithms—
Grover’s search, Shor’s factoring and others—could have significant impact on fields such
as cryptography and potentially bioinformatics. Ultimately, the biggest impact of quan-
tum computing may be in the area of practical quantum simulation of physical systems.
As the size of an interacting quantum system grows, the time necessary to model the be-
havior of such a system on a classical computer grows exponentially. On the other hand,
a quantum computer would be able to simulate any other quantum system with at most
a polynomial slowdown. Many systems that are of interest to industry and academia con-
sist of hundreds to hundreds of thousands of interacting atoms, a number too large to be
examined analytically and too small for the application of statistical mechanics. One can
imagine a future where, rather than relying on brute force trial and error or slow classical
supercomputers to perform drug design, biochemists utilize quantum computers to design
and test new cures with the same efficiency and throughput as modern industrial projects
employing computer-aided engineering. Although early computers such as the Colossus
[28] and the ENIAC [29] were used for narrow applications such as wartime code break-
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ing and calculating artillery firing tables, modern computers have revolutionized every
aspect of human life. While it’s very difficult to predict the impact that quantum comput-
ing will have on society, it’s safe to say that eventually it will be significant.
A key short term goal in quantum computing involves the physical realization of a
small scale quantum computer. This requires development of single qubits and their
corresponding readout and control, reducing single qubit errors and defects and imple-
menting architectures to scale the system to many qubits.
Qubits are the basic building blocks of a quantum computer, the quantum version of
bits in a classical computer. A qubit is a quantum two-level system that can be manipu-
lated and measured and whose physical state is used to encode information. In principle,
any quantum two-level system could be used as a qubit and in practice many candi-
date systems have been considered. Each approach has it’s own set of advantages and
drawbacks, usually involving trade-offs between coherence, scalability and readout. The
difficulty in choosing a qubit is due to the inherently contradictory nature of the require-
ments of a quantum computer. Control and readout, and to a lesser extent scalability,
require active manipulation of the qubit and coupling to other qubits, readout circuitry
and the environment. Unfortunately the information stored in a qubit is very fragile—the
state of a single atom or electron is quite easy to perturb—and unwanted or uncontrolled
interactions very easily destroy a quantum state. This destruction or loss of information
about a quantum state is called decoherence.
Some systems, such as trapped atoms or ions, are very well isolated from their envi-
ronment and other undesired interactions. Such systems can have coherence times on
the order of seconds [30]. This performance comes at the cost of physical size and diffi-
culty scaling to multiple qubits for the simple reason that atom traps are large objects
and building multiple qubits takes additional resources. Miniaturized atom trap chips
[31] have been developed to address some of these issues, but these systems still face lim-
itations in performance. At the other end of the spectrum are superconducting circuits,
quantum dots and other solid-state implementations. Made with standard microfabri-
cation techniques, these systems are significantly easier to scale, tune and couple. This
comes at the cost of lower coherence times, typically in the 1−10ms range for supercon-
ducting qubits, due to lossy materials in the immediate environment and strong coupling

















Figure 1.1: (a) Cross section of a Josephson junction. The color legend identifies materi-
als commonly used in superconducting qubits. (b) Circuit symbol for a pure Josephson
element or a large area Josephson junction. (c) Circuit symbol for a Josephson junction
with non-negligible charging effects, i.e. an ultrasmall junction.
to shrink their systems, researchers working on superconducting qubits have been mak-
ing their systems larger while decoupling the qubit from the environment [32], producing
systems that more closely resemble an artificial atom in a cavity.
1.2 Superconducting Qubits
Superconducting qubits may be thought of as quantized electrical circuits. Nevertheless,
the conceptual framework of classical electrical engineering provides insight into their op-
eration. The fundamental building block of all superconducting qubits is the Josephson
junction [33]. In the language of electrical circuits, a Josephson junction is a lossless, non-
linear inductor. Physically it consists of two superconducting electrodes separated by a
thin insulating barrier (typical thickness ≈ 1nm) [see Fig. 1.1(a)]. The barrier coherently
couples the superconducting wavefunctions in the two electrodes and allows tunneling of
Cooper-pairs (the carriers in a superconductor) between them.
While an ideal Josephson element is a pure nonlinear inductance [see Fig. 1.1(b)], a
real Josephson junction also has an associated shunting capacitance and resistance. The
capacitance arises from the geometrical configuration of a typical junction, namely two
conductors separated by a dielectric. The energy scale associated with current flowing in
the Josephson inductance [33] is called the Josephson energy EJ while the energy scale
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associated with charging of the junction capacitance is the charging energy Ec. The com-
bination of Josephson inductance and junction capacitance bears a strong resemblance
to one of the simplest circuits—the LC oscillator—but with an important difference. The
nonlinearity of the Josephson inductance guarantees that the oscillator will be anhar-
monic, that is the level spacing isn’t uniform and it’s possible to address individual levels.
If the level spacing were uniform a control pulse could cause transitions to higher excited
states and it wouldn’t be possible to use Josephson junctions as qubits.
Josephson junction circuits also meet the two conditions necessary to quantize a circuit
[34]. First, in order for discrete energy levels to be resolvable, the widths of the spectral
lines must be smaller than their spacing which in turn implies that the quality factor Q
must obey Q À 1. This is readily achieved with isolated superconducting circuits as their
residual resistance is typically very small. Second, thermal fluctuations will tend to wash
out quantum coherent behavior unless kBT ¿ħω, where T is the temperature and ħω is
the transition energy of the oscillator. The transition frequency ω of Josephson circuits
can be tuned to the GHz range. This is both experimentally convenient and corresponds
to temperatures of several 100mK, significantly larger than typical dilution refrigerator
temperatures of ≈ 25mK.
Josephson junctions are in other ways conducive to use as qubits. Their nature as
circuit elements lends itself well to integration with other circuitry needed for qubit read-
out and control and their parameters are easily adjusted during design and fabrication,
leading to many options for qubit type and optimization.
There are three basic qubit types based on Josephson junctions: phase, flux and charge.
The difference among them is the choice of quantization variable and consequently the
corresponding dominant physical quantity and energy scale. The phase qubit [17] con-
sists of a dc current biased Josephson junction and is called so because the phase of the
superconducting wavefunction across the tunnel barrier is the quantized quantity [see
Fig. 1.2(a)]. Varying dc current varies the anharmonicity of the qubit and also tunes the
transition frequency ω01 between the ground and first excited state. In a phase qubit the
Josephson energy EJ =Φ0I0/2π is much larger than the charging energy Ec = e2/2C j and
consequently the phase across the junction is well-defined while the total charge that has

















Figure 1.2: Simplified schematics of the various superconducting qubit types. (a) Phase
qubit. (b) Flux qubit. (c) Charge qubit. (d) A hybrid design.
A flux qubit [16] consists of a superconducting loop interrupted by one or more Joseph-
son junctions [see Fig. 1.2(b)]. Its basic operating principle utilizes Josephson junction
anharmonicity along with the fact that the flux passing through a superconducting loop is
quantized in integer multiples of the magnetic flux quantum Φ0. The circulating current
around the loop can flow either clockwise, counter-clockwise, or both and is used as the
qubit state variable. An external flux bias is used to tune the transition frequency ω01 be-
tween the ground and first excited state. Similar to a phase qubit, the Josephson energy
EJ of a flux qubit is larger, but not much larger, than the charging energy Ec. Therefore
the circulating current, which is a function of the phase across the tunnel barrier, is a
relatively well-defined quantity.
A charge qubit, also called a Cooper-pair box (CPB) [15, 35, 36], consists of one or two
Josephson junctions connected to a superconducting island [see Fig. 1.2(c)]. A CPB differs
from the other two qubit types in that Ec À EJ , i.e. the charging energy dominates
the Josephson energy. This limit can be reached by using an ultrasmall area (≈ 100×
100nm2) junction. The small area yields a small junction capacitance C j and the charging
energy Ec ∝ 1/C j is large [see Fig. 1.1(c)]. As a consequence of this the phase across the
junction isn’t well defined while the charge that has tunneled across is a good quantum
number. In effect, the junction behaves as a highly nonlinear capacitor instead of an
inductor [37]. In a charge qubit the qubit states are the number of excess Cooper-pairs




Numerous variations and hybrid superconducting qubits have been developed in addi-
tion to the three basic types [see Fig. 1.2(d)]. Most have been derived from the CPB or
phase qubit and involve the addition of shunting capacitors or inductors. They usually
operate in the Ec / EJ range where charging effects are weakly dominant. Examples of
such qubits include quantronium, which is a CPB shunted by a single large Josephson
junction [38], transmon, which is a capacitively shunted CPB or an unbiased phase qubit
[39], and fluxonium, [40] which is an inductively shunted CPB. The benefits of such hy-
brid designs include different readout capabilities and improved performance via reduced
sensitivity to noise and junction defects.
The same properties that offer superconducting qubits their advantages over other ap-
proaches also lead to their drawbacks. In a Josephson junction, the phase is a macroscopic
degree of freedom, akin to the center of mass of a physical object, representing the col-
lective behavior of a large number of Cooper-pairs. The macroscopic nature facilitates
strong coupling to the environment or other systems and allows simple integration with
control and readout circuits and coupling between multiple qubits. In contrast, the de-
grees of freedom of trapped atoms or ions are microscopic and are very weakly coupled
to their surroundings. The strong coupling capabilities of superconducting qubits can
readily lead to undesirable coupling to environmental noise sources or spurious degrees
of freedom. Such uncontrolled coupling leads to energy relaxation and dephasing, the two
principal effects that produce decoherence. Relaxation is energy loss to the environment
and results from coupling to lossy materials or electromagnetic modes. Energy loss is
characterized by the relaxation time T1 and limits the time available for qubit state mea-
surement. Pure dephasing is loss of information about the quantum mechanical phase of
superpositions of states of the system and limits the time available for computation. It
may be caused by unwanted entanglement, interaction with other quantum mechanical
systems such as individual material defects, or by external noise.
The tunability of superconducting qubits brings with it some additional drawbacks. If
the transition frequency ω01 is set by an external control parameter, then noise in that
control parameter will translate into fluctuations of ω01 which in turn lead to an uncer-
tainty in the phase and dephasing. Variations during fabrication of a qubit carries with
it its own set of consequences. Statistical variation during production means nominally
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identical qubits may turn out to be different, which poses challenges to scaling. Even
more detrimental are material defects that are present in all physical devices. Josephson
junction qubits are particularly susceptible to individual atomic-scale charged defects in
or near the tunnel barrier. Individual defects behave as quantum mechanical systems
and may couple strongly to the qubit, acting both as sources of relaxation and dephasing.
Again there is an interesting contrast with trapped atoms or ions for which the proper-
ties are set by nature and don’t have the flexibility nor the uncontrolled variability of
superconducting qubits.
Unlike undesired coupling to noise sources, coupling to control and readout circuitry is
necessary for proper qubit operation. For superconducting qubits this is readily achieved—
they are circuit elements after all—by wiring up the qubit to control and readout ele-
ments. Quantum control involves sending pulses to the qubit, typically at or near the
transition frequency, to deterministically change the state of the qubit. The tunability of
superconducting qubits allows the transition frequency to be placed in the low microwave
bands where relatively cheap and convenient sources, detectors and other equipment are
available. Unfortunately this coupling carries with it a set of drawbacks, some due to
system non-ideality and some due to fundamental constraints of quantum mechanics.
Even with adequate filtering, control lines act as channels for noise and a balance must
be maintained between sufficient coupling to operate the qubit and excessive coupling
leading to short coherence times. Part of the difficulty lies in the fact that it’s impossible
to construct a perfect filter that functions from radio frequency to infrared and beyond.
This is an issue because even a single stray infrared photon propagating down a control
line has the energy necessary to break many Cooper-pairs into high energy quasiparti-
cles (electrons) which then proceed to generate a cascade of additional quasiparticles and
other excitations. The resultant population is above the expected thermal level based on
the physical temperature of the setup and can cause decoherence and other issues with
qubit control [41, 42].
Qubit readout is the process of determining the state of a qubit. This is done by pro-
jecting the qubit state onto the state of another system and subsequently measuring that
state with a classical apparatus. This readout system is ideally more robust and easier to
detect than the qubit itself and typically the measurement is of a semiclassical variable
such as a voltage or a phase of a microwave signal. Occasionally, such as with phase
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qubits or optical photons, this system is the same physical element as the qubit itself.
More often it’s a coupled element such as a resonator [25] or SQUID [43], that acts as a
detector such that the transition probability between its states depends on the state of
the qubit.
The simple picture of qubits as circuit elements breaks down when discussing readout.
The qubit and readout components are intimately connected and the act of determin-
ing the qubit state simultaneously and unavoidably affects that state. This quantum
measurement back-action is a consequence of one of the fundamental rules of quantum
mechanics: the act of measurement projects the system being measured to one of the
eigenstates of the operator corresponding to the measured observable, commonly known
as wavefunction collapse. Depending on the choice of readout scheme, it’s possible to
mitigate [44] or even exploit this effect [45]. Here again, the strong coupling possible in
superconducting qubits confers potential advantages by allowing many options for read-
out schemes and granting access to regimes not accessible in other systems.
1.3 Circuit Quantum Electrodynamics
While there are many readout schemes, one in particular is both exceptionally elegant
and versatile. Circuit quantum electrodynamics (cQED) involves coupling a qubit to a
high quality factor resonator [25]. As a consequence of the coupling, changes in the qubit
state shift the resonance frequency of the resonator which is subsequently measured,
typically by recording the transmission through the resonator circuit. Heuristically, if
the resonator is imagined as an LC oscillator circuit, then in the case of weak coupling
the qubit can be considered as an additional state-dependent capacitance which loads
the oscillator and shifts the resonance frequency. The cQED readout method possesses
several key advantages. Under ideal circumstances the fraction of the probe signal that
is not transmitted through the resonator is reflected back; no power is dissipated in the
circuit. The lack of on-chip energy dissipation during readout eliminates a potentially
significant noise source and improves qubit performance. Second, the readout does not
measure the phase, flux or charge of the corresponding qubit but projects to the qubit
energy eigenbasis. Furthermore, this coupling is via a second order (dispersive) quantity




In the case of a CPB, the coupling to a resonator is due to an effective electric dipole mo-
ment of the qubit rather than simply the charge. By avoiding direct charge coupling, the
readout can be arranged so that relaxation and dephasing via the readout channel is re-
duced. Additionally, it’s possible to operate a CPB qubit at the charge degeneracy point, a
region not amenable to charge readout but possessing reduced sensitivity to charge noise.
Finally, as a consequence of embedding the qubit in a resonator circuit, the resonator can
serve a dual role, as a detector and also as a narrow-band filter, blocking some noise from
reaching the qubit. In practice, by detuning the qubit transition from the resonance fre-
quency of the resonator, the spontaneous decay rate of the qubit from electromagnetically
radiating is reduced by the Purcell effect [46, 47].
The theory of quantum measurement imposes constraints on the readout process that
aren’t present when determining the state of a classical variable. One such limitation—
wavefunction collapse—has already been mentioned in section 1.2. Due to its simplicity
and flexibility, circuit QED is an exemplary system for elucidating the nature of quan-
tum measurements. In a simplified picture of the readout process, a photon enters the
resonator and probes the joint qubit-resonator state, in the process becoming entangled
with the qubit. It then leaves the resonator, carrying with it information about the qubit
state. When a classical amplifier detects this quantum photon and converts it to a more
robust classical signal, it simultaneously measures and influences the qubit state. This
is an example of what Einstein termed “spooky action at a distance” [48].
The quantum measurement process may further be classified as strong or weak [49].
Elaborating on the picture outlined above, the strength of a readout indicates how many
photons it takes to fully determine the qubit state. In a strong measurement a single
photon carries with it all the information about the qubit state whereas in a weak mea-
surement it takes many such photons to determine the state of the qubit. This strength
is set by the strength g of the qubit-resonator coupling and the degree of the subsequent
qubit-photon entanglement. At first glance it might seem a strong readout is preferable
to a weak one as it allows information to be acquired quickly. However in the quantum
world, a weak measurement also implies a partial collapse of the wavefunction, a prop-
erty that is very advantageous if one wants to avoid significantly perturbing the qubit.





Figure 1.3: Schematic of a typical optical cavity QED setup. An atom with two energy
levels (green) interacts with a single photon mode (orange) confined by mirrors (blue) to
form a cavity. The black dot is an electron occupying one of the atom’s energy levels. g
is the atom-photon interaction strength, κ is the photon decay rate, γ is the atom decay
rate and t is the atom transit time through the cavity. Adapted from Jeff Kimble’s group
at Caltech [51].
ple the qubit to the resonator or when the presence of noise necessitates a long signal
integration time.
In addition to measurement induced wavefunction collapse, measurement back-action
is another consequence of coupling the qubit to a readout system. Just as the state of the
qubit modulates the resonance frequency of the resonator, photons in the resonator shift
the qubit transition frequency ω01. This AC Stark shift [50] may produce qubit dephasing.
This behavior emphasizes that the qubit and the readout are intimately connected and
are no longer completely separate physical systems.
While up to this point circuit QED has been discussed in the context of qubit readout,
there’s much more to it than that. It’s a rich system for studying the interaction of light
and matter on a fundamental level. In particular, circuit QED was initially inspired by
cavity QED [52, 53], which involves atoms and 3D optical cavities [see Fig. 1.3]. While
the interaction between an atom and a single photon in free space is too weak to study
quantum coherent behavior in detail, the confinement of photons in a small optical cavity
can increase this interaction strength by several orders of magnitude. This permits the
observation and manipulation of effects involving individual atoms and photons.
Circuit QED expands on this idea by leveraging the strengths of superconducting qubits
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Table 1.1: Summary of the key qubit and resonator parameters for the two devices that
were studied in detail. See Ch. 2 and Ch. 3 for definitions of these parameters.













T2 200−500ns & 60ns
Techo 2.4−3.3µs —
T ′ 1−2µs 0.2−1.8µs
as tunable artificial atoms to further increase the coupling strength and enable explo-
ration of previously inaccessible coupling regimes. Along with greater understanding of
basic physics, this may lead to new approaches for single microwave photon generation
and detection. When applied to quantum information processing, circuit QED has ap-
plications beyond readout. The exceptional control available to superconducting qubits
and resonators allows resonators to be used as a quantum bus or quantum memory
[54, 55, 56]. The initial success of circuit QED with charge qubits has led to its widespread
adoption for use with other types of superconducting qubits [57, 56] and even other solid
state quantum computing implementations [58]. This approach continues to yield im-
pressive and impactful results and shows great promise for use in reaching the ultimate
goal of creating a scalable quantum computer.
1.4 Thesis Overview
One of the goals of experimental quantum computing research is understanding and mini-
mizing the impact of environmental noise and other deleterious interactions. My research
consisted of quantifying the decoherence of two charge qubits (Device 1 and Device 2) that
were weakly coupled to on-chip LC resonators [see Table 1.1]. The characterization of De-
vice 1 was initiated by another group member, Z. Kim, who observed a strong correlation
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between the exceptionally long energy relaxation time T1 and the Rabi coupling strength,
which was determined from the dependence of the Rabi frequency on drive voltage [59].
I continued that work by quantifying the dephasing properties of that sample. I review
CPB and circuit QED basics in Chapter 2 and go over the theory of decoherence in a CPB
in Chapter 3. The experimental setup I used for my work is described in Chapter 4. As de-
tailed in Chapter 6, I performed Ramsey fringe and spin echo experiments and extracted
the Ramsey fringe decay time T2 and spin echoes envelope decay time Techo. While the
relaxation time T1 placed bounds on the high frequency noise affecting the qubit, I used
my dephasing measurements to calculate bounds on the low frequency components of
the noise. Together with the previous data, this provided a more complete picture of the
spectrum of noise coupled to the qubit.
The fabrication details of Device 2 may be found in Chapter 4 while Chapter 5 contains
a description of the preliminary characterization of that sample. In Chapter 6, I discuss
how I confirmed the reproducibility of the correlation between T1 and Rabi coupling by
performing a similar characterization of the second CPB qubit. Although the results were
not as clear cut as those of Device 1, I did observe a similar correlation in Device 2. In the
course of acquiring that data, I observed anomalous features in the transition spectrum of
Device 2. As discussed in Chapter 8, I took detailed measurements of these features and
afterward developed a theoretical model, derived in Chapter 7, to explain them. My model
expanded on an earlier model developed by F. C. Wellstood [60] to explain anomalous
splittings observed by Z. Kim in the spectrum of a CPB qubit with an RF-SET readout
[61]. By fitting the spectrum predicted by my model to the experimentally determined
spectrum, I extracted the microscopic physical parameters of the two-level system (TLS)
responsible for the anomalies. In Chapter 9 I review my results and propose possible
follow up experiments.
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2 Circuit QED With the Cooper-Pair
Box
2.1 Josephson Junction Basics
The fundamental building block of all superconducting qubits is the Josephson tunnel
junction [33]. The most common implementation used in quantum computing bears a
strong resemblance to a parallel plate capacitor in that it consists of two superconducting
electrodes separated by a thin (≈ 1nm) dielectric barrier. The barrier is sufficiently thin
so that the phase of the superconducting condensate in the two electrodes is linked by
tunneling of Cooper-pairs. The classical dynamics of a junction are governed by the two
Josephson relations [33]






IJ is the supercurrent flowing through the junction, VJ is the voltage difference across the
two electrodes, γ is the gauge-invariant difference of the phases of the superconducting
wavefunctions in the two electrodes, I0 is the critical current of the Josephson junction,
Φ0 = h/2e is the magnetic flux quantum, t is time, and e = 1.602×10−19 C is the magni-
tude of the charge of an electron. At zero voltage, a supercurrent IJ can flow across the
junction, up to a maximum value of I0. If there is a constant voltage drop across the junc-
tion, then the phase difference across it will evolve at a rate proportional to VJ leading to
an ac current of amplitude I0 and frequency 2πVJ /Φ0. These two behaviors are known,
respectively, as the dc and ac Josephson effects.
We may obtain an effective junction inductance by taking the time derivative of Eq.
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Comparing with the current voltage relationship for an inductor, V = LdI/dt, we see that





Notice that LJ ≈ Φ0/2πI0 for IJ ¿ I0 and LJ increases with increasing IJ < I0. From
Eqs. 2.3 and 2.4 we see that an ideal Josephson junction behaves as a lossless, nonlinear
inductor.
In the discussion so far we have neglected the energy stored in the geometric capac-
itance C j due to the junction leads. To help understand the effect of this capacitance,
we first consider the energy accumulated in the Josephson junction when a supercurrent
flows through it. The electrical work done on the junction by an external source supply-
ing current to the junction is given by
´
IJVJ dt with IJ and VJ given by Eq. 2.1 and 2.2.




with the Josephson energy EJ =Φ0I0/2π. Combining Eq. 2.5 with the charging energy of
the junction, the total energy of an isolated junction is then given by
E = −EJ cosγ+ 12C jV
2
J








In this form, we can easily identify potential energy and kinetic energy terms. Further-
more, for γ ¿ 1, cosγ ≈ 1− γ2/2, and this reduces to the energy of a simple harmonic
oscillator. Analogous to the development of a quantum simple harmonic oscillator [62],
we note that γ and i ∂
∂γ
are conjugate variables. Using Q = CV = C (Φ0/2π)dγ/dt we make
the operator replacement −Q/2e = N → i ∂
∂γ
and obtain the Hamiltonian for an isolated
Josephson junction:
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Figure 2.1: Schematics of basic and split Cooper-Pair boxes. (a) A basic CPB with a single
Josephson junction of capacitance C j and Josephson energy EJ . (b) A split CPB with two
Josephson junctions each with junction capacitance C j/2 and Josephson energy EJ /2. In
both diagrams the CPB island is marked in red and is capacitively coupled to a voltage
bias Vg with capacitance Cg. Applying flux Φ to the loop formed by the two junctions
modulates E j.





Ĥ = −EJ cos γ̂+4EcN̂2 (2.8)
where Ec = e2/2C j is the charging energy and N is the number of Cooper-pairs that have
tunneled across the junction. From Eq. 2.8 we see that EJ and Ec form two competing
energy scales that determine the optimal quantization basis, either the phase γ or the
charge N. For large area junctions, often found in phase qubits [63], C j is large and
hence Ec is small and the phase is well defined. Junctions used in superconducting charge
qubits are in the opposite limit, as discussed in detail in the following section.
2.2 Cooper-Pair Box Qubit
In the limit Ec À EJ the charging energy dominates and charge, rather than phase, is
the well defined quantum variable. We consider a typical experimental Cooper-pair box
(CPB) qubit [15, 35, 36] consisting of a superconducting island coupled to a voltage bias
Vg with capacitance Cg and connected to a grounded superconducting reservoir by one or
two Josephson junctions with charging energy Ec À EJ [see Fig. 2.1(a)]. To simplify the
analysis, quasiparticle states will be neglected.
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where CΣ = C j+Cg is the total island capacitance to ground and n is the number of excess
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n2g (2.13)
where Ec = e2/2CΣ and ng = CgVg/e is the reduced gate voltage. The second term in the
expression is a constant with respect to n and may be discarded since it won’t influence
junction dynamics.
Combining the electrostatic free energy (Eq. 2.13) and the Josephson energy (Eq. 2.5)




)= Ec (2N̂ −ng)2 −EJ cos γ̂. (2.14)
We may express the entire Hamiltonian in the charge basis by writing cos γ̂= 12
(
eiγ̂+ e−iγ̂)
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where the summation is over all possible number of excess Cooper-pairs on the island. It’s

















The charge basis is preferred in most cases due to charge being the more sharply defined
variable and because most interactions of the CPB with its environment or other systems
occur via the charge degree of freedom. The wavefunctions in the phase representation
may be obtained analytically using Mathieu functions [64] and become useful when the
charging energy no longer dominates the Josephson energy.
In the limit Ec À EJ the charging energy dominates and Eq. 2.13 describes the energy
of a CPB. Minimizing the energy at a given ng with respect to n we obtain n = ng/2.
However, for the eigenstates the number of Cooper-pairs must be a whole number, and
the minimum in energy occurs at the integer closest to ng/2. As the gate bias is increased
from 0, the number of Cooper-pairs on the island remains the same until ng is an odd
integer value, at which point a single additional Cooper-pair tunnels onto the island [see
Fig. 2.2]. This charge versus voltage bias relation is known as the Coulomb staircase.
The corresponding energy curves consist of a family of parabolas with minima at odd
integer values of ng. Nearest neighbor parabolas intersect at odd ng values at the energy
Ec [see Fig. 2.3(a)]. As will be discussed in detail in Sec. 2.3.1, EJ acts to smooth out
the corners of the Coulomb staircase and create avoided crossings where the electrostatic
energy curves of different n intersect.
More discussion of the basic physics of the CPB is available in the textbook by M.
Tinkham [33].
2.3 Split Cooper-Pair Box
The basic Cooper-pair box has a single charge degree of freedom and a single external
bias Vg. This reduces its sensitivity to other types of noise such as flux but also restricts
its operation. The more commonly employed design is that of the split Cooper-pair box.
In this variation the superconducting island is connected to the grounded reservoir by
two parallel Josephson junctions [see Fig. 2.1(b)] in a SQUID-like geometry. This allows
18
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an externally applied flux to tune the effective Josephson energy EJ and opens up flux as
another degree of freedom.
The electrostatic energy of a split CPB is the same as that of the basic CPB [see Eq.
2.13] but with CΣ = C j,1 +C j,2 +Cg where the indices 1 and 2 refer to the two Joseph-
son tunnel junctions. The Josephson energy is the sum of the two individual Josephson
energies
EJ =−EJ,1 cosγ1 −EJ,2 cosγ2 (2.17)
where again the indices refer to the individual junctions. Defining two new variables θ
and γ as
θ = γ1 −γ2 = 2πΦ/Φ0
γ = γ1 +γ2
2
,
allows the phase difference θ to be expressed in terms of the applied flux Φ using flux
quantization. Substituting the new variables into Eq. 2.17 and using trigonometric iden-
tities leads to































/EsumJ . If we assume the ideal case of
identical junctions, Eq. 2.18 simplifies to







= −EeffJ cosγ (2.19)
where EeffJ = EsumJ cos(πΦ/Φ0). In other words the ideal split CPB behaves exactly as the
basic CPB but with a flux tunable Josephson energy EeffJ . In practice we found that our
devices had d / 0.1 and this required small corrections to be made to the CPB energy
spectrum, as will be discussed at the end of this section. For the remainder of this dis-
sertation, and unless specified, I will use CPB to refer to the split CPB and EJ to refer to
EeffJ .
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As long as Ec ' EJ , the energy levels of the CPB are sufficiently anharmonic such that
the ground |g〉 and first excited |e〉 states may be addressed independently of the higher
levels and the CPB may be operated as a qubit. In this case in most situations of interest,
we may safely ignore the higher lying levels and simplify analysis of the dynamics by
approximating the CPB as a two-level system.
The eigenstates and energies of the CPB Hamiltonian may be calculated in either the
charge or phase basis. When Ec ' EJ the charge basis is the optimal choice for this
calculation. Furthermore, if Ec À EJ only two charge states are needed to accurately
model the behavior at a given value of ng. Keeping only n = {0,1}, as is appropriate for











where the Φ dependence of EJ is given by Eq. 2.19. If Ec ≈ EJ , additional charge states,
typically n = {−1,0,1,2}, are kept in the truncation to improve the accuracy of the approx-
imation. The simplification to a 2×2 matrix elucidates the roles of Ec and EJ : Ec de-
termines the scale of the electrostatic energy parabolas associated with the charge states
while EJ is a perturbation that serves to couple the charge states. Without EJ it would
not be possible to change the charge state of the box at a fixed ng.
The truncated CPB Hamiltonian is a 2×2 matrix and is readily diagonalized to yield





)=√(4Ec (1−ng))2 +E2J (2.21)
which at the avoided crossing at ng = 1 is equal to EJ , the coupling strength between the
two states. We can conveniently express the eigenstates of the Hamiltonian in terms of








which characterizes the relative rotation between the two basis. Using this notation the
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eigenstates of the Hamiltonian are
|g〉 = cos(θm/2) |0〉+sin(θm/2) |1〉
|e〉 = −sin(θm/2) |0〉+cos(θm/2) |1〉 . (2.23)
At the degeneracy point ng = 1 the charge states are maximally coupled and the eigen-
states are equal superpositions of the two charge states while at ng = 0 or ng = 2 the
eigenstates are nearly pure charge states.
Following a similar construction, if d 6= 0 the energy difference between the ground and













Comparing with Eq. 2.21, we see that the effect of the junction asymmetry is small,
except as Φ/Φ0 → 1/2, even for values as large as d ≈ 0.2.
A more in-depth discussion of the split CPB is available in the dissertation by A. Cottet
[64].
2.3.1 Charge Staircase and Energy Levels
As derived in Section 2.2, the charge versus voltage relation of a CPB is the Coulomb
staircase [see Fig. 2.2]. When EJ = 0 the charge states are uncoupled and the charge
state closest to ng/2 minimizes the energy. Exactly at ng = 1 the system is in a super-
position of charge states. The effect of EJ is to couple the charge states and round the
steps of the staircase. For EJ ¿ Ec only two charge states contribute significantly to the
ground state, but as EJ increases the contribution from additional charge states becomes
increasingly important. More charge states must also be included to find higher level
states or accurately describe the system outside of the region 0≤ ng ≤ 1.
The uncoupled EJ = 0 electrostatic energy curves are a series of parabolas that are
centered at even values of ng and have degenerate crossings at the odd values of ng [see
Fig. 2.3(a)]. EJ is a perturbation which lifts this degeneracy and produces an avoided
crossing of, to first order, size EJ . The interplay of the two energy scales is visible in
the transition spectrum [see Fig. 2.3(b)] given by the difference in energies between the
21
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Figure 2.2: Expected value of the magnitude of the charge |〈Q〉| on the island of the CPB
for the ground (red) and excited (blue) states for EJ /Ec = 2/3. The dashed black curves
are the corresponding plots with EJ = 0, demonstrating the effect of EJ .
two states. At the degeneracy point ng = 1 the minimum energy difference is EJ and
the curve closely resembles a parabola with curvature 8E2c/EJ . Away from ng = 1 the
transition energy varies approximately linearly with ng reaching a maximum of 4Ec.
2.3.2 Eect of Gate Voltage Perturbation
The CPB is a charge qubit and consequently its dominant interaction with control sys-
tems or the environment is typically via the charge degree of freedom. The interaction
energy corresponding to a gate voltage perturbation δng—either due to an applied voltage




δng. In the two-level charge











The same unitary transformation that diagonalizes the two-state Hamiltonian trans-
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Figure 2.3: Plot of (a) the calculated energies fn = En/h of the ground (red) and excited
(blue) states of the CPB and (b) the calculated transition spectrum fCPB = ECPB/h =
(E1 −E0) /h of the CPB versus ng. The values of Ec = 6GHz and EJ = 4GHz are repre-
sentative of the devices measured for this dissertation. The dashed black curves are the
corresponding plots with EJ = 0, demonstrating the effect of EJ .
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where σx and σz are Pauli spin operators and the second equality is obtained using Eq.
2.22. From Eq. 2.26 we can see that a static gate voltage perturbation δng shifts the
transition frequency (the σz term) and mixes the levels only to second order (the σx term).






At this operating point a resonant gate perturbation may be used to manipulate the qubit
but also resonant charge or voltage noise will induce transitions between the two states.
2.4 Lumped Element LC Resonator
Circuit QED [25] involves the physics of a resonator and a qubit that are coupled to-
gether. The CPB qubit has already been described in the previous section [see Sec. 2.3].
Here we discuss the physics of the other component, the lumped element superconducting
resonator.
High frequency components are most commonly characterized in terms of their S-
parameters or ABCD-parameters [65]. For a 2-port device the S-parameters characterize










where V+{1,2} are the incident voltage waves on ports {1,2} and V
−
{1,2} are the respective
reflected voltage waves. S-parameters are more useful in practice as they can be directly
measured by a vector network analyzer. The ABCD-parameters relate the total input and
24









Figure 2.4: Schematics of the superconducting LC resonator and CPB qubit. (a) Col-
orized microscope image of the lumped element resonator showing the meander induc-
tor L (blue), interdigital capacitor C (red), center conductor of the CPW (purple) and the
surrounding ground plane (green). (b) Full circuit schematic including the LC resonator
and CPB qubit. The inductor L and capacitor C are in parallel with each other and an
effective resistance R representing the internal resonator losses. The resonator is capac-
itively coupled to a CPB of parameters C j, EJ (the CPB island is marked in red) with
coupling capacitance Cg. The entire structure is floated by two capacitors Ct and C f . It
is driven by input voltage V1 and measured via output voltage V2 while the CPB is biased
by source dc voltage V ′g.










where V{1,2} and I{1,2} are the total voltages and currents at ports {1,2}. The ABCD-
parameters are useful for calculating the total ABCD-parameters of a cascade of 2-port
networks as the total ABCD-parameters are given by the matrix product of the ABCD-
parameters of the individual components.
Each of the lumped element resonators we used in our work consisted of an interdigital
capacitor C in parallel with a meander inductor L [66] [see Fig. 2.4(a)]. One side of the
resonator was capacitively coupled to the center pin of a coplanar waveguide (CPW) trans-
mission line [66] with coupling capacitance Ct and the other side was weakly coupled to
the surrounding ground plane with capacitance C f [see Fig. 2.4(b)]. The floating res-
onator design allowed us to bias the CPB which was capacitively coupled to the resonator
25










Figure 2.5: Microwave Office simulation of a lumped element resonator driven on reso-
nance. Density plots of (a) the electric field and (b) the current in the resonator. Note
that the electric field is concentrated and uniformly distributed mainly in the interdigi-
tal capacitor while the current is concentrated and uniformly distributed mainly in the
meander inductor. See Fig. 2.4(a) for an identification of the resonator components. Sim-
ulation results courtesy of B. Suri.
[see Sec. 2.5]. While the actual coupling between the resonator and the transmission line
had both capacitive and inductive character, we chose to simplify the analysis by treating
it as purely capacitive.
Our lumped element resonator has two main advantages over the more common λ/2 or
λ/4 CPW resonators. It’s physically more compact than the λ/2 or λ/4 resonators and has
no higher modes up to 28GHz, reducing qubit relaxation due to the multimode Purcell
effect [67] [see Sec. 2.7]. However the more complicated geometry of lumped element
systems makes analytically predicting resonator properties more difficult. Instead we
modeled our resonator’s behavior using Microwave Office [68], a 2D finite element elec-
tromagnetic simulation software. From the simulation results we found that on resonance
the electric field is concentrated and uniformly distributed mainly over the interdigital
capacitor [see Fig. 2.5(a)] while the current is concentrated and uniformly distributed
mainly in the meander inductor [see Fig. 2.5(b)]. This is the expected behavior for a
lumped element circuit.
The impedance ZL of a lumped element resonator is given by the series combination of
26
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iωC + iωL+ 1R
(2.30)
where R represents any internal losses in the bare resonator and 1/Cc = 1/Ct+1/C f is the
effective coupling capacitance.
It’s useful to heuristically motivate the large amount of algebra which is to follow. Res-
onance in a circuit occurs when the imaginary part of the impedance Im Z = 0 vanishes
[65]. In the case of the unloaded parallel RLC resonator it’s easy to see that this occurs
when ω2 = 1/LC. The width of an unloaded resonator is determined by its internal losses,
in this case represented by R. Coupling a resonator to a transmission line loads it, shift-
ing the resonance frequency and broadening the linewidth by creating an additional loss
channel. The loaded resonator impedance has a more complicated dependence on the fre-
quency. By first locating the exact (or approximate) frequency such that Im Z (ωres) = 0
and then making a linear approximation to the impedance around ωres it’s possible to
obtain approximate analytic solutions for the resonator S-parameters. If the resonator
quality factor is high (and hence the linewidth is narrow), this method will produce good
results since any realistic impedance may be approximated by the first two terms of its
Taylor series in a narrow interval [69].







and consequently the S-parameters for the entire circuit are
S22 = −Z02ZL +Z0
(2.32)
S21 = 2ZL2ZL +Z0
(2.33)
where Z0 = 50Ω is the characteristic impedance of the transmission line. Note that S21 =
27
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We define the loaded resonance frequency ω2res = 1/L (C+Cc) and the detuning ∆ = ω−














+ iωL ≈ i 2∆
ω2resL
, (2.37)


























= (ωresCc)2 Z02 . (2.38)
The first approximation uses typical values of ωres ≈ 2π×5GHz and Cc ≈ 5fF to discard
the third term ωCcR ¿ 1 while the second assumes that ω≈ωres.




+ 1R + 1Re
, (2.39)
a form which makes transparent the increase in linewidth due to the external coupling.
Defining the corresponding quality factors Q i = R/ωresL, Qe = Re/ωresL and 1/QL = 1/Q i+
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Hence the loaded resonator has the same line shape as the bare resonator but is shifted
and broadened by the coupling to the transmission line.
Two-port microwave circuits can be characterized with a vector network analyzer which
drives the device under test with a pure tone at a given frequency and measures the
reflected and transmitted voltage signals. The frequency of the drive tone is stepped
through a range of values around the resonance while the data at each frequency is accu-
mulated into a plot. The S-parameters are found from the ratio of reflected or transmitted
voltage to the input voltage. In general S21 is a complex quantity and the data is most
commonly represented by two curves—the amplitude (|S21|) [see Fig. 2.6(a)] and phase
(argS21) [see Fig. 2.6(b)]. The S21 amplitude dB scale plot may also be interpreted as
the ratio of transmitted power to the input power (|S21|2) without any additional conver-
sion due to a factor of 2 difference between the definitions of dB for voltage and power.
However, one needs to be careful with such plots to make sure it’s 20log |S21| that’s being
plotted, and not 10log |S21|.
In addition to the transmitted and reflected power characterized by the S-parameters,
energy is stored in the resonator when it’s driven on or near its resonant frequency. On
resonance the steady state stored energy is U = (2Q2L/Qe) (Pin/ωres) where Pin is the input
power [70]. This may also be expressed as the number of photons stored in the resonator
by dividing the stored energy by the energy per photon n =U /ħωres. A signature of this
stored energy may be observed by recording the transient ring-up or ring-down of the
resonator. If the output power of the resonator is monitored while the input power is
abruptly switched off, the output power will decay from the steady state value to zero
on a time scale given by the cavity energy decay time 1/κ = QL/ωres. A similar ring-
up behavior is observed if the input power to the resonator is abruptly turned on. The
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Figure 2.6: (a) Plot of resonator S21 amplitude (20log |S21|) versus frequency and (b)
phase (argS21) versus frequency. The values of ωres = 5.5GHz, QL = 33,300, Q i = 100,000
and Qe = 50,000 are representative of those used in this dissertation.
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response time of the resonator, that is the time to reach the steady state, after changes
in its properties is also given by the decay rate κ. For example, if a resonator is used to
readout the state of a qubit coupled to it, information on changes of the qubit state on
time scales faster than 1/κ would be obscured. Rather than faithfully representing the
qubit state, the transmitted signal would be a convolution of the fast qubit dynamics and
the slow resonator response.
The treatment of the resonator so far has been classical. To develop a quantum de-
scription of the lumped element resonator we follow the canonical harmonic oscillator








where q̂ is the operator for charge stored on the capacitor and ϕ̂ is the operator for flux
stored in the inductor. This form is analogous to the Hamiltonian of a simple harmonic



















L/C is the characteristic impedance of the resonator. The creation and anni-
hilation operators a† and a satisfy the commutation relation
[
a,a†
] = 1. In this notation







A more in-depth discussion of the lumped element LC resonator is available in the
dissertation by Z. Kim [71].
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2.5 Circuit QED
Coherent interaction between a cavity and a two-level system such as a qubit can be













where σ+, σ− are qubit raising and lowering operators and σz is a Pauli matrix. The first
term describes a harmonic oscillator while the second describes a two level system. The
last term is the dipole interaction between the two and describes the coherent emission
(a†σ−) or absorption (aσ+) of one quanta of energy by the qubit from the resonator at rate
g when the two systems are resonant with one another.
Competing with the coherent dynamics of the Jaynes-Cummings Hamiltonian are inco-
herent energy decay processes. We will define the decay rate of photons in the resonator
by κ, which is related to the loaded quality factor by κ=ωres/QL, while the energy decay
of the qubit into non-cavity modes is given by γ⊥. These two processes reduce the time
available for coherent cavity-qubit interaction and broaden the respective spectral lines,
obscuring the effects of the cavity-qubit coupling.
We assume the CPB-resonator interaction is electrostatic in nature. The CPB Hamilto-
nian depends on the reduced gate voltage ng = CgVg/e. When the qubit is embedded in or
near the lumped element capacitor [see Figs. 2.4 and 6.1], in addition to the classical bias
Vg, there will be a contribution from the quantum voltage across the resonator capacitor.








where V̂ = αq̂/C is the operator for voltage across the resonator capacitor including the
scaling α due to the mode structure of the resonator and the position of the CPB. Plugging
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The first term is the original CPB electrostatic Hamiltonian. The second term is not qubit
state dependent and hence can be ignored as it will not affect qubit-resonator dynamics.
The last term is the qubit-resonator coupling Ĥc.






where g = eV0β/ħ is the qubit-resonator coupling strength, V0 =
√ħωres/2C is the rms
vacuum voltage fluctuations in the resonator and β = αCg/CΣ accounts for the voltage
division ratio of the CPB and the position of the CPB in the lumped element resonator.



















This approximation discards terms which describe a change in the energy of the system
(such as a join excitation a†σ+ or joint relaxation aσ−) and is valid when ωres+ωCPB À g
and ωres +ωCPB À |ωres −ωCPB|. This interaction term now has the Jaynes-Cummings
form [see Eq. 2.45].
A more in-depth discussion of circuit QED is available in the dissertations by D. Schus-
ter [74] and L. Bishop [75].
2.5.1 Dispersive Limit
In the Jaynes-Cummings Hamiltonian the qubit-resonator interaction term couples pure
qubit and resonator states. If the coupling term Ĥc is weak, the eigenstates of the system
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are nearly pure states. Specifically if the detuning between the qubit and the resonator
∆=ωCPB−ωres is much larger than the coupling strength g, we can apply non-degenerate
perturbation theory to simplify the Hamiltonian. Keeping terms to second order in g/∆














The limit g ¿ ∆ is called the dispersive limit. The qubit and cavity don’t directly share
excitations but instead the resonance frequency of the resonator is dispersively shifted
by χ=±g2/∆ due to the state of the qubit. A closer look shows that this approximation is
only valid when
p
ng ¿∆, i.e. the coupling effectively scales with the number of photons
n in the resonator [25]. Thus the dispersive limit fails when a large number of photon are





where n̄ = 〈N̂〉 = 〈a†a〉 is the average number of photons in the resonator. If the photon
number exceeds this value, the approximation no longer accurately describes the system
and nonlinear effects become significant.
Typical values of g/2π for CPBs studied in this dissertation were in the 5− 10MHz
range with detunings ∆/2π of 100s of MHz or more. This placed the system in the disper-
sive limit provided less than about 25 photons are stored in the resonator. As the CPB
transition frequency ωCPB can be tuned over a wide range with either an external flux
or a gate voltage, we were able to exploit this to characterize our system and extract key
parameters such as g and ωres. By using an external flux to tune the Josephson energy
above the resonance frequency EJ >ωres, the qubit transition energy ωCPB can be made
to lie above the resonator for all values of the gate bias ng [see Fig. 2.7(a)]. The detuning
∆ is smallest at ng = 1 and hence the dispersive shift χ = g2/∆ is largest there. As ng is
changed away from ng = 1, both the detuning increases and the dipole coupling strength
decreases (note that N̂ = sinθmσ̂x/2+ cosθmσ̂z/2 as can be seen by combining Eq. 2.25
and 2.26) and at ng = 0 or ng = 2 the dispersive shift is negligible. This change in the
dispersive shift is most easily observed by recording the resonator resonance frequency
as a function of ng near ng = 1 [see Fig. 2.7(b)]. At ng = 1 the resonator is pushed by
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Figure 2.7: System spectrum in the dispersive limit. (a) Transition spectrum of the qubit
(red) and resonator (green) with EJ > ħωres. The values used to generate the theory
plot are Ec/h = 6GHz, EJ /h = 6.5GHz, ωres/2π = 5.5GHz and g/2π = 10MHz. The black
dashed line is the bare resonator spectrum. (b) Zoom in of the resonator spectrum near
ng = 1 focusing on the ground state dispersive shift.
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the maximum amount but approaches the bare resonance frequency as we move toward
ng = 0 or ng = 2. This measurement, in combination with spectroscopic determination of
the qubit transition energy ωCPB , allows us to extract the dipole coupling strength g and
the bare resonator frequency.
2.5.2 Resonant Limit
The opposite limit to the dispersive limit is the resonant limit of the Jaynes-Cummings
Hamiltonian. In this case the detuning ∆ approaches 0 and the coupling becomes a dom-
inant energy scale. Rather than crossing, the degeneracy is lifted by the coupling and
the levels form an avoided crossing of size 2g, called the vacuum Rabi splitting [76]. At
this point the eigenstates are equal superposition of pure qubit and resonator states and
a single excitation quanta in the system will coherently oscillate between the qubit and
the cavity modes at rate g/2π.
This effect can be observed in a CPB by tuning the Josephson energy with an external
flux such that EJ =ħωres. In particular, when by biasing the CPB ħωCPB
(
ng = 1
)= EJ , a
vacuum Rabi splitting would be present at ng = 1. However a more practical and common
approach is to tune the Josephson energy below the resonance frequency, i.e. EJ <ħωres.
As the gate bias is moved away from ng = 1, the qubit transition energy will increase and
at points ng = 1±∆ng cross the resonator and form an avoided crossing [see Fig. 2.8]. As
we continue moving the gate bias toward ng = 0 or ng = 2, the CPB energy will move far
above the resonator and we may use the same characterization technique as described in
Sec. 2.5.1. One notable difference is that when the qubit is tuned below the resonator, the
sign of the detuning is ∆ negative and the resonator frequency is pushed up in the range
between 1−∆ng < ng < 1+∆ng.
2.6 Qubit Readout
Quantum measurement [77, 49] can be thought of as a process of projecting the state of
one system onto another. Typically the state of a small and fragile system, such as a
qubit, is projected onto a larger and more robust system, the meter system. To perform
this the two systems need to be coupled. The simplest coupling is of the form χÂM̂ where
Â operates on the qubit, M̂ operates on the meter system and χ is a measure of the
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Figure 2.8: Transition spectrum of a CPB coupled to a resonator, plotted versus gate bias
ng, containing a resonant avoided crossing. (a) Transition spectrum of the qubit (red)
and resonator (green) with EJ < ħωres. The values used to generate the theory plot are
Ec/h = 6GHz, EJ /h = 4GHz, ωres/2π = 5.5GHz and g/2π = 10MHz. The black dashed
line is the bare resonator spectrum. (b) Zoom in of the resonant avoided crossing near







2 Circuit QED With the Cooper-Pair Box
coupling strength. The dispersive limit Jaynes-Cummings interaction term has this form(
g2/∆
)
σzN̂ and this suggests we can view the resonator as a tool to measure the state
of the qubit. Since it will take us some time to record and determine the state of the
resonator, it’s important that we are able to perform repeated measurements of the state
of the qubit without causing random changes in the qubit state. Mathematically this can
only happen if the measurement perturbation commutes with the system Hamiltonian.










which states that the measurement operator (or state property) does not change dur-
ing the measurement process and we may relate this time derivative to commutation
with the CPB Hamiltonian. Since Â = σz commutes with ĤCPB,
[
σz, ĤCPB
] = 0, the res-
onator readout of the CPB state satisfies this property. This is known as a quantum
non-demolition (QND) measurement. In addition to allowing repeated measurements of
the state, this property reduces the measurement system back-action [77, 49].
The interaction between the qubit and the resonator is used to map the qubit state onto
the phase or amplitude of the resonator photons. Due to the QND nature of the readout,
the qubit state may be repeatedly mapped to many photons, making the signal stronger
and allowing it to be averaged, improving the signal to noise ratio. It’s easiest to see how
the qubit state is mapped to the resonator photons and then readout by considering the











The resonance frequency of the coupled cavity is ωres−χ for the qubit in the ground state
and ωres +χ for the qubit in the excited state (assuming positive detuning ∆> 0, the sign
of χ is reversed otherwise) [see Fig. 2.9(a)]. The process of determining the qubit state
is now mapped to the problem of determining the resonance frequency of the resonator.
In electrical engineering language, the CPB acts as a state dependent lossless capacitor
[37] coupled to the resonator. This additional reactance loads the resonator and shifts its
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Figure 2.9: Qubit state dependent resonance of the cavity. (a) Resonator spectrum with
the qubit in the ground state (red) and excited state (blue) with EJ > ħωres. The values
used to generate the theory plots are Ec/h = 6.0GHz, EJ /h = 6.5GHz, ωres/2π = 5.5GHz
and g/2π= 12MHz. The black dashed line is the bare resonator spectrum. (b) Resonator
dispersive shift in the strong dispersive limit. S21 amplitude for the qubit in the ground
(red) and excited (blue) states at ng = 1. The two peaks are offset by 2χ.
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resonance frequency.
The protocol to determine the resonance frequency depends on the relative sizes of
the dispersive shift χ and the resonator linewidth κ = ωres/QL. If the dispersive shift is
greater than the resonator linewidth χ> κ then the two qubit state dependent peaks are
individually resolvable [see Fig. 2.9(b)]. If the dispersive shift is also greater than the
qubit linewidth χ> 1/T∗2 this is called the strong dispersive limit. In this limit it’s possi-
ble to resolve the effects of an individual excitation quanta. In the case of the resonator
this means being able to resolve both resonator peaks while for the qubit this enables
the observation of photon number splitting [78]. When both resonator peaks are resolv-
able, readout is performed by probing the resonator at one of the two dispersively shifted
resonance peaks, for instance ωres −χ corresponding to the qubit in the ground state. In
the case of our notch filter design, the transmission of the cavity will be minimal when
the qubit is in the ground state and nearly unity when the qubit is in the excited state
[79, 80, 25]. If we perform an ensemble average with the qubit in the mixed state then
the excited state probability will be proportional to the transmitted voltage Pe ∝ 〈Vout〉.
The complete measurement protocol involves calibrating the transmitted voltage based
on measurements when the qubit is in the ground and excited states to account for effects
of the transmission line. Finally the integration time of the resonator signal is limited
by the qubit lifetime T1 = 1/γ. The specifics of our experimental qubit readout calibration
and protocol is detailed in Secs. 4.4 and 5.3.2.
2.6.1 Small Dispersive Shift Limit
When the dispersive shift is less than the resonator linewidth χ < κ the two qubit state
dependent peaks are not individually resolvable [see Fig. 2.10(a)]. If the dispersive shift
is also less than the qubit linewidth χ< 1/T∗2 this is called the weak dispersive limit. In
this limit the effects of a single excitation quanta are not resolvable. However, in this
limit we can instead determine the relative phase shift of the output voltage. As the
phase shift within a resonance peak is nearly linear in the detuning, the phase shift be-
tween the two resonator states is θout = 2g2/∆κ [see Fig. 2.10(b)] [25, 81]. This simplifies
the readout procedure as the excited state probability is proportional to the phase of the
transmitted voltage Pe ∝〈θout〉. The calibration procedure to remove effects of the trans-
mission line is also easier to perform. Biasing the CPB at ng = 1 and ng = 0, respectively,
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Figure 2.10: Dispersive shift in the weak dispersive limit. (a) S21 amplitude and (b) phase
for the qubit in the ground state (red) and excited state (blue) at ng = 1. The values used
to generate the theory plot are Ec/h = 6.0GHz, EJ /h = 6.5GHz, ωres/2π = 5.5GHz and
g/2π= 5MHz. The black dashed line is the bare resonator spectrum. The frequencies of
the two peaks differ by 2χ.
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one finds the output phase corresponding to the qubit in the ground state and the bare
resonator. Since we expect the bare resonator frequency to be midway between the two
qubit state dependent resonator frequencies [see Fig. 2.10(b)], it also corresponds to the
phase of a Pe = 50% state. These two measurements are sufficient to calibrate the read-
out for all possible mixed states. The remaining details of our experimental qubit readout
calibration and protocol is detailed in Secs. 4.4 and 5.3.2.
2.7 Purcell Eect
The coupled qubit-resonator system of circuit QED allows the qubit to alter the resonator
state properties but it also works in reverse, with the resonator state affecting qubit prop-
erties and dynamics. Several of these effects were relevant to our work on characterizing
the CPB qubit. The first of these is the Purcell effect [46, 47]. The Purcell effect is a
change in the decay rate of the qubit γ‖ due to the coupling to the resonator. In the
resonant coupling limit (ωCPB =ωres) the total qubit decay rate Γ1 is given by




where γ⊥ is the decay rate of the qubit into non-cavity modes. The factors of 1/2 occur
because in this limit the eigenstates are equal superpositions of qubit and photon states
and excitations are shared equally between the two, leading to a qubit decay rate that is







where (g/∆)2 maybe be interpreted as the fraction of the qubit state residing in the photon
state.
The Purcell effect radiative decay rate of the qubit γ‖ may either be enhanced or sup-
pressed relative to that of the free space decay rate. This is elucidated by an electrical
engineering picture of the qubit environment. In the dispersive limit the impedance seen
by the qubit is that of a parallel RLC combination at frequency ωCPB. The real part of
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this effective impedance determines the decay rate into the cavity mode [82]










L/C is the characteristic impedance of the resonator and the approximation
is valid for large detuning ∆À κ. The typical resonator characteristic impedance Zc ≈
100Ω is of the same order of magnitude as the impedance Z0 = 50Ω of a transmission
line or Z0 = 377Ω of free space [83]. Consequently for large detuning Re Zeff (ωCPB) ¿
Zc ≈ Z0 and the decay rate is significantly suppressed relative to the free space rate.
Alternatively, in the resonant limit γ‖ = κ/2 which depends on the cavity decay rate and
may be enhanced as compared to the free space rate.
Purcell effect considerations are important when choosing a resonator design and the
detuning ∆ at which to operate the qubit. If the detuning is too small, the Purcell effect
may suppress the CPB lifetime and degrade its performance as a qubit. Resonator design
is a significant factor because the Purcell effect occurs for coupling to any cavity mode,
not just the lowest one. In λ/2 or λ/4 CPW resonators the higher lying modes are periodi-
cally spaced in frequency and lie relatively close to the fundamental mode. Although the
detuning to each such mode is large, their quantity and typically lower quality factor still
degrade qubit performance in an effect called the multimode Purcell effect [67]. It is for
this reason that we chose a lumped element resonator design which has no higher modes
up to 28GHz.
2.8 AC Stark Eect
The AC Stark effect [84, 50] is a shift in the transition energy of the qubit due to photons
stored in the resonator. It is the analog of the dispersive shift of the resonator due to
the state of the qubit and is an example of measurement back-action. We may readily ob-
serve its origin by simply rearranging the terms in the dispersive limit Jaynes-Cummings
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The AC Stark shift is produced by the second term in the parenthesis (2χa†a) while the
last term (χ) is responsible for the Lamb shift [84, 85, 86, 87]. Here we see that the AC
Stark effect produces a linear change in the qubit transition frequency as a function of
photon number with a shift of 2χ per photon in the cavity. The Lamb shift is due to
coupling to the vacuum fluctuations and is equal to the AC Stark shift for half a photon.
As the Lamb shift is independent of photon number, it doesn’t affect qubit operation or
readout.
The AC Stark shift affects qubit operation in two ways. First, we can write the qubit
transition frequency as a function of n̄ = 〈N̂〉 = 〈a†a〉 the average number of photons in
the resonator
ωCPB (n̄)=ωCPB,0 +2χn̄ (2.60)
where ωCPB,0 is the transition frequency without any photons in the resonator but in-
cluding the Lamb shift. Consequently the qubit spectrum will depend on the resonator
probe power and we need to account for this. For our devices 2χ < 1/T∗2 , where T∗2 is
the qubit spectroscopic width, and we performed spectroscopy and other dephasing in-
sensitive measurements by continuously probing the resonator at a low probe power cor-
responding to n̄ ≈ 10− 25. At this probe power the AC Stark shift was not enough to
significantly change the qubit spectrum. Additionally, we were able to calibrate the num-
ber of photons in the resonator by measuring the qubit transition frequency versus probe
power and, along with an independent measurement of χ, fit the data to a line [see Sec.
5.4.2].
Our probe signal is produced by a microwave source which generates an effectively
pure tone at the probe frequency. In quantum optics this corresponds to a coherent signal
and creates a Poisson distribution of the number of photons in the resonator. The Poisson
distribution has fluctuations about the mean of order
p
n̄ that broaden the qubit spectral
line. If dephasing due to the AC Stark shift dominates the bare qubit spectral width 1/T∗2 ,
the resulting qubit spectral line has a Gaussian profile with standard deviation [80]
σ=pn̄2χ. (2.61)
In this limit the qubit dephasing occurs on a time scale faster than the cavity response
time, leading to inhomogeneous broadening. To avoid this additional dephasing during
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experiments to characterize qubit coherence we implemented a pulsed probe scheme [81]
in which the resonator was populated with photons only at the end of any qubit pulse
sequence. The specifics of our experimental qubit readout procedure are described in
detail in Sec. 5.3.2.
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3.1 CPB as a Qubit
A physical implementation of a general-purpose or universal quantum computer must
satisfy the DiVincenzo criteria [11]. We can state the criteria succinctly as follows:
1. The system must possess scalable, well-defined qubits.
2. It must be possible to initialize the system to a pure state.
3. A universal set of one and two qubit quantum gates must be available to perform
computation.
4. It must be possible to perform qubit-specific measurements of the system’s state.
5. The system needs coherence times sufficiently long to perform computation.
The circuit QED architecture, consisting of a CPB box and a superconducting resonator,
meets all these requirements. Due to its anharmonicity the CPB may be treated as a
well-defined two-level system. In the limit Ec ' EJ , the minimum transition frequency
between the two lowest levels is ω01
(
ng = 1
) ≈ EJ /ħ while the transition frequency be-
tween the first and second excited states is ω12
(
ng = 1
)≈ 8Ec/ħ. This means it’s possible
to address the ground-to-excited state transition without populating higher states. Suf-
ficient cooling of the qubit further ensures that higher lying states are not thermally


















Figure 3.1: Bloch sphere representation of a qubit state. An arbitrary qubit state |s〉 =
α |g〉+β |e〉 is mapped to a Bloch vector by writing α and β in terms of angular variables
θ and ϕ. These are then assigned to a point on the surface of a unit sphere in R3 by
interpreting them as the angles of spherical coordinates.
assuming the system is thermalized at typical dilution refrigerator temperatures of T ≈
25mK and ω01/2π ≈ 6GHz ≈ 300× kB/hmK. Relaxation [see Sec. 3.3] acts as a natural
reset, bringing the qubit to the ground state if one waits for several excited state lifetimes.
While a universal set of quantum gates and a multi-qubit system weren’t implemented
for this work, such control is possible for charge qubits [89]. A set of basic qubit manipu-
lations via ac resonant pulses was used in our work to study the coupling and coherence
of two CPBs and is described in detail in Sec. 3.1.1. Qubit state readout has already
been described in Sec. 2.6. Decoherence in solid-state qubits remains a major challenge
to their use in a practical quantum computer. An experimental study of the decoherence
in CPB qubits is one of the two main topics of this dissertation [see Ch. 6].
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An arbitrary qubit state |s〉 can be written as a linear superposition of the ground state
|g〉 and excited state |e〉:
|s〉 = α |g〉+β |e〉
= cos(θ/2) |g〉+ eiϕ sin(θ/2) |e〉 (3.2)
where in general α and β are complex and satisfy |α|2+∣∣β∣∣2 = 1. Using this constraint and
the fact that only the relative phase between the two states is meaningful, the superpo-
sition may be written in terms of two angular variables θ and ϕ where Pe = sin2 (θ/2) and
ϕ is the relative phase between the two states. These two angles may be interpreted as
the angles of spherical coordinates and hence any qubit state may be mapped to a point
on the unit sphere in R3 [see Fig. 3.1]. This is known as the Bloch sphere representation
[90]. In this dissertation, |g〉 maps to the North pole while |e〉 maps to the South pole
and points on the equator represent an equal superposition of |g〉 and |e〉. Single qubit
operations are represented by rotations of the Bloch vector on the Bloch sphere.
3.1.1 Qubit Control
Qubit operations are implemented by modulating an external parameter of the CPB
Hamiltonian. For charge qubits this is typically the gate voltage ng and involves ap-
plying non-adiabatic dc pulses with rise time much shorter than the characteristic time
of the Josephson coupling [15] or resonant microwave pulses with rise times slow enough
(and hence with a narrow enough frequency bandwidth) not to cause transitions between
higher lying states [91] [see Sec. 4.3.2].






with ωµw ≈ ωCPB. We will limit the discussion to the sweet spot ng = 1 because at that
point the transition frequency is insensitive to first order to small variations of ng and
this suppresses dephasing induced by fluctuations of the control parameter ng [see Sec.
3.4]. The effect of the perturbation δng (t) is to add a time-dependent perturbation term
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to the bare Hamiltonian [see Eq. 2.14]















where ΩR,0 = Ec∆ng/h is the Rabi frequency on resonance. In general a qubit operator
corresponding to a perturbation may be written as [62]




∣∣ D̂ ∣∣e〉 and D y = Im〈g∣∣ D̂ ∣∣e〉 and Î is the 2×2 identity matrix. The σ̂x and
σ̂y terms will couple the |g〉 and |e〉 states while the σ̂z term will shift the energy levels.
In the general case the Rabi frequency is given by ΩR,0 =∆d
√
D2x +D2y/h where ∆d is the
amplitude of the perturbation. Note that if ng 6= 1 then N̂ also has a σ̂z component [see
Sec. 2.3.2]. However in the typical range of 0.85 < ng < 1.15 accessed in this dissertation
this was not a significant contribution.
By performing a series of manipulations, we can simplify and elucidate the effect of the





Eq. 3.4 into rotating and counter-rotating terms


















+{cos(ωµwt+φ) σ̂x −sin(ωµwt+φ) σ̂y}] . (3.6)
We now change to a frame that rotates with the drive frequency using the unitary trans-
formation U = eiωµw tσ̂z/2. In this frame the Hamiltonian transforms as [92, 93]
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Uσ̂zU† = σ̂z. (3.8)










t+φ] σ̂x +sin[(ωµw −ωµw) t+φ] σ̂y}






where the last line is obtained by making the rotating wave approximation (RWA) [73]
and discarding the fast counter-rotating terms. Additionally, if ωµw 6=ωCPB the bare qubit









/2π is the Ramsey frequency. Hence the total effective Hamil-
tonian in the rotating frame is







The dynamics of a qubit subject to a near-resonant ac perturbation are analogous to
that of an electron in an effective static magnetic field
~b =ΩR,0 cosφx̂+ΩR,0 sinφ ŷ−∆νR ẑ (3.11)
where x̂, ŷ and ẑ are the Cartesian coordinates unit vectors. During driven evolution, the
















Figure 3.2: Qubit operations may be viewed as rotations on the Bloch sphere. For ex-
ample, free evolution of the qubit, present during the Ramsey fringes sequence, may be
viewed as rotation about the z-axis at rate ∆νR in the co-rotating frame.
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Hence we see that the qubit may be manipulated into an arbitrary superposition state
by the application of a proper sequence of pulses. An individual pulse is equivalent to a
rotation operation on the Bloch sphere, rotating around the axis given by b̂ =~b/
∥∥∥~b∥∥∥ at the




called the Rabi frequency. Free evolution constitutes rotation around the detuning field
~b =−∆νR ẑ at the Ramsey frequency ∆νR.
3.2 Steady State Spectrum
In the limit of weak coupling between the qubit and the environment, Bloch-Redfield the-
ory [94, 95] offers a phenomenological model of two-level system behavior. The coherent
quantum evolution of a qubit is disrupted by two incoherent decay processes, longitudinal
relaxation (depolarization) described by rate Γ1 = 1/T1 and transverse relaxation (deco-
herence) described by rate Γ2 = 1/T2. The theoretical derivation of these rates from the
noise sources affecting the qubit is described in Sec. 3.3 and 3.4. The decoherence rate
may further be decomposed into two components, one due to relaxation and the other due
to pure dephasing Γϕ = 1/Tϕ and related by
Γ2 = Γ1/2+Γϕ
1/T2 = 1/2T1 +1/Tϕ (3.14)
where the 1/2 arises because Γ1 describes probability decay but Γϕ describes amplitude
decay. Pure dephasing is due to polarization-preserving variation of the transition fre-
quency.
If the spectral densities of all the noises affecting the qubit are uncorrelated, the decay
is exponential and the longitudinal and transverse relaxations can be separated [96]. In
this limit, the qubit free evolution from an initial state |s〉 = α |g〉+β |e〉 at time t = 0 to
time t is described by the density matrix
ρ =
 1+ (|α|2 −1) e−t/T1 α∗βe−t/2T1 e−t/Tϕ e−i∆νR t
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In general if the low frequency noise responsible for dephasing is correlated the simple
exponential decay e−t/Tϕ is replaced by a more complicated and measurement dependent
decay function fz,exp (t) where the subscript “exp” denotes the experiment performed [see
Sec.3.4].
The effects of decoherence on qubit performance are most easily observed by exam-
ining the width and saturation level of the spectroscopic lineshape. The lineshape is
determined by continuously driving the qubit with pump power Pp, at a set frequency
ωµw with all other control parameters fixed, and recording the steady-state excited state
probability Pe. The pump frequency ωµw is then stepped through a range of values near
ωCPB to obtain the spectroscopic lineshape. The excited state probability as a function of
pump power is found from the steady state solution of the Bloch equations [97] and has a
Lorentzian lineshape given by
Pe = 12
(2πΩR)2 T1T2





) ∝ √Pp as described in Sec. 3.1.1. At low pump power the excited
state probability is linear in pump power while at high pump power it saturates at 1/2. We
may also determine the half width at half max (HWHM) of the spectroscopic Lorentzian







1+ (2πΩR)2 T1T2. (3.17)
At low pump power ΩR → 0 and the spectroscopic coherence time T∗2 is equal to the
coherence time T2 given by Ramsey fringes decay time [see Sec. 3.4.1] while at high
pump power the width is proportional to pump amplitude.
3.3 Relaxation
In the previous section we treated the relaxation time T1and dephasing time Tϕ as em-
pirical quantities. Here we review their theoretical derivation from the spectral densities
of the noise sources affecting the qubit and the qubit parameters. Each control parameter
λ of the qubit Hamiltonian, such as the reduced gate voltage ng or external flux bias Φ
of the CPB, is coupled to uncontrolled or noisy environmental degrees of freedom. This
53
3 Decoherence in the Cooper Pair Box
coupling causes the control parameters to introduce stochastic modulations of the qubit
Hamiltonian. In a manner analogous to a harmonic ng perturbation [see Sec. 2.3.2],
each noisy control parameter results in a corresponding perturbation term to the qubit
Hamiltonian.
If the control parameter is λ (t) = λ0 +δλ (t) where λ0 is the average value and δλ (t) is
a small random fluctuation, we may expand the qubit Hamiltonian as











where we have written ∂Ĥ (λ) /∂λ in terms of the Pauli spin matrices and discarded the
term proportional to Î. This calculation is more easily carried out in the basis which has
no λ dependence and afterwards transforming to the energy eigenbasis. Terms containing
δλ (t) describe linear coupling while terms containing δλ2 (t) describe quadratic coupling
of the qubit to the corresponding fluctuations of λ. Combining the transverse terms we
write the lowest order perturbation responsible for transitions between the ground and
excited state as
Ĥ⊥ (δλ (t))= δλ (t)Dλ,⊥σ̂⊥ (3.19)
where Dλ,⊥ =
√





order perturbation theory [62] we write the energy as











δλ2 (t) . (3.20)









where λ̂ is an environmental operator whose noise δλ̂ (t) we are interested in. We also




〈δλ (0)δλ (t)〉 eiωtdt. (3.22)
The classical spectral density of noise is symmetric in frequency and its low frequency
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components Sλ,c (ω¿ω01) are responsible for dephasing by inducing adiabatic variations
of the transition frequency ω01 [see Sec. 3.4]. Decoherence due to depolarization involves
energy exchange with a noise source and requires the quantum spectral density for a
proper theoretical description.
The Sλ (ω> 0) component of the quantum noise describes absorption of energy by the
environment and is responsible for relaxation of the qubit while the Sλ (ω< 0) component
describes emission and is responsible for excitation of the qubit. If we assume a short
correlated and weakly coupled noise source the depolarization rate is [82]
1/T1 =Γ1 =Γexc +Γrel (3.23)
where Γexc is the excitation rate and Γrel is the relaxation rate. Fermi’s golden rule [62]
gives the rates as







λ,⊥Sλ (ω01) . (3.24)
If we assume our qubit environment is in thermal equilibrium at kBT ¿ħω01, the num-
ber of available modes at the transition frequency of the qubit is exponentially suppressed
and Γexc → 0 and Γ1 → Γrel . In practice non-equilibrium noise can cause excitation of the
qubit but we found that this effect is not significant in our experimental setup, except
for generating non-equilibrium quasiparticles. We observed that the excited state prob-
ability Pe when the CPB is prepared in the ground state is below our Pe measurement
resolution, which implies Pe < 0.01.
3.3.1 Noise Sources Aecting the CPB
The noise sources affecting a qubit may be broadly categorized as having macroscopic
sources such as control and readout circuitry or microscopic sources such as charge fluc-
tuators or quasiparticles. The CPB is a charge qubit and is only weakly sensitive to noise
that doesn’t couple to the charge degree of freedom or the critical current. Here we will
focus the discussion only on noise sources that couple via charge. The effect of a gate
voltage perturbation has already been derived in Sec. 2.3.2 and from Eq. 2.27 we see that
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the sensitivity to a gate voltage perturbation at ng = 1 is
Dng,⊥ =−2Ec. (3.25)
As ng is not a directly measured physical quantity it’s useful to define the corresponding
sensitivities to a voltage perturbation on the gate electrode
DV ,⊥ =−2EcCg/e (3.26)
and a charge perturbation
Dq,⊥ =−2Ec/e. (3.27)
The CPB gate is controlled by an external voltage, and fluctuations in that voltage
translate into fluctuations in ng. If this gate is coupled to an electrical environment with
impedance Z (ω) then the spectral density of voltage noise associated with that impedance
is given by the Johnson-Nyquist formula [82]
SV ( f )= 2hf Re[Z ( f )]ehf /kBT −1 (3.28)
where the spectrum extends to both positive and negative frequencies. Qubit lifetime is
enhanced by ensuring that the real part of the gate impedance is as small as possible. In
our experiments the qubit is imbedded in a superconducting resonator used for readout.
If the coupling between the qubit and the resonator is weak, we may treat the resonator
as an effective impedance seen by the qubit. The real part of the impedance is given by
the impedance of the parallel RLC circuit
Re[Z (ω)]= Zc
1+ (ω−ωres)2 / (κ/2)2
(3.29)
for |ω−ωres| À g where Zc is the characteristic impedance and κ is the decay rate [see
Sec. 2.4]. This can be viewed as an electrical engineering description of the Purcell effect
[see Sec. 2.7]. For large detuning, weak coupling, and small κ this effective impedance
is a very small quantity and doesn’t inhibit qubit performance. However it’s important
to note that lossy parasitic modes of the sample box, the device chip or the control and
readout wiring may also couple to the qubit in this fashion and suppress the lifetime [see
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Sec. 6.1.1]. For this reason it’s important to monitor for such spurious resonances during
the assembly of the experimental setup and remove them if possible.
Lossy materials in or near to the qubit open other channels for qubit decoherence. The
most important example of this is dielectric loss in the dielectrics in which the qubit’s
electric fields reside. Since the qubit has a complex geometry the field distribution is not
simple nor confined to a single material and, in addition to the material properties, it’s
important to consider the participation ratio of field energy in each dielectric near the
qubit. If we assume the simple case that the qubit lifetime is limited by dissipation in the
junction capacitance then the spectral density of charge noise for ħωÀ kBT is [59]
Sq (ω)= 2ħCΣ tanδ (3.30)
where tanδ is the loss tangent of the junction oxide. While the loss tangents of nanoscale
dielectrics at cryogenic temperatures are not well known, the loss tangent of amorphous
AlOx is commonly estimated to be tanδ≈ 10−3 [98] and our own results suggest it may be
as low as tanδ≈ 10−8 in the small volumes formed by a junction oxide barrier [59].
Non-equilibrium quasiparticles are another potential source of energy loss [99, 100].
The qubit can decay by exchanging energy with a quasiparticle that tunnels from the
island to the reservoir. Due to the charge sensitivity of the CPB, the presence of quasipar-
ticles manifests itself as a breakdown of 2e periodicity of the qubit spectrum versus the
reduced gate bias ng. A single electron tunneling between the CPB island and the reser-
voir changes the gate bias by 1e. A large density of quasiparticles may randomly tunnel
on a time scale faster than the measurement time and lead to apparent 1e periodicity of
the qubit spectrum. We observed such a breakdown of 2e periodicity in our earlier CPB
designs with dissipative readout [61] but not in our current dispersive readout design.
In addition to quantum noise responsible for relaxation, the CPB is also affected by
classical low frequency noise which causes dephasing. The origin of this low frequency
noise isn’t fully understood but its spectral density is known to follow a 1/ f type power
law for a large variety of physical systems. In the case of the CPB this consists of 1/ f
charge noise, due to charges moving in the vicinity of the qubit, with spectral density
Sq,1/ f ( f )= A2q/ | f | (3.31)
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with typical values of Aq ≈ 10−3 −10−4 e/
p
Hz [101, 43, 38, 81]. The CPB is also affected
by 1/ f flux noise, possibly due to spins on the surface of the metal films [102]. While
charge noise is typically the dominant dephasing mechanism, flux noise may contribute
if the qubit is operated away from the flux sweet spots at Φ/Φ0 = 0 or Φ/Φ0 = 1/2 and the
sensitivity to charge noise has been sufficiently reduced by choice of qubit parameters
[see Sec. 3.5 and 3.6]. The 1/ f flux noise has spectral density
SΦ,1/ f ( f )= A2Φ/ | f |α (3.32)
with α typically near 1 and AΦ ≈ 1−10µΦ0/
p
Hz [103] with the lower end of that range
most applicable to the types and sizes of Josephson junctions used in CPBs [104, 105].
3.4 Dephasing
Pure dephasing describes the decay of the off-diagonal elements of the density matrix
ρ =
 |α|2 α∗β fz,exp (t) e−i∆νR t
αβ∗ f ∗z,exp (t) ei∆νR t
∣∣β∣∣2
 (3.33)
where fz,exp (t) is the experiment specific generalized decay function, the lifetime T1 has
been assumed to be infinite and the coupling to the noise sources is weak. It’s caused
by adiabatic fluctuations of the transition frequency ωCPB and may be categorized into
two types. Faster fluctuations will affect a single evolution of the qubit (one decay life-
time) while slower fluctuations, called inhomogeneous broadening, will affect the en-
semble averaging performed during a typical experiment. Due to the random fluctua-







between the ground state |g〉 and excited state |e〉 diffuses around the average value〈
φ01
〉
(t)= 〈ωCPB〉 t. The phase is now a stochastic variable
φ01 (t)= 〈ωCPB〉 t+∆φ (t) (3.34)
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with deterministic average value 〈ωCPB〉 t and random spread ∆φ (t) [106]. An initial
state |s〉 =α |g〉+β |e〉 at time t = 0 evolves at time t into a mixture of states given by
|s (t)〉 =α |g〉+βei〈ωCPB〉tei∆φ(t) |e〉 (3.35)






The decay function fz,exp (t) can be expressed in terms of physical quantities such as
the qubit sensitivity to noise and the spectral density of noise by first writing the Taylor
expansion of ωCPB (λ0 +δλ (t)) due to fluctuations δλ (t) around the mean λ0









= 〈ωCPB〉 (λ0)+Dλ,zδλ (t)+Dλ2,zδλ2 (t) (3.37)


















depending on whether the coupling is linear or quadratic. The case of quadratic coupling
arises when Dλ,z = 0 due to choice of the qubit operating parameters, for example when
Dng,z
∣∣
ng=1 = 0 for the CPB. In this case the qubit is insensitive to parameter fluctuations
to first order and the coherence time is enhanced.









If the spectral density of δλ noise and δλ2 noise is Sλ (ω) and Sλ2 (ω) respectively then we
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can further simplify expressions Eqs. 3.38 and 3.39 and write [22, 23]





Sλ (ω)Wexp (ω, t)dω (3.41)
for the case of linear coupling and





Sλ2 (ω)Wexp (ω, t)dω (3.42)
for the case of quadratic coupling and where Wexp (ω, t) is the filter function corresponding
to the experiment performed, ωavg = 2π/tavg is set by the total time of ensemble measure-
ments tavg, ωuv is an upper cutoff frequency, typically chosen to be ωCPB, and the factor
of 2 is due to the spectral density of noise being even at low frequencies.


































At ng = 1 Dng,z
∣∣
ng=1 = 0 and the CPB is insensitive to charge noise to first order. At this









Similarly the flux noise sensitivity can be found by starting with Eq. 2.24 and taking













containing the full junction
asymmetry d dependence. From Eq. 3.46 we see that the flux sweet spot is at Φ/Φ0 = 0
or Φ/Φ0 = 1/2 at which points DΦ,z = 0.
Further analytic evaluation of fz,exp (t) depends on the experiment performed and as-
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sumptions about the spectral density of noise and is discussed in the following sections. A
more in-depth discussion of decoherence is available in the dissertation by G. Ithier [107].
3.4.1 Ramsey Fringes
A Ramsey fringes experiment measures coherence during free evolution of the qubit state.
A pulse detuned by ∆ν from the qubit transition frequency acts as a π/2 rotation around,
for instance, the x-axis to prepare the qubit in an equal superposition state. The qubit is
then allowed to freely evolve for a time t, is again rotated by π/2 in the same manner and
finally the excited state probability is measured [see Fig. 3.3(a)]. The filter function for
this experiment is [107]






where ω is the noise frequency being integrated over and t is the time at which the qubit
state is measured [see Fig. 3.3(b)]. The duration of the control pulses is assumed to be
negligible. This function may be viewed as the Fourier transform of a time domain boxcar
filter. The filter function describes the sensitivity of a particular experiment to noise at
various frequencies. The Ramsey fringes filter function WRam (ω, t) is similar to a low pass
filter with maximum sensitivity to low frequency noise and a minimum at ω= 2π/t with a
series of rapidly shrinking lobes at higher frequencies. Unlike a standard low pass filter,
the frequency cutoff of the Ramsey fringes filter function WRam (ω, t) changes with the
measurement time t, concentrating more of its area and becoming more sensitive to low
frequency noise as the experiment progresses.
The final ingredient needed to evaluate the decay function fz,exp (t) is the spectral den-







Since pure dephasing is due to fluctuations of the transition frequency during the ex-
periment, a direct measurement of the spectrum should be consistent with the inferred
spread of the transition frequency. This is indeed the case and is best illustrated by an
exponential decay function of the form fz,Ram (t) = exp(−t/T2) where T2 is the Ramsey
fringe decay time when there is no inhomogeneous broadening. In this case the spectral
61




pump (qubit, ωCPB + 2πΔνR)
X
π/2 Xπ/2













Figure 3.3: (a) The control pulse sequence for Ramsey fringes consists of a π/2 rotation,
free evolution for time t, and another π/2 rotation, typically about the same axis. Synchro-
nized with the end of the qubit manipulation is a readout pulse which projects the qubit
state to |g〉 or |e〉. (b) The Ramsey fringes filter function resembles a low pass filter. At
short measurement time t = τ/2 (red) the function is low and wide. As the measurement
time advances, the function narrows and grows in height (measurement time t = τ, black
and measurement time t = 2τ, blue), concentrating near ω= 0.
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width is related to the dephasing time by
T2 = 12πνHWHM
(3.49)
where νHWHM is the spectroscopic half width at half maximum in units of Hz of a Lorentzian
resonance peak. Similar relationships exist between more complex decay functions and
spectral lineshapes [107].
In practice a charge qubit is affected by 1/ f charge noise [see Sec. 3.3.1]. For our
purposes, 1/ f noise spectra may be broadly categorized into three types. A wideband 1/ f
noise spectrum extends to all frequencies [see Fig. 3.4(a)]. A static 1/ f noise spectrum has
a hard cutoff at ωc and is assumed to be 0 afterward [see Fig. 3.4(b)]. Such a spectrum
approximates that due to fluctuations that are slow or constant on the time scale of a
single pump and probe sequence (typically on the order of 1µs) but varies between the
many such sequences comprising an ensemble average (typically on the order of 1s). A
quasi-static 1/ f noise spectrum is a more realistic model than static 1/ f noise. It has a
soft cutoff at ωc at which it crosses over into a more rapidly decaying noise spectrum,
such as 1/ f 2 [see Fig. 3.4(c)].
Analytic solutions for the Ramsey decay function fz,Ram (t) may be derived assuming
various noise spectral densities and qubit coupling strengths. If the qubit is linearly

























is the variance of wideband 1/ f noise and, in contrast to
white noise, increases with time. Additionally the decay is non-exponential, in this case
following a Gaussian profile. In cases of non-exponential decay, it’s not possible to define
a decay rate and instead the dephasing time is defined by
∣∣ fz,exp (Texp)∣∣ = 1/e. Finally if
the decay function is complex valued the phase of fz,Ram (t) shifts the phase of the Ramsey
oscillations.
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Figure 3.4: Possible 1/ f noise spectra. (a) A wideband spectrum extends to all frequencies
while (b) a static spectrum has a hard cutoff at ωc. (c) A quasi-static spectrum has a soft
cutoff at ωc after which it transitions to a faster falloff, such as 1/ f 2.
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Quadratic coupling of the qubit to the noise source is mathematically handled similarly
to linear coupling but requires one additional simplifying assumption. It’s necessary to
make assumptions regarding or derive the spectral density Sλ2 (ω) and probability dis-
tribution of δλ2. The probability distribution of δλ2 may be assumed to be Gaussian or
δλ may be assumed to be the Gaussian variable with δλ2 consequently having a non-
Gaussian distribution. However, both approaches lead to very similar results and will be













where Sλ (ω) is the assumed spectral density of δλ. For 1/ f charge noise [see Eq. 3.31]
this gives







If we assume quadratic coupling to wideband 1/ f noise with Gaussian δλ2 distribution
















Alternatively if the 1/ f noise is quasi-static with a soft cutoff at ωc and the distribution













and transitions to an exponential decay for long times.
3.4.2 Spin Echo
A spin echo measurement can be thought of as a form of open loop control to reduce
dephasing due low frequency noise at the expense of increased sensitivity to the higher
frequency noise components. In the language of NMR, the spin echo technique [111]
counters the effects of inhomogeneous broadening, producing linewidth limited only by
homogeneous broadening. Similar to Ramsey fringes, the pulse sequence begins with a
π/2 rotation around, for instance, the x-axis to prepare the qubit in a state with an equal
superposition of |g〉 and |e〉. The qubit evolves freely for a time t/2 after which another
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Figure 3.5: (a) The control pulse sequence for spin echo consists of a π/2 rotation, free
evolution for time t/2, a π rotation, typically about the orthogonal axis, a second free
evolution for time t/2, and another π/2 rotation about the original axis. Synchronized
with the end of the qubit manipulation is a readout pulse which projects the qubit state
to |g〉 or |e〉. (b) The spin echo filter function closely resembles a bandpass filter with
pass band near 2π/t. As the measurement time advances, the passband narrows, grows
in height and moves to lower frequencies but always remains 0 at ω = 0. Plotted is the
evolution of the filter function with measurement time t, starting with t = τ/2 (red) to
time t = τ (black) and finally to time t = 2τ (blue).
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pulse is used to rotate the qubit by π around either the same axis as the first time or the
orthogonal axis, in this example the y-axis. The qubit then continues with another free
evolution for time t/2, is rotated by π/2 around the same as axis as the first rotation and
the excited state probability is measured after the last qubit manipulation pulse [see Fig.
3.5(a)]. The effect of the intervening π rotation is to refocus the transverse component of
the Bloch vector that is along the axis of the refocusing pulse. Visualized on the Bloch
sphere, the effect of the refocusing pulse on a set of precessing Bloch vectors is to swap
the positions of the fast and slow vectors such that the slow ones are given a boost while
the fast ones are set back by exactly the amount needed so as to refocus at the echo time
t.
The filter function for this experiment is [107]











where ω is the noise frequency being integrated over and t is the time at which the qubit
state is measured [see Fig. 3.5(b)]. The spin echo filter function is similar to a bandpass
filter with a passband at center frequency ω≈ 2π/t. As the measurement time t increases
the passband moves to lower frequencies but it remains insensitive to low frequency noise
as Wecho (0, t)= 0. Additionally the area of the spin echo filter function is equal to the area
of the Ramsey fringes filter function. Consequently the spin echo sequence doesn’t reduce






We may analytically evaluate the spin echo decay function based on various assump-
tions about the noise spectrum and the coupling. Assuming linear coupling to wideband






If we define the enhancement factor as the increase in the dephasing time due to spin
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echo as compared to the Ramsey fringes decay time we find
Techo/T2 =
√∣∣ln(ωavgt)∣∣ / ln2 (3.59)
which is approximately Techo/T2 ≈ 4.5 for typical values t = 1µs and ωavg = 1Hz. The spin
echo sequence does improve upon the Ramsey sequence but it’s also limited by the high
frequency tail of the 1/ f noise. If the qubit is coupled linearly to 1/ f noise with a high
frequency cutoff ωc, the detailed form of the spin echo decay function depends on the form
























In both cases the enhancement factor is greater than for the wideband case with the exact
value depending on both ωc and the shape of the high frequency noise cutoff.
Quadratic noise coupling leads to more complicated polynomial decay functions. As-
suming static 1/ f noise with cutoff at ωc and a Gaussian distribution of δλ the decay













In general the spin echo decay function strongly depends on the exact shape of the cutoff.
3.4.3 Rabi Oscillations
Decoherence during driven evolution is measured by recording the decay of Rabi oscilla-
tions. Rabi oscillations [62] are the cyclic absorption and stimulated emission of photons
by a qubit driven by a resonant or near-resonant harmonic drive. The qubit is excited
by a pulse of duration t and the excited state probability is measured immediately after
[see Fig. 3.6(a)]. The excited state probability has a sinusoidal dependence on the pulse
length t which, for a resonant drive, is used to calibrate the π and π/2 pulses. The π pulse
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Figure 3.6: (a) The control pulse sequence for Rabi oscillations consists of an excitation
pulse of duration t immediately followed by a readout pulse which projects the qubit state
to |g〉 or |e〉. (b) The Rabi oscillations filter function closely resembles a bandpass filter
with pass band at 2πΩR . The sharpness of the filter function is set by the measurement
time t but the filter shape doesn’t significantly change as the measurement time advances.
The filter function is plotted at measurement times t = τ/2 (red curve), t = τ (black curve),
and t = 2τ (blue curve) and is seen to remain nearly the same.
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Figure 3.7: Rotating frame used to analyze Rabi oscillations. The frame rotates at the




(green). The qubit state is ex-
pressed in the new eigenbasis {| g̃〉 , |ẽ〉} and its driven evolution is a rotation around the
axis~c (red) at the Rabi frequency ΩR =
√
Ω2R,0 +∆ν2R.
length is often conveniently chosen as the duration corresponding to the first excited state
probability maximum while the π/2 pulse length is half of the π pulse length.
To analyze Rabi oscillations, it’s convenient introduce a new eigenbasis {| g̃〉 , |ẽ〉} in a
rotating frame. The frame rotates around a fixed axis ~c on the Bloch sphere at the drive
frequency ωµw [see Fig. 3.7]. The horizontal component of the axis of rotation ~c has
magnitude ΩR,0 and lies in the equatorial plane. Its exact direction depends on the phase
of the drive but we may, without loss of generality, chose it to be along the x-axis. The




/2π, leading to an angle η with
the z-axis defined by cosη =∆νR/ΩR or sinη =ΩR,0/ΩR . The evolution of the qubit state
is a rotation around the axis ~c at the Rabi frequency ΩR . Analogous to T1 and T2, we
define a relaxation time T̃1 and a coherence time T̃2 which correspond to the decay of the
longitudinal and of the transverse parts of the density matrix in the rotating eigenbasis.
Assuming a white noise spectrum and taking into account the frequency shifts due
to the transformation to the rotating frame, the relaxation rate in the rotating frame is
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found to be [115]




where Γν = πD2λ,zSλ (2πΩR). Decoherence in the rotating frame satisfies an equation
similar to Eq. 3.14 of the form [115]





Γ1 +Γϕ cos2η+ 12Γν sin
2η (3.65)
is the pure dephasing in the rotating frame. At zero detuning cosη= 0 and Eqs. 3.63 and
3.65 reduce to
Γ̃1 = Γν+ 12Γ1




Unlike Ramsey fringes, which are most sensitive to noise at ω= 0, Rabi oscillations are
most sensitive to a narrow band of noise centered around ω= 2πΩR . Thus by studying the
decay time of Rabi oscillations, one can access the spectral density of noise for frequencies
that typically range from 1MHz to 200MHz. From Fig. 3.6(b) we see that the effect of
low frequency noise is suppressed to first order in Rabi oscillations. Fluctuations of the
transition frequency manifest themselves as fluctuations of the Rabi frequency ΩR and









If the noise spectrum isn’t white, such as the case of 1/ f noise, then the decay due to low
frequency noise is no longer exponential. In this case the exponential decays associated
with the rates Γ1 and Γν combine with the non-exponential decay from the low frequency
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noise and the Rabi decay function is given by [107]












where the exponential decay factor is due to Γ1 and Γν from Eq. 3.65. fz,cosη (t) is the
Ramsey decay function appropriate to the assumed coupling and noise spectrum but with
the noise scaled by cosη, specifically via the substitution Dλ,z → Dλ,z cosη and Dλ2,z →
Dλ2,z cosη as appropriate.
Alternatively, we could directly solve for the Rabi decay function starting with Eq. 3.41
or 3.42 and then assuming a specific noise spectrum and using the Rabi filter function
[23]











This filter function has a shape comparable to the spin echo filter function but has smaller
harmonic weight and a passband centered around frequencies ΩR [see Fig. 3.6(b)]. This
may be understood by considering that Rabi oscillations are most sensitive to noise near
ωrot = 0 in the frame rotating at ΩR which appears as noise near ΩR in the laboratory
frame.
3.5 Qubit and Resonator Parameter Selection
The choice of qubit parameters EJ , Ec, and Cg is determined by factors such as fabrica-
tion feasibility, availability of compatible experimental equipment and the desired qubit
coherence. The CPB is a charge qubit and consequently is most sensitive to charge noise.
To minimize this sensitivity we characterized the qubit coherence at the charge sweet
spot ng = 1. At this point the transition frequency is given by ħωCPB = EJ [see Eq. 2.21].
Our microwave qubit control electronics are limited to the range 1−20GHz while optimal
performance and noise filtering lies in the range 4−8GHz. This constrains our opera-
tional EJ to the 4−8GHz range. We found a large variance in our fabricated EsumJ , about
±50% for nanoscale Josephson junctions, so that in practice if EsumJ is found to be above
the optimal range, it can be tuned down using an applied external flux Φ [see Eq. 2.19].
Ideally EsumJ is in the 4−8GHz range so as to enable operation of the qubit at the double
sweet spot at ng = 1 and Φ/Φ0 = 0. However, since the CPB sensitivity to flux noise is
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much lower than its sensitivity to charge noise, operation away from the flux sweet spot
is not necessarily detrimental to qubit performance and we have used qubits with EsumJ
as large as 20GHz without any apparent issues.
The choice of Ec is bounded above and below by two criteria. Ec/EJ must be sufficiently
large so that the device behaves as a charge qubit. This is typically achieved by having
Ec À EJ . If Ec ' EJ the charging energy is still the dominant energy scale but more than
two charge states are needed to accurately model qubit dynamics. On the other hand, at
the sweet spot the charge sensitivity Dng2,z = 8E2c/EJ [see Eq. 3.45] and it’s advantageous
to reduce Ec/EJ to improve qubit performance. We chose to optimize Ec for longer qubit
coherence times and used Ec/EJ ≈ 1 which corresponds to Ec in the 4−8GHz range.
Our ability to tune EJ and Ec independently relies on the fact that, while both are
functions of the construction of the junction, they depend on different factors. Specifically,
Ec = e2/2CΣ where CΣ = C j +Cg and EJ =Φ0I0/2π [see Sec. 2.1]. Since C j À Cg the two
relations may be approximated as Ec ∝ 1/C j and EJ ∝ I0. C j is the junction capacitance
and scales as C j ∝ A/d where A is the junction area and d the thickness of the dielectric
whereas the critical current I0 scales as I0 ∝ A× e−ξd where ξ is a constant. In practice,
we use our choice of Ec to constrain the area A. The approximate thickness d0 is fixed at
about 1−2nm. As Ec ∝ d0, a small change in d0 ±∆d induces a correspondingly small
change in Ec. However, since EJ ∝ e−ξd0 and ξd0 À 1, a small change in d0 results in a
large change in EJ . This allows us to effectively independently tune EJ during junction
fabrication after selecting an Ec value.
In addition to the set of qubit parameters, the resonator parameters ωres, QL, Qe, Q i
and the qubit-resonator coupling capacitance Cg need to be selected. ωres is limited to
the 4−8GHz range for the same reason as EJ . Additionally ωres shouldn’t be placed too
far or too near to the qubit transition frequency ωCPB. If the detuning is too small, the
Purcell effect [see Sec. 2.7] will degrade the qubit excited state lifetime. If the detuning is
too large, the dispersive shift χ [see Sec. 2.6] may be too small and require long averaging
times during readout. For the lumped element resonators we chose to use ωres = 5.5GHz.
QL affects the CPB in a similar fashion. If the quality factor QL is too low, the Purcell
effect will degrade the qubit excited state lifetime. Additionally a low QL may decrease
the signal-to-noise ratio if the system is in the small dispersive shift limit [see Sec. 2.6.1].
On the other hand, a very large QL will increase the rise time of the resonator, given by
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τres = 1/κ=QL/ωres. The readout signal is approximately the average value of the excited
state probability during the integration time [see Sec. 2.6]. Increasing the integration
time improves the signal-to-noise ratio but decreases the average value of the excited
state probability because that decays at a rate T1 during the integration window. For-
tunately this loss of visibility is well understood and may be accounted for theoretically
during post-processing. Our QL values are typically in the 20,000−40,000 range and are
set by Q i, which is in the 30,000−150,000 range and varies from to sample to sample,
and Qe, which is in the 50,000− 70,000 range and is determined by resonator layout.
These loaded quality factor QL values correspond to resonator ring up times of the order
of ≈ 1µs.
Finally Cg sets the strength of the qubit-resonator coupling g and hence the dispersive
shift χ [see Sec. 2.5]. We used Cg on the order of ≈ 10aF, which puts our system in the
dispersive limit with a dispersive shift large compared to the resonator linewidth.
3.6 Transmon Limit of the CPB
As discussed in the preceding section, reducing Ec/EJ decreases the CPB sensitivity to
charge noise. If we continue decreasing the charging energy Ec so that EJ À Ec, we en-
counter the transmon [116] and phase qubit limits. We can reduce Ec by adding shunting
capacitance across the existing CPB design. This additional capacitance increases CΣ
and consequently lowers Ec without changing the critical current I0 of the junction or
requiring larger qubit areas which would be more likely to contain material defects.
As Ec/EJ is decreased below one, the qubit energy levels lose their dependence on gate
bias and become flatter, eventually becoming independent of charge [see Fig. 3.8]. We
quantify this by introducing the total charge dispersion
εm =
∣∣Em (ng = 0)−Em (ng = 1)∣∣ (3.70)
which tracks the difference in energy between the qubit biased at ng = 0 and ng = 1 for
energy level m. In the charge regime
ε0 = |0−Ec| = Ec = EcEJ
EJ (3.71)
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Figure 3.8: Charge dispersion in the transmon. As Ec/EJ is reduced from Ec/EJ = 1.00
to Ec/EJ = 0.02, the n = 0 (black), n = 1 (red), and n = 2 (blue) energy bands flatten and
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Figure 3.9: Relative anharmonicity αr of the transmon plotted as a function of EJ /Ec. For
small EJ /Ec the qubit is highly anharmonic. As EJ /Ec is increased the anharmonicity
drops and crosses 0, rendering the CPB inoperable as a qubit near EJ /Ec = 9. However
after further increase in EJ /Ec the anharmonicity becomes negative and remains small.
but as Ec/EJ is reduced the charge dispersion approaches [39]












8EJ /Ec . (3.72)
Thus we see that the dependence of the energy levels on gate bias, and hence the sensitiv-
ity to charge noise, is exponentially suppressed. It’s interesting to note that this drastic
reduction of the effect of charge noise occurs for values of Ec/EJ as small as ≈ 0.1, which
is still far from the typical regime of phase or flux qubits. An additional benefit of this
new design is that there is no need for a gate bias line, although it comes at the expense
of ng tunability.
Along with decreased charge dispersion, lowering Ec/EJ reduces the anharmonicity of
the energy levels [see Fig. 3.8]. Defining the relative anharmonicity as
αr = (E12 −E01) /E01 (3.73)
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While the charge dispersion decreases exponentially, the anharmonicity decreases only
algebraically and maintains enough anharmonicity for the two level approximation to
remain valid and operate the device as a qubit. Note that this region of sufficient anhar-
monicity is reached after first passing a forbidden region of EJ /Ec = 8−10 in which the
anharmonicity passes 0 and switches sign [see Fig. 3.9].
The anharmonicity is important because the Fourier composition of qubit control pulses
depends on their shape. Faster pulse rise times require larger bandwidth and increase the
possibility of exciting higher lying transitions. The qubit anharmonicity limits the pulse
rise time and hence the shortest pulse that may be used for qubit control. Long pulses
increase operational time, countering some of the benefit of increased phase coherence
or may be limited by relaxation. Finally, with reduced anharmonicity, higher levels are
not as detuned and their presence may need to be accounted for to accurately model the
qubit-resonator coupling and dispersive shift.
Alternatively, the transmon may be viewed as an unbiased phase qubit with a reduced
critical current I0. Since all of my measurements were in the CPB limit, I don’t discuss
the transmon further in this dissertation, but that avenue of research is pursued by other




Our CPB qubit chip has two major components: the CPB itself and the readout resonator.
The resonator is a simple, single layer, microscale lumped element structure whereas the
CPB is a more complex, multilayer, nanoscale structure. We fabricated a multitude of
dies containing the resonator structure by patterning them in parallel on a single wafer
using optical lithography. After dicing the wafer, we followed this up with electron beam
(e-beam) lithography based nanofabrication to produce the CPBs on individual chips.
4.1.1 Optical Lithography
Microfabrication [118, 119, 120] is the process of creating microscale and smaller struc-
tures on a flat substrate such as a silicon or sapphire wafer. Integral to this process is the
technique used to transfer a desired pattern onto the target wafer. When light is used to
transfer the pattern from a photomask onto a light sensitive resist, the process is called
optical lithography or photolithography. In addition to transferring the pattern to the
resist, it’s also necessary to deposit or remove material in the desired areas.
Microfabrication typically follows one of two standard process flows. In the first method,
commonly called a lift-off process, material is added to the desired areas by first coating
the entire wafer with photoresist [see Fig. 4.1(a)]. The resist is then exposed to UV light
through a mask containing the desired pattern and chemically developed, removing the
resist in areas where it’s desired to deposit material. A thin film of material is subse-
quently deposited on the entire wafer. In areas where the resist has been removed, the
thin film will be deposited on the underlying substrate whereas elsewhere it’s deposited
on the photoresist. Finally the resist is chemically dissolved and this results in the re-
































Figure 4.1: Diagrams of the two standard microfabrication process flows. (a) Lift-off is an
additive technique that utilizes a resist mask to selectively add material in the desired
areas. (b) Etch is a complimentary process that selectively removes material, leaving
behind the desired pattern.
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The second method, commonly called an etch process, may be considered the dual of the
first and begins by depositing material on the entire surface of the wafer [see Fig. 4.1(b)].
The wafer is then coated with photoresist, exposed to UV light through a mask, and devel-
oped, reproducing the features on the mask. The initial layer of material is then etched
using either a wet or dry process. In areas where the photoresist remains, it protects
the material from removal. The resist is then removed using a wet resist stripper or a
blanket dry etch process.
Although we have used both processes to produce samples, both of the devices that I
studied in detail in this thesis were created using the lift-off process. The choice of one
method over the other depends on details including the need to integrate the layer under
consideration with previous and subsequent layers. For instance, the lack of a selective
etch between the deposited material and an underlying layer will prohibit the use of the
etch process. On the other hand if the material deposition process produces a conformal
coating, it will not be possible to perform lift-off since the deposited material both blocks
the dissolution of the underlying resist and yields rough edges in locations where lift-off
does succeed.
Two different exposure techniques are commonly employed in optical lithography. Con-
tact lithography, and the closely related proximity lithography, places a soda-lime glass
mask either in contact with or offset a few microns from the wafer. A thin chromium film
on the mask blocks UV transmission from a mercury-vapor lamp in the designated areas
while the rest are transparent. Projection lithography uses projection masks, known as
reticles, to project a reduced image from a distance in a manner similar to a slide projec-
tor. The exposed area is typically a small fraction of the wafer surface, such as a single die,
and this process is repeated to cover the entire wafer. For this reason projection lithog-
raphy machines are known as steppers. Steppers offer several advantages over contact
aligners, such as higher resolution and reduced sensitivity to resist non-uniformity and
edge bead, but are also much more complex to fine tune and operate. For both types of
systems, feature size is limited by the wavelength of the light. While state of the art
optical lithography is capable of producing features as small as ≈ 30nm [121], for our res-
onator designs we only needed a resolution of ≈ 1µm. For this reason we used a simple
contact aligner for resonator fabrication.
We designed the resonator wafer pattern for 3inch wafers using L-Edit layout editor
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[122] and had the corresponding 4×4inch2 masks manufactured at Microtronics [123], a
local business.
The choice of resist again offers two options: positive or negative. Positive photore-
sist becomes soluble in developer after exposure to UV light. The most common class
of positive photoresists is based on diazonaphthoquinone (DNQ) mixed in novolac resin.
Normally the novolac polymer is very weakly soluble in an aqueous base but additives
may be used to increase the dissolution rate. DNQ is a photochemical acid generator
and after exposure to UV light converts into an acid, increasing the rate of dissolution of
the resist by several orders of magnitude. It’s then easily and selectively washed away
by the developer in the exposed regions. Conversely, unexposed negative photoresist is
highly soluble in developer but after exposure to UV light becomes very weakly soluble.
The physical mechanism responsible for this is UV light induced cross-linking of the poly-
mer mediated by a photoactive additive. This renders it more inert and significantly less
soluble in developer.
Resist processing begins with spin coating a thin layer of photoresist on a wafer. An
excess amount of resist dissolved in a solvent is dispensed as a puddle on the wafer which
is then spun at 1000−5000rpm for 30−60sec on a spinner. A combination of centrifugal
force, fluid viscosity and solvent evaporation results in a uniform film. Factors such as
the revolution rate, resist concentration, solvent evaporation rate and ambient environ-
mental conditions determine the final film thickness. Following spin coating, the resist is
prebaked (softbaked) at temperatures around 100−150◦C. This drives off the majority
of the remaining solvent which could otherwise create problems such as bubble forma-
tion or an uneven development rate. The resist is then exposed and post exposure baked
(PEB) at around ≈ 100◦C. This second bake thermally activates the diffusion of photoacid
formed during exposure, helping to smooth out any non-uniformities caused by standing
waves in the resist. Subsequently the resist is developed and an optional hardbake is
performed. Hardbake temperatures are typically higher than for the previous two bakes,
usually around ≈ 150◦C, and serve to increase the chemical resistance of the resist. This
helps the resist withstand further processing but may deform features as resist begins
to flow when heated above its glass transition temperature. When the resist is no longer
needed, it’s removed, either by dissolving in a resist stripper or etching using an oxygen
plasma in an asher.
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The two resist types have different strengths and weaknesses. For example, negative
resists tend to have better chemical resistance while positive resists have better step cov-
erage. Nevertheless, the choice of which resist to use often comes down to preference.
The early CPB-resonator chips fabricated by Z. Kim [71] were made on quartz or sili-
con using a process employing the negative resist NR9-1000PY from Futurrex [124]. By
carefully controlling the exposure dose, we were able to control the sidewall profile of the
resist to obtain an undercut and greatly facilitate lift-off. However when we switched
to single crystal sapphire because of its lower dielectric loss tangent, we began having
problems with exposure dose and lift-off. I believe this was due to the fact that sapphire
is optically transparent and our wafers had only single-sided polish, resulting in excess
diffuse reflection of the UV light from the backside and hence reducing our spatial and
dose exposure control. To overcome this issue I switched to a bi-layer resist stack. For
the top layer I used the positive resist OiR 906-10 by Fujifilm [125] while the bottom
layer was LOR-5A by MicroChem [126]. LOR-5A is a non-photosensitive resist based on
polymethylglutarimide (PMGI). It has a very well controlled development rate in all the
standard resist developers. This allowed us to control the undercut independently of the
top layer exposure parameters by overdeveloping the resist stack and eliminated our lift-
off problems. The precise layer thicknesses, development procedure, and other process
details I used are given in Appendix A.1.
4.1.2 Material Deposition and Etching
Many techniques are available to deposit thin films of single elements or compounds. One
of the simplest methods is a type of physical vapor deposition (PVD) called evaporation
which involves heating the source material in a boat or crucible at high vacuum. Typically
the material melts in the boat and evaporates with some of the vapor traveling to and
condensing on the substrate. The high vacuum (10−6 −10−8 Torr) is needed to allow the
particles to travel the long distance (≈ 1m) to the target without colliding with residual
gas molecules. The source material may be heated by a resistive element, in which case
it’s called a thermal evaporator, or by bombarding it with high energy electrons from an
electron gun, in which case it’s called an electron beam (e-beam) evaporator. Thermal
evaporators are simple but generally limited to relatively low melting point materials. E-
beam evaporators may be used with almost any material but are more complex and have
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other issues such as incidental low dose UV and x-ray exposure of the target. Typical
deposition rates for evaporation systems are 5−10Å/s.
Another commonly employed PVD method is sputtering. Sputtering is the process of
ejecting atoms from the surface of a target by bombarding it with ions that typically have
energies of a few hundred eV. Similar to evaporation, atoms that are ejected from the
target travel to and redeposit on the surface of the substrate wafer which is typically
5−50cm away. The sputtering ions are often from a plasma formed from an inert gas,
such as argon, that is generated using a strong dc or rf electric field. Depending on the
configuration, the electric field responsible for generating the plasma also either directly
or indirectly accelerates the ions toward the target. Unlike evaporation, sputtering takes
place in a low vacuum, around 10−2 −10−3 Torr, as sufficient background gas pressure is
needed to generate the plasma. Consequently the target atoms diffuse due to collisions
with the gas rather than travel in straight paths to the substrate. This results in a
more conformal film with better step coverage in contrast to the directional deposition
of evaporation. Conformality is beneficial in some situations but does make it difficult
to use sputtering with a lift-off process. Other potential advantages of sputtering over
evaporation include the ability to deposit materials with very high melting points, such as
refractory metals, and better adhesion to the substrate due to the target atoms impacting
the substrate with more energy. On the other hand, the higher background pressures
needed for sputtering may result in more impurities, such as the sputtering gas, being
incorporated into the film.
Chemical vapor deposition (CVD) [120] is a chemical, rather than physical, process
used to deposit thin films. The substrate is exposed to a controlled combination of volatile
precursors which react together or decompose on the surface to produce a film. This pro-
cess produces very conformal coatings which in some cases are even able to penetrate
and cover the surface area of high aspect ratio features. There are many implementa-
tions of CVD operating at pressures as high as 1atm or as low as 10−6 Torr with the more
common tools working in the 10−3 Torr range. The various implementations also differ
in the means by which the chemical reactions are initiated. Some use high temperatures
to break down the reactants or provide a necessary activation energy. Plasma-enhanced
CVD (PECVD) utilizes plasma to increase the chemical reaction rate of the precursors.
The setup for PECVD is similar to sputter deposition except that the substrate is placed
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at the location of the source target and the plasma is configured such that the precursors
don’t strike the substrate with sufficient kinetic energy to cause significant physical sput-
tering. Standard CVD processes are not compatible with lift-off due to the conformality
of the coating and damage to the resist under the high operating temperatures used in
CVD. The strength of CVD lies in the ability to deposit compounds with good stoichiom-
etry control. It’s most often used to deposit dielectric materials such as silicon or metal
oxides.
Etching is the chemical removal of material from films on the substrate or the sub-
strate itself and is classified as either a wet or dry process. During wet etching the entire
substrate wafer is immersed in a bath of liquid etchant, typically a mixture of acids, bases
or a buffered solution. At the conclusion of the etch, the wafer is rinsed in pure water or a
similar inert solvent and then dried with nitrogen gas. All exposed surfaces of the target
film are removed by a wet etchant at a nearly uniform rate, leading to an isotropic etch.
This may be either problematic as the wet etch will undercut the resist mask and won’t
faithfully transfer the pattern to the underlying layer or beneficial if the undercut is de-
sired to create free floating structures. Dry etching is conceptually similar to CVD in that
the etchant is delivered as a gas or plasma to the surface to be removed. The etchants are
chosen such that the products are highly volatile and can be pumped away after reacting
with the material on the surface, exposing fresh material for further removal. The most
common implementation of dry etching is reactive-ion etching (RIE) which bombards a
surface with reactive ions generated from a plasma. The setup for RIE is very similar
to PECVD and differs only in the choice of reactants. In fact PECVD equipment may be
used as an RIE, and vice versa, merely by changing the gas chemistry. Since the reac-
tive ions are accelerated towards the substrate, vertical surfaces receive a much smaller
flux of etchant than horizontal ones, resulting in a directional or anisotropic etch. An in-
terplay between the ambient gas pressure and the accelerating voltage or plasma power
determines the relative amounts of drift and diffusion and is used to tune the anisotropy
of the process. However it should be noted that if the accelerating voltage is too high, the
ions may indiscriminately sputter material from the surface rather than reacting only
with the target material. In addition to anisotropy, two other figures of merit are used to
quantify etch processes. The etch rate describes how fast material is removal from the
surface, commonly measured as the depth etched per unit time, while the selectivity is
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the ratio of the etch rate of the target material to a different substance, usually the mask
or the substrate material. Due to the myriad of available chemistries, wet etches usually
have superior selectivities and etch rates as compared to dry processes but suffer from
issues such as process complexity and possible contamination.
We used a dedicated aluminum thermal evaporator to deposit the 100nm Al films which
were then lifted-off to create the resonator structures. This was followed by a second step
of lift-off processing to create Ti/Au alignment marks on the resonator wafer. These were
deposited using an e-beam evaporator due to the high melting point of titanium. The
purpose of the ≈ 10nm Ti layer is to increase the adhesion of the 100nm Au layer, which
is not very reactive and might otherwise peel off from the wafer. The alignment marks are
needed for the subsequent e-beam lithography used to pattern the CPB [see Sec. 4.1.3].
We also used the thermal evaporator to deposit a ≈ 12nm aluminum anti-charging layer
after spinning-on the e-beam resist stack [see Sec. 4.1.3]. This concluded our wafer wide
processing as the e-beam lithography and junction fabrication steps were done on a die
by die basis. The complete recipe we used to fabricate the resonators is given in Appendix
A.1.
We separated the wafer into individual dies using a wafer dicing machine. The back
of the wafer is attached to sticky tape which is in turn held in place by a vacuum chuck.
Cuts are made along open areas between dies, called streets, using the mechanical sawing
action of a rapidly-spinning water-cooled resinoid blade embedded with diamond grains.
Dicing is a dirty process due to the large amount of debris and the need for cooling water.
To protect the die surface during dicing we coated the entire wafer with FSC-M by Shipley
(acquired by Rohm and Haas and subsequently by Dow Chemical Company [127]), a non-
photosensitive and easily stripped resist.
In addition to qubits, we also made test resonators by sputtering and then etching a
150nm Nb film. Using Nb allowed us to quickly test initial resonator designs by cooling
them to 350mK in a He-3 refrigerator rather than the more labor intensive cooldown
to 25mK in a dilution refrigerator. The superconducting transition temperature of alu-
minum is 1.2K while that of niobium is 9.2K. This means that at 350mK thermally
generated quasiparticles are not a significant source of loss in Nb resonators but can sig-
nificantly limit the performance of Al resonators. We also performed similar preliminary
350mK characterization of Al resonators. This allowed us to extract a more limited set of
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information such as ωres, QL and Qe but not the ultimate Q i or the qubit parameters.
4.1.3 Electron Beam Lithography
Electron beam (e-beam) lithography is a high resolution, maskless pattern generation
technique that beats the diffraction limit of optical lithography by employing a beam of
high energy (10− 100keV) electrons to expose resist [128, 120]. The electron beam is
focused to a spot as small as ≈ 1nm in diameter and raster scanned across the write
area, pausing long enough at each point to expose the resist. The beam is blocked by
using an electrostatic beam blanker while it’s passing over areas that should remain
unexposed. No physical mask is needed as only a software pattern is used to control the
beam. Although this makes it a very useful research tool, the serial nature of the writing
process significantly increases the exposure time.
The incident high energy electrons, called primary electrons, inelastically scatter off of
the atoms or electrons in the resist, generating lower energy secondary electrons in the
process. For electrons that undergo electron-electron forward scattering, the scattering
angle is small and the primary electrons continue traveling through the resist and into
the substrate, to depths greater than 10µm, generating secondary electrons along the
path. The primary electrons may also backscatter off of atoms with a scattering angle
greater than 90◦. The secondary electrons are capable of breaking chemical bonds and
are responsible for most of the resist exposure. Although the beam itself is focused to
a very small spot, the secondary electrons have a range of ≈ 10nm leading to typical
linewidths of ≈ 50nm on our system and better on dedicated e-beam writers [129, 130].
Both positive and negative e-beam resists are available. Positive e-beam resists are
commonly based on poly(methyl methacrylate) (PMMA), a high molecular weight poly-
mer. The e-beam exposure causes chain scission, significantly increasing the dissolution
rate in a solvent developer. The resist is available with a range of molecular weight
formulations with a corresponding trade-off in contrast and sensitivity. Higher molecu-
lar weight PMMA requires a larger dose to expose, and hence is less sensitive, but also
has a larger contrast in solubility between exposed and unexposed resist, allowing finer
features to be written. Note that excessive e-beam exposure will cause the polymer to
cross-link and increase its chemical resistance, in effect turning it into a negative resist.
Negative e-beam resist based on hydrogen silsesquioxane (HSQ) cross-links on exposure
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to e-beam, leaving behind a hydrogenated SiO2-like compound after development.
Generating sub-100nm features in our e-beam system requires successfully dealing
with the various nuances of e-beam lithography. First, since e-beam lithography employs
charged particles to expose the resist, it’s necessary for the sample to be conductive in
order to prevent charge build up. When the substrate wafer is composed of a conducting
material such as doped silicon, this problem is naturally averted. However, in the case
of an insulating substrate, such as quartz or sapphire, an anti-charging layer is needed.
We deposited a ≈ 12nm aluminum film on top of the e-beam resist to fulfill this role. This
film is thin enough so as not to disrupt the exposure process but sufficiently conductive to
prevent charge build up. Additionally, since e-beam resist is exposed by deep UV light or
x-rays, it’s important to not use e-beam or sputter deposition to deposit the anti-charging
layer. Second, as has been already discussed, the primary electrons are forward scattered
as they travel through the resist. This has the effect of broadening the beam and par-
tially exposing nearby resist and is termed the proximity effect. Backscattering is less
frequent but contributes significantly to the proximity effect. A workaround is to use a
bi-layer resist stack. A thin, high resolution, upper resist minimizes forward scattering
effects while the lower resist shields the upper resist from some of the electrons backscat-
tered from the substrate [131, 128, 132]. The bi-layer resist stack also offers additional
development parameters to tune the undercut and aid lift-off. Finally there is the need
to detect an existing resonator pattern so as to align the e-beam write to it and place the
CPB in the desired location. Contrast in a scanning electron microscope (SEM) image is
a function of surface topography and the atomic number Z of the specimen. In our case
the resist stack was 1µm high and covered all the features, obscuring surface topography
details. Additionally aluminum and sapphire have similar atomic number compositions,
making it very difficult to distinguish the two. We solved this problem by depositing gold
alignment marks near the write area which created small regions of very large Z contrast,
and hence visibility.
Our e-beam writer was a converted JEOL 6500 SEM [133]. It operates as a standard
SEM but during writing an external computer running Nanometer Pattern Generation
System (NPGS) software [134] controls some aspects of the SEM. The system rasters the
beam across the field of view, pausing as specified by the pattern file to expose the resist
but blocking the beam when passing over areas that should remain unexposed. The e-
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beam pattern is designed using a customized version of DesignCAD that comes packaged
with NPGS. Our e-beam resist stack was 850nm of MMA(8.5)MAA from MicroChem [126]
followed by 120nm of ZEP 520A from Zeon Chemicals [135]. MMA(8.5)MAA is methyl
methacrylate copolymer with a significantly higher e-beam sensitivity (lower dose re-
quirements) than PMMA while ZEP 520A is a PMMA based e-beam resist with somewhat
higher sensitivity and higher chemical resistance. The two resists we chose have sepa-
rate developers that are compatible with each other, allowing us to control the undercut
independently of the feature size.
4.1.4 Junction Fabrication
An Al/AlOx/Al Josephson junction is a nanoscale, multilayer structure. Complicated
lithography and alignment would be required to fabricate such a structure one layer at a
time. Instead we used a clever self-aligning process known as double-angle evaporation
or alternatively the Fulton-Dolan bridge technique [136, 128, 137]. Double-angle evap-
oration is a lift-off based technique where two apertures, for forming the two leads of a
Josephson junction, are separated by a suspended resist bridge. After the e-beam resist is
developed, the junction is made in three consecutive steps without removing the sample
die from the evaporator chamber [see Fig. 4.2]. For the first step, the sample stage is
rotated and the first aluminum evaporation is done at an angle of 15◦−25◦ away from the
surface normal and deposits one set of leads. For the second step, high purity oxygen is
introduced into the chamber at a controlled pressure for a set amount of time. The alu-
minum reacts with the oxygen and aluminum oxide grows on all exposed metal surfaces.
For the third step, the oxygen is pumped out and the second aluminum evaporation is
performed. It’s done at an angle differing from the first, typically mirrored about the sur-
face normal. With proper choice of deposition angles one lead from the second deposition
will lie on top of the other lead from the first deposition, capping the oxide to prevent
further growth and forming a junction. Other leads formed by the two evaporations ei-
ther completely overlap with existing leads or are isolated and hence don’t contribute to
the circuit. Due to the non-vertical angle of the evaporation, material will be deposited
in areas near the base of the resist that are typically shadowed by the resist mask. To
ensure this area is clear of resist, the undercut required for double-angle evaporation is



















Figure 4.2: Diagram of the double-angle evaporation process. (a) The bi-layer resist stack
is exposed by an e-beam and then (b) developed to produce a large undercut. The cross
section view shows the two apertures separated by a suspended resist bridge. (c) The first
angled Al evaporation deposits one set of features which are then (d) oxidized through a
controlled exposure to pure oxygen. (e) The second angled evaporation produces another
set of features with a small lateral offset from the first. The two evaporation angles are
chosen such that the left lead from the second evaporation deposits directly on the right
lead from the first evaporation, creating the metal-insulator-metal structure needed for a
tunnel junction. (f) Resist lift-off completes the fabrication process.
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We were able to achieve such large undercuts by choosing a resist stack with two compat-
ible developers and a very sensitive bottom resist. The resist bridge may also collapse if
it’s too long. Ultimately this limits the maximum area of Josephson junctions that can be
made with this process.
Oxidation is the most critical step of Josephson junction fabrication as it’s responsible
for creating the tunnel barrier. The aluminum oxide dielectric thickness sets the tunnel
barrier height and the corresponding junction critical current I0, while defects in the
barrier contribute to decoherence. The critical current density, or current per area, is
given by [138, 139]
J0 ∝ (Poxtox)−α (4.1)
where Pox is the partial pressure of oxygen in the evaporation chamber, tox is the ox-
idation time and α is an empirical constant. The product Poxtox is termed the oxygen
exposure. For the high J0 regime α≈ 1.5 while in the low J0 regime α≈ 0.5—all of our
samples are in the low J0 regime. We have found that the proportionality constant of
Eq. 4.1 slowly drifts with time, equipment and the operator. For this reason the standard
procedure to obtain the desired critical current is to first fabricate a set of junctions using
a best guess exposure and then scale the process parameters using Eq. 4.1 to correct for
deviations.
Contamination during deposition and oxidation is responsible for the formation of de-
fects in the tunnel barrier. The primary constituent of the ambient environment at
10−6 −10−7 Torr is water vapor which reacts with fresh aluminum during oxidation and
leads to the incorporation of impurity H ions. The approximate pressure-time product to
form one monolayer is known as the Langmuir unit L = 10−6 Torr ·s [140]. We minimize
this by using a turbomolecular (turbo) pump to obtain a base pressure in our evaporator
of ≈ 10−7 Torr, using heat strips to heat the chamber walls during pump down to drive off
water and choosing a short, but not impractically so, oxidation time.
We also optimized the aluminum evaporation steps to reduce the impact of quasipar-
ticles on CPB performance. Quasiparticles in a superconductor form a continuum of en-
ergies with a minimum at the superconducting gap ∆ [33]. When the gap of the CPB
island is larger than that of the leads, it’s energetically unfavorable for quasiparticles
to reside on the island. The superconducting gap ∆ of aluminum films increases with
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decreasing film thickness and also increasing concentration of non-magnetic impurities,
including oxygen [141, 142, 143, 144]. During the evaporation process, a thin aluminum
film coats not only the sample but also the walls of the evaporation chamber. This film
is very reactive and acts as a getter, effectively allowing the system to achieve a lower
background pressure than with the turbo pump alone. For this reason, the second evap-
oration is likely to give a cleaner film with a slightly lower energy gap ∆ than the first
film. Accordingly, we chose the order of double-angle evaporation such that the island was
deposited first. Furthermore the island was made thinner than the leads, 300Å versus
500Å. Both of those factors increased the energy gap ∆ of the island and helped protect
the CPB from non-equilibrium quasiparticles. As an additional benefit, the thicker leads
ensured that they would contact the island without risking a break in the region covering
the step edge.
Junction fabrication is a low yield process and it’s very advantageous to screen devices
before committing to a long cooldown in a dilution refrigerator. The critical current I0 of
a Josephson junction scales with the geometry of the junction exactly as the inverse of its
normal state tunneling resistance Rn. The Ambegaokar-Baratoff relation [33] quantifies
the invariant product of the two as
I0Rn =π∆/2e. (4.2)
Using this we may estimate the critical current of a junction by measuring its normal
state resistance Rn. Although the room temperature tunneling resistance of a junction
is larger than its normal state cryogenic value, the deviation is systematic. This allows
us to perform rapid room temperature diagnostic characterization of potential devices.
Since the disparity in the room temperature and cryogenic resistance values is system-
atic, we were able to use the known critical current I0 and normal state resistance Rn of
previously cryogenically characterized samples to improve our preliminary room temper-
ature screening. With this technique we were able to estimate the critical current of well
behaved devices with better than 50% accuracy.
The complete recipe we used to fabricate the CPBs is given in Appendix A.2.
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4.2 Cryogenics and Filtering
Qubit operation requires cooling to sufficiently low temperatures such that higher lying
states are not thermally populated and thermal fluctuations are suppressed [see Sec. 3.1],
succinctly expressed as kBT ¿ħω01. For our CPB devices ω01/2π≈ 6GHz≈ 300×kB/hmK
which implies that we need temperatures below ≈ 30mK for optimal qubit performance.
Evaporative cooling of He-4 can’t produce temperatures below about 1.2K while He-3
refrigerators only reach below about 300mK. The most popular approach for quantum
computing applications is to use a dilution refrigerator because it can reach temperatures
below 20mK with continuous operation [145, 146].
A dilution refrigerator uses the mixing of two phases of a He-3/He-4 mixture to provide
cooling. Below the critical point at 860mK the He-3/He-4 mixture spontaneously sepa-
rates into two phases, the concentrated phase (nearly 100% He-3) and the dilute phase
(6.6% He-3 and the balance He-4). The transfer of He-3 from the concentrated to the di-
lute phase is an endothermic process—it may be considered a type of “evaporation”—and
provides effective cooling. Continuous operation of a dilution refrigerator is provided by
extracting He-3 from the dilute phase and resupplying it to the concentrated phase.
We used an Oxford Instruments model 100 dilution refrigerator with a cooling power
of 100µW at 100mK and a base temperature of about 25mK. The He-3 follows a closed
cycle that begins when it enters the refrigerator and is cooled to 4.2K by the He-4 bath. It
then passes through the He cold traps which freeze out any contaminants. The 1-K pot—
a small volume of He-4 that is pumped on and evaporatively cooled to 1.5K—cools the
He-3 gas and condenses it to a liquid. The concentrated He-3 fluid then flows down to the
mixing chamber, along the way passing and exchanging heat with the still at 0.6K and
with the returning dilute phase mixture. The mixing chamber is at the base temperature
of the refrigerator and is the volume where the two phases coexist [see Fig. 4.3]. At the
boundary between the two phases He-3 from the concentrated phase “evaporates” into the
dilute phase, in the process cooling the mixing chamber and anything in thermal contact
with it. He-3 in the dilute phase flows up to the still. A sealed He-3 pump pumps on
the still, where He-3 evaporates preferentially and then exits the refrigerator, passing
through the He-3 pump and liquid nitrogen cold traps before again beginning the cycle.















Figure 4.3: Photograph of the Oxford Instruments model 100 dilution refrigerator with
all shielding cans removed. Identified are the approximate temperatures of the various
components as well as the mixing chamber and the cold stage.
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saturating and maintaining the refrigeration cycle.
The dilution refrigerator used for this work is a traditional design, sometimes called
a wet refrigerator, and requires that the He-4 bath be refilled every three days. Newer
designs, called dry refrigerators, use a pulse-tube cooler to replace the liquid helium bath,
simplifying maintenance and reducing dependence on increasingly scarce He-4 supplies.
The various temperature stages of a dilution refrigerator are necessary for its proper
operation but also serve a very useful role in the optimal filtering and thermalization of
the dc and rf lines going down to the sample at the mixing chamber.
4.2.1 Filtering and Thermalization
The primary experimental challenges in setting up the cryogenic experiment were to en-
sure that the system cooled to the desired base temperature and that noise from higher
temperature stages or external instrumentation didn’t compromise the qubit performance.
The primary channels for heat and noise to propagate through are the input and output
lines that connect the device to the rest of the setup. In our case this consisted of three
distinct pathways—dc bias lines, rf input lines and rf output lines—each with their own
filtering requirements. Infrared light leaking into the sample enclosure was another pos-
sible source of non-equilibrium noise [see Sec. 4.2.2].
The rf input line is used to drive the resonator and send microwave pump pulses to the
qubit. It requires large bandwidth both due to the nature of the pulses themselves [see
Sec. 4.3.2] and due to the tunability of the qubit transition frequency in the 4−8GHz
range. The line has a characteristic impedance of 50Ω and is terminated by the 50Ω
output impedance of the microwave sources or mixers. This means that, if no filtering
is used, the impedance seen by the qubit would be 50Ω at a temperature of 300K and
the qubit performance would be impaired by the corresponding voltage noise. We can
address this problem by filtering the rf input line with attenuators that uniformly reduce
all incoming power—including Johnson-Nyquist noise, instrumentation noise, and qubit
and resonator drive pulses—across the entire spectrum. The double sided voltage spectral
density of Johnson-Nyquist noise of an impedance Z ( f ) at a temperature T is given by
[see Sec. 3.3.1]
SV ( f )= 2hf Re[Z ( f )]ehf /kBT −1 (3.28)
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Figure 4.4: Diagram of the dilution refrigerator wiring. Two input lines, a dc bias line
and an rf input line, are joined at the cold stage by a bias tee. A single rf output line
allows information to be transmitted for room temperature processing. The device under
test (DUT) is a CPB qubit coupled to a superconducting LC resonator. The ports label rf




SV ( f )= 2kBTR (4.3)
when ħω < kBT and R = Re[Z ( f )]. In an impedance matched system (Zhot = Zcold) with
sample temperature Tcold such that ħω < kBTcold, the power attenuation α at the cold
stage required to adequately filter thermal noise is given by the particularly simple rela-
tion
α= Thot/Tcold (4.4)
where Thot is the temperature of the hot noise source. For instance, to attenuate room
temperature noise in an experiment at 4.2K it’s sufficient to place a 20dB attenuator in
front of the sample. However when ħω > kBTcold it’s necessary to use the full quantum
form of the Johnson-Nyquist noise and one finds that much more attenuation is required
[147]. Filtering room temperature noise below that of 25mK requires over 60dB of at-
tenuation. Limited available space and cooling power of the mixing chamber make it
impractical to mount all of the required attenuators at the sample. Distributing some of
the components among the higher temperature stages such as the helium bath at 4.2K
and 1-K pot at 1.5K avoids this issue. Since an attenuator is a resistive network with
an impedance of 50Ω [65], they are also thermal noise sources and can’t reduce incoming
noise below that given by Eq. 3.28 at their temperature.
We filtered our rf input line by placing a series of broadband dc−40GHz attenuators
[148] consisting of a 10dB attenuator at 4.2K, a 20dB attenuator at 0.6K at the still,
and a 30dB attenuator at 25mK [see Fig. 4.4]. Although this is a very large amount of
attenuation (input power is reduced by a factor of 1,000,000), this is in fact beneficial as
the powers needed to probe the resonator are in the single photon regime (≈ −110dBm)
and qubit manipulation pulses are only 20−30dB larger. In addition to broadband at-
tenuation, we used dc blocks with passband 10MHz−18GHz [149] to filter out 1/ f noise
from room temperature sources such as instrumentation and for some cooldowns we in-
cluded additional low or high pass filters to further remove noise outside the operational
4−8GHz band.
It’s important to note that as a practical matter, microwave components are rarely de-
signed for and tested at cryogenic temperatures by the manufacturer. This may lead
to significant deviations from the expected behavior in devices that rely on resistive ele-
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ments and consequently all components should be tested cryogenically before their instal-
lation. In particular we have found that attenuators from some manufacturers become
superconducting at the base temperature of the dilution refrigerator and for this reason
we exclusively used attenuators from Midwest Microwave [148], which had only minor
changes in their properties.
The rf output line has similar bandwidth requirements as the rf input line but with one
additional complication. Since the signal passing through the sample is already highly
attenuated, further broadband attenuation would render it too weak to detect. To get
around this issue we used a 2.9− 8.7GHz high pass filter, Mini-Circuits model VHF-
2700A [150], followed by a pair of 4− 8GHz, 18dB isolators from PAMTECH [151] at
25mK [see Fig. 4.4]. An isolator is a two port, non-reciprocal, ferrite device. Signals
entering port 1 propagate to port 2 while signals entering port 2 are routed to an internal
50Ω termination. Thermal noise generated by the 50Ω resistor is transmitted to port 1.
The rating of an isolator describes how well port 1 is isolated from port 2, 18dB in our
isolators. This setup allowed us to pass signals to a cryogenic amplifier with minimal loss
while attenuating noise from higher temperature stages. While isolators are marvelous
devices, they have some drawbacks. They are bulky, generally narrow band, and don’t
behave well outside their designed passband. To ameliorate the latter issue we used low
pass filters in series with the isolators on some cooldowns. The isolator chain was followed
by a 3dB attenuator and a 35dB gain, low-noise, cryogenic HEMT amplifier from Caltech
[152] at 4.2K [see Fig. 4.4]. The 3dB attenuator was needed because without it we
observed strong self-oscillations in the amplifier. Amplifiers typically have high reverse
isolation and directivity, meaning the HEMT amplifier also acted as a large attenuator to
noise coming from readout instrumentation at room temperature.
The dc bias line has very different requirements than the rf lines. The bandwidth
needed is very narrow, extending from dc to at most 1MHz for very fast sweeps. On the
other hand, the voltages required are much larger—a voltage of ≈ 10mV gives an induced
charge of 1e in a typical CPB. It’s not practical to use wideband attenuators to filter this
line as it would require source voltages of the order of 1kV. Reflective discrete-component
low-pass filters are a good solution but have one flaw—at frequencies in the tens of GHz
their behavior breaks down and they can display spurious transmission resonances. An
alternative approach is to use dissipative filters. Skin effect loss in conductors scales
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with frequency f as α∝√ f while dielectric loss is proportional to the loss tangent of the
material and scales with frequency f as α∝ f [153]. Consequently a long coaxial cable
of small diameter and low conductivity acts as an absorptive low pass filter [154, 155].
Alternatively the skin effect loss may be enhanced by using a copper powder filter [156,
157]. This type of filter consists of a long length of thin wire wound in a cylinder and
imbedded in epoxy impregnated with very fine copper powder, significantly increasing
the surface area and hence the skin effect damping. Our dc line filtering setup included
both types of filters [see Fig. 4.4]. The cable running down to the sample stage was a thin,
CuNi coax from COAX CO. [158]. CuNi is a poor conductor, increasing skin effect loss,
and furthermore has poor thermal conductivity, reducing the heat load on the mixing
chamber. In addition, I placed a hybrid capacitor-input (pi) and copper powder filter
before the sample. The copper powder filter has a gentle cutoff beginning at about ≈
1GHz. Combining it with a pi filter, model 1293-001 from Spectrum Control [159], allows
us to fine tune the cutoff slope and frequency, giving the combined filters a relatively
sharp cutoff at ≈ 1MHz. The rf input and dc bias lines were joined at the cold stage by
using a 0.1−60GHz, model V250 bias tee from Anritsu [160]. The output coaxial cable
from the bias tee was connected directly to the sample.
In addition to filtering, it’s necessary to ensure that each input and output line is prop-
erly thermalized and heat sunk. Incomplete thermalization leads to components that
are at a higher temperature than the refrigerator stage they are mounted to and pro-
duce excessive thermal noise. Incorrect heat sinking can also lead to a large heat load on
the refrigerator and results in the cold stage heating above its base temperature. Ther-
mal anchoring of rf lines is relatively straightforward since the attenuators used to filter
noise are a resistive network and contain resistors which connect the center conductor to
ground and ultimately the refrigerator.
We used coaxial cables made from materials with poor thermal conductivity and nar-
row cross section to limit the amount of heat conducted from higher temperature stages
[see Fig. 4.4]. In situations that required poor thermal conductivity but good electrical
performance we installed coax with superconducting niobium inner core and outer jacket.
Thermal isolation of dc lines was accomplished the same way, by using wires constructed
of poor thermal conductors. Thermal anchoring of dc lines is a more complicated because


















Figure 4.5: Photograph of the sample box. The sample chip is attached to the bottom of
the sample box with silver paste for improved thermal contact. Connections between the
sample and CPW chips are made with Al wire bonds.
creating a short. There are several approaches to overcoming this obstacle. For lines
made of thin ductile copper wires, such as thermometry leads, we tightly wrap the lines
around a copper post and secure them with epoxy. This compensates for the poor thermal
conductivity of the insulation by greatly increasing the contact surface area. For rigid
lines, we run the line through a wire surrounded by a glass bead that is soldered into
hole in a copper plate. An alternative method is to replace a short length of the standard
wire insulation with a thermally conducting dielectric. This is done by inserting short
lengths of microstrip on a Si substrate at several points along the dc line.
4.2.2 Sample Box
The sample packaging needs to house the device die and shield it from external noise
sources while allowing it to thermalize to the base temperature, provide access for input
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and output lines and avoid creating spurious resonances. Our sample boxes have a ≈
1×1inch2 square base and are ≈ 0.5inch high with a separate screwed-on lid [see Fig.
4.5]. All parts are machined out of oxygen free high conductivity (OFHC) copper for good
thermal conductivity and electrical shielding. The inside is hollowed out and has space
for the 5×5mm2 sample chip along with three to four ≈ 5×5mm2 chips with lengths of
coplanar waveguide (CPW) to transition from the external SMA connectors to the CPWs
on the sample chip. We used silver paste to secure the device directly to the bottom of the
sample box for improved thermal contact.
When the lid is tightly secured to the sample packaging, the enclosure forms a Faraday
cage, shielding the sample from most environmental electromagnetic interference. How-
ever, infrared light can reach the cold stage of a dilution refrigerator and enter into a
sample box through minute openings between the lid and the box [41, 42]. Such radiation
has sufficient energy to break Cooper-pairs. If the intensity is sufficiently high, enough
non-equilibrium quasiparticles may be generated to reduce the qubit excited state life-
time T1 and the resonator internal quality factor Q i. To eliminate infrared leakage, we
used a ring of very soft indium wire to form a gasket between the lid and the box [see Fig.
4.5].
The most challenging aspect of designing and assembling the sample box is ensuring
proper microwave performance. Impedance mismatches or transitions with large para-
sitic reactance need to be avoided. Both lead to spurious resonances that can decrease
qubit lifetime via the Purcell effect [see Sec. 2.7], distort drive pulses, or lead to a fre-
quency dependent transmission coefficient S21 requiring recalibration after each tuning
of the qubit transition frequency. While we didn’t have an overall formula to follow in
microwave packaging and waveguide transition design, the overarching principles are to
match the modes on the two sides of the transition and to minimize any parasitic ele-
ments [161, 162].
At the sample box, we used K launchers, Anritsu model K102F-R [160], to transition
from coaxial cables to the CPW chip inside [see Fig. 4.5]. The Anritsu launchers are
K connectors which are backward compatible with SMA connectors but offer superior
performance up to 40GHz. We chose the dimensions of the CPW center strip and gap
width [66] to provide a good match to the dimensions of the launcher center pin and
dielectric diameter, improving the transition from the coaxial to the CPW mode. Finally
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we used a glob of indium wire and multiple wire bonds to connect the CPW ground strips
to the box ground. This ensures that the ground strips have good electrical contact to the
ground along their entire length and suppresses propagation through undesired modes
such as the parallel plate waveguide or slotline modes [66].
Similar steps were taken to optimize the CPW chip-to-sample transition. In our pack-
age there was a ≈ 0.5mm gap between the CPW chip and the sample die, unlike the SMA
launcher and CPW chip which fit snugly against each other [see Fig. 4.5]. This gap was
bridged by wire bonds, which as a good rule of thumb have 1nH/mm of inductance per
length. We minimized this series inductance by making the wire bonds as short as pos-
sible and putting many in parallel, further reducing the total inductance. We took steps
to improve the mode matching by tapering the dimensions of the CPW on the sample to
coincide with the dimensions of the CPW on the CPW chip. Furthermore, the CPW chip
and sample were made on substrates of similar height and dielectric constant and aligned
with respect to the center conductors of their respective CPWs.
4.3 Qubit Control
Qubit control electronics are used to set the values of the Hamiltonian parameters, specif-
ically the reduced gate voltage ng = CgVg/e and the applied flux Φ [see Sec. 2.3], and gen-
erate the microwave pulses used to perform qubit operations [see Sec. 4.3]. The Hamil-
tonian parameters are either kept at a constant value or varied on time scales not much
faster than 1ms. The hardware required to generate such signals is simple. Qubit ma-
nipulation pulses on the other hand have carrier frequencies in the 4−8GHz range with
stringent requirements on pulse shape, carrier phase and other criteria. The instrumen-
tation needed to generate such pulses is complex and requires careful calibration.
4.3.1 External Parameters
The applied flux Φ was generated by the magnetic field of a superconducting solenoid
magnet located inside the Dewar housing the dilution refrigerator. According to man-
ufacturer’s specifications, a current of 1mA in the magnet produces a magnetic field of
1G in the center of the solenoid where the sample is located. We constructed a current
source by placing a computer controlled digital-to-analog converter (DAC) voltage source
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in series with a 1kΩ resistor. The desired magnetic field was set by turning on the heat
switch, which heats a section of the solenoid and breaks the superconducting loop, chang-
ing the current in the loop using the current source, turning off the heat switch, and then
turning off the current. This leaves the magnet in persistent current mode at the current
we set, and with the magnetic field generated by it. No filtering is needed for the magnet
current bias line as it’s weakly coupled to the qubit and relatively isolated from external
noise sources while in persistent current mode.
The gate voltage bias Vg was supplied by a Tektronix AFG3102 function generator
[163] followed by a room temperature 100 : 1 voltage divider. The divider output was
then connected to the dc bias line [see Sec. 4.2.1]. We used a sawtooth waveform with
a typical period of 200µs and a peak-to-peak voltage of several volts during experiments
that required a Vg sweep and a fixed voltage output while performing experiments at a
fixed value ng = CgVg/e. The AFG3102 function generator was controlled by a computer
via GPIB, allowing us to quickly switch output waveforms and speed up data acquisition.
During experiments where we swept the gate voltage, the function generator sync output
triggered the oscilloscope used for data acquisition [see Sec. 4.4].
4.3.2 Microwave Pulse Shaping
We used resonant or near resonant microwave pulses to control the state of the CPB qubit
[see Sec. 4.3]. Pulse duration, amplitude, and phase must all be carefully controlled as
errors in any of those quantities can lead to improper algorithm execution and increased
effective dephasing. Microwave pulses can be generated either by direct synthesis using
a high speed DAC or by using mixers to modulate a continuous carrier wave. Direct syn-
thesis of pulses above 1GHz is prohibitively expensive, so we employed the modulation
technique for our pulse shaping setup. The modulation method combines a DAC to gen-
erate the pulse envelope with mixers to modulate a pure tone generated by a microwave
source [see Fig. 4.6]. In the frequency domain, modulation adds a spread of Fourier com-
ponents centered around the carrier frequency to the pulse spectrum. The bandwidth of
these components is determined by the envelope rise time and shape and must be narrow
enough so as not to excite higher qubit states.
A frequency mixer is a three port, nonlinear component that takes voltage inputs A (t)
at the intermediate frequency (IF) port and B (t) at the local oscillator (LO) port and
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Figure 4.6: Time trace of a representative qubit control pulse. In this example, the pulse
(black) consists of a 1GHz, 2Vpp microwave carrier tone modulated by a 5ns rise time,
20ns long envelope (blue). The rise time is defined as the time taken by the envelope to
increase from 10% to 90% of its final value.
outputs the product A (t)B (t) at the radio-frequency (RF) port [65]. If the LO input is
a pure tone, then a slow varying IF input A (t) amplitude modulates the LO input with
the IF signal. If both the IF and LO inputs are sine waves at the corresponding angular
frequenciesωIF andωLO with phases φIF and φLO then we can use a trigonometric product


















(ωIF +ωLO) t+φIF +φLO
)
(4.5)
where we have defined ωRF = |ωIF −ωLO| as the difference frequency. The sum frequency









where we have for convenience set φLO = 0. In this mode of operation the mixer down-
converts a signal at ωIF to one at ωRF. Note that the LO signal typically must fall in a
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specified range for proper mixer operation.
An IQ mixer, also known as a quadrature IF mixer, is a composite device consisting
of several mixers, hybrid couplers and other microwave components. It extends the am-
plitude modulation capabilities of a mixer by also allowing for phase modulation. The
single IF port is replaced by two inputs, the in-phase I and the quadrature Q ports. In-
ternally, the supplied LO signal sin(ωLOt) is divided by a hybrid coupler into an in-phase
sin(ωLOt) tone and an out-of-phase cos(ωLOt) tone. These two tones are then individu-
ally amplitude modulated by the I (t) and Q (t) voltage inputs and finally recombined by
another hybrid coupler to produce the RF output. Using trigonometric identities, we can
rewrite the output as









= A (t)sin(ωLOt+φ (t)) (4.7)
where A2 (t) = I2 (t)+Q2 (t) and φ (t) = arctan(Q (t) /I (t)). These definitions explicitly give
the amplitude and phase modulation as functions of the I (t) and Q (t) inputs.
We implemented a pulse shaping setup capable of arbitrary envelope and phase con-
trol [165] [see Fig. 4.7(a)]. The pulse envelope I (t) and Q (t) voltage values are entered
into a computer and sent to a 1GSa/s DAC board via an Ethernet cable. The DAC board
was designed by J. Martinis at UCSB [164] and assembled by S. Waltman of High Speed
Circuit Consultants [166] [see Fig. 4.7(b)]. It has two pairs of differential voltage output
channels for I and Q control and four auxiliary outputs for timing and triggering of other
instruments. The I and Q voltage outputs are followed by absorptive low pass Gaussian
filters model 5915 from Picosecond Pulse Labs [167] with a −3dB point of 100MHz and a
pulse rise time of 3.5ns. These filters remove any high frequency DAC instrumentation
noise and give the pulse envelope a Gaussian profile, eliminating ringing and overshoot.
Unlike standard reflective filters, they absorb the filtered signal and hence remove reflec-
tions which could degrade performance. However, a Gaussian filter’s roll-off is smoother
and gentler than many filters [168], resulting in a larger pulse bandwidth that must
be considered if there are other nearby qubit levels. The differential outputs from the
DAC are amplified by two differential amplifiers to remove voltage offsets and boost the







































Figure 4.7: (a) Schematic of the pulse shaping setup. The shape for the pulse envelope is
generated on a computer and sent to the DAC board which stores it and in turn outputs
the control voltages necessary to modulate the carrier tone using an IQ mixer. The control
pulse output is connected to the corresponding port in Fig. 4.8. (b) Photograph of a portion
of the Martinis-style [164] pulse shaping setup containing the DAC board and IQ mixer.
Photograph courtesy of S. Novikov.
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each passed through 6dB attenuators and then connected to the I and Q ports of an IQ
mixer. Although the IQ mixer is designed to have 50Ω input impedance at all ports, in
practice it has relatively high return loss and the 6dB attenuators improve overall sys-
tem performance by suppressing standing waves. We used a Marki Microwave IQ mixer
model IQ-4509 [169] with an LO and RF working bands of 4.5−9.0GHz. The high power
LO tone was generated by an Agilent 83650B signal generator [170] that was wired di-
rectly to the LO port of the IQ mixer. A bandpass filter on the RF output, with passband
selected to match the qubit transition frequency EJ /h, removed unwanted higher order
mixer products from the signal. The RF signal was attenuated by an Aeroflex model 8311
programmable attenuator [149] to allow for increased range of pulse amplitudes, and fi-
nally connected to the rf input line. All components were locked to a 10MHz rubidium
frequency standard model FS725 from Stanford Research Systems (SRS) [171].
Although we took precautions to filter noise outside the signal band and minimize
impedance mismatches, mixer imperfections still impeded our ability to shape the control
pulses. Fortunately, the impact of these imperfections can be minimized with proper cal-
ibration techniques. While an ideal pulse has zero amplitude in the off state, in practice
some LO power leaks through the mixer to the RF port even when the I and Q voltages
are zero. This off-state power may cause slow Rabi oscillations or produce a mixed state
with an above equilibrium excited state population. As the leaked LO signal is a weaker
and possibly phase shifted form of the LO input, it’s possible to use a dc bias to null the
leakage [172]. We used a gradient descent search algorithm to find the values of the I and
Q bias voltages that minimized the LO leakage and applied those values in the pulse off
state. Using this approach we were able to achieve an on-off ratio of 60dB or better [165].
The phase and amplitude modulation described by Eq. 4.7 breaks down in a real mixer
due to arm imbalance and crosstalk. Arm imbalance may be due to imperfections in
the hybrid couplers dividing the input LO power or variation in mixer conversion gain
between the two arms. Such imbalance manifests as a difference between the output
RF amplitudes when identical voltage levels are applied to the I or Q ports. Crosstalk
may also be caused by imperfections in the hybrid couplers and appears as an in-phase
component in the output RF signal when voltage is applied to the quadrature Q port of the
IQ mixer and vice versa. Both of these flaws contribute to amplitude and phase deviations
in the output qubit control pulses that lead to errors during execution of complex qubit
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algorithms such as spin echo or state tomography.
We quantified mixer errors by sending voltage signals to either the I or Q ports and
measuring the amplitude of the in-phase and quadrature components of the output RF
signal. We may conveniently represent the IQ mixer transformation with phasor-like
notation. If Iin and Qin are the in-phase and quadrature IQ mixer port inputs, we may














where iimb and qimb quantify the arm imbalance, and iqcross and qicross quantify the
crosstalk. An ideal IQ mixer would have iimb = qimb = iqcross = qicross = 0, i.e. an identity
transformation. By measuring the components of the IQ mixer transformation matrix
and then inverting it, we generate a correction matrix M̂corr = M̂−1IQ . We can then apply
the correction matrix to the Iin and Qin values before sending them to the mixer. This











With this approach we have been able to obtain pulse phase and amplitude deviations of
less than 1% [165].
4.4 Qubit State Readout
The qubit state is encoded in the phase and amplitude of the transmitted resonator probe
signal [see Sec. 2.6]. This encoding can be represented as a transformation of the input
probe signal Ain cos(ωrest) according to







The purpose of the qubit readout apparatus is to extract the time varying transmitted
amplitude Aout (t) and phase φout (t). There are two demodulation techniques applicable
in this scenario: homodyne and heterodyne detection [173].
Homodyne detection is conceptually the simplest of the two detection schemes and may
be viewed as operating an IQ mixer in reverse. When the LO input is a strong drive




, the I and Q port outputs
I (t) and Q (t) are related to Aout (t) and φout (t) via A2out (t) = I2 (t)+Q2 (t) and φout (t) =
arctan(Q (t) /I (t)). In effect the mixer down-coverts the input signal from ωres to dc by
mixing it with an LO tone at the same frequency and producing I and Q port outputs
that correspond to the in-phase and quadrature components. The homodyne outputs
I (t) and Q (t) can then be filtered, digitized by an analog-to-digital converter (ADC), and
further processed on a computer to extract the amplitude Aout (t) and phase φout (t). The
simplicity of the homodyne detector setup is its biggest asset and the dc signals output
by the IQ mixer are easy to work with. However, dc outputs are also highly susceptible to
instrumentation offsets and drifts and 1/ f and other low frequency noise.
In heterodyne detection, the signal is down-converted to an intermediate frequency
(IF) rather than dc. This avoids low frequency noise and offsets but requires an addi-
tional demodulation step to extract the signal phase φout (t) and amplitude Aout (t). An-
other practical benefit to heterodyne detection is that any LO signal that leaks through
the mixer is mixed to a different frequency and won’t drown out the weak incoming





was acquired with an ADC and sent to a computer. It was then
copied and multiplied by a digitally synthesized cos(ωIFt) or sin(ωIFt) waveform. The low
pass filtering to remove the cos(2ωIFt) or sin(2ωIFt) components was implemented in the
form of an average over one period of the IF signal. The average values of I (t) and Q (t)
in a window of duration TIF = 2π/ωIF are given by






















can then be calculated
from the 〈I (t)〉 and 〈Q (t)〉 values. In practice the signal is recorded as a sequence of dis-
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crete data points with spacing determined by the ADC acquisition rate and the integrals
are approximated by sums. The bandwidth of this detection technique is limited by the
averaging over one IF period and is consequently proportional to the IF frequency. This
bandwidth doesn’t limit our measurements as we can select an IF frequency faster than
the resonator bandwidth κ≈ 1MHz but still slow enough to be easily digitized; i.e. we are
typically limited by the resonator bandwidth.
For qubit measurements, the physical implementation of heterodyne detection requires
a very large degree of phase and frequency stability in the ωres and ωLO tones. Any rela-
tive phase or frequency change in the two signals manifests itself as a spurious change in
the extracted phase, indistinguishable from a genuine change in the phase of the trans-
mitted resonator probe signal. While a drift of 1Hz or 2πrad during a period of a few
minutes is an error of only ≈ 10−12, it would be disastrous for a phase sensitive measure-
ment with an averaging time of the same duration.
To circumvent the stringent requirement on phase and frequency stability, we adopted
a setup similar to the internal workings of a vector network analyzer or rf lock-in [174].
This involves splitting the ωres and ωLO signals at the source using directional couplers
[see Fig. 4.8]. One branch was sent to the resonator and then demodulated while the
other was sent directly to a second mixer for identical heterodyne detection. We used
the second branch as a phase and amplitude reference. The recorded data was calibrated
on the computer during post-processing according to 〈Acal (t)〉 = 〈Aout (t)〉 /〈Aref (t)〉 and〈
φcal (t)
〉 = 〈φout (t)〉− 〈φref (t)〉. This method also compensates for small fluctuations in
the source power of the ωres and ωLO tones.
The ωres and ωLO tones were generated by two Agilent 83732B signal generators [170]
and divided into the resonator probe and reference arms of the circuit by a pair of MAC
Technology model C3205-6, 4−8GHz 6dB directional couplers [175] [see Fig. 4.8]. The
coupled output of the directional coupler splitting the ωLO tone was connected to the
LO input of the reference arm mixer while the through output was passed through a
Mini-Circuits SHP-1000 1000MHz high pass filter [150] and then connected to the LO
input of the probe arm mixer. The through output of the directional coupler splitting the
ωres tone was connected to the RF input of the reference arm mixer. The mixers chosen
for both arms were Marki Microwave double-balanced, 4−8GHz LO/RF, dc to 4GHz IF











































Figure 4.8: Schematic of the coherent heterodyne detection setup. Signals from the LO
and RF microwave sources are split and sent down two branches. The probe arm mea-
sures the response of the device under test (DUT) while the reference arm provides a
phase and amplitude signal to calibrate the probe output. The rf input and rf output
ports are connected to the matching ports in Fig. 4.4 while the qubit control pulses come
from the output port in 4.7(a).
110
4 Experimental Details
combined with the qubit control pulses by an Agilent model 87301D, 1− 40GHz 13dB
broadband directional coupler [170] and then connected to the rf input line descending
into the refrigerator.
The transmitted signal from the sample box was amplified by a cryogenic HEMT ampli-
fier [see Sec. 4.2.1] and exited the dilution refrigerator through the rf output line. The rf
output line was first filtered by a Pasternack Enterprises model PE8714 4.9− 5.9GHz
bandpass filter [176], followed by a Pasternack Enterprises model PE8302 4− 8GHz,
18dB isolation isolator and then amplified by a Miteq model AMF-4F-04000800-12-10P
4− 8GHz, 38dB gain low noise amplifier (LNA) [177]. The isolator prevented any re-
flected signal from returning through the rf output line while the bandpass filter reduced
the overall power entering the room temperature low noise amplifier. The resonator probe
signal power at the output of the sample box was in some cases as few as 10dB above the
thermal noise floor at 25mK, which meant it required a large amount of amplification to
bring it up to easily measurable levels. However, the cryogenic and room temperature low
noise amplifiers don’t selectively amplify only the desired signal but all signal and noise
in their operational bandwidth. A gain of 35dB followed by 38dB would result in a very
large integrated output power at the room temperature low noise amplifier, exceeding its
compression point, reducing gain, and overloading the mixer and other components. The
model PE8714 4.9−5.9GHz bandpass filter served to filter out this amplified noise floor
and keep the total power level down.
The output of the low noise amplifier was connected to the RF input of the probe arm
mixer. The IF output of the probe arm mixer was filtered with Picosecond Pulse Labs
model 5915 35MHz absorptive low pass Gaussian filter [167], amplified with a Mini-
Circuits model ZFL-500LN 0.1−500MHz, 28dB gain IF amplifier [150], further filtered
by a Mini-Circuits SLP-30 30MHz low pass filter, and finally digitized. The IF output of
the reference arm mixer was filtered by a Mini-Circuits SLP-30 30MHz low pass filter
and then digitized. All components were locked to the same 10MHz rubidium frequency
standard as used in the pulse shaping setup [see Sec. 4.3.2].
At the time of my experiments, we didn’t have a dedicated analog-to-digital converter
but instead used an Agilent 54855A Infiniium digital oscilloscope as an ADC. A stan-
dalone ADC would have offered improved throughput and data processing capabilities
but this wasn’t essential for these experiments as gate bias ng jumps and drift limited
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the speed with which I could acquire data. I used an IF of 2MHz for most of the time
resolved experiments and an IF of 0.5MHz for slow parameter sweeps. The IF acquisi-
tion sample rate was either 10 or 20 times the IF, corresponding to a setting of 10MSa/s
or 20MSa/s on the oscilloscope, and I typically averaged the signal 500 to 5000 times.
Finally, I note that although the IF acquisition sample rate could have been any value
sufficient to properly record the waveform as given by the Nyquist-Shannon sampling
theorem [173], but the digital windowed average is significantly easier to compute when
the ADC sampling rate is an integer multiple of the IF.
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5.1 Locating the Qubit
Due to the nanoscale size of the junctions, CPB fabrication tends to be low yield and
prone to defects. Additionally, the CPB junctions form a closed loop and only the test
junctions placed on the same die may be characterized at room temperature [see Sec.
4.1.4]. Although I have found good agreement between the Josephson energy EJ of the
test and qubit junctions, I have no simple way to determine the charging energy Ec of
the CPB or the presence of any serious defects in the tunnel barrier. It typically took me
several attempts before I found a device with acceptable parameters. The first action I
took after cooling down a new sample to base temperature was to spectroscopically locate
the resonator frequency and then sweep ng to find the perturbation due to the CPB. If the
CPB was operational I would then determine its parameters. Of the two devices I studied
in detail, I inherited Device 1 from Z. Kim, who performed the initial characterization
and lifetime studies on it [71]. Rather than discussing my work in chronological order, I
first discuss my preliminary characterization of Device 2. The main experimental work I
performed on both samples is covered in Chapter 6.
5.1.1 Extracting Resonator Parameters
I began my characterization of Device 2 by measuring the transmitted voltage ratio S21.
Using the coherent heterodyne readout I synchronously stepped the frequencies of the
ωres and ωLO microwave sources and recorded the transmitted and referenced amplitude




[see Fig. 5.1]. I used a ωres source power of −12dBm which
based on previous characterization corresponds to approximately 50 photons in the res-
onator. The gate voltage bias was set to Vg = 0V and no external flux Φ was applied.
I extracted the resonator parameters ωres/2π = 5.472GHz, QL = 35,000, Q i = 147,000,
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Figure 5.1: Transmission parameter (a) amplitude (|S21|, black) and (b) phase (argS21,
black) of the resonator of Device 2. The amplitude curve was fit (red) to extract ωres/2π=
5.472GHz, QL = 35,000, Q i = 147,000, and Qe = 47,000.
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and Qe = 47,000 by fitting the measured resonance curve to a modified form of Eq. 2.41
[see Table 1.1]. The fitting algorithm was developed by M. Khalil and included an addi-
tional term to account for possible impedance mismatches present in the input and output
transmission lines [178].
Although the resonators rarely have performance issues since flawed ones are easily
screened out during visual inspection on a microscope, the extracted resonator parame-
ters provide quantitative confirmation that they are behaving as expected. Additionally
the resonance angular frequency ωres and loaded quality factor QL give the decay rate
κ = ωres/QL = 0.98MHz which is needed during optimization of qubit readout [see Sec.
5.3] and the calculation of the Purcell effect [see Sec. 2.7].
The stability of the resonance frequency also provides some hints about the condition
of the CPB qubit. In the dispersive limit, when the CPB qubit is in the ground state the




)=ωres −χ(ng)=ωres − g2 (ng) /(ωCPB (ng)−ωres) (5.1)
where ωres without the explicit ng dependence is the bare resonance frequency [see Sec.
2.5.1]. Consequently any charge noise that significantly changes the gate bias ng, such as
e or sub-e charge jumps, would cause corresponding changes in the observed resonance
frequency. I occasionally saw such fluctuations during preliminary device testing. They
are not necessarily a problem if they are present during the first few days to a week after
the initial cooldown as I found that this noise tends to die down on this time scale. In fact
in the short-term such fluctuations are a useful indicator that there is a functional CPB
coupled to the resonator. However, a sudden increase in fluctuations of the resonance
frequency after the device has been cold for a while is not a good sign. It may simply
mean I have accidentally heated the device, such as by applying too much power, or that
a TLS has become active. This was the case with Device 1, which after many months of
excellent performance developed a very strong charge fluctuator that persisted even after
thermal cycling and rendered the qubit inoperable.
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5.1.2 Gate Bias Sweep
Having determined the properties of the resonator, I next performed a pair of experiments
to confirm the status of the CPB. The first involves sweeping the gate bias ng while
probing the resonator at a fixed frequency, typically ωres. To sweep ng I used a sawtooth
voltage waveform with a repetition time of 200µs and a typical peak to peak voltage of
several volts sufficient to cover −2 < ng < 2. The slow repetition rate ensures that the
gate bias ng is effectively constant during the acquisition time for a single data point,
determined by the IF period, of 2µs. For gate sweeps that zoomed in on a small ng range
−0.2< ng < 0.2 I used an even slower repetition time of 1ms.




varies as a func-
tion of ng from a minimum of EJ /ħ to a maximum of 4Ec/ħ [see Sec. 2.3.1]. Addition-




has a weak dependence on ng
through the dipole term
∣∣〈g∣∣ N̂ ∣∣e〉∣∣, which decreases by about 1/2 as ng changes from 1 to 0




is maximum near ng = 1 when ωCPB <ωres,
maximum exactly at ng = 1 when ωCPB > ωres, and falls to a negligible value at ng = 0





between the maximally shifted value ωres−χ and the bare resonance frequency
ωres. When I probe the resonator at a fixed frequency while sweeping the gate bias ng,
the resonator transmission curve S21 acts as a transfer function, converting changes in
the resonance frequency to changes in transmitted amplitude and phase.
Figure 5.2(a) shows a plot of one such sweep with a source gate voltage range of 12Vpp.
Periodic modulation of the resonance frequency is clearly visible. This is a positive con-
firmation of a functional CPB coupled to the resonator. From the CPB Hamiltonian the
modulation is known to have a period of 2e, which is ∆ng = 2 in reduced gate voltage [see
Sec. 2.2]. I measured a source gate voltage period of Vg,2e = 1.678V which, accounting for
the 100 : 1 voltage divider and using ng = CgVg/e, gives a gate capacitance of Cg = 19.1aF.
It’s not possible to conclude from the gate bias sweep data alone that the period is 2e,
as in the ideal case, or 1e due to quasiparticles. The typical approach we have used in the
past is to introduce quasiparticles, for example by heating the sample to several hundred
mK, and looking for a halving of the period. If the period halves, the original period must
have been 2e but if no halving is observed it was 1e. I didn’t need to take such measures
for Device 2 as there was a small amount of non-equilibrium quasiparticles present even
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Figure 5.2: (a) Gate voltage sweep of Device 2 with fprobe set at 5.47183GHz. The period
Vg,2e = 1.678V corresponds to a gate capacitance of Cg = 19.1aF. (b) Example of a gate
voltage sweep with an e jump approximately midway through the acquisition process.




over an interval of
about a minute.
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at the base temperature of 25mK. These quasiparticles manifested themselves as 1e off-
set charge jumps occurring with a random delay between about one and several minutes.
A 1e jump occurred during the averaging of the gate bias sweep plotted in Fig. 5.2(b).
The original features seen in Fig. 5.2(a) are doubled, have reduced amplitude, and are
offset by exactly half of the original period, providing evidence both for the presence of
non-equilibrium quasiparticles and 2e periodicity.
5.1.3 Single Tone Spectroscopy
I followed up the gate bias sweep with an experiment that directly measures the ground




. Termed single tone spectroscopy [71], it involves
sweeping the gate bias ng while probing the resonator at a fixed frequency, stepping the
probe frequency, and then repeating the process. Figure 5.3 shows the data plotted as a
2D color intensity plot with the gate bias ng on the x-axis and probe frequency fprobe on
the y-axis. A line cut at constant probe frequency fprobe corresponds to a gate bias sweep





Single tone spectroscopy provides much information about the qubit and the resonator.





negligible. By taking a line cut at ng = 0 and fitting to extract the reso-
nance frequency I confirmed that the ωres extracted earlier was indeed at ng = 0 and not





contains information about the qubit transition frequency ωCPB. If
the qubit is above the resonator, EJ /ħ = ωCPB
(
ng = 1














)<ωres, then the dispersive shift χ(ng) has opposite sign and
increases when moving away from ng = 1 because the qubit transition frequency moves
closer to the resonator. After the two resonantly cross the dispersive shift switches sign
and begins to decrease [see Fig. 5.3(b)]. Hence by examining the single tone spectroscopy
data I can immediately conclude where the CPB transition frequency is relative to the
resonator. Additionally from this data I find χ
(
ng = 1





/2π = 290kHz [see Fig. 5.3(a)]. Once ωCPB is known, the value of the disper-
sive shift can be used to calculate the qubit-resonator coupling strength g. The value
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)>ωres and the dispersive shift of the resonator decreases away from ng = 1.
The small features at ng ≈ 1±0.4 are of unknown origin. (b) After changing EJ , the qubit
is below the resonator ωCPB
(
ng = 1
)<ωres. The dispersive shift grows until the resonant
crossing at ng ≈ 1±0.2 and then rapidly decreases. Note that while recording this data,
an e jump occurred between 5.4712GHz and 5.4714GHz.
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Figure 5.4: Two tone spectroscopy of Device 1, representative of a typical CPB spectrum.





/2π = 0.29MHz also indicates that the sample is not in the small dispersive
shift limit since χ/2π> κ/2π= 0.156MHz [see Sec. 2.6.1] and consequently that the opti-








5.2 Extracting Qubit Parameters
After completing resonator and indirect qubit characterization, I proceeded to a direct
study of the qubit and the extraction of its parameters. Although the gate bias sweep
and single tone spectroscopy were discussed as indirect experiments, they continued to
be valuable tools. For example, I made regular use of the gate bias sweep to correct for
charge offsets and drift [see Sec. 5.3].
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5.2.1 Two-Tone Spectroscopy





To perform two tone spectroscopy, I set the probe at a fixed frequency, typically fprobe =(
ωres −χ
)
/2π, the ground state resonance frequency at ng = 1 as determined by single
tone spectroscopy. I then swept the gate bias ng through a small range around ng = 1±0.2
while applying a second continuous pump tone fpump. This second pump tone was at a
power sufficient to saturate the CPB ground to excited state transition, typically between
−10dBm and −20dBm source power when bypassing the pulse shaping setup. When the




/2π, the qubit is excited
to a 50%−50% mixed state. We may view this as causing the resonance frequency of the
resonator to vary between ωres −χ and ωres +χ, on average spending an equal amount of
time in each state. As the probe tone fprobe is on resonance half the time and off resonance
the other half, the net result is that the transmitted amplitude is the average of the on
and off resonance values [see Sec. 2.6]. A similar situation holds for the transmitted
phase. If the data is plotted as a 2D color intensity plot with the gate bias ng on the
x-axis and pump frequency fpump on the y-axis, the qubit spectrum, if present, shows up
as a parabola [see Fig. 5.4].
While first looking for the qubit, such as after the initial cooldown or a thermal cycle,
I used a wide fpump frequency range with coarse steps. After locating the CPB parabola
minimum EJ /h, I narrowed the sweep to a smaller ≈ 1GHz range with finer steps. Rather
than the expected single parabola, I observed multiple parabolas in Device 2 [see Fig.
5.5(a)]. This is an indication that something out of the ordinary is happening. Most likely
this behavior is caused by coupling to TLS defects and typically this can severely degrade
the qubit performance or even render it inoperable. However in the case of Device 2
everything else appeared to be working so I continued using the sample. I also performed
additional characterization of the anomalous spectrum of Device 2 [see Ch. 8] in parallel
with the planned experimental studies of decoherence in CPB qubits [see Ch. 6].
Fitting the theoretical CPB transition frequency versus ng curve [see Eq. 2.21] to the
experimental data allowed me to extract estimates for the major CPB parameters. An
example fit to the preliminary two tone data for Device 2 is shown in Fig. 5.5(b). There
are two parabolas present and the model I developed to explain the data is discussed in
Ch. 7. Here, I fit both parabolas individually and extracted a set of CPB parameters
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Figure 5.5: (a) Preliminary two tone spectroscopy of Device 2 showing an anomalous
spectrum consisting of two offset parabolas. (b) Same plot as (a) but with a manu-
ally fit curve to the top parabola to extract qubit parameters Ec,bot/h = 5.1GHz and
EJ,bot/h = 3.52GHz.
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from each. I found Ec,bot/h = 3.85GHz and EJ,bot/h = 3.45GHz for the lower parabola
and Ec,top/h = 5.1GHz and EJ,top/h = 3.52GHz for the higher parabola [see Table 1.1].
Although it doesn’t make sense to have two sets of parameters for the same physical
device, I continued independently characterizing the multiple parabolas until I developed
a theory to account for this spectral multiplicity.
In addition to the CPB parameters, I also estimated the qubit-resonator coupling strength
g/2π ≈ 15MHz using the now known value of the detuning ∆ = ωCPB −ωres and the dis-
persive shift χ = g2/∆ determined from single tone spectroscopy [see Table 1.1]. The
uncertainty in g is due to the presence of multiple parabolas, which indicate there are
several levels close to the resonator, each of which cause their own dispersive shifts and
sum to the total dispersive shift.
5.2.2 External Flux Dependence
Having established the CPB parameters without an applied external magnetic flux, I
proceeded to tune the EJ [see Sec. 2.3]. The goals were to first determine EsumJ and then
set EJ to the desired operating point. Note that although there is no applied magnetic
field during cooldown, the Earth’s magnetic field along with local magnetic materials
can result in some flux through the CPB loop and hence I can’t assume that the initial
flux bias is at Φ/Φ0 = 0. Additionally, the applied magnetic field doesn’t have a simple
relationship to the flux through the CPB loop. A combination of effects—including local
flux screening, focusing, flux jumps due to the Meissner effect, and flux quantization [33]
in the superconductors surrounding the CPB, especially in the closed loop around the
entire circuit formed by the resonator ground plane—contribute to the effective qubit flux
bias. Altogether these effects lead to a complicated nonlinear and hysteretic relationship
between the current applied to the superconducting solenoid magnet and the flux through
the CPB.
I found that the best approach to tuning EJ is to slowly change the current in the
superconducting magnet while tracking EJ using two tone spectroscopy. However, this
only works for small field adjustments—in my experience applying a field greater than
a few Gauss leads to a flux jump. In order to change EJ by a large amount I employed
a trial and error approach. I first applied a relatively large field of ≈ 5G to cause a flux
jump, then reset the field to 0G and determined EJ using two tone spectroscopy. If the
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Figure 5.6: EJ /h versus external magnetic field B for Device 2. Black squares are data
for the bottom parabola and show EsumJ,bot/h = 7.33GHz while red circles are data for the
top parabola and show EsumJ,top/h = 7.60GHz.
EJ was near the target value, I fine tuned it and proceeded with further experiments,
otherwise I repeated the process.
Using this method for Device 2 I determined the maximum EsumJ and then set EJ near
EsumJ . I stepped the magnet current through a range of values and at each point I took
two-tone spectroscopy. I fit the data to extract EJ,top (Φ) and EJ,bot (Φ), the EJ values for
each parabola. The results are plotted in Fig. 5.6. I separately tracked the two parabolas
and found EsumJ,bot/h = 7.33GHz and EsumJ,top/h = 7.60GHz. These value were close to the
design value and allowed operation of the qubit near the double sweet spot at ng = 1 and
Φ/Φ0 = 0. I did one experiment at EJ /h = 7.2GHz [see Sec. 5.2.3] to extract the value of
g but for the rest of the measurements ran with EJ /h ≈ 7GHz as I found the qubit to be
more stable there.
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Figure 5.7: (a) Single tone spectroscopy with a pump tone at fpump = EJ,bot/h for Device
2. The feature at ng ≈ 0.95 and fprobe ≈ 5.4718GHz is the resonance when the qubit
is in the excited state. (b) Line cut at ng = 1 (black) displaying the two dispersively
shifted resonator states ωres±χbot and line cut at ng = 0 (red) showing the bare resonator
resonance ωres. Note that the bare resonance (red) is at almost the same frequency as the
excited state resonance rather than symmetrically between the two dispersively shifted
frequencies.
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5.2.3 Single-Tone Spectroscopy With a Pump Tone
I used single tone spectroscopy with a pump tone present to observe the two dispersively
shifted resonance frequencies ωres − χ and ωres + χ due to the two qubit states. This
technique is similar to two-tone spectroscopy except that the pump tone fpump = EJ /h
is held constant while the probe tone fprobe is stepped through a range encompassing
both ωres −χ and ωres +χ. The gate bias ng is swept through a small range around ng =





/2π = EJ /h and the qubit is excited to a 50%− 50% mixed state. Just as
in two tone spectroscopy, we may view the mixed qubit state as causing the resonance
frequency of the resonator to vary between ωres −χ and ωres +χ, on average spending an
equal amount of time in each state. Stepping the probe frequency fprobe through its range
and recording the transmitted signal samples both of the resonance dips, albeit at reduced
amplitude. The data is presented in the same way as standard single tone spectroscopy,
as a 2D color intensity plot with the gate bias ng on the x-axis and probe frequency fprobe
on the y-axis. Features that are present in single tone spectroscopy are still present,
but there is one additional new feature, the dip corresponding to the ωres +χ resonance
[see Fig. 5.7(a)]. By taking a line cut at ng = 1 and fitting the two dips to Lorentzian
lineshapes, I was able to extract the two dispersively shifted resonance frequencies [see
Fig. 5.7(b)].
In the previous paragraph, I simplified the discussion by neglecting effects from having
multiple CPB spectral parabolas seen in Device 2. These parabolas imply the existence
of two hybrid qubit-TLS levels with similar detunings from the resonator. If the qubit-
resonator couplings of the two levels, gbot and gtop, are both non-negligible, each level will
produce a corresponding dispersive shift χbot and χtop [39, 74]. In this case the resonance
frequency when the qubit is in the ground state is ωres −χbot −χtop and, for example, it’s
ωres +χbot −χtop when the qubit is excited to the state corresponding to the transition of
the bottom parabola. The difference of the two resonance frequencies is 2χbot and allows
me to accurately extract gbot without making assumptions about ωres based on ng = 0
data.
I obtained the data in Fig. 5.7(a) on Device 2 with a pump tone fpump = EJ,bot/h set





, rather than symmetrically reflected about it, the expected position if the
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dispersive shift was only due to one level [see Fig. 2.9(a)]. From fits to the line cuts at ng =
1 [see Fig. 5.7(b)] I extracted χbot/2π= 180kHz, which is is about half the total dispersive
shift. Combining this with the detuning ∆bot/2π = 1.73GHz determined using two tone
spectroscopy I extracted the qubit-resonator coupling strength gbot/2π= 17.6MHz. Since
χbot happened to be half the total dispersive shift, I extracted the same numbers for the
top parabola. I don’t have an explanation why the two dispersive shifts were so close in
value but I suspect it was a coincidence as this relation didn’t hold at other EJ values.
Finally this observation of a total dispersive shift that is the sum of two contributions is
strong evidence that the qubit and TLS were coherently coupled [see Ch. 8].
5.3 Qubit Readout Optimization
Characterization of the qubit excited state lifetime T1 or coherence time T2 requires keep-
ing the gate bias fixed at the sweet spot ng = 1. Although this sounds easy in theory, in
practice it may be the most difficult part of operating a charge qubit. While the exter-
nal voltage bias Vg is stable and simple to control, local charge motion near the CPB
results in the effective gate bias ng undergoing randomly occurring drifts and offsets of
unpredictable magnitude. Consequently, the operating point may, during the course of
a single sweep, move far enough from the sweet spot at ng = 1 to detune the pump tone




. Alternatively, the drift or off-
set may not be large enough to detune the qubit and the pump tone but still significant
enough to move the qubit off of the sweet spot and increase its sensitivity to charge noise,
introducing a large uncertainty and variance in T1 or T2. Proper operation of a charge
qubit requires constant monitoring and readjustment of the voltage bias Vg as described
in the next section. On a bad day, even a single spectral curve or Rabi oscillation could
take many hours to acquire.
5.3.1 Dealing With Charge Noise
I can categorize the charge noise I observed into three types: e jumps, sub-e jumps, and
slow drifts. Of the three, e jumps were the easiest to deal with. They were relatively rare,
easy to detect and easy to correct. Two examples of e jumps in Device 2 are visible in two
tone spectroscopy taken on the day of the cooldown [see Fig. 5.8(a)] near 4.35GHz and
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Figure 5.8: Examples of charge noise in two tone spectroscopy of Device 2. (a) Wide ng
sweep shows charge drift along with e jumps near 4.35GHz and 4.65GHz. (b) Zoomed in
ng sweep shows charge drift and a sub-e jump near 4.55GHz. Each scan took ≈ 1−2min
to acquire.
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4.65GHz. At those points in the scan the dispersive shift “hump” suddenly jumps from
ng = 1 to ng = 0 and then returns after a short duration (the entire scan took ≈ 1−2min to
acquire). When an e jump occurred, I waited a short amount of time until it returned and
then resumed the experiment in progress. If it didn’t return, I assumed the new position
was the current equilibrium value and adjusted the voltage bias Vg, using the fact that
e/Cg = 0.839V to speed up the process.
Charge drift and sub-e jumps were more frequent and harder to deal with. Drift is
present throughout the zoomed in two tone spectroscopy in Fig. 5.8(b), along with a sub-e
jump near 4.55GHz. These were harder to detect during the course of an experiment and
I needed to develop intuition for deciding when the gate bias deviated too far from ng = 1.
The clues I looked for were reduced contrast in the qubit excited state response or small
changes in the ground state resonance frequency. I compensated for both sub-e jumps
and charge drift by performing a gate bias sweep, determining the voltage bias Vg corre-
sponding to ng = 1, setting the bias to that value, and proceeding with the experiment.
This procedure required manual intervention and took me about a minute to execute. On
a good day, the average time between sub-e jumps and significant charge drift would be
long enough for me to take data after performing the compensation routine. On a bad
day, these events were too frequent and I spent the majority of my time adjusting the
gate bias rather than taking data. This process was effectively a low-frequency charge
locked loop.
In addition to compensating for charge offsets during an experiment, I also adjusted the
readout process and post-processed the data to minimize or remove the effect of charge
offsets. I found that the optimal number of averages of the IF signal was between 500 and
2000, taking ≈ 1−10s to record a single ng scan or fixed ng data point. This represents
a trade-off between a short averaging time, which reduces the probability of a charge
offset occurring during the acquisition, and a long averaging time, which improves the
signal-to-noise ratio of the recorded signal. If I needed high quality data consisting of ng
sweeps, such as two tone spectroscopy, I took the data in short spans of the y-axis variable
and later stitched it together to create the final plot. In between recording the slices, I
adjusted the gate voltage bias Vg as needed and also discarded and re-recorded slices
corrupted by significant charge offsets. In some cases I further post-processed the data to
remove small charge offsets present in each ng scan. I used the background ground state
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transmitted signal present in two tone spectroscopy as a fiducial feature to automatically
align each individual ng scan within a slice before stitching all the slices together. This
technique also allowed me to acquire multiple slices at the same parameters and then
average them together.
Experiments at a fixed ng, such as Rabi oscillations [see Sec. 5.4.3], required a different
approach. While recording Rabi oscillations, I interspersed monitoring the ground state
response during each run for indications of significant charge offsets. If the run was
significantly corrupted I would discard it, if a few points were affected, I would save it.
The gate voltage Vg was adjusted between runs as needed. The data points of a Rabi
oscillation are independent, meaning that as I stepped the pulse length duration, points
with a different duration could be acquired in any order and sorted later. I used this
fact to post-select the data, discarding any data points in a single run which the recorded
ground state response indicated were corrupted by a charge offset. Finally all such runs
were averaged together to produce the final Rabi oscillation curve.
The charge offsets discussed so far took place on a timescale of seconds or longer.
Higher frequency charge noise was also present in my devices, altering the gate bias
ng on a timescale of milliseconds. Since this occurred during the averaging of a single IF
ensemble, I wasn’t able to compensate for it. This noise manifested itself as a reduction
in the readout contrast: by detuning the qubit from the pump tone fpump for a fraction of
the ensemble members, the qubit remained in the ground state when it should have been
excited and reduced the average response. This phenomena didn’t impact my ability to
study the devices but does explain why the maximum excited state probability reached
during measurements such as T1 or Rabi oscillations varied on a daily basis [see Ch. 6].
Although charge offsets are the biggest hindrance to performing experiments with a
CPB, I also observed slow EJ drift. The EJ of a particular parabola would gradually
change by ≈ 1−2MHz during the course of a day. This wasn’t a major problem during a
single experiment but did force me to recalibrate EJ and π pulse length when performing
day-long qubit characterization. It also meant that I had to recalibrate the system every
morning. I don’t know the exact physical origin of this effect but I suspect it was due to
vortex motion or small changes in the local magnetic field.
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5.3.2 Pulsed Probe Readout
The ac Stark shift complicates accurate determination of the qubit transition frequency
and can shorten the qubit dephasing time [see Sec. 2.8]. To minimize complications
from the ac Stark shift, I used a pulsed probe readout during experiments, such as Rabi
oscillations and Ramsey fringes, where it would interfere with the result. The pulsed
probe scheme involves sending a microwave pulse at frequency fprobe to determine the
qubit state only after the qubit manipulation has been performed. Pulsing the probe also
allows driving the resonator with a higher power signal than during weak continuous
readout, improving the signal-to-noise ratio.
In my implementation of pulsed readout I used two 10µs long pulses, the first before
any qubit manipulation to record the ground state transmission and the second 30−40µs
after the end of the first pulse to record the qubit state immediately after the qubit control
sequence. I used the first probe pulse as a reference to identify gate bias ng charge
offsets. The experimental setup for pulsed probe measurements was nearly identical to
the setup for weak continuous monitoring. The main differences were that I changed
the fprobe microwave source from continuous to triggered pulsed output and used the
auxiliary outputs on the DAC board to trigger 10µs long pulses at the proper times.
In the pulsed probe technique the transmitted amplitude time response is a convolution
of the resonator rise time and the average qubit state dynamics [25, 80, 79]. When probe
power is first turned on, the resonator transmission response rings up in a time 1/κ to
the steady state value corresponding to the qubit state. If the qubit lifetime T1 is much
longer than the resonator response time 1/κ, the resonator transmission characteristics
faithfully follow the average qubit state as it decays. That was the case for Device 1 and
this made interpreting and optimizing the pulsed probe readout simple. Device 1 was also
in the small dispersive shift limit [see Sec. 2.6.1]. For this device I recorded the phase
response 2/κ≈ 2µs after the start of the second probe pulse and converted it to the qubit
excited state probability using the known ground state phase response at ng = 1 and the
bare resonator phase response at ng = 0.
If the qubit lifetime T1 is longer but not drastically so than the resonator response
time 1/κ, then the qubit excited state probability decays by a non-negligible amount dur-
ing the resonator ring up and soon after. That was the case for Device 2. In this case I
compensated for the qubit decay by averaging the resonator in-phase voltage response in
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a window starting 2/κ ≈ 2µs after the start of the second probe pulse and extending for
several µs. The boxcar filter also improved the signal-to-noise ratio of the readout. I opti-
mized the averaging window length by recording the full decay curve and then adjusting
it to the maximum length consistent with the T1 of the qubit. This procedure was similar
to the lifetime T1 characterization of the qubit [see Sec. 5.4.1]. Unfortunately, due to the
complicated multiple parabola spectrum and dispersive shifts of Device 2 I wasn’t able to
calibrate the in-phase voltage into an absolute qubit excited state probability.
I encountered another unexpected complication with the pulsed probe readout of De-
vice 2: the readout worked with some of the spectral parabolas but not all of them. For
example, I found that the pulsed probe functioned as expected for the bottom parabola at
EJ,bot/h = 7.06GHz in Fig. 8.1(a). In contrast, the top parabola at EJ,top/h = 7.25GHz in
Fig. 8.1(a) didn’t respond to the pump tone if the resonator probe tone was absent.
In order to better understand why the pulsed probe only worked on some of the parabo-
las, I carried out an experiment that smoothly transitioned from a weak continuous read-
out to pulsed probe. In addition to the probe fprobe and pump fpump tones, I added a
third continuous tone fthird detuned by 140kHz ≈ κ/2π, the approximate linewidth of the
resonator, from the probe signal. This tone was output by an additional Agilent 83732B
signal generator [170], attenuated by a 10dB attenuator, and added to the rf input line
with a MAC Technology model C3205-6, 4−8GHz 6dB directional coupler [175] [see Fig.
5.9(a)]. I chose the attenuator and coupler values such that the powers of the probe and
third tones would have similar magnitudes at the rf input. After confirming that every-
thing continued working normally with the addition of the third tone, I stepped its power
while performing pulsed probe spectroscopy [see Sec. 5.4.2].
I fit the recorded spectral peaks to a Lorentzian curve and plotted the peak depth ver-
sus third tone power [see Fig. 5.9(b)]. The peak depth is proportional to the third tone
power in the range of values I tested, explaining why I didn’t see anything when I at-
tempted standard pulsed probe readout. I don’t have an underlying explanation for this
behavior. It may be that the resonator is involved in these spectral features or, alterna-
tively, it may have been a coincidence and the third tone is indirectly providing the energy
needed to put the qubit-TLS system in a state which then responds to the pump tone.
When I took this data the behavior with the pulsed probe was not a priority and I soon
moved on to do qubit performance characterization. Since then, I have considered a possi-
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Figure 5.9: (a) Simplified diagram of the modified setup to perform pulsed probe readout
with an additional third continuous tone fthird. (b) Voltage amplitude of the qubit spectral
peak measured with a pulsed probe readout versus continuous third tone source power
Pthird.
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ble experiment that might have cleared up the situation. The idea is to step the third tone
fthird frequency over a wide range at a constant output power while performing pulsed
probe spectroscopy and noting the frequency dependence of the spectral peak depth. From
this data it should be possible to determine whether the resonator is directly involved or
not in the anomalous spectral features. If the spectral peak is visible only when the third
tone is within a few linewidths κ of the resonance frequency ωres, it indicates that the
resonator is involved in this behavior. On the other hand, if the spectral peak is visible
for a wide range of third tone frequencies, it suggests that this behavior is due to a TLS
activated in that frequency range.
5.4 Qubit Performance Measurements
The extracted CPB parameters of Device 2 were close to the designed values—EJ,max/h ≈
7GHz and Ec/EJ ≈ 1. Although it had an anomalous spectrum, I decided to keep it and
proceed to study the performance. A first round of measurements was carried out at
ng = 1, EJ,bot/h = 7.06GHz, and EJ,top/h = 7.25GHz and included measurements of the
lifetime T1, the spectroscopic coherence time T∗2 , and the length of a π pulse along with
a calibration of the number of photons in the resonator as a function of probe power. Al-
though in the discussion that follows I present the experiments separately, in practice
they were tied together and fed back on each other. For example, the T1 measurement
was needed to optimize the pulsed probe readout [see Sec. 5.3]. The pulsed probe was then
used to measure the bare transition frequency ωCPB/2π and the spectral width. This in
turn allowed me to perform a pulsed probe T1 measurement. Finally, measurements such
as the lifetime and spectral width had to be repeated along with two tone spectroscopy ev-
ery time EJ changed, either due to manual adjustment or drift. In the following chapters
I won’t describe these steps in detail but simply quote any relevant extracted parameters.
5.4.1 Excited State Lifetime T1
I used several closely related approaches to measure the qubit excited state lifetime
T1. The methods differed in readout style—weak continuous versus pulsed probe—and
method of qubit excitation—long saturation pulse or π pulse. The π pulse was calibrated
by using Rabi oscillations [see Sec. 5.4.3] while the saturation pulse just needed to be
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Figure 5.10: Pulsed probe measurement of relaxation of Device 2 (black) following a long
saturation pulse. The red curve shows a fit to an exponential decay. The extracted lifetime
is T1 = 28.1µs. The gap in the signal is the period when the probe was turned off and the
large swings in the in-phase voltage at the beginnings of the two sections of data is a
signature of resonator ring-up. The saturation pulse was applied between t = −5µs and
t = 0µs.
sufficiently longer than the Rabi oscillation decay time T ′ to ensure that the qubit was
excited to a 50%−50% mixed state. The lifetime should be the same for all these methods
so this allowed me to check for consistency. In general, after verifying that they agreed,
I used whichever one was more convenient. Most commonly that was the pulsed probe
readout with a saturation pulse because it had a good signal-to-noise ratio and didn’t
require a calibrated π pulse.
I began by pumping the qubit at ωCPB/2π, as determined from two tone spectroscopy.
For this technique I used a long saturation pulse and recorded the decay of the excited
state probability while continuously monitoring with a weak probe tone. An exponential
fit to the decay region of the data gave me a preliminary T1 estimate. I then used this
T1 estimate to optimize the pulsed probe readout. I next used this readout to measure
the spectral peak [see Sec. 5.4.2]. By fitting to this peak, I extracted the bare transition
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frequency ωCPB/2π with the resonator in the ground state. Finally, I repeated the lifetime
measurement using a pulsed probe readout. The benefit of using a pulsed probe readout
is that it has a higher signal-to-noise ratio, and this allows me to obtain better fits and
hence extract a better estimate of T1.
Fig. 5.10 shows a plot of the transmitted in-phase voltage versus time t for a pulsed
probe T1 measurement at EJ,bot/h = 7.06GHz. The saturation pulse had a duration of
5µs and ended at time t = 0µs. The 30µs gap in the data between t =−30µs and t = 0µs
corresponds to the period when the probe power was turned off. Ringing is visible during
the first ≈ 1µs after the probe power is turned on. From a least squares exponential fit
to the decaying region of the curve, I extracted a qubit lifetime of T1 = 28.1µs. Although
this is a good fit and implies a high degree of confidence in the extracted value, repeat
measurements of the lifetime T1 show day to day and intraday variation as large as
20−40%.
5.4.2 AC Stark Shift and Spectral Width
Up to this point, I employed circuit QED concepts only for qubit readout and ignored much
of the interesting physics of the qubit-resonator interaction. The AC Stark shift [see Sec.
2.8] in my devices was large enough that I could see the effect of a few photons on the
qubit and it allowed me to calibrate the average number of photons n̄ in the resonator as
a function of probe power. I need this information to determine what is the appropriate
probe power to use for weak continuous readout and to find the critical photon number
ncrit = ∆2/4g2—it was important during experiments with a high probe power for n̄ not
to exceed ncrit. In Device 2, at a detuning of ∆/2π ≈ 1GHz and qubit-resonator coupling
strength g/2π ≈ 15MHz, the critical photon number was ncrit ≈ 1100. Z. Kim found a
similar ncrit ≈ 2500 for Device 1 [71]. I sometimes used large probe powers correspond-
ing to a few hundred photons; I didn’t approach the limit n̄ > ncrit where the dispersive
approximation breaks down.
The AC Stark effect both shifts and broadens the qubit transition frequency. It’s most
readily observed by recording the spectral peak while probing the resonator with a weak
continuous tone. I kept the gate bias fixed at ng = 1 and continuously probed the res-
onator at a set power while stepping the frequency of the continuous pump through a
range of values around EJ,top/h = 7.25GHz and recording the transmitted voltage. I re-
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peated this for a range of probe powers, starting at what I typically consider a high source
power and decreasing it until the signal-to-noise ratio became too low. Each spectral peak
was fit to a Gaussian lineshape to extract the center frequency and width. While both
Gaussian and Lorentzian lineshapes gave good fits to the data, I chose to use the results
of the Gaussian fits because that is the theoretically predicted lineshape when dephasing
due to the AC Stark shift dominates [see Sec. 2.8].
Figure 5.11(a) shows a plot of the extracted qubit transition frequency versus probe
source power along with a linear least squares fit to the data. The line is a good fit to
the data, indicating agreement with theory. The error bars represent the fit error and
are difficult to make out on this scale. I believe the spread in the data is due to changes
in ωCPB/2π caused by gate bias ng charge offsets or EJ drift. The AC Stark shift per
photon is 2χtop/2π= 360kHz, which allows me to calculate the number of photons in the
resonator n̄ at a given source power. Finally, the y intercept is a useful estimate of the
bare qubit transition frequency and provides a good starting point when first performing
pulsed probe spectroscopy.
The width of the qubit spectral peak versus photon number is plotted in Fig. 5.11(b). I
fit the data to a square root function to see how well the dependence of the width 2νHWHM
on photon number agreed with theory. Although the functional fit is good, the prefactor is
2.87MHz, about a factor of ≈ 8 larger than the expected 2χtop/2π= 360kHz. This suggests
that the photon number fluctuations were larger than for a Poisson distribution and may
have been caused by the qubit being in a 50%−50% mixed state. In this situation the res-
onator resonance frequency stochastically switches between the two dispersively shifted
states and the probe tone fprobe is on resonance only half the time. Rather than maintain-
ing a single steady state coherent state, the system fluctuates between two states, with a
corresponding increase in the photon number variance.
I estimate this increase in variance by assuming that the photon state switched be-
tween two Poisson distributions, one with a high average photon number nhigh and the





and s = (nhigh −nlow) /2, where n̄ is the average number of photons in the resonator and s




)= e−µµk/k! where µ is the mean and k ∈N [106], I find the photon
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Figure 5.11: (a) Change in the transition frequency ωCPB/2π versus probe power Pprobe in
Device 2, demonstrating the AC Stark shift. The data (black squares) is well fit by a line
(red curve) and, along with the AC Stark shift per photon 2χtop/2π= 360kHz, allows me to
calibrate the average number of photons n̄ at a given probe power. (b) Spectral broadening
in Device 2 due to fluctuations in the photon number about the mean n̄. There is good











(k− n̄)2 (P (k; n̄− s)+P (k; n̄+ s))
= n̄+ s2. (5.2)
The variance of the Poisson distribution is n̄ [106] and I find that when the photon state
switches between two distributions, the variance is increased by s2. If I assume n̄ = 25
and that the switching happens on average every 2µs ≈ 2/κ, then nhigh = 4nlow. This is
a reasonable time scale for the switching because 2µs ≈pT1T2 and it’s also close to the
period of typical Rabi oscillations for Device 2. With these numbers I find that the stan-
dard deviation of photon number, and hence the qubit spectral width, is approximately
≈ 3 times larger than for a steady state coherent state. This is less than the factor of
≈ 8 increase I observed but may nevertheless explain some of the discrepancy in photon
number fluctuations.
The AC Stark shift experiment naturally leads into pulsed probe measurements of the
spectral width. Both experiments reduce dephasing caused, respectively, by the probe and
pump tones and employ similar setups. By this point I had the information needed to fully
optimize pulsed probe readout and I was able to record the qubit spectral peak without
any photons in the resonator in Device 2. I kept the gate bias fixed at ng = 1, stepped the
continuous pump frequency through a range of values around EJ,bot/h = 7.06GHz and
recorded the transmitted voltage with a pulsed probe readout. I repeated the sweeps at
various pump powers, starting close to the maximum output power of the pulse shaping
setup and decreasing it until the qubit no longer responded. The low power AC Stark shift
data provided a good initial estimate of the bare transition frequency ωCPB/2π, which I
then confirmed by fitting the spectral peak to a Lorentzian lineshape.
Figure 5.12(a) shows a typical spectral peak in Device 2. Here the pump frequency is
on the x-axis and the in-phase transmitted voltage is on the y-axis. Also shown are data
both before the pump pulse and a Lorentzian least squares fit. In addition to the bare
transition frequency ωCPB/2π, which is needed for all other pulsed probe experiments, I
extracted additional peak parameters which provide two more useful pieces of informa-
tion. By tracking the peak amplitude as a function of pump power, I was able to determine
the minimum power sufficient to saturate the qubit to a 50%−50% mixed state. This way
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Figure 5.12: (a) Spectral peak (black) and the corresponding signal before the qubit pump
pulse (blue) recorded with a pulsed probe readout. The data is fit to a Lorentzian line-
shape (red) to extract the bare transition frequency EJ,bot/h = 7.064GHz and the spectral
width 2νHWHM = 0.018GHz. (b) Spectral width (black) and spectroscopic coherence time
T∗2 (blue) versus source power Ppump.
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I was able to fully pump the qubit without producing excessive power broadening [see
Sec. 3.2]. Finally, the spectral width at low pump power gives me the unbroadened spec-
troscopic coherence time T∗2 [see Fig. 5.12(b)]. Using T
∗
2 = 1/2πνHWHM [see Sec. 3.4.1] I
estimated T∗2 ≈ 30ns for the bottom spectral parabola. I wasn’t able to directly measure
the coherence time of the top spectral parabola since pulsed probe readout didn’t work
there. However, using AC Stark shift data at low probe power I extracted a spectroscopic
coherence time T∗2 ' 60ns which indicates that the coherence time T2 ' 60ns [see Sec.
3.2].
5.4.3 Rabi Oscillations
The last experiment I did as part of the preliminary qubit characterization was to observe
Rabi oscillations. Rabi oscillations are the simplest example of coherent qubit control and
explore qubit dynamics and coherence in the time domain, rather than the frequency
domain. For Device 2, I biased the qubit at ng = 1 and pumped at EJ,bot/h = 7.06GHz, as
determined by pulsed probe spectroscopy, with a fixed duration pulse. The qubit ground
state before the pump pulse and excited state probability after were recorded with pulsed
probe spectroscopy. This ensemble average was then repeated for a range of pump pulse
durations. I selected the pump pulse step size and maximum duration so as to be able
to both sufficiently sample the Rabi oscillations and observe their decay while keeping
the total number of data points, and hence total acquisition time, reasonably short. The
acquisition time per sweep was typically a few minutes and it took about an hour to record
the 10−15 sweeps I averaged to obtain Rabi oscillations with a good signal-to-noise ratio
[see Fig. 5.13(a)]. I began with a pump power sufficient to saturate the qubit, again
as determined by pulsed probe spectroscopy, and increased or decreased it as needed to
record faster or slower Rabi oscillations.
Figure 5.13(a) shows the excited state probability versus pump pulse duration and a fit
to an exponentially damped sinusoid. The fit allowed me to extract the Rabi oscillation
decay time T ′ ≈ 200ns and Rabi frequency ΩR,0 = 20MHz. While the Rabi frequency was
very repeatable, I observed a large variation in T ′ values, similar to the T1 case, with
variation greater that 50%.
The extracted Rabi frequency allows me to calibrate the π and π/2 pulse durations at
a particular pump power for use in Ramsey fringes and spin echo experiments. The π
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Figure 5.13: (a) Rabi oscillations (black) and the corresponding qubit ground state signal
(blue) recorded with a pulsed probe readout. The data is fit to an exponentially damped
sinusoid (red) to extract the Rabi oscillation decay time T ′ ≈ 200ns and Rabi frequency
ΩR,0 = 20MHz. (b) Rabi frequency versus rms ac gate voltage (at frequency fpump) along
with a linear fit (red).
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pulse is given by half the Rabi period and the π/2 pulse by a quarter of the Rabi period.
I repeated and fit Rabi oscillations at different pump powers and plotted the extracted
Rabi frequency versus pump amplitude [see Fig. 5.13(b)]. A line gives an excellent fit
to the data, confirming the linear scaling of the Rabi frequency with pump amplitude.
Additionally, the slope (9.79MHz/µV for Fig. 5.13(b)) may be used as a measure of the
coupling of the qubit to the drive signal or, in general, to any perturbation that couples
via the charge degree of freedom. I also attempted to record Rabi oscillations at the
top spectral parabola using a weak continuous readout but obtained poor results due to
degraded coherence and readout contrast and other anomalous effects.
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6 Decoherence and Reproducibility
Experiments
6.1 Overview of Results for Device 1
A significant fraction of my thesis work consisted of the dephasing studies of Device 1.
That device was fabricated and its parameters were characterized by Z. Kim [59, 71]. A
large part of the motivation for the design was the desire to construct a CPB coupled
to a lumped-element resonator that would have an improved qubit lifetime by avoiding
the multimode Purcell effect [67]. Unlike λ/2 and λ/4 resonators, which have many rel-
atively close lying harmonics, the lumped element resonator design of Device 1 has a
fundamental frequency of 5.45GHz but no higher modes up to 28GHz. The design proved
successful, both due to the intended reason and fortuitous features.
The layout and fabrication process of Device 1 was nearly identical to that of De-
vice 2 [see Ch. 4 and Sec. 6.1.1]. The lumped element resonator consisted of a par-
allel combination of an inductor with inductance L ≈ 2nH and a capacitor with capac-
itance C ≈ 400fF [see Fig. 6.1(a)]. Z. Kim extracted, and I later confirmed, a res-
onance frequency of ωres/2π = 5.446GHz with loaded quality factor QL = 22,000, in-
ternal quality factor Q i = 32,000, and external quality factor Qe = 70,000. The CPB
consisted of a 150nm× 2.5µm superconducting island connected through two parallel
150nm×150nm Josephson tunnel junctions to superconducting leads and the reservoir
[see Fig. 6.2(a)]. The qubit had a charging energy of Ec/h = 6.24GHz, a maximum Joseph-
son energy of EsumJ /h = 19GHz, a gate capacitance between the transmission line and
island of Cg = 4.5aF, and a qubit-resonator coupling strength of g/2π= 5MHz.
When the qubit was tuned to EJ /h ≈ 4GHz and biased at the sweet spot ng = 1, the
qubit lifetime was an astounding T1 ≈ 200µs [59], more than an order of magnitude longer
than the best previously reported results [38]. We tuned the EJ over one octave in fre-
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Figure 6.1: (a) Microscope image of the lumped element resonator and a zoom in of the
area containing the CPB for Device 1. (b) Similar pair of images for Device 2. The res-
onator components are identified in Fig. 2.4 while Fig. 6.2 shows SEM images of the two
CPBs.
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(a) (b)







Figure 6.2: SEM images of the CPBs of (a) Device 1 and of (b) Device 2. The CPB island,
Josephson junctions, superconducting leads, and ground are identified for Device 1 and
are similarly located in Device 2. The longer CPB island and larger junction area of
Device 2 are the two main design differences from Device 1. The stray parallel island is a
signature of double-angle evaporation [see Sec. 4.1.4].
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Figure 6.3: (a) Lifetime T1 (black squares) and decoupling dVg,rms/dΩR,0 (blue squares)
data as a function of Josephson energy EJ /h of Device 1. The lifetime and decoupling
are well correlated and follow a similar trend. Dips in the T1 near EJ /h = 4.18GHz and
EJ /h = 5.44GHz correspond to resonances in (b) the transmission amplitude |S21| of the
lines. The resonator resonance dip at ωres/2π= 5.446GHz is too narrow to be resolved in
this plot.
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quency, between 3.8−8.5GHz, and observed a largely monotonic decrease of the lifetime
from the maximum near EJ /h ≈ 4GHz to a low of T1 ≈ 10µs at EJ /h ≈ 8GHz [see Fig.
6.3(a)]. Several localized depressions of the qubit lifetime were present in this overall
trend. Two of the dips were correlated to spurious resonances in the rf input and output
lines as determined by the transmission amplitude |S21| [see Fig. 6.3(b)]. Specifically,
the depression of T1 near EJ /h = 4.18GHz is likely due to the sample package while the
depression around EJ /h = 5.67GHz corresponds to a self-resonance of the cryogenic am-
plifier. Finally, the dip at EJ /h = 5.44GHz is consistent with the Purcell effect [see Sec.
2.7].
A key result on Device 1 concerned the coupling between the qubit and the microwave
drive. We found the coupling by determining the scaling of the Rabi frequency ΩR,0 with
the microwave drive voltage Vg,rms [see Sec. 4.3]. We observed a strong correlation be-
tween the qubit lifetime and the inverse of the coupling between the qubit and the trans-
mission line. This suggested that the decoupling of the CPB from the transmission line
was a key reason for obtaining the long relaxation time [see Fig. 6.3(a)] [59].
In addition to the lifetime measurements, preliminary Ramsey fringes data at EJ /h ≈
6GHz yielded a decoherence time T2 = 70ns. These coherence measurements allowed
us to place bounds on the charge noise affecting the CPB. Assuming charge is the dom-
inant noise source, the relaxation time suggests an upper bound on the spectral density
of charge noise at f = 4.5GHz of Sq ( f = 4.5GHz) ≤ 10−18 e2/Hz. This value is approxi-
mately an order of magnitude smaller than that reported by Vion et al. [38]. Similarly, if
we assume low frequency charge noise of the form Sq,1/ f ( f ) = A2q/ f , the dephasing time
implies a bound of Sq ( f = 1Hz)≤
(
9×10−3)2 e2/Hz which is roughly consistent with other
measurements of 1/ f charge noise [101, 43, 38, 81].
6.1.1 Follow-up Decoupling Experiment
Although it wasn’t possible to alter the qubit-transmission line coupling of Device 1, it
was possible to test the observed correlation between decreases in the lifetime T1 and
spurious resonances. The opportunity to perform such an experiment presented itself
when we modified the grounds of the CPW launchers in the sample box. This change
shifted the box resonance from 4.2GHz to 3.5GHz [see Fig. 6.4]. I remeasured the qubit-
transmission line coupling dΩR,0/dVg,rms at EJ /h = 4.5GHz and found that it increased
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Figure 6.4: History of the system transmission amplitude |S21|. The top curve (black) is
the system transmission amplitude |S21| during the lifetime and coupling characteriza-
tion of Device 1 carried out by Z. Kim [59, 71] [see Fig. 6.3(b)]. I recorded the middle curve
(red) after modifying the grounds of the CPW launchers. This shifted the box resonance
from 4.2GHz to 3.5GHz and was the situation during my dephasing measurements of
Device 1. Afterward, we installed a different cryogenic amplifier and placed Device 2 in a
different sample box. As seen in the bottom curve (blue), this removed both the box reso-
nance and the self-resonance of the amplifier at 5.67GHz. The curves have been offset by
20dB for clarity.
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from 0.13MHz/µV before the change to 0.53MHz/µV after. There was a corresponding
decrease in the qubit relaxation time T1 from 205µs to 61µs. While this is consistent
with the previously observed correlation and indicates some degree of repeatability, at
this point it’s not clear if this is a general trend that may be utilized to improve qubit
performance or a coincidence unique to this sample. Furthermore, it may be that the
correlation between the qubit-transmission line coupling and excited state lifetime is not
a general trend but valid only near transmission line resonances.
6.2 Dephasing of Device 1
Two questions naturally arose following Z. Kim’s results on Device 1. While the relax-
ation time provides a measure of the high frequency noise affecting the qubit [see Sec.
3.3], the character of the noise at low frequencies was unclear. Low frequency noise is re-
sponsible for dephasing and it can be quantified by performing Ramsey fringes and spin
echo experiments [see Sec. 3.4]. Additionally, it wasn’t clear if we could reconcile the
exceptionally low bound on the spectral density of high frequency charge noise with the
more typical low frequency bound suggested by the preliminary Ramsey fringes. Second
how reproducible was the long qubit lifetime? Specifically, would other devices following
the same design display enhanced qubit lifetime and would the close relationship between
the lifetime T1 and the decoupling dVg,rms/dΩR,0 persist?
My dephasing studies of Device 1 are discussed in this section while the reproducibility
of the lifetime and decoupling results in Device 2 is addressed in Sec. 6.3.
6.2.1 Pulsed Probe Rabi Oscillations
Qubit decay and Rabi oscillation frequency aren’t affected by dephasing from AC Stack
effect. This allowed Z. Kim to employ the simpler and more convenient weak continuous
readout in his work [59]. After I inherited the sample, I set up a pulsed probe readout
in order to perform the dephasing characterization. Subsequently, with assistance from
S. Novikov, I implemented and calibrated the pulse shaping setup necessary for more
complex experiments such as state tomography.
The first experiment I performed with the new setup was to record pulsed probe Rabi
oscillations at EJ /h = 5.949GHz [see Fig. 6.5]. The plot shows clean oscillations of fre-
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Figure 6.5: Rabi oscillations (black) and the corresponding qubit ground state signal
(blue) at EJ /h = 5.949GHz recorded with a pulsed probe readout for Device 1. The data
is fit to an exponentially damped sinusoid (red) to extract the Rabi oscillation decay time
T ′ = 1.4ms and Rabi frequency ΩR,0 = 5.32MHz. The signal was averaged 5000−10,000
times and the ground state has a standard deviation of σPe = 0.0184.
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quency ΩR,0 = 5.32MHz with an exponentially decaying envelope of T ′ = 1.4ms, consis-
tent with data acquired by Z. Kim [59], confirming that everything was functioning as
expected. My data for Device 1, along with that collected by Z. Kim, had Rabi oscillation
decay times T ′ in the range 1−2ms. Although it’s possible to perform detailed noise spec-
troscopy using Rabi oscillations [179], I didn’t observe any consistent pattern in the Rabi
oscillation decay times as a function of Rabi frequency.
6.2.2 State Tomography
Quantum state tomography is a process of reconstructing the quantum state of a qubit by
making a complete set of measurements on the Hilbert space of the qubit. In addition to
verifying the ability to prepare and manipulate pure states—a requirement of operating
the CPB as a qubit [see Sec. 3.1]—it’s also a rigorous test of the pulse shaping setup.
I performed a variant of state tomography by first preparing the qubit in a given state
and then systematically rotating the state to cover the Bloch sphere. I examined the
four states |g〉, |e〉, (|g〉+ |e〉) /p2, and (|g〉+ i |e〉) /p2. The ground state |g〉 was prepared
by waiting sufficiently long for the qubit to relax. The excited state |e〉 was prepared
by starting in |g〉 and then making a π rotation around the x-axis. The duration of the
necessary pulse was extracted from previous measurements of Rabi oscillations. The two
superposition states (|g〉+ |e〉) /p2 and (|g〉+ i |e〉) /p2 were prepared by starting from |g〉
and making π/2 rotations around the y-axis and x-axis, respectively. Immediately after
the preparation pulse I applied resonant control pulses of varied phase and duration
to drive Rabi oscillations. In the co-rotating frame, this is equivalent to rotating the
prepared state around vectors on the equator. The resulting data was plotted as polar
2D color intensity plots [see Fig. 6.6]. Each pixel in each plot represents the average of
5000−10,000 measurements of the excited state probability Pe.
I found it was easiest to develop an intuitive understanding of the data by considering
the effects of rotations on a point on the Block sphere in the co-rotating sphere. When the
qubit is prepared in one of the states that lie at the poles, namely |g〉 or |e〉, continuous
rotation about any equatorial vector produces sinusoidal oscillation of the excited state
probability Pe, i.e. Rabi oscillations. The ground and excited states differ by 180◦ in
the phase of these oscillations. For states that lie on the equator, such as (|g〉+ |e〉) /p2 or
(|g〉+ i |e〉) /p2, rotations about an orthogonal vector again result in sinusoidal oscillations
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Figure 6.6: State tomography of Device 1. I prepared the qubit in one of the four states (a)
|g〉, (b) |e〉, (c) (|g〉+ |e〉) /p2, or (d) (|g〉+ i |e〉) /p2 and then recorded Rabi oscillations with
various pump tone phases. Each such oscillation is displayed along the corresponding
radius on the polar 2D color intensity plot. The total pulse duration (the radius of the
polar plot) is 150ns with a step size of 2ns.
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Figure 6.7: Theoretical state tomography plots. The qubit starts in one of the four states
(a) |g〉, (b) |e〉, (c) (|g〉+ |e〉) /p2, or (d) (|g〉+ i |e〉) /p2 and then undergoes Rabi oscillations
around various axes in the x-y plane in the co-rotating frame. Each such oscillation is
displayed along the corresponding radius on the polar 2D color intensity plot. The Rabi
frequency is the same as in Fig. 6.6 and the total Rabi oscillation duration (the radius of
the polar plot) is 150ns.
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of the excited state probability Pe, while rotations about a parallel vector don’t change
the state. Rotations about any other vector result in oscillations with the same period but
with the amplitude reduced by sinϕ where ϕ is the angle between the state and rotation
vectors. Consequently the states that lie on the x-axis and the y-axis produce the same
color intensity plot, rotated by 90◦ relative to each other.
The state tomography data shown in Fig. 6.6 is in good qualitative agreement with
theory [see Fig. 6.7], indicating that I can control the quantum state of the qubit and
that the pulse shaping system is working as designed. The main deviations from ideal
behavior—variations in readout contrast and Rabi frequency—are likely due to low fre-
quency charge noise and slow EJ drift [see Sec. 5.3.1]. The constituent Rabi oscillations
for each initial state took a day to acquire and, when combined in a single plot, the effects
of charge noise and EJ drift are clear. I didn’t attempt a quantitative analysis of the state
tomography data as it was clear that small errors in state preparation or pulse shaping
would be obscured by the drift. In principle, such analysis could be utilized to quantify
state preparation or qubit gate fidelity and is currently being pursued on more stable
qubit designs, such as the transmon, by other group members [165].
6.2.3 Ramsey Fringes
I expanded on the preliminary Ramsey fringes data for Device 1 [see Sec. 3.4.1] by record-
ing Ramsey fringes at a series of detunings. At ng = 1, the bare qubit transition frequency
EJ /h = 6.2586GHz was determined from pulsed probe spectroscopy. The duration of a π/2
pulse, 28.4ns with 39dB pump attenuation bypassing the pulse shaping mixers, was ex-
tracted from fits to pulsed probe Rabi oscillations. I used the standard Ramsey pump
pulse sequence [see Sec. 3.4.1]. I first pulsed the probe to record the ground state phase,
then I applied a detuned π/2 pulse, waited a delay time t, applied a second, in-phase π/2
pulse, and finally I pulsed the probe again and recorded the phase of the transmitted
signal. I repeated the sequence with the delay time t stepped through a range of values,
typically up to several hundred nanoseconds with a step size of a few nanoseconds. This
process resulted in a single Ramsey fringes curve at a given detuning. I carried out these
measurements for detunings of ±15MHz, ±10MHz, and ±5MHz.
From a least squares fit of an exponentially damped sinusoid to the excited state prob-
ability Pe versus delay time t, I extracted the Ramsey frequency ∆νR and Ramsey decay
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Figure 6.8: (a) Ramsey frequency ∆νR data (black squares) and theory (red) versus the
pump tone detuning ∆ω = ωCPB −ωµw in Device 1. (b) Ramsey fringes (black) and the
corresponding qubit ground state signal (blue) recorded with a pulsed probe readout. The
data is fit to an exponentially damped sinusoid (red) to extract the decoherence time
T2 = 508ns and Ramsey frequency ∆νR = 10.61MHz.
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time T2 of each curve. The decoherence times T2 were all in the 40−75ns range, con-
sistent with the preliminary data. I also plotted the extracted Ramsey frequency ∆νR
versus the pump tone detuning ∆ω=ωCPB −ωµw [see Fig. 6.8(a)]. Although theoretically
∆νR =∆ω/2π, there is both an x-offset and deviations from linearity present in the data.
The offset is probably due to an error in the initial EJ estimate while the nonlinearity is
probably due to a small EJ drift during the several hours it took took acquire the Ramsey
fringes.
Soon after I began my dephasing characterization of Device 1, it developed a prob-
lem. Due to strong, incoherent interaction with a TLS, the two tone spectrum appeared
twinned and other measurements were difficult or impossible to perform. Thermal cycling
to 4.2K under various conditions didn’t eliminate the problem. I annealed the sample by
warming up to room temperature and also took that opportunity to add additional low
pass filters to the dc bias line and bandpass filters to the rf output line. This resolved
the issue and I resumed taking Ramsey fringes. While this addition didn’t reduce charge
drift or offset jumps, it did seem to improve performance when the qubit was stable. The
subsequent data set had a decoherence time T2 = 171ns at EJ /h = 5.956GHz and a de-
tuning of −10MHz. After I modified the experimental setup to facilitate and improve
gate voltage tuning, I recorded another Ramsey fringes data set at the same parameters
with a decoherence time T2 = 508ns [see Fig. 6.8(b)]. Unfortunately, these clean data sets
were interspersed with periods of heavy charge noise and I wasn’t able to record Ramsey
fringes that were better than those shown in Fig. 6.8(b).
The coherence time T2 is given by the relaxation time T1 and the pure dephasing time
Tϕ as
1/T2 = 1/2T1 +1/Tϕ. (3.14)
At EJ /h = 5.956GHz, the lifetime of Device 1 was T1 = 34.5ms. Since T2 ¿ 2T1, the coher-
ence time T2 was limited by the pure dephasing time Tϕ [see Sec. 3.2]. This allowed me
to discard the T1 contribution to the coherence time and approximate the pure dephasing
time as Tϕ ≈ T2 = 508ns.
Knowing the coherence time T2 allows me to place a bound on the low frequency charge
noise Sq ( f = 1Hz) affecting the qubit if I make an assumption about the shape of the noise
spectrum. It’s typically found that 1/ f charge noise of the form Sq,1/ f ( f ) ≈ A2q/ f affects
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these types of devices [101, 112, 43, 38, 81]. This reduces the problem from one with
an arbitrary function Sq ( f ) to one with a single parameter Aq I can place bounds on.
Furthermore, I need to assume that charge noise is the dominant noise source, i.e. the
contributions of flux or critical current noise to dephasing are negligible. I used the sweet
spot charge sensitivity Dng2,z = 8Ec/EJ , whose value is determined by two tone spec-
troscopy and ensemble measurement time ωavg/2π ≈ 25Hz in Eq. 3.54, which describes
dephasing due to quadratically coupled wideband 1/ f noise, and obtained










I solved for Aq and extracted a bound on the noise amplitude of Sq ( f = 1Hz)≤
(
3×10−3)2 e2/Hz.
This value is similar to that reported for similar charge qubits [81, 43, 38, 101] and would
be only weakly affected if the 1/ f charge noise has a high frequency cutoff ωc.
My reasons for characterizing the dephasing of Device 1 at EJ /h ≈ 6GHz were purely
pragmatic. The relaxation time T1 at that flux bias is a respectable ≈ 30µs, as opposed to
at Josephson energies EJ /h > 7GHz where it falls close to 10µs. I found that the qubit was
simpler to operate and had less gate charge offsets and drift for EJ /ħ>ωres as compared
to operating with EJ /ħ<ωres. Although it would have been interesting to characterize the
dephasing at more operating points, I wasn’t able to do so. Additionally, I didn’t observe
any large variations of the spectral width in the range EJ /h = 3.8−8.5GHz which would
have implied corresponding changes in the low frequency charge noise. Finally, the most
interesting operating point, the double sweet spot at ng = 1 and EJ /h = EsumJ /h = 19GHz
wasn’t accessible with my setup.
6.2.4 Spin Echo
A spin echo experiment is a natural follow up to the Ramsey fringes experiment as it
offers additional information about the spectral density of the noise [see Sec. 3.4.2]. I
recorded spin echoes at ng = 1, a bare qubit transition frequency of EJ /h = 6.059GHz, a
π/2 pulse duration of 24ns, and a π pulse duration of 48ns with 4dB pump attenuation
through the pulse shaping mixers. As with the Ramsey fringes, the parameters were cal-
ibrated with pulsed probe spectroscopy and Rabi oscillations. After recording the ground
state phase with a probe pulse, I applied a π/2 pulse, waited a delay time t/2, applied a π
158
6 Decoherence and Reproducibility Experiments













Figure 6.9: Spin echo (black) and the corresponding qubit ground state signal (blue)
recorded with a pulsed probe readout. The data is fit to an exponential decay (red) to
extract the spin echo decay time Techo = 3340ns.
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Table 6.1: Summary of the decoherence times and charge noise bounds for Devices 1 and
2.
device Device 1 Device 2
decoherence
T1 30−200µs 4−30µs
T2 200−500ns ' 60ns
T∗2 — ≈ 60ns
Tϕ 200−500ns ' 60ns
Techo 2.4−3.3µs —
T ′ 1−2µs 0.2−1.8µs
noise bounds
Sq ( f = 4.5GHz) ≤ 10−18 e2/Hz ≤ 10−17 e2/Hz
Sq ( f = 1Hz) ≤
(
3×10−3)2 e2/Hz ≤ (1×10−2)2 e2/Hz
pulse 90◦ out of phase with the first, waited a second delay time t/2, applied the last qubit
π/2 pulse 180◦ out of phase with the first, and then recorded the excited state probability
with a probe pulse. I repeated this for a range of delay times t up to several microseconds
to obtain the spin echo decay curve [see Fig. 6.9]. This is a slightly modified spin echo
sequence with the last π/2 pulse out of phase, rather than in phase, with the first as I
found it easier to collect data if the qubit ended in the ground, rather than the excited
state, at the end of the pulse sequence.
I extracted spin echo decay times Techo in the 2.4−3.3ms range by fitting the excited
state probability Pe versus delay time t to an exponential decay [see Fig. 6.9]. Simi-
lar to the Ramsey fringes decay time T2, the spin echo decay time in Device 1 satisfied
Techo ¿ 2T1 and hence wasn’t significantly limited by relaxation. The fact that Techo À T2
is consistent with a noise spectral density that falls with frequency, i.e. the presence of
excess low frequency charge noise. The exact magnitude of the improvement contains
additional information about the noise spectrum. The coherence enhancement ratio ex-
pected for wideband 1/ f noise is Techo/T2 ≈ 4.5 [see Sec. 3.4.2]. Based on the best spin
echo and Ramsey fringe decay times, I observed an enhancement of Techo/T2 ≈ 6. As-
suming that the noise spectrum affecting the qubit is 1/ f with a soft cutoff and employ-
ing the corresponding spin echo decay function [see Eq. 3.62], I find a high frequency
noise cutoff of ωc/2π ≈ 0.2MHz. For comparison, Ithier et al. [22] observed a cutoff at
ωc/2π ≈ 0.4MHz in a quantronium, a qubit design derived from the CPB. If I extrapo-
late the 1/ f charge noise as determined by Ramsey fringes alone to 4.5GHz, the result
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is Sq ( f = 4.5GHz)≤ 2×10−15 e2/Hz. This bound is three orders of magnitude larger than
that extracted from the T1 data [see Sec. 6.1]. Although this doesn’t contain any infor-
mation about the location of a high frequency noise cutoff, it’s consistent with one. A
possible follow up experiment to expand on the noise spectrum analysis I have performed
with spin echo is to use multi-pulse dynamical decoupling schemes to extract the full
noise spectrum [179, 180].
Table 6.1 contains a summary of the coherence times and charge noise bounds for De-
vice 1.
6.2.5 Noise Bounds Considerations
There are several topics about the noise bounds that are worth discussing. First, I also
considered an alternative analysis that assumed flux, not charge, was the dominant noise
source responsible for dephasing in the qubit. If I assume 1/ f flux noise of the form
SΦ ( f ) = A2Φ/ f is linearly coupled to the CPB and use Eq. 3.50, I obtain a bound on the
noise amplitude of SΦ ( f = 1Hz) ≤
(
5×10−6)2 Φ20/Hz. This value is larger, but not unrea-
sonably so, than the typical value of SΦ ( f = 1Hz)/
(
1×10−6)2 Φ20/Hz reported for similar
Josephson devices [179, 104, 103, 105]. However, since this analysis required the incor-
rect assumption that charge noise was negligible, it’s just a bound and can’t provide a
good estimate of the flux noise amplitude. On the other hand, it does imply that if future
qubit designs are able to reduce either the charge noise amplitude or their sensitivity to
it by about an order of magnitude, then flux noise could become a significant constraint
on coherence times if the device isn’t biased at the double sweet spot.
A more general question is the soundness of using the best recorded coherence times to
place bounds on the noise. I believe it’s the correct approach provided it’s understood that
the noise itself varied. Unless I have reason to believe a particular trace or decay curve is
a spurious outlier, each data set corresponds to a valid observation of the physical system.
Consequently each data set may be used to extract a bound on the noise and by using the
best coherence time, I’m simply selecting the smallest upper bound for the noise.
I can also speculate as to why I observed such a large range of decoherence times.
During my dephasing characterization experiments, I set the gate bias ng = 1. However,
since the gate control isn’t perfect, the actual operating point may have slightly deviated
from the sweet spot, either due to my inability to exactly locate it or from small drifts
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and offsets during the data acquisition. To quantify the effect of such a control error,
I calculated the Ramsey fringes decay time T2 at ng = 1+ ε, including both the linear
and quadratic coupling terms and assuming a typical spectral density of charge noise. I
found that the Ramsey fringes decay time T2 is reduced by half in a range ε ≈ ±0.007
around ng = 1 and another half in a range ε ≈ ±0.016 around ng = 1. For comparison, a
reasonable estimate of my resolution when locating and setting the gate bias voltage is
5−10mV which corresponds to gate bias resolution of ∆ng = 0.006−0.012. Consequently
I could set the operating point within the sweet spot but not necessarily at the exact
optimal point. This, combined with charge offsets and drift, could explain a factor of 2 to
4 variation in the decoherence times.
6.3 Reproducibility of the Lifetime and Decoupling Results
Soon after the completion of the spin echo experiment for Device 1, a strongly coupled TLS
resurfaced. This time, thermal cycling to 4.2K or annealing at room temperature were
to no avail and I decided to move on to a new sample. B. Suri and I fabricated, cooled
down, and tested several qubits. The first few of these were either non-functional or
behaved very anomalously and were discarded. Eventually I found a working sample and
this became Device 2. We mounted Device 2 in a different sample box and also replaced
the cryogenic amplifier. These changes removed all the major spurious resonances in
our setup [see Fig. 6.4(c)]. The main experimental goal for this device was to test the
reproducibility of the lifetime and decoupling results observed in Device 1.
6.3.1 Design Changes for Device 2
While Device 2 was intended to examine the reproducibility of the results of Device 1, it
wasn’t an identical copy as a few small changes were made to the design. The resonator
used for Device 2 had slightly stronger coupling to the transmission line, as evident in
the reduced external quality factor of Qe,Dev2 = 47,000 versus Qe,Dev1 = 70,000 [see Fig.
6.1(b)]. This design change was made to decrease the ring-up time of the resonator and
consequently reduce the impact of charge noise by reducing the data acquisition time [see
Sec. 5.3.1]. Device 2 also had a much higher internal quality factor, Q i,Dev2 = 147,000
versus Q i,Dev1 = 32,000, but this discrepancy was due to uncontrolled variation during
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fabrication.
The CPB in Device 2 also had several small design changes. The Josephson junction
dimensions were increased from 150nm×150nm in Device 1 to 350nm×150nm in Device
2 [see Fig. 6.2(b)]. This increased the area by a factor of approximately ≈ 2, resulting in





The aim was to further reduce sensitivity to charge noise [see Sec. 3.4]. In my experience
fabrication of larger area junctions is more reliable but this most likely was a marginal
benefit because it also leads to more TLS’s. Changing the charging energy Ec also ne-
cessitated making some other changes. The qubit-resonator coupling strength scales as
g ∝ Cg/CΣ∝ CgEc [see Sec. 2.5]. To compensate for the reduced Ec and increase the cou-
pling g to facilitate readout, the superconducting island was made longer, 150nm×10µm
in Device 2 versus 150nm×2.5µm in Device 1. The CPB loop area remained the same.
Finally, Device 2 had a lower maximum Josephson energy EsumJ,Dev2/h = 7.33GHz. This
allowed operation at the double sweep spot at reduced gate voltage ng = 1 and external
flux bias Φ= 0. This was partly fortuitous as there were large variations in the fabricated
Josephson energy—even after all the precautions and room temperature screenings [see
Sec. 4.1.4]. It’s also worth noting that the maximum Josephson energy EsumJ,Dev1/h = 19GHz
of Device 1 was not intended to be that high.
6.3.2 T1 and Rabi Coupling in Device 2
After carrying out preliminary characterization of Device 2 [see Ch. 5], I proceeded to
measure the lifetime T1 and the decoupling dVg,rms/dΩR,0 at various transition frequen-
cies ωCPB/2π in the range 4.0−7.3GHz. The specifics of how I tuned the Josephson en-
ergy EJ are discussed in Sec. 5.2.2, the relaxation time T1 measurement procedure is
discussed in Sec. 5.4.1, and the extraction of Rabi coupling dΩR,0/dVg,rms is discussed
in Sec. 5.4.3. Due to the multiple spectral parabolas in Device 2, it was ambiguous at
first as to which parabola should be used to measure the lifetime and the decoupling. I
soon found that I was able to record excited state decay and Rabi oscillations with a weak
continuous readout for all the parabolas and that there was no apparent discrepancy be-
tween the relaxation time T1 measurements at the different parabolas. This is puzzling
as the lifetime T1 should vary with state composition in a composite system. A possible
explanation is that the TLS lifetime is the same order of magnitude as the CPB lifetime
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Figure 6.10: Summary of the measured lifetime T1 (black circles and squares) and decou-
pling dVg,rms/dΩR,0 (blue circles and squares) as a function of Josephson energy EJ /h for
Device 2. For EJ /h < ωres/2π = 5.472GHz the measurements were made on the lowest
lying parabola (circles) while for EJ /ħ > ωres the third highest parabola (squares) was
measured. The lifetime and decoupling are only roughly correlated.
and the difference in T1 between the parabolas was hidden by the large variation in my
T1 measurements [see Sec 5.4.1]. For consistency I decided to use parabolas for which the
pulsed probe readout was functional. For qubit transition frequencies below the resonator
EJ /ħ < ωres this was the lowest lying parabola [see Fig. 8.6] while above the resonator
EJ /ħ>ωres it was the third highest [see Fig. 8.1].
The aggregate excited state lifetime T1 and decoupling dVg,rms/dΩR,0 data is plotted
versus transition frequency in Fig. 6.10. The gap in the data between 5.0− 6.5GHz
corresponds to a region where none of the parabolas were visible [see Figs. 8.3 and 8.4].
I believe this loss of visibility was due to a charged fluctuator that was activated in this
frequency range [see Sec. 8.2.1]. Although the data is sparse, based on the overall trend
I conclude that the decoupling dVg,rms/dΩR,0 is generally correlated with the lifetime T1.
Also, the qualitative behavior of Device 2 resembles that of Device 1. In both samples
the excited state lifetime T1 [see Fig. 6.11(a)] and the decoupling dVg,rms/dΩR,0 [see Fig.
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Figure 6.11: Comparison of the (a) lifetime and (b) decoupling between Devices 1 and 2.
Black circles are data for Device 2 measured on the lowest parabola when tuned below
the resonator. Black squares were measured on the third highest parabola when tuned
above the resonator in Device 2. Blue triangles are data from Device 1. In both plots
the data follows similar trends as a function of the Josephson energy EJ /h, but Device 1
typically has an order of magnitude longer T1 and dVg,rms/dΩR,0 that Device 2 has.
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6.11(b)] drop when the qubit is tuned above the resonator EJ /ħ > ωres. Although below
the resonator EJ /ħ<ωres the relaxation times of Device 2 are about a factor of 5 shorter
than those of Device 1, above the resonator EJ /ħ>ωres they are nearly identical [see Fig.
6.11(a)]. The best performance for Device 2, T1 ≈ 30ms, is not as impressive as that of
Device 1 but is nevertheless quite long, suggesting some level of reproducibility of the
lifetime results. Note also that Device 2 was about ≈ 10−20 times more strongly coupled
than Device 1 and this is consistent with the shorter T1 in Device 2 being due to coupling
to the transmission line.
Differences in the design and fabrication may explain some of the measured differences
between the two qubits. The larger coupling of the CPB to the transmission line in Device
2 may be partly due to the stronger coupling—reflected in the smaller Qe—between its
resonator and the transmission line. The sensitivity to voltage noise of a CPB is propor-
tional to EcCg [see Eq. 3.26]. While Device 2 had a smaller Ec (Ec,Dev1 = 6.24GHz versus
Ec,Dev2 = 4.3GHz), the CPB island was longer leading to a larger Cg (Cg,Dev1 = 4.5aF
versus Cg,Dev2 = 19.1aF) and a net increase in the sensitivity. Relaxation due to strong
interactions with charged defects [61] may be another reason for the lower excited state
lifetime T1 in Device 2 since the larger area of the Josephson junctions would lead on
average to a larger number of defects. Finally, Device 1 had no conspicuous splittings in
the transition spectrum while Device 2 had visible splittings and an anomalous multi-
parabola spectrum [see Sec. 8.1.1].
Finally, from the lifetime T1 I can place a bound on the high frequency spectral density
of charge noise affecting Device 2. Assuming relaxation due to charge noise is the domi-
nant decay mechanism, combining Eqs. 3.24 and 3.27, I find that the spectral density of








The qubit lifetime at EJ /h = 4.5GHz is T1 ≈ 16µs and this places a bound on the charge
noise of Sq ( f = 4.5GHz) ≤ 10−17 e2/Hz. This value is an order of magnitude greater than
the bound Sq ( f = 4.5GHz)≤ 10−18 e2/Hz obtained for Device 1 but is close to that reported
for other charge qubits [38]. Alternatively, if I assume that qubit relaxation is due to
dielectric loss in the amorphous AlOx junction tunnel barrier, the loss tangent is [see Sec.
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I find tanδ= 6×10−7 at EJ /h = 4.5GHz in Device 2. This is an order of magnitude larger
than tanδ= 4×10−8 in Device 1 [59] but is about three orders of magnitude smaller than
typical results for amorphous dielectrics at low temperatures and low microwave powers
[98].
6.3.3 Dephasing in Device 2
I wasn’t able to carry out detailed dephasing experiments such as Ramsey fringes to mea-
sure T2 in Device 2. Based on spectral linewidth measurements at EJ,bot/h = 7.06GHz
and EJ,top/h = 7.25GHz at low pump power I extracted a spectroscopic coherence time
T∗2 ≈ 60ns [see Sec. 5.4.2]. This implies that the decoherence time T2 ' 60ns. The life-
time at that EJ was T1 = 28.1µs [see Sec. 5.4.1]. Similar to the case of Device 1, T2 ¿ 2T1
in Device 2, indicating that the coherence time T2 was limited by the pure dephasing time
Tϕ and I can estimate Tϕ ≈ T2 ' 60ns. Using this coherence time in Eq. 6.1 leads to a
low frequency charge noise bound of Sq ( f = 1Hz) ≤
(
1×10−2)2 e2/Hz. This is almost an
order of magnitude decrease in the dephasing time or increase in the noise as compared
to Device 1. There was a similar, although not as drastic, decrease in the Rabi oscillation
decay times, from T ′ = 1−2µs for Device 1 to T ′ = 0.2−1.8µs for Device 2. I don’t have
an explanation for this increase in charge noise but it’s consistent with sample-to-sample
variation I’ve observed and may be due to uncontrolled variations in the fabrication such
as the quality of the junction oxide or the number of strongly coupled TLS’s.
Table 6.1 contains a summary of the coherence times and charge noise bounds for De-
vice 2.
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7.1 The Physical Origin of Defects and Dissipation
In the discussion so far I have focused little attention on the physical origin and micro-
scopic details of defects and dissipation. I addressed thermal Johnson-Nyquist noise [see
Sec. 3.3.1] and instrumentation noise [see Sec. 4.2.1], but I treated lossy materials and
1/ f noise empirically. Dielectric loss and 1/ f charge noise, the two intrinsic loss mech-
anisms most relevant to charge qubits, are believed to originate from charged two-level
systems (TLS) in the material [182, 183, 184, 185, 98, 186, 187, 188, 189]. A TLS is any
physical system where the two lowest energy levels are sufficiently separated from the
higher levels such that they may be safely neglected in determining the system prop-
erties and dynamics. Although TLS’s dominate the low temperature behavior of most
amorphous materials [190, 191, 192], their microscopic details are poorly understood and
insight into their nature would be beneficial, both to quantum computing and the study
of material properties in general.
7.1.1 Two-Level Systems
There are many models and theories of the microscopic physical origin of TLS’s. I will
briefly discuss those responsible for flux, charge, and critical current noise, which are the
three types most applicable to superconducting qubits. For example, flux noise may be
due to pinned flux vortices or unpaired electron spins on the surface of the qubit, with
the dominant mechanism determined by such factors as the wire width, the junction
area, and the ambient field [193, 194, 195, 102]. Charge noise is understood to be caused
by moving ions located in the amorphous dielectric or on the surfaces and at interfaces
between materials constituting the qubit. These could be impurity ions such as H+ or
OH− or various kinds of vacancies that tunnel between two positions. Another potential
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source is electrons hopping between charge trapping centers or low coordination bonds
[60, 196, 197, 61].
Some critical current noise can have the same underlying physical origins as charge
noise. If an ion is located in the tunnel barrier, then its motion may modulate the height
of the tunnel barrier and consequently the critical current of the junction [198, 196, 199,
200, 201]. The closely spaced topology of a Josephson junction may also lead to physics
not present in isolated charged TLS’s. Specifically the interaction between the trapping
centers and the bulk superconductor may lead to the formation of Andreev subgap states
or weak Kondo states at subgap energies [202, 203]. Of course critical current noise can
also be caused by flux motion or magnetic field changes.
Despite many years of research, experimental evidence regarding the precise micro-
scopic identity of TLS’s is hard to come by. Furthermore, while aggregate effects of many
TLS’s, such as 1/ f noise or dissipation, are easy to measure, individual TLS interactions
or effects are much harder to observe. The strong coupling of qubits to their local envi-
ronment is both a blessing and a curse, hindering their performance but also allowing
unique opportunities to study individual TLS’s in detail.
7.1.2 Qubit-TLS Interactions
Qubit-TLS interactions may be broadly categorized based on three criteria: the qubit-
TLS coupling strength gTLS, whether the energies of the two systems are resonant or
not, and the nature of the interaction of the TLS with the qubit. There is not a unique
definition of the boundary between strong and weak coupling but it’s usually determined
by comparing the coupling strength gTLS to the relevant decoherence rates in the system.
If the coupling strength is smaller than the decoherence rates of the qubit gTLS ¿ Γ1,Γ2
the coupling is said to be weak, while if gTLS À Γ1,Γ2 it’s strong. TLS’s in superconduct-
ing qubits are classified into three types—charge, flux, or critical current—depending on
which parameter the TLS couples to.
The aggregate effects of many weakly coupled, non-resonant TLS’s include various fla-
vors of 1/ f noise, broadband dielectric loss, inhomogeneous broadening, and decreased
measurement fidelity in qubits [204, 22, 98, 205, 206, 207]. A single resonant and quantum-
coherently coupled TLS typically produces an avoided crossing, also called a splitting,
in the qubit spectrum. In this context a quantum-coherent coupling can be defined as
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a coupling that gives a coherent rate of energy exchange 2gTLS that exceeds the deco-
herence rates Γ1,Γ2,Γ1,TLS,Γ2,TLS of both of the sub-systems. This is synonymous with
strong coupling. Unintended avoided level crossings have been reported in virtually all
superconducting qubit designs including phase, flux, charge, quantronium, and trans-
mon [208, 209, 206, 210, 204, 205, 61, 22, 116]. Qubit performance is usually severely
degraded near a splitting [61, 211, 212, 56, 206]. Analytic expressions for the reduction
in coherence of a qubit due to coupling to a TLS exist [213, 185] but are difficult to em-
ploy in practice because they depend on the qubit-TLS coupling strength gTLS and the
coherence times of both the qubit T1,T2 and the TLS T1,TLS,T2,TLS, TLS parameters
which are difficult to measure or determine from fundamental theory. The theoretical
results also predict complex behavior such as non-exponential excited state probability
decay, which if observed would provide strong evidence of coherent qubit-TLS coupling.
Experimentally, Z. Kim observed an order of magnitude increase in a CPB decay rate Γ1
near a spectroscopic avoided level crossing [61].
Quantum-coherent coupling between a qubit and a TLS opens the possibility of manip-
ulating an individual TLS and studying its microscopic properties. For instance, coherent
oscillations between a qubit and a TLS have been observed [208] and the TLS has been
proposed and demonstrated as a quantum memory [214, 215]. More pertinent to the
study of the nature of TLS’s, strong qubit-TLS interactions allow the microscopic details
of the TLS to be determined [61, 216, 217]. It’s theoretically possible but experimentally
challenging to identify the exact nature of the qubit-TLS interaction in phase and flux
qubits [218]. On the other hand, in charge qubits the island and gate voltages will mod-
ulate the energy of a charged TLS. Z. Kim found that by taking detailed spectroscopy of
resolvable splittings, it was possible to confirm models of TLS physical origin and extract
microscopic parameters included in the model [61, 60].
While a weak, resonant, qubit-TLS interaction would produce the same qualitative
effects as a strong interaction, the splitting would be too small to resolve. The decrease in
qubit coherence due to such an interaction is also expected to be less than if the coupling
were strong. Z. Kim reported using localized increases in the qubit decay rate Γ1 as
markers to help locate avoided crossings in the qubit spectrum [61]. In a similar fashion,
one expects that small localized increases in the qubit decay rate may correspond to weak,
resonant qubit-TLS interactions that don’t produce detectable splittings. Of course such
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features may also be due to coupling to some other, non-TLS mode.
To the best of my knowledge strong, non-resonant qubit-TLS interactions have not been
previously reported. In such a scenario the qubit and TLS interaction would be strong
enough such that they would form an effective four-level system. Transitions from the
combined system ground state to states that involve a significant qubit component would
be expected to be detectable with the same readout as that used for pure qubit transitions.
Depending on the shape of the TLS spectrum, this may produce an apparent twinning of
the qubit spectrum or other highly anomalous spectral features. The TLS spectrum may
also be visible if the readout used responds to changes of the pure TLS states, such as the
case with a charged fluctuator and a charge sensitive rf-SET readout [61]. The effect on
qubit coherence is difficult to predict and would depend on a variety of factors such as the
nature of the qubit-TLS coupling and the intrinsic TLS coherence times. It’s reasonable to
assume that the composite system relaxation rate would be influenced by the relaxation
rates of the individual qubit and TLS sub-systems but it may not necessarily scale as
the system component fractions. For instance, theoretical examination of a model system
consisting of a TLS coupled to a qubit found that the lifetime T1 depends on the relaxation
and dephasing rates of the qubit and TLS, the coupling strength, and the form of the
qubit-TLS coupling Hamiltonian [213, 185].
Although I have classified TLS’s into three types, a particular TLS may belong to more
than one class. A charge hopping in the tunnel barrier or a flux vortex hopping near
the junction would, respectively, couple to the charge and flux degrees of freedom of a
superconducting qubit but both would also modulate the critical current. If defects in
the tunnel barrier are prevalent, it’s reasonable to believe that there would be similar
numbers of charge and critical current TLS’s. While there are many reports of critical
current fluctuations in Josephson junction devices [199, 200, 201], there don’t appear to
be reports of critical current TLS’s in Josephson junction based qubits. This may be due
to the lower temperature used with qubits or to the difficulty of distinguishing a critical
current fluctuator from a charge or flux fluctuator. Alternatively, the smaller area of qubit
junctions as compared to those of conventional junction devices leads to fewer TLS’s and
reduced odds that one of those TLS’s would be in the right parameter space to produce
observable critical current fluctuations.
In this chapter, I derive a model Hamiltonian for a CPB coupled to a charged TLS lo-
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Figure 7.1: Potential energy of a charged TLS in a junction tunnel barrier of thickness d.
The fluctuator has charge Q, can be localized at positions xR or xL with corresponding
energies ER or EL, and can tunnel between the two wells with energy TLR .
cated in the junction tunnel barrier. I will assume the qubit and TLS couple via both their
charge interaction and the TLS modulating the Josephson energy of the CPB. I discuss
two different interaction regimes and the corresponding spectra, the effect of the various
model parameters on the system spectrum, and finally extend the model to include the ef-
fect of multiple TLS’s. In Chapter 8, I present my data on the spectroscopy of Device 2 and
discuss my fits of the model developed here, draw conclusions about physical properties
of the CPB and TLS, and detail other anomalous spectral features in Device 2.
7.2 CPB Coupled to a TLS
My discussion here builds on a model developed by F. C. Wellstood [60] and employed by
Z. Kim to fit avoided level crossings in the spectrum of a CPB [61]. The model assumes
a charged point particle physically located in the junction tunnel barrier [see Fig. 7.1].
This fluctuator acts as a two-level system that can tunnel between two minima of the
local potential energy landscape [see Fig. 7.1].
I first consider the electrostatic interaction between the TLS and the CPB. To help keep
track of potential emergent effects, I begin with just two non-interacting TLS’s. As in the
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derivation of the CPB Hamiltonian [see Sec. 2.2], I calculate the charging energy minus
the work done by the gate voltage source. Taking the total electrostatic energy of the
system Uel , given by Eq. 2.10, and subtracting the work Wel = 2eVgCg/CΣ done by the
gate voltage source when the number of Cooper-pairs on the island changes [see Eq. 2.12]













Here Vg is the voltage bias applied to the gate capacitance Cg, Vi is the potential of the
island, and C j is the junction capacitance, the same definitions I used in the simple CPB
case [see Sec. 2.2].
I determine Wk by considering the changes in the induced polarization charges when
the TLS’s move. Green’s reciprocation theorem [83] gives the polarization charge Qp,k





where Qk is the charge of the k-th fluctuator, xk is its distance from the ground plate of
the junction, and d is the thickness of the junction tunnel barrier [see Fig. 7.1]. The total
charge on the island is constant for fixed n and consequently a complementary charge of
−(Qp,1 +Qp,2) is distributed over the rest of the island. This induces charges on both the
gate and junction electrodes in proportion to the capacitance ratio, with the induced gate
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The second term doesn’t depend on n and hence has no effect on CPB dynamics and may
be discarded. The first term contains the TLS contributions, which behave similar to gate
voltage offsets.
































making explicit each electrostatic energy contribution. The first term is the charging
energy of a CPB without any TLS’s [see Eq. 2.13] and the next two are the CPB-TLS
electrostatic interactions. The following two terms are capacitive corrections to the in-
dividual TLS electrostatic potential energies while the last term is an indirect TLS-TLS
electrostatic interaction mediated by the CPB capacitance. All these terms may be viewed
as originating from the boundary conditions placed on the electric field by the capacitor
plates.
To construct the Hamiltonian of the combined CPB+TLS1+TLS2 system, I add to the
electrostatic free energy [see Eq. 7.6] the junction Josephson energy [see Sec. 2.2] and
the kinetic and potential energies of both fluctuators, resulting in
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where p̂k is the momentum operator, r̂k = x̂k x̂+ ŷk ŷ+ ẑk ẑ is the position operator, mk is
the mass, Uk is the local potential, and x̂, ŷ, and ẑ are the Cartesian coordinates unit


















+U12 (r̂1, r̂2) . (7.11)
The first term of Eq. 7.11 is the indirect TLS-TLS coupling term I identified in Eq. 7.7
while U12 represents any direct interaction between the two systems. U12 is likely to
be very small due to shielding by the junction electrodes unless the charges are in close
physical proximity, i.e. |r̂1 − r̂2|/ d.
To simplify analysis of the model, I will now limit the rest of the discussion in this
section to the case of a single charged fluctuator coupled to the CPB. Furthermore, I will
make explicit use of the two-level approximation to simplify the TLS Hamiltonian ĤTLS,1.
In this case, if the defect is localized in one of the two wells of its local potential, which in
the absence of tunneling have energies ER,1 and EL,1 [see Fig. 7.1], then the Hamiltonian





where TLR,1/ħ is the tunneling rate between the two wells and the position basis states
used are defined by x̂1
∣∣xR,1〉= xR,1 ∣∣xR,1〉 and x̂1 ∣∣xL,1〉= xL,1 ∣∣xL,1〉. Without loss of gener-
ality I can set EL,1 = 0 and xL,1 = 0. This Hamiltonian yields an isolated fluctuator with
an excited state transition energy of ħωTLS,1 =
√
E2R,1 +4T2LR,1.
The total CPB+TLS system Hamiltonian can be placed in block matrix form using CPB
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where T1 = TLR,1I, I is the N ×N identity matrix, and HL and HR are the CPB Hamilto-
nians with the TLS localized in either the left or right well. N is the number of charge
states needed to accurately represent the CPB Hamiltonian and, for instance, if Ec À EJ
then N = 2 is sufficient. In this case HL =HCPB, given by Eq. 2.20, while
HR =




)2 +E int,1 (2−ng)+ER,1
 (7.14)
where E int,1 = 2EcQTLS,1xR,1/ed is the CPB-TLS charge interaction energy.
I can now generalize the model by including a Josephson interaction term. The physical
origin for this interaction is that the charged TLS can modulate the tunnel barrier link-
ing the superconducting wavefunctions in the two electrodes of the tunnel junction, and
consequently modulate the Josephson energy EJ of the CPB. Such an effect has already
been theoretically explored as a possible source of critical current noise and analytical
results are available for the exact change in the Josephson energy EJ as a function of
TLS position and dipole moment [196]. Here I construct a simpler model by assuming an
effective change of the Josephson energy ∆EJ,1 as the TLS tunnels between its two wells.
This can be implemented by making the substitution EJ → EJ +∆EJ,1σ̂z,1/2 in the CPB
Hamiltonian ĤCPB [see Eq. 2.14] where σ̂z,1 is a Pauli matrix in the TLS position basis.
In block matrix representation this corresponds to the substitution EJ → EJ +∆EJ,1/2 in
HL and EJ → EJ −∆EJ,1/2 in HR . Explicitly the new matrices are
HL =
 Ec (0−ng)2 −(EJ +∆EJ,1/2) /2




Ec (0−ng)2 +E int,1 (0−ng)+ER,1 −(EJ −∆EJ,1/2) /2
−(EJ −∆EJ,1/2) /2 Ec (2−ng)2 +E int,1 (2−ng)+ER,1
 . (7.16)
7.2.1 Resonant Qubit-TLS Interaction
The single TLS model derived in the previous section has two distinct regimes corre-
sponding to resonant and non-resonant qubit-TLS interaction. If the excited state of the
TLS is resonant with the first excited state of the CPB at some value of the gate voltage
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ng, an avoided crossing is produced at that point in the parameter space of energy and
gate voltage. On the other hand, if the TLS excited state energy lies below the CPB tran-
sition minimum the CPB spectrum is twinned. The first regime was observed by Z. Kim,
who found resonant splittings in the spectrum of a CPB and fit the spectrum to a single
TLS model [61]. In Chapter 8, I describe similar work I carried out studying the twinned
and quadrupled spectrum of Device 2, which I fit to both the single and double TLS non-
resonant interaction models. In this section and the next I present a typical calculated
spectrum from each regime and then discuss the effect of each model parameter on the
system’s spectrum.
I obtained the transition spectrum by first plugging in representative values of the
model parameters into the system Hamiltonian H [see Eq. 7.13] and then numerically di-
agonalizing it in Mathematica. This produces a set of eigenvectors {~xn} and corresponding
eigenvalues {λn}. The eigenvalues are the energies of the various levels and the transi-
tion frequency from the ground state to the nth excited state of the system is given by
fn = (λn+1 −λ1) /h. The eigenvectors may be used to form the unitary matrix needed to
transform other operators to the eigenbasis or to calculate projections of the eigenvectors
onto other states such as basis states of the uncoupled system.
Figure 7.2 shows a resonant system spectrum calculated using parameter values Ec/h =
5.0GHz, EJ /h = 5.0GHz, ER,1/h = 10.0GHz, E int,1/h = 2.0GHz, ∆EJ,1/h = 2.0GHz, and
TLR,1/h = 5.0GHz. The excitation spectrum that corresponds to mainly the CPB is colored
red while the excitation spectrum mainly due to the TLS is colored green. I’m able to iden-
tify the pure transitions in this manner because the subsystems are weakly coupled away
from the avoided crossings, with complete decoupling corresponding to ∆EJ,1/h = 0GHz.
The CPB only transition is very similar to the CPB spectrum in the absence of TLS’s
[see Fig. 2.3(b)] while the TLS only transition resembles a rounded saw-tooth. This saw-
tooth is more evident in the spectrum of Fig. 7.4(b) which has the TLS tunneling rate
TLR,1/h = 0GHz. The reset of the TLS spectral line at ng = 1 is due to a Cooper-pair
tunnel on or off the CPB island and it’s width depends on the sharpness of the charge
staircase [see Fig. 2.2]. The entire spectrum is 2e periodic if the TLS is located inside
the junction dielectric or on the CPB island surface. Finally it’s noteworthy that the two
splittings near f ≈ 15GHz are not identical but are of differing sizes and located asym-
metrically in frequency f and gate voltage ng.
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Figure 7.2: Example of a resonant CPB-TLS system spectrum. The curve color identifies
the transition, with red corresponding to a CPB excitation and green to a TLS excitation.
The spectrum was calculated using parameter values Ec/h = 5.0GHz, EJ /h = 5.0GHz,
ER,1/h = 10.0GHz, E int,1/h = 2.0GHz, ∆EJ,1/h = 2.0GHz, and TLR,1/h = 5.0GHz.
To illustrate the qualitative effects of each model parameter in the resonant regime,
I recalculated the system spectrum while setting one of the TLS parameters to 0. The
spectrum in Fig. 7.3(a) has ER,1/h = 0GHz and all other parameters the same values as
in Fig. 7.2. In this figure and others in this section, the red curve is the nearly pure CPB
transition, the green curve the nearly pure TLS transition, and the dashed curve is the
spectrum of Fig. 7.2 reproduced for easy comparison. From Fig. 7.3(a), it’s evident that
the main effect of ER,1 is to shift the TLS transition along the frequency axis. There is
also some distortion of the CPB parabola due to, in this example, the TLS line traversing
close to the CPB parabola minimum. E int,1 sets the slope of the TLS transition saw-
tooth curve, as can be seen in Fig. 7.3(b), where E int,1/h = 0GHz while the rest of the
parameters have their original values.
The primary effect of ∆EJ,1 is a change in the effective curvature of the CPB spectrum
with secondary changes including a frequency shift of the TLS transition saw-tooth curve
and an increase of the avoided crossing splitting size. An example of this is shown in Fig.
7.4(a) where ∆EJ,1/h = 0GHz but the rest of the parameters retain their previous values.
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Figure 7.3: (a) Resonant system spectrum with ER,1/h = 0GHz. The main effect of ER,1
is to shift the TLS transition along the frequency axis. (b) Resonant system spectrum
with E int,1/h = 0GHz. The main effect of E int,1 is to set the slope of the TLS transition
saw-tooth curve. In both plots the dashed curve is the original spectrum from Fig. 7.2.
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Figure 7.4: (a) Resonant system spectrum with ∆EJ,1/h = 0GHz. The main effects of
∆EJ,1 are to change the effective curvature of the CPB spectrum and shift the fre-
quency of the TLS transition saw-tooth curve. (b) Resonant system spectrum with
TLR,1/h = 0GHz. The main effects of TLR,1 are to determine the avoided crossing splitting
size and alter the slope of the TLS spectral curve. In both plots the dashed curve is the
original spectrum from Fig. 7.2.
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Note that it’s possible to produce a system spectrum very similar to the one of Fig. 7.4(a)
by instead adjusting the values of EJ , ER,1, and TLR,1. To conclusively distinguish the
effect of ∆EJ,1 from EJ , it’s necessary to also examine higher excited states of the system.
If ∆EJ,1/h = 0GHz, then the curvature of higher excited states will be consistent with a
single EJ value. On the other hand, if ∆EJ,1/h 6= 0GHz, then the curvature of higher
excited states will be determined either by EJ −∆EJ,1 or EJ +∆EJ,1, depending on the
TLS component of the particular state. Finally, the avoided crossing splitting size scales
with TLR,1, which also alters the slope of the TLS saw-tooth spectral curve, making it
more shallow the larger TLR,1 is relative to E int,1 as can be seen in Fig. 7.4(b).
In the discussion so far I have included the effect of the various model parameters
on the TLS spectral curve. This information can be used only if the nearly pure TLS
spectrum can be detected, as was the case for the characterization performed by Z. Kim
[61]. He was able to observe the faint TLS only transition using the charge sensitive
RF-SET readout [61]. However, depending on the nature of the qubit-state readout, the
readout may or may not respond to changes of the TLS state. Fortunately, it’s still possible
to extract all the TLS parameters entirely from the nearly pure CPB spectrum if the TLS
is coupled to the CPB via charge and critical current. The sizes of the two splittings, their
position in gate voltage ng and frequency f , and the curvature of the CPB excited states
provide enough constraints to determine the values of ER,1, E int,1, ∆EJ,1, and TLR,1.
7.2.2 Non-resonant Qubit-TLS Interaction
The strong non-resonant qubit-TLS interaction regime occurs when the TLS transition
lies below the CPB transition for all values of the gate voltage ng and the coupling is
sufficiently strong so that the joint CPB plus TLS transition is distinguishable and vis-
ible with the qubit readout. In this case the qubit spectrum is twinned and, considered
individually, each parabola is similar to the spectrum of a TLS-free CPB.
Figure 7.5 shows an example of such a twinned spectrum, generated using parameter
values Ec/h = 5.0GHz, EJ /h = 4.0GHz, ER,1/h = 3.0GHz, E int,1/h =−1.5GHz, ∆EJ,1/h =
1.5GHz, and TLR,1/h = 0.5GHz. Unlike in the resonant case, there is no distinct region
with an avoided crossing and the eigenstates contain both TLS and CPB components
that are significant at all values of the gate voltage ng. For instance, at ng = 1 the lowest
green curve may be decomposed into a 79% TLS excitation, a 4% CPB excitation, and
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Figure 7.5: Example of the three lowest lying transitions for a non-resonant CPB-TLS
system spectrum. The curves are colored green, red, and blue in order of increasing
transition energy. The spectrum was calculated using parameter values Ec/h = 5.0GHz,
EJ /h = 4.0GHz, ER,1/h = 3.0GHz, E int,1/h =−1.5GHz, ∆EJ,1/h = 1.5GHz, and TLR,1/h =
0.5GHz.
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a 17% joint CPB plus TLS excitation. The lower red parabola is composed of a 95%
CPB excitation and a 5% TLS excitation while the upper blue parabola is a 17% TLS
excitation and a 83% joint CPB plus TLS excitation. Hence while I may state that the red
parabola corresponds predominantly to a pure CPB excitation, the other two curves have
significant excited CPB contributions as well.
The effect of the model parameters on the system spectrum in the non-resonant regime
is more complex than in the resonant case. In the resonant case the parameters tended
to largely influence the TLS spectral line, in the non-resonant case they also have signif-
icant impact on the shape and position of the twinned CPB-like spectrum. In addition to
shifting the TLS transition along the frequency axis, ER,1 also offsets one of the parabolas
relative to the other along the frequency axis. An example of this is shown in Fig. 7.6(a)
which was generated with ER,1/h = 0GHz and all other parameters with the same values
as Fig. 7.5. In this case what was the higher energy (blue) parabola in Fig. 7.5 moves
below what was the lower energy (red) parabola. This produces an avoided crossing near
ng ≈ 1.1 and two distorted, parabola-like curves. E int,1 creates an offset along the ng
axis that is different for each parabola. E int,1 also tilts one of the parabolas and affects
the slope of the TLS transition saw-tooth curve. This may be seen in Fig. 7.6(b) where
E int,1/h = 0GHz while the rest of the parameters have their original values. As a conse-
quence of setting E int,1/h = 0GHz, the higher energy (blue) parabola is shifted ∆ng ≈ 0.1
to the right and the slope of the TLS saw-tooth becomes flat.
The Josephson coupling ∆EJ,1 produces offsets along the frequency axis and changes
the effective curvature of one of the parabolas, in addition to shifting the frequency of the
TLS transition saw-tooth curve. This is illustrated in Fig. 7.7(a), which has ∆EJ,1/h =
0GHz and all the other parameters unchanged. Here the lower energy (red) parabola
is shifted down and has higher curvature. Note that the frequency offsets due to ER,1
and ∆EJ,1 may add or subtract from each other, determining the resultant offset between
the two CPB-like parabolas. The relatively small 1−2GHz offset between the red and
blue curves is due to a cancellation of the frequency offsets produced by ER,1 and ∆EJ,1.
Alternatively, if the sign of one of the terms were switched, it would produce a larger
offset.
The last model parameter, TLR,1, determines the size of any avoided crossings that
are present in the spectrum. An example of this is the avoided crossing in Fig. 7.6(a).
183
7 CPB-TLS Interaction Theory




























Figure 7.6: (a) Non-resonant system spectrum with ER,1/h = 0GHz. The main effects of
ER,1 are to shift the TLS transition along the frequency axis and to offset in frequency one
of the parabolas relative to the other. (b) Non-resonant system spectrum with E int,1/h =
0GHz. The main effects of E int,1 are to set the slope of the TLS transition saw-tooth curve
and offset along the gate voltage ng axis and tilt one of the parabolas. In both plots the
dashed curve is the original spectrum from Fig. 7.5.
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Figure 7.7: (a) Non-resonant system spectrum with ∆EJ,1/h = 0GHz. The main effects of
∆EJ,1 are to produce an offset in frequency between the parabolas, change the effective
curvature of one of the parabolas, and shift the frequency of the TLS transition saw-tooth
curve. (b) Non-resonant system spectrum with TLR,1/h = 0GHz. The main effects of TLR,1
are to determine the size of any avoided crossings or to repel close-lying transition curves.
In both plots the dashed curve is the original spectrum from Fig. 7.5.
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A similar effect is seen in Fig. 7.7(b), where TLR,1/h = 0GHz. Comparing the solid and
dashed curves reveals that, in the gate voltage range ng ≈ 0−0.7, TLR,1 acts to repel the
two transitions (red and blue curves) even though there is no actual degenerate crossing of
the two levels. TLR,1 also determines the transition rate induced by a gate perturbation




∣∣∂Ĥ/∂ng ∣∣ f 〉 between initial state |g〉 and final state | f 〉 scales with TLR,1 when
| f 〉 has a significant TLS component. Although this doesn’t impact the shape of the system
spectrum, it does determine the extent to which a transition responds to a pump pulse
and hence its visibility.
7.2.3 Extension to Multiple TLS's
The single TLS model is in good agreement with my spectral twinning data when the
CPB transition frequency ωCPB is above the resonator ωres [see 8.1.2]. However, when
I tuned the CPB transition frequency ωCPB below the resonator ωres, the spectral lines
became quadrupled rather than twinned [see Sec. 8.1.1]. This behavior is consistent with
a CPB coupled to two TLS’s. The idea is that the four CPB-like curves may roughly be
associated with a transition involving the CPB and either none, one, or both of the TLS’s.
To proceed I reintroduce the model of two TLS’s coupled to a CPB. Block matrix form
allows me to conveniently write the system Hamiltonian as
H=

HLL T1 T2 T12
T1 HRL T12 T2
T2 T12 HLR T1
T12 T2 T1 HRR

. (7.17)
Here T1 = TLR,1I, T2 = TLR,2I, and T12 = T12I where T12 accounts for any direct TLS-TLS
coupling and the indices refer to the first or second TLS. I is the N × N identity matrix
where N is the number of charge states chosen to represent the CPB Hamiltonian. Hi j
with i, j ∈ {L,R} is the CPB Hamiltonian with the respective TLS localized in either the
left or right well. This form of the system Hamiltonian makes it apparent how the model
can be generalized to include more TLS’s. The block matrix grows to 2m ×2m where m
is the number of TLS’s in the model. The diagonal blocks are CPB Hamiltonians with
the TLS’s localized in all the possible permutations of left and right wells, while the off-
186
7 CPB-TLS Interaction Theory
diagonal terms are the various TLS tunneling and coupling terms.
If I use N = 2 charge basis states to represent the CPB Hamiltonians on the diagonal
of Eq. 7.17, then HLL is very similar to HL and is given by
HLL =
 Ec (0−ng)2 −(EJ +∆EJ,1/2+∆EJ,2/2) /2
−(EJ +∆EJ,1/2+∆EJ,2/2) /2 Ec (2−ng)2
 . (7.18)
The forms of HRL and HLR are similar to that of HR and include the electrostatic energy
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Finally HRR includes the contributions of both TLS’s and the CPB mediated TLS-TLS






















+ER,2 +E int,1E int,2/2Ec

. (7.21)
I determined the transition frequencies using the same approach as for the single TLS
Hamiltonian [see Sec. 7.2.1]. I numerically diagonalized Eq. 7.17 using Mathematica and
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then calculated the transition frequency from the ground state to the nth excited state of
the system using fn = (λn+1 −λ1) /h where λn is the corresponding eigenvalue.
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8.1 Non-resonant CPB-TLS Interaction
During my initial characterization of Device 2 [see Ch. 5], its anomalous twinned spec-
trum stood out and concerned me, especially as a possible reason to reject it as a viable
CPB qubit. However, after I observed that the qubit performance was largely unaffected,
I proceeded with the lifetime and decoupling studies [see Ch. 6] while simultaneously
recording detailed spectroscopy for later examination. At the time I strongly suspected
this behavior was due to coupling to a TLS but I didn’t yet have a model to explain it. After
the conclusion of my experimental work with Device 2, I developed the necessary model
[see Ch. 7] and deduced that this was an instance of a strong, non-resonant CPB-TLS
interaction. In this chapter I present my results in a more logical but not chronological
order. I first present my spectroscopy of Device 2 at various flux bias values and then fit
those spectra to models with non-resonant single and double TLS’s. I next present my
reasons for eliminating other possible models and discuss what conclusions I can draw
from my fits. Finally in Sec. 8.2 I discuss other spectral anomalies I observed in Device 2
but didn’t model.
8.1.1 System Spectrum
Following the preliminary characterization of Device 2, I took detailed two tone spec-
troscopy [see Sec. 5.2.1] with the Josephson energy EJ set near EsumJ . For all of these
high resolution two tone measurements, I used a continuous pump tone power slightly
above that needed to saturate the qubit transitions and a continuous probe tone power
corresponding to approximately n̄ ≈ 25 photons in the resonator. I employed my pre-
viously discussed procedures to improve the quality of the data [see Sec. 5.3.1], which
included recording multiple frequency slices of spectroscopy, post-processing them by ref-
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erencing to a common background feature to remove gate voltage Vg offsets, and then
averaging and stitching the slices together to obtain the final spectrum.
Fig. 8.1(a) shows the high quality two tone spectrum taken with the Josephson energy
EJ tuned near EsumJ . Due to flux jumps and hysteresis of the local flux though the CPB
loop [see Sec. 5.2.2], I’m not able to specify the actual flux bias Φ/Φ0 of the CPB and
will instead identify the plots by the transition frequency of the lowest visible parabola.
Using this naming convention I will refer to Fig. 8.1(a) as the 7.06GHz spectrum. Two
parabolas with different curvatures and offset from each other by ≈ 0.25GHz in frequency
and ≈ 0.04 in reduced gate bias are clearly visible. Other notable features include a
significant widening of the bottom of the highest spectral parabola and weak sections of
two more parabolas in the top right of the image. The horizontal dark line at ≈ 7.39GHz is
due to a brief e jump during measurement while small sharp horizontal offsets at 30MHz
intervals are due to imperfect stitching of the spectrum slices. They are most prominent
in this plot as this was my first high quality two tone spectrum and I hadn’t yet optimized
the stitching procedure.
I adjusted the external flux bias to lower the Josephson energy EJ of the CPB and took
the 6.65GHz spectrum [see Fig. 8.1(b)]. The spectrum appears cleaner due to improved
gate offset correction and a larger number of averages. Again two parabolas with varied
curvature are visible, this time offset ≈ 0.17GHz in frequency and ≈ 0.04 in reduced gate
voltage. Broadening of the bottom left of the higher parabola is also present and coincides
with a decrease in the visibility of the lower parabola. A new and interesting feature is
the faint TLS ghost between 6.75−6.85GHz, consisting of a curved line connecting the
two sides of the lower parabola. It bears a strong resemblance to a saw-tooth TLS only
transition [see Fig. 7.2], similar to that observed by Z. Kim [61]. The lack of an obvious
associated splitting at the intersection of the ghost and the lower parabola suggest it may
be due to a resonant interaction with TLS with a small tunneling energy TLR .
As I continued tuning down the Josephson energy EJ , I discovered another anomaly
in the system spectrum. Dubbed the dead zone, I found that between ≈ 5.6−6.5GHz the
system spectrum had very low visibility and, where it was visible, was highly distorted.
Fig. 8.2 shows two examples of spectroscopy taken with the Josephson energy EJ lying
within the dead zone. For example, in the ≈ 6.50GHz spectrum [see Fig. 8.2(a)], taken
with EJ near the top of the dead zone, the bottom parabola is only partially visible.
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Figure 8.1: (a) Gray scale image showing transmitted amplitude plot of the 7.06GHz two
tone spectrum of Device 2. The dark horizontal line at ≈ 7.39GHz is a noise artifact.
(b) Transmitted amplitude plot of the 6.65GHz two tone spectrum. A faint TLS ghost is
visible between 6.75−6.85GHz. A pair of CPB-like parabolas with differing curvatures
and offset in frequency fpump and reduced gate bias ng is present in both data sets.
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Figure 8.2: (a) Transmitted amplitude plot of the ≈ 6.50GHz two tone spectrum of De-
vice 2. The spectrum appears doubly twinned, possibly due to the effect of a discrete
charge fluctuator. (b) Transmitted amplitude plot of the 5.52GHz two tone spectrum.
The parabolas are quadrupled and highly distorted. Both data sets illustrate the effect of
the dead zone between ≈ 5.6−6.5GHz.
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Furthermore, the entire spectrum appears twinned, possibly due to a discrete charge
fluctuator affecting the gate voltage ng. The 5.52GHz spectrum [see Fig. 8.2(b)], taken
with EJ adjusted near the bottom of the dead zone, is even more striking as four highly
distorted parabolas are present. This quadrupling, rather than twinning of the CPB
spectrum, foreshadowed the system spectrum at even lower Josephson energy EJ values.
Below the dead zone and the resonator resonance at ωres/2π = 5.472GHz, the system
spectrum returned to its CPB-like appearance with one significant difference—it was
quadrupled rather than twinned. This was difficult to make out at first but became
clearer as the Josephson energy EJ was set lower and lower. The start of this progres-
sion is visible in Figs. 8.3 and 8.4 which contain, respectively, the 5.20GHz and 5.05GHz
spectra. I included both the transmitted amplitude and phase for each spectrum because I
found that for these data sets, some features were more prominent in one or the other and
viewing both side by side presented a more complete picture. The lowest two parabola are
offset by ng ≈ 0.02 in gate voltage and less than 20MHz in frequency. This is most easily
seen in the phase data of the 5.05GHz spectrum [see Fig. 8.4(b)]. However, above the
resonator and near the bottom of the dead zone, the two parabolas curve sharply outward
at ≈ 5.7GHz on the left and ≈ 5.6GHz on the right. I’m not certain of the origin of this
behavior although it’s reminiscent of an avoided crossing with a charged TLS with a very
large tunneling energy TLR [see Fig. 7.2]. The two highest parabolas are very difficult to
resolve in these two data sets although it’s possible to make them out in the phase data
of the 5.20GHz spectrum [see Fig. 8.3(b)]. Finally, there is another TLS ghost visible at
≈ 6.0GHz in the transmitted phase of both of the spectra.
As I tuned the Josephson energy EJ further such that all four parabola were lying
below the dead zone and the resonator, the system spectrum became more recognizable
and CPB-like. Figure 8.5 contains the 4.85GHz spectrum, taken in two sections with
one below the resonator [see Fig. 8.5(b)] and one above [see Fig. 8.5(a)]. Unfortunately
there was a higher than average amount of charge noise that day [see Sec. 5.3.1] and
the spectrum is not very high quality. The two lowest parabola are offset by ng ≈ 0.02 in
gate voltage and less than 20MHz in frequency and are relatively easy to identify. On
the other hand, the two highest parabola are very faint but I believe the bottom of one of
them can be made out at ≈ 5.3GHz. The spectrum above the resonator contains sections
of all four spectral parabolas. The dark vertical stripes at ng ≈ 0.9± 0.01, ng ≈ 1.04,
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Figure 8.3: (a) Transmitted amplitude and (b) phase plots of the 5.20GHz two tone spec-
trum of Device 2. The horizontal bands at 5.472GHz are artifacts due to the resonator. A
TLS ghost is visible at ≈ 6.0GHz in the transmitted phase.
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Figure 8.4: (a) Transmitted amplitude and (b) phase plots of the 5.05GHz two tone spec-
trum of Device 2. The horizontal bands at 5.472GHz are artifacts due to the resonator. A
TLS ghost is visible at ≈ 6.0GHz in the transmitted phase.
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Figure 8.5: (a) Top and (b) bottom sections of the transmitted amplitude of the 4.85GHz
two tone spectrum of Device 2. Although difficult to make out due to the dead zone
between ≈ 5.6−6.5GHz, four distorted CPB-like parabolas are present.
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and ng ≈ 1.1 are due to the resonant crossings between the two highest parabolas of the
CPB and the resonator. A degeneracy between the CPB and the resonator results in an




(the vacuum Rabi splitting) [see Sec. 2.5.1] and shifts
the resonance at that ng away from ωres regardless of the state of the qubit. This shift




I used to readout the state of the
qubit [see Sec. 5.2.1]. In this case the result is a decrease in the transmitted signal which
is visible as a dark vertical band in the gray scale plot. I’m not certain why only the upper
set of parabolas produces such features as I would expect them to be visible for all the
parabolas.
When the Josephson energy EJ was near the lowest end of the range I studied, I was
able to acquire some clear high quality spectroscopy that showcased the spectral quadru-
pling in Device 2. Four parabolas are present and easy to resolve in both the 4.45GHz
spectrum [see Fig. 8.6(a)] and the 3.95GHz spectrum [see Fig. 8.6(b)]. In both cases
the lower set of parabolas are offset by ng ≈ 0.02 in gate voltage and less than 20MHz
in frequency while the upper set is offset by ng ≈ 0.03 in gate voltage and ≈ 50MHz in
frequency. The upper set is ≈ 400MHz higher than the lower set and there is variation
in the curvature of all the parabolas. Besides the higher visibility of the lower pair, there
are no other significant differences between the CPB-like parabolas. It’s also noteworthy
that there are no resolvable avoided crossings present wherever two parabolas happen
to intersect. As in the 4.85GHz spectrum [see Fig. 8.5(b)], the dark vertical stripes are
due to resonant crossings between the CPB transitions and the resonator and again only
some of the expected set of lines are visible.
The spectroscopy presented in Fig. 8.6 is qualitatively different from what I observed
after initially cooling down the sample [see Fig. 5.5(a)]. Specifically the upper pair of
parabolas weren’t present in the preliminary data. This may be because the upper pair
was too faint to be visible in that data set. Alternatively, the properties of the TLS’s
coupled to the CPB may have changed in the first week after cooldown as the system
equilibrated. Finally, I didn’t perform detailed spectroscopy below 4GHz because this
was outside the range of several microwave components in the measurement chain [see
Sec. 4.3].
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Figure 8.6: (a) Transmitted amplitude plot of the 4.45GHz two tone spectrum of Device
2. (b) Transmitted amplitude plot of the 3.95GHz two tone spectrum. Four CPB-like
parabolas with differing curvatures and offset in frequency fpump and reduced gate bias
ng are present in both data sets. The dark vertical stripes at ng = {0.83,0.87,1.09,1.13}
are due to resonant crossings between the CPB transitions and the resonator.
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8.1.2 Fits to the Single and Double TLS Models
Before I could develop a model to explain my data, I needed to deduce the most likely
nature of the interaction between the qubit and the TLS responsible for this behavior.
The first consideration is whether the fluctuator is coherently or incoherently coupled to
the qubit. An incoherently coupled fluctuator may be viewed as acting effectively like
a changing external control parameter. For example, an incoherently coupled critical
current fluctuator or flux fluctuator would cause fluctuations in EJ and yield two values
of the resonator dispersive shift χ in addition to twinning of the qubit spectral parabolas.
If the dispersive shift χ were twinned then either the ground state resonator frequency
would also be twinned or the resonator linewidth would be broadened. Instead of either
of those effects, I observed a total dispersive shift χtot consistent with contributions from
two or more levels [see Sec. 5.2.3], implying a coherently coupled TLS. Furthermore,
previous instances of an incoherently coupled fluctuator, such as the TLS that caused the
demise of Device 1 [see Sec. 6.2.3] [71] or as reported by others [74], rendered the qubit
inoperable. This wasn’t the case in Device 2 as I was able to measure reasonable excited
state lifetimes T1 in the 4− 30ms range and record Rabi oscillations with decay times
comparable to those of Device 1 [see Ch. 6].
Having established that the qubit and TLS were coherently coupled, I next had to
figure out how the qubit was coupled to the TLS. One possibility was that the curvature
changes and frequency offsets between the various spectral parabolas could be caused by
a flux fluctuator, such as a moving vortex, that modulates the Josephson energy EJ (Φ).
If it was a vortex, its effect would be minimal when the applied flux is minimal and
increase as EJ (Φ) is reduced by an external flux bias [see Sec. 3.4]. Instead, as I reduced
the Josephson energy EJ (Φ) by applying a magnetic field, I saw the opposite trend in
the spectroscopy [see Sec. 8.1.1], indicating that a flux fluctuator couldn’t produce the
measured spectrum.
An important clue about the identity of the fluctuator is that the shifts in gate voltage
ng and frequency offsets between the parabolas are correlated. This suggests a defect that
is coupling to more than one degree of freedom. Altogether these observations suggest a
TLS that’s coupled to the CPB via both charge and critical current. One possibility for
such a TLS is a charged defect located in the AlOx tunnel barrier that modulates the
junction critical current. The spectrum of a qubit containing this type of TLS would be 2e
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periodic in gate voltage, which is consistent with my observations [see Sec. 5.1.2].
Based on this identification of a charge and critical current fluctuator, I developed the
corresponding model described in Chapter 7. Using this model I fit the theoretical spec-
trum to my measured spectroscopy data. Considering that the spectrum was twinned
above the dead zone but quadrupled below, I first used the single TLS model and fit only
the top pair of parabolas. The solid red curves in Fig. 8.7(a) show the predicted transi-
tions for the 7.06GHz spectrum [see Fig. 8.1(a)]. Similarly Fig. 8.7(b) contains the fits
to the 6.65GHz spectrum [see Fig. 8.1(b)], Fig. 8.8(a) contains the fits to the 4.45GHz
spectrum [see Fig. 8.6(a)], and Fig. 8.8(b) contains the fits to the 3.95GHz spectrum [see
Fig. 8.6(b)]. The optimal fit parameters for the single TLS model are summarized in Ta-
ble 8.1. All the fits look reasonable except for the obvious difference that the model only
yields two parabolas in Fig. 8.8. The remaining data sets weren’t fit because their spectra
were either too faint or too distorted, most likely by an effect or interaction outside the
scope of the model.
I obtained the model spectra by numerically diagonalizing the system Hamiltonian [see
Eq. 7.13] with Mathematica and then fitting it to the data. I manually explored the range
of possible parameter values and selected that which I thought gave the best fit. I wasn’t
able to use least squares fitting to automatically and objectively fit the data because of
the complexity of calculating the spectrum from the system Hamiltonian and because the
best representations I had of the spectrum were gray scale plots. Since in Device 2 the
charging and Josephson energies were of the same magnitude (Ec ≈ EJ) I included N = 4
charge states in the CPB Hamiltonian block matrices to accurately represent the qubit.
The primary effects of each model parameter were described in Sec. 7.2.2. This served
as an excellent guide for selecting both the initial values and a direction to explore in the
parameter space in order to improve subsequent fit iterations. I found that I could vary
the fit parameters by about 20% and still maintain a reasonable fit. This was partly due
to the complementary effects of the Josephson coupling ∆EJ,1 and the TLS well asym-
metry ER,1 in producing the frequency offset between the CPB-like parabolas. A related
consideration was the TLS transition energy ħωTLS,1, set by ER,1, TLR,1, and ∆EJ,1. Al-
though I can’t say with certainty that I observed a TLS-only transition [see Sec. 8.2.2], I
knew that ħωTLS,1 needed to be sufficiently high, in the 1−2GHz range, so as not to be
thermally excited. If the TLS was in its excited state, there would have been additional
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Figure 8.7: Fits (red) of the single TLS model to (a) the 7.06GHz spectrum [see Fig. 8.1(a)]
and (b) the 6.65GHz spectrum [see Fig. 8.1(b)] of Device 2. The optimal fit parameters
are summarized in Table 8.1.
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Figure 8.8: Fits (red) of the single TLS model to (a) the 4.45GHz spectrum [see Fig. 8.6(a)]
and (b) the 3.95GHz spectrum [see Fig. 8.6(b)] of Device 2. The optimal fit parameters
are summarized in Table 8.1.
202
8 CPB-TLS Interaction Experiments
Table 8.1: Optimal fit parameters of the single TLS model to the 7.06GHz, [see Fig.
8.1(a)], the 6.65GHz [see Fig. 8.1(b)], the 4.45GHz [see Fig. 8.6(a)], and the 3.95GHz
[see Fig. 8.6(b)] spectra.
spectrum 3.95GHz 4.45GHz 6.65GHz 7.06GHz
model parameter (GHz)
Ec/h 4.5 4.5 4.5 4.5
EJ /h 3.64 4.16 5.93 6.33
∆EJ,1/h 1.50 1.54 1.84 2.02
ER,1/h 0.62 0.62 0.62 0.62
E int,1/h 0.35 0.35 0.35 0.35
TLR,1/h 0.01 0.01 0.06 0.06
Table 8.2: Optimal fit parameters of the double TLS model to the 4.45GHz [see Fig. 8.6(a)]




EJ /h 2.79 3.43
∆EJ,1/h 1.36 1.40
ER,1/h 0.62 0.62




E int,2/h 0.13 0.15
TLR,2/h 0.04 0.04
T12/h 0.04 0.04
transitions in the model that I didn’t observe. The TLS tunneling strength TLR,1 was also
bounded by a pair of constraints. The fact that I couldn’t resolve clear avoided crossings
between the various parabolas placed an upper bound on the TLR,1 value. TLR,1 also
needs to be sufficiently large because the visibility of parabolas with a significant TLS
component scales with TLR,1 [see Sec. 7.2.2].
I followed up the above analysis by fitting the double TLS model to data sets where the
spectrum was quadrupled. The solid red curves in Fig. 8.9(a) are the fits to the 4.45GHz
spectrum [see Fig. 8.6(a)] while Fig. 8.9(b) shows the fits to the 3.95GHz spectrum [see
Fig. 8.6(b)]. The optimal fit parameters for the double TLS model are summarized in
Table 8.2. Again, the fits look reasonable. I excluded data sets where the spectroscopy
was too faint, too distorted, or didn’t clearly show 4 parabolas. The fitting procedure that
I followed and the parameter value considerations were the same as in the single TLS
model case.
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Figure 8.9: Fits (red) of the double TLS model to (a) the 4.45GHz spectrum [see Fig.
8.6(a)] and (b) the 3.95GHz spectrum [see Fig. 8.6(b)] of Device 2. The optimal fit pa-
rameters are summarized in Table 8.2.
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The fit parameters for both the single and double TLS model cases turned out indi-
vidually to be very self-consistent. As would be expected, only EJ and ∆EJ,k needed to
be adjusted between data sets at different external flux bias values. The only exception
was a change in TLR,1 in the single TLS model fits, which varied whether the qubit was
below or above the resonator ωres and the dead zone. I interpret this self-consistency as
an indication that the model is a reasonable description of the underlying physics and it
was able to satisfactorily capture the microscopic details.
The fit Ec and EJ values changed between the single and double TLS models. The
decrease in EJ is consistent with the fact that in the double TLS model the effective
Josephson energy is given by EJ,eff = EJ ±∆EJ,1 ±∆EJ,2, as compared to EJ,eff = EJ ±
∆EJ,1 for the single TLS model. There was a corresponding change in Ec because the
curvature, which shouldn’t change, depends on the ratio E2c/EJ,eff. The TLS and coupling
parameters, such as the charge coupling E int,1, also changed when switching from the
single to the double TLS model. This indicates that the double TLS model is needed to
explain the full quadrupled spectrum and suggests that there’s significant interaction
between the TLS’s.
8.1.3 Discussion and Comparison to the Resonant Case
Based on the optimal fit parameters, I can draw several conclusions regarding the proper-
ties of the CPB and the TLS’s. The fractional change of the Josephson energy ∆EJ,k/EJ ≈
30−40% is quite large. A single TLS is expected to block or modulate tunneling in an
area of about ∆A ≈ 1−10nm2 [219, 201]. Assuming a uniform tunnel barrier and that
each junction in Device 2 has area A = 350nm×150nm [see Sec. 6.3], ∆A ≈ 1−10nm2
would correspond to a relative change in the Josephson energy of ∆EJ,k/EJ = ∆A/A ≈
2×10−5 −2×10−4 in Device 2, a result which is much smaller than my extracted values.
On the other hand, if the junction tunnel barrier was non-uniform with a few dominant
conduction channels, a TLS located near one of the channels could produce a large rela-
tive change in the Josephson energy. Non-uniform tunnel barriers have been reported in
Al/AlOx/Al junctions [220] and is a possible explanation for the observed behavior.
The two TLS parameters contain information about the physical nature of the defects
and also allow me to estimate their relaxation time TTLS. The longitudinal relaxation
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rate of a TLS in an amorphous solid is limited by phonon emission to
1
TTLS
=ΓTLS ≥αħωTLST2LR coth(ħωTLS/2kBT) (8.1)
where T is the temperature and α is a material dependent constant [221]. Using the fit
parameters of Z. Kim and his estimate of the TLS lifetime TTLS ≈ 100ns [61], I estimated
1/α ≈ 102ms ·GHz3 · h3 for the dielectric AlOx in the tunnel junction barrier. Using this
value and my fit parameters for Device 2, I placed an upper bound of Tk,TLS / 1ms on
the excited state lifetime of both TLS’s. Transitions to the excited states of Device 2
involve both pure CPB and TLS components and consequently the total decay rate is a
weighted average of the pure CPB and TLS decay rates [see Sec. 7.1.2]. A long lived TLS
is consistent with the reasonably long qubit lifetimes T1 ≈ 4−30ms I observed and differs
from the qubit lifetime suppression caused by short lived TLS’s reported by Z. Kim [61].
All of the TLS tunneling elements TLR,k . 0.06GHz are small compared to the other
energy scales in the system. This indicates that the defects are tunneling between well
isolated sites. There’s also a surprising relationship between the various tunneling pa-
rameters. If I assume two independent fluctuators, the most likely scenario due to the
strong shielding of electric fields in the dielectric of the junction by the electrodes, then the
individual TLS’s should have TLR,1 6= 0 and TLR,2 6= 0 but the TLS-TLS coupling strength
should be T12 = 0. My fits on the other hand give TLR,2 6= 0 and T12 6= 0 but TLR,1 = 0.
This suggests that either the TLS’s are coupled to each other or that the two TLS’s are in
reality a more complicated structure, such as multiple levels of the same defect.
When the Josephson coupling ∆EJ,k is set to zero, the model becomes equivalent to that
used by Z. Kim to describe avoided crossings in a CPB [61] and I may directly compare
the fit parameters of the two samples. My TLS tunneling rates TLR,k are substantially
smaller than the 3−13GHz range found by Z. Kim. Similarly, my well asymmetry en-
ergies ER = 0.6−0.8GHz are significantly less than the ER = 7−39GHz reported by Z.
Kim. I can also estimate the minimum hopping distance of the defects. Starting with the
definition of the CPB-TLS charge interaction energy E int = 2EcQTLS xR /ed [see Sec. 7.2]
and assuming a TLS charge of QTLS = e and a tunnel barrier thickness of d = 1nm, I find
minimum hopping distances of 0.2Å and 0.45Å for the two TLS’s in Device 2. This agrees
reasonably well with the estimate of 0.32−0.83Å obtained by Z. Kim [61] and is also a
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reasonable value given that ≈ 1−2Å is a typical interatomic distance in an amorphous
dielectric.
My CPB-TLS interaction conclusions are interesting for several reasons. Unlike the
avoided crossings characterized by Z. Kim [61] and others [208, 204, 22, 209, 205, 116,
206, 210], my data is an example of a strong non-resonant qubit-TLS interaction. To
the best of my knowledge, this is the first report of this type of interaction in a super-
conducting qubit. The nature of the coupling is also novel. The fluctuator is coupled to
the CPB charge qubit via both the charge and critical current degrees of freedom. This
type of joint coupling has been theoretically suggested [196] but apparently hasn’t been
experimentally reported until now. While non-uniform tunnel barriers in Al/AlOx/Al junc-
tions have been previously examined [220], my work highlights the importance of junction
non-uniformity in the context of superconducting qubits. Specifically, interaction between
tunneling hot spots and nearby defects could limit qubit performance and suggests that
the situation could be improved by making more uniform junctions.
The reason this behavior was observed in Device 2 is undoubtedly due to a combination
of random events and sample selection bias. A strong, non-resonant qubit-TLS interac-
tion requires that the TLS parameters be in small section of the full parameter space.
Specifically the coupling needs to be sufficiently large that the twinned parabolas are
resolvable yet the TLS transition frequency needs to be low enough so that an avoided
crossing isn’t formed. Additionally, as is the case in Device 2, it helps if the frequency
offsets due to ∆EJ and ER counteract each other and the total frequency offset between
the twinned parabolas isn’t so large so that one of them is missed during spectroscopy.
By chance all of this occurred in Device 2. Finding two such defects in the same sample
is even less likely but the TLS fit parameters suggest they are related.
Selection bias is also an important factor during initial device characterization. I de-
cide which samples to keep and which to discard based on how well they perform as a
qubit. However, if a sample has especially conspicuous features, such as an anomalous
spectrum, many groups would throw it out and move on to a cleaner looking device. In-
stead, in the case of Device 2 I decided to study it in detail even though it didn’t meet
all the design criteria of the qubit. Samples with conspicuously anomalous features may
also have unusual parameter values. There is also an element of luck in this selection
process. For example, if Device 2 was coupled only to a critical current fluctuator, I might
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have assumed the resulting frequency offset between the twinned parabolas was due to
an incoherent flux fluctuator. In that scenario I would have either discarded it or ther-
mal cycled it, which could have changed the TLS properties, and ultimately I would have
never thoroughly characterized an instance of strong, non-resonant qubit-TLS interac-
tion.
The single and double TLS model was largely successful in explaining the spectral twin-
ning and quadrupling but there is still room for expansion to account for other anomalous
dynamics or spectral features. One logical generalization would be the inclusion of the
resonator. This would allow a theoretical calculation of the expected dispersive shift and
a comparison with my data. Furthermore, it might elucidate if the resonator was involved
in the formation of the dead zone—its lower boundary lies very close to ωres—or if it’s re-
sponsible for the transition from a twinned to a quadrupled spectrum—a transition that
took place near ωres. A full solution of the system dynamics including the resonator may
also explain why only half of the spectral parabolas were visible when measured with a
pulsed probe.
8.2 Spectral Anomalies in Device 2
The multiplicity of parabolas was the most prominent anomalous feature of the spectrum
of Device 2 but it wasn’t the only one. In this section I detail some of the other anomalies I
observed. These weren’t studied in detail and I didn’t track their behavior with changing
flux bias but the discussion here is intended to paint a more complete picture of the
sample behavior.
8.2.1 The Dead Zone
I have already discussed some aspects of the dead zone in the system spectrum [see Sec.
8.1.1]. In addition to two tone spectroscopy, I recorded single tone spectroscopy with
a pump tone [see Sec. 5.2.3] for most values of the flux bias. In general this served
a diagnostic role and didn’t contain new information that I haven’t already presented.
However, when the qubit was tuned near the dead zone, the single tone spectroscopy also
displayed some peculiar behavior.
I first noticed this effect when the Josephson energy EJ was tuned near the top of
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Figure 8.10: (a) Single tone spectroscopy in the dead zone with the pump tone (qubit
drive) off in Device 2. (b) Single tone spectroscopy in the dead zone with a pump tone
at 6.40GHz, ≈ 0.10GHz below the nearest CPB transition. A twinned copy of the res-
onator ground state response is visible, offset by ≈ 0.05 along reduced gate bias ng.
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the dead zone, at a flux bias corresponding to the ≈ 6.50GHz spectrum [see Fig. 8.2(a)].
With the pump tone turned off, the single tone spectroscopy was slightly distorted but
otherwise typical [see Fig. 8.10(a)]. When I applied a pump tone below the CPB tran-





twinned rather than remaining unchanged as would be expected. The
twinning along the gate bias axis ng appears to be caused by a strong, incoherent charge
fluctuator coupled to the CPB. It persisted as I tried various pump tone frequencies below
about ≈ 6.65GHz but disappeared above that point and was replaced by the ordinary dip
corresponding to the ωres +χ resonance [see Sec. 5.2.3]. I also found that as I decreased
the pump tone power, the twinned ground state resonance became fainter and gradually
disappeared, appearing the same as when the pump tone is off. I didn’t pursue this issue
further.
One possible explanation for this effect is a microwave activated charged TLS. An ap-
plied microwave tone could drive random switching of a charged TLS with a transition
energy below ≈ 6.65GHz. The effect on the CPB would be very similar to a low energy,
thermally activated charged fluctuator. It would produce the twinned resonator ground
state I observed and may also explain the loss of visibility of the CPB spectral parabolas in
the dead zone. In contrast to this charge fluctuator, a microwave induced critical current
fluctuator with a modulation of ∆I0 = 0.13mA of a maximum critical current I0 = 35.78mA
has been reported in a phase qubit [222].
8.2.2 Other Spectral Anomalies
Other spectral anomalies I observed in Device 2 were very similar to the TLS transition
ghosts I identified in some of the system spectra [see Sec. 8.1.1]. These spectral anoma-
lies are likely TLS transitions but unlike the aforementioned ghosts, these didn’t have an
accompanying CPB spectrum. The first TLS-like feature was visible in the ≈ 5.8−6.0GHz
range [see Fig. 8.11(a)] when the lowest CPB transition was tuned to 4.31GHz. It’s a very
good match to a saw-tooth TLS only transition [see Fig. 7.2]. The light vertical stripes
present in the data are due to resonant crossings between the CPB and the resonator
occurring at ωres/2π= 5.472GHz. The second TLS-like feature was even more interesting
and was recorded while I was doing wide frequency sweeps during the detailed charac-
terization of the 7.06GHz spectrum. It’s visible at ≈ 1.88−1.90GHz [see Fig. 8.11(b)], far
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Figure 8.11: Two tone spectroscopy of TLS ghosts in Device 2. (a) A TLS transition in the
≈ 5.8−6.0GHz range, present when the lowest CPB transition was tuned to 4.31GHz. (b)
A TLS transition in the ≈ 1.88−1.90GHz range, far below the CPB spectrum at 7.06GHz
[see Fig. 8.1(a)].
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below the CPB transitions. While its structure is unexpected—it doesn’t resemble a saw-
tooth and has two closely spaced curves—it does lie in the frequency range predicted by
the model for the excitation energy of the non-resonantly coupled TLS’s. Unfortunately I
wasn’t able to verify if this was indeed the same TLS or merely a coincidence. I didn’t do
any detailed studies or modeling of the ghost spectra but their presence and visibility, as
compared to Device 1 which had at most a few small avoided crossings, may be evidence
of a larger than average number of defects in Device 2. This would make it more likely




9.1 Overview of Main Results
My thesis work consisted of two related projects. The first group of experiments charac-
terized the coherence properties of two CPB qubits coupled to thin-film lumped-element
resonators and studied the relationship between one aspect of that coherence, the ex-
cited state lifetime, and the coupling of the qubit to the CPW transmission line used to
transmit the pump and probe signals [see Ch. 6]. An additional goal was to determine
if the exceptionally long lifetime T1 observed in Device 1 could be reproduced in other
samples. My second project explored in detail the behavior of two-level system defects
in the Josephson junction of Device 2, another potential cause of decoherence [see Ch.
8]. I developed a model of a charge and critical current coupled fluctuator and used it to
successfully fit the observed anomalously quadrupled system spectrum [see Ch. 7]. In
the process I also extracted microscopic parameters of the TLS.
9.1.1 Dephasing and Reproducibility of Long Lifetime Qubits
The fabrication, initial characterization and lifetime studies of Device 1 were carried out
by Z. Kim [59, 71]. He found that the device had an impressive excited state lifetime,
reaching a maximum of just over 200µs, and that this lifetime was correlated directly
with the decoupling of the qubit from the transmission line. I continued working on that
sample, focusing on dephasing due to low frequency noise to compliment the character-
ization of high frequency noise performed by Z. Kim [see Ch. 6]. I recorded Ramsey
fringes, extracted decoherence times T2 in the range 200−500ns, and determined a cor-
responding bound of Sq ( f = 1Hz)≤
(
3×10−3)2 e2/Hz on the 1/ f charge noise affecting the
CPB. I also carried out spin echo experiments and found echo decay times Techo in the
2.4−3.3ms range, implying a high frequency 1/ f charge noise cutoff of ωc/2π ≈ 0.2MHz.
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This low frequency noise bound is similar to that reported for other charge qubits and
CPB based devices. Extrapolating the low frequency noise to higher frequencies produces
a value much larger than the bound given by the relaxation measurements, a value of
Sq ( f = 4.5GHz) ≤ 10−18 e2/Hz. This discrepancy is consistent with the high frequency
noise cutoff I deduced from spin echo measurements.
After completing the dephasing characterization of Device 1, I fabricated a new qubit
sample to address the question of the reproducibility of the long lifetime and decoupling
correlation results. The design of Device 2 was nearly identical to that of Device 1 except
for two changes. Device 2 had a larger EJ /Ec ratio which gave a small reduction in the
charge sensitivity of the CPB and the resonator was more coupled to the transmission
line to increase the readout bandwidth. Through single and two-tone spectroscopy and
external parameter sweeps, I determined device parameters including the cavity reso-
nance frequency ωres/2π= 5.472GHz, loaded quality factor QL = 35,000, the CPB charg-
ing energy Ec/h = 4.3GHz, the maximum Josephson energy EsumJ /h = 7.33GHz, and the
qubit-resonator coupling strength g/2π ≈ 15MHz. It was at this time that I discovered
the device displayed an anomalously twinned transition spectrum. I decided to study the
spectrum in detail [see Ch. 8] in parallel with the lifetime experiments.
The qubit lifetime experiments consisted of systematic measurements of the relax-
ation time T1 and Rabi decoupling dVg,rms/dΩR,0 at Josephson energies EJ in the range
4.0−7.3GHz. The lifetime of Device 2 was a respectable 4−30µs, shorter than that of
Device 1 but still long lived, indicating that the design and fabrication were relatively
robust. The decoupling of the Device 2 qubit was reduced as compared to Device 1. The
relaxation time T1 and Rabi decoupling dVg,rms/dΩR,0 data showed a general correlation.
Furthermore, the trends of both of those quantities followed a similar pattern in both of
the samples I studied, with the lifetime falling in both cases when the CPB was tuned
above the resonator. While I didn’t perform a thorough characterization of the low fre-
quency noise affecting Device 2, the spectroscopic coherence time T∗2 ≈ 60ns allowed me
to bound the low frequency 1/ f charge noise by Sq ( f = 1Hz)≤
(
1×10−2)2 e2/Hz.
Overall my results for Device 2 suggested some level of reproducibility of the excep-
tional relaxation time T1 found for Device 1. Design and fabrication factors may explain
the differences between the two samples. The increase in the readout bandwidth may
have simultaneously contributed to stronger coupling of the qubit to the environment.
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The larger junctions, designed to lower the charging energy Ec and hence reduce sensi-
tivity to charge noise, would have led on average to a larger number of total defects which
could contribute to qubit dephasing or relaxation.
9.1.2 Critical Current and Charge Coupled Fluctuators
In order to better understand what was happening in Device 2 and explain the anomalous
behavior, I recorded detailed two tone spectroscopy for a broad range of Josephson energy
EJ values. The most striking feature was the spectral multiplicity. When EJ was tuned
above the resonator resonance at ωres/2π= 5.472GHz the system spectrum was twinned,
containing two CPB-like parabolas with differing curvatures and offset from each other
both in frequency and gate voltage. When EJ was tuned below the resonator resonance
the system spectrum was quadrupled, consisting of four CPB-like parabolas again with
differing curvatures and offset from each other in frequency and gate voltage. In addition
to the spectral multiplicity I found other anomalies such as the dead zone in the ≈ 5.6−
6.5GHz range, where the system spectrum had either very low visibility or was highly
distorted. Several discrete splittings and TLS transition ghosts were also visible, both
signatures of interactions with defects.
Based on the available evidence, I concluded that the behavior was best explained by
a TLS coupled to the CPB via both charge and critical current. I constructed a model for
this scenario and explored two of its regimes. In the case of resonant interaction between
the qubit and the TLS, avoided crossings are formed at the points of degeneracy and a
saw-tooth TLS-only transition may be detectable by some readouts. The second scenario
is a non-resonant interaction in which the TLS energy lies below the CPB excited state
and manifests itself as twinning of the CPB spectrum. When the interaction energies
are small relative to the CPB charge Ec and Josephson EJ energies, the twinned spectra
retain the CPB-like parabola shape. It was also possible to identify which model param-
eters influenced factors such as the tilt, frequency offset, or gate bias offset between the
twinned parabolas.
I fit the model spectrum to the data sets which had sufficiently visible CPB-like parabo-
las. I selected the single TLS model for the top two parabolas of the twinned and quadru-
pled spectra and then the double TLS model for the entire quadrupled spectra. The fitting
was performed by hand, with me varying the parameters until I settled on what I found
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to give the best result. All the fits were a good match to the data. Besides providing a the-
oretical explanation of the underlying behavior, the model fit parameters allowed me to
extract microscopic TLS parameters such as the minimum hopping distance of 0.2−0.45Å
assuming a TLS charge of e. I obtained surprisingly small TLS tunneling rates TLR,k, sig-
nifying that the defects were tunneling between well isolated sites and also suggesting
that the two TLS’s may be interacting. On the other hand, the fractional change of the
Josephson energy ∆EJ,k/EJ ≈ 30−40% was quite large. This suggests that the tunnel
junction had a non-uniform barrier with a few tunneling hot spots and the defect was
located close to one of those hot spots.
My CPB defect studies led to several novel observations. Unlike most reports of TLS
effects or properties, mine were due to a coherent non-resonant interaction and produced
spectral multiplicity rather than an avoided crossing. I also made the first experimental
observation of joint charge and critical current CPB-TLS coupling, verifying theoretical
predictions of such an effect. Non-uniform tunnel barriers in Al/AlOx/Al junctions aren’t
new but my analysis of the phenomena in superconducting qubits highlights its impor-
tance and potential impact on device performance.
9.2 Future Outlook
The positive lifetime reproducibility results indicate that decoupling the qubit is a good
avenue to follow in order to further improve qubit relaxation rates. Similar results have
been obtained by embedding transmon qubits into three dimensional cavity resonators
[32, 223], where the isolation from the environment comes from physically removing all
leads contacting the qubit. The planar lumped-element LC resonators I used in my re-
search have complex electromagnetic modes and I don’t have a thorough understanding of
how exactly the qubit couples to the transmission line. Improving this knowledge would
allow for more systematic changes of the coupling and more predictable qubit perfor-
mance. This may be obtained by carrying out finite element simulations of the full device,
including both the resonator and the qubit, and examining how the qubit-transmission
line coupling behaves with design changes. Alternatively, if the simulation proves in-
feasible or doesn’t give results which agree with the data, it may be possible to develop
qubit coupling rules of thumb by fabricating a variety of designs and performing rapid
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characterization of the lifetime and decoupling.
The dephasing data indicates that the current device design doesn’t address that is-
sue. One approach to do so would be to adopt charge insensitive qubit designs derived
from the CPB, such as the transmon [see Sec. 3.6] or the fluxonium [40, 224]. It may be
advantageous to do this transition gradually and test the performance of intermediate de-
signs as the large shunting capacitors found in the transmon may increase the coupling to
the transmission line. Alternatively, there appears to be large variation in the number of
TLS’s and the low frequency charge noise from sample to sample. It would be beneficial to
investigate what fabrication factors, especially during junction oxidation, affect this. The
CPB, due to its wide tunability and strong interaction with charge defects, is particularly
well suited to the task of characterizing individual Josephson junction defects.
Due to the stochastic nature of the TLS’s themselves, it’s difficult to propose specific
follow up experiments. One particular area I could have explored, and that could be tried
if a similar defect is encountered in the future, is to demonstrate both resonant and non-
resonant qubit-TLS interaction. By tuning the Josephson energy EJ sufficiently low, I
should be able to change from the non-resonant to the resonant case and possibly observe
the transition from a twinned spectrum to one with an avoided crossing. Alternatively, I
could have annealed Device 2 at room temperature to change the properties of the TLS’s.
If there were no strongly coupled TLS’s after the anneal, this would have allowed me
to determine what effect such TLS’s had on the lifetime and coherence properties of the
CPB.
The non-uniform nature of the tunnel barrier carries implications for qubit fabrication.
If only those defects that are near a hot spot contribute significantly to critical current
fluctuations, then it may not be necessary to remove all defects from an ideal qubit. Once
the defect density is sufficiently low, most devices won’t suffer any performance degra-
dation as any defects present likely won’t be located near a hot spot. Paradoxically, im-
proving the uniformity of Josephson tunnel barriers may increase critical current noise
since a uniform barrier would sense the contribution of all TLS’s. Detailed studies of the
microscopic properties of TLS’s would also tie in to efforts to reduce the number of defects
introduced during junction fabrication. If spectroscopy and modeling is able to identify or
bound the nature of the TLS’s, such as whether they are located in the junction dielectric
or at the interface between the dielectric and the electrodes, this information might offer
217
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A.1 Resonator Fabrication Recipe for Device 2
Resonator layer lithography
1. (optional) clean the 3in sapphire wafer with acetone, methanol, isopropyl alcohol
solvent rinses for 60s in each solvent, blow dry with nitrogen
2. (optional) clean the wafer with an oxygen plasma using the RIE recipe DANDESCU
for 30s, O2 flow 16sccm, chamber pressure 200mTorr, rf power 100W
3. puddle LOR-5A on the wafer and spin at 4000RPM for 60s, produces a ≈ 0.5mm
thick resist film
4. prebake at 180◦C for 60s on a hot plate
5. puddle OiR 906-10 on the wafer and spin at 3500RPM for 60s, produces a ≈ 1.1mm
thick resist film
6. prebake at 90◦C for 60s on a hot plate
7. expose with a contact aligner using the resonator mask for 4s
8. postbake at 120◦C for 60s on a hot plate
9. develop in OPD 4262 for 80s
10. rinse with DI water for 60s, blow dry with nitrogen
11. (optional) descum with an oxygen plasma using the RIE recipe DANDESCU for
20s, O2 flow 16sccm, chamber pressure 200mTorr, rf power 100W
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12. deposit 100nm of aluminum at a rate of 5−10Å/s using the dedicated aluminum
thermal evaporator at a base pressure of ≈ 5−10×10−7 Torr
13. lift-off the resist and metalization layers using a hot NMP bath at 80−90◦C liquid
temperature, approximate time is 30min with mild agitation, after the majority of
metal has lifted off transfer to a second hot NMP bath for ≈ 10min
14. rinse with DI water for 60s, blow dry with nitrogen
15. (optional) clean the wafer with isopropyl alcohol solvent rinse for 60s, blow dry with
nitrogen
Alignment layer lithography
1. (optional) clean the wafer with an oxygen plasma using the RIE recipe DANDESCU
for 30s, O2 flow 16sccm, chamber pressure 200mTorr, rf power 100W
2. puddle LOR-5A on the wafer and spin at 4000RPM for 60s, produces a ≈ 0.5mm
thick resist film
3. prebake at 180◦C for 60s on a hot plate
4. puddle OiR 906-10 on the wafer and spin at 3500RPM for 60s, produces a ≈ 1.1mm
thick resist film
5. prebake at 90◦C for 60s on a hot plate
6. expose with a contact aligner using the alignment marks mask for 4s, align the
exposure to the existing resonator layer features
7. postbake at 120◦C for 60s on a hot plate
8. develop in OPD 4262 for 80s
9. rinse with DI water for 60s, blow dry with nitrogen
10. (optional) descum with an oxygen plasma using the RIE recipe DANDESCU for
20s, O2 flow 16sccm, chamber pressure 200mTorr, rf power 100W
11. deposit 10nm of titanium followed by 100nm of gold, both at a rate of 5−10Å/s,
using the CHA cleanroom e-beam evaporator at a base pressure of 1×10−6 Torr
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12. lift-off the resist and metalization layers using a hot NMP bath at 80−90◦C liquid
temperature, approximate time is 30min with mild agitation, after the majority of
metal has lifted off transfer to a second hot NMP bath for ≈ 10min
13. rinse with DI water for 60s, blow dry with nitrogen
14. (optional) clean the wafer with isopropyl alcohol solvent rinse for 60s, blow dry with
nitrogen
A.2 CPB Fabrication Recipe
E-beam resist spin-on and dicing
1. (optional) clean the wafer with an oxygen plasma using the RIE recipe DANDESCU
for 30s, O2 flow 16sccm, chamber pressure 200mTorr, rf power 100W
2. puddle MMA(8.5)MAA EL11 on the wafer and spin at 1000RPM for 60s, produces
a ≈ 960nm thick resist film
3. prebake at 180◦C for 5min on a hot plate
4. puddle ZEP520A DR 2.3 on the wafer and spin at 5000RPM for 60s, produces a
≈ 116nm thick resist film
5. prebake at 180◦C for 5min on a hot plate
6. prebake at 180◦C for 30−60min in an oven
7. deposit 12nm of aluminum anti-charging layer at a rate of ≈ 5Å/s using the dedi-
cated aluminum thermal evaporator at a base pressure of ≈ 5−10×10−7 Torr
8. puddle FSC-M on the wafer and spin at 2000RPM for 60s, produces a ≈ 3.5mm thick
resist film
9. prebake at 120◦C for 2min on a hot plate
10. dice the sapphire wafer using the Disco-DAD 321 dicing saw with a coarse grit
resinoid diamond blade (type CX-010-325-080-H from Dicing Blade Technology) at
22,000RPM and a feed speed of 0.75mm/s
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11. peel off and clean individual die with acetone, methanol, isopropyl alcohol solvent
rinses for 60s in each solvent, blow dry with nitrogen, note that all further process-
ing is done on individual die
E-beam lithography and junction fabrication
1. write the CPB pattern using the JEOL 6500 SEM equipped with NPGS, the write
is done at a magnification of 900x, accelerating voltage 30kV, beam current ≈ 17pA
with typical line doses of 1−10nC/cm and area doses of 1−10µC/cm2
2. strip the aluminum anti-charging layer in OPD 4262 for 60s
3. rinse with DI water for 60s, blow dry with nitrogen
4. develop the ZEP520A in ZED-N50 for 3min
5. rinse with isopropyl alcohol 60s, blow dry with nitrogen
6. develop the MMA in IPA : H2O 5 : 1 for ≈ 3min, adjust the development time as
needed to obtain the desired undercut
7. rinse with isopropyl alcohol 60s, blow dry with nitrogen
8. deposit the Josephson junctions in the dedicated aluminum thermal evaporator
with double-angle evaporation, base pressure ≈ 5−10×10−7 Torr, evaporation an-
gles ±15− 25◦, film thicknesses 300Å and 500Å at a rate of 5− 10Å/s, oxidation
oxygen pressure 100−2000mTorr for 5−30min
9. lift-off the resist and metalization layers using a hot NMP bath at 80−90◦C liquid
temperature, approximate time is 20min with mild agitation, after the majority of
metal has lifted off transfer to a second hot NMP bath for 5−10min
10. rinse with DI water for 60s, blow dry with nitrogen
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