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We show that efficient norm-conserving pseudopotentials for electronic structure calculations can
be obtained from a polynomial Ansatz for the potential. Our pseudopotential is a polynomial
of degree ten in the radial variable and fulfils the same smoothness conditions imposed by the
Troullier-Martins method [Phys. Rev. B 43, 1993 (1991)] where pseudopotentials are represented
by a polynomial of degree twenty-two. We compare our method to the Troullier-Martins approach
in electronic structure calculations for diamond and iron in the bcc structure and find that the two
methods perform equally well in calculations of the total energy. However, first and second deriva-
tives of the total energy with respect to atomic coordinates converge significantly faster with the
plane wave cutoff if the standard Troullier-Martins potentials are replaced by the pseudopotentials
introduced here.
I. INTRODUCTION
Density Functional Theory (DFT) [1, 2] is nowadays
the most common computational method for calculat-
ing electronic structure properties of molecules and solids
from first principles. The standard formulation of DFT is
based on local, semilocal and hybrid exchange-correlation
functionals [3], and has proven to be very successful in
describing the electronic structure of weakly-correlated
systems [4–7].
A second pillar of DFT calculations is the concept of
pseudopotentials [3]. They allow one to reduce the nu-
merical cost of electronic structure calculations signif-
icantly by eliminating atomic core states that do not
participate in chemical bonding. Modern DFT calcu-
lations are based on norm-conserving pseudopotentials
(NCPPs) [8–14], ultrasoft pseudopotentials (USPPs) [15–
19] or projector augmented wave (PAW) methods [20–
22].
Calculations based on NCPPs are typically carried
out in the Kleinman-Bylander approach [23] where a set
of pseudopotentials for different angular momenta are
represented by one local potential and a set of separa-
ble, nonlocal projectors. This method enables computa-
tionally efficient electronic structure calculations based
on simple plane-wave representations of the Hamilto-
nian [24]. The USPP and PAW methods have been
developed to further improve (i) the transferability of
pseudopotentials among different chemical environments
and oxidation states and (ii) the numerical efficiency
of ab initio calculations. However, NCPPs are signifi-
cantly easier to implement than USPPs and PAWs due
to the reconstruction/augmentation term in these meth-
ods [25]. Hence NCPPs remain the method of choice in
more advanced calculations like, e.g., density-functional
perturbation theory [26] or many-body perturbation the-
ory [27, 28], and further improving their efficiency is a
highly desirable goal [29].
One of the most successful methods for generating
NCPPs is the Troullier-Martins (TM) method [12]. At
the heart of this approach is an Ansatz for the pseu-
dowavefunction (PWF), and its parameters are chosen
such that norm-conservation and a set of smoothness con-
ditions are met [12]. Like in other NCPP methods [8–
11, 13], the pseudopotential itself is obtained from the
PWF by an inversion of the radial Schro¨dinger equation.
In the case of the TM method, the pseudopotential turns
out to be a polynomial of degree twenty-two in the radial
variable due to the specific Ansatz for the PWF.
Here we pursue a different approach and show that ef-
ficient NCPPs can be obtained from a polynomial Ansatz
for the pseudopotential. In this way, the final step of in-
verting the radial Schro¨dinger equation is not required.
Our pseudopotentials are represented by a polynomial of
degree ten in the radial variable and we impose the same
smoothness conditions as in the TM method.
We carry out electronic structure calculations for dia-
mond and iron with the Quantum Espresso code [24] and
analyse the performance of our pseudopotentials com-
pared to the TM potentials. While both pseudopotential
methods perform equally well in calculations of the total
energy and pressure, we find that our pseudopotentials
speed up the convergence of calculations for atomic forces
and phonon frequencies. Our pseudopotential scheme
thus promises big computational savings when calculat-
ing structural relaxations and phonon frequencies in large
systems.
Note that our pseudopotential method is related to
unpublished work by von Barth and Car who suggested
the generation of NCPPs by varying the parameters
in an Ansatz for the pseudopotential. Their proposed
parametrisation of the pseudopotential is different from
ours and has been used, e.g., in [30].
This paper is organised as follows. In the Methods sec-
tion II we briefly review the theory of NCPPs (Sec. II A)
and the TM method (Sec. II B). These two sections set
the stage for our novel approach for constructing NCPPs
which is described in Sec. II C. We then compare the per-
formance of our NCPPs with the standard TM approach
in electronic structure calculations for diamond and iron.
These results are presented in Sec. III, and a brief sum-
mary is given in Sec. IV.
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2II. METHODS
In Sec. II A we briefly review the general theory of
NCPPs. The TM method [12] and our novel approach
for generating NCPPs are described in Secs. II B and II C,
respectively.
A. Norm-conserving pseudopotentials
The generation of pseudopotentials starts with an
atomic DFT calculation which results in the self-
consistent all-electron (AE) potential
VAE[ρ](r) = VC(r) + VHT[ρ](r) + VXC[ρ](r) , (1)
where VC is the the Coulomb potential of the ion core,
VHT is the Hartree energy of all electrons, VXC is the
exchange-correlation potential and ρ is the electron den-
sity [3]. For non-relativistic calculations the AE radial
wavefunctions Rnl with principal quantum number n, or-
bital angular momentum l and energy Enl are determined
by the radial Schro¨dinger equation,[
− d
2
dr2
+
l(l + 1)
r2
+ VAE(r)− Enl
]
Rnl(r)r = 0 , (2)
where r is the radial coordinate of the electron. We in-
troduce a short-hand notation for states nl correspond-
ing to valence states and denote their energies and ra-
dial wavefunctions by E
(v)
l and R
(v)
l , respectively. For
each of these valence states one introduces an l-dependent
pseudopotential Vl (we denote all pseudopotential quan-
tities by caligraphic letters), and the nodeless pseudo-
wavefunction (PWF) Rl is the solution to the non-
relativistic radial Schro¨dinger equation with potential Vl
and energy El,[
− d
2
dr2
+
l(l + 1)
r2
+ Vl(r)− El
]
Rl(r)r = 0. (3)
In order to replace the AE potential by the set of l-
dependent pseudopotentials in electronic structure cal-
culations, the following conditions have to be met [3, 8]:
(NC1) The ground state energy El of the pseudopotential
has to coincide with the AE valence energy E
(v)
l ,
El = E(v)l . (4)
(NC2) The PWF must coincide with the AE wavefunc-
tion outside a cutoff region rC,
Rl(r) = R(v)l (r) for r ≥ rC , (5)
and we have suppressed the l-dependence of rC for sim-
plicity.
(NC3) The norm of the PWF has to equal the norm of
the AE wavefunction inside the core region,
rC∫
0
r2|Rl|2dr =
rC∫
0
r2|R(v)l |2dr . (6)
This norm-conservation condition ensures that the first
energy derivative of the logarithmic derivatives of the AE
and pseudo wavefunctions agrees at rC [8].
Since Rl is nodeless by construction, the pseudopoten-
tial Vl can be obtained from the PWF by inverting the
radial Schro¨dinger equation (3),
Vl(r) = El − l(l + 1)
r2
+
1
Rl(r)r
d2
dr2
[Rl(r)r] . (7)
Conditions (NC1) and (NC2) thus enforce that Vl coin-
cides with VAE outside the cutoff region rC. Conversely,
Vl(r) = VAE(r) for r ≥ rC implies together with condi-
tions (NC1), (NC3) and the normalisation of the radial
wavefunction that condition (NC2) is met. An equiva-
lent set of conditions is thus given by (NC1), (NC3) and
(NC2’), where (NC2’)is defined as follows:
(NC2’) Vl must coincide with VAE outside the cutoff re-
gion,
Vl(r) =
{
VAE(r) if r ≥ rC ,
Cl(r) if r < rC ,
(8)
where Cl(r) is the potential inside the core.
In order to use the pseudopotential in electronic struc-
ture calculations one has to generate ionic pseudopoten-
tials,
V ionl (r) = Vl(r)− VHT(r)− VXC(r) , (9)
where VHT and VXC(r) are the Hartree and exchange-
correlation potentials calculated from the PWFs, respec-
tively. The semilocal pseudopotential operator is then
given by
Vˆ(r) =
∑
l
V ionl (r)Pˆl , (10)
where Pˆl projects the wavefunction onto the lth angular
momentum component.
B. Review of the Troullier-Martins method
The TM method [12] for generating NCPPs makes the
following Ansatz for the PWF,
RTMl =
 R
(v)
l (r) if r ≥ rC ,
rl exp[p(r)] if r < rC .
(11)
3Outside the core regionRTMl coincides with the AE wave-
function R
(v)
l , and hence (NC2) is automatically fulfilled.
Inside the core region RTMl = rl exp[p(r)], where p(r) is
a polynomial of degree twelve which contains only even
powers of r,
p(r) =
6∑
i=0
c2ir
2i . (12)
The seven coefficients c2i in Eq. (12) are chosen such
that the PWF and the potential exhibit the following
smoothness conditions at r = 0 and r = rC:
(S1) VTMl should have zero curvature at the origin, i.e.,
[VTMl ]′′(0) = 0, where the double prime denotes the sec-
ond derivative with respect to r. This condition can be
cast into a non-linear equation for the coefficients c2 and
c4 and reads [12],
c22 + c4(2l + 5) = 0 . (13)
(S2) RTMl and its first four derivatives should be contin-
uous at rC. These five conditions result in a system of
linear equations for five of the coefficients c2i and can be
solved with standard methods.
(S1) and (S2) constrain six out of the seven coefficients
c2i in Eq. (12). The last free parameter is determined by
condition (NC3) in Sec. II A,
rC∫
0
r2(l+1) exp[2p(r)]dr =
rC∫
0
r2|R(v)l |2dr . (14)
This is a highly non-linear equation, and a solution is not
guaranteed for all cutoff parameters rC.
The above procedure fully determines the PWF. Fi-
nally, VTMl is obtained from the PWF via Eq. (7) by
setting El = E(v)l such that condition (NC1) is fulfilled.
With the help of Eq. (11), the pseudopotential in the core
region can be written as
CTMl (r) = El + 2
l + 1
r
p′(r) + p′′(r) + [p′(r)]2 . (15)
The definition of p in Eq. (12) allows us to write CTMl (r)
as a polynomial in r,
CTMl (r) =
11∑
i=0
C2ir2i . (16)
We thus find that the pseudopotential in the core re-
gion is a polynomial of degree twenty-two, and CTMl (r)
contains only even powers of r. The explicit expressions
for the coefficients C2i in terms of c2i are given in Ap-
pendix A.
C. Variation of the potential
Here we introduce a novel approach for generating
NCPPs via the direct variation of a polynomial Ansatz
(PA) for the potential. We label this potential by VPAl
and associated quantities with the superscript PA. The
pseudopotential outside the core region must coincide
with the AE potential such that condition (NC2’) is satis-
fied. Inside the core region we make the following Ansatz,
CPAl (r) =
5∑
i=0
X2ir2i . (17)
CPAl in Eq. (17) contains only even powers of r like C
TM
l
of the TM method in Eq. (16). However, our Ansatz for
CPAl is not equivalent to the TM method since the degree
of the polynomial CPAl is only ten and thus much lower
than the degree of CTMl .
Next we show that our Ansatz for CPAl is sufficient for
creating a NCPP with the same smoothness conditions
(S1) and (S2) of the TM method. First, condition (S1)
can be satisfied by setting X2 = 0 in Eq. (17). The
Ansatz in Eq. (17) then contains only a constant term
and polynomials that are at least of order 4, and hence
the second derivative of CPAl vanishes at r = 0.
Second, the five conditions in (S2) concerning the con-
tinuity of the PWF and its derivatives at rC can be cast
into conditions on the potential via Eq. (7). We find that
VPAl and its first two derivatives must be continuous at
rC, and these three conditions result in a linear system of
equations for three of the coefficients X2i. Here we choose
to express X6, X8 and X10 in terms of X0 and X4, and
the explicit expressions for these coefficients are given in
Appendix A.
By imposing the smoothness conditions (S1) and (S2)
as described above, CPAl only depends on the two coef-
ficients X0 and X4. These parameters must be chosen
such that conditions (NC1) and (NC3) are satisfied. To
this end we find the ground state energy and wavefunc-
tion of VPAl by solving the eigenvalue problem in Eq. (3)
on a discrete grid. The optimal parameters X0 and X4
for satisfying conditions (NC1) and (NC3) are found by
standard Newton methods, and we find fast convergence
for suitable starting values. In particular, we find that
the eigenvalues of our PA pseudopotentials match those
of the AE calculation very accurately. For all systems
considered in Sec. III, the maximal difference between
PA and AE eigenvalues is 0.5 meV for s orbitals, and for
p and d orbitals the deviation is even smaller by at least
one order of magnitude.
III. RESULTS
In order to test the method introduced in Sec. II C, we
compare the performance of the PA and TM pseudopo-
tentials in electronic structure calculations for Carbon
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FIG. 1. (Color online) Comparison of the screened pseu-
dopotentials generated by the PA and TM methods for (a)
C and (b) Fe2+. The potentials of the PA method for s, p
and d states are shown by black, red and blue solid lines, re-
spectively, and the corresponding TM potentials are shown
by dashed lines. In (a), the cutoff parameter is rC = 1.54a0
for all potentials, and a0 is the Bohr radius. In (b), we set
rC(l = 0) = 0.8a0 and rC(l = 1) = rC(l = 2) = 1.4a0.
and Iron. All DFT calculations based on pseudopoten-
tials are performed with the Quantum Espresso code [24]
using the PZ functional [31], and AE calculations are car-
ried out with the same exchange-correlation functional
and the ELK code [32].
In a first step, we compare the screened pseudopoten-
tials for the TM and PA methods. To this end we perform
non-relativistic (semi-relativistic) DFT calculations for a
single C atom (Fe2+ ion). We then generate the TM and
PA pseudopotentials for the valence states as described
in Sec. II, and the results are shown in Fig. 1. Note
that we choose the same cutoff parameters for the TM
and PA potentials for a fair comparison of the two meth-
ods. The 2S and 2P pseudopotentials for C are shown
in Fig. 1(a), and we find that the 2S potentials of the
two methods differ only very little. The differences are
more pronounced for the 2P pseudopotentials, in partic-
ular near r = 0 where VTM1 and VPA1 differ by about 1 Ry.
Next we discuss the pseudopotentials of the TM and PA
methods for Fe2+ shown in Fig. 1(b). We find that the 3S
and 3P potentials are very similar for both methods. On
Fe TM Fe PA
∆E/Ry ∆E/Ry
Configuration 3d ↑ 3d ↓ 3d ↑ 3d ↓
Fe0 : 3d51 4s
1
1 0.0166 −0.0072 0.0223 −0.0016
Fe0 : 3d42 4s
1
1 0.0132 0.0012 0.0187 0.0067
Fe2+: 3d51 4s
0
0 0.0083 −0.0166 0.0086 −0.0161
Fe2+: 3d42 4s
1
0 0.0081 −0.0132 0.0117 −0.0087
TABLE I. Energy difference ∆E between AE and pseudo-
eigenvalues for different spin-polarised configurations of the
iron atom.
the contrary, the 3D potential of the PA and TM meth-
ods differ by ≈ 5 Ry near r = 0. Furthermore, the TM
potential for the 3D state “oscillates” around the cor-
responding PA potential, i.e., the potentials cross twice
near r ≈ 0.6a0 and r ≈ 0.9a0. This behaviour is con-
sistent with the fact that the degree of the polynomial
describing VTMl in the core region is more than twice as
large as in the case of VPAl .
In the case of iron we performed tests of pseudopo-
tential transferability for different oxidation states and
different occupations of the 3d orbitals. In Tab. I we
report the energy difference between the AE and pseu-
dopotential eigenvalues for a set of spin-polarised config-
urations. We find that the energy differences for the TM
and PA pseudopotentials are of the same order of magni-
tude, and no clear trend distinguishing the two methods
can be established. It follows that the TM and PA pseu-
dopotentials are both transferable to a similar extent.
In order to investigate the transferability of the pseu-
dopotentials generated via the TM and PA methods fur-
ther, we introduce the dimensionless logarithmic deriva-
tive
Dl(r0, ) = a0
d
dr
logRl(r, )]
∣∣∣∣
r=r0
, (18)
where a0 is the Bohr radius and Rl is the radial wave-
function corresponding to energy  and orbital angular
momentum l. Rl can be either an AE wavefunction or a
PWF, and for an ideal pseudopotential the logarithmic
derivatives of the PWFs and the AE wavefunctions match
over a wide range of energies. A comparison of Dl(r0, )
for AE, TM and PA wavefunctions in the case of Fe2+
is shown in Fig. 2 for four different angular momentum
channels. We find that the logarithmic derivatives of the
TM and PA wavefunctions are very similar, and both
of them follow the results of the AE calculation closely.
This result is consistent with our findings in Tab. I and
shows that the PA method results in pseudopotentials
that are as transferable as their TM counterparts.
Next we consider bulk electronic structure calcula-
tions for carbon and iron. In all calculations we use the
Kleinman-Bylander representation [23] of the pseudopo-
tentials and choose the pseudopotential with the largest
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FIG. 2. Arctan of the logarithmic derivative defined in
Eq. (18) for Fe2+ at r0 = 2.4a0 as a function of energy .
The results of the AE, TM and PA calculations are shown
by black dotted, blue dashed and red lines, respectively. The
angular momentum channels shown are (a) l = 0, (b) l = 1,
(c) l = 2 and (d) l = 3.
angular momentum as the local potential. First, we cal-
culate the equilibrium lattice constants of diamond and
bcc iron. To this end we evaluate the energy vs. vol-
ume curve and fit it to the Vinet equation of state [33].
The results are reported in Tab. II and show that the
two PP methods result in practically equivalent results
for carbon. In the case of iron, differences between the
two pseudopotential methods are also small. Results
from an AE calculation for iron are shown in the last
row of Tab. II and demonstrate that both pseudopoten-
tial methods overestimate the equilibrium lattice spacing
by about 2%. The lattice spacing obtained from the TM
method is 0.5% smaller than the one obtained with the
PA method and thus slightly closer to the AE result.
Note that the pressure derivative of the bulk modulus
B′ in Tab. II takes on large values for all three meth-
Atom a (A˚) B0 (GPa) B
′
C TM 3.5402 458.1 3.558
C PA 3.5434 456.3 3.609
Fe TM 2.7956 189.8 6.769
Fe PA 2.8104 184.7 8.458
Fe FP-LAPW 2.7479 193.1 4.170
TABLE II. Calculated equilibrium lattice spacing a, bulk
modulus B0 and pressure derivative of bulk modulus B
′ ac-
cording to the Vinet equations of state, for diamond and bcc
iron. All-electron FP-LAPW calculations were performed
with the ELK code (v4.3.6) [32] using the PZ functional,
smearing and k-point sampling.
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FIG. 3. Electronic structure calculations for C in the diamond
structure. Convergence of (a) total energy E, (b) pressure p,
(c) x-component of force F acting on atom 1 and (d) zone-
center optical phonon mode frequency ω. In each panel we
show ∆X = X(Ecut) − X(Emaxcut ) with X ∈ {E, p, F, ω} and
Emaxcut = 100 Ry. Results from the PA (TM) method are
shown by red solid (blue dashed) lines.
ods in the case of iron. This problem has been reported
in [34] and is due to an incipient magnetic transition at
volumes larger than the equilibrium, and is an artefact
of the fitting.
In order to better distinguish between the two pseu-
dopotential methods, we systematically investigate the
convergence of the total energy, the pressure and higher
derivatives of the total energy with the plane wave cutoff
energy Ecut. For carbon we use the structure of cubic
diamond at the experimental lattice spacing of 3.567 A˚,
while for iron we use the ferromagnetic bcc structure with
a lattice spacing of 2.870 A˚. In order to rule out any pos-
sible bias from the experimental lattice spacing, we also
perform calculations at other values and obtain quali-
tatively identical results. The convergence of the total
energy and pressure with Ecut for carbon is shown in
Figs. 3(a) and (b), respectively. We find that the rate of
convergence for these two quantities is similar for both
methods. The corresponding results for iron are shown
in Figs. 4(a) and (b), and here the PA pseudopotential
gives rise to a well converged pressure at smaller values
of Ecut compared to the TM method.
The convergence of the first and second derivatives of
the total energy with respect to atomic coordinates is
investigated as follows. For analysing the first energy
derivative, we displace one atom by 1% of the lattice
constant in the x−direction and extract the value of the
restoring force as a function of Ecut. Information about
the convergence of the second energy derivatives is ob-
tained by calculating the frequency of the zone-center
optical phonon mode in the un-distorted lattice. The
results for carbon are shown in Figs. 3(c) and (d), and
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FIG. 4. Electronic structure calculations for Fe in the bcc
structure. Convergence of (a) total energy E, (b) pressure p,
(c) x-component of force F acting on atom 1 and (d) zone-
center optical phonon mode frequency ω. In each panel we
show ∆X = X(Ecut) − X(Emaxcut ) with X ∈ {E, p, F, ω} and
Emaxcut = 200 Ry. Results from the PA (TM) method are
shown by red solid (blue dashed) lines.
illustrate that the PA potentials give better results for
forces and phonon frequencies at small cutoff energies
Ecut compared to the TM method. This trend is even
more pronounced for iron as can be seen in Figs. 4(c)
and (d). In particular, the phonon frequency calculation
converges much faster for the PA pseudopotentials com-
pared to the TM method.
Finally, for completeness we provide the converged val-
ues of the total energy, pressure, force and phonon fre-
quencies for C and Fe in Tab. III. We find that both
pseudopotential methods result in very similar values for
most quantities. The largest deviation occurs for pres-
sure in the case of Fe, where the TM and PA values differ
by ≈ 25%. This discrepancy is related to the fact that
the TM and PA pseudopotentials give rise to slightly dif-
ferent equilibrium lattice constants as shown in Tab. II.
On the other hand, the differences between TM and PA
values for total energy, force and phonon frequency are
less than 4% for both C and Fe.
Atom E (Ry) p (kPa) F (Ry/au) ω (cm−1)
C TM -22.870 -101.5 -0.2356 1286.47
C PA -22.858 -89.2 -0.2362 1288.14
Fe TM -245.207 -182.4 -0.0365 221.04
Fe PA -244.487 -145.0 -0.0379 222.80
TABLE III. Total energy E, pressure p, force F and phonon
frequency ω for diamond with lattice spacing 3.567 A˚ and bcc
iron with lattice spacing 2.870 A˚.
IV. SUMMARY AND DISCUSSION
In this paper we have introduced a novel method for
generating NCPPs. We represent the pseudopotential by
a polynomial of degree ten in the radial variable and im-
pose the same set of smoothness conditions as the TM
method [12]. The latter approach makes an Ansatz for
the PWF and obtains the pseudopotential by an inversion
of the radial Schro¨dinger equation. The resulting TM
potential is also a polynomial in the radial variable, but
its degree of twenty-two is significantly higher than the
polynomial representing our pseudopotentials. A direct
Ansatz for the pseudopotential instead of an Ansatz for
the wavefunction thus allows us to impose the same set of
smoothness conditions as the original TM method, while
at the same time the degree of the polynomial represent-
ing the pseudopotential can be significantly reduced.
This reduced polynomial degree comes at an increased
numerical cost for the generation of our pseudopotentials
compared to the TM method. The numerically most ex-
pensive step for generating a TM potential is in finding a
solution to the norm conservation condition, see Eq. (14).
Each integral requires O(N) operations, where N is the
number of points in the discrete grid. On the other hand,
our method requires to solve an eigenvalue problem on
the same grid and thus needs O(N3) operations. How-
ever, we find that the search for the optimal coefficients
resulting in a norm-conserving potential with the cor-
rect ground state energy converges quickly with Newton
methods.
In Sec. III we compared our PA pseudopotentials with
the TM method in electronic structure calculations for
carbon and iron in the bcc structure. A comparison of
the screened PA and TM pseudopotentials for C and
Fe2+ reveals that the two methods result in similar po-
tentials, and the largest differences occur for the states
with highest angular momentum. Moreover, we find that
the TM potentials of higher angular momentum states
cross the PA potentials several times as a function of the
radial variable. These ”oscillations“ are a signature of
the higher-order polynomials in the TM potentials. The
main result of this work is that our PA potentials speed
up the convergence of the first and second derivatives
of the total energy with respect to atomic coordinates.
More specifically, we find our new scheme produces ac-
curate forces and Hessians at lower cutoff energies than
the TM method. This could constitute a big computa-
tional saving when calculating structural relaxations and
phonon frequencies in large systems. It follows that the
increased cost in generating our PA pseudopotentials is
by far outweighed by the promised savings in large-scale
electronic structure calculations.
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Appendix A: Coefficients
The expressions for the coefficients C2i in Eq. (16) in
terms of c2i are given by
C0 = El + (4l + 6)c2 , (A1a)
C2 = 4
[
(2l + 5)c4 + c
2
2
]
, (A1b)
C4 = 6(2l + 7)c6 + 16c2c4 , (A1c)
C6 = 8
[
(2l + 9)c8 + 3c2c6 + 2c
2
4
]
, (A1d)
C8 = 10(2l + 11)c10 + 32c2c8 + 48c4c6 , (A1e)
C10 = 4
[
(6l + 39)c12 + 10c2c10 + 16c4c8 + 9c
2
6
]
, (A1f)
C12 = 16 [3c2c12 + 5c4c10 + 6c6c8] , (A1g)
C14 = 8
[
8c28 + 12c4c12 + 15c6c10
]
, (A1h)
C16 = 16 [9c6c12 + 10c8c10] , (A1i)
C18 = 4
[
25c210 + 48c8c12
]
, (A1j)
C20 = 240c10c12 , (A1k)
C22 = 144c212 . (A1l)
The coefficients X6, X8 and X10 in Eq. (17) as a function
of X0 and X4 are (X2 = 0)
X6 =− 1
8r6C
[
80X0 + 24r4CX4 − 80VAE(rC)
+17rCV
′
AE(rC)− r2CV ′′AE(rC)
]
, (A2a)
X8 =− 1
4r8C
[−60X0 − 12r4CX4 + 60VAE(rC)
−15rCV ′AE(rC) + r2CV ′′AE(rC)
]
, (A2b)
X10 =− 1
8r10C
[
48X0 + 8r4CX4 − 48VAE(rC)
+13rCV
′
AE(rC)− r2CV ′′AE(rC)
]
. (A2c)
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