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Abstrat
Let g be a nite dimensional omplex simple Lie algebra, K a ommutative eld and q a nonzero element of K whih
is not a root of unity. To eah redued deomposition of the longest element w0 of the Weyl group W orresponds a PBW
basis of the quantised enveloping algebra U+q (g), and one an apply the theory of deleting-derivation to this iterated Ore
extension. In partiular, for eah deomposition of w0, this theory onstruts a bijetion between the set of prime ideals
in U+q (g) that are invariant under a natural torus ation and ertain ombinatorial objets alled Cauhon diagrams. In
this paper, we give an algorithmi desription of these Cauhon diagrams when the hosen redued deomposition of w0
orresponds to a good ordering (in the sense of Lusztig [Lus90℄) of the set of positive roots. This algorithmi desription
is based on the onstraints that are oming from Lusztig's admissible planes [Lus90℄: eah admissible plane leads to a set
of onstraints that a diagram has to satisfy to be Cauhon. Moreover, we expliitely desribe the set of Cauhon diagrams
for expliit redued deomposition of w0 in eah possible type. In any ase, we hek that the number of Cauhon dia-
grams is always equal to the ardinal of W . In [CM08℄, we use these results to prove that Cauhon diagrams orrespond
anonially to the positive subexpressions of w0. So the results of this paper also give an algorithmi desription of the
positive subexpressions of any redued deomposition of w0 orresponding to a good ordering.
1 Introdution
Let g be a nite dimensional omplex simple Lie algebra of rank n, K a ommutative eld and q a nonzero element of K
whih is not a root of unity. We follow the notation and onvention of [Jan96℄ for the quantum group Uq(g). In partiular,
to eah hoie of a redued deomposition of the longest Weyl word w0 of the Weyl group W orresponds a generating
system (Xβ)β∈Φ+) of the positive part U+q (g) of Uq(g) (see Setion 3), where Φ+ denotes the set of positive roots assoiated
to g.
The natural ation of an n-dimensional torus on U+q (g) indues a stratiation of the prime spetrum Spe(U+q (g)) of
U+q (g) via the so-alled Stratiation Theorem (see [GL00℄). In this stratiation, the primitive ideals are easily identied:
they are the primes of U+q (g) that are maximal in their strata. This stratiation was reently used in [AD08℄, [Lau07b℄
and [Lau07a℄ in order to desribe the automorphism group of U+q (g) in the ase where g is of type A2 and B2.
As U+q (g) an be presented as a skew-polynomial algebra, this stratiation an also be desribed via the deleting-
derivations theory of Cauhon [Cau03a℄. In partiular, in this theory, the strata are in a natural bijetion with ertain
ombinatorial objets, alled Cauhon diagrams, and their geometry is ompletely desribed by the assoiated diagram.
In fat, in the above situation, Cauhon diagrams are distinguished subsets of the set of positive roots Φ+. (For this
reason, we often refer to subsets of Φ+ as diagrams.) Note that to eah redued deomposition of w0 orresponds a PBW
basis of U+q (g) and so a notion of Cauhon diagrams.
∗
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2The main aim of this paper is to give an algorithmi desription of Cauhon diagrams in the ase where the redued
deomposition of w0 orresponds to a good order of Φ
+
(in the sense of [Lus90℄). Moreover, in eah type, we exhibit a
redued deomposition of w0 for whih we are able to desribe expliitly the orresponding Cauhon diagrams.
Our rst ingredient in order to obtain an algorithmi desription of Cauhon diagrams is the ommutation relation
between two generators Xβ and Xβ′ given by Levendorskii and Soibelmann [LS91℄. These formulas are not expliitly
known, so that one annot easily use them in order to perform the deleting-derivations algorithm. As a onsequene, the
desription of Cauhon diagrams does not seem aessible in the general ase. For this reason, we will limit ourselves to
the ase where the redued deomposition of w0 orresponds to a good order on Φ
+
(see [Lus90℄). We reall this notion
in Setion 2. Although we still do not know expliitly all the ommutation relations between the generators of U+q (g), the
situation is better as we ontrol enough ommutation relations. More preisely, in this ase, the ommutation relation
between two variables Xβ , Xβ′ is known when β and β
′
span a so-alled admissible plane [Lus90℄ (see Setion 3.4). Those
relations allow the (algorithmi) onstrution of a set of neessary onditions, alled impliations, for a diagram ∆ to
be a Cauhon diagram (see Setion 5.1). In Setion 5.2, we prove that these onditions are neessary and suient (see
Theorem 5.3.1), so that we get an algorithmi desription of Cauhon diagrams.
In Setion 6, we use this theorem to give an expliit desription of these impliations and these diagrams for speial
hoies of the redued deomposition of w0 . More preisely, in eah type, we exhibit a redued deomposition of w0
for whih we expliitly desribe the orresponding Cauhon diagrams. As a orollary, we prove that in eah type the
number of diagrams is equal to the size |W | of the Weyl group. As the strata do not depend on the hoie of the redued
deomposition of w0, this implies that the number of strata is always equal to |W |. This result was rst proved by Gorelik
[Gor00℄ by using dierent methods, but with the additional assumption that q is transendental.
In [CM08℄, we use the results of this paper in order to show that Cauhon diagrams ∆ are in one-to-one orre-
spondene with positive sub-expressions w
∆
of w0 as dened by Marsh and Rietsh [MR04℄. More preisely, assume
w0 has a redued expression of the form w0 = sα1 ◦ ... ◦ sαN and that this deomposition orresponds to a good order
on Φ+. For all i ∈ {1, · · · , N}, we set βi = sα1 ◦ ... ◦ sαi−1(αi), so that Φ+ = {β1 < · · · < βN}. For eah diagram
∆ = {βi1 < ... < βit} ⊆ Φ+, we set w∆ := sαi1 ◦ ... ◦ sαit . Then we have the following results (see [CM08℄).
• If ∆ is a Cauhon diagram, the above deomposition of w∆ is redued.
• The map ∆→ w∆ is a bijetion from the set D of Cauhon diagrams to W .
2 Root systems
2.1 Classial results on root systems
Let g be a simple omplex Lie algebra. Let follow the notations of [Jan96, Chap 4℄.
Notation.
• We denote by Φ a root system and E = Vet(Φ) (dim E = n). When Π := {α1, ..., αn} is a basis of Φ, one has a
deomposition Φ = Φ+ ⊔ Φ−, where Φ+ (resp. Φ−) is the set of positive (resp. negative) roots .
• Denote by W the Weyl group assoiated to the root system Φ ; it is generated by the reetions sαi(:= si), 1 ≤ i ≤ n.
The longest Weyl word in W is written w0.
Denition 2.1.1.
A root system Φ is reduible if Φ = Φ1 ⊔ Φ2 where Φ1 and Φ2 are two orthogonal root systems. Otherwise Φ is alled
irreduible.
Let us reall that there is a one to one orrespondene between the irreduible root systems and the simple omplex Lie
algebras of nite dimension. We say that g is of a given type if the assoiated root system is of the same type. The
following denitions and results are taken from [Lus90℄.
Denition 2.1.2.
Let Π = {α1, α2, ..., αn} be a basis of Φ and j ∈ J1, nK (:= {1, 2, ..., n}).
31. The olumn j is the set Cj := {β ∈ Φ+| β = k1α1 + . . .+ kjαj , ki ∈ N, kj 6= 0};
2. A root β = k1α1 + . . .+ kjαj ∈ Cj is alled ordinary if kj = 1; it is alled exeptional if kj = 2;
3. A olumn Cj is alled ordinary if eah root β of Cj is ordinary; this olumn is alled exeptional if every root β of
Cj is ordinary exept a unique one (βex) whih is exeptional.
Denition 2.1.3.
A numbering Π = {α1, α2, ..., αn} is good if all olumns Cj are ordinary or exeptional.
Example 2.1.4 (The G2 ase). The root system pf type G2 has rank 2, there are two simple roots α1 and α2 suh
that ‖α2‖ =
√
3‖α1‖. Π = {α1, α2} is a base for this roots system. The numbering Π = {α1, α2} is good in this ase
beause C1 = {α1} is ordinary and C2 = {α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2} is exeptional.
On the ontrary, the numbering Π = {α2, α1} is not good. For this numbering, C1 = {α2} is ordinary but C2 =
{α1, α2 + α1, α2 + 2α1, α2 + 3α1, 2α2 + 3α1} is neither ordinary nor exeptional.
Proposition 2.1.5.
Les g be a simple Lie algebra of nite dimension. The following numberings of the assoiated root system Π are examples
of good numberings.
• If g is of type An, with Dynkin diagram : α1 − α2 − · · · − αn−1 − αn, then
Π = {α1, α2, · · · , αn−1, αn} is a good numbering.
• If g is of type Bn, with Dynkin diagram : α1 ⇐ α2 − · · · − αn−1 − αn, then
Π = {α1, α2, · · · , αn−1, αn} is a good numbering.
• If g is of type Cn, with Dynkin diagram : α1 ⇒ α2 − · · · − αn−1 − αn, then
Π = {α1, α2, · · · , αn−1, αn} is a good numbering.
• If g is of type Dn, with Dynkin diagram :
α1

α3  α4  · · ·  αn−1  αn
upslope
α2
, then
Π = {α1, α2, · · · , αn−1, αn} is a good numbering.
• If g is of type G2, with Dynkin diagram : α1 ⇚ α2, then
Π = {α1, α2} is a good numbering.
• If g is of type F4, with Dynkin diagram : α1  α2 ⇒ α3  α4, then
Π = {α4, α3, α2, α1} is a good numbering.
• If g is of type E6, with Dynkin diagram :
α2
|
α1  α3  α4  α5  α6
then,
Π = {α2, α5, α4, α3, α1, α6} is a good numbering.
• If g is of type E7, with Dynkin diagram :
α2
|
α1  α3  α4  α5  α6  α7
, then
Π = {α2, α5, α4, α3, α1, α6, α7} is a good numbering.
4• If g is of type E8, with Dynkin diagram :
α2
|
α1  α3  α4  α5  α6  α7  α8
, then
Π = {α2, α5, α4, α3, α1, α6, α7, α8} is a good numbering.
The orresponding olumns with these numberings are given expliitly in the setion 3 and one ould verify that eah
olumn is ordinary or exeptional. In the following, the hosen numbering on Π is always a good one. From
Setion 6 , we use the numbering from the previous proposition.
2.2 Lusztig order
The following denition is from [Lus90, setion 4.3℄.
Denition 2.2.1.
• For a root β = k1α1 + . . . + kjαj ∈ Cj , the height of β is the positive integer h(β) := k1 + · · · + kj ; the Lusztig
height of β is the rational number h′(β) := 1
kj
h(β).
• If t ∈ h′(Cj), then the set Bj,t := {β ∈ Cj |h′(β) = t} is alled the box of height t in the olumn Cj .
Remark 2.2.2.
Cj =
⊔
t∈N∗
Bj,t.
Denition 2.2.3 (Lusztig order on Φ+).
We dene a partial order on Φ+ as follows. Let β1 and β2 be two positive roots,
• If β1 ∈ Cj1 and β2 ∈ Cj2 with j1 < j2, then β1 < β2.
• If β1 and β2 are in the same olumn Cj and if h′(β2) < h′(β1), then β1 < β2.
One an rene the previous partial order in a total one by hoosing arbitrarily an order inside the boxes. Suh a total
order on Φ+ is alled "a" Lusztig order.
Observation. • αj is the greatest root in Cj for any Lusztig order.
• The positive roots of a box are onseutive for any Lusztig order, that is, Bj,t = {βp, βp+1, ..., βp+l}.
• Any Lusztig order indues an order on boxes. For example, the box before Bj,t in the olumn Cj is Bj,t+1.
Proposition 2.2.4.
Let j ∈ {2, ..., n}. Assume Cj is an exeptional olumn, we denote by βex its exeptional root. Then :
1. βex⊥(C1 ⊔ ... ⊔ Cj−1)
2. If D =< βex > and if sD is the orthogonal against D, then :
• sD(Cj) = Cj and for any β ∈ Cj \ {βex}, we have β + sD(β) = βex.
• Let Bj,t be a box dierent from the box whih ontain βex. Then sD transforms Bj,t into Bj,h(βex)−t.
Proof :
1. Let β ∈ C1 ∪ ... ∪ Cj−1. If β is not orthogonal to βex, then sβ(βex) = βex + kβ (k ∈ Z \ {0}) is a root of Cj whose
oordinate on αj is equal to 2. This is a ontradition with the uniity of the exeptional root.
2. We observe that sD = −sβex , so that sD(Φ) = Φ.
• Let β be an ordinary root of Cj . We an deompose this root
β = a1α1 + ...+ aj−1αj−1 +
1
2
βex (ai ∈ Q).
From 1. we dedue that sD(β) = −a1α1... − aj−1αj−1 + 12βex = βex − β. This is a root from the previous
observation. This root is learly in Cj sine β is in Cj \ {βex}.
5• By the previous assertion, sD transforms two element from Bj,t into two roots of the same height. We dedue
from this fat (and from the fat that sD is an involution) that sD(B
j,t) is a box denoted by Bj,s. The formula
t+ s = h(βex) is a onsequene of the previous assertion.

Denition 2.2.5.
The support of a root β = a1α1 + ... + ajαj ∈ Cj is the set Supp (β) := {αi ∈ Π | ai 6= 0}. In partiular, for β ∈ Cj , we
have Supp(β) ⊂ {1, ..., j}.
We are now ready to prove that the box ontaining the exeptional root of an exeptional olumn is redued to the
exeptional root.
Proposition 2.2.6.
Let j ∈ {2, ..., n} Assume Cj is an exeptional olumn and denote by βex its exeptional root. Then h′(βex) /∈ N, so that
βex is alone in its box.
Proof : Denote Πj = {α1, ..., αj} and Φj = Φ ∩ Vet(Πj). Then Φj is a root system with basis Πj and
Φ+j = Φ
+ ∩Vet(Πj).
Let us onsider the ase where Φj irreduible. Then we have
Observation 1. If β is a root of Φ+j of maximal height then β ∈ Cj .
Proof of Observation 1. :
Assume that β ∈ Ci with i < j. In the Dynkin diagram of Φj whih is onvex as Φj is irreduible, we an onstrut a
path from αi to αj . Denote this path by P = (αi1 , ..., αit), where i1 = i and it = j. We know that αi ∈ Supp(β) and that
αj /∈ Supp(β). So there is a smallest index l suh that αil ∈ Supp(β) and αil+1 /∈ Supp(β). Thus, for all α ∈ Supp(β),
we have 〈α, αil+1〉 ≤ 0 and, sine αil and αil+1 are two onseutive elements from P, we have 〈αil , αil+1〉 < 0. We dedue
that, 〈β, αil+1 〉 < 0 thus β + αil+1 ∈ Φ+j whih ontradits the maximality of the height of β.
Observation 2. βex is the largest root of Φj .
Proof of Observation 2. : Let β be a largest root in Φj . We assume that β 6= βex. By the previous observation, we
know that β ∈ Cj and, by Proposition 2.2.4, βex = β + sD(β) is a sum of two positive roots, thus its height is greater
than the height of β. So β is equal to βex.
We note that yhe existene of an exeptional root implies that Φj is not of type Aj . So Φj is of typeBj , Cj , Dj , E6, E7, E8, F4
or G2 and, we dedue from [Bou68℄ that the height of the largest root is odd. Hene it follows from Observation 2. that
the height of βex is odd, so thath
′(βex) /∈ N.
Let us now assume that Φj is reduible. Denote by Γj the Dynkin diagram whose verties are α1, ..., αj , and whose edges
ome from the Dynkin diagram of Φ. We note Π′ the onneted omponent of αj in Γj ;
Π′ := {αi ∈ Πj | there exists a path ontained in Γj onneting αi to αj}.
We note Φ′ = Φ ∩ Vet(Π′). It is a root system, whith basis Π′, and we have Φ′+ = Φ+ ∩Vet(Π′).
Observation 3. Cj ⊆ Φ′+.
Proof of Observation 3. :
Otherwise, there is a root in Cj \ Φ′+. If β is suh a root, there is a simple roots in its support whih is also in the set
Πj \Π′. As the support of β ontains αj ∈ Π′ too, we an write β = u+v with u = αi1 + ...+αil whose support is a subset
of Πj \Π′ and v = αil+1 + ...+ αip whose support is a subset of Π′. Let us hoose β suh that the integer l is minimal.
• If l = 1, then β = αi1 + v. As αi1 /∈ Π′, there is no link between αi1 and the element of Supp(v). Then si1(β) =
−αi1 + v ∈ Φ, whih is impossible beause the oordinates of this root in the basis Π do not have the same sign.
• So l ≥ 2. As 〈u, u〉 > 0, there exists a root in Supp(u), for example αil , suh that 〈u, αil〉 > 0. As above, we have :
〈v, αil〉 = 0⇒ 〈β, αil〉 > 0⇒ β′ = β − αil ∈ Cj \ Φ′+,
whih is a ontradition with the minimality of l.
6So we an onlude that Cj ⊆ Φ′+.
Hene Cj is an exeptional olumn of Φ
′
whih is irreduible by onstrution. The proof above also shows that the
exeptional root βex satises h
′(βex) /∈ N.

We an now proove that any Lusztig order is a onvex order.
Proposition 2.2.7.
"<" is a onvex order over Φ+
Proof : Let β1 < β2 be two positives roots suh that β1 + β2 ∈ Φ+.
• If the two roots β1 and β2 do not belong to the same olumn, then β1+ β2 is in the same olumn as β2. In this ase,
neither β2, nor β1 + β2 are exeptional and
h′(β1 + β2) = h(β1 + β2) = h(β1) + h(β2) > h(β2) = h
′(β2).
Hene we have : β1 < β1 + β2 < β2.
• If the two roots β1 and β2 belong to the same olumn, then β1+β2 is an exeptional root. We dedue from Proposition
2.2.4 that h′(β1+β2) =
h′(β1)+h
′(β2)
2 . Proposition 2.2.6 exludes the ase where h
′(β1+β2) = h
′(β1) = h
′(β2) beause
the exeptional root is alone in its box. So we get h′(β1) > h
′(β1 + β2) > h
′(β2), so that β1 < β1 + β2 < β2.

Consider a redued deomposition of w0 = si1 ◦ si2 ◦ ... ◦ siN of the longest Weyl word w0. For all j ∈ J1, NK, we set
βj := si1 ◦ si2 ◦ ... ◦ sij−1 (αij ). Then it is well known (f, for example, [BG02, I.5.1℄) that {β1, ..., βN} = Φ+. For eah
integer j ∈ J1, NK, we say that αij is the simple root assoiated to the positive root βj .
We dene an order on Φ+ by setting βi ≺ βj when i < j. We say that "≺" is the order assoiated to the redued deom-
position w0 = si1 ◦ si2 ◦ ... ◦ siN of w0.
In [Pap94, Theorem and remark page 662℄, it is shown that this is a onvex order and that this leads to a one to one
orrespondene between redued deompositions of w0 and onvex orders on Φ
+
.
Hene, as the Lusztig order "<" is onvex, there is a unique redued deomposition
w0 = si′
1
◦ si′
2
◦ ... ◦ si′
N
of w0 whose assoiated order is "<". In this artile, we always hoose this deompo-
sition for w0.
The following proposition of Lusztig [Lus90, setion 4.3℄ explains the behaviour of the positive roots inside (non-
exeptional) boxes.
Proposition 2.2.8.
Inside eah ordinary box (box whih does not ontain the exeptional root), roots are pairwise orthogonal. Moreover, simple
roots assoiated to the positive roots of a given box are pairwise orthogonal.
Proof : For the type G2, expliit omputations leads to the result. We now assume that g is a nite dimensional
simple Lie algebra whih is not of type G2. Reall that the positive roots of a box are onsetutives. Let β1 and β2 be
two onseutive roots of a box B in the olumn Cj . We note αi1 and αi2 the assoiated simple roots.
Suppose that αi1 is not orthogonal to αi2 , hene λ = − < α∨i1 , αi2 >= 1 or 2 (reall that g is not of type G2). So
we an write β2 = w ◦ si1(αi2) = w(λαi1 + αi2) = λβ1 + w(αi2 ).As w(αi2 ) ∈ Φ, we must have λ = 2, otherwise
h(w(αi2 )) = h(β2)− h(β1) = 0, whih is absurd.
In this ase, γ = −w(αi2) = 2β1 − β2 ∈ Cj and h(γ) = 2h(β1) − h(β2) = h(β1). As β1 and β2 are distint roots, so they
are not ollinear. So the set Φ′ = Φ∩ Vet(β1, β2) is a root system of rank 2 whih ontains β1, β2, γ and their opposites.
The equality 2β1 = γ + β2 allows to state that Φ
′
is of type B2 and that the situation is the following one :
γβ1β2
7So γ − β1 ∈ Φ, with h(γ − β1) = h(γ)− h(β1) = 0. This is impossible, and so αi1 ⊥ αi2 .
Then we get < β1, β2 > = < w(αi1 ), w(si1 (αi2)) >=< αi1 , si1(αi2 ) > = < αi1 , αi2 > = 0, as desired. This nishes the
ase where the two roots are onseutive. One onludes using an indution on the "distane" between the two roots β1
and β2.

Convention.
For j ∈ J1, nK, denote δj the smallest root of Cj . Let us reall that αj is the largest root of Cj .
Proposition 2.2.9.
δj and αj are alone in their boxes.
Proof : The root αj is alone in its box beause it is the only roots of Cj whose height is equal to 1.
To prove that δj is alone in its box, we need the following result.
Lemma 2.2.10.
Let 1 ≤ l ≤ N and 1 ≤ m ≤ n. Set Πm := {α1, ..., αm}. If βl = si1 ...sil−1(αil) is in the olumn Cm, then αij ∈ Πm for
j ∈ J1, lK.
Proof : The proof is by indution on l.
If l = 1, then β1 = α1 ∈ Π1.
If l ≥ 2, then βl−1 is in the olumn Cm or Cm−1. By the indution hypothesis, it implies that αit ∈ Πm (or αit ∈ Πm−1 ⊂
Πm) for t ∈ J1, l − 1K. We observe that βl = si1 ...sil−1(αil) = αil + nl−1αil−1 + ... + n1αi1 where eah nt is in Z. As
βl ∈ Cm, neessarily αil ∈ Πm.

Bak to the proof of Proposition 2.2.9 :
There is an integer 1 ≤ l ≤ N suh that δj = βl = si1 ◦si2◦...◦sil−1(αil). As above, βl = αil+nl−1αil−1+...+n1αi1 (nt ∈ Z)
with αi1 , ..., αil−1 in Πj−1 sine βl−1 ∈ Cj−1. As βl ∈ Cj , it implies that αil = αj .
If δj(= βl) is not alone in its box, then βl+1 is also in this box and one has (Proposition 2.2.8) αil ⊥ αil+1 . By the previous
lemma, it implies that αil+1 ∈ Πj \ {αj} = Πj−1 and βl+1 = si1 ◦ si2 ◦ ... ◦ sil−1 ◦ sil(αil+1) = si1 ◦ si2 ◦ ... ◦ sil−1(αil+1) =
αil+1 + n
′
l−1αil−1 + ...+ n
′
1αi1 (n
′
t ∈ Z), whih ontradits the hypothesis βl+1 ∈ Cj .

Let us reall the following result (see, for example, [Hum78, Lemma 9.4℄).
Lemma 2.2.11.
Let β and δ be two distint roots of Φ+ suh that 〈β, δ〉 6= 0
• If 〈β, δ〉 > 0, then β − δ ∈ Φ.
• If 〈β, δ〉 < 0, then β + δ ∈ Φ.
Proposition 2.2.12.
Let β be an ordinary root of a olumn Cj . Denote (as in the proof of Proposition 2.2.6) by Γj the diagram whose verties
are α1, ..., αj , and whose edges are the edges from the Dynkin diagram of Φ. Denote by Ωj the onneted omponent of αj
in Γj .
1. If β 6= αj then there exists ǫ ∈ {α1, ..., αj−1} suh that β − ǫ ∈ Cj .
2. Supp β ⊂ Ωj .
3. If β 6= δj then there exists ǫ ∈ {α1, ..., αj−1} suh that β + ǫ ∈ Cj .
Proof : One veries that this proposition is true in the ase G2 thanks to the desription of the olumns given in
Example 2.1.4. Assume from now on that the root system is not of type G2. Set Πj = {α1, ..., αj}.
1. If it exists ǫ ∈ Πj \ {αj} suh that 〈β, ǫ〉 > 0, one onludes with Lemma 2.2.11. So let us assume that for all
ǫ ∈ Πj \ {αj}, we have 〈β, ǫ〉 ≤ 0.
As 〈β, β〉 > 0 then 〈β, αj〉 > 0 and β − αj = γ1 ∈ Φ+ with αj /∈ Supp(γ1). One an write β = β1 + γ1 with
β1 = αj ∈ Cj and, sine β is ordinary, we get αj /∈ Supp(γ1). Sine β 6= αj , one has h(β) ≥ 2 and we will prove by
indution that, for eah integer i ∈ J1, h(β)− 1K, one has β = βi + γi with βi ∈ Cj , γi ∈ Φ+ and h(βi) = i.
8• As h(β1) = h(αj) = 1, the result is proved for i = 1.
• Let us assume that the result is proved for i with 1 ≤ i < h(β)− 1 and observe that, sine β is ordinary, γi /∈ Cj
so that Supp(γi) ⊂ Πj−1. As 〈γi, γi〉 > 0, there is ǫ ∈ Πj−1 suh that 〈γi, ǫ〉 > 0. As i < h(β) − 1, one has
h(γi) > 1. Hene γi 6= ǫ, and so we dedue from Lemma 2.2.11 that γi+1 := γi − ǫ belongs to Φ+.
So 〈β, ǫ〉 = 〈βi, ǫ〉 + 〈γi, ǫ〉 and, sine 〈β, ǫ〉 ≤ 0, one has 〈βi, ǫ〉 < 0. So we dedue from Lemma 2.2.11 that
βi+1 := βi + ǫ ∈ Cj . Hene, β = βi+1 + γi+1 with βi+1 ∈ Cj and h(βi+1) = h(βi) + 1.
So we have proved the result and, for i = h(β) − 1, one has h(γi) = 1. So, sine β is ordinary, we have
ǫ := γi ∈ Πj−1 and β − ǫ = βi ∈ Cj .
2. The proof is by indution on h(β).
If h(β) = 1, one has β = αj ∈ Ωj .
If h(β) > 1, we dedue from 1. that it exists ǫ ∈ Πj−1 suh that β′ := β−ǫ ∈ Cj . So β′ is ordinary and h(β′) = h(β)−1
so that, by the indution hypothesis, Supp β′ ⊂ Ωj . It remains to prove that ǫ ∈ Ωj .
If ǫ /∈ Ωj , then ǫ ⊥ α for all α ∈ Supp β′. As a result, ǫ ⊥ β′. Let us onsider the plane P =< β, ǫ > and observe
that ΦP = Φ∩P is a root system of rank 2. As Φ is not of type G2, ΦP is not of type G2 as well. This fores ΦP to
be of type B2. So one has the following onguration :
ǫ
ββ′
As a result, β′ − ǫ is a root. As Supp β′ ⊂ Ωj , one has ǫ /∈ Supp β′ whih is a ontradition with β′ − ǫ being a root.
So, one has ǫ ∈ Ωj and then, Supp β ⊂ Ωj .
3. Let β be a root of Cj , not equal to δj . If it exists ǫ ∈ Πj−1 suh that 〈β, ǫ〉 < 0 then one onludes thanks to Lemma
2.2.11.
Let us assume that 〈β, ǫ〉 ≥ 0 for all ǫ ∈ Πj−1. If 〈β, αj〉 < 0, then Cj is exeptional and β + αj = βex. We
dedue from Proposition 2.2.4 that sD swithes αj and δj, so that, βex = αj + δj. It implies that β = δj whih is a
ontradition with the hypothesis. So one has 〈β, αj〉 ≥ 0 and then, 〈β, ǫ〉 ≥ 0 for all ǫ ∈ Πj .
Before nishing the proof, we need to establish two intermediaire results.
Observation 1. Supp(δj) = Ωj .
Proof of Observation 1.
From 2. one has Supp (δj) ⊂ Ωj . Let us suppose that this inlusion is a strit one and onsider α ∈ Ωj \ Supp(δj).
As Ωj is onneted, there exist α
′
1, α
′
2, ..., α
′
s in Ωj, with s ≥ 2, suh that α′1 = α, α′s ∈ Supp(δj) and, for 1 ≤ i < s,
〈α′i, α′i+1〉 < 0.
Let k be the greatest integer suh that α′k /∈ Supp (δj). One has k < s and α′k+1 ∈ Supp (δj). As δj is then a
linear ombination whose oeients are positive integers of simple roots whih are not equal to α′k and, as the salar
produt of two distint simple roots is nonpositive, one has :
〈α′k, δj〉 ≤ 〈α′k, α′k+1〉 < 0.
Then we dedue from Lemma 2.2.11 that δj + α
′
k ∈ Cj \ {βex}, whih is a ontradition with the fat that δj is the
smallest root of Cj .
Observation 2. 〈β, δj〉 > 0
Proof of Observation 2.
As 〈β, β〉 > 0, there is α ∈ Supp(β) suh that 〈β, α〉 > 0. By 2. and Observation 1, one has α ∈ Supp δj . As we have
already proved that 〈β, ǫ〉 ≥ 0 for all ǫ ∈ Πj , one has 〈β, ǫ〉 ≥ 0 for all ǫ ∈ Supp δj = Ωj ⊂ Πj ⇒ 〈β, δj〉 ≥ 〈β, α〉 > 0.
By Observation 2 and Lemma 2.2.11, we have γ1 := δj − β ∈ Φ+ and, sine β and δj are ordinary roots of Cj ,
Supp(γ1) ⊂ Πj−1. We prove now, by dereasing indution that, for eah integer i ∈ J1, h(δj − β)K, there exists
9ρi ∈ Φ+ with Supp (ρi) ⊂ Πj−1, suh that h(ρi) = i and β + ρi ∈ Cj .
• For i = h(δj − β), the result holds with ρi = γ1 .
• Assume i ∈ J2, h(δj −β)K and assume that there exists ρi suh that ηi = β+ ρi ∈ Cj . As 〈ρi, ρi〉 > 0, there is ǫ ∈
Supp (ρi) ⊂ Πj−1 suh that 〈ρi, ǫ〉 > 0. As we have already proved that 〈β, ǫ〉 ≥ 0, this implies that 〈ηi, ǫ〉 > 0.
So we dedue from Lemma 2.2.11 that ηi−1 := ηi − ǫ ∈ Cj and ρi−1 := ρi − ǫ ∈ Φ+. Clearly one has Supp
(ρi−1) ⊂ Πj−1, h(ρi−1) = i− 1 and β + ρi−1 = ηi−1 ∈ Cj .
So the result holds and, for i = 1, ǫ := ρ1 ∈ Πj−1 and β + ǫ ∈ Cj .

Proposition 2.2.13.
Let j ∈ J1, nK.
1. If Cj is ordinary, then h
′(Cj) is an interval of the form J1, tK;
2. If Cj is exeptional, then h
′(Cj \ {βex}) is an interval of the form J1, 2tK (t ∈ N⋆).
Moreover we have h′(βex) = t+
1
2 .
Proof : The fat that h′(Cj) in the ordinary ase (resp. h
′(Cj \ {βex}) in the exeptional ase) is an interval of
integers omes from Proposition 2.2.12. It ontains 1 = h(αj), and so the rst ase is proved.
Let us assume that Cj is exeptional. Denote by B1, ..., Bt the boxes whih ontain the roots smaller than βex for the
Lusztig order. For these boxes, we have h′(Bi) > h
′(βex). But the relation h(Bi)+h(B
′
i) = h(βex), for the image B
′
i of Bi
by sD, implies h
′(Bi) > h
′(βex) > h
′(B′i). So we have exatly t boxes appearing after βex and the interval h
′(Cj \ {βex})
is of the form J1, 2tK (t ∈ N⋆).
Moreover h(βex) = h(αj + sD(αj)) = 1 + 2t and nally h
′(βex) = t+
1
2 .

We now reall the notion of admissible planes introdued by Lusztig in [Lus90, Setion 6.1℄.
Denition 2.2.14.
We all admissible plane P :=< β, β′ > a plane spanned by two positive roots β and β′ suh that : β belongs to an
exeptional olumn Cj and β
′ = sD(β) is suh that |h′(β′)− h′(β)| = 1. (In this ase β + β′ = βex and h′(βex) = t± 12 ).
or β is an ordinary root in any olumn Cj and β
′ = αi with i < j. We set ΦP := Φ ∩ P and Φ+P := Φ+ ∩ P .
Remark 2.2.15. If ΦP is of type G2 then Φ = G2 (due to the lengths of the roots).
If Φ is not of type G2 then the rst ondition leads to two dierent type of admissible planes, Φ
+
P is of one of the following
type :
Type (1.1) Type (1.2)
β
βexβ
′
β
βexβ
′αi
A2 B2
β > βex > β
′ β > βex > β
′ > αi
The seond ondition leads to four types of admissible planes, Φ+P is of one of the following types :
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Type (2.1) Type (2.2) Type (2.3) Type (2.4)
β1
β2αi
β
βexβ
′αi
αi
β3β2β1
αi
β
A2 B2 with long αi B2 with short αi A1 ×A1
β1 > β2 > αi β > βex > β
′ > αi β1 > β2 > β3 > αi β > αi
We note that types (1.2) and (2.2) are the same.
3 The quantized enveloping algebra Uq(g)
Let K be a eld of harateristi not equal to 2 and 3, and q an element K∗ whih is not a root of unity. Firstly, we reall
denitions about Uq(g) and U+q (g) using notations from [Jan96, hap4℄. We reall then the Poinare-Birkho-Witt bases of
Uq(g) onstrution using Lusztig automorphisms. There are several ways to onstrut the so alled Lusztig automorphisms,
we reall here three dierent methods. The Lusztig's one follows [Lus90, Setion 3℄, Jantzen's one, whih is the same as
De Conini, Ka et Proesi, is explained in [Jan96, Setion 8.14℄ and [DCKP95, Setion 2.1℄ and a third one is neessary
to established a link between the two others. We will explain eah method and then see the links between the obtained
bases.
3.1 Realls on Uq(g)
Notation.
For all a and n integers suh that a ≥ n ≥ 0, we set
[n]q =
qn − q−n
q − q−1 , [n]
!
q = [n]q[n− 1]q...[2]q[1]q,
[
a
n
]
q
=
[a]!q
[n]!q[a− n]!q
.
Moreover for all α ∈ Π, we set qα = q
(α,α)
2
.
Denition 3.1.1.
• The quantized enveloping algebra Uq(g) is the K-algebra with generators Eα, Fα, Kα and K−1α (for all α in Π) and
relations (for all α, β ∈ Π)
KαK
−1
α = 1 = K
−1
α Kα KαKβ = KβKα (1)
KαEβK
−1
α = q
(α,β)Eβ (2)
KαFβK
−1
α = q
−(α,β)Fβ (3)
EαFβ − FβEα = δαβKα −K
−1
α
qα − q−1α
(4)
where δαβ is the Kroneker symbol, and (for α 6= β)
1−aαβ∑
s=0
(−1)s
[
1− aαβ
i
]
qα
E
1−aαβ−s
α EβE
s
α = 0 (5)
1−aαβ∑
s=0
(−1)s
[
1− aαβ
i
]
qα
F
1−aαβ−s
α FβF
s
α = 0 (6)
where aαβ = 2(α, β)/(α, α) for all α, β ∈ Π.
• U+q (g) (resp. U−q (g)) is the subalgebra of Uq(g) generated by all Eα (resp. Fα) with α ∈ Π.
Let us reall two important results proven for example in [BG02, Setion I.6℄.
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Theorem 3.1.2.
1. U+q (g) is Noetherian domain.
2. U+q (g) is graded by ZΦ with wt(Eα) = α,wt(Fα) = −α and wt(K±1α ) = 0).
3.2 Lusztig's onstrution
Denition 3.2.1 (Lusztig's automorphisms).
For all i ∈ J1, nK there is a unique automorphism Tαi of the algebra Uq(g) suh that :
TαiEαi = −FαiKαi , TαiFαi = −K−1αi Eαi TαiKαj = KαjK−aijαi (j ∈ J1, nK)
and for j 6= i :
TαiEαj =
∑
r+s=−aij
(−1)rq−disE(r)αi EαjE(s)αi
TαiFαj =
∑
r+s=−aij
(−1)rqdisF (s)αi FαjF (r)αi
where E(n)αi :=
Enαi
[n]!di
and di =
(αi,αi)
2 .
We now a x a Lusztig order so that we an use the notations of olumns and boxes as in the Setion 2. The following
result is given by Lusztig in [Lus90, Setion 4.3℄ :
Proposition 3.2.2.
There is a unique map from Φ+ to J1, nK, sending β to iβ) suh that the following properties are satised :
1. siβ1 and siβ2 ommute in W whenever β1 and β2 are in the same box. Hene, for a box B, the produt of all siβ with
β ∈ B is a well dened element s(B) in W, independent of the order of the fators.
2. iαj = j for j ∈ J1, nK.
3. If β ∈ Cj and if B1, ..., Bk are the boxes in Cj whose elements are stritly greater than β for the Lusztig order then
s(B1)s(B2)...s(Bk)(αiβ ) = β.
We then set wβ := s(B1)s(B2)...s(Bk).
We now reall the onstrution of a PBW basis of U+q (g) due to Lusztig [Lus90, Theorem 3.2℄.
Theorem 3.2.3.
Let w ∈ W and si1 ...sip be a redued deomposition of w. Then the automorphism Tw := Tαi1 ...Tαip depends only on w
and not on the hoie of redued expression for it. Hene the Tαi dene a homomorphism of the braid group of W in the
group of automorphisms of the algebra Uq(g).
Proposition 3.2.4.
For all positive roots β, we dene Eβ := Twβ (Eiβ ) ∈ Φ+. These elements form a Poinaré-Birkho-Witt basis of U+q (g)
([Lus90, proposition 4.2℄)
To obtain ommutation relation in this ontext, we an use admissible planes.
Notation.
If β > β′, then we set [Eβ , Eβ′ ]q = EβEβ′ − q(β,β′)Eβ′Eβ .
Our aim in the remaining of this paragraph is to exhibit the form of the ommutation relation between two generators
Eγ and Eγ′ , when γ and γ
′
belong to the same admissible plane P.
We rst onsider the ase where ΦP (= Φ ∩ P ) is of type G2. In this ase, Φ is also of type G2 and the ommutation
relations have been omputed in [Lus90, Setion 5.2℄. This leads us to the following result.
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Proposition 3.2.5.
Assume that Φ is of type G2. Denote by α1 the short simple root and by α2 the long simple root. This is a good numbering
of the set of simple roots (see Example 2.1.4). The orresponding redued deomposition of w0 is s1s2s1s2s1s2 (si = sαi)
and, desribing the roots in the assoiated onvex order, one has
Φ+ = {β1 = α1, β2 = 3α1 + α2, β3 = 2α1 + α2, β4 = 3α1 + 2α2, β5 = α1 + α2, β6 = α2}.
The rst olumn C1 is redued to {β1}, the seond olumn C2 = {β2, β3, β4, β5, β6} is exeptional with βex = β4. One has
:
• [Eβ3 , Eβ1 ]q = λEβ2 with λ 6= 0,
• [Eβ4 , Eβ1 ]q = λE2β3 with λ 6= 0,
• [Eβ5 , Eβ1 ]q = λEβ3 with λ 6= 0,
• [Eβ6 , Eβ1 ]q = λEβ5 with λ 6= 0,
• [Eβ3 , Eβ1 ]q = λEβ2 with λ 6= 0,
• [Eβ5 , Eβ3 ]q = λEβ4 with λ 6= 0.
If Φ is not of type G2, the ommutation relations between the Lusztig's generators orresponding to two roots whih are in
the same admissible plane are known in several ases ([Lus90, Setion 5.2℄). In partiular, we have the following relations.
Proposition 3.2.6 (Φ not of type G2).
• If P =< β, β′ > is an admissible plane of type (1.1), then Φ+P = {β, βex = β + β′, β′} and:
◦ [Eβ , Eβ′ ]q = λEβex with λ 6= 0,
◦ [Eβ , Eβex ]q = [Eβex , Eβ′ ]q = 0.
• If P =< β, β′ > is an admissible plane of type (1.2), then Φ+P = {β, βex = β + β′, β′, αi} and the relations are:
◦ [Eβ , Eβ′ ]q = λEβex with λ 6= 0,
◦ [Eβex , Eαi ]q = λ′E2β′ with λ′ 6= 0,
◦ [Eβ , Eαi ]q = λ′′Eβ′ with λ′′ 6= 0,
◦ [Eβ , Eβex ]q = [Eβex , Eβ′ ]q = [Eβ′ , Eαi ]q = 0.
• If P =< β, αi > is an admissible plane of type (2.1), then Φ+P = {β1, β2 = β1 + αi, αi} (β = β1 or β2) and:
◦ [Eβ1 , Eαi ]q = λEβ2 with λ 6= 0.,
◦ [Eβ1 , Eβ2 ]q = [Eβ2 , Eαi ]q = 0.
• If P =< β, αi > is an admissible plane of type (2.2), then we have the same relations as in type (1.2).
• If P = Vet(β, αi) is an admissible plane of type (2.3), then Φ+P = {β1, β2 = β1 + αi, β3 = β1 + 2αi, αi} (β = β1,β2
or β3) and the relations are :
◦ [Eβ2 , Eαi ]q = λEβ3 with λ 6= 0,
◦ [Eβ1 , Eβ3 ]q = λ′E2β2 with λ′ 6= 0,
◦ [Eβ1 , Eαi ]q = λ′′Eβ2 with λ′′ 6= 0,
◦ [Eβ1 , Eβ2 ]q = [Eβ2 , Eβ3 ]q = [Eβ3 , Eαi ]q = 0
• If P =< β, αi > is an admissible plane of type (2.4), then Φ+P = {β, αi} with β ⊥ αi and, if β is ordinary, then
[Eβ , Eαi ]q = 0.
Corollary 3.2.7.
Assume Φ is not of type G2. Let i, l be two integers suh that 1 ≤ i < l ≤ n and η ∈ Cl
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1. If (η, αi) > 0, then [Eη, Eαi ]q = 0.
2. If η + αi = mγ with γ ∈ Φ+ and m ∈ N⋆, then [Eη, Eαi ]q = λEmγ , with λ ∈ K⋆.
3. If η = η1 + η2 with η1 and η2 in Cl suh that h(η1) + 1 = h(η2) then [Eη1 , Eη2 ]q = λEη, with λ ∈ K⋆.
Proof : P = Vet(η, αi) is an admissible plane of type (2.1), (2.2), (2.3) or (2.4) by denition.
1. P is not of type (2.4) beause (η, αi) 6= 0. We distinguish between three remaining ases.
• If P is of type (2.1), then with the notations of Remark 2.2.15, we have η = β2, and so the result follows from
Proposition 3.2.6.
• If P is of type (2.2), then we have η = β′, and so the result follows from Proposition 3.2.6.
• If P is of type (2.3), then we have η = β3, and so the result follows from proposition 3.2.6.
2. Sine m 6= 0, we have γ ∈ P ∩ Φ+ = Φ+p , so P is not of type (2.4). We distinguish between three remaining ases.
• If P is of type (2.1), then we dedue that m = 1, η = β1 and γ = β2, and so the result follows from Proposition
3.2.6.
• If P is of type (2.2), then there are two possibilities:
◦ m = 1, η = β and γ = β′.
◦ m = 2, η = βex and γ = β′.
In both ases, the result follows from Proposition 3.2.6.
• If P is of type (2.3), then we have m = 1, η = β1 (resp. η = β2) and γ = β2 (resp. γ = β3), and so the result
follows from Proposition 3.2.6.
3. Let us onsider the plane P :=< η1, η2 >. It is an admissible plane (see denition 2.2.14) and Φ
+
P = {η1, η, η2} (if P
is of type 1.1) or {η1, η, η2, αi} with i < l (if P is of type 1.2). The previous proposition implies that [Eη1 , Eη2 ]q =
λEη, with λ ∈ K⋆ in both ases.

3.3 Jantzen's onstrution
In [Jan96, setion 8.14℄, a dierent onstrution of a PBW basis is explained whih also uses the automorphisms Tα, (α ∈
Π).
For a given redued deomposition of w0 = si1 ...siN , we know that, for all β ∈ Φ+, there exists iβ ∈ J1, NK suh that
β = si1 ...siβ−1(αiβ ).
Denition 3.3.1.
Let β ∈ Φ+, we set w′β := si1 ...siβ−1 and dene Xβ := Tw′β (Eαiβ ), Yβ := Tw′β (Fαiβ ).
The following result follows from [Jan96, theoreme 4.21 and 8.24℄.
Theorem 3.3.2.
• If α ∈ Π, then Xα = Eα ([Jan96, Proposition 8.20℄).
• The produts Xk1β1 ...XkNβN (ki ∈ N) form a basis of U+q (g).
• The produts Xk1β1 ...XkNβNKm1α1 ...Kmnαn Y l1β1 ...Y lNβN (resp. Km1α1 ...Kmnαn Y l1β1 ...Y lNβNXk1β1 ...XkNβN ,
resp. Y l1β1 ...Y
lN
βN
Km1α1 ...K
mn
αn
Xk1β1 ...X
kN
βN
), (ki, li ∈ N,mi ∈ Z) form a basis of Uq(g).
The following theorem was proved by Levendorski et Soibelman [LS91, Proposition 5.5.2℄ in a slightly dierent ase. One
an nd other formulations in the literature (several ontaining small mistakes). That is why we give a proof of this result
in [Mér08, Setion 3.3℄. We make this proof essentially by rewriting the one from [LS91, Proposition 5.5.2℄.
Theorem 3.3.3 (of Levendorski et Soibelman).
If i and j are two integers suh that 1 ≤ i < j ≤ N , then we have
XβiXβj − q(βi,βj)XβjXβi =
∑
βi<γ1<...<γp<βj ,
p≥1, ki∈N
c
k,γX
k1
γ1
...Xkpγp ,
where c
k,γ ∈ K and ck,γ 6= 0 only if wt(Xk1γ1 ...X
kp
γp ) := k1 × γ1 + ...+ kp × γp = βi + βj .
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3.4 Commutation relations between Xγ in admissible planes
The goal of this setion is to show that the Xγ satisfy analoguous relations to the Eγ (see Setion 3.2.). In order to ahieve
this aim, we start by introduing an intermediate generating system.
3.4.1 Constrution of a third generating system
Let us reall the following well-known result :
Lemma 3.4.1 ([Jan96℄, Setion 4.6).
1. There is a unique automorphism ω of Uq(g) suh that ω(Eα) = Fα, ω(Fα) = Eα and ω(Kα) = K−1α . One has
ω2 = 1.
2. There is a unique anti-automorphism τ of Uq(g) suh that τ(Eα) = Eα, τ(Fα) = Fα and τ(Kα) = K−1α . One has
τ2 = 1.
Convention.
• Let i be an integer of J1, nK. And set T ′αi := τ ◦ Tαi ◦ τ . This is an automorphism of Uq(g) whih satises the
following onditions :
T ′αiEαi = −K−1αi Fαi , T ′αiFαi = −EαiKαi T ′αiKαj = KαjK−aijαi (j ∈ J1, nK)
and for j 6= i :
T ′αiEαj =
∑
r+s=−aij
(−1)rqdisE(s)αi EαjE(r)αi
T ′αiFαj =
∑
r+s=−aij
(−1)rq−disF (r)αi FαjF (s)αi
• If wp ∈ W has a redued deomposition given by wp = si1 ...sip , then we set T ′wp := τ ◦ Twp ◦ τ . We have
T ′wp = T
′
αi1
...T ′αip .
• If β ∈ Φ+, then we set wβ := si1 ...siβ−1 and we dene X ′β := T ′wβ (Eαiβ ) and Y ′β := Twβ(Fαiβ ). One has X ′α = Eα
and Y ′α = Fα for α ∈ Π.
The Theorem of Levendorski and Soibelman an be rewritten as below. The proof an be found in [Mér08, Setion 3.4℄ :
Proposition 3.4.2.
If i and j are two integers suh that 1 ≤ i < j ≤ N then we have
X ′βiX
′
βj
− q−(βi,βj)X ′βjX ′βi =
∑
βi<γ1<...<γp<βj ,
p≥1, ki∈N
c
k,γX
′k1
γ1
...X ′kpγp
with c
k,γ ∈ K and ck,γ 6= 0 only if wt(X ′k1γ1 ...X
kp
′γp) := k1 × γ1 + ...+ kp × γp = βi + βj
3.4.2 Relations between Eβ and X
′
β.
As in previous setions, Φ+ is provided with a given Lusztig order assoiated to a redued deomposition of w0 = si1 ...siN .
In this ase, we an improve the Theorem of Levendorski and Soibelman.
Theorem 3.4.3.
If i and j are two integers suh that 1 ≤ i < j ≤ N , then one has :
X ′βiX
′
βj
− q−(βi,βj)X ′βjX ′βi =
∑
βi<γ1<...<γp<βj
C
k,γX
′k1
γ1
...X ′kpγp .
The monomials on the left-hand side whose oeient C
k,γ is not equal to zero satises:
• wt(X ′k1γ1 ...X
′kp
γp ) = βi + βj ;
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• γ1 is not in the same box as βi;
• γp is not in the same box as βj .
The proof of this theorem is essentially based on the following result:
Lemma 3.4.4.
Let B = {βp, ..., βp+l} be a box and αip , ..., αip+l be the orresponding simple roots. Then ∀k ∈ J0, lK, we have:
T ′αip ...T
′
αip+k−1
(Eαip+k ) = Eαip+k = T
′
αip
...T ′iαp+k−1
T ′iαp+k+1
...T ′αip+l
(Eαip+k ).
Proof : We already know that if α1 and α2 are two simple orthogonal roots, then Tα1(Eα2) = Eα2 = τ(Eα2 ), hene
T ′α1(Eα2) = Eα2 . As αip , ..., αip+l are orthogonal to eah others by Proposition 2.2.8, the formulas above are proved.

Proof of Theorem 3.4.3 : The rst point is provided by Proposition 3.4.2. If in the redued deomposition of w0,
we hange the order of the reexions assoiated to the simple roots oming from a single box B, we nd a new redued
deomposition of w0. The positive roots of B onstruted with this new deomposition of w0 are permuted as the simple
roots are but the other roots are not moved. By the previous lemma, the X ′β, β ∈ B, are also permuted in the same way
but are not modied, and the X ′γ , γ /∈ B, are not modied. Thus, without lost of generality, we an assume that βi is
maximal in its box and that βj is minimal in its box. As a result, if βi < γ1 < ... < γp < βj , then γ1 is not in the same
box as βi and γp is not in the same box as βj .

Remark 3.4.5. The proof of the previous theorem an be rewritten with the elements Xβ(β ∈ Φ+) so that we also apply
Theorem 3.4.3 to those elements.
We an now establish a link between the X ′β's and the Eβ 's.
Theorem 3.4.6.
∀β ∈ Φ+, ∃λβ ∈ K \ {0} suh that X ′β = λβEβ
Proof : Let β and β′ be two positive roots suh that β > β′. Set [X ′β , X
′
β′ ]q = X
′
βX
′
β′ − q(β,β
′)X ′β′X
′
β.
Let us deal rst with the ase where Φ is of type G2. We keep the onventions of Proposition 3.2.5. It is known (Conventions
3.4.1.) that, sine β1 and β6 are simple, one has X
′
β1
= Eβ1 and X
′
β6
= Eβ6 .
Thus
[X ′β6 , X
′
β1
]q = [Eβ6 , Eβ1 ]q = λEβ5 ave λ ∈ K⋆.
By Theorem 3.4.3, one also has [X ′β6 , X
′
β1
]q = µX
′
β5
with µ ∈ K and, then, X ′β5 = λβ5Eβ5 with λβ5 ∈ K⋆.
It implies that [X ′β5 , X
′
β1
]q = λβ5 [Eβ5 , Eβ1 ]q = νEβ3 with ν ∈ K⋆. We dedue as above that X ′β3 = λβ3Eβ3 with λβ3 ∈ K⋆.
Using the same method and onsidering [X ′β3 , X
′
β1
]q = λβ3 [Eβ3 , Eβ1 ]q, one proves that X
′
β2
= λβ2Eβ2 with λβ2 ∈ K⋆.
At last, one has [X ′β5 , X
′
β3
]q = λβ5λβ3 [Eβ5 , Eβ3 ]q = νEβ4 with ν ∈ K⋆, so it implies that X ′β4 = λβ4Eβ4 with λβ4 ∈ K⋆.
Suppose now that Φ is of type G2, and onsider a olumn Ct (t ∈ J1, nK). We just prove the theorem for all the roots of
Ct.
We rst study the ase of ordinary roots.
Let β ∈ Ct be an ordinary root. Let us prove the result by indution on h(β).
If h(β) = 1, then β = αt and as above X
′
αt
= Eαt .
Assume h(β) > 1 and the result proved for all δ ∈ Ct an ordinary root suh that h(δ) < h(β). By proposition 2.2.12, there
is a simple root αi (i < t) suh that β−αi = γ ∈ Ct. Moreover, γ is ordinary beause, if it is not the ase β = γ+αi would
be exeptional whih ontradits the uniqueness of an exeptional root in a olumn. So P :=< αi, β > is an admissible
plane of type (2.1), (2.2) or (2.3) and then [Eγ , Eαi ]q = cEβ (c ∈ K \ {0}) (see Setion 3.2).
As h(γ) = h(β)− 1 < h(β), one has X ′γ = λγEγ (λγ ∈ K \ {0}), and as Eαi = X ′αi , one has :
[X ′γ , X
′
αi
]q = λγ [Eγ , Eαi ]q = λγcEβ .
By Theorem 3.4.3, Eβ is a linear ombination of monomials X
′
δ1
...X ′δs with
αi < δ1 ≤ ... ≤ δs < γ, δs not in the same box as γ, δ1 not in the same box as αi and
δ1 + ...+ δs = αi + γ = β (⋆).
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For all monomials, δs ∈ Ct and δs is ordinary (beause β ∈ Ct and β is ordinary). As δs < γ and δs does not belong to
the same box as γ, one has h(δs) > h(γ). Hene h(δs) ≥ h(β), so that s = 1 and δ1 = β. This implies Eβ = aX ′β with
a ∈ K \ {0}, and the result is proved.
Let us now assume that β is the exeptional root of Ct. Let γ be the root of Ct whih preedes
β in the Lusztig order and let δ = sD(γ), so that δ + γ = β (see Figure 1.). By Proposition
2.2.13, one has h′(β) = m + 12 with m ∈ N⋆ and h′(Ct) = J1, 2mK. If B is the box in Ct whih
preedes β, then h′(B) = h(B) = t + 1. As β is alone in its box, we have γ ∈ B, so that
h(γ) = m + 1. Hene h(δ) = m. Thus P = Vet (γ, δ) is an admissible plane of type (1.1) or
(1.2), and [Eδ, Eγ ]q = cEβ(c 6= 0) (see Setion 3.2).
As γ and δ are ordinary roots, we already know that X ′γ = λγEγ and X
′
δ = λδEδ with λγ 6= 0
and λδ 6= 0. Thus, one has :
[X ′δ, X
′
γ ]q = λγλδ[Eδ, Eγ ]q = λγλδcEβ (λγ 6= 0, λδ 6= 0).
βk
Ct :
.
.
.
γ
β
δ
.
.
.
βN
Figure 1.
As above, Eβ is a linear ombination of monomials X
′
δ1
...X ′δs with
γ < δ1 ≤ ... ≤ δs < δ, δs not in the same box as δ and δ1 not in the same box as γ. As β is the only root of Ct whih
satises γ < β < δ, β is not in the same box as δ and β is not in the same box as γ. Hene s = 1 and δ1 = β. So that
Eβ = aX
′
β with a ∈ K \ {0}.

From Theorems 3.4.3 and 3.4.6, we dedue the following result.
Corollary 3.4.7.
If i and j are two integers suh that 1 ≤ i < j ≤ N , one has:
EβiEβj − q−(βi,βj)EβjEβi =
∑
βi<γ1<...<γp<βj,
p≥1, ki∈N
C′
k,γ
Ek1γ1 ...E
kp
γp
.
The monomials on the left-hand side whose oeient C′
k,γ
is not equal to zero satises:
• wt(X ′k1γ1 ...X
′kp
γp ) = βi + βj ;
• γ1 is not in the same box as βi;
• γp is not in the same box as βj .
3.4.3 Link with Jantzen's onstrution
Proposition 3.4.8.
Let β1 < β2 be two positive roots.
1. If Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEmγ (k 6= 0,m ≥ 1 and γ ∈ Φ+), then
Xβ1Xβ2 − q+(β1,β2)Xβ2Xβ1 = k′Xmγ (k′ 6= 0).
2. If Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEγEδ (k 6= 0, γ, δ ∈ Φ+, γ and δ belonging to the same box), then Xβ1Xβ2 −
q+(β1,β2)Xβ2Xβ1 = k
′XγXδ (k
′ 6= 0).
Proof : Let β ∈ Φ+. Let us reall (see Setion 3.4.1) that Xβ := Tw′
β
(Eαiβ ), X
′
β := T
′
w′
β
(Eαiβ ), and that Tw′β =
τ ◦ T ′w′
β
◦ τ . So we have Xβ = τ ◦ T ′w′
β
◦ τ(Eαiβ ) = τ(X ′β). Let us also reall (see Theoreme 3.4.6) that X ′β = λβEβ with
λβ ∈ K⋆.
Let β1 < β2 be two positive roots.
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1. If Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEmγ (k 6= 0, γ ∈ Φ+), then :
Xβ1Xβ2 − q+(β1,β2)Xβ2Xβ1 = τ(X ′β1)τ(X ′β2)− q+(β1,β2)τ(Xβ2)τ(Xβ1 )
= τ(X ′β2X
′
β1
− q+(β1,β2)X ′β1X ′β2)
= −q+(β1,β2)τ(X ′β1X ′β2 − q−(β1,β2)X ′β2X ′β1)
= −q+(β1,β2)λβ1λβ2τ(Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1)
= −q+(β1,β2)λβ1λβ2τ(kEmγ )
=
−q+(β1,β2)λβ1λβ2k
λγ
τ((X ′γ)
m)
= k′Xmγ with k
′ ∈ K⋆
2. If Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEγEδ (k 6= 0, γ, δ ∈ Φ+, γ and δ belonging two the same box) so, by doing the same
omputations as in 1., we obtain :
Xβ1Xβ2 − q(β1,β2)Xβ2Xβ1 = k′τ(X ′γX ′δ) = k′XδXγ (k′ 6= 0)
As γ and δ are in the same box, we know (see Proposition 2.2.8) that (δ, γ) = 0, so that, by Theorem 3.3.3, we get
XγXδ = XγXδ, as desired.

4 Deleting derivations in U+q (g)
4.1 U+
q
(g) is a CGL extension
In this setion, we set A := U+q (g), Xi := Xβi for 1 ≤ i ≤ N , and λi,j := q−(βj,βi) for 1 ≤ i, j ≤ N . We know from
Proposition 3.3.3) that, if 1 ≤ i < j ≤ N , then one has:
XjXi − λj,iXiXj = Pj,i (7)
with
Pj,i =
∑
k=(ki+1,...,kj−1)
ck¯X
ki+1
i+1 ...X
kj−1
j−1 , (8)
where ck¯ ∈ K.
Moreover, as U+q (g) is Φ-gradued, one has
ck¯ 6= 0⇒ λki+1l,i+1...λkj−1l,j−1 = λl,jλl,i for all 1 ≤ l ≤ N (9)
Thus, A satises [Cau03a, Hypothesis 6.1.1℄.
From Theorem 3.3.2, ordered monomials in Xi are a basis of A, so that we dedue from [Cau03a, Proposition 6.1.1℄:
Proposition 4.1.1.
1. A is skew polynomial ring whih ould be expressed as:
A = K[X1][X2;σ2, δ2]...[XN ;σN , δN ],
where the σj 's are K-linear automorphisms and the δj 's are K-linear σj-derivations suh that, for 1 ≤ i < j ≤ N ,
σj(Xi) = λj,iXi and δj(Xi) = Pj,i.
2. If 1 ≤ m ≤ N , then there is a (unique) automorphism hm of the algebra A whih satises hm(Xi) = λm,iXi for
1 ≤ i ≤ N .
18
Moreover, we dedue from [Cau03a, Proposition 6.1.2℄ the following result.
Proposition 4.1.2.
1. A satises onventions from [Cau03a, Setion 3.1℄, that is to say:
• For all j ∈ J2, NK, σj is a K-linear automorphism and δj is a K-linear (left sided) σj-derivation and loally
nilpotent.
• For all j ∈ J2, NK, one has σj ◦δj = qjδj ◦σj with qj = λj,j = q−||βj||2 , and for all i ∈ J1, j−1K, σj(Xi) = λj,iXi.
• None of the qj (2 ≤ j ≤ N) is a root of unity.
2. A satises [Cau03a, Hypothesis 4.1.2℄, that is to say:
The subgroup H of the automorphisms group of A generated by the elements hl satises
• For all h in H, the indeterminates X1, ..., XN are h-eigenvetors.
• The set {λ ∈ K∗ | (∃h ∈ H)(h(X1) = λX1} is innite.
• If m ∈ J2, NK, there is hm ∈ H suh that hm(Xi) = λm,iXi if 1 ≤ i < m and hm(Xm) = qmXm.
The previous proposition shows that U+q (g) is a CGL extension in the sens of [LLR06℄ and so allows us to apply the
deleting derivation theory ([Cau03a℄). We desribe this theory in the following setion.
4.2 The deleting derivation algorithm
It follows from Propositions 4.1.1 and 4.1.2, that A is an integral domain whih is noetherian. Denote by F its elds
of fration. We dene, by indution, the families X(l) = (X
(l)
i )1≤i≤N of elements of F
⋆ := F \ {0}, and the algebras
A(l) := K < X
(l)
1 , ..., X
(l)
N > when l dereases from N +1 to 2 as in [Cau03a, Setion 3.2℄. So we have for all l ∈ J2, N +1K
:
Lemma 4.2.1.
If 1 ≤ i < j ≤ N , one has :
X
(l)
j X
(l)
i − λj,iX(l)i X(l)j = P (l)j,i (10)
with
P
(l)
j,i =


0 si j ≥ l∑
k=(ki+1,...,kj−1)
ck¯(X
(l)
i+1)
ki+1 ...(X
(l)
j−1)
kj−1
si j < l, (11)
where ck¯ are the same as in the formula (8), so that we also have the impliation (9).
Proof : See [Cau03a, Théorème 3.2.1℄.

Lemma 4.2.2.
The ordered monomials on X
(l)
1 , ..., X
(l)
N form a basis A
(l)
as a K-vetorial spae.
Proof : See [Cau03a, Théorème 3.2.1℄.

From Lemmas 4.2.1 and 4.2.2 above and from [Cau03a, Proposition 6.1.1℄, we dedue that:
Lemma 4.2.3.
1. A(l) is an iterated ore extension whih an be written :
A(l) = K[X
(l)
1 ][X
(l)
2 ;σ
(l)
2 , δ
(l)
2 ]...[X
(l)
N ;σ
(l)
N , δ
(l)
N ]
where σ
(l)
j are K-linear automorphisms and δ
(l)
j are K-linear (left sided) σ
(l)
j -derivations suh that, for 1 ≤ i < j ≤ N ,
σ
(l)
j (X
(l)
i ) = λj,iX
(l)
i and δ
(l)
j (X
(l)
i ) = P
(l)
j,i .
2. A(l) is the K algebra generated by the elements X
(l)
1 , ..., X
(l)
N with relations (10).
Let us reall that the automorphisms hm (1 ≤ m ≤ N ) of the algebra A dened in Proposition 4.1.1 an be extended
(uniquely) in automorphisms, also denoted by hm, of the eld F .
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Lemma 4.2.4.
If 1 ≤ m, i ≤ N , one has hm(X(l)i ) = λm,iX(l)i so that hm indues (by restrition) an automorphism of the algebra A(l),
denoted by h
(l)
m .
Proof : See [Cau03a, Lemme 4.2.1℄.

Convention.
Denote by H(l) the subgroup of the automorphism group of A(l) generated by h
(l)
m (1 ≤ m ≤ N) .
By [Cau03a, Proposition 6.1.2℄, one has :
Lemma 4.2.5.
The iterated Ore extension A(l) = K[X
(l)
1 ][X
(l)
2 ;σ
(l)
2 , δ
(l)
2 ]...[X
(l)
N ;σ
(l)
N , δ
(l)
N ] satises the onventions of [Cau03a, Setion 3.1℄
with, as above, λi,j = q
−(βi,βj)
and qi = λi,i = q
−||βi||
2
for 1 ≤ i, j ≤ N . It also satises the Hypothesis 4.1.2 of [Cau03a℄
with H(l) replaing H.
Corollary 4.2.6.
If J is a H(l)-prime ideal of A(l) in the sense of [BG02, II.1.9℄, then J is ompletely prime.
Proof : One has :
• A(l) = K[X(l)1 ][X(l)2 ;σ(l)2 , δ(l)2 ]...[X(l)N ;σ(l)N , δ(l)N ] is an iterated Ore extension by Lemma 4.2.3,
• X(l)1 , X(l)2 , ..., X(l)N are H(l)-eigenvetors by Lemma 4.2.4.
• If 1 ≤ i < j ≤ N , then one has h(l)i (X(l)j ) = λj,iX(l)i = σ(l)j (X(l)i ) and h(l)j (X(l)j ) = qjX(l)j with qj = λj,j ∈ K⋆ is not a
root of unity by Lemmas 4.2.3 and 4.2.4.
Hene we dedue from [BG02, Theorem II.5.12℄ that J is ompletely prime.

From the onstrution of the deleting algorithm ([Cau03a, Setion 3.2℄), one has :
Lemma 4.2.7.
1. X
(N+1)
i = Xi for all i ∈ J1, NK
2. If 2 ≤ l ≤ N and if i ∈ J1, NK, one has
X
(l)
i =


X
(l+1)
i si i ≥ l
+∞∑
n=0
[
(1− ql)−n
[n]!ql
(
δ
(l+1)
l
)n
◦
(
σ
(l+1)
l
)−n (
X
(l+1)
i
)](
X
(l+1)
l
)−n
si i < l
(12)
Lemma 4.2.8.
Let J be an H(l)-invariant (two sided) ideal of A(l). Let us onsider an integer j ∈ J2, NK and denote by
B = K[X
(l)
1 ][X
(l)
2 ;σ
(l)
2 , δ
(l)
2 ]...[X
(l)
j−1;σ
(l)
j−1, δ
(l)
j−1] the subalgebra of A
(l)
generated by X
(l)
1 , ..., X
(l)
j−1. Then σ
(l)
j (B∩J) = B∩J
and δ
(l)
j (B ∩ J) ⊂ B ∩ J .
Proof : By Lemmas 4.2.3 and 4.2.4, one has for 1 ≤ i < j,
σ
(l)
j (X
(l)
i ) = λj,iX
(l)
i = h
(l)
j (X
(l)
i ) (13)
As a result, for all b ∈ B, σ(l)j (b) = h(l)j (b). As J is H(l)-invariant, and as B is σ(l)j -invariant, we dedue that, for all
b ∈ B ∩ J , we have σ(l)j (b) ∈ B ∩ J . So, σ(l)j (B ∩ J) ⊂ B ∩ J . From the equality (13), we get that:(
σ
(l)
j
)−1
(X
(l)
i ) = λ
−1
j,iX
(l)
i =
(
h
(l)
i
)−1
(X
(l)
i ) (14)
As above, we dedue that
(
σ
(l)
j
)−1
(B ∩ J) ⊂ B ∩ J , so that σ(l)j (B ∩ J) = B ∩ J .
Finally, if b ∈ B ∩ J , then we have δ(l)j (b) = X(l)j b− σ(l)j (b)X(l)j ∈ B ∩ J .

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If l ∈ J2, NK, then it follows from (12) that X(l)l = X(l+1)l . This element is a nonzero element whih belongs to the two
algebras A(l) and A(l+1) (reall that none of the X
(l)
i is null). So, the set Sl := {(X(l)l )p | p ∈ N} is a multipliative system
of regular elements of A(l) and A(l+1). From [Cau03a, Theorem 3.2.1℄, we dedue:
Lemma 4.2.9.
Let l ∈ J2, NK. Then Sl is an Ore set in A(l) and also in A(l+1). Moreover, one has:
A(l)S−1l = A
(l+1)S−1l
4.3 Prime spetrum and diagrams
Let us reall that the onvention are Xi = Xβi for 1 ≤ i ≤ N . Denote A := A(2) = K < Tβ1, ..., TβN > with Tβi = X(2)i
for all i. By lemmas 4.2.1 and 4.2.3, A is the quantum ane spae generated by Tβi (1 ≤ i ≤ N) with relations
TβjTβi = λj,iTβiTβj for 1 ≤ i < j ≤ N .
Let us onsider an integer l ∈ J2, NK and a prime ideal P ∈ Spe(A(l+1)).
• Assume X(l+1)l /∈ P .
Then, by [Cau03a, Lemmas 4.2.2 and 4.3.1℄, we have Sl ∩ P = ∅ and Q := A(l) ∩ PS−1l ∈ Spe(A(l)).
• Assume X(l+1)l ∈ P .
Then, by [Cau03a, Lemma 4.3.2℄, there is a (unique) surjetive algebra homomorphism
g : A(l) → A
(l+1)
(X
(l+1)
l )
whih satises, for all i, g(X
(l)
i ) = X
(l+1)
i (:= X
(l+1)
i + (X
(l+1)
l )), so that Q = g
−1( P
(X
(l+1)
l
)
) ∈ Spe(A(l)).
We dene this way a map φl : Spe(A
(l+1))→ Spe(A(l)) that maps P to Q and, by omposing these maps, we obtain
a map φ = φ2 ◦ ... ◦ φN : Spe(A)→ Spe(A¯). By [Cau03a, Proposition 4.3.1℄, one has :
Lemma 4.3.1.
Eah φl (2 ≤ l ≤ N) is injetive, so that φ is injetive.
We an now dene the notion of diagrams and Cauhon diagrams
Denition 4.3.2.
1. We all diagram a subset ∆ of the set of positive roots Φ+, and we note:
Spe∆(A) := {Q ∈ Spe(A) | Q ∩ {Tβ1 , ..., TβN} = {Tβ | β ∈ ∆}}.
2. A diagram ∆ is a Cauhon diagram if there is P ∈ Spe(A) suh that φ(P ) ∈ Spe∆(A), that is to say, if φ(P ) ∩
{Tβ1, ..., TβN} = {Tβ | β ∈ ∆}. In this ase, we set
Spe∆(A) = {P ∈ Spe(A) | φ(P ) ∈ Spe∆(A)}.
By [Cau03a, Theorems 5.1.1, 5.5.1 et 5.5.2℄, we have:
Proposition 4.3.3.
1. If ∆ is a Cauhon diagram, then φ(Spe∆(A)) = Spe∆(A) and φ indued a bi-inreasing homeomorphism from
Spe∆(A) onto Spe∆(A).
2. The family Spe∆(A) (with ∆ Cauhon diagram) oinide with the Goodearl-Letzter H-stratiation of Spe(A)
([BG02℄).
In the following setion, we desribe more preisely Cauhon Diagrams. In order to do this, the riteria in the next
proposition will be needed.
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Proposition 4.3.4.
Let P (m) be an H-prime ideal of A(m).
P (m) ∈ Im(φm) if and only if one of two following onditions is satised
1. X
(m)
m /∈ P (m).
2. X
(m)
m ∈ P (m) and Θ(m)(δ(m+1)m (X(m+1)i )) ∈ P (m) for 1 ≤ i ≤ m− 1.
(where δ
(m+1)
m (X
(m+1)
i ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) (lemma 4.2.1) and Θ
(m) : K < X
(m+1)
1 , ... , X
(m+1)
m−1 >
→ K < X(m)1 , ... , X(m)m−1 > is the homomorphism whih send X(m+1)l to X(m)l )
Proof : Assume that P (m) ∈ Im(φm), so that P (m) = φm(P (m+1 )) with P (m+1 ) ∈ Spe(A(m+1)), and
assume that ondition 1. is not satised. This implies that P (m) = ker(g) where g : A(m) → A(m+1)/P (m+1 ) is the
homomorphism whih sends X
(m)
i to x
(m+1)
i := X
(m+1)
i + P
(m+1 )
. Let 1 ≤ i ≤ m− 1.
Reall that δ
(m+1)
m (X
(m+1)
i ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) and and that Θ
(m) : k < X
(m+1)
1 , ... , X
(m+1)
m−1 > →
k < X
(m)
1 , ... , X
(m)
m−1 > is the homomorphism whih transforms eah X
(m+1)
l in X
(m)
l . Sine X
(m)
m ∈ P (m), we
have X
(m+1)
m ∈ P (m+1 ) [Cau03a℄, Proposition 4.3.1. and so, δ(m+1)m (X(m+1)i ) ∈ P (m+1 ). Now, we have
g(Θ(m)(δ
(m+1)
m (X
(m+1)
i ))) = g(Θ
(m)
(P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ))) = g(P
(m+1)
m,i (X
(m)
i+1 , ... , X
(m)
m−1))
= P
(m+1)
m,i (x
(m+1)
i+1 , ... , x
(m+1)
m−1 ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) + P
(m+1 )
= 0.
This implies that Θ(m)(δ
(m+1)
m (X
(m+1)
i ))) ∈ ker(g) = P (m).
If ondition 1. is satised, then P (m) ∈ Im(φm) by [Cau03a, Lemma 4.3.1.℄.
Assume that ondition 2. is satised. Let 1 ≤ i ≤ m− 1, . Then we have, as previously, P (m+1)m,i (X(m)i+1 , ... , X(m)m−1) =
Θ(m)(δ
(m+1)
m (X
(m+1)
i )) ∈ P (m). So, in Q(m) = A(m)/P (m), we have P (m+1)m,i (x(m)i+1 , ... , x(m)m−1) = 0.
Sine P
(m)
m,i = 0 (see Lemma 4.2.1), we an write x
(m)
m x
(m)
i − λm,ix(m)i x(m)m = P (m)m,i (x(m)i+1 , ... , x(m)m−1) = 0 =
P
(m+1)
m,i (x
(m)
i+1 , ... , x
(m)
m−1).
If 1 ≤ i ≤ j − 1 with j 6= m, it follows from Lemma 4.2.1 that:
x
(m)
j x
(m)
i − λj,ix(m)i x(m)j = P (m)j,i (x(m)i+1 , ... , x(m)j−1) = P (m+1)j,i (x(m)i+1 , ... , x(m)j−1).
So, by the universal property of algebras dened by generators and relations, there exists a (unique) homomorphism
ǫ : A(m+1) → Q(m) whih sends X(m+1)l to x(m)l for all l. This homomorphism is surjetive, and its kernel ker(ǫ)
= P (m+1 ) is a prime ideal of A(m+1). We observe that, sine X
(m)
m ∈ P (m), we have X(m+1)m ∈ P (m+1 ), and that
ǫ indues an automorphism
ǫ : A(m+1)/P (m+1 ) → Q (m) = A(m)/P (m)
whih sends x
(m+1)
l to x
(m)
l for all l. Reall that fm : A
(m) → A(m)/P (m) denotes the anonial homomorphism.
So, g = (ǫ)−1 ◦ fm : A(m) → A(m+1)/P (m+1 ) is the homomorphism whih sends X(m)l to x(m+1)l for all l. As
ker(g) = ker(fm) = P
(m)
, we onlude that P (m) = φm(P
(m+1 )
), as desired.

5 Cauhon diagrams in U+q (g)
In [Cau03b℄, Cauhon uses a ombinatorial tool to desribe "admissible diagrams" (whih are alled "Cauhon diagrams"
here) for the algebra Oq(Mn(k)) of quantum matries. Thanks to Lusztig admissible planes theory (see Setion 3.2),
results from Setion 3.3 and the deleting derivation theory, we desribe those diagrams for U+q (g) (where g is a simple Lie
algebra of nite dimension over C). The goal of this setion is to prove the following statement:
Theorem: A diagram ∆ ⊂ Φ+ satises all the impliations from admissible planes (to be dened) if and only if ∆ is
a Cauhon diagram (in the sense of Denition 4.3.2) .
5.1 Impliations in a diagram
Lemma 5.1.1.
Let j ∈ J1, NK, l ∈ J2, NK, P (l+1) be a prime ideal of A(l+1) and P (l) := ϕl(P (l+1)).
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1. If X
(l+1)
j ∈ P (l+1), then X(l)j ∈ P (l).
2. If X
(l+1)
j = X
(l)
j (this is in partiular the ase if j ≥ l), then one has: X(l+1)j ∈ P (l+1) if and only if X(l)j ∈ P (l).
Proof : The seond point an be shown as in [Cau03a, lemma 4.3.4℄. Let us show the rst point when j < l.
1st ase : The pivot (in referene to Gaussian elimination) ̟ := X
(l+1)
l belongs to P
(l+1)
. Reall (see Setion 4.2) that
there is a surjetive homomorphism of algebra
g : A(l) → A
(l+1)
(X
(l+1)
l )
whih satises g(X
(l)
i ) = X
(l+1)
i (:= X
(l+1)
i + (X
(l+1)
l )) for all i ∈ J1, NK. As X(l+1)j ∈ P (l+1), one has g(X(l)j ) ∈
P (l+1)
(X
(l+1)
l
)
, so that X
(l)
j ∈ g−1( P
(l+1)
(X
(l+1)
l
)
) =: P (l).
2nd ase : The pivot ̟ = X
(l+1)
l does not belongs to P
(l+1)
. Set Sl := {̟n|n ∈ N}. Reall (seeSetion 4.2) that we have
P (l) = A(l) ∩ (P (l+1)S−1l ).
Set J :=
⋂
h∈H(l+1)
h(P (l+1)) and observe that J is an H(l+1)-invariant two-sided ideal by onstrution. As A(l+1)
[Cau03a, Hypothesis 4.1.2 ℄ by Lemma 4.2.5, X
(l+1)
j is an H
(l+1)
-eigenvetor. Thus, sine X
(l+1)
j belongs to P
(l+1)
,
it also belongs to J.
From Lemma 4.2.8, we dedue that
(
δ
(l+1)
l
)n
◦
(
σ
(l+1)
l
)−n (
X
(l+1)
j
)
∈ J ⊂ P (l+1) for all n ∈ N. As a result, we get :
X
(l)
j =
+∞∑
n=0
[
(1− ql)−n
[n]!ql
(
δ
(l+1)
l
)n
◦
(
σ
(l+1)
l
)−n (
X
(l+1)
j
)](
X
(l+1)
l
)−n
∈ P (l+1)S−1l .
Thus, X
(l)
j ∈ A(l) ∩ (P (l+1)S−1l ) = P (l).

Lemma 5.1.2.
Let l ∈ J2, NK and P (l+1) be a prime ideal of A(l+1). Consider an integer j with 2 ≤ j < l and set P (j) = ϕj ◦...◦ϕl(P (l+1)).
1. Assume that βj is in the same box as βl or in the box before βl's one. Then
• X(j+1)j = X(j+2)j = ... = X(l+1)j ,
• (X(j+1)j ∈ P (j+1))⇒ (X(j+2)j ∈ P (j+2))⇒ ...⇒ (X(l+1)j ∈ P (l+1)).
2. Assume that the boxes B and B′ of βj and βl (respetively) are separated by a box B
′′
ontaining a unique element
βe suh that X
(e+1)
e ∈ P (e+1). Then (X(j+1)j ∈ P (j+1))⇒ (X(l+1)j ∈ P (l+1)).
Proof :
1. Let k ∈ Jj + 1, lK so that βk is, in the same box as as βj , or in the same box as βl. As these boxes are onseutive or
equal, one has XkXj = q
−<βk,βj>XjXk, so that by Lemma 4.2.1, we have X
(k+1)
k X
(k+1)
j = q
−<βk,βj>X
(k+1)
j X
(k+1)
k .
So one has δ
(k+1)
k (X
(k+1)
j ) = 0 and, by [Cau03a, Setion 3.2℄, we get :
X
(k)
j =
+∞∑
s=0
λs
(
δ
(k+1)
k
)s
◦
(
σ
(k+1)
k
)−s
(X
(k+1)
j )
(
X
(k+1)
k
)−s
=
+∞∑
s=0
λ′s
(
δ
(k+1)
k
)s
(X
(k+1)
j )
(
X
(k+1)
k
)−s
= X
(k+1)
j
(λs, λ
′
s ∈ K).
This shows the rst point. The seond point follows from Lemma 5.1.1.
2. As B and B′′ are onseutive, 1. implies that X
(j+1)
j = ... = X
(e+1)
j and that (X
(j+1)
j ∈ P (j+1)) ⇒ ... ⇒ (X(e+1)j ∈
P (e+1)). It just remains to show that:
X
(k)
j ∈ P (k) ⇒ X(k+1)j ∈ P (k+1) pour e+ 1 ≤ k ≤ l.
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We do that by indution on k. As in the previous point, we have
X
(k)
j = X
(k+1)
j +
+∞∑
s=1
λs
(
δ
(k+1)
k
)s
◦
(
σ
(k+1)
k
)−s
(X
(k+1)
j )
(
X
(k+1)
k
)−s
(λs ∈ K)
• If δ(k+1)k (X(k+1)j ) = 0, then one has X(k)j = X(k+1)j and we onlude thanks to Lemma 5.1.1.
• Otherwise, one has δ(k+1)k (X(k+1)j ) = λ
(
X
(k+1)
e
)m
(m ∈ N⋆, λ ∈ K⋆) by Lemma 4.2.1 and, as B′ and B′′ are
onseutive,
δ
(k+1)
k
(
X
(k+1)
e
)
= 0 ⇒
(
δ
(k+1)
k
)s
(X
(k+1)
j ) = λ
(
δ
(k+1)
k
)s−1 ((
X
(k+1)
e
)m)
= 0 pour s > 1
⇒ X(k)j = X(k+1)j + λ′
(
X
(k+1)
e
)m (
X
(k+1)
k
)−1
ave λ′ ∈ K⋆.
•• If Xk+1k ∈ P (k+1), then onsider the homomorphism g : A(k) → A
(k+1)
(X
(k+1)
k
)
whih satises g(X
(k)
i ) = X
(k+1)
i (:=
X
(k+1)
i + (X
(k+1)
k )) for i ∈ J1, NK (see Setion 4.2). By denition of φk ([Cau03a, Notation 4.3.1.℄), one has
P (k) = g−1
(
P (k+1)
(X
(k+1)
k
)
)
. So
X
(k)
j ∈ P (k) ⇒ g(X(k)j ) = X(k+1)j ∈
P (k+1)
(X
(k+1)
k )
⇒ X(k+1)j ∈ P (k+1)
•• By 1., one has X(e+1)e = ... = X(k)e = X(k+1)e and (X(e+1)e ∈ P (e+1)) ⇒ ... ⇒ (X(k)e ∈ P (k)) ⇒ (X(k+1)e ∈
P (k+1)). Set, as in [Cau03a, Theorem 3.2.1℄, Sk := {
(
X
(k+1)
k
)n
| n ∈ N} so that P (k+1) = A(k+1)∩(P (k)S−1k )
by denition of ϕk [Cau03a, Notation 4.3.1.℄. Then one has :
X
(k+1)
j = X
(k)
j − λ′
(
X(k+1)e
)m (
X
(k+1)
k
)−1
= X
(k)
j − λ′
(
X(k)e
)m (
X
(k+1)
k
)−1
∈ P (k)S−1k .
As X
(k+1)
j is also in A
(k+1)
, one has X
(k+1)
j ∈ P (k+1), as laimed.

We use [Cau03a, Proposition 5.2.1℄ to determine the shape of Cauhon diagrams. Let us rewrite this proposition in our
notation:
Proposition 5.1.3.
Let ∆ be a Cauhon diagram and let P ∈ Spe(A). The ideal P belongs to Spe∆(A) if and only if it satises the following
riteria :
(∀ l ∈ J1, NK) (X(l+1)l ∈ P (l+1) ⇔ βl ∈ ∆)
We an now prove the following proposition.
Proposition 5.1.4.
Let ∆ be a Cauhon diagram and βl ∈ ∆ (1 ≤ l ≤ N). Assume there is an integer k ∈ J1, l − 1K suh that XβlXβk −
q−(βl,βk)XβkXβl = cXβi1 ...Xβis with c ∈ K⋆, s ≥ 1 and k < i1 ≤ ... ≤ is < l. Then one of the βir (1 ≤ r ≤ s) belongs to
∆.
Proof : Let P ∈ Spe∆(A). By Lemma 4.2.1, one has:
X
(l+1)
l X
(l+1)
k − q−(βl,βk)X(l+1)k X(l+1)l = cX(l+1)βi1 ...X
(l+1)
βis
:=M.
By Proposition 5.1.3, one has X
(l+1)
l ∈ P (l+1) so that M ∈ P (l+1). As P (l+1) is a prime ideal of A(l+1), we know by
[BG02, II.6.9℄ that P (l+1) is ompletely prime, so that there exists r ∈ J1, sK suh that X(l+1)βir ∈ P (l+1). By Lemma 5.1.1,
we dedue that X
(ir+1)
ir
∈ P (ir+1) and, by Proposition 5.1.3, we obtain βir ∈ ∆.

Convention.
We say that a diagram ∆ satises the impliation
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1. βj0 → βj1 if (βj0 ∈ ∆)⇒ (βj1 ∈ ∆).
2.
βj1
βj0
.
.
.
βjs
if (βj0 ∈ ∆)⇒ (βj1 ∈ ∆) or ... or (βj1 ∈ ∆).
Proposition 5.1.4 an be rewritten as follows:
Proposition 5.1.5.
Let ∆ be a Cauhon diagram and βl ∈ ∆ (1 ≤ l ≤ N). Assume that there exists an integer k ∈ J1, l − 1K suh that
XβlXβk − q−(βl,βk)XβkXβl = cXm1βi1 ...X
ms
βis
with c ∈ K⋆, s ≥ 1, k < i1 < ... < is < l and m1, ...,ms ∈ N⋆.
1. If s = 1, then the solid arrow βl → βi1 is an impliation.
2. If s ≥ 2, then the system
βi1
βl
.
.
.
βis
of dashed arrows is an impliation.
In the three following propositions, denotes by ∆ a Cauhon diagram.
Proposition 5.1.6.
Let 1 ≤ l ≤ n and β ∈ Cl. If there exists i ∈ J1, l − 1K suh that β + αi = mβ′ with m ∈ N⋆ and β′ ∈ Φ+, then β → β′ is
an impliation.
Proof : We know (see Proposition 3.2.5 when Φ is of type G2, Corollary 3.2.7 when Φ is not of type G2) that we
have in this ase a ommutation relation of the type EβEαi − q(β,αi)EαiEβ = kEmβ′ with k 6= 0 (where Eγ are dened in
Setion 3.2).
Then, it follows from Proposition 3.4.8 that XβXαi − q−(β,αi)XαiXβ = k′Xmβ′ with k′ 6= 0. So we dedue from proposition
5.1.5 that β → β′ is an impliation.

Proposition 5.1.7.
Let Cl (1 ≤ l ≤ n) be an exeptional olumn. If β ∈ Cl is in the box following the box of the exeptional root βex, then
β → βex is an impliation.
Proof : Suppose rst that Φ is of type G2. With the notation of Proposition 3.2.5, one has l = 2, βex = β4, β = β5
and one has a ommutation formula of the type Eβ5Eβ3 − q(β3,β5)Eβ3Eβ5 = kEβ4 with k ∈ K⋆. It implies, by Proposition
5.1.5 that β = β5 → βex = β4 is an impliation.
Suppose now that Φ is not of type G2. We know (see Proposition 2.2.13) that h
′(βex) = t +
1
2 (t ∈ N⋆), so that
h′(β) = h(β) = t. We also know (see Proposition 2.2.4) that if D =Vet(βex), one has β
′ = sD(β) = βex − β ∈ Cl, so
that h′(β′) = h(β′) = h(βex) − h(β) = t + 1. As a result, P =Vet(β, β′) is an admissible plane of type (1.1) or (1.2).
So, by Proposition 3.2.6, we have a ommutation relation of the type EβEβ′ − q(β,β′)Eβ′Eβ = kEβex with k 6= 0. As in
Proposition 5.1.6, this implies that β → βex is an impliation.

Proposition 5.1.8.
Let Cl (1 ≤ l ≤ n) be an exeptional olumn and βex be its exeptional root. Assume that there exists i ∈ J1, lJ suh that
βex + αi = β
′
i1
+ β′i2 with β
′
i1
6= β′i2 in the box whih preedes βex. Then the system
β′i1
βex
β′i2
is an impliation.
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Proof : As, by hypothesis, β′i1 6= β′i2 are in the box preeding the box of βex, the root system is not of type G2 (see
Proposition 3.2.5).
As in the proof of Proposition 5.1.6, it is enough to prove that:
[Eβex , Eαi ]q := EβexEαi − q(βex,αi)EαiEβex = λEβ′i1Eβ′i2 ave λ ∈ K
⋆
Reall from Proposition 2.2.4 that βex ⊥ αi, so that:
(αi, β
′
i1
+ β′i2) = (αi, βex + αi) = ||αi||2 ⇒ (αi, β′i1) > 0 or (αi, β′i2) > 0.
We an assume, without loss of generality, that (αi, β
′
i2
) > 0, so that (Corollary 3.2.7) [Eβ′
i2
, Eαi ]q = 0.
As in the proof of the previous proposition, one has:
• h′(βex) = t+ 12 (t ∈ N⋆) and h′(β′i1) = h′(β′i1 ) = t+ 1,
• βi1 = sD(β′i1) and βi2 = sD(β′i2 ) belong to Cl and satisfy h′(βi1 ) = h′(βi1) = t,
• Eβi2Eβ′i2 − q
(βi2 ,β
′
i2
)Eβ′
i2
Eβi2 = kEβex with k 6= 0. (⋆)
By denition of βi2 , one has βex = βi2 + β
′
i2
, so that
β′i1 + β
′
i2
= βex + αi = βi2 + β
′
i2
+ αi ⇒ β′i1 = βi2 + αi.
Thus, by Corollary 3.2.7, we have [Eβi2 , Eαi ]q := hEβ′i1
(h 6= 0).
We know that U+q (g) is ZΦ-graded. So there is a (unique) automorphism σ of U+q (g) suh that for all u ∈ U+q (g), homo-
geneous in degree β, σ(u) = q(β,αi)u.
Denote by δ the interior right-sided σ-derivation assoiated to Eαi , so that
δ(u) = uEαi − Eαiσ(u) (∀u ∈ U+q (g))
If β ∈ Cl, one has δ(Eβ) = EβEαi − q(β,αi)EαiEβ = [Eβ , Eαi ]q and, this implies: δ(Eβ′i2 ) = 0 and δ(Eβi2 ) = hEβ′i1 . We
an show with (⋆) that :
k[Eβex , Eαi ]q = kδ(βex) = δ(Eβi2Eβ′i2
)− q(βi2 ,β′i2)δ(Eβ′
i2
Eβi2 )
= Eβi2 δ(Eβ′i2
) + δ(Eβi2 )σ(Eβ′i2
)− q(βi2 ,β′i2)(Eβ′
i2
δ(Eβi2 ) + δ(Eβ′i2
)σ(Eβi2 ))
= h[q(β
′
i2
,αi)Eβ′
i1
Eβ′
i2
− q(βi2 ,β′i2)Eβ′
i2
Eβ′
i1
]
As β′i2 and β
′
i1
are in the same box, we know (Corollary 3.4.7) that Eβ′
i1
Eβ′
i2
= Eβ′
i2
Eβ′
i1
, so that:
k[Eβex , Eαi ]q = h(q
(β′i2 ,αi) − q(βi2 ,β′i2))Eβ′
i1
Eβ′
i2
Sine βi2 +β
′
i2
= βex, P = Vet(βi2 , β
′
i2
) is an admissible plane of type (1.1) or (1.2) (see Remark 2.2.15) with {βi2 , β′i2} ={β, β′}, so that (βi2 , β′i2) ≤ 0. As we have assumed that (αi, β′i2) > 0, this implies that:
[Eβex , Eαi ]q := EβexEαi − q(βex,αi)EαiEβex = λEβ′i1Eβ′i2 with λ 6= 0.

5.2 Impliations from an admissible plane
We dene the notion of impliations oming from an admissible plane P, and we verify that all Cauhon diagrams satisfy
all impliations from admissible planes. Let us begin by showing some preise results on the exeptional root and near
boxes behaviour. First, let us reall some notation introdued in Setions 2 and 3.
Notation.
• C1, ..., Cn denote the olumns of Φ+ (relative to the hosen Lusztig order).
• In the following, we onsider a diagram ∆, that is, ∆ a subset of Φ+.
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• For any integer j ∈ J1, nK, we set ∆j := ∆∩Cj = {βu1 , ..., βul} ⊂ Cj = {βk, ..., βr}. If the olumn Cj is exeptional,
βex denotes the exeptional root and Bex := {βex} is its box. Then B1 denote the box of Cj whih preedes Bex
and B′1 the one whih follows Bex in the Lusztig order ; so that sD(B1) = B
′
1.
In Propositions 5.1.6, 5.1.7 and 5.1.8, we proved the existene of impliations thanks to admissible planes. We formalise
this fat in the following denition of "impliations oming from an admissible plane" :
Denition 5.2.1.
Let β ∈ Cj with h′(β) = l and, P be an admissible plane.
1. If Φ+P = {β, β + αi, αi} with i < j type (2.1), then the impliation oming from P is β → β + αi.
2. Φ+P = {β, β + αi, β + 2αi, αi} with i < j type (2.3), then the impliations oming from P are β → β + αi and
β + αi → β + 2αi.
3. Φ+P = {β, β + β′, β} with i < j,β′ ∈ Cj and h(β′) = h(β) + 1 type (1.1), then the impliation oming from P is
β → β + β′.
4. Φ+P = {αi, αi + β, αi + 2β, β} with i < j, h′(αi + 2β) = 2l+12 and h(β) = l type (1.2) or type (2.2), , then the
impliations oming from P are β → αi + β, β → αi + 2β and αi + 2β → αi + β.
5. Φ+P = {β, αi} with i < j, αi⊥β and there are β1 and β2 in Cj suh that β + αi = β1 + β2 type (2.4), then the
impliations oming from P are
β1
βex
β2
6. Φ+P = Φ
+ = {β1, ..., β6} is the positive part of a roots system of type G2 (see Proposition 3.2.5), then the impliations
oming from P are β6 → β5, β5 → β4, β5 → β3, β4 → β3, β3 → β2.
Lemma 5.2.2.
Let β ∈ Cj .
1. If β belongs to a box whih follows {βex}, then β → βex is an impliation from an admissible plane.
2. If there is i < j suh that γ = β + αi ∈ Φ+ then β → γ is an impliation from an admissible plane.
Proof : The results holds in the ase where Φ is of type G2. From now on, we assume that Φ is not of type G2.
1. Let P =< β, βex >. It is an admissible plane of type 3 or 4 in the previous denition and in eah ase, β → βex is
an impliation oming from P.
2. Let P =< β, αi >. It is an admissible plane of type 1,2 or 4 in the previous denition and in eah ase, β → γ is an
impliation oming from P.

Proposition 5.2.3.
Let ∆ be a Cauhon diagram. Then ∆ satises all the impliation oming from admissible planes ontaining elements of
∆.
Proof : Let β ∈ ∆ and P be an admissible plane ontaining β. Reall (see Denition 5.2.1) that Φ+P = Φ+ ∩ P .
1. If Φ+P = {β, β+αi, αi} with i < j, then it follows from Proposition 5.1.6 that ∆ satises the impliation β → β+αi.
2. If Φ+P = {β, β + αi, β + 2αi, αi} with i < j, then applying Proposition 5.1.6 to β and β + αi, we get that ∆ satises
the impliations β → β + αi and β + αi → β + 2αi.
3. If Φ+P = {β, β+ β′, β} with i < j, β′ ∈ Cj and h(β′) = h(β)+ 1 then it follows from proposition 5.1.7 that ∆ satises
the impliation β → β + β′.
4. If Φ+P = {αi, αi + β, αi + 2β, β} with i < j and h′(αi + 2β) = 2l+12 , then it follows from Propositions 5.1.6, 5.1.7 and
5.1.8 that ∆ satises the impliations β → αi + β, β → αi + 2β and αi + 2β → αi + β.
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5. If Φ+P = {β, αi} with i < j, αi⊥β and there exist β1 and β2 in Cj suh that β + αi = β1 + β2, then it follows from
proposition 5.1.8 that ∆ satises the impliation
β1
βex
β2 .
6. If Φ+P = Φ
+
is of type G2, Proposition 5.1.6 implies that ∆ satises the impliations β6 → β5, β5 → β3, β4 → β3, β3 →
β2. Moreover Proposition 5.1.7 implies that ∆ satises the impliation β5 → β4.

5.3 The onverse
The goal of this setion is to prove the onverse of Proposition 5.2.3 , that is:
Theorem 5.3.1.
If ∆ is a diagram whih satises all the impliations oming from admissible planes, then ∆ is a Cauhon diagram.
Let β ∈ Φ+ be a positive root of the olumn Cj . We denote by B0 the box whih ontains β, by B1 the box whih preedes
B0 in the olumn Cj (if it exists) and by B2 the box whih preedes B1 in Cj (if it exists).
Set Φ+β = {αi | i < j} ∪ {γ < β | γ is in the box of β} ∪B1 ∪ (B2 if B1 = {βex}). If γ ∈ Φ+, then there exists k ∈ J1, NK
suh that γ = βk and reall (see setion 4.1) that Xγ = Xk.
Set Dβ := K < Xγ | γ < β >
Lemma 5.3.2.
Dβ = K < Xγ | γ ∈ Φ+β >
Proof : Set D′β := K < Xγ | γ ∈ Φ+β >⊂ Dβ . Let us start by showing that, for i < j, we have {Xγ , γ ∈ Ci} ⊂ D′β .
If Φ is of type G2, {Xγ, γ ∈ Ci} is the empty set or it only ontains Xα1 ∈ D′β . If Φ si not of type G2, then we prove this
result by indution on h(γ).
If h(γ) = 1 , then γ = αi and Xγ ∈ D′β by denition of Φ+β .
If h(γ) > 1 and γ ordinary, then by Proposition 2.2.12, there exists l < i suh that γ′ = γ − αl ∈ Φ+, so that, by
Corollary 3.2.7 and Proposition 3.4.8, one has Xγ ∈ K < Xγ′ , Xαl >⊂ D′β (by indution hypothesis).
If h(γ) > 1 and γ exeptional, then we know (see Proposition 2.2.4) that in this ase, there are two ordinary roots of
Ci, denoted η1 and η2, suh that η1+ η2 = γ and h(η2) = h(η1) + 1. This implies by Corollary 3.2.7 and Proposition
3.4.8 that Xγ ∈ K < Xη1 , Xη2 >⊂ D′β (Xη1 and Xη2 are in D′β beause η1 and η2 are exeptional).
It just remains to show that {Xγ |γ ∈ Cj , γ < β} ⊂ D′β .
If h(γ) = h(β) with γ < β, then γ ∈ Φ+β . So Xγ ∈ D′β .
One uses again an indution to show that for eah ordinary box B of Cj suh that B < B0 (i.e. all roots β of B are
stritly less than all roots of B0), one has {Xγ |γ ∈ B} ⊂ D′β .
• Assume that B1 ordinary.
The result is true for the box B1 sine B1 ⊂ Φ+β .
Let B be an ordinary root of Cj suh that h(B) > h(B1) and γ ∈ B. By Proposition 2.2.12, there is αl ∈ Π (l < j)
suh that γ − αl ∈ Φ+. Then γ′ := γ − αl is in an ordinary box B′ of Cj suh that h(B) = h(B′) + 1 > h(B′) ≥
h(B1) > h(B0) and one has Xγ′ ∈ D′β by indution hypothesis.
If Φ is not of type G2, then we dedue from orollary 3.2.7 and Proposition 3.4.8 that [Xγ′ , Xαl ]q = kXγ with k ∈ K⋆.
As Xαl ∈ D′β , this implies that Xγ ∈ D′β.
If Φ is of type G2, then we dedue from Propositions 3.2.5 and 3.4.8 that [Xγ′ , Xαl ]q = kXγ with k ∈ K⋆. As
Xαl ∈ D′β, this implies that Xγ ∈ D′β .
• Assume that B1 exeptional.
The results is true for B2 sine, in this ase, B2 ⊂ Φ+β .
This is the same proof as above with B1 replaed by B2.
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It just remains to prove that if B = {βex} is an exeptional box of Cj suh that B < B0, then one has Xβex ∈ D′β .
If B = B1, then one has B ⊂ Φ+β , and the result is proved.
Assume thatB < B1. As above, one has βex = η1+η2 with η1 and η2 two exeptional roots of Cj suh that h(η2) = h(η1)+1.
The boxes of η1 and η2 are ordinary, on eah side of B, so less than or equal to B1, so stritly less than B0. As the result
holds for ordinary boxes, Xη1 ∈ D′β and Xη2 ∈ D′β.
If Φ is not of type G2, then we dedue (as above) from Corollary 3.2.7 and Proposition 3.4.8 that Xβex ∈ D′β .
If Φ is of type G2, we dedue (as above) from Propositions 3.2.5 and 3.4.8 that Xβex ∈ D′β .
So we an onlude that Dβ = D
′
β .

Let us reall that A = U+q (g) = K < Xβi | i ∈ J1, NK >:= K < Xi|i ∈ J1, NK >. Let βr and βr+1 (1 ≤ r ≤ N − 1) be two
onseutive roots of Φ+ (βr < βr+1). Reall that A
(r+1) = K < X
(r+1)
i > and A
(r) = K < X
(r)
i > (1 < r < N) are the
algebras dedued from A by the deleting derivation algorithm of Setion 4.
Lemma 5.3.3.
Let βr ∈ Φ+ be a positive root of the olumn Cj and D(r+1)βr := K < X
(r+1)
γ | γ < βr >. Then
D
(r+1)
βr
= K < X(r+1)γ | γ ∈ Φ+βr > .
Proof : By Lemma 4.2.1, the ommutation relations between theX
(r+1)
γ with γ ≤ βr are the same as the ommutation
relations between the Xγ with γ ≤ βr. So the proof is the same as the proof of lemma 5.3.2 but with Xγ replaed by
X
(r+1)
γ .

Denote, as in setion 4, ϕ : Spe A →֒ Spe (A) (A = A(2)) the anonial injetion, that is , the omposition of anonial
injetions ϕr : Spe (A
(r+1)) →֒ Spe (A(r)) for r ∈ J2, NK. Reall that a subset ∆ of Φ+ is a Cauhon diagram if and
only if (∃P ∈ Spe(A))(ϕ(P ) =< Tγ |γ ∈ ∆ >).
Proof of Theorem 5.3.1 : Let ∆ ⊂ Φ+ a diagram satisfying the impliations oming from the admissible planes.
Set Q :=< Tγ |γ ∈ ∆ >. By [Cau03a, Setion 5.5.℄, this is an H(2)-prime ideal, so ompletely prime, of A(2) = A and, if
β ∈ Φ+ \∆, then Tβ is regular modulo Q. So, Q ∩ Φ+ = {Tγ |γ ∈ ∆}.
Let us show by indution, that for eah r ∈ J2, N +1K, there exists P (r) ∈ Spe (A(r)) suh that Q = ϕ2 ◦ ... ◦ϕr−1(P (r)) .
If r = 2, then in this ase, one has ϕ2 ◦ ... ◦ ϕr−1 = Id
Spe(A) and P
(2) = Q.
Consider an integer r ∈ J2, NK, assume that there exists P (r) ∈ Spe(A(r)) suh that ϕ2 ◦ ... ◦ ϕr−1(P (r)) = Q
and let us show there is P (r+1) ∈ Spe(A(r+1)) suh that ϕr(P (r+1)) = P (r)( So that ϕ2 ◦ ... ◦ ϕr(P (r+1)) = Q).
• If X(r)r /∈ P (r), then this follows from Proposition 4.3.4.
• Assume now that X(r)r ∈ P (r). From the seond point of Proposition 4.3.4, it is enough to show that
Θ(r)
(
δ(r+1)r (X
(r+1)
i )
)
∈ P (r) pour 1 ≤ i ≤ r − 1 .
Observation. It is enough to prove that Θ(r)(δ
(r+1)
r (X
(r+1)
i )) ∈ P (r) for i ∈ J1, r − 1K suh that βi ∈ Φ+βr .
Proof of the observation : Let i ∈ J1, r − 1K. It follows from Corollary 5.3.3 that:
X
(r+1)
i =
∑
j1,...,js∈Γ
mi,r+1X
(r+1)
j1
...X
(r+1)
js
où Γ := {j ∈ J1, r − 1K|βj ∈ Φ+βr}
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Thus
δ
(r+1)
r (X
(r+1)
i ) =
∑
mi,r+1δ
(r+1)
r (X
(r+1)
j1
...X
(r+1)
js
)
=
∑
mi,r+1
[
δ
(r+1)
r
(
X
(r+1)
j1
)
X
(r+1)
j2
... X
(r+1)
js
+ σ
(r+1)
r
(
X
(r+1)
j1
)
δ
(r+1)
r
(
X
(r+1)
j2
)
... X
(r+1)
js
+ ...+ σ
(r+1)
r
(
X
(r+1)
j1
... X
(r+1)
js−1
)
δ
(r+1)
r
(
X
(r+1)
js
)]
=
∑
mi,r+1
[
δ
(r+1)
r
(
X
(r+1)
j1
)
X
(r+1)
j2
... X
(r+1)
js
+ λr,j1X
(r+1)
j1
δ
(r+1)
r
(
X
(r+1)
j2
)
... X
(r+1)
js
+ ...+ λr,j1 ...λr,js−1X
(r+1)
j1
... X
(r+1)
js−1
δ
(r+1)
r
(
X
(r+1)
js
)]
Then
Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
=
∑
mj1,...,js
[
Θ(r)
(
δ
(r+1)
r (X
(r+1)
j1
)
)
X
(r)
j2
... X
(r)
js
+λr,j1X
(r)
j1
Θ(r)
(
δ
(r+1)
r (X
(r+1)
j2
)
)
... X
(r)
js
+ ...
+λr,j1 ...λr,js−1X
(r)
j1
... X
(r)
js−1
Θ(r)
(
δ
(r+1)
r (X
(r+1)
js
)
)]
.
As eah Θ(r)
(
δ
(r+1)
r (X
(r+1)
jl
)
)
∈ P (r) by hypothesis, one has Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
∈ P (r).

Bak to the proof of the Theorem 5.3.1 :
For eah s ∈ J2, r − 1K, set P (s) = ϕs ◦ ...ϕr−1(P (r)).
Observation. βr ∈ ∆.
Indeed, as X
(r)
r ∈ P (r), Lemma 5.1.1 implies suessively that X(r−1)r ∈ P (r−1), ...,
X
(2)
r ∈ P (2) = Q. Hene Tβr = X(2)r ∈ Q and so βr ∈ ∆.
Reall that, if βr ∈ Cj , then Φ+βr = {αi | i < j}∪{γ < βr | γ ∈ B0}∪B1∪ (B2 si B1 = {βex}) (B0
is the box ontaining βr, B1 is the box preeding B0 if Cj if exists and B2 is the box preeding
B1 in Cj if exists).
Cj
.
.
. 
B2
B1
βr

B0
.
.
.
αj
Let i ∈ J1, r − 1K suh that βi ∈ Φ+βr .
• If βi ∈ B0 ∪B1, then the Theorem 3.4.3 implies that δ(r+1)r (X(r+1)i ) = 0. Hene Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= 0 ∈ P (r).
• Let us assume that B1 = {βex} with βex = βe (e < r), and that βi ∈ B2.
By Theorem 3.4.3, δ
(r+1)
r (X
(r+1)
i ) = P
(r+1)
r,i is homogeneous of weight βr+ βi and the variables X
(r+1)
l whih appear
in P
(r+1)
r,i are suh that βl ∈ B1 = {βe}. So P (r+1)r,i is equal to zero or is of the form λXme with λ ∈ K⋆ and
mβex = βr + βi, so that (by omparing the oeient on αj) one has m = 1.
If P
(r+1)
r,i = 0, then one has Θ
(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= 0 ∈ P (r).
Otherwise, assume that P
(r+1)
r,i = λX
m
e . As ∆ satises the impliations from admissible planes, Lemma 5.2.2 implies
that ∆ satises the impliation βr → βex and, as βr ∈ ∆, one has βex ∈ ∆.
Then X
(2)
e ∈ Q = P (2) and by Lemma 5.1.1, X(e+1)e ∈ P (e+1). As βe and βr are in onseutive boxes by onstrution,
Lemma 5.1.2 shows that
X(e+1)e ∈ P (e+1) ⇒ X(r)e ∈ P (r).
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So, we dedue that Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= Θ(r)(λX
(r+1)
e ) = λX
(r)
e ∈ P (r).
• Consider now the ase where βi = αk with k < j.
If δ
(r+1)
r (X
(r+1)
i ) = 0, then one has Θ
(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= 0 ∈ P (r).
Assume that δ
(r+1)
r (X
(r+1)
i ) 6= 0. From Theorem 3.4.3, we get that
δ(r+1)r (X
(r+1)
i ) =
∑
i<j1≤...≤js<r
cj1,...,jsX
(r+1)
j1
...X
(r+1)
js
(cj1,...,js ∈ K)
cj1,...,js ∈ K∗ ⇒ (βj1 + ...+ βjs = βr + αk et βj1 , ..., βjs /∈ B0)
This implies that
Θ(r)
(
δ(r+1)r (X
(r+1)
i )
)
=
∑
i<j1≤...≤js<r
cj1,...,jsX
(r)
j1
...X
(r)
js
and that is enough to show that, if cj1,...,js ∈ K∗, then one has X(r)j1 ...X
(r)
js
∈ P (r).
So, take (j1, ...js) suh that i < j1 ≤ ... ≤ js < r and let us assume that cj1,...,js 6= 0. Considering the oeient of
αj in the following equality
βj1 + ...+ βjs = βr + αk, (15)
we dedue that βjs ∈ Cj . As βjs /∈ B0 and js < r, the box B1 exists.
The proof splits into three ases.
•• B0 and B1 are ordinaries. As js < r and βjs /∈ B0, one has h(βr) < h(βjs). By (15), h(βjs) ≤ h(βr + αk) =
h(βr) + 1. As a result, s = 1 and βjs ∈ B1. That is why, on has (Lemma 5.2.2) the impliation βr → βjs . Sine
βr ∈ ∆, one has βjs ∈ ∆ and, as above, X(js+1)js ∈ P (js+1), so that X
(r)
js
∈ P (r). Hene the onsidered monomial
whose oeient cj1,...,js 6= 0 is in P (r).
•• B0 is ordinary and B1 is exeptional so that B2 exists. As in the previous ase, one heks that s = 1 and
βjs ∈ B2. So from Lemma 5.2.2, there exists an impliation βr → βjs . Also, From lemma 5.2.2, one has the
impliation βr → βe. Sine βr ∈ ∆, one has βe, βjs ∈ ∆, so that X(e+1)e ∈ P (e+1) and X(js+1)js ∈ P (js+1). By the
seond point of Lemma 5.1.2, one dedues that X
(r)
js
∈ P (r). Thus the onsidered monomial is in P (r).
•• B0 is exeptional. Sine βjs /∈ B0, βjs is ordinary in Cj . By the equality (15), one has s ≥ 2 and βjs−1 is also
ordinary in Cj . Set h(βr) := 2l+1 (l ≥ 1). We knows that h(βjs−1) ≥ l+1, h(βjs) ≥ l+1 and h(βr+αk) = 2l+2.
This implies that s = 2 and βjs−1 , βjs ∈ B1. The equality (15) an be then written as βr + αk = βjs−1 + βjs .
• • • Assume βjs−1 6= βjs , so that βjs−1 and βjs are in the same box B1, so they are orthogonal. As a result,
Φ is not of the type G2 (in the G2 ase, the boxes ontain only one element). Set P :=< βjs , βjs−1 >
the plane spanned by βjs , βjs−1 , and assume Φ
+
P 6= {βjs−1 , βjs}. So, sine ΦP is not of type G2, ΦP is
of type A2 or B2. As βjs−1 and βjs are orthogonal, ΦP is of type B2 and there exists β ∈ Φ+ suh that
βr + αk = βjs−1 + βjs = mβ with m = 1 or 2.
If m = 1, then β and βr are two distint exeptional roots of Cj , whih is impossible.
Hene m = 2 and so βr+αk = βjs−1 +βjs = 2β. This implies that h(β) = l+1, so that β is an element of B1
too, dierent from βjs−1 and βjs . As a result, β, βjs−1 , βjs are pairwise orthogonal, whih is a ontradition
with the equality βjs−1 + βjs = 2β.
So one has Φ+P = {βjs−1 , βjs} and so we have the impliation
βjs−1
βr
βjs
. Hene one of the two roots βjs ,
βjs−1 is in ∆. If, for example, βjs ∈ ∆, one has, as in the rst ase, X(js+1)js ∈ P (js+1) and X
(r)
js
∈ P (r). The
onsidered monomial is in P (r) as laimed.
• • • If βjs−1 = βjs , then the equality (15) beomes βr + αk = 2βjs . Set β = sD(βjs) = βr − βjs ∈ Φ+ and
substrat βjs to eah part of the previous equality, to obtain β + αk = βjs . Denote by P the plane spanned
by βr and βjs .
Assume that Φ is of type G2. Then one has βr = β4, αk = β1 and βjs = β3. By Denition 5.2.1, we have
the impliation βr → βjs .
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Assume that Φ is not of type G2. The equality βr + αk = 2βjs implies that ΦP is of type B2, so that
Φ+P = {αk, αk + β = βjs , αk + 2β = βr, β} with h(β) = h(βr) − h(βjs) = 2l + 1 − (l + 1) = l. So P is an
admissible plane of type 4 in the sense of Denition 5.2.1. So we have again the impliation βr → βjs .
Thus, in all ases, one has βjs ∈ ∆. So we have, as in the rst ase, X(js+1)js ∈ P (js+1) and X
(r)
js
∈ P (r). The
onsidered monomial is again in P (r), as desired.

6 Cauhon diagrams for a partiular deomposition of w0.
In this setion, we give an expliit desription of Cauhon diagrams for a hosen deomposition of w0 in eah type of
simple Lie algebra of nite dimension.
6.1 Innite series
6.1.1 Type An, n ≥ 1
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α1 − α2 − · · · − αn−1 − αn.
We know (see for example [Lit98, Setion 5℄) that sα1 ◦ (sα2 ◦ sα1) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα1) is a redued deomposition
of w0 whih indues the following order on positive roots. (We have arranged the roots in olumns.)
C1 C2 Cn
β1 = α1 β2 = α1 + α2 · · · βN−n+1 = α1 + · · ·+ αn−1 + αn
β3 = α2 · · ·
.
.
.
.
.
.
.
.
.
βN = αn
This is a Lusztig order and none of the olumns C1, ..., Cn is exeptional. Note that |Cl| = l.
Lemma 6.1.1.
If 1 ≤ l ≤ n and if βj , βj+1 are two onseutive roots of Cl, then βj+1 → βj is an impliation.
Proof : If βj and βj+1 are two onseutive roots of Cl, then there is a simple root αi (1 ≤ i < l ≤ n) suh that
βj = βj+1 + αi. From proposition 5.1.6, β → β + αi is an impliation.

It implies :
Corollary 6.1.2.
If Cl = {βs, βs+1, ..., βr = αl} is the olumn l with 1 ≤ l ≤ n, then the impliations oming from admissible planes are :
βr → βr−1 → ...→ βs+1 → βs
Convention.
• If Cl = {βs, βs+1, ..., βr = αl} is the olumn l with 1 ≤ l ≤ n, the trunated olumns ontained in Cl are subset of
the form {βs, βs+1, ..., βt}, with t ∈ Js, rK.
• Denote by D the set of Cauhon diagrams, they satisfy the impliations of Corollary 6.1.2.
Theorem 6.1.3.
D is the set of all diagrams ∆ whih are unions of trunated olumns.
From now on, in order to represent a diagram ∆, we ll the tabular used to desribe the positive roots with blak
squares. The blak squares represent the roots that belongs to the diagram. For example, the left-hand diagram below is
∆ = {β1, β4, β5, β6, β7, β8, β11, β12, β13, β14}.
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∆ ∈ D ∆ /∈ D
Remark 6.1.4. The set of Cauhon diagrams D has the same ardinality as the Weyl group W .
Proof : As D is the set of all diagrams ∆ whih are unions of trunated olumns, one has |D| = (n+ 1)! = |W |.

6.1.2 Type Bn, n ≥ 2
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α1 ⇐ α2 − · · · − αn−1 − αn
We know (see for example [Lit98, Setion 6℄) that
sα1 ◦ (sα2 ◦ sα1 ◦ sα2) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα2 ◦ sα1 ◦ sα2 ◦ · · · ◦ sαn)
is a redued deomposition of w0 whih indues the following order on positive roots.
β(n−1)2+1 = 2α1 + · · ·+ 2αn−1 + αn
.
.
.
β2 = 2α1 + α2 βN−n = 2α1 + α2 + · · ·+ αn−1 + αn
β1 = α1 β3 = α1 + α2 βN−n+1 = α1 + · · ·+ αn−1 + αn
β4 = α2 βN−n+2 = α2 + · · ·+ αn−1 + αn
.
.
.
βN = αn
This is a Lusztig order and none of the olumns C1, ..., Cn is exeptional.
Lemma 6.1.5.
If 1 ≤ l ≤ n and if βj , βj+1 are two onseutive roots of Cl, then βj+1 → βj is an impliation.
Proof : If βj and βj+1 are two onseutive roots of Cl, then there is a simple root αi (1 ≤ i < l ≤ n) suh that
βj = βj+1 + αi. From Proposition 5.1.6, β → β + αi is an impliation.

It implies :
Corollary 6.1.6.
If Cl = {βs, βs+1, ..., βr = αl} is the olumn l with 1 ≤ l ≤ n, then the impliations oming from admissible planes are :
βr → βr−1 → ...→ βs+1 → βs
Convention.
• If Cl = {βs, βs+1, ..., βr = αl} is the olumn l with 1 ≤ l ≤ n, the trunated olumns ontained in Cl are subset of
the form {βs, βs+1, ..., βt}, with t ∈ Js, rK.
• Denote by D the set of Cauhon diagrams, they satisfy the impliations of Corollary 6.1.2.
Theorem 6.1.7.
D is the set of all diagrams ∆ whih are unions of trunated olumns.
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∆ ∈ D ∆ /∈ D
Remark 6.1.8. The set of Cauhon diagrams D has the same ardinality as the Weyl group W .
Proof : As D is the set of all diagrams ∆ whih are unions of trunated olumns, one has |D| = 2n+1(n+1)! = |W |.

6.1.3 Type Cn, n ≥ 3
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α1 ⇒ α2 − · · · − αn−1 − αn
We know (see for example [Lit98, Setion 6℄) that
sα1 ◦ (sα2 ◦ sα1 ◦ sα2) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα2 ◦ sα1 ◦ sα2 ◦ · · · ◦ sαn)
is a redued deomposition of w0 whih indues the following order on positive roots.
β(n−1)2+1 = α1 + 2α2 · · ·+ 2αn−1 + αn
.
.
.
β2 = α1 + α2 βN−n = α1 + α2 + · · ·+ αn−1 + αn
β1 = α1 β3 = α1 + 2α2 βN−n+1 = α1 + 2α2 · · ·+ 2αn−1 + 2αn
β4 = α2 βN−n+2 = α2 + · · ·+ αn−1 + αn
.
.
.
βN = αn
This is a Lusztig order and all the olumns C2, ..., Cn are exeptional, the rst one C1 is ordinary.
Lemma 6.1.9.
If 1 ≤ l ≤ n and if βj , βj+1 are two onseutive roots of Cl, then βj+1 → βj is an impliation.
Proof : Eah olumn ontains an odd number of elements, denoted by Cl = {βu1 , ..., βu2k+1}, βuk+1 is an exeptional
root and all boxes ontain a single root.
• Let j ∈ J1, k − 1K ∪ Jk + 1, 2k + 1K, βuj and βuj+1 be two onseutive roots of Cl. Then there is a simple root αij
(1 ≤ ij < l ≤ n) suh that βuj = βuj+1 + αij . From Proposition 5.1.6, βuj+1 → βuj is an impliation.
• βuk+2 is in the box following the exeptional root, from Proposition 5.1.7, βuk+2 → βuk+1 is an impliation.
• As βuk+1 + α1 = 2βuk−1 so from Proposition 5.1.8, βuk+1 → βuk is an impliation.

It implies :
Corollary 6.1.10.
If Cl = {βs, βs+1, ..., βr = αl} is in the olumn l with 1 ≤ l ≤ n, the impliations oming from admissible planes are :
βr → βr−1 → ...→ βs+1 → βs
34
Convention.
• If Cl = {βs, βs+1, ..., βr = αl} is the olumn l with 1 ≤ l ≤ n, trunated olumns ontained in Cl are subset of the
following shape {βs, βs+1, ..., βt}, with t ∈ Js, rK.
• Denote by D the set of Cauhon diagrams, they satisfy the impliations of Corollary 6.1.10.
Theorem 6.1.11.
D is the set of all diagrams ∆ whih are unions of trunated olumns.
∆ ∈ D ∆ /∈ D
Remark 6.1.12. The set of Cauhon diagrams D has the same ardinality as the Weyl group W .
Proof : As D is the set of all diagrams ∆ whih are unions of trunated olumns, one has |D| = 2n+1(n+1)! = |W |.

6.1.4 Type Dn, n ≥ 4
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α1

α3  α4  · · ·  αn−1  αn
upslope
α2
We know (see for example [Lit98, Setion 6℄) that :
sα1 ◦ sα2 ◦ (sα3 ◦ sα1 ◦ sα2 ◦ sα3) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα3 ◦ sα1 ◦ sα2 ◦ sα3 ◦ · · · ◦ sαn)
is a redued deomposition of w0 whih indues the following order on positive roots.
βN−2n+1 = α1 + α2 + 2α3 · · ·+ 2αn−1 + αn
.
.
.
β3 = α1 + α2 + α3 βN−n−1 = α1 + α2 + α3 · · ·+ αn−1 + αn
β1 = α1 β4 = α2 + α3 βN−n = α1 (or α2) + α3 · · ·+ αn−1 + αn
β2 = α2 β5 = α1 + α3 βN−n+1 = α2 (or α1) + α3 · · ·+ αn−1 + αn
β6 = α3 βN−n+2 = α3 · · ·+ αn−1 + αn
.
.
.
βN = αn
The two rst olumns has been putted together to have a better view of roots.
This is a Lusztig order and all the olumns are ordinary.
Lemma 6.1.13.
Let Cl = {βu1 , ..., βus , βus+1 , ..., βu2s} (with s = l − 1, l ≥ 3), one has the impliations :
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βus
βu2s βu2s−1 ... βus+2 βus−1 ... βu2 βu1
βus+1
Proof : Observe rst that the box B = {βus , βus+1} is the only one whih ontains more than one element.
• For j ∈ J1, s − 2K, one has βuj+1 + αs−j = βuj and βu2s−j+1 + αs−j+1 = βu2s−j . Thus by Proposition 5.1.6, one has
the impliations βuj+1 → βuj et βu2s−j+1 → βu2s−j
• One has βus+2 + α1 ∈ B and βus+2 + α2 ∈ B that is why from Proposition 5.1.6, we obtain the impliations
βus+2 → βus+1 and βus+2 → βus .
• One has βus−1 − α1 ∈ B and βus−1 − α2 ∈ B that is why from Proposition 5.1.6, we obtain the impliations
βus+1 → βus−1 and βus → βus−1 .

Convention.
• If Cl = {βs, βs+1, ..., βr = αl} is the olumn l with 1 ≤ l ≤ n, the trunated olumns with a hole in position βm
(s ≤ m ≤ r) ontained Cl are subset of the shape {βs, βs+1, ..., βm−1, βm+1, βt}, t ∈ Js, rK.
• D is the set of Cauhon diagrams, they satisfy impliations from Lemma 6.1.13 pour 1 ≤ l ≤ n.
Theorem 6.1.14.
D is the set of trunated olumns and trunated olumns with a hole in the line of α1 when this trunated olumn doesn't
ontains roots above the line of α2.
Thus :
∆ ∈ D ∆ /∈ D
Remark 6.1.15. The set of Cauhon diagrams D has the same ardinality as the Weyl group W .
Proof : As D is the set of trunated olumns with or without a hole in a xed position, we an ompute its ardinality
:
|D| = 4× 6× 8× ...× 2n = 2n−1n! = |W |.

6.2 Exeptional ases
6.2.1 Type G2
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α1 ⇚ α2
We know that sα1 ◦sα2 ◦sα1 ◦sα2 ◦sα1 ◦sα2 is a redued deomposition of w0 whih indues the following order on positive
roots.
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β2 = 3α1 + α2
β3 = 2α1 + α2
β1 = α1 β4 = 3α1 + 2α2
β5 = α1 + α2
β6 = α2
Lemma 6.2.1.
One has the following impliations : β6 β5 β4 β3 β2
Proof : To prove this impliations, we apply Propositions 5.1.6, 5.1.7 and 5.1.8 with the following equalities (β4 is an
exeptional root):
β6 + α1 = β5, h
′(β5) + 1 = β4, β4 + α1 = 2β3, β3 + α1 = β2.

Convention.
D is the set of Cauhon diagrams, they satisfy impliations from lemma 6.2.1 .
Remark 6.2.2. The set of Cauhon diagrams D has the same ardinality as the Weyl group W .
Proof :
|D| = 2× 6 = 12 = |W |.

6.2.2 Type F4
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α1  α2 ⇒ α3  α4
We hoose the following redued deomposition of w0 :
w0 = s4s3s4s2s3s4s2s3s2s1s2s3s4s2s3s1s2s1s3s4s2s3s2s1
This deomposition indues the following order on positive roots :
β10(1, 3, 4, 2)
β11(1, 2, 4, 2)
β12(1, 2, 3, 2)
β13(1, 2, 3, 1)
β4(0, 1, 2, 2) β14(1, 2, 2, 2)
β5(0, 1, 2, 1) β15(1, 2, 2, 1)
β2(0, 0, 1, 1) β6(0, 1, 1, 1) β16(1, 1, 2, 2)
β1(0, 0, 0, 1) β3(0, 0, 1, 0) β7(0, 1, 2, 0) β17(2, 3, 4, 2)
β8(0, 1, 1, 0) β18(1, 2, 2, 0)
β9(0, 1, 0, 0) β19(1, 1, 2, 1)
β20(1, 1, 1, 1)
β21(1, 1, 2, 0)
β22(1, 1, 1, 0)
β23(1, 1, 0, 0)
β24(1, 0, 0, 0)
10
9
8
7
5 7
4 6
2 3 6
1 1 3 11/2
2 5
1 5
4
4
3
2
1
One heks that eah olumn is ordinary or exeptional and then omputes h′(βi) for all roots to verify that the order is
a Lusztig one. We already know the form of diagrams for the two rst olumns. Thanks to ommutation relations and
Proposition 5.1.6, we obtain the following impliations for penultimate olumn :
6
9 8 5 4
7
37
So there are 8 possibilities to onstrut a diagrams satisfying the impliations.
From Propositions 5.1.6, 5.1.7 and 5.1.8, one obtains the following impliations for the last olumn:
Diagrams beginning with ase : Counting diagrams :
none 1
10 1
11 1
12 1
13 1
14 2
15 1
16 3
17 2
18 2
19 2
20 2
21 2
22 1
23 1
24 1
TOTAL 24
24
23
22
20 21
19 18
17
16 15
14 13
12
11
10
So we ount : 2× 3× 8× 24 = 27 × 32 diagrams whih is the ardinality of Weyl group.
6.2.3 Type E6
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α2
|
α1  α3  α4  α5  α6
To desribe the hosen redued deomposition of w0, we remark that the roots α1 to α5 span a roots system of D5. Denote
by τ , the longest Weyl word used for D5 then the deomposition
τs6s5s4s2s3s1s4s3s5s4s6s2s5s4s3s1
is a redued deomposition of w0 whih indues the following order on positive roots :
β21 = (1, 2, 2, 3, 2, 1)
β22 = (1, 1, 2, 3, 2, 1)
β23 = (1, 1, 2, 2, 2, 1)
β24 = (1, 1, 2, 2, 1, 1)
β13 = α1 + α2 + 2α3 + 2α4 + α5 β25 = (1, 1, 1, 2, 2, 1)
β7 = α2 + α3 + 2α4 + α5 β14 = α1 + α2 + α3 + 2α4 + α5 β26 = (0, 1, 1, 2, 2, 1)
β3 = α2 + α4 + α5 β8 = α2 + α3 + α4 + α5 β15 = α1 + α2 + α3 + α4 + α5 β27 = (1, 1, 1, 2, 1, 1)
β1 = α2 β4 = α4 + α5 β9 = α2 + α3 + α4 β16 = α1 + α3 + α4 + α5 β28 = (0, 1, 1, 2, 1, 1)
β2 = α5 β5 = α2 + α4 β10 = α3 + α4 + α5 β17 = α1 + α2 + α3 + α4 β29 = (1, 1, 1, 1, 1, 1)
β6 = α4 β11 = α3 + α4 β18 = α1 + α3 + α4 β30 = (0, 1, 1, 1, 1, 1)
β12 = α3 β19 = α1 + α3 β31 = (1, 0, 1, 1, 1, 1)
β20 = α1 β32 = (0, 1, 0, 1, 1, 1)
β33 = (0, 0, 1, 1, 1, 1)
β34 = (0, 0, 0, 1, 1, 1)
β35 = (0, 0, 0, 0, 1, 1)
β36 = (0, 0, 0, 0, 0, 1)
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One obtains the following impliations thanks to Proposition 5.1.6, one ounts the diagrams satisfying the impliations :
36
35
34
33 32
31 30
29 28
27 26
24 25
23
22
21
Diagrams beginning by : Counting the diagrams :
none 1
21 1
22 1
23 1
24 1
25 2
26 2
27 2
28 1
29 3
30 1
31 4
32 2
33 2
34 1
35 1
36 1
TOTAL 27 = 33
For the rst ve olumns, we have a system of type D5, so 4× 6× 8× 10 = 27 × 3× 5 diagrams.
By adding the last one, one obtains 27 × 34 × 5 diagrams whih equal the ardinality of the Weyl group. So the set of
Cauhon diagrams D has the same ardinality as the Weyl group W .
6.2.4 Type E7
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α2
|
α1  α3  α4  α5  α6  α7
As the roots α1 to α6 span a roots system of type E6, denote by σ the longest Weyl word used for the type E6. The
deomposition
σs7s6s5s4s2s3s1s4s3s5s4s6s2s5s7s4s6s3s5s1s4s2s3s4s5s6s7
is a redued deomposition of w0 whih indues the following order on positive roots. To stok all the informations in a
tabular, we replae vetors by their oordinates on the basis α1, · · · , α7 omitting useless oordinates.
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α1, α2, α3, α4, α5, α6, α7
β37(2, 2, 3, 4, 3, 2, 1)
β38(1, 2, 3, 4, 3, 2, 1)
β39(1, 2, 2, 4, 3, 2, 1)
β40(1, 2, 2, 3, 3, 2, 1)
β41(1, 1, 2, 3, 3, 2, 1)
α1, α2, α3, α4, α5, α6 β42(1, 2, 2, 3, 2, 2, 1)
β21(1, 2, 2, 3, 2, 1) β43(1, 2, 2, 3, 2, 1, 1)
β22(1, 1, 2, 3, 2, 1) β44(1, 1, 2, 3, 2, 2, 1)
β23(1, 1, 2, 2, 2, 1) β45(1, 1, 2, 3, 2, 1, 1)
α1, α2, α3, α4, α5, α6 β24(1, 1, 2, 2, 1, 1) β46(1, 1, 2, 2, 2, 2, 1)
α2, α3, α4, α5 β13(1, 1, 2, 2, 1) β25(1, 1, 1, 2, 2, 1) β47(1, 1, 2, 2, 2, 1, 1)
α2, α4, α5 β7(1, 1, 2, 1) β14(1, 1, 1, 2, 1) β26(0, 1, 1, 2, 2, 1) β48(1, 1, 1, 2, 2, 2, 1)
α2, α5 β3(1, 1, 1) β8(1, 1, 1, 1) β15(1, 1, 1, 1, 1) β27(1, 1, 1, 2, 1, 1) β49(1, 1, 2, 2, 1, 1, 1)
β1(1, 0) β4(0, 1, 1) β9(1, 1, 1, 0) β16(1, 0, 1, 1, 1) β28(0, 1, 1, 2, 1, 1) β50(1, 1, 1, 2, 2, 1, 1)
β2(0, 1) β5(1, 1, 0) β10(0, 1, 1, 1) β17(1, 1, 1, 1, 0) β29(1, 1, 1, 1, 1, 1) β51(0, 1, 1, 2, 2, 2, 1)
β6(0, 1, 0) β11(0, 1, 1, 0) β18(1, 0, 1, 1, 0) β30(0, 1, 1, 1, 1, 1) β52(1, 1, 1, 2, 1, 1, 1)
β12(0, 1, 0, 0) β19(1, 0, 1, 0, 0) β31(1, 0, 1, 1, 1, 1) β53(0, 1, 1, 2, 2, 1, 1)
β20(1, 0, 0, 0, 0) β32(0, 1, 0, 1, 1, 1) β54(1, 1, 1, 1, 1, 1, 1)
β33(0, 0, 1, 1, 1, 1) β55(0, 1, 1, 2, 1, 1, 1)
β34(0, 0, 0, 1, 1, 1) β56(1, 0, 1, 1, 1, 1, 1)
β35(0, 0, 0, 0, 1, 1) β57(0, 1, 1, 1, 1, 1, 1)
β36(0, 0, 0, 0, 0, 1) β58(0, 1, 0, 1, 1, 1, 1)
β59(0, 0, 1, 1, 1, 1, 1)
β60(0, 0, 0, 1, 1, 1, 1)
β61(0, 0, 0, 0, 1, 1, 1)
β62(0, 0, 0, 0, 0, 1, 1)
β63(0, 0, 0, 0, 0, 0, 1)
We already know the form of diagrams for the rst six olumns. We use the same methods as in type E6 (Proposition
5.1.6) to nd the impliations in the last olumns of type E7. One obtains :
40
63
62
61
60
59 58
56 57
54 55
52 53
49 50 51
47 48
45 46
43 44
42 41
40
39
38
37
Diagrams beginning : Counting the diagrams
none 1
37 1
38 1
39 1
40 1
41 1
42 2
43 2
44 2
45 1
46 3
47 1
48 4
49 2
50 2
51 6
52 2
53 4
54 3
55 2
56 4
57 2
58 2
59 2
60 1
61 1
62 1
63 1
TOTAL 56 = 23 × 7
Cauhon diagrams for the rst six olumns ome from the type E6, that is to say 2
7 × 34 × 5 diagrams. With the last
olumn, one has 210 × 34 × 5× 7 diagrams whih equals the ardinality of the Weyl group. We have again |D| = |W |.
6.2.5 Type E8
Convention.
The numbering of simple roots in the Dynkin diagram is as below :
α2
|
α1  α3  α4  α5  α6  α7  α8
As the roots α1 to α7 span a roots system of type E7, denote by σ7, the longest Weyl word used for type E7. The
deomposition
σ7s8s7s6s5s4s2s3s1s4s3s5s4s6s2s5s7s4s6s8s3s5s7s1s4s6s3s2s5s4s5s2s3s6s1s4s7s3s5s8s4s6s2s5s7s4
s6s3s5s1s4s2s3s4s5s6s7s8.
is a redued deomposition of w0 whih indues the following order on positive roots. (Only the last olumn is given). In
the seond olumn of this tabular, we ompute h′(βi) :
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βi h
′(βi)
β64(2, 3, 4, 6, 5, 4, 3, 1) 28
β65(2, 3, 4, 6, 5, 4, 2, 1) 27
β66(2, 3, 4, 6, 5, 3, 2, 1) 26
β67(2, 3, 4, 6, 4, 3, 2, 1) 25
β68(2, 3, 4, 5, 4, 3, 2, 1) 24
β69(2, 2, 4, 5, 4, 3, 2, 1) 23
β70(2, 3, 3, 5, 4, 3, 2, 1) 23
β71(1, 3, 3, 5, 4, 3, 2, 1) 22
β72(2, 2, 3, 5, 4, 3, 2, 1) 22
β73(1, 2, 3, 5, 4, 3, 2, 1) 21
β74(2, 2, 3, 4, 4, 3, 2, 1) 21
β75(1, 2, 3, 4, 4, 3, 2, 1) 20
β76(2, 2, 3, 4, 3, 3, 2, 1) 20
β77(1, 2, 2, 4, 4, 3, 2, 1) 19
β78(1, 2, 3, 4, 3, 3, 2, 1) 19
β79(2, 2, 3, 4, 3, 2, 2, 1) 19
β80(1, 2, 2, 4, 3, 3, 2, 1) 18
β81(1, 2, 3, 4, 3, 2, 2, 1) 18
β82(2, 2, 3, 4, 3, 2, 1, 1) 18
β83(1, 2, 2, 3, 3, 3, 2, 1) 17
β84(1, 2, 2, 4, 3, 2, 2, 1) 17
β85(1, 2, 3, 4, 3, 2, 1, 1) 17
β86(1, 1, 2, 3, 3, 3, 2, 1) 16
β87(1, 2, 2, 3, 3, 2, 2, 1) 16
β88(1, 2, 2, 4, 3, 2, 1, 1) 16
β89(1, 1, 2, 3, 3, 2, 2, 1) 15
β90(1, 2, 2, 3, 2, 2, 2, 1) 15
β91(1, 2, 2, 3, 3, 2, 1, 1) 15
β92(2, 3, 4, 6, 5, 4, 3, 2) 29/2
βi h
′(βi)
β93(1, 1, 2, 3, 2, 2, 2, 1) 14
β94(1, 1, 2, 3, 3, 2, 1, 1) 14
β95(1, 2, 2, 3, 2, 2, 1, 1) 14
β96(1, 1, 2, 2, 2, 2, 2, 1) 13
β97(1, 2, 2, 3, 2, 1, 1, 1) 13
β98(1, 1, 2, 3, 2, 2, 1, 1) 13
β99(1, 1, 1, 2, 2, 2, 2, 1) 12
β100(1, 1, 2, 3, 2, 1, 1, 1) 12
β101(1, 1, 2, 2, 2, 2, 1, 1) 12
β102(0, 1, 1, 2, 2, 2, 2, 1) 11
β103(1, 1, 2, 2, 2, 1, 1, 1) 11
β104(1, 1, 1, 2, 2, 2, 1, 1) 11
β105(1, 1, 2, 2, 1, 1, 1, 1) 10
β106(1, 1, 1, 2, 2, 1, 1, 1) 10
β107(0, 1, 1, 2, 2, 2, 1, 1) 10
β108(1, 1, 1, 2, 1, 1, 1, 1) 9
β109(0, 1, 1, 2, 2, 1, 1, 1) 9
β110(1, 1, 1, 1, 1, 1, 1, 1) 8
β111(0, 1, 1, 2, 1, 1, 1, 1) 8
β112(1, 0, 1, 1, 1, 1, 1, 1) 7
β113(0, 1, 1, 1, 1, 1, 1, 1) 7
β114(0, 1, 0, 1, 1, 1, 1, 1) 6
β115(0, 0, 1, 1, 1, 1, 1, 1) 6
β116(0, 0, 0, 1, 1, 1, 1, 1) 5
β117(0, 0, 0, 0, 1, 1, 1, 1) 4
β118(0, 0, 0, 0, 0, 1, 1, 1) 3
β119(0, 0, 0, 0, 0, 0, 1, 1) 2
β120(0, 0, 0, 0, 0, 0, 0, 1) 1
We already know the shape of diagrams from the rst seven olumns.
Thanks to Propositions 5.1.6, 5.1.7 and 5.1.8, one obtains the impliations
for the last olumn.
In partiular, we obtain impliations suh as (i⇒ j or k) :
(92⇒ 91 or 90) and (92⇒ 90 or 89) and (92⇒ 91 or 89).
Those impliations appear with dashed arrows in the diagram :
120
119
118
117
116
115 114
112 113
110 111
108 109
105 106 107
103 104 102
100 101 99
97 98 96
95 94 93
92
91 90 89
88 87 86
85 84 83
82 81 80
79 78 77
76 75
74 73
72 71
69 70
68
67
66
65
64
With the previous impliations, we an ount the diagrams.
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Diagrams beginning : Counting diagrams
none 1
64 1
65 1
66 1
67 1
68 1
69 1
70 2
71 2
72 2
73 1
74 3
75 1
76 4
77 2
78 2
79 7
80 2
81 3
82 11
83 5
84 4
85 6
86 9
87 6
88 5
89 4
90 12
91 6
92 8
Diagrams beginning : Counting diagrams
93 5
94 3
95 6
96 8
97 8
98 4
99 12
100 3
101 6
102 16
103 3
104 8
105 5
106 4
107 7
108 3
109 3
110 4
111 2
112 5
113 2
114 2
115 2
116 1
117 1
118 1
119 1
120 1
TOTAL 240 = 24 × 3× 5
For the rst seven olumns, one have a system of type E7, so 2
10 × 34 × 5 diagrams.
By adding the last olumn, we ount 210 × 34 × 5× 7 diagrams whih equals the ardinality of the Weyl group. We have
as in the other ases |D| = |W |.
CONTENTS 43
Contents
1 Introdution 1
2 Root systems 2
2.1 Classial results on root systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Lusztig order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3 The quantized enveloping algebra Uq(g) 10
3.1 Realls on Uq(g) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Lusztig's onstrution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Jantzen's onstrution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.4 Commutation relations between Xγ in admissible planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4.1 Constrution of a third generating system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4.2 Relations between Eβ and X
′
β. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4.3 Link with Jantzen's onstrution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Deleting derivations in U+q (g) 17
4.1 U+q (g) is a CGL extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 The deleting derivation algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3 Prime spetrum and diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5 Cauhon diagrams in U+q (g) 21
5.1 Impliations in a diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.2 Impliations from an admissible plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.3 The onverse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6 Cauhon diagrams for a partiular deomposition of w0. 31
6.1 Innite series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.1.1 Type An, n ≥ 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.1.2 Type Bn, n ≥ 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.1.3 Type Cn, n ≥ 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.1.4 Type Dn, n ≥ 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.2 Exeptional ases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.2.1 Type G2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.2.2 Type F4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.2.3 Type E6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2.4 Type E7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.2.5 Type E8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
REFERENCES 44
Referenes
[AD08℄ N. Andruskiewitsh and F. Dumas. On the automorphisms of u+q (g). In Quantum groups., volume 12 of
Zürih: European Mathematial Soiety. IRMA Letures in Mathematis and Theoretial Physis, pages 108
133. Enriquez, Benjamin, 2008.
[BG02℄ K. A. Brown and K. R. Goodearl. Letures on algebrai quantum groups. Advaned Courses in Mathematis.
CRM Barelona. Birkhäuser Verlag, Basel, 2002.
[Bou68℄ N. Bourbaki. Éléments de mathématique. Fas. XXXIV. Groupes et algèbres de Lie. Chapitre IV: Groupes
de Coxeter et systèmes de Tits. Chapitre V: Groupes engendrés par des réexions. Chapitre VI: systèmes de
raines. Atualités Sientiques et Industrielles, No. 1337. Hermann, Paris, 1968.
[Cau03a℄ G. Cauhon. Eaement des dérivations et spetres premiers des algèbres quantiques. J. Algebra, 260(2):476
518, 2003.
[Cau03b℄ G. Cauhon. Spetre premier de Oq(Mn(k)): image anonique et séparation normale. J. Algebra, 260(2):519
569, 2003.
[CM08℄ G. Cauhon and A. Mériaux. Admissible diagrams and ombinatori properties of weyl groups. preprint, 2008.
[DCKP95℄ C. De Conini, V. G. Ka, and C. Proesi. Some quantum analogues of solvable Lie groups. In Geometry and
analysis (Bombay, 1992), pages 4165. Tata Inst. Fund. Res., Bombay, 1995.
[GL00℄ K. R. Goodearl and E. S. Letzter. The Dixmier-Moeglin equivalene in quantum oordinate rings and quantized
Weyl algebras. Trans. Amer. Math. So., 352(3):13811403, 2000.
[Gor00℄ M. Gorelik. The prime and the primitive spetra of a quantum Bruhat ell translate. J. Algebra, 227(1):211253,
2000.
[Hum78℄ J. E. Humphreys. Introdution to Lie algebras and representation theory, volume 9 of Graduate Texts in
Mathematis. Springer-Verlag, New York, 1978. Seond printing, revised.
[Jan96℄ J. C. Jantzen. Letures on quantum groups, volume 6 of Graduate Studies in Mathematis. Amerian Mathe-
matial Soiety, Providene, RI, 1996.
[Lau07a℄ S. Launois. On the automorphism groups of q-enveloping algebras of nilpotent lie algebras. ED.CIM, 28:125,
2007.
[Lau07b℄ S. Launois. Primitive ideals and automorphism group of U+q (B2). J. Algebra Appl., 6(1):2147, 2007.
[Lit98℄ P. Littelmann. Cones, rystals, and patterns. Transform. Groups, 3(2):145179, 1998.
[LLR06℄ S. Launois, T. H. Lenagan, and L. Rigal. Quantum unique fatorisation domains. J. London Math. So. (2),
74(2):321340, 2006.
[LS91℄ S. Levendorski and Y. Soibelman. Algebras of funtions on ompat quantum groups, Shubert ells and
quantum tori. Comm. Math. Phys., 139(1):141170, 1991.
[Lus90℄ G. Lusztig. Quantum groups at roots of 1. Geom. Dediata, 35(1-3):89113, 1990.
[MR04℄ R. J. Marsh and K. Rietsh. Parametrizations of ag varieties. Represent. Theory, 8:212242 (eletroni),
2004.
[Mér08℄ A. Mériaux. Les diagrammes de auhon pour U+q (g). 2008. http://arxiv.org/abs/0807.1012.
[Pap94℄ P. Papi. A haraterization of a speial ordering in a root system. Pro. Amer. Math. So., 120(3):661665,
1994.
ar
X
iv
:0
80
7.
10
12
v2
  [
ma
th.
QA
]  1
0 F
eb
 20
09
Les diagrammes de Cauhon pour U+q (g)
Antoine Mériaux
Laboratoire d'équations aux dérivées partielles et physique mathématique,
U.F.R. Sienes, B.P. 1039, 51687 Reims Cedex 2, Frane.
Abstrat
In this paper, we give an algorithmi desription of Cauhon's diagrams in nilpotent quantum algebras U+q (g) when
the hoosen redued deomposition of the longest element w0 of the Weyl group W orresponds to a good ordering of the
positive part Φ+ in the sense of G. Lusztig ([Lus90℄), where Φ denotes the root system. This algorithmi desription is
based on onditions, eah one being dened by eah Lusztig's admissible plane ([Lus90℄). Moreover, we give examples
for expliit redued deomposition of w0 in eah possible type of the nite dimensional omplex simple Lie algebra g. We
hek that the number of Cauhon diagrams is always equal to the ardinal of W . In a future paper, we will prove that
the Cauhon diagrams orrespond anonially to the positive subexpressions of w0. So the results of this paper also give
an algorithmi desription of those positive subexpressions when the redued deomposition of w0 satises the previous
onditions.
1 Introdution
Soit g une algèbre de Lie omplexe simple de dimension nie, K un orps ommutatif et q un élément de K∗, q non
raine de l'unité.
On utilise les onventions de Jantzen ([Jan96℄) pour la dénition du groupe quantique Uq(g) et, moyennant le hoix
d'une déomposition réduite de l'élément de plus grande longueur w0 du groupe de Weyl W , pour la onstrution d'un
système générateur (Xβ, β ∈ Φ+) de la partie positive U+q (g) (f paragraphe 3). L'ation naturelle du tore sur U+q (g)
induit une stratiation de Spe(U+q (g)) qui peut être dérite au moyen de l'algorithme d'eaement des dérivations (f
paragraphe 4.2), les strates étant en bijetion naturelle ave les diagrammes de Cauhon, la géométrie d'une strate étant
omplètement dérite par le diagramme qui lui est assoié. Il est don naturel de herher à dérire es diagrammes.
Cette desription est étroitement liée aux formules de redressement de Levendorskii et Soibelmann [LS91℄ entre les Xβ
sur lesquelles nous revenons en détail dans le paragraphe 3.
Ces formules ne sont pas onnues de manière expliite, de sorte que la desription de es diagrammes semble inaes-
sible dans le as général. Nous nous limitons don dans e papier au as d'une déomposition réduite de w0 assoiée à un
bon ordre sur l'ensemble Φ+ des raines positives, au sens de G. Lusztig [Lus90℄ (f paragraphe 2). Dans ette situation,
nous disposons des formules de redressement entre deux variables Xβ, Xβ′ lorsque β et β
′
engendrent un plan admissible
au sens de G. Lusztig (f paragraphe 3.4). Cela nous permet de onstruire une famille de onditions néessaires appelées
ontraintes pour qu'un diagramme ∆ soit un diagramme de Cauhon (f paragraphe 5.1). Dans le paragraphe 5.2, nous
démontrons que es onditions sont en fait néessaires et susantes (f théorème 5.3.1).
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Dans le paragraphe 6, nous utilisons e théorème pour donner une desription expliite de es ontraintes et de es
diagrammes pour un hoix partiulier de la déomposition réduite de w0, pour tous les types possibles du système de
raines assoié à g. On onstate que dans tous les as, le nombre de diagrammes est égal au ardinal |W | du groupe de
Weyl. Comme les strates ne dépendent pas du hoix de la déomposition réduite de w0, ela entraîne que le nombre de
strates est toujours égal à |W |. Si on fait l'hypothèse supplémentaire que q transendant, e résultat a aussi été démontré
en utilisant d'autres méthodes par M. Gorelik (f [Gor00℄ et [AD08℄).
Par ailleurs, dans un prohain artile, nous démontrerons que les diagrammes de Cauhon∆ fournissent les sous-expressions
positivesw
∆
de w0 au sens de R. Marsh et K. Rietsh ([MR04℄). En partiulier, si w0 a une ériture réduite w0 = sα1◦...◦sαN
et si, pour haque diagramme ∆ = {βi1 < ... < βit} on note w∆ = sαi1 ◦ ... ◦ sαit , on a :
• Si ∆ est un diagramme de Cauhon, l'ériture de w∆ i-dessus est réduite.
• L'appliation ∆→ w∆ est une bijetion de l'ensemble D des diagrammes de Cauhon sur W .
2 Systèmes de raines : rappels et ompléments
2.1 Résultats lassiques sur les systèmes de raines
Soit g une algèbre de Lie simple omplexe. Nous ommençons par introduire les notations utilisées pour les systèmes
de raines ; nous suivrons elles de [Jan96, hap4℄.
Notations.
• On note Φ un système de raines et E = Vet(Φ) (dim E = n). Quand on xe une base Π := {α1, ..., αn} de Φ,
il existe une déomposition Φ = Φ+ ⊔ Φ−, où Φ+ (resp. Φ−) désigne, omme d'habitude, l'ensemble des raines
positives (resp. négatives).
• On note W le groupe de Weyl assoié au système de raines Φ, il est engendré par les réexions sαi(:= si), 1 ≤ i ≤ n.
L'élément de plus grande longueur de W est noté w0.
Dénition 2.1.1.
Un système de raines Φ est rédutible si Φ = Φ1 ⊔Φ2 où Φ1 et Φ2 sont deux systèmes de raines orthogonaux. Sinon Φ
est dit irrédutible.
Rappelons qu'il y a une orrespondane bijetive entre les systèmes de raines irrédutibles et les algèbres de Lie simples
omplexes de dimension nie. On dira que g est d'un type donné si le système de raines assoié g est de e type. Les
dénitions et résultats qui suivent proviennent de [Lus90℄.
Dénition 2.1.2.
Soient Π = {α1, α2, ..., αn} une base de Φ et j un entier de J1, nK.
1. La olonne j est l'ensemble Cj := {β ∈ Φ+|β = k1α1 + . . .+ kjαj , ki ∈ N, kj 6= 0} ;
2. On dit qu'une raine β = k1α1 + . . .+ kjαj ∈ Cj est ordinaire si kj = 1 ; elle est dite exeptionnelle si kj = 2 ;
3. Une olonne Cj est appelée ordinaire si toute raine β de Cj est ordinaire ; ette olonne est dite exeptionnelle si
toute raine β de Cj est ordinaire sauf une seule raine note βex qui est exeptionnelle.
Dénition 2.1.3.
Le numérotation Π = {α1, α2, ..., αn} est bonne si toute olonne Cj est ordinaire ou exeptionnelle.
Exemple 2.1.4 (Le as G2). Le système de raines de type G2 est de rang 2, il a 2 raines simples α1 et α2 ave
‖α2‖ =
√
3‖α1‖. Π = {α1, α2} est une base de e système de raine. La numérotation Π = {α1, α2} est bonne ar
C1 = {α1} est ordinaire et C2 = {α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2} est exeptionnelle.
Par ontre, la numérotation Π = {α2, α1} n'est pas bonne. En eet, pour ette numérotation, C1 = {α2} est ordinaire
mais C2 = {α1, α2 + α1, α2 + 2α1, α2 + 3α1, 2α2 + 3α1} n'est ni ordinaire ni exeptionnelle.
Proposition 2.1.5.
Soit g une algèbre de Lie simple de dimension nie. Les numérotations i-dessous du système des raines simples Π sont
des exemples de bonnes numérotations.
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• Si g est de type An, de diagramme de Dynkin : α1 − α2 − · · · − αn−1 − αn,
Π = {α1, α2, · · · , αn−1, αn}.
• Si g est de type Bn, de diagramme de Dynkin : α1 ⇐ α2 − · · · − αn−1 − αn,
Π = {α1, α2, · · · , αn−1, αn}.
• Si g est de type Cn, de diagramme de Dynkin : α1 ⇒ α2 − · · · − αn−1 − αn,
Π = {α1, α2, · · · , αn−1, αn}.
• Si g est de type Dn, de diagramme de Dynkin :
α1

α3  α4  · · ·  αn−1  αn
upslope
α2
,
Π = {α1, α2, · · · , αn−1, αn}.
• Si g est de type G2, de diagramme de Dynkin : α1 ⇚ α2,
Π = {α1, α2}.
• Si g est de type F4, de diagramme de Dynkin : α1  α2 ⇒ α3  α4,
Π = {α4, α3, α2, α1}.
• Si g est de type E6, de diagramme de Dynkin :
α2
|
α1  α3  α4  α5  α6
,
Π = {α2, α5, α4, α3, α1, α6}.
• Si g est de type E7, de diagramme de Dynkin :
α2
|
α1  α3  α4  α5  α6  α7
,
Π = {α2, α5, α4, α3, α1, α6, α7}.
• Si g est de type E8, de diagramme de Dynkin :
α2
|
α1  α3  α4  α5  α6  α7  α8
,
Π = {α2, α5, α4, α3, α1, α6, α7, α8}.
Les olonnes orrespondant à es numérotations seront donnes expliitement dans la partie 3 et on onstatera que haque
olonne est bien, soit ordinaire soit exeptionnelle. Dans tout e qui suit, la numérotation hoisie sur Π sera
toujours bonne et partir de la setion 6, on prendra expliitement l'ordre dérit dans la proposition
i-dessus.
2.2 Ordre de Lusztig
Notations.
• Pour β = k1α1 + . . .+ kjαj ∈ Cj , on appelle hauteur de β l'entier h(β) := k1 + · · ·+ kj et on appellera hauteur de
Lusztig de β, le nombre rationnel h′(β) := 1
kj
h(β). [Lus90, setion 4.3℄
• Si t ∈ h′(Cj), l'ensemble Bj,t := {β ∈ Cj |h′(β) = t} est appelé la boîte de hauteur t dans la olonne Cj .
Remarque 2.2.1.
Cj =
⊔
t∈N∗
Bj,t.
3
Dénition 2.2.2 (Ordre de Lusztig sur Φ+).
On dénit un ordre partiel sur Φ+ omme suit :
Soient β1 et β2 deux raines de Φ
+
,
• Si β1 ∈ Cj1 et β2 ∈ Cj2 ave j1 < j2, alors β1 < β2.
• Si β1 et β2 sont dans la même olonne Cj et si h′(β2) < h′(β1), alors β1 < β2.
On peut raner l'ordre partiel préèdent en un ordre total en hoisissant un ordre arbitraire à l'intérieur des boîtes. Comme
il y a plusieurs façons d'ordonner haque boîte on dira que l'ordre obtenu est "un" ordre de Lusztig.
Observation. • αj est la plus grande raine de Cj pour l'ordre i-dessus.
• Les raines positives d'une même boîte sont onséutives pour un tel ordre : Bj,t = {βp, βp+1, ..., βp+l}.
Proposition 2.2.3.
Soient Cj une olonne exeptionnelle et βex sa raine exeptionnelle.
1. βex⊥(C1 ⊔ ... ⊔ Cj−1)
2. Si D =< βex > et si sD est la symétrie orthogonale par rapport D, on a :
• sD(Cj) = Cj et ∀β ∈ Cj \ {βex} on a β + sD(β) = βex.
• Pour toute boîte Bj,t diérente de la boîte ontenant βex, sD transforme Bj,t en Bj,h(βex)−t.
Démonstration :
1. Soit β ∈ C1 ∪ ... ∪ Cj−1. Si β n'est pas orthogonale βex, alors sβ(βex) = βex + kβ (k ∈ Z \ {0}) est une raine de Cj
dont le oeient en αj est égal à 2. Cei ontredit l'uniité de la raine exeptionnelle.
2. Observons que sD = −sβex , de sorte que sD(Φ) = Φ.
• Soit β une raine non exeptionnelle de Cj . On peut érire
β = a1α1 + ...+ aj−1αj−1 +
1
2
βex (ai ∈ Q).
Il résulte de 1. que sD(β) = −a1α1... − aj−1αj−1 + 12βex = βex − β. Cei est une raine d'après l'observation
i-dessus. Elle est dans Cj puisque β est dans Cj \ {βex}.
• Par le point préèdent, sD transforme deux éléments de Bj,t en deux raines de même hauteur. On en déduit (au
moyen de l'involutivité de sD) que sD(B
j,t) est une boîte Bj,s. La formule t+ s = h(βex) résulte immédiatement
du premier point.

Dénition 2.2.4.
Le support d'une raine β = a1α1 + ... + ajαj ∈ Cj est l'ensemble Supp (β) := {αi ∈ Π|ai 6= 0}. En partiulier, pour
β ∈ Cj , on a Supp(β) ⊂ {1, ..., j}.
On va à présent démontrer la
Proposition 2.2.5.
Supposons qu'il existe une olonne exeptionnelle Cj (1 < j ≤ n) et notons βex sa raine exeptionnelle. Alors h′(βex) /∈ N
de sorte que βex est seule dans sa boîte.
Démonstration : On note Πj = {α1, ..., αj} et Φj = Φ ∩ Vet(Πj). On vérie failement que Φj est un système de
raines de base Πj et que Φ
+
j = Φ
+ ∩ Vet(Πj).
Considérons d'abord le as où Φj est irrédutible. On a alors
Observation 1. Si β est une raine de Φ+j de hauteur maximale alors β ∈ Cj .
On suppose β ∈ Ci ave i < j. Dans le diagramme de Dynkin de Φj qui est onnexe (Φj est irrédutible), on peut
onstruire un hemin de αi à αj . On note e hemin P = (αi1 , ..., αit), où i1 = i et it = j. On sait que αi ∈ Supp(β) et que
αj /∈ Supp(β). Ainsi il existe un plus petit indie l tel que αil ∈ Supp(β) et αil+1 /∈ Supp(β). Ainsi, pour tout α ∈ Supp(β)
on a 〈α, αil+1〉 ≤ 0 et, puisque αil et αil+1 sont deux éléments onséutifs de P, 〈αil , αil+1〉 < 0. De l, 〈β, αil+1 〉 < 0 don
β + αil+1 ∈ Φ+j e qui ontredit la maximalité de la hauteur β.
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Observation 2. βex est la raine de hauteur maximale dans Φj.
Soit β une raine de hauteur maximale dans Φj . Supposons β 6= βex. Par l'observation préédente, β ∈ Cj et, par la
proposition 2.2.3, βex = β + sD(β) est une somme de deux raines positives don de hauteur plus grande que β. Don β
est néessairement égale βex.
L'existene d'une raine exeptionnelle entraine que Φj n'est pas de type Aj . Par suite Φj est de typeBj , Cj , Dj, E6, E7, E8, F4
ou G2 et, en se référant aux planhes de [Bou68℄, on voit que la hauteur de la raine de plus grande hauteur est toujours
impair. Par l'observation 2. βex est de hauteur impair, et don h
′(βex) /∈ N.
Supposons à présent Φj rédutible. Notons Γj le diagramme dont les sommets sont α1, ..., αj , et dont les arêtes sont elles
qui proviennent du diagramme de Dynkin de Φ et notons Π′ la omposante onnexe de αj dans Γj ;
Π′ := {αi ∈ Πj | il existe un hemin dans Γj reliant αi et αj}.
Notons Φ′ = Φ ∩ Vet(Π′). C'est un système de raines de base Π′ et Φ′+ = Φ+ ∩Vet(Π′).
Observation 3. Cj ⊂ Φ′+.
Sinon, il existe des raines dans Cj \Φ′+. Si β est une telle raine, son support ontient des raines simples qui sont dans
Πj \ Π′. Comme le support de β ontient aussi αj ∈ Π′, on peut érire β = u + v ave u = αi1 + ... + αil support dans
Πj \Π′ et v = αil+1 + ...+ αip support dans Π′. Choisissons β de manière que l'entier l ainsi déni soit minimal.
• Si l = 1, β = αi1 + v. Comme αi1 /∈ Π′, il n'existe auune liaison entre αi1 et les éléments du support de v. Don
si1(β) = −αi1 + v ∈ Φ, e qui est impossible puisque les oordonnées dans Π de ette raine ne sont pas toutes de même
signe.
• Don l ≥ 2. Comme 〈u, u〉 > 0, il existe une raine simple du support de u, par exemple αil , vériant 〈u, αil〉 > 0.
Comme i dessus, on a :
〈v, αil 〉 = 0⇒ 〈β, αil 〉 > 0⇒ β′ = β − αil ∈ Cj \ Φ′+,
e qui ontredit la minimalité de l.
On a don bien Cj ⊂ Φ′+.
Ainsi Cj est une olonne exeptionnelle de Φ
′
qui est irrédutible par onstrution. L'étude i-dessus montre que sa raine
exeptionnelle βex vérie h
′(βex) /∈ N.

On peut maintenant montrer la
Proposition 2.2.6.
"<" est un ordre onvexe sur Φ+
Démonstration : Soient β1 < β2 deux raines positives telles que β1 + β2 ∈ Φ+.
• Si les deux raines β1 et β2 ne sont pas dans la même olonne, alors β1 + β2 est dans la même olonne que β2. Dans e
as, ni β2, ni β1 + β2 ne sont exeptionnelle et on a :
h′(β1 + β2) = h(β1 + β2) = h(β1) + h
′(β2) > h
′(β2).
On en déduit que β1 < β1 + β2 < β2.
• Si les deux raines sont dans la même olonne, alors β1+β2 est une raine exeptionnelle. D'après la proposition 2.2.3, on
a h′(β1+β2) =
h′(β1)+h
′(β2)
2 . La proposition 2.2.5 exlus le as h
′(β1+β2) = h
′(β1) = h
′(β2) ar la raine exeptionnelle
est seule dans sa boîte. On a don h′(β1) > h
′(β1 + β2) > h
′(β2) e qui implique β1 < β1 + β2 < β2.

Si on onsidère une déomposition réduite de w0 = si1 ◦ si2 ◦ ... ◦ siN (l'élément de plus grande longueur du groupe de
Weyl), on sait (f, par exemple, [BG02, I.5.1℄) que βj := si1 ◦ si2 ◦ ... ◦ sij−1 (αij ) dérit Φ+ lorsque j dérit J1, NK. Pour
haque entier j ∈ J1, NK, on dit que αij est la raine simple assoiée à la raine positive βj .
On ordonne alors Φ+ en posant βi ≺ βj lorsque i < j. On dit que "≺" est l'ordre assoié la déomposition réduite de
w0 = si1 ◦ si2 ◦ ... ◦ siN .
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Dans [Pap94, Théorème et remarque page 662℄, il est démontré que et ordre est onvexe et que l'on dénit, de ette
manière, une orrespondane biunivoque entre les déompositions réduites de w0 et les ordres onvexes sur Φ
+
.
Ainsi, l'ordre "<"de Lusztig tant onvexe, il existe une unique déomposition réduite de
w0 = si′
1
◦ si′
2
◦ ... ◦ si′
N
dont l'ordre assoié est "<". Dans e texte, on hoisira systématiquement ette dé-
omposition pour w0.
La prohaine proposition provient de [Lus90, setion 4.3℄ et préise omment sont disposes les raines l'intérieur des
boîtes.
Proposition 2.2.7.
A l'intérieur de haque boîte ne ontenant pas la raine exeptionnelle, les raines sont orthogonales 2 à 2. De plus, les
raines simples assoiées aux raines d'une boîte donnée sont orthogonales 2 à 2.
Démonstration : Le as d'un système de type G2 se déduit simplement de l'étude de l'exemple 2.1.4. On suppose
don que g est une algèbre de Lie simple de dimension nie et de type diérent de G2. Soient β1 et β2 deux raines
onséutives d'une boîte B de la olonne Cj . On note αi1 et αi2 les raines simples respetivement assoies β1 et β2.
Supposons que αi1 n'est pas orthogonale αi2 , de sorte que λ = − < α∨i1 , αi2 >= 1 ou 2.
On peut don érire β2 = w ◦ si1(αi2) = w(λαi1 + αi2) = λβ1 + w(αi2 ). Comme w(αi2 ) ∈ Φ, on a néessairement λ = 2,
sinon h(w(αi2 )) = h(β2)− h(β1) = 0, e qui est absurde.
Mais alors γ = −w(αi2 ) = 2β1− β2 ∈ Cj et h(γ) = 2h(β1)− h(β2) = h(β1). β1 et β2 sont deux raines positives distintes
don non olinéaires. La trae Φ′ de Φ sur le plan Vet(β1, β2) est don un système de raines de rang 2 ontenant β1,
β2, γ et leurs opposées. L'égalité 2β1 = γ + β2 permet d'armer que Φ
′
est de type B2 et qu'on est dans la situation
i-dessous :
γβ1β2
Il en résulte que γ − β1 ∈ Φ, ave h(γ − β1) = h(γ)− h(β1) = 0. Ce qui est impossible. On a don α1 ⊥ α2.
On en déduit que < β1, β2 > = < w(αi1 ), w(si1 (αi2 )) >=< αi1 , si1(αi2 ) > = < αi1 , αi2 > = 0.

Convention.
Pour j ∈ J1, nK, on note δj la première raine de Cj . On rappelle que αj est la dernière raine de Cj .
Proposition 2.2.8.
δj et αj sont seules dans leur boîtes.
Démonstration : La raine αj est seule dans sa boîte ar 'est la seule raine de Cj de hauteur égale à 1.
Pour démontrer que δj est seule dans sa boîte, on va se servir du
Lemme 2.2.9.
Soit 1 ≤ l ≤ N et 1 ≤ m ≤ n. On pose Πm := {α1, ..., αm}. Si βl = si1 ...sil−1(αil) est dans la olonne Cm, alors αij ∈ Πm
pour j ∈ J1, lK.
Démonstration : On raisonne par réurrene sur l.
Si l = 1 : β1 = α1 ∈ Π1.
Si l ≥ 2, βl−1 est dans la olonne Cm ou Cm−1. Par l'hypothèse de réurrene, on en déduit que αit ∈ Πm (ou αit ∈
Πm−1 ⊂ Πm) pour t ∈ J1, l− 1K. On observe que βl = si1 ...sil−1(αil) = αil + nl−1αil−1 + ...+ n1αi1 où haque nt est dans
Z. Comme βl ∈ Cm, néessairement αil ∈ Πm.

Retour à la démonstration de la proposition :
Il existe un entier 1 ≤ l ≤ N tel que δj = βl = si1 ◦si2◦...◦sil−1(αil). omme i-dessus, βl = αil+nl−1αil−1+...+n1αi1 (nt ∈
Z) ave, puisque βl−1 ∈ Cj−1, αi1 , ..., αil−1 dans Πj−1. Comme βl ∈ Cj , on en déduit que αil = αj .
Si δj(= βl) n'est pas seule dans sa boîte, alors βl+1 est aussi dans ette boîte et on a (proposition 2.2.7) αil⊥αil+1 .
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Par le lemme préédent, on en déduit que αil+1 ∈ Πj \ {αj} = Πj−1 et βl+1 = si1 ◦ si2 ◦ ... ◦ sil−1 ◦ sil(αil+1) =
si1 ◦ si2 ◦ ... ◦ sil−1(αil+1) = αil+1 + n′l−1αil−1 + ...+ n′1αi1 (n′t ∈ Z), e qui ontredit l'hypothèse βl+1 ∈ Cj .

Rappelons le résultat lassique suivant (f par exemple, [Hum78, lemme 9.4℄).
Lemme 2.2.10.
Soient β et δ deux raines distintes de Φ+ telles que 〈β, δ〉 6= 0
• Si 〈β, δ〉 > 0, alors β − δ ∈ Φ.
• Si 〈β, δ〉 < 0, alors β + δ ∈ Φ.
Proposition 2.2.11.
Soit β une raine ordinaire de la olonne Cj . Notons (omme dans la démonstration de la proposition 2.2.5) Γj le
diagramme dont les sommets sont α1, ..., αj , et dont les arêtes sont elles qui proviennent du diagramme de Dynkin de Φ.
On note Ωj la omposante onnexe de αj dans Γj .
1. Si β 6= αj , alors il existe ǫ ∈ {α1, ..., αj−1} telle que β − ǫ ∈ Cj .
2. Supp β ⊂ Ωj .
3. Si β 6= δj , alors il existe ǫ ∈ {α1, ..., αj−1} telle que β + ǫ ∈ Cj .
Démonstration : On vérie que ette proposition est vraie dans le as G2 à l'aide de la desription des olonnes
donnée dans l'exemple 2.1.4. On suppose maintenant que le système de raines onsidéré n'est pas de type G2.
Dans ette démonstration, on note Πj = {α1, ..., αj}.
1. S'il existe ǫ ∈ Πj \ {αj} tel que 〈β, ǫ〉 > 0, on onlut ave le lemme 2.2.10. On suppose don que ∀ǫ ∈ Πj \ {αj},
〈β, ǫ〉 ≤ 0.
Comme 〈β, β〉 > 0 alors, 〈β, αj〉 > 0 et β − αj = γ1 ∈ Φ+ ave αj /∈ Supp(γ1). On peut don érire β = β1 + γ1
ave β1 = αj ∈ Cj et, puisque β est ordinaire, αj /∈ Supp(γ1). Puisque β 6= αj , on a h(β) ≥ 2 et on se propose
de montrer par réurrene que, pour haque entier i ∈ J1, h(β)−1K, on a β = βi+γi ave βi ∈ Cj , γi ∈ Φ+ et h(βi) = i.
• Comme h(β1) = h(αj) = 1, on a le résultat au rang i = 1.
• Supposons le résultat démontré au rang i ave 1 ≤ i < h(β)− 1 et observons que, puisque β est ordinaire, γi /∈ Cj
de sorte que Supp(γi) ⊂ Πj−1. Comme 〈γi, γi〉 > 0, il existe ǫ ∈ Πj−1 telle que 〈γi, ǫ〉 > 0. Comme i < h(β) − 1,
on a h(γi) > 1⇒ γi 6= ǫ⇒ γi+1 := γi − ǫ ∈ Φ+ (lemme 2.2.10).
Alors 〈β, ǫ〉 = 〈βi, ǫ〉 + 〈γi, ǫ〉 et, puisque 〈β, ǫ〉 ≤ 0, on a 〈βi, ǫ〉 < 0. Cei entraine que (lemme 2.2.10) βi+1 :=
βi + ǫ ∈ Cj . Ainsi, β = βi+1 + γi+1 ave βi+1 ∈ Cj et h(βi+1) = h(βi) + 1.
On a don bien le résultat annoné et, pour i = h(β) − 1, on a h(γi) = 1. Don, puisque β est ordinaire,
ǫ := γi ∈ Πj−1 et β − ǫ = βi ∈ Cj .
2. On raisonne par réurrene sur h(β).
Si h(β) = 1, on a β = αj ∈ Ωj.
Si h(β) > 1, il résulte de 1. qu'il existe ǫ ∈ Πj−1 telle que β′ := β − ǫ ∈ Cj . β′ est alors ordinaire et de hauteur
h(β′) = h(β)− 1 de sorte que, par l'hypothèse de réurrene, Supp β′ ⊂ Ωj . Il reste don à montrer que ǫ ∈ Ωj .
Si ǫ /∈ Ωj, alors ǫ ⊥ α pour tout α ∈ Supp β′. Il en résulte que ǫ ⊥ β′. Considérons le plan P =< β, ǫ > et observons
que ΦP = Φ ∩ P est un système de raines de rang 2. Comme Φ 6= G2, on a ΦP 6= G2 et, néessairement, ΦP est de
type B2. On a don la onguration suivante :
ǫ
ββ′
Il en résulte que β′ − ǫ est une raine. Comme Supp β′ ⊂ Ωj , on a ǫ /∈ Supp β′ e qui est ontraditoire ave le fait
que β′ − ǫ soit une raine. On a don bien ǫ ∈ Ωj et par suite, Supp β ⊂ Ωj .
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3. Soit β une raine de Cj diérente de δj . S'il existe ǫ ∈ Πj−1 telle que 〈β, ǫ〉 < 0 alors on onlut par le lemme 2.2.10.
Supposons que 〈β, ǫ〉 ≥ 0 pour tout ǫ ∈ Πj−1. Si 〈β, αj〉 < 0, alors Cj est exeptionnelle et β + αj = βex. Il résulte
de la proposition 2.2.3 que sD éhange αj et δj, de sorte que, βex = αj + δj. On en déduit que β = δj e qui est
ontraire à l'hypothèse. On a don 〈β, αj〉 ≥ 0 et, par suite, 〈β, ǫ〉 ≥ 0 pour tout ǫ ∈ Πj .
Observation 1. Supp(δj) = Ωj .
preuve :
Par 2. on a Supp (δj) ⊂ Ωj . Supposons ette inlusion strite et onsidérons α ∈ Ωj \ Supp(δj). Comme Ωj est
onnexe, il existe α′1, α
′
2, ..., α
′
s dans Ωj , ave s ≥ 2, α′1 = α, α′s ∈ Supp(δj) et, pour 1 ≤ i < s, 〈α′i, α′i+1〉 < 0.
Soit k le plus grand entier tel que α′k /∈ Supp (δj). On a k < s et α′k+1 ∈ Supp (δj). Comme δj est alors une
ombinaison linéaire à oeients entiers positifs de raines simples diérentes de α′k et, omme le produit salaire
de deux raines simples distintes est négatif ou nul, on a :
〈α′k, δj〉 ≤ 〈α′k, α′k+1〉 < 0.
On en déduit par le lemme 2.2.10 que δj + α
′
k ∈ Cj \ {βex}, e qui ontredit le fait que δj est la première raine de
Cj .
Observation 2. 〈β, δj〉 > 0
preuve :
Comme 〈β, β〉 > 0, il existe α ∈ Supp(β) telle que 〈β, α〉 > 0. Par le point 2. et l'observation 1, on a α ∈ Supp δj .
Comme (voir i-dessus) 〈β, ǫ〉 ≥ 0 pour tout ǫ ∈ Πj , on a 〈β, ǫ〉 ≥ 0 pour tout ǫ ∈ Supp δj = Ωj ⊂ Πj ⇒ 〈β, δj〉 ≥
〈β, α〉 > 0.
Par l'observation 2 et le lemme 2.2.10 γ1 := δj − β ∈ Φ+ et, puisque β et δj sont des raines ordinaires de Cj ,
Supp(γ1) ⊂ Πj−1.
On se propose de démontrer, par réurrene desendante, que, pour haque entier i ∈ J1, h(δj − β)K, il existe ρi ∈ Φ+
ave Supp (ρi) ⊂ Πj−1, h(ρi) = i et β + ρi ∈ Cj .
• Pour i = h(δj − β), on a le résultat ave ρi = γ1 .
• Supposons démontrée l'existene de ρi ave 2 ≤ i ≤ h(δj−β), de sorte ηi = β+ρi ∈ Cj . Comme 〈ρi, ρi〉 > 0, il existe
ǫ ∈ Supp (ρi) ⊂ Πj−1 telle que 〈ρi, ǫ〉 > 0. Comme on a (voir i-dessus), 〈β, ǫ〉 ≥ 0, on en déduit que 〈ηi, ǫ〉 > 0.
Don (lemme 2.2.10) ηi−1 := ηi − ǫ ∈ Cj et ρi−1 := ρi − ǫ ∈ Φ+. On a alors lairement Supp (ρi−1) ⊂ Πj−1,
h(ρi−1) = i− 1 et β + ρi−1 = ηi−1 ∈ Cj .
On a don bien le résultat annoné et, pour i = 1, ǫ := ρ1 ∈ Πj−1 et β + ǫ ∈ Cj .

Proposition 2.2.12.
Soit un entier j ∈ J1, nK.
1. Si Cj est ordinaire, alors h
′(Cj) est un intervalle de N
∗
de la forme J1, tK ;
2. Si Cj est exeptionnelle, alors h
′(Cj \ {βex}) est un intervalle de la forme J1, 2tK (t ∈ N).
On a h′(βex) = t+
1
2 .
Démonstration : Le fait que h′(Cj) dans le as ordinaire (resp. h
′(Cj \ {βex}) dans le as exeptionnel) soit un
intervalle de N résulte de la proposition 2.2.11. Il ontient 1 = h(αj), e qui démontre le premier point.
Supposons Cj exeptionnelle. On note B1, ..., Bt les boîtes ontenants les raines inférieurs à βex dans l'ordre de Lusztig.
Pour toutes es boîtes, on a h′(Bi) > h
′(βex). Mais la relation h(Bi) + h(B
′
i) = h(βex), pour l'image B
′
i de Bi par sD,
implique h′(Bi) > h
′(βex) > h
′(B′i). On a don exatement t boîtes apparaissant après βex et l'intervalle h
′(Cj \ {βex})
est bien de la forme J1, 2tK (t ∈ N).
De plus h(βex) = h(αn + sD(αn)) = 1 + 2t et nalement h
′(βex) = t+
1
2 .

On dénit i-dessous les plans admissibles introduit par G. Lusztig dans [Lus90, setion 6.1℄.
Dénition 2.2.13.
On appelle plan admissible P :=< β, β′ > tout plan engendré par deux raines positives β et β′ telles que :
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ou bien β appartient à une olonne exeptionnelle Cj et β
′ = sD(β) est telle que |h′(β′)− h′(β)| = 1 (dans e as on a
β + β′ = βex et h
′(βex) = t± 12 ).
ou bien β est une raine non exeptionnelle qui appartient à une olonne quelonque Cj et β
′ = αi ave i < j.
On note ΦP := Φ ∩ P et Φ+P := Φ+ ∩ P .
Remarque 2.2.14.
Si ΦP = G2 alors Φ = G2 (à ause de la longueur des raines).
Si Φ 6= G2 alors la première ondition donne lieu deux types de plans admissibles pour lesquels Φ+P est donné par :
Type (1.1) Type (1.2)
β
βexβ
′
β
βexβ
′αi
A2 B2
β > βex > β
′ β > βex > β
′ > αi
La seonde ondition donne lieu quatre types de plans admissibles pour lesquels Φ+P est donné par :
Type (2.1) Type (2.2) Type (2.3) Type (2.4)
β1
β2αi
β
βexβ
′αi
αi
β3β2β1
αi
β
A2 B2 ave αi longue B2 ave αi ourte A1 ×A1
β1 > β2 > αi β > βex > β
′ > αi β1 > β2 > β3 > αi β > αi
On remarque que les types (1.2) et (2.2) sont les mêmes.
3 L'algèbre enveloppante quantique Uq(g)
Soit K un orps de aratéristique diérente de 2 et 3, et q un élément de K∗ qui n'est pas une raine de l'unité. Tout
d'abord, on va rappeler les dénitions de Uq(g) et U+q (g) en utilisant les notations de [Jan96, hap4℄. On rappellera ensuite
la onstrution des bases de Poinaré-Birkho-Witt de Uq(g) au moyen des automorphismes de Lusztig. Cependant, il y
a plusieurs façons de dénir es automorphismes dits de Lusztig, on va ii dérire trois méthodes diérentes. Celle de
Lusztig provient de [Lus90, setion 3℄, elle de Jantzen, qui est la même que De Conini, Ka et Proesi, est développe dans
[Jan96, setion 8.14℄ et [DCKP95, setion 2.1℄ et enn une troisième qui permet de faire le lien entre les deux préédentes.
Nous allons expliiter haque méthode puis voir quelles sont les liens entre les bases de Poinaré-Birkho-Witt onstruites
dans haun des as.
3.1 Rappels sur Uq(g)
Notations (q-entiers et q-oeients binomiaux).
on note pour α ∈ Π, a et n entiers naturels ave a ≥ n ≥ 0 :
[n]q =
qn − q−n
q − q−1 , [n]
!
q = [n]q[n− 1]q...[2]q[1]q,
[
a
n
]
q
=
[a]!q
[n]!q[a− n]!q
, et qα = q
(α,α)
2 .
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Dénition 3.1.1 (Uq(g) et U
+
q
(g)).
• L'algèbre enveloppante quantique Uq(g) est la K-algèbre engendrée par les générateurs Eα, Fα, Kα et K−1α pour tout
α dans Π, soumis aux relations suivantes : (∀α, β ∈ Π)
KαK
−1
α = 1 = K
−1
α Kα KαKβ = KβKα (1)
KαEβK
−1
α = q
(α,β)Eβ (2)
KαFβK
−1
α = q
−(α,β)Fβ (3)
EαFβ − FβEα = δαβKα −K
−1
α
qα − q−1α
(4)
et aussi pour α 6= β :
1−aαβ∑
s=0
(−1)s
[
1− aαβ
i
]
qα
E
1−aαβ−s
α EβE
s
α = 0 (5)
1−aαβ∑
s=0
(−1)s
[
1− aαβ
i
]
qα
F
1−aαβ−s
α FβF
s
α = 0 (6)
où aαβ = 2(α, β)/(α, α) pour toutes raines simples α, β ∈ Π.
• On note U+q (g) la sous-algèbre de Uq(g) engendrée par les seuls Eα ave α ∈ Π.
Rappelons deux résultats important démontrés par exemple dans [BG02, setion I.6℄.
Théorème 3.1.2.
1. U+q (g) est noethérien.
2. U+q (g) est gradué par ZΦ. (wt(Eα) = α,wt(Fα) = −α et wt(K±1α ) = 0)
3.2 La onstrution de Lusztig
C'est à ette onstrution que les autres auteurs font référene malgré les modiations qu'ils eetuent dans leurs
textes.
Dénition 3.2.1 (Automorphismes de Lusztig).
Pour tout i ∈ J1, nK il existe un unique automorphisme Tαi de l'algèbre Uq(g) tel que :
TαiEαi = −FαiKαi , TαiFαi = −K−1αi Eαi TαiKαj = KαjK−aijαi (j ∈ J1, nK)
et pour j 6= i :
TαiEαj =
∑
r+s=−aij
(−1)rq−disE(r)αi EαjE(s)αi
TαiFαj =
∑
r+s=−aij
(−1)rqdisF (s)αi FαjF (r)αi
où E(n)αi :=
Enαi
[n]!di
.
On utilise ensuite un ordre de Lusztig, les olonnes et les boîtes dénies dans la partie 2. Le résultat suivant est énoné
par G. Lusztig dans [Lus90, setion 4.3℄ :
Proposition 3.2.2.
Il existe une unique fontion Φ+ → J1, nK, (β → iβ) telle que les propriétés suivantes sont vériées :
1. siβ1 et siβ2 ommutent dans W si β1 et β2 sont dans la même boîte. Ainsi pour une boîte B, le produit des siβ pour
β ∈ B est un élément bien dénit s(B) de W, indépendant de l'ordre de ses fateurs.
2. iαj = j pour j ∈ J1, nK.
3. Si β ∈ Cj et si B1, ..., Bk sont les boîtes de Cj dont les éléments sont stritement plus grands que β pour l'ordre de
Lusztig alors s(B1)s(B2)...s(Bk)(αiβ ) = β.
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On pose alors wβ := s(B1)s(B2)...s(Bk).
On onstruit à présent Twβ l'aide du théorème suivant ([Lus90, théoréme 3.2℄)
Théorème 3.2.3.
Soit w ∈ W et si1 ...sip une déomposition réduite de w. Alors l'automorphisme Tw := Tαi1 ...Tαip ne dépends pas de la
déomposition réduite hoisie, il dépend uniquement de l'élément w ∈W . Ainsi les Tαi dénissent un morphisme du groupe
de tresse de W dans le groupe des automorphismes de Uq(g).
Dénition 3.2.4.
Pour toute raine positive β, on dénit Eβ := Twβ (Eiβ ) ∈ Φ+. Ces éléments forment une base de PBW de U+q (g) ([Lus90,
proposition 4.2℄)
Pour obtenir des relations de ommutation dans e ontexte, on utilise les plans admissibles.
Notations.
Si β > β′, on note [Eβ , Eβ′ ]q = EβEβ′ − q(β,β′)Eβ′Eβ. Dans la suite, ΦP désigne la trae du système de raines Φ sur un
plan donné P.
Relations de ommutation entre les Eγ dans les plans admissibles :
Si ΦP = G2 alors Φ = G2 (à ause de la longueur des raines) et les relations de ommutation entre les générateurs de
Lusztig sont onnues ([Lus90, Setion 5.2℄). Elles permettent d'énoner :
Proposition 3.2.5.
Supposons Φ = G2, notons α1 la raine simple ourte et α2 la raine simple longue. On obtient ainsi la bonne numérotation
de l'ensemble des raines simples (f exemple 2.1.4). w0 a pour déomposition réduite s1s2s1s2s1s2 (si = sαi) et, les raines
étant érites dans l'ordre onvexe assoiée, on a
Φ+ = {β1 = α1, β2 = 3α1 + α2, β3 = 2α1 + α2, β4 = 3α1 + 2α2, β5 = α1 + α2, β6 = α2}.
La première olonne C1 est réduite à {β1}, la seonde olonne C2 = {β2, β3, β4, β5, β6} est exeptionnelle (βex = β4). On
a alors :
 [Eβ3 , Eβ1 ]q = λEβ2 ave λ 6= 0,
 [Eβ4 , Eβ1 ]q = λE
2
β3
ave λ 6= 0,
 [Eβ5 , Eβ1 ]q = λEβ3 ave λ 6= 0,
 [Eβ6 , Eβ1 ]q = λEβ5 ave λ 6= 0,
 [Eβ3 , Eβ1 ]q = λEβ2 ave λ 6= 0,
 [Eβ5 , Eβ3 ]q = λEβ4 ave λ 6= 0.
Si Φ 6= G2, les relations de ommutation entre les générateurs de Lusztig orrespondant aux raines d'un plan admissible
sont partiellement onnues ([Lus90, Setion 5.2℄). Elles permettent d'énoner :
Proposition 3.2.6 (Φ 6= G2).
• Si P =< β, β′ > est un plan admissible de type (1.1) ave h′(β′) = h′(β) + 1, alors Φ+P = {β, βex = β + β′, β′} et :
◦ [Eβ , Eβ′ ]q = λEβex ave λ 6= 0,
◦ [Eβ , Eβex ]q = [Eβex , Eβ′ ]q = 0.
• Si P =< β, β′ > est un plan admissible de type (1.2) ave h′(β′) = h′(β) + 1, alors Φ+P = {β, βex = β + β′, β′, αi}
et on a les relations :
◦ [Eβ , Eβ′ ]q = λEβex ave λ 6= 0,
◦ [Eβex , Eαi ]q = λ′E2β′ ave λ′ 6= 0,
◦ [Eβ , Eαi ]q = λ′′Eβ′ ave λ′′ 6= 0,
◦ [Eβ , Eβex ]q = [Eβex , Eβ′ ]q = [Eβ′ , Eαi ]q = 0.
• Si P =< β, αi > est un plan admissible de type (2.1), alors Φ+P = {β1, β2 = β1 + αi, αi} (β = β1 ou β2) et :
◦ [Eβ1 , Eαi ]q = λEβ2 ave λ 6= 0.,
◦ [Eβ1 , Eβ2 ]q = [Eβ2 , Eαi ]q = 0.
• Si P =< β, αi > est un plan admissible de type (2.2), alors on a les même relations que dans le type (1.2).
• Si P = Vet(β, αi) est un plan admissible de type (2.3), alors Φ+P = {β1, β2 = β1+αi, β3 = β1+2αi, αi} (β = β1,β2
ou β3) et on a les relations :
◦ [Eβ2 , Eαi ]q = λEβ3 ave λ 6= 0,
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◦ [Eβ1 , Eβ3 ]q = λ′E2β2 ave λ′ 6= 0,◦ [Eβ1 , Eαi ]q = λ′′Eβ2 ave λ′′ 6= 0,
◦ [Eβ1 , Eβ2 ]q = [Eβ2 , Eβ3 ]q = [Eβ3 , Eαi ]q = 0
• Si P =< β, αi > est un plan admissible de type (2.4), alors Φ+P = {β, αi} ave β ⊥ αi et, si β n'est pas exeptionnelle,
alors [Eβ , Eαi ]q = 0.
Corollaire 3.2.7 (Φ 6= G2).
Soient i, l deux entiers tels que 1 ≤ i < l ≤ n et η ∈ Cl
1. Si (η, αi) > 0, alors [Eη, Eαi ]q = 0.
2. Si η + αi = mγ ave γ ∈ Φ+ et m ∈ N⋆, alors [Eη, Eαi ]q = λEmγ , ave λ ∈ K⋆.
3. Si η = η1 + η2 ave η1 et η2 dans Cl telles que h(η1) + 1 = h(η2) alors [Eη1 , Eη2 ]q = λEη, ave λ ∈ K⋆.
Démonstration : P = Vet(η, αi) est un plan admissible de type (2.1), (2.2), (2.3) ou (2.4) par dénition.
1. P n'est pas de type (2.4) puisque (η, αi) 6= 0. Il nous reste don à envisager les as suivants :
• P est de type (2.1). On voit alors (en utilisant les notations 2.2.14) que, η = β2. D'où le résultat par la proposition
3.2.6.
• P est de type (2.2). On voit alors que η = β′. D'où le résultat par la proposition 3.2.6.
• P est de type (2.3). On voit alors que η = β3. D'où le résultat par la proposition 3.2.6.
2. Puisque m 6= 0, on a γ ∈ P ∩Φ+ = Φ+p de sorte que P n'est pas non plus de type (2.4). Il nous reste don à envisager
les as suivants :
• P est de type (2.1). On voit alors que m = 1, η = β1 et γ = β2. D'où le résultat par la proposition 3.2.6.
• P est de type (2.2). On voit alors que l'on a deux possibilités :
◦ m = 1, η = β et γ = β′.
◦ m = 2, η = βex et γ = β′.
D'où le résultat par la proposition 3.2.6.
• P est de type (2.3). On voit alors qu'on a m = 1, η = β1 (resp. η = β2) et γ = β2 (resp. γ = β3). D'où le résultat
par la proposition 3.2.6.
3. Considérons le plan P :=< η1, η2 >. Il est admissible (f dénition 2.2.13) Φ
+
P est égal à {η1, η, η2} (type 1.1) ou
{η1, η, η2, αi} ave i < l (type 1.2). Il résulte alors de la proposition préèdente que [Eη1 , Eη2 ]q = λEη, ave λ ∈ K⋆.

3.3 La onstrution de Jantzen
Cette onstrution est utilisée dans [Jan96, setion 8.14℄, on utilise les même automorphismes Tα, α ∈ Π mais d'une
manière diérente pour onstruire les éléments de la base de PBW.
Pour une déomposition donnée de w0 = si1 ...siN , on sait que pour tout β ∈ Φ+, il existe iβ ∈ J1, NK tel que β =
si1 ...siβ−1(αiβ ).
Dénition 3.3.1.
Soit β ∈ Φ+, on pose w′β := si1 ...siβ−1 et on dénit Xβ := Tw′β (Eαiβ ), Yβ := Tw′β (Fαiβ ).
En utilisant les résultats [Jan96, théoréme 4.21℄ et [Jan96, théoréme setion 8.24℄, il vient :
Théorème 3.3.2.
 Si α ∈ Π, on a Xα = Eα pour α ∈ Π ([Jan96, Proposition 8.20℄).
 Les monmes Xk1β1 ...X
kN
βN
(ki ∈ N) forment une base de PBW de U+q (g).
 Les monmes Xk1β1 ...X
kN
βN
Km1α1 ...K
mn
αn
Y l1β1 ...Y
lN
βN
(resp. Km1α1 ...K
mn
αn
Y l1β1 ...Y
lN
βN
Xk1β1 ...X
kN
βN
,
resp. Y l1β1 ...Y
lN
βN
Km1α1 ...K
mn
αn
Xk1β1 ...X
kN
βN
), (ki, li ∈ N,mi ∈ Z) forment une base de Uq(g).
La proposition i-dessous a été démontré par Levendorski et Soibelman [LS91, Proposition 5.5.2℄ dans un adre légèrement
diérent. On trouve d'autres formulations dans la littérature dont ertaines omportent des inexatitudes. Pour ette
raison, nous allons la redémontrer dans le adre de e travail. Les idées utilisées dans ette démonstration proviennent
essentiellement de [LS91, Proposition 5.5.2℄.
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Théorème 3.3.3 (de Levendorski et Soibelman).
Ave les notations préédentes, si i et j sont deux entiers tels que 1 ≤ i < j ≤ N
XβiXβj − q(βi,βj)XβjXβi =
∑
βi<γ1<...<γp<βj , p≥1, ki∈N
ck,γX
k1
γ1
...Xkpγp
ave c
k,γ ∈ K et ck,γ 6= 0⇒ wt(Xk1γ1 ...X
kp
γp ) := k1 × γ1 + ...+ kp × γp = βi + βj
Avant de démontrer e théorème, rappelons quelques résultats lassiques sur les automorphismes de Lusztig et les raines
positives.
Lemme 3.3.4 ([Jan96℄ setion 4.6).
1. Il existe une unique automorphisme ω de Uq(g) tel que ω(Eα) = Fα, ω(Fα) = Eα et ω(Kα) = K−1α . On a ω2 = 1.
2. Il existe une unique anti-automorphisme τ de Uq(g) tel que τ(Eα) = Eα, τ(Fα) = Fα et τ(Kα) = K−1α . On a τ2 = 1.
Proposition 3.3.5 ([Jan96℄ setion 8.20).
Soient w ∈ W et α ∈ Π. Si w(α) > 0, alors Tw(Eα) ∈ U+q (g), Tw(Fα) ∈ U−q (g) et, de plus, Tw(Eα) (resp. Tw(Fα)) est
homogène de poids w(α) (resp. −w(α)).
Comme (toujours d'après [Jan96, setion 8.18℄) on a T−1w = τ ◦ Tw−1 ◦ τ et omme τ laisse stable U−q (g) et U+q (g), la
proposition préédente peut se ré-érire :
Proposition 3.3.6.
Soient w ∈W et α ∈ Π. Si w−1(α) > 0, alors T−1w (Fα) ∈ U−q (g) et T−1w (Eα) ∈ U+q (g).
Lemme 3.3.7.
Soient βl et βp deux raines positives telles que βl ≤ βp dans Φ+
1. T−1
w′
βl
(Xβp) est dans U+q (g) et homogène de poids w′−1βl (βp).
2. T−1
w′
βp
(Xβl) est dans Uq(b−).
Démonstration :
1. Par la proposition 3.3.5, T−1
w′
βl
(Xβp) = T
−1
αil−1
...T−1αi1Tαi1 ...Tαip−1 (Eαip ) = Tαil ...Tαip−1 (Eαip ) est un élément de U+q (g),
homogène de poids sil ◦ ... ◦ sip−1(αp) = w′−1βl (βp).
2.
T−1
w′
βp
(Xβl) = T
−1
αip
...T−1αil
T−1αil−1
...T−1αi1Tαi1 ...Tαil−1 (Eαil )
= T−1αip ...T
−1
αil
(Eαil )
= T−1αip ...T
−1
αil−1
(−K−1αilFαil )
= T−1αip ...T
−1
αil−1
(−K−1αil )T
−1
αip
...T−1αil−1
(Fαil )
T−1αip ...T
−1
αil−1
(−K−1αil ) = −K
−1
sip ...sil−1(αil )
est dans U0q (g) ar 'est un produit de K−1α (f [Jan96, setion 4.4℄ pour la
dénition de Kλ ave λ ∈ ZΦ).
Comme sip ...sil−1(αil) est une raine positive, on sait (f proposition 3.3.6) que T
−1
αip
...T−1αil−1
(Fαil ) est dans U−q (g).

Lemme 3.3.8.
On note ii ≤ l'ordre sur les raines positives assoiée à la déomposition de w0 hoisie i-dessus.
Soient βi ≤ βi+1 ≤ ... ≤ βi+p, p raines positives non néessairement distintes (p ≥ 2). Si β := βi + ... + βi+p est une
raine positive, alors βi < β < βi+p.
Démonstration : On démontre e résultat par réurrene sur p :
Initialisation : Rappelons que l'ordre sur les raines positives induit par une déomposition de w0 est toujours onvexe
(voir par exemple [Pap94℄). Cei donne le résultat pour p = 1.
p-1 ⇒ p : On suppose que β := βi + ...+ βi+p ∈ Φ+, il existe k ∈ J1, pK tel que 〈βi+k, β〉 > 0 (ar 〈β, β〉 > 0). D'après le
lemme 2.2.10, on a γ := β − βi+k ∈ Φ et, puisque γ = βi + ...+ β̂i+k + ...+ βi+p, γ ∈ Φ+. Par le as p = 1, on a :
β = γ + βi+k ⇒ γ < β < βi+k ou βi+k < β < γ
13
Par l'hypothèse de réurrene, on a βi < γ < βi+p et, dans les deux as, on en déduit que βi < β < βi+p.

Démonstration du théorème 3.3.3 :
Soient i et j deux entiers tels que 1 ≤ i < j ≤ N . Comme les monmes ordonnés en les Xβ, β ∈ Φ+, forment une base de
U+q (g) (Théorème 3.3.2), on a :
XβjXβi =
∑
γ1<...<γp, p≥1, ki∈N
c
k,γX
k1
γ1
...Xkpγp (⋆)
Rappelons que U+q (g) est graduée par ZΦ et que wt(Xβ) = β pour tout β ∈ Φ+. On a don ck,γ 6= 0⇒ wt(Xk1γ1 ...X
kp
γp ) :=
k1 × γ1 + ...+ kp × γp = βi + βj . Il reste don à démontrer que :
ck,γ = 0 si γ1 < βi; (1)
c
k,γ = 0 si βj < γp; (2)
c
k,γ = 0 si γ1 = βi et γp < βj; (3)
c
k,γ = 0 si γ1 > βi et γp = βj; (4)
c
k,γ = q
−(βi,βj)
si p = 2, γ1 = βi et γ2 = βj ; (5)
Dans la suite, pour k ∈ J1, NK, on note wk := si1 ...sik . Soit t le plus petit entier tel qu'il existe un monme du seond
membre de l'égalité (⋆) ( oeient non nul) ommençant par Xγ1 ave γ1 = βt. De même, soit u le plus grand entier tel
qu'il existe un monme du seond membre de l'égalité (⋆) nissant par Xγp ave γp = βu. Comme dans [Jan96℄, on note
Uq(b+) (resp Uq(b−)) la sous algèbre de Uq(g) engendrée par les éléments Eα (resp. Fα) et K±α (α ∈ Π).
• Si t < i, en appliquant T−1wt aux deux membres de (⋆), on obtient :
T−1wt (XβjXβi) =
∑
βt=γ1<γ2<...<γp
c
k,γT
−1
wt
(Xk1βt ...X
kp
γp
) +
∑
βt<γ1<...<γp
c
k,γT
−1
wt
(Xk1γ1 ...X
kp
γp
) (⋆⋆)
Observons que si l > t, on a T−1wt (Xβl) = T
−1
wt
Twl−1(Eαil ) = Tαit+1 ...Tαil−1 (Eαil ). Comme l'ériture sit+1 ...sil est réduite,
on a sit+1 ...sil−1(αil) ∈ Φ+. On en déduit, par la proposition 3.3.6, que T−1wt (Xβl) ∈ U+q (g). Puisque i > t, il en résulte
que le premier membre ainsi que la deuxième somme T du seond membre de (⋆⋆) sont dans U+q (g). Comme i-dessus,
on a T−1wt (Xβt) = T
−1
αit
(Eαit ) = τ ◦Tαit ◦ τ(Eαit ) ([Jan96, setion 8.18℄) = −K−1αitFαit = −K−1αitYαit . La première somme
S du seond membre de (⋆⋆) est don une somme nie de produits Y k1αitK
−k1
αit
Sk1 ave Sk1 ∈ U+q (g) et k1 ∈ N⋆. D'autre
part, on a S = T−1wt (XβjXβi)− T ∈ U+q (g). Par le théorème 3.3.2, on a don S=0, e qui ontredit la dénition de t. De
l, on a t ≥ i, e qui démontre (1).
• Si j < u, on applique alors T−1wj aux deux membres de (⋆) :
T−1wj (XβjXβi) =
∑
γ1<γ2<...<γp≤βj
c
k,γT
−1
wj
(Xk1γ1 ...X
kp
γp
) +
∑
γ1<...<γr−1<βj<γr<...<γp
c
k,γT
−1
wj
(Xk1γ1 ...X
kp
γp
)
On déduit du lemme 3.3.7 que le premier membre et la première somme du seond membre de l'égalité préédente sont
dans Uq(b−). La seonde somme de ette même égalité n'est pas un élément de Uq(b−) ar la proposition 3.3.6 implique
(par un raisonnement analogue à elui du premier point) que T−1wj (X
kr
γr
...X
kp
γp ) ∈ U+q (g) pour βj < γr... < γp. Cette
troisième somme est don nulle par le théorème 3.3.2. En omposant par Twj , on en déduit que :∑
γ1<...<γr−1<βj<γr<...<γp
c
k,γX
k1
γ1
...Xkpγp = 0.
Du théorème 3.3.2 on déduit à nouveau que haun des monmes de ette somme est nul, e qui ontredit la dénition
de u et démontre le point (2).
• Pour le point (3), on raisonne par l'absurde. Si un tel c
k,γ est non nul, un monme de la forme X
k1
βi
...X
kp
γp ave
βi < γp < βj apparat dans la relation. Par suite (k1 − 1)× βi + ...+ kp × βp = βj , e qui ontredit le lemme 3.3.8.
• Le point (4) se démontre omme le point (3).
• A e stade, on a don démontre qu'il existe a ∈ K tel que
XβjXβi − aXβiXβj =
∑
βi<γ1<...<γp<βj
ck,γX
k1
γ1
...Xkpγp
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Il reste à aluler la valeur de a. On ompose haque membre par T−1wi :
T−1wi (Xβj )T
−1
wi
(Xβi)− aT−1wi (Xβi)T−1wi (Xβj ) =
∑
βi<γ1<...<γp≤βj
c
k,γT
−1
wi
(Xk1γ1 )...T
−1
wi
(Xkpγp ) (7)
et on note X := T−1wi (Xβj). C'est un élément de U+q (g) par la proposition 3.3.6. De même, le seond membre X ′ est un
élément de U+q (g) et puisque T−1wi (Xβi) := T−1αi (Eαi) = −K−1αi Fαi , on a :
−XK−1αi Fαi + aK−1αi FαiX = X ′
Par le lemme 3.3.7, X est homogène de poids w−1i (βj), de sorte que
−XK−1αi Fαi = −q(αi,w
−1
i
(βj))K−1αi XFαi
Compte tenu des relations de ommutation entre les Fα et les Eα (f dénition 3.1.1), on a :
XFαi = FαiX +K1X1 +X2, ave K1 ∈ U0q (g), X1 et X2 ∈ U+q (g)
Comme Fαi = Yαi , l'égalité (7) s'érit :
−q(αi,w−1i (βj))K−1αi YαiX +−q(αi,w
−1
i
(βj))K−1αi K1X1 +−q(αi,w
−1
i
(βj))K−1αi X2 + aK
−1
αi
YαiX = X
′,
de sorte que
−q(αi,w−1i (βj))K−1αi YαiX + aK−1αi YαiX = q(αi,w
−1
i
(βj))K−1αi K1X1 + q
(αi,w
−1
i
(βj))K−1αi X2 +X
′
Comme X,X ′, X1 et X2 sont dans U+q (g), il résulte du théorème 3.3.2 que les deux membres de ette égalité sont nuls,
de sorte que a = q(αi,w
−1
i
(βj)) = q−(w
−1
i
(βi),w
−1
i
(βj)) = q−(βi,βj). Cei démontre le point (5).

3.4 Relations de ommutation entre les Xγ dans les plans admissibles
Le but de ette partie est de démontrer que les Xγ vérient des relations de ommutation analogues aux relations de
ommutation entre les Eγ rappelées dans le paragraphe 3.2.
3.4.1 Constrution d'un troisième système de générateurs
Conventions.
• Soit i un entier de J1, nK. τ désignant l'automorphisme de Uq(g) déni au lemme 3.3.4, notons T ′αi = τ ◦ Tαi ◦ τ .
Cei est un automorphisme de Uq(g) qui vérie immédiatement les relations suivantes :
T ′αiEαi = −K−1αi Fαi , T ′αiFαi = −EαiKαi T ′αiKαj = KαjK−aijαi (j ∈ J1, nK)
et pour j 6= i :
T ′αiEαj =
∑
r+s=−aij
(−1)rqdisE(s)αi EαjE(r)αi
T ′αiFαj =
∑
r+s=−aij
(−1)rq−disF (r)αi FαjF (s)αi
• De même, si wp ∈ W a pour déomposition réduite wp = si1 ...sip , on pose T ′wp := τ ◦ Twp ◦ τ et on observe que l'on
a enore T ′wp = T
′
αi1
...T ′αip .
• Si β ∈ Φ+, on pose wβ := si1 ...siβ−1 et on dénit X ′β := T ′wβ (Eαiβ ) et Y ′β := Twβ (Fαiβ ). On a immédiatement
X ′α = Eα et par analogie Y
′
α = Fα pour α ∈ Π.
Le théorème de Levendorski et Soibelman prend alors la forme suivante :
Proposition 3.4.1.
Ave les notations préédentes, si i et j sont deux entiers tels que 1 ≤ i < j ≤ N
X ′βiX
′
βj
− q−(βi,βj)X ′βjX ′βi =
∑
βi<γ1<...<γp<βj , p≥1, ki∈N
c
k,γX
′k1
γ1
...X ′kpγp
ave ck,γ ∈ K et ck,γ 6= 0⇒ wt(Xk1γ1 ...X
kp
γp ) := k1 × γ1 + ...+ kp × γp = βi + βj
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Démonstration : Commençons par exprimer Xβ en fontion de X
′
β (β ∈ Φ+) :
Xβ = Tw′
β
(Eαiβ ) = τ ◦ T ′w′β ◦ τ(Eαiβ ) = τ(X
′
β).
Ainsi, ompte tenu du théorème de Levendorski et Soibelman (théorème 3.3.3), on a :
X ′βiX
′
βj
− q−(βi,βj)X ′βjX ′βi = τ(XβjXβi − q−(βi,βj)XβiXβj )
= −q−(βi,βj)τ(XβiXβj − q(βi,βj)XβjXβi)
= −q−(βi,βj)τ(
∑
βi<γ1<...<γp<βj, p≥1, ki∈N
c
k,γX
k1
γ1
...Xkpγp )
=
∑
βi<γ1<...<γp<βj, p≥1, ki∈N
c′
k,γ
τ(Xγp)
kp ...τ(Xγ1)
k1
=
∑
βi<γ1<...<γp<βj, p≥1, ki∈N
c′
k,γ
X ′kpγp ...X
′k1
γ1
Pour ré-ordonner, les monmes du seond membre on utilise alors le lemme i-dessous.

Lemme 3.4.2.
On suppose que, pour tout 1 < i < j < N , on ait une relation de la forme X ′βiX
′
βj
− q−(βi,βj)X ′βjX ′βi = Pij , où
Pij ∈ K〈X ′βi+1, ..., X ′βj−1〉. Alors pour tout 1 < k < l < N , tout polynme M en les X ′βk , ..., X ′βl peut s'érire omme une
ombinaison linéaire de monmes ordonnés en les X ′βk , ..., X
′
βl
.
Démonstration : Il sut de démontrer le résultat lorsque M est un monme de K〈X ′βk , ..., X ′βl〉. On raisonne par
réurrene sur m := l − k, le nombre de variables apparaissant dans l'ériture de M .
 m = 1 : Le résultat est évident.
 m-1 ⇒ m : On raisonne par réurrene sur le nombre t d'ourrenes de X ′βk dans M .
 Si t = 1 : On éritM =M1X
′
βk
M2 aveM1 et M2 deux monmes en X
′
βk+1
, ..., X ′βl . On raisonne alors par réurrene
sur p = dM1.
 p = 0 : M = X ′βkM2 ave M2 ∈ K〈X ′βk+1 , ..., X ′βl〉. En appliquant l'hypothèse de réurrene sur le nombre de
variables M2, on obtient le résultat voulu.
 p-1 ⇒ p : On a alors M1 = M ′1X ′βs ave s ∈ Jk + 1, lK et M ′1 ∈ K〈X ′βk+1 , ..., X ′βl〉, de degré p-1 . Ainsi, en utilisant
la relation de ommutation entre X ′βk et X
′
βs
donne par hypothèse on a :
M =M ′1X
′
βs
X ′βkM2 = q
(βk,βs)M ′1X
′
βk
X ′βsM2 +M
′
1PksM2, Pks ∈ K〈X ′βk+1 , ..., X ′βs−1〉.
Par l'hypothèse de réurrene sur le degré deM1, le monmeM
′
1X
′
βk
X ′βsM2 est une ombinaison linaire de monmes
ordonnés en X ′βk , ..., X
′
βl
. Par l'hypothèse de réurrene sur le nombre de variable, haque monme de M ′1PksM2
est une ombinaison linaire de monmes ordonnés en X ′βk+1 , ..., X
′
βl
. Duo le résultat.
 t-1 ⇒ t : Si la première ourrene de X ′βk est en première position dans l'ériture de
M = X ′βkM1X
′
βk
...MtX
′
βk
Mt+1, le monme M1X
′
βk
...MtX
′
βk
Mt+1 est une ombinaison linaire de monmes ordonnés
en X ′βk , ..., X
′
βl
d'où le résultat.
Sinon, on aM = M1X
′
βk
...MnX
′
βk
Mn+1 et, par l'hypothèse de réurrente appliqueM1X
′
βk
...Mn on aM =
∑
iX
′ai
βk
M ′iX
′
βk
Mn+1,
ave ai ∈ N et M ′i monmes (ordonnés) en X ′βk+1, ..., X ′βl .
Chaque monme M ′iX
′
βk
Mn+1 présente une seule ourrene de X
′
βk
. C'est don (voir le as t = 1) une ombinaison
linaire de monmes ordonnés en X ′βk+1 , ..., X
′
βl
. D'où le résultat.

3.4.2 Relations entre les Eβ et les X
′
β.
Comme dans les paragraphes préédents, Φ+ est muni d'un ordre de Lusztig assoié une déomposition réduite w0 =
si1 ...siN . Dans e as, on peut préiser omme suit la version du théorème de Levendorski et Soibelman (proposition
3.4.1).
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Théorème 3.4.3.
Si i et j sont deux entiers tels que 1 ≤ i < j ≤ N , on a :
X ′βiX
′
βj
− q−(βi,βj)X ′βjX ′βi =
∑
βi<γ1<...<γp<βj
C
k,γX
′k1
γ1
...X ′kpγp .
Les monmes du seond membres apparaissant ave un oeient C
k,γ non nul vérient :
• wt(X ′k1γ1 ...X
′kp
γp ) = βi + βj ;
• γ1 n'est pas dans la même boîte que βi ;
• γp n'est pas dans la même boîte que βj .
La preuve de e théorème repose essentiellement sur le résultat suivant :
Lemme 3.4.4.
Soit B = {βp, ..., βp+l} une boîte et soit αip , ..., αip+l les raines simples orrespondantes. Alors ∀k ∈ J0, lK,
T ′αip ...T
′
αip+k−1
(Eαip+k ) = Eαip+k = T
′
αip
...T ′iαp+k−1
T ′iαp+k+1
...T ′αip+l
(Eαip+k )
Démonstration : On sait que si α1 et α2 sont deux raines simples orthogonales, on a Tα1(Eα2) = Eα2 = τ(Eα2 )
de sorte que T ′α1(Eα2) = Eα2 . Comme αip , ..., αip+l sont 2 à 2 orthogonales (la proposition 2.2.7), on a immédiatement les
formules i-dessus.

Démonstration du théorème 3.4.3 : Le premier point résulte de la proposition 3.4.1. Si dans la déomposition
de w0, on hange l'ordre des réexions assoies des raines simples orrespondant à une même boîte B, on trouve une
nouvelle déomposition réduite de w0. Les raines positives de B sont permutes de la même manière et les autres sont
inhangés. Par le lemme i-dessus, les X ′β, β ∈ B, sont aussi permutes de la même manière mais non modies, et les X ′γ ,
γ /∈ B, sont inhangés. Sans perte de généralité, on peut don supposer que βi est maximale dans sa boîte et que βj est
minimale dans la sienne. Il en résulte que si βi < γ1 < ... < γp < βj alors γ1 n'est pas dans la même boîte que βi et γp
n'est pas dans le même boîte que βj .

Remarque 3.4.5.
La preuve du théorème préédent est aussi valable pour les éléments Xβ, β ∈ Φ+ de sorte qu'on appliquera aussi le théorème
3.4.3 à es éléments.
On peut à présent démontrer :
Théorème 3.4.6.
∀β ∈ Φ+, ∃λβ ∈ K \ {0} tel que X ′β = λβEβ
Démonstration : Soit β et β′ deux raines positives telles que β > β′. On note (par analogie ave [Eβ , Eβ′ ]q)
[X ′β , X
′
β′ ]q = X
′
βX
′
β′ − q(β,β
′)X ′β′X
′
β.
Traitons d'abord le as Φ = G2 et reprenons les onventions de la proposition 3.2.5. On sait (3.4.1. onventions) que,
puisque β1 et β6 sont simples, on a X
′
β1
= Eβ1 et X
′
β6
= Eβ6 .
On a don
[X ′β6 , X
′
β1
]q = [Eβ6 , Eβ1 ]q = λEβ5 ave λ ∈ K⋆.
Par le théorème 3.4.3, on a aussi [X ′β6 , X
′
β1
]q = µX
′
β5
ave µ ∈ K et, par suite, X ′β5 = λβ5Eβ5 ave λβ5 ∈ K⋆.
De là, [X ′β5 , X
′
β1
]q = λβ5 [Eβ5 , Eβ1 ]q = νEβ3 ave ν ∈ K⋆. On en déduit omme i-dessus que X ′β3 = λβ3Eβ3 ave λβ3 ∈ K⋆.
De la même manière, en onsidérant [X ′β3 , X
′
β1
]q = λβ3 [Eβ3 , Eβ1 ]q, on montre que X
′
β2
= λβ2Eβ2 ave λβ2 ∈ K⋆.
Enn, on a [X ′β5 , X
′
β3
]q = λβ5λβ3 [Eβ5 , Eβ3 ]q = νEβ4 ave ν ∈ K⋆, d'où on déduit que X ′β4 = λβ4Eβ4 ave λβ4 ∈ K⋆.
Supposons maintenant Φ 6= G2, onsidérons une olonne Ct (t ∈ J1, nK) et démontrons le théorème pour toutes les raines
de Ct.
On étudie d'abord le as des raines non exeptionnelles.
Soit don β ∈ Ct, β non exeptionnelle. Raisonnons par réurrene sur h(β).
Initialisation : Si h(β) = 1, alors β = αt et d'après les onventions de X
′
αt
= Eαt .
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Hérédité : Supposons h(β) > 1 et le résultat vrai pour haque δ ∈ Ct, δ non exeptionnelle telle que h(δ) < h(β). Par la
proposition 2.2.11, il existe une raine simple αi (i < t) telle que β−αi = γ ∈ Ct. De plus, γ n'est pas exeptionnelle
ar, sinon β = γ + αi le serait. P :=< αi, β > est alors un plan admissible de type (2.1), (2.2) ou (2.3) et on a
[Eγ , Eαi ]q = cEβ (c ∈ K \ {0}) (f. paragraphe 3.2 page 11).
Comme h(γ) = h(β)− 1 < h(β), on a X ′γ = λγEγ (λγ ∈ K \ {0}), et omme Eαi = X ′αi , on a :
[X ′γ , X
′
αi
]q = λγ [Eγ , Eαi ]q = λγcEβ .
Par le théorème 3.4.3, Eβ est une ombinaison linaire de monmes X
′
δ1
...X ′δs ave
αi < δ1 ≤ ... ≤ δs < γ, δs n'appartient pas à la boîte de γ, δ1 n'appartient pas à la boîte de αi et
δ1 + ...+ δs = αi + γ = β (⋆).
Pour haun de es monmes, δs ∈ Ct et δs n'est pas exeptionnelle (puisque β ∈ Ct et β n'est pas exeptionnelle).
Comme δs < γ et δs n'appartient pas à la boîte de γ, on a h(δs) > h(γ) ⇒ h(δs) ≥ h(β) ⇒ (s = 1 et δ1 = β) ⇒
Eβ = aX
′
β ave a ∈ K \ {0}, d'où le résultat.
Supposons à présent que β est la raine exeptionnelle de Ct (f gure i-ontre). Soit γ l'élément
de Ct qui préède β dans l'ordre de Lusztig et soit δ = sD(γ), de sorte que δ + γ = β. Par le
proposition 2.2.12, on a h′(β) = m + 12 ave m ∈ N⋆ et h′(Ct) = J1, 2mK. Si B est la boîte de Ct
qui préède β, on a don h′(B) = h(B) = t+ 1. Comme la boîte de β est réduite un élément, on
a γ ∈ B, don h(γ) = m+ 1 et, par suite, h(δ) = m. P = V ect(γ, δ) est alors un plan admissible
de type (1.1) ou (1.2), et [Eδ, Eγ ]q = cEβ(c 6= 0) (f. paragraphe 3.2).
Comme γ et δ sont non exeptionnelles, on sait déjà (voir i dessus) que X ′γ = λγEγ et X
′
δ = λδEδ
(λγ 6= 0, λδ 6= 0). Ainsi, on a :
[X ′δ, X
′
γ ]q = λδλγ [Eδ, Eγ ]q = λδλγcEβ (λγ 6= 0, λδ 6= 0).
βk
Ct :
.
.
.
γ
β
δ
.
.
.
βN
Comme i-dessus, Eβ est une ombinaison linaire de monmes X
′
δ1
...X ′δs ave
γ < δ1 ≤ ... ≤ δs < δ, δs n'appartient pas à la boîte de δ et δ1 n'appartient pas à la boîte de γ. Comme β est la seule
raine de Ct vériant γ < β < δ, β n'appartient pas à la boîte de δ et β n'appartient pas à la boîte de γ, on en déduit que
s = 1 et δ1 = β. Don Eβ = aX
′
β ave a ∈ K \ {0}.

Des théorèmes 3.4.3 et 3.4.6, on en déduit :
Corollaire 3.4.7.
Si i et j sont deux entiers tels que 1 ≤ i < j ≤ N , on a :
EβiEβj − q−(βi,βj)EβjEβi =
∑
βi<γ1<...<γp<βj , p≥1, ki∈N
C′
k,γ
Ek1γ1 ...E
kp
γp
.
Les monmes du seond membres apparaissant ave un oeient C′
k,γ
non nul vérient :
• wt(X ′k1γ1 ...X
′kp
γp ) = βi + βj ;
• γ1 n'est pas dans la même boîte que βi ;
• γp n'est pas dans la même boîte que βj .
3.4.3 Lien ave la onstrution de Jantzen
Proposition 3.4.8.
Soient β1 < β2 deux raines positives.
1. Si Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEmγ (k 6= 0,m ≥ 1 et γ ∈ Φ+), alors
Xβ1Xβ2 − q+(β1,β2)Xβ2Xβ1 = k′Xmγ (k′ 6= 0).
2. Si Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEγEδ (k 6= 0, γ, δ ∈ Φ+, γ et δ appartenant une même boîte), alors Xβ1Xβ2 −
q+(β1,β2)Xβ2Xβ1 = k
′XγXδ (k
′ 6= 0).
Démonstration : Soit β ∈ Φ+. Rappelons (Setion 3.4.1) que Xβ := Tw′
β
(Eαiβ ), X
′
β := T
′
w′
β
(Eαiβ ), et que Tw′β =
τ ◦ T ′w′
β
◦ τ . On a don Xβ = τ ◦ T ′w′
β
◦ τ(Eαiβ ) = τ(X ′β). Rappelons également (Théorème 3.4.6) que X ′β = λβEβ ave
λβ ∈ K⋆.
Soient β1 < β2 deux raines positives.
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1. Si Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEmγ (k 6= 0, γ ∈ Φ+), alors :
Xβ1Xβ2 − q+(β1,β2)Xβ2Xβ1 = τ(X ′β1)τ(X ′β2)− q+(β1,β2)τ(Xβ2)τ(Xβ1 )
= τ(X ′β2X
′
β1
− q+(β1,β2)X ′β1X ′β2)
= −q+(β1,β2)τ(X ′β1X ′β2 − q−(β1,β2)X ′β2X ′β1)
= −q+(β1,β2)λβ1λβ2τ(Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1)
= −q+(β1,β2)λβ1λβ2τ(kEmγ )
=
−q+(β1,β2)λβ1λβ2k
λγ
τ((X ′γ)
m)
= k′Xmγ ave k
′ ∈ K⋆
2. Si Eβ1Eβ2 − q−(β1,β2)Eβ2Eβ1 = kEγEδ (k 6= 0, γ, δ ∈ Φ+, γ et δ appartenant une même boîte) alors, en eetuant le
même alul qu'en 1., on trouve :
Xβ1Xβ2 − q(β1,β2)Xβ2Xβ1 = k′τ(X ′γX ′δ) = k′XδXγ (k′ 6= 0)
Comme γ et δ sont dans la mme boîte, on sait (proposition 2.2.7) que (δ, γ) = 0, de sorte que, par le théorème 3.3.3,
XγXδ = XγXδ. Ce qui termine la démonstration.

4 Eaement des dérivation dans U+q (g)
4.1 Notations et rappels
Dans ette partie, on note A := U+q (g), Xi := Xβi pour 1 ≤ i ≤ N , et λi,j := q−(βj,βi) pour 1 ≤ i, j ≤ N . On a vu
(théorème 3.3.3) que, si 1 ≤ i < j ≤ N , on a :
XjXi − λj,iXiXj = Pj,i (8)
ave
Pj,i =
∑
k=(ki+1,...,kj−1)
ck¯X
ki+1
i+1 ...X
kj−1
j−1 (ck¯ ∈ K). (9)
De plus, ompte tenu de la Φ-graduation de U+q (g), on a
ck¯ 6= 0⇒ λki+1l,i+1...λkj−1l,j−1 = λl,jλl,i pour 1 ≤ l ≤ N (10)
Ainsi, A vérie les égalités (1) et l'hypothèse 6.1.1 de [Cau03a, Setion 6 page 503-504℄.
Compte tenu du théorème 3.3.2, les monmes ordonnés en les Xi forment une base de A de sorte l'on a ([Cau03a,
Proposition 6.1.1℄) :
Proposition 4.1.1.
1. A est une extension de Ore itérée que l'on peut érire :
A = K[X1][X2;σ2, δ2]...[XN ;σN , δN ]
2. Si 1 ≤ m ≤ N , il existe un (unique) automorphisme hm de l'algèbre A qui vérie hm(Xi) = λm,iXi pour 1 ≤ i ≤ N .
De plus, ([Cau03a, Proposition 6.1.2℄)
Proposition 4.1.2.
1. A vérie les onventions de la Setion 3.1 de [Cau03a℄, à savoir :
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• Pour tout j ∈ J2, NK, σj est un automorphisme K-linéaire et δj est σj-dérivation (à gauhe) K-linéaire et loalement
nilpotente.
• Pour tout j ∈ J2, NK, on a σj ◦ δj = qjδj ◦σj ave qj = λj,j = q−||βj||2 , et pour tout i ∈ J1, j− 1K, σj(Xi) = λj,iXi.
• Auun des qj (2 ≤ j ≤ N) n'est une raine de l'unité.
2. A vérie l'hypothèse 4.1.2 de [Cau03a℄, à savoir :
Le sous-groupe H du groupe des automorphismes de A engendré par les hl vérie
• Pour tout h dans H, les indéterminées X1, ..., XN sont des h-veteurs propres.
• L'ensemble {λ ∈ K∗|(∃h ∈ H)(h(X1) = λX1} est inni.
• Si m ∈ J2, NK, il existe hm ∈ H tel que hm(Xi) = λm,iXi si 1 ≤ i < m et hm(Xm) = qmXm.
Cei nous permet d'utiliser la théorie de l'eaement des dérivations ([Cau03a℄) que nous dérivons dans le paragraphe
suivant.
4.2 L'algorithme d'eaement
Compte tenu des propositions 4.1.1 et 4.1.2, A est une algèbre intègre est n÷thérienne. Notons F son orps des
frations. On dénit réursivement les familles X(l) = (X
(l)
i )1≤i≤N d'éléments de F
⋆ := F \ {0}, et les algèbres A(l) :=
K < X
(l)
1 , ..., X
(l)
N > lorsque l déroît deN+1 à 2 omme dans [Cau03a, Setion 3.2℄. On a don, pour haque l ∈ J2, N+1K :
Lemme 4.2.1.
Si 1 ≤ i < j ≤ N , on a :
X
(l)
j X
(l)
i − λj,iX(l)i X(l)j = P (l)j,i (11)
ave
P
(l)
j,i =


0 si j ≥ l∑
k=(ki+1,...,kj−1)
ck¯(X
(l)
i+1)
ki+1 ...(X
(l)
j−1)
kj−1
si j < l, (12)
où les ck¯ sont les mêmes que eux de la formule (9), de sorte que l'on dispose enore de l'impliation (10).
Démonstration : Cela résulte immédiatement de [Cau03a, Théorème 3.2.1℄.

Lemme 4.2.2.
Les monmes ordonnés en X
(l)
1 , ..., X
(l)
N forment une base de A
(l)
omme K espae vetoriel.
Démonstration : Cela résulte également de [Cau03a, Théorème 3.2.1℄.

Des lemmes 4.2.1 et 4.2.2 i-dessus et de [Cau03a, Proposition 6.1.1℄, on déduit :
Lemme 4.2.3.
1. A(l) est une extension de Ore itérée que l'on peut érire :
A(l) = K[X
(l)
1 ][X
(l)
2 ;σ
(l)
2 , δ
(l)
2 ]...[X
(l)
N ;σ
(l)
N , δ
(l)
N ]
où les σ
(l)
j sont des automorphismes K-linéaires et les δ
(l)
j sont des σ
(l)
j -dérivations (à gauhe) K-linéaires tels que,
pour 1 ≤ i < j ≤ N , σ(l)j (X(l)i ) = λj,iX(l)i et δ(l)j (X(l)i ) = P (l)j,i .
2. A(l) est la K algèbre engendrée par les indéterminées X
(l)
1 , ..., X
(l)
N soumises aux relations (11).
Rappelons que les automorphismes hm (1 ≤ m ≤ N ) de l'algèbre A dénis dans la proposition 4.1.1 se prolongent (de
manière unique) en des automorphismes, enore notés hm, du orps F .
Lemme 4.2.4.
Si 1 ≤ m, i ≤ N , on a hm(X(l)i ) = λm,iX(l)i de sorte que hm induit (par restrition) un automorphisme de l'algèbre A(l),
noté h
(l)
m .
Démonstration : Comme A vérie l'hypothèse 4.1.2. de [Cau03a℄ (Proposition 4.1.2) et omme hm(Xi) = λm,iXi ,
le lemme résulte de [Cau03a, Lemme 4.2.1℄.

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Convention.
On notera H(l) le sous-groupe engendré par les h
(l)
m (1 ≤ m ≤ N) du groupe des automorphismes de A(l).
Par [Cau03a, Proposition 6.1.2℄, on a :
Lemme 4.2.5.
L'extension de Ore itérée A(l) = K[X
(l)
1 ][X
(l)
2 ;σ
(l)
2 , δ
(l)
2 ]...[X
(l)
N ;σ
(l)
N , δ
(l)
N ] vérie les onventions de la setion 3.1 de [Cau03a℄
ave, omme i-dessus, λi,j = q
−(βi,βj)
et qi = λi,i = q
−||βi||
2
pour 1 ≤ i, j ≤ N . Elle vérie également l'hypothèse 4.1.2
de [Cau03a℄ en remplaçant H par H(l).
Corollaire 4.2.6.
Si J est un idéal H(l)-premier de A(l) au sens de [BG02, II.1.9℄, alors J est omplètement premier.
Démonstration : On a :
• A(l) = K[X(l)1 ][X(l)2 ;σ(l)2 , δ(l)2 ]...[X(l)N ;σ(l)N , δ(l)N ] est une extension de Ore itérée (lemme 4.2.3).
• X(l)1 , X(l)2 , ..., X(l)N sont des H(l)-veteurs propres (lemme 4.2.4).
• Si 1 ≤ i < j ≤ N , on a h(l)i (X(l)j ) = λj,iX(l)i = σ(l)j (X(l)i ) et h(l)j (X(l)j ) = qjX(l)j ave qj = λj,j ∈ K⋆ non raine de l'unité
(lemmes 4.2.3 et 4.2.4).
On en déduit, par [BG02, Theorem II.5.12℄, que J est omplètement premier.

Il résulte de la onstrution de l'algorithme d'eaement ( [Cau03a, Setion 3.2℄) que l'on a :
Lemme 4.2.7.
1. X
(N+1)
i = Xi pour tout i ∈ J1, NK
2. Si 2 ≤ l ≤ N et si i ∈ J1, NK, on a
X
(l)
i =


X
(l+1)
i si i ≥ l
+∞∑
n=0
[
(1− ql)−n
[n]!ql
(
δ
(l+1)
l
)n
◦
(
σ
(l+1)
l
)−n (
X
(l+1)
i
)](
X
(l+1)
l
)−n
si i < l
(13)
Lemme 4.2.8.
Soit J un idéal (bilatère) H(l)-invariant de A(l). Considérons un entier j ∈ J2, NK et notons
B = K[X
(l)
1 ][X
(l)
2 ;σ
(l)
2 , δ
(l)
2 ]...[X
(l)
j−1;σ
(l)
j−1, δ
(l)
j−1] la sous-algèbre de A
(l)
engendrée par X
(l)
1 , ..., X
(l)
j−1. Alors σ
(l)
j (B ∩ J) =
B ∩ J et δ(l)j (B ∩ J) ⊂ B ∩ J .
Démonstration : Par les lemmes 4.2.3 et 4.2.4, on a pour 1 ≤ i < j,
σ
(l)
j (X
(l)
i ) = λj,iX
(l)
i = h
(l)
j (X
(l)
i ) (14)
Il en résulte que, pour tout b ∈ B, on a σ(l)j (b) = h(l)j (b). Comme J est H(l)-invariant, et omme B est σ(l)j -invariant, on
en déduit que, pour tout b ∈ B ∩ J , on a σ(l)j (b) ∈ B ∩ J . Ainsi, σ(l)j (B ∩ J) ⊂ B ∩ J . De l'égalité 14, on déduit :(
σ
(l)
j
)−1
(X
(l)
i ) = λ
−1
j,iX
(l)
i =
(
h
(l)
i
)−1
(X
(l)
i ) (15)
Comme i-dessus, il en résulte que
(
σ
(l)
j
)−1
(B ∩ J) ⊂ B ∩ J , de sorte que
σ
(l)
j (B ∩ J) = B ∩ J .
Si b ∈ B ∩ J , on a alors δ(l)j (b) = X(l)j b− σ(l)j (b)X(l)j ∈ B ∩ J .

Si l ∈ J2, NK, il résulte de (13) que X(l)l = X(l+1)l . Cei est don un élément non nul ommun aux algèbres A(l) et A(l+1) (on
rappelle que tous les X
(l)
i sont non nuls). Ainsi, l'ensemble Sl := {(X(l)l )n|n ∈ N} est un système multipliatif d'éléments
réguliers de A(l) et aussi de A(l+1). De [Cau03a, Théorème 3.2.1℄, on déduit alors :
Lemme 4.2.9.
Soit l ∈ J2, NK. Sl vérie la ondition de Ore (des deux tés) dans A(l) et aussi dans A(l+1). De plus, on a :
A(l)S−1l = A
(l+1)S−1l
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4.3 Le spetre premier et les diagrammes
Rappelons que l'on a posé, par onvention, Xi = Xβi pour 1 ≤ i ≤ N . Notons A := A(2) = K < Tβ1, ..., TβN > ave
Tβi = X
(2)
i pour tout i. Par les lemmes 4.2.1 et 4.2.3, A est l'espae ane quantique engendré par les indéterminés Tβi
(1 ≤ i ≤ N) soumises aux relations TβjTβi = λj,iTβiTβj pour 1 ≤ i < j ≤ N .
Considérons un entier l ∈ J2, NK et un idéal premier P ∈ Spe(A(l+1)).
• Supposons X(l+1)l /∈ P .
Par [Cau03a, Lemme 4.2.2 et 4.3.1℄, Sl ∩ P = ∅ et Q = A(l) ∩ PS−1l ∈ Spe(A(l)).
• Supposons X(l+1)l ∈ P .
Par [Cau03a, Lemme 4.3.2℄, il existe un (unique) homomorphisme d'algèbres surjetif
g : A(l) → A
(l+1)
(X
(l+1)
l )
qui vérie, pour tout i, g(X
(l)
i ) = X
(l+1)
i (:= X
(l+1)
i + (X
(l+1)
l )), de sorte que Q = g
−1( P
(X
(l+1)
l
)
) ∈ Spe(A(l)).
On dénit ainsi une appliation φl : Spe(A
(l+1)) → Spe(A(l)) : P 7→ Q puis, par omposition, une appliation
φ = φ2 ◦ ... ◦ φN : Spe(A)→ Spe(A¯). Par [Cau03a, Proposition 4.3.1℄, on a :
Lemme 4.3.1.
Chaque φl (2 ≤ l ≤ N) est injetive, de sorte que φ est injetive.
Dénition 4.3.2.
1. On appelle diagramme toute partie ∆ de l'ensemble Φ+ des raines positives, et on note :
Spe∆(A) := {Q ∈ Spe(A) | Q ∩ {Tβ1, ..., TβN} = {Tβ | β ∈ ∆}}.
2. Le diagramme ∆ est un diagramme de Cauhon s'il existe P ∈ Spe(A) tel que φ(P ) ∈ Spe∆(A), 'est à dire, si
φ(P ) ∩ {Tβ1, ..., TβN} = {Tβ | β ∈ ∆}, et on note :
Spe∆(A) = {P ∈ Spe(A) | φ(P ) ∈ Spe∆(A)}.
On a alors, par [Cau03a, Théorèmes 5.1.1, 5.5.1 et 5.5.2℄ :
Proposition 4.3.3.
1. Si ∆ est un diagramme de Cauhon, on a φ(Spe∆(A)) = Spe∆(A) et φ induit un homéomorphisme bi-roissant de
Spe∆(A) sur Spe∆(A).
2. La famille Spe∆(A) (ave ∆ diagramme de Cauhon) oïnide ave la H-stratiation de Goodearl-Letzter de Spe(A)
([BG02℄).
Dans la suite, on va herher à dérire plus préisément les diagrammes de Cauhon, pour ela on aura besoin du ritère
de la proposition suivante :
Proposition 4.3.4.
Soit P (m) un idéal premier H-invariant de A(m).
P (m) ∈ Im(φm) si et seulement si l'une des onditions suivantes est satisfaite
1. X
(m)
m /∈ P (m).
2. X
(m)
m ∈ P (m) et Θ(m)(δ(m+1)m (X(m+1)i )) ∈ P (m) pour 1 ≤ i ≤ m− 1.
(où δ
(m+1)
m (X
(m+1)
i ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) (lemme 4.2.1) et où Θ
(m) : k < X
(m+1)
1 , ... , X
(m+1)
m−1 >
→ k < X(m)1 , ... , X(m)m−1 > est l'homomorphisme qui transforme haque X(m+1)l en X(m)l )
Démonstration : Supposons que P (m) ∈ Im(φm), de sorte que P (m) = φm(P (m+1 )) ave P (m+1 )
∈ Spec(A(m+1)), et on suppose que la ondition 1. n'est pas vériée. Cei implique que P (m) = ker(g) où
g : A(m) → A(m+1)/P (m+1 ) est l'homomorphisme qui transforme haque X(m)i en x(m+1)i = X(m+1)i + P (m+1 ).
On onsidère 1 ≤ i ≤ m− 1.
Rappelons que δ
(m+1)
m (X
(m+1)
i ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) et que Θ
(m) : k < X
(m+1)
1 , ... , X
(m+1)
m−1 > → k <
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X
(m)
1 , ... , X
(m)
m−1 > est l'homomorphisme qui transforme haque X
(m+1)
l en X
(m)
l . Comme X
(m)
m ∈ P (m), on a
X
(m+1)
m ∈ P (m+1 ) ([Cau03a℄, proposition 4.3.1.) et don, δ(m+1)m (X(m+1)i ) ∈ P (m+1 ). A présent, on a
g(Θ(m)(δ
(m+1)
m (X
(m+1)
i ))) = g(Θ
(m)
(P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ))) = g(P
(m+1)
m,i (X
(m)
i+1 , ... , X
(m)
m−1)) = P
(m+1)
m,i (x
(m+1)
i+1 , ... , x
(m+1)
m−1 )
= P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) + P
(m+1 )
= 0.
On en déduit que Θ(m)(δ
(m+1)
m (X
(m+1)
i ))) = ker(g) = P
(m)
.
Si la ondition 1. est vériée, alors P (m) ∈ Im(φm) par ([Cau03a℄, lemma 4.3.1.).
Supposons que la ondition 2. est vériée. Alors si 1 ≤ i ≤ m−1, on a, omme préédemment, P (m+1)m,i (X(m)i+1 , ... , X(m)m−1)
= Θ(m)(δ
(m+1)
m (X
(m+1)
i )) ∈ P (m). Don, dans Q(m) = A(m)/P (m), on a P (m+1)m,i (x(m)i+1 , ... , x(m)m−1) = 0.
Comme P
(m)
m,i = 0 (à ette étape,X
(m)
m est normalisant), on peux érire x
(m)
m x
(m)
i − λm,ix(m)i x(m)m = P (m)m,i (x(m)i+1 , ... , x(m)m−1)
= 0 = P
(m+1)
m,i (x
(m)
i+1 , ... , x
(m)
m−1).
Si 1 ≤ i ≤ j − 1 ave j 6= m, on a (d'après le lemme 4.2.1)
x
(m)
j x
(m)
i − λj,ix(m)i x(m)j = P (m)j,i (x(m)i+1 , ... , x(m)j−1) = P (m+1)j,i (x(m)i+1 , ... , x(m)j−1).
Don, par la propriété universelle des algèbres dénies par générateurs et relations, il existe un (unique) homomorphisme
ǫ : A(m+1) → Q(m) qui transforme haque X(m+1)l en x(m)l . Cet homomorphisme est surjetif, et son noyau ker(ǫ)
= P (m+1 ) est un ideal premier de A(m+1). On observe que, omme X
(m)
m ∈ P (m), on a X(m+1)m ∈ P (m+1 ), et que
ǫ induit un isomorphisme
ǫ : A(m+1)/P (m+1 ) → Q (m) = A(m)/P (m)
qui transforme haque x
(m+1)
l en x
(m)
l . Rappelons que fm : A
(m) → A(m)/P (m) désigne la projetion anonique.
Ainsi, g = (ǫ)−1 ◦ fm : A(m) → A(m+1)/P (m+1 ) est l'homomorphisme qui transforme haque X(m)l en x(m+1)l .
Comme ker(g) = ker(fm) = P
(m)
, on en déduit que P (m) = φm(P
(m+1 )
).

5 Diagrammes de Cauhon dans U+q (g)
Dans [Cau03b℄, G. Cauhon utilise un moyen ombinatoire pour dérire les diagrammes "admissibles" (appelés ii
"diagrammes de Cauhon") pour Oq(Mn(k)). A l'aide de la théorie des plans admissibles de Lusztig (voir setion 3.2)
et des résultats démontrés dans la setion 3.3, nous dérivons es diagrames pour U+q (g) (ave g algèbre de Lie simple
omplexe de dimension nie). Le but de ette partie est de démontrer le résultat suivant :
Un diagramme ∆ vérie toutes les ontraintes provenant des plans admissibles (notion à dénir) si et seulement si ∆ est
un diagramme de Cauhon (au sens de la dénition 4.3.2) .
5.1 Contraintes dans un diagramme
Lemme 5.1.1.
Soit j ∈ J1, NK. Soient l ∈ J2, NK, P (l+1) un idéal premier de A(l+1) et P (l) = ϕl(P (l+1)).
1. Si X
(l+1)
j ∈ P (l+1) alors X(l)j ∈ P (l).
2. Si X
(l+1)
j = X
(l)
j (don, en partiulier, si j ≥ l), on a X(l+1)j ∈ P (l+1) ⇔ X(l)j ∈ P (l).
Démonstration : Le 2. se démontre omme [Cau03a, lemme 4.3.4℄. Montrons don le 1. lorsque j < l.
1er as : Si le pivot ̟ := X
(l+1)
l ∈ P (l+1), rappelons (f. Setion 4.2) qu'il existe un homomorphisme d'algèbres surjetif
g : A(l) → A
(l+1)
(X
(l+1)
l )
qui vérie g(X
(l)
i ) = X
(l+1)
i (:= X
(l+1)
i + (X
(l+1)
l )) pour tout i ∈ J1, NK. Comme X(l+1)j ∈ P (l+1), on a g(X(l)j ) ∈
P (l+1)
(X
(l+1)
l
)
de sorte que X
(l)
j ∈ g−1( P
(l+1)
(X
(l+1)
l
)
) := P (l).
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2nd as : Supposons que le pivot ̟ := X
(l+1)
l /∈ P (l+1) et notons Sl := {̟n|n ∈ N}. Rappelons (f Setion 4.2) que l'on
a alors P (l) = A(l) ∩ (P (l+1)S−1l ).
Notons J :=
⋂
h∈H(l+1)
h(P (l+1)) et observons que J est un idéal bilatère H(l+1)-invariant par onstrution. Comme
A(l+1) vérie l'hypothèse 4.1.2 de [Cau03a℄ (Lemme 4.2.5), X
(l+1)
j est un H
(l+1)
-veteur propre. De là, puisque X
(l+1)
j
appartient à P (l+1), il appartient aussi à J.
Par le lemme 4.2.8, on en déduit que
(
δ
(l+1)
l
)n
◦
(
σ
(l+1)
l
)−n (
X
(l+1)
j
)
∈ J ⊂ P (l+1) pour tout n ∈ N. Il en résulte
que :
X
(l)
j =
+∞∑
n=0
[
(1− ql)−n
[n]!ql
(
δ
(l+1)
l
)n
◦
(
σ
(l+1)
l
)−n (
X
(l+1)
j
)](
X
(l+1)
l
)−n
∈ P (l+1)S−1l .
Ainsi, X
(l)
j ∈ A(l) ∩ (P (l+1)S−1l ) = P (l).

Lemme 5.1.2.
Soient l ∈ J2, NK, P (l+1) un idéal premier de A(l+1). Considérons un entier j ave 2 ≤ j < l et notons P (j) = ϕj ◦ ... ◦
ϕl(P
(l+1)).
1. Supposons que βj est dans la boîte de βl ou dans la boîte préédente. Alors
• X(j+1)j = X(j+2)j = ... = X(l+1)j ,
• X(j+1)j ∈ P (j+1) ⇒ X(j+2)j ∈ P (j+2) ⇒ ...⇒ X(l+1)j ∈ P (l+1).
2. Supposons que les boites B et B′ de βj et βl (respetivement) soient séparées par une boite B
′′
réduite à un élément
βe tel que X
(e+1)
e ∈ P (e+1). Alors X(j+1)j ∈ P (j+1) ⇒ X(l+1)j ∈ P (l+1).
Démonstration :
1. Soit k ∈ Jj+1, lK de sorte que βk est, soit dans la boîte de βj , soit dans elle de βl. Comme es boîtes sont onséutives,
on a XkXj = q
−<βk,βj>XjXk, de sorte que par le lemme 4.2.1, X
(k+1)
k X
(k+1)
j = q
−<βk,βj>X
(k+1)
j X
(k+1)
k . On a don
δ
(k+1)
k (X
(k+1)
j ) = 0 et, par [Cau03a, Setion 3.2℄, on a :
X
(k)
j =
+∞∑
s=0
λs
(
δ
(k+1)
k
)s
◦
(
σ
(k+1)
k
)−s
(X
(k+1)
j )
(
X
(k+1)
k
)−s
=
+∞∑
s=0
λ′s
(
δ
(k+1)
k
)s
(X
(k+1)
j )
(
X
(k+1)
k
)−s
= X
(k+1)
j
(λs, λ
′
s ∈ K).
Cei montre le premier point. Le seond point résulte du lemme 5.1.1.
2. B et B′′ étant onséutives, il résulte du point 1. que X
(j+1)
j = ... = X
(e+1)
j et que X
(j+1)
j ∈ P (j+1) ⇒ ...⇒ X(e+1)j ∈
P (e+1). Pour terminer montrons, par réurrene sur k, que :
X
(k)
j ∈ P (k) ⇒ X(k+1)j ∈ P (k+1) pour e+ 1 ≤ k ≤ l
On érit omme dans le 1. :
X
(k)
j = X
(k+1)
j +
+∞∑
s=1
λs
(
δ
(k+1)
k
)s
◦
(
σ
(k+1)
k
)−s
(X
(k+1)
j )
(
X
(k+1)
k
)−s
(λs ∈ K)
• Si δ(k+1)k (X(k+1)j ) = 0, alors on a X(k)j = X(k+1)j et on onlut par le lemme 5.1.1.
• Sinon, on a δ(k+1)k (X(k+1)j ) = λ
(
X
(k+1)
e
)m
(m ∈ N⋆, λ ∈ K⋆) par le lemme 4.2.1 et, puisque B′ et B′′ sont
adjaentes,
δ
(k+1)
k
(
X
(k+1)
e
)
= 0 ⇒
(
δ
(k+1)
k
)s
(X
(k+1)
j ) = λ
(
δ
(k+1)
k
)s−1 ((
X
(k+1)
e
)m)
= 0 pour s > 1
⇒ X(k)j = X(k+1)j + λ′
(
X
(k+1)
e
)m (
X
(k+1)
k
)−1
ave λ′ ∈ K⋆.
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•• Si Xk+1k ∈ P (k+1), on onsidère l'homomorphisme g : A(k) → A
(k+1)
(X
(k+1)
k
)
qui vérie g(X
(k)
i ) = X
(k+1)
i pour
i ∈ J1, NK (f Setion 4.2). Par dénition de φk ([Cau03a, Notation 4.3.1.℄), on a P (k) = g−1
(
P (k+1)
(X
(k+1)
k
)
)
. Don
X
(k)
j ∈ P (k) ⇒ g(X(k)j ) = X(k+1)j ∈
P (k+1)
(X
(k+1)
k )
⇒ X(k+1)j ∈ P (k+1)
•• Par le 1., on a X(e+1)e = ... = X(k)e = X(k+1)e et X(e+1)e ∈ P (e+1) ⇒ ... ⇒ X(k)e ∈ P (k) ⇒ X(k+1)e ∈ P (k+1).
Posons, omme dans [Cau03a, Théorème 3.2.1℄, Sk := {
(
X
(k+1)
k
)n
|n ∈ N} de sorte que P (k+1) = A(k+1) ∩
(P (k)S−1k ) par dénition de ϕk [Cau03a, Notation 4.3.1.℄. On a alors :
X
(k+1)
j = X
(k)
j − λ′
(
X(k+1)e
)m (
X
(k+1)
k
)−1
= X
(k)
j − λ′
(
X(k)e
)m (
X
(k+1)
k
)−1
∈ P (k)S−1k .
Comme X
(k+1)
j est aussi dans A
(k+1)
, on a bien X
(k+1)
j ∈ P (k+1).

Pour trouver la forme des diagrammes de Cauhon, on va se servir de [Cau03a, proposition 5.2.1℄. En tenant ompte des
notations utilisées ii, ette proposition s'érit :
Proposition 5.1.3.
Soit ∆ un diagramme de Cauhon et soit P ∈ Spe(A). Pour que P appartienne à Spe∆(A) il faut et il sut qu'il vérie
le ritère i-dessous :
(∀ l ∈ J1, NK) (X(l+1)l ∈ P (l+1) ⇔ βl ∈ ∆)
Cei permet de démontrer la proposition suivante :
Proposition 5.1.4.
Soient ∆ un diagramme de Cauhon et βl ∈ ∆ (1 ≤ l ≤ N). Supposons qu'il existe un entier k ∈ J1, l − 1K vériant
XβlXβk − q−(βl,βk)XβkXβl = cXβi1 ...Xβis ave c ∈ K⋆, s ≥ 1 et k < i1 ≤ ... ≤ is < l. Alors l'un des βir (1 ≤ r ≤ s)
appartient à ∆.
Démonstration : Soit P ∈ Spe∆(A). Par le lemme 4.2.1, on a :
X
(l+1)
l X
(l+1)
k − q−(βl,βk)X(l+1)k X(l+1)l = cX(l+1)βi1 ...X
(l+1)
βis
:=M.
Par la proposition 5.1.3, on a X
(l+1)
l ∈ P (l+1) de sorte que M ∈ P (l+1). Comme P (l+1) est un idéal premier de A(l+1), on
sait ([BG02, II.6.9℄) que P (l+1) est omplètement premier de sorte qu'il existe r ∈ J1, sK tel que X(l+1)βir ∈ P (l+1). Par le
lemme 5.1.1, on en déduit X
(ir+1)
ir
∈ P (ir+1) et, par la proposition 5.1.3, βir ∈ ∆.

Conventions.
On dit qu'un diagramme ∆ vérie la ontrainte
1. βj0 → βj1 si βj0 ∈ ∆⇒ βj1 ∈ ∆.
2.
βj1
βj0
.
.
.
βjs
si βj0 ∈ ∆⇒ (βj1 ∈ ∆ ou ... ou βj1 ∈ ∆).
La proposition 5.1.4 peut don se réérire :
Proposition 5.1.5.
Soient ∆ un diagramme de Cauhon et βl ∈ ∆ (1 ≤ l ≤ N). Supposons qu'il existe un entier k ∈ J1, l − 1K vériant
XβlXβk − q−(βl,βk)XβkXβl = cXm1βi1 ...X
ms
βis
ave c ∈ K⋆, s ≥ 1, k < i1 < ... < is < l et m1, ...,ms ∈ N⋆. Alors
1. Si s = 1, la èhe pleine βl → βi1 est une ontrainte
2. Si s ≥ 2, le système
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βi1
βl
.
.
.
βis
est une ontrainte.
Dans les trois propriété qui suivent, on onsidère ∆ un diagramme de Cauhon.
Proposition 5.1.6.
Soient 1 ≤ l ≤ n et β ∈ Cl. S'il existe i ∈ J1, l − 1K tel que β + αi = mβ′ ave m ∈ N⋆ et β′ ∈ Φ+, alors β → β′ est une
ontrainte.
Démonstration : On sait (proposition 3.2.5 lorsque Φ = G2, orollaire 3.2.7 lorsque Φ 6= G2) que l'on dispose alors
d'une formule de redressement de la forme EβEαi − q(β,αi)EαiEβ = kEmβ′ ave k 6= 0 (où les Eγ sont les générateurs de
Lusztig de U+q (g)).
Il résulte alors de la proposition 3.4.8 que XβXαi − q−(β,αi)XαiXβ = k′Xmβ′ ave k′ 6= 0 puis, de la proposition 5.1.5, que
β → β′ est une ontrainte.

Proposition 5.1.7.
Soit Cl (1 ≤ l ≤ n) une olonne exeptionnelle. Si β ∈ Cl est dans la boîte qui suit elle de la raine exeptionnelle βex,
alors β → βex est une ontrainte.
Démonstration : Supposons d'abord que Φ est de type G2. Ave les notations de la proposition 3.2.5, on a don
l = 2, βex = β4, β = β5 et on dispose d'une formule de redressement de la forme Eβ5Eβ3 − q(β3,β5)Eβ3Eβ5 = kEβ4 ave
k ∈ K⋆. On en déduit, par la proposition 5.1.5 que β = β5 → βex = β4 est une ontrainte.
Supposons maintenant Φ 6= G2. On sait (proposition 2.2.12) que h′(βex) = t+ 12 (t ∈ N⋆), de sorte que h′(β) = h(β) = t.
On sait également (proposition 2.2.3) que si D =Vet(βex), on a β
′ = sD(β) = βex − β ∈ Cl, de sorte que h′(β′) =
h(β′) = h(βex) − h(β) = t + 1. Il en résulte (dénition 2.2.13 et remarque 2.2.14) que P =Vet(β, β′) est un plan
admissible de type (1.1) ou (1.2). Par la proposition 3.2.6 on dispose alors d'une formule de redressement de la forme
EβEβ′ − q(β,β′)Eβ′Eβ = kEβex ave k ∈ K⋆. On en déduit, par la proposition 5.1.5, que β → βex est une ontrainte.

Proposition 5.1.8.
Soit Cl (1 ≤ l ≤ n) une olonne exeptionnelle et βex sa raine exeptionnelle. Supposons qu'il existe i ∈ J1, lJ tel que
βex + αi = β
′
i1
+ β′i2 ave β
′
i1
6= β′i2 dans la boîte qui préède elle de βex. Alors le système
β′i1
βex
β′i2
est une ontrainte.
Démonstration : Comme, par hypothèse, β′i1 6= β′i2 sont dans la boîte qui préède elle de βex, le système de raines
n'est pas de type G2 (f proposition 3.2.5).
Comme dans la preuve proposition 5.1.6, il sut de montrer que :
[Eβex , Eαi ]q := EβexEαi − q(βex,αi)EαiEβex = λEβ′i1Eβ′i2 ave λ ∈ K
⋆
Rappelons (proposition 2.2.3) que βex ⊥ αi, de sorte que :
(αi, β
′
i1
+ β′i2) = (αi, βex + αi) = ||αi||2 ⇒ (αi, β′i1) > 0 ou (αi, β′i2) > 0.
On peut don supposer, sans perte de généralité, que (αi, β
′
i2
) > 0, de sorte que (orollaire 3.2.7) [Eβ′
i2
, Eαi ]q = 0.
Comme dans la preuve de la proposition préédente, on a :
• h′(βex) = t+ 12 (t ∈ N⋆) et h′(β′i1) = h′(β′i2 ) = t+ 1,• βi1 = sD(β′i1) et βi2 = sD(β′i2) sont alors dans Cl et vérient h′(βi1) = h′(βi2) = t,
• Eβi2Eβ′i2 − q
(βi2 ,β
′
i2
)Eβ′
i2
Eβi2 = kEβex ave k 6= 0. (⋆)
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Par dénition de βi2 , on a βex = βi2 + β
′
i2
, de sorte que
β′i1 + β
′
i2
= βex + αi = βi2 + β
′
i2
+ αi ⇒ β′i1 = βi2 + αi.
Par le orollaire 3.2.7, on a don [Eβi2 , Eαi ]q := hEβ′i1
(h 6= 0).
On sait que U+q (g) est ZΦ-graduée. Il existe don un (unique) automorphisme σ de U+q (g) qui vérie pour tout Q ∈ U+q (g),
homogène de degré β, σ(Q) = q(β,αi)Q.
Notons δ la σ-dérivation intérieure à droite assoiée à Eαi , de sorte que
δ(Q) = QEαi − Eαiσ(Q) (∀Q ∈ U+q (g))
Si β ∈ Cl, on a δ(Eβ) = EβEαi − q(β,αi)EαiEβ = [Eβ , Eαi ]q et, de là : δ(Eβ′i2 ) = 0 et δ(Eβi2 ) = hEβ′i1 . On déduit alors
de (⋆) que
k[Eβex , Eαi ]q = kδ(Eβex) = δ(Eβi2Eβ′i2
)− q(βi2 ,β′i2)δ(Eβ′
i2
Eβi2 )
= Eβi2 δ(Eβ′i2
) + δ(Eβi2 )σ(Eβ′i2
)− q(βi2 ,β′i2)(Eβ′
i2
δ(Eβi2 ) + δ(Eβ′i2
)σ(Eβi2 ))
= h[q(β
′
i2
,αi)Eβ′
i1
Eβ′
i2
− q(βi2 ,β′i2)Eβ′
i2
Eβ′
i1
]
Comme β′i2 et β
′
i1
sont dans une même boîte, on sait (orollaire 3.4.7) que Eβ′
i1
Eβ′
i2
= Eβ′
i2
Eβ′
i1
, de sorte que :
k[Eβex , Eαi ]q = h(q
(β′i2 ,αi) − q(βi2 ,β′i2))Eβ′
i1
Eβ′
i2
Puisque βi2+β
′
i2
= βex, P = Vet(βi2 , β
′
i2
) est un plan admissible de type (1.1) ou (1.2) (remarque 2.2.14) ave {βi2 , β′i2} ={β, β′}, de sorte que (βi2 , β′i2) ≤ 0. Comme on a supposé (αi, β′i2) > 0, on a (βi2 , β′i2) 6= (αi, β′i2) de sorte que le oeient
i-dessus de Eβ′
i1
Eβ′
i2
est non nul. De là :
[Eβex , Eαi ]q = λEβ′i1
Eβ′
i2
ave λ 6= 0.

5.2 Contraintes provenant d'un plan admissible
On dénit ii la notion de ontrainte provenant d'un plan admissible P et on va vérier que les diagrammes de Cauhon
vérient toute les ontraintes provenant des plans admissibles. Rappelons d'abord les notations utilisées.
Notations.
• On note C1, ..., Cn les sous ensembles de Φ+ représentant les olonnes.
• Dans la suite, on onsidère un diagramme ∆, 'est à dire une partie de Φ+
• On onsidère un entier j ∈ J1, nK, on note ∆j := ∆ ∩ Cj = {βu1 , ..., βul} ⊂ Cj = {βk, ..., βr}. On note ensuite,
lorsqu'elles existent, βex la raine exeptionnelle et Bex := {βex} la boîte qui la ontient. S'il en est ainsi, on note
B1 la boîte de Cj qui préède Bex et, B
′
1 elle qui suit Bex ; de sorte que sD(B1) = B
′
1.
Dans les propositions 5.1.6, 5.1.7 et 5.1.8 , on a établi l'existene de ontraintes en utilisant des plans admissibles. On va
formaliser e fait dans la dénition de "ontrainte provenant d'un plan admissible" suivante :
Dénition 5.2.1.
Soit β une raine de la olonne Cj telle que h
′(β) = l et P un plan admissible (f G. Lusztig [Lus90℄ et [Lus90a℄) de l'un
des types suivants ave Φ+P = Φ
+ ∩ P :
1. Φ+P = {β, β + αi, αi} ave i < j. type (2.1)
2. Φ+P = {β, β + αi, β + 2αi, αi} ave i < j. type (2.3)
3. Φ+P = {β, β + β′ = βex, β′}, β′ ∈ Cj et h(β′) = h(β) + 1. type (1.1)
4. Φ+P = {αi, αi + β, αi + 2β = βex, β} ave i < j, h′(αi + 2β) = 2l+12 et h(β) = l. type (1.2) ou type (2.2)
5. Φ+P = {β = βex, αi} ave i < j, αi ⊥ β et il existe β1 et β2 dans Cj telles que β + αi = β1 + β2. type (2.4)
6. Φ+P = Φ
+ = {β1, ..., β6} est la partie positive d'un système de raines de type G2 (notations de la proposition 3.2.5).
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Dans haun des as i-dessus, on appelle ontrainte(s) provenant de P, la ou les ontraintes suivantes :
1. β → β + αi.
2. β → β + αi et β + αi → β + 2αi.
3. β → β + β′.
4. β → αi + β, β → αi + 2β et αi + 2β → αi + β.
5.
β1
βex
β2
6. β6 → β5, β5 → β4, β5 → β3, β4 → β3, β3 → β2.
Lemme 5.2.2.
Soit β ∈ Cj .
1. Si β appartient à la boîte qui suit {βex}, alors β → βex est une ontrainte provenant d'un plan admissible.
2. S'il existe i < j tel que γ = β + αi ∈ Φ+ alors β → γ est une ontrainte provenant d'un plan admissible.
Démonstration : Le résultat est vrai dans le as où Φ est de type G2. Dans la suite de la démonstration on onsidère
don un système de raines qui n'est pas de type G2.
1. Soit P =< β, βex >. C'est un plan admissible de type 3 ou 4 dans la dénition préèdente et dans haque as de
gure, β → βex est une ontrainte provenant de P.
2. Soit P =< β, αi >. C'est un plan admissible de type 1,2 ou 4 dans la dénition préédente et dans tous les as β → γ
est une ontrainte provenant de P.

Proposition 5.2.3.
Soit ∆ un diagramme de Cauhon. ∆ vérie toutes les ontraintes (au sens de la setion 4.1.1) provenant des plans
admissibles.
Démonstration : Soit β ∈ ∆ et soit P un plan admissible ontenant β. Notons, omme dans la dénition 5.2.1,
Φ+P = Φ
+ ∩ P .
1. Si Φ+P = {β, β + αi, αi} ave i < j, alors, d'après la proposition 5.1.6, ∆ vérie la ontrainte β → β + αi.
2. Si Φ+P = {β, β + αi, β + 2αi, αi} ave i < j, alors, d'après la proposition 5.1.6 appliquée à β et β + αi, ∆ vérie les
ontraintes β → β + αi et β + αi → β + 2αi.
3. Si Φ+P = {β, β + β′ = βex, β′} ave i < j, β′ ∈ Cj et h(β′) = h(β) + 1, alors, d'après la proposition 5.1.7, ∆ vérie la
ontrainte β → β + β′.
4. Si Φ+P = {αi, αi + β, αi + 2β = βex, β} ave i < j et h′(αi + 2β) = 2l+12 , alors, d'après les propositions 5.1.6, 5.1.7 et
5.1.8, ∆ vérie respetivement les ontraintes β → αi + β, β → αi + 2β et αi + 2β → αi + β.
5. Si Φ+P = {β = βex, αi} ave i < j, αi ⊥ β et s'il existe β1 et β2 dans Cj tels que β + αi = β1 + β2, alors, d'après la
proposition 5.1.8, ∆ vérie la ontrainte
β1
β
β2 .
6. Si Φ+P = Φ
+
est de type G2, la proposition 5.1.6 implique que ∆ vérie les ontraintes β6 → β5, β5 → β3, β4 →
β3, β3 → β2. La proposition 5.1.7 implique quant à elle que ∆ vérie la ontrainte β5 → β4.

5.3 La réiproque
Le but de ette partie est de démontrer la réiproque du résultat démontré dans la partie préédente, 'est à dire :
Théorème 5.3.1.
Si ∆ est un diagramme qui vérie toutes les ontraintes provenant des plans admissibles, alors ∆ est un diagramme de
Cauhon.
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Soit β ∈ Φ+, une raine positive de la olonne Cj ave 1 < j < n. On note B0 la boîte de β, B1 la boîte qui préède B0
(si elle existe) et B2 elle qui préède B1 (si elle existe) dans la olonne Cj .
On pose Φ+β = {αi | i < j} ∪ {γ < β | γ ∈ B0} ∪ B1 ∪ (B2 si B1 = {βex}). Si γ ∈ Φ+, il existe k ∈ J1, NK tel que γ = βk
et on rappelle (f setion 4.1) que Xγ = Xk.
On pose enn Dβ = K < Xγ | γ < β >.
Lemme 5.3.2.
Dβ = K < Xγ | γ ∈ Φ+β >
Démonstration : On pose D′β = K < Xγ | γ ∈ Φ+β > ⊂ Dβ. Commençons par montrer que pour i < j, {Xγ , γ ∈
Ci} ⊂ D′β. Si Φ est de type G2, {Xγ, γ ∈ Ci} est soit vide, soit réduit à Xα1 ∈ D′β . Pour Φ 6= G2, on démontre e résultat
par réurrene sur h(γ).
Si h(γ) = 1 : alors γ = αi et Xγ ∈ D′β par dénition de Φ+β .
Si h(γ) > 1 et γ non exeptionnelle : Par la proposition 2.2.11, il existe l < i tel que γ′ = γ − αl ∈ Φ+, de sorte que,
par le orollaire 3.2.7 et la proposition 3.4.8, on a Xγ ∈ K < Xγ′ , Xαl >⊂ D′β (hypothèse de réurrene).
Si h(γ) > 1 et γ exeptionnelle : On sait (proposition 2.2.3) que dans e as, il existe deux raines non exeptionnelles
de Ci, η1 et η2, telles que η1+ η2 = γ et h(η2) = h(η1) + 1. On en déduit par le orollaire 3.2.7 et la proposition 3.4.8
que Xγ ∈ K < Xη1 , Xη2 >⊂ D′β (Xη1 et Xη2 sont dans D′β ar η1 et η2 sont non exeptionnelle).
Reste à montrer que {Xγ |γ ∈ Cj , γ < β} ⊂ D′β.
Si h(γ) = h(β) ave γ < β, alors γ ∈ Φ+β . Don Xγ ∈ D′β .
On raisonne à nouveau par réurrene (sur h(B)) pour montrer que pour toute boîte non exeptionnelle B de Cj telle que
B < B0 (i.e. toute raine β de B est inférieure stritement à toutes les raines de B0), on a {Xγ |γ ∈ B} ⊂ D′β .
• Supposons B1 non exeptionnelle.
Initialisation : Le résultat est vrai pour la boîte B1 puisque B1 ⊂ Φ+β .
Hérédité : Soient B une boîte non exeptionnelle de Cj telle que h(B) > h(B1) et γ ∈ B. Par la proposition 2.2.11, il
existe αl ∈ Π (l < j) tel que γ − αl ∈ Φ+. γ′ := γ − αl est dans une boîte B′ non exeptionnelle de Cj telle que
h(B) = h(B′) + 1 > h(B′) ≥ h(B1) > h(B0) et on a Xγ′ ∈ D′β par l'hypothèse de réurrene.
Si Φ 6= G2, on déduit du orollaire 3.2.7 et de la proposition 3.4.8 que [Xγ′ , Xαl ]q = kXγ ave k ∈ K⋆. Comme
Xαl ∈ D′β , on en déduit que Xγ ∈ D′β .
Si Φ = G2, on déduit des propositions 3.2.5 et 3.4.8 que [Xγ′ , Xαl ]q = kXγ ave k ∈ K⋆. Comme Xαl ∈ D′β, on en
déduit que Xγ ∈ D′β .
• Supposons B1 exeptionnelle.
Initialisation : Le résultat est vrai pour la boîte B2 puisque, dans e as, B2 ⊂ Φ+β .
Hérédité : On fait le même raisonnement que i-dessus en remplaçant B1 par B2.
Reste à montrer que si B = {βex} est une boîte exeptionnelle de Cj telle B < B0, on a Xβex ∈ D′β .
Si B = B1, on a B ⊂ Φ+β , d'où le résultat.
Supposons don B < B1. Comme i-dessus, on a βex = η1 + η2 ave η1 et η2 deux raines non exeptionnelle de Cj telles
que h(η2) = h(η1)+1. Les boîtes de η1 et η2 sont non exeptionnelles, de part et d'autre de B, don inférieures ou égales à
B1, don inférieures stritements à B0. Le résultat étant vrai pour les boîtes non exeptionnelles, Xη1 ∈ D′β et Xη2 ∈ D′β .
Si Φ 6= G2, on déduit (omme i-dessus) du orollaire 3.2.7 et de la proposition 3.4.8 que Xβex ∈ D′β .
Si Φ = G2, on déduit (omme i-dessus) des propositions 3.2.5 et 3.4.8 que Xβex ∈ D′β.
On a don bien Dβ = D
′
β .

On rappelle que A = U+q (g) = K < Xβi |i ∈ J1, NK >:= K < Xi|i ∈ J1, NK >. Soient βr et βr+1 (1 ≤ r ≤ N − 1) deux
raines onséutives de Φ+ (βr < βr+1). On rappelle que A
(r+1) = K < X
(r+1)
i > et A
(r) = K < X
(r)
i > (1 < r < N)
désignent les algèbres déduites de A par l'algorithme d'eaement des dérivations de la setion 4.
Lemme 5.3.3.
Soit βr ∈ Φ+, une raine positive de la olonne Cj et D(r+1)βr = K < X
(r+1)
γ | γ < βr >. Alors
D
(r+1)
βr
= K < X(r+1)γ | γ ∈ Φ+βr >
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Démonstration : Par le lemme 4.2.1, les formules de redressement entre les X
(r+1)
γ lorsque γ ≤ βr sont les mêmes
que les formules de redressement entre les Xγ ave γ ≤ βr. Il sut don de réérire la démonstration du lemme 5.3.2, en
remplaçant haque Xγ par X
(r+1)
γ .

Notons, omme dans le paragraphe 4, ϕ : Spe A →֒ Spe (A)(A = A(2)) l'injetion anonique, 'est à dire la omposée
des injetions anoniques ϕr : Spe (A
(r+1)) →֒ Spe (A(r)) pour r ∈ J2, NK, et rappelons qu'un sous-ensemble ∆ de Φ+
est un diagramme de Cauhon si et seulement si (∃P ∈ Spe(A))(ϕ(P ) =< Tγ |γ ∈ ∆ >).
Démonstration du théorème 5.3.1 : Soit ∆ ⊂ Φ+ un diagramme vériant les ontraintes provenant des plans
admissibles. Posons Q :=< Tγ |γ ∈ ∆ >. Par [Cau03a, Setion 5.5.℄, 'est un idéal H(2)-premier, don omplètement
premier, de A(2) = A et si β ∈ Φ+ \∆, Tβ est régulier modulo Q. Par suite, Q ∩Φ+ = {Tγ |γ ∈ ∆}.
Montrons par réurrene, que pour haque r ∈ J2, N + 1K, il existe P (r) ∈ Spe (A(r)) tel que Q = ϕ2 ◦ ... ◦ ϕr−1(P (r)).
Initialisation : Si r = 2, dans e as, on a ϕ2 ◦ ... ◦ ϕr−1 = Id
Spe(A) et P
(2) = Q onvient.
Considérons un entier r ∈ J2, NK, supposons qu'il existe P (r) ∈ Spe(A(r)) tel que ϕ2 ◦ ... ◦ ϕr−1(P (r)) = Q et
montrons qu'il existe P (r+1) ∈ Spe(A(r+1)) tel que ϕr(P (r+1)) = P (r). Il en résultera que ϕ2◦...◦ϕr(P (r+1)) = Q.
• Si X(r)r /∈ P (r), ela résulte du premier point de la proposition 4.3.4.
• Supposons don que X(r)r ∈ P (r). D'après le seond point de la proposition 4.3.4, tout revient à montrer que
Θ(r)
(
δ(r+1)r (X
(r+1)
i )
)
∈ P (r) pour 1 ≤ i ≤ r − 1 .
Observation. Il sut de démontrer que Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
∈ P (r) pour haque i ∈ J1, r − 1K tel que βi ∈ Φ+βr .
Démonstration de l'observation : Soit i ∈ J1, r − 1K. D'après le lemme 5.3.3, on a :
X
(r+1)
i =
∑
j1,...,js∈Γ
mj1,...,jsX
(r+1)
j1
...X
(r+1)
js
où Γ := {j ∈ J1, r − 1K|βj ∈ Φ+βr} et mj1,...,js ∈ K.
On a alors :
δ
(r+1)
r (X
(r+1)
i ) =
∑
mj1,...,jsδ
(r+1)
r (X
(r+1)
j1
...X
(r+1)
js
)
=
∑
mj1,...,js
[
δ
(r+1)
r (X
(r+1)
j1
)X
(r+1)
j2
...X
(r+1)
js
+ σ
(r+1)
r (X
(r+1)
j1
)δ
(r+1)
r (X
(r+1)
j2
)...X
(r+1)
js
+
...+ σ
(r+1)
r (X
(r+1)
j1
...X
(r+1)
js−1
)δ
(r+1)
r (X
(r+1)
js
)
]
=
∑
mj1,...,js
[
δ
(r+1)
r (X
(r+1)
j1
)X
(r+1)
j2
...X
(r+1)
js
+ λr,j1X
(r+1)
j1
δ
(r+1)
r (X
(r+1)
j2
)...X
(r+1)
js
+
...+ λr,j1 ...λr,js−1X
(r+1)
j1
...X
(r+1)
js−1
δ
(r+1)
r (X
(r+1)
js
)
]
.
Par suite
Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
=
∑
mj1,...,js
[
Θ(r)
(
δ
(r+1)
r (X
(r+1)
j1
)
)
X
(r)
j2
...X
(r)
js
+λr,j1X
(r)
j1
Θ(r)
(
δ
(r+1)
r (X
(r+1)
j2
)
)
...X
(r)
js
+ ...
+λr,j1 ...λr,js−1X
(r)
j1
...X
(r)
js−1
Θ(r)
(
δ
(r+1)
r (X
(r+1)
js
)
)]
.
Comme haque Θ(r)
(
δ
(r+1)
r (X
(r+1)
jl
)
)
∈ P (r) par hypothèse, on a bien Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
∈ P (r).

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Retour à la démonstration du théorème 5.3.1 :
Pour haque s ∈ J2, r − 1K, on notera P (s) = ϕs ◦ ...ϕr−1(P (r)).
Observation. βr ∈ ∆.
En eet, ommeX
(r)
r ∈ P (r), on déduit du lemme 5.1.1 que l'on a, suessivementX(r−1)r ∈ P (r−1),
..., X
(2)
r ∈ P (2) = Q. Comme Q ∩ {Tβ|β ∈ Φ+} = {Tγ |γ ∈ ∆}, on a Tβr(= X(2)r ) ∈ Q⇒ βr ∈ ∆.
On rappelle que, si βr ∈ Cj , Φ+βr = {αi | i < j} ∪ {γ < βr | γ ∈ B0} ∪ B1 ∪ (B2 si B1 = {βex})
(B0 est la boîte qui ontient βr, B1 est la boîte qui préède B0 dans Cj quand elle existe et B2 la
boîte qui préède B1 dans Cj lorsqu'elle existe).
Cj
.
.
. 
B2
B1
βr

B0
.
.
.
αj
Soit i ∈ J1, r − 1K tel que βi ∈ Φ+βr .
• Si βi ∈ B0∪B1, il résulte du théorème 3.4.3 (et de la remarque qui suit) que δ(r+1)r (X(r+1)i ) = 0. Par suiteΘ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
=
0 ∈ P (r).
• Supposons que B1 = {βex} ave βex = βe (e < r), et que βi ∈ B2.
D'après le théorème 3.4.3, δ
(r+1)
r (X
(r+1)
i ) = P
(r+1)
r,i est homogène de poids βr + βi et les variables X
(r+1)
l apparaissant
dans P
(r+1)
r,i sont telles que βl ∈ B1 = {βe}. Par suite P (r+1)r,i est nul ou de la forme λXme ave λ ∈ K⋆ et mβex = βr+βi,
de sorte que (en identiant les oeients de αj) on a m = 1.
Si P
(r+1)
r,i = 0, on a Θ
(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= 0 ∈ P (r).
Sinon, supposons P
(r+1)
r,i = λX
m
e . Comme ∆ vérie les ontraintes provenant des plans admissibles, il résulte du lemme
5.2.2 que ∆ vérie la ontrainte βr → βex et, puisque βr ∈ ∆, on a βex ∈ ∆.
On a don X
(2)
e ∈ Q = P (2) et par le lemme 5.1.1, X(e+1)e ∈ P (e+1). Comme βe et βr sont dans des boîtes adjaentes
par onstrution, on déduit du lemme 5.1.2 que
X(e+1)e ∈ P (e+1) ⇒ X(r)e ∈ P (r).
Par suite, Θ(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= Θ(r)(λX
(r+1)
e ) = λX
(r)
e ∈ P (r).
• Considèrons à présent le as βi = αk ave k < j.
Si δ
(r+1)
r (X
(r+1)
i ) = 0, on a Θ
(r)
(
δ
(r+1)
r (X
(r+1)
i )
)
= 0 ∈ P (r).
Supposons δ
(r+1)
r (X
(r+1)
i ) 6= 0. D'après le théorème 3.4.3, on a
δ(r+1)r (X
(r+1)
i ) =
∑
i<j1≤...≤js<r
cj1,...,jsX
(r+1)
j1
...X
(r+1)
js
(cj1,...,js ∈ K)
cj1,...,js ∈ K∗ ⇒ (βj1 + ...+ βjs = βr + αk et βj1 , ..., βjs /∈ B0)
On a alors
Θ(r)
(
δ(r+1)r (X
(r+1)
i )
)
=
∑
i<j1≤...≤js<r
cj1,...,jsX
(r)
j1
...X
(r)
js
et tout revient à démontrer que, si cj1,...,js ∈ K∗, on a X(r)j1 ...X
(r)
js
∈ P (r).
Supposons don cj1,...,js 6= 0. En onsidérant le oeient de αj dans l'égalité
βj1 + ...+ βjs = βr + αk (16)
on voit que βjs ∈ Cj . Comme βjs /∈ B0 et js < r, la boîte B1 existe.
Distinguons plusieurs as.
•• B0 et B1 sont ordinaires. Comme js < r et βjs /∈ B0, on a h(βr) < h(βjs). Par (16), on a aussi h(βjs) ≤ h(βr+αk) =
h(βr)+ 1. Il en résulte que s = 1 et que βjs ∈ B1. On dispose alors (lemme 5.2.2) de la ontrainte βr → βjs . Comme
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βr ∈ ∆, on a βjs ∈ ∆ et, omme i-dessus, X(js+1)js ∈ P (js+1) puis, de là, X
(r)
js
∈ P (r). Le monme onsidéré est don
bien dans P (r).
•• B0 est ordinaire et B1 est exeptionnelle de sorte que B2 existe. Comme dans le as préédent, on vérie que s = 1
et que βjs ∈ B2. On dispose don enore (lemme 5.2.2) de la ontrainte βr → βjs . On dispose aussi (lemme 5.2.2)
de la ontrainte βr → βe. Comme βr ∈ ∆, on a βe, βjs ∈ ∆, de sorte que X(e+1)e ∈ P (e+1) et X(js+1)js ∈ P (js+1). Par
le seond point du lemme 5.1.2, on en déduit que X
(r)
js
∈ P (r). Le monme onsidéré est don bien dans P (r).
•• B0 est exeptionnelle. Puisque βjs /∈ B0, βjs est ordinaire dans Cj . Par l'égalité (16), on a s ≥ 2 et βjs−1 ordinaire
dans Cj . Si on note h(βr) = 2l+1 (l ≥ 1), on sait que h(βjs−1) ≥ l+1, h(βjs) ≥ l+1 et h(βr + αk) = 2l+ 2. On en
déduit que s = 2 et que βjs−1 , βjs ∈ B1. L'égalité (16) s'érit alors βr + αk = βjs−1 + βjs .
• • • Supposons βjs−1 6= βjs , de sorte que βjs−1 et βjs étant dans la même boîte B1, elles sont orthogonales.
Il en résulte que Φ n'est pas de type G2 (dans le as G2, les boîtes sont réduites à un élément). Notons
P =< βjs , βjs−1 > le plan engendré par βjs , βjs−1 , et supposons Φ
+
P 6= {βjs−1 , βjs}. Alors, puisque ΦP 6= G2,
ΦP est de type A2 ou B2. Comme βjs−1 et βjs sont orthogonales, ΦP est de type B2 et il existe β ∈ Φ+ telle
que βr + αk = βjs−1 + βjs = mβ ave m = 1 ou 2.
Si m = 1, alors β et βr sont deux raines exeptionnelles distintes de Cj , e qui est impossible.
Supposons m = 2. On a alors βr + αk = βjs−1 + βjs = 2β. On en déduit que h(β) = l + 1, de sorte que β est
aussi un élément de B1 diérent de βjs−1 et βjs . Il en résulte que β, βjs−1 , βjs sont deux à deux orthogonales,
e qui est ontraditoire ave l'égalité βjs−1 + βjs = 2β.
On a don Φ+P = {βjs−1 , βjs} et il résulte de la dénition 5.2.1 que l'on dispose de la ontrainte
βjs−1
βr
βjs
.
L'une des deux raines βjs ou βjs−1 est alors dans ∆. Si, par exemple, βjs ∈ ∆, on a suessivement, omme
dans le premier as, X
(js+1)
js
∈ P (js+1) et X(r)js ∈ P (r). Le monme onsidéré est don bien dans P (r).
• • • Si βjs−1 = βjs alors l'égalité (16) s'érit alors βr + αk = 2βjs . Si on pose β = sD(βjs) = βr − βjs ∈ Φ+ et si
on retranhe βjs à haque membre de l'égalité préèdente, on obtient β + αk = βjs . Notons P =< βr, βjs > le
plan engendré par βr et βjs .
Supposons Φ de type G2. Alors on a βr = β4, αk = β1 et βjs = β3. Par la dénition 5.2.1, on dispose don de
la ontrainte βr → βjs .
Supposons que Φ n'est pas de type G2. Il résulte de l'égalité βr + αk = 2βjs que ΦP est de type B2, de sorte
que Φ+P = {αk, αk + β = βjs , αk +2β = βr, β} ave h(β) = h(βr)− h(βjs) = 2l+1− (l+1) = l. P est don un
plan admissible de type 4 au sens de la dénition 5.2.1. On dispose don à nouveau de la ontrainte βr → βjs .
Ainsi, dans tous les as, on a βjs ∈ ∆. On a don suessivement, omme dans le premier as, X(js+1)js ∈ P (js+1)
et X
(r)
js
∈ P (r). Le monme onsidéré est don bien dans P (r), e qui termine la démonstration.

6 Forme des diagrammes pour une déomposition de w0 partiulière.
Dans e paragraphe, on donne une desription expliite des diagrammes de Cauhon pour une déomposition partiu-
lière de w0 dans haque type d'algèbre de Lie simple de dimension nie.
6.1 Le as des familles innies
6.1.1 Le as An, n ≥ 1
Conventions.
On numérote les raines simples de manière que le diagramme de Dynkin soit :
α1 − α2 − · · · − αn−1 − αn.
On sait (voir par exemple [Lit98, Setion 5℄) que l'ériture w0 = sα1 ◦ (sα2 ◦ sα1) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα1) est une
déomposition réduite qui induit l'ordre i-dessous sur les raines positives.
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C1 C2 Cn
β1 = α1 β2 = α1 + α2 · · · βN−n+1 = α1 + · · ·+ αn−1 + αn
β3 = α2 · · ·
.
.
.
.
.
.
.
.
.
βN = αn
On onstate que ei est un ordre de Lusztig et qu'auune des olonnes C1, ..., Cn n'est exeptionnelle.
Lemme 6.1.1.
Si 1 ≤ l ≤ n et si βj, βj+1 sont deux raines onséutives de Cl alors βj+1 → βj est une ontrainte.
Démonstration : Si βj et βj+1 sont deux raines onséutives de Cl alors il existe une raine simple αi (1 ≤ i < l ≤ n)
telle que βj = βj+1 + αi. D'après la proposition 5.1.6, β → β + αi est une ontrainte.

On en déduit :
Corollaire 6.1.2.
Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n, les ontraintes provenant des plans admissibles sont :
βr → βr−1 → ...→ βs+1 → βs
Conventions.
 Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n, les olonnes tronquées ontenues dans Cl sont les
parties de la forme {βs, βs+1, ..., βt}, t ∈ Js, rK.
 On note D l'ensemble de tous les diagrammes qui vérient les ontraintes du orollaire 6.1.2 pour 1 ≤ l ≤ n.
On remarque que D est l'ensemble de tous les diagrammes ∆ qui sont des réunions de olonnes tronquées (voir gure
i-dessous).
∈ D /∈ D
Remarque 6.1.3.
L'ensemble des diagrammes de Cauhon noté D a même ardinal que le groupe de Weyl W .
Démonstration : Comme D est l'ensemble des diagrammes ∆ qui sont des réunions de olonnes tronquées, on a
|D| = (n+ 1)! = |W |.

6.1.2 Le as Bn, n ≥ 2
Conventions.
On numérote les raines simples de manière que le diagramme de Dynkin soit :
α1 ⇐ α2 − · · · − αn−1 − αn
On sait (voir par exemple [Lit98, Setion 6℄) que l'ériture
w0 = sα1 ◦ (sα2 ◦ sα1 ◦ sα2) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα2 ◦ sα1 ◦ sα2 ◦ · · · ◦ sαn)
est une déomposition réduite qui induit l'ordre i-dessous sur les raines positives.
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β(n−1)2+1 = 2α1 + · · ·+ 2αn−1 + αn
.
.
.
β2 = 2α1 + α2 βN−n = 2α1 + α2 + · · ·+ αn−1 + αn
β1 = α1 β3 = α1 + α2 βN−n+1 = α1 + · · ·+ αn−1 + αn
β4 = α2 βN−n+2 = α2 + · · ·+ αn−1 + αn
.
.
.
βN = αn
On onstate que ei est un ordre de Lusztig et qu'auune des olonnes n'est exeptionnelle.
Lemme 6.1.4.
Si 1 ≤ l ≤ n et si βj, βj+1 sont deux raines onséutives de Cl alors βj+1 → βj est une ontrainte.
Démonstration : Si βj et βj+1 sont deux raines onséutives de Cl alors il existe une raine simple αi (1 ≤ i < l ≤ n)
telle que βj = βj+1 + αi. D'après la proposition 5.1.6, β → β + αi est une ontrainte.

On en déduit :
Corollaire 6.1.5.
Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n,les ontraintes provenant des plans admissibles sont :
βr → βr−1 → ...→ βs+1 → βs
Conventions.
 Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n, les olonnes tronquées ontenues dans Cl sont les
parties de la forme {βs, βs+1, ..., βt}, t ∈ Js, rK.
 On note D l'ensemble de tous les diagrammes qui vérient les ontraintes du orollaire 6.1.5 pour 1 ≤ l ≤ n.
On remarque que D est l'ensemble de tous les diagrammes ∆ qui sont des réunions de olonnes tronquées (voir gure
i-dessous).
∈ D /∈ D
Remarque 6.1.6.
L'ensemble des diagrammes de Cauhon noté D a même ardinal que le groupe de Weyl W .
Démonstration : Comme D est l'ensemble des diagrammes ∆ qui sont des réunions de olonnes tronquées, on a
|D| = 2n+1(n+ 1)! = |W |.

6.1.3 Cn, n ≥ 3
Conventions.
On numérote les raines simples de manière que le diagramme de Dynkin soit :
α1 ⇒ α2 − · · · − αn−1 − αn
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On sait (voir par exemple [Lit98, Setion 6℄) que l'ériture
w0 = sα1 ◦ (sα2 ◦ sα1 ◦ sα2) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα2 ◦ sα1 ◦ sα2 ◦ · · · ◦ sαn)
est une déomposition réduite qui induit l'ordre i-dessous sur les raines positives.
β(n−1)2+1 = α1 + 2α2 · · ·+ 2αn−1 + αn
.
.
.
β2 = α1 + α2 βN−n = α1 + α2 + · · ·+ αn−1 + αn
β1 = α1 β3 = α1 + 2α2 βN−n+1 = α1 + 2α2 · · ·+ 2αn−1 + 2αn
β4 = α2 βN−n+2 = α2 + · · ·+ αn−1 + αn
.
.
.
βN = αn
On onstate que ei est un ordre de Lusztig et que toutes les olonnes exeptée la première sont exeptionnelles.
Lemme 6.1.7.
Si 1 ≤ l ≤ n et si βj, βj+1 sont deux raines onséutives de Cl alors βj+1 → βj est une ontrainte.
Démonstration : Chaque olonne omporte un nombre impair d'éléments, notons Cl = {βu1 , ..., βu2k+1}, βuk+1 est
une raine exeptionnelle et toutes les boîtes omportent une unique raine.
• Soient j ∈ J1, k − 1K∪ Jk + 1, 2k+ 1K, βuj et βuj+1 deux raines onséutives de Cl. alors il existe une raine simple αij
(1 ≤ ij < l ≤ n) telle que βuj = βuj+1 + αij . D'après la proposition 5.1.6, βuj+1 → βuj est une ontrainte.
• βuk+2 est dans la boîte qui suit la raine exeptionnelle, d'après la proposition 5.1.7, βuk+2 → βuk+1 est une ontrainte.
• Comme βuk+1 + β1 = 2βuk−1 alors d'après la proposition 5.1.8, βuk+1 → βuk est une ontrainte.

On en déduit :
Corollaire 6.1.8.
Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n, les ontraintes provenant des plans admissibles sont :
βr → βr−1 → ...→ βs+1 → βs
Conventions.
 Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n, les olonnes tronquées ontenues dans Cl sont les
parties de la forme {βs, βs+1, ..., βt}, t ∈ Js, rK.
 On note D l'ensemble de tous les diagrammes qui vérient les ontraintes du orollaire 6.1.8 pour 1 ≤ l ≤ n.
On remarque que D est l'ensemble de tous les diagrammes ∆ qui sont des réunions de olonnes tronquées (voir gure
i-dessous).
∈ D /∈ D
Remarque 6.1.9.
L'ensemble des diagrammes de Cauhon noté D a même ardinal que le groupe de Weyl W .
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Démonstration : Comme D est l'ensemble des diagrammes ∆ qui sont des réunions de olonnes tronquées, on a
|D| = 2n+1(n+ 1)! = |W |.

6.1.4 Dn, n ≥ 4
Conventions.
On numérote les raines simples de manière que le diagramme de Dynkin soit :
α1

α3  α4  · · ·  αn−1  αn
upslope
α2
On sait (voir par exemple [Lit98, Setion 6℄) que l'ériture :
w0 = sα1 ◦ sα2 ◦ (sα3 ◦ sα1 ◦ sα2 ◦ sα3) · · · ◦ (sαn ◦ sαn−1 ◦ · · · ◦ sα3 ◦ sα1 ◦ sα2 ◦ sα3 ◦ · · · ◦ sαn)
est une déomposition réduite qui induit l'ordre i-dessous sur les raines positives.
βN−2n+1 = α1 + α2 + 2α3 · · ·+ 2αn−1 + αn
.
.
.
β3 = α1 + α2 + α3 βN−n−1 = α1 + α2 + α3 · · ·+ αn−1 + αn
β1 = α1 β4 = α2 + α3 βN−n = α1 (ou α2) + α3 · · ·+ αn−1 + αn
β2 = α2 β5 = α1 + α3 βN−n+1 = α2 (ou α1) + α3 · · ·+ αn−1 + αn
β6 = α3 βN−n+2 = α3 · · ·+ αn−1 + αn
.
.
.
βN = αn
On a réunit ii les olonnes 1 et 2 pour une meilleur lisibilité de l'ordre sur les raines.
On onstate que ei est un ordre de Lusztig et qu'auune des olonnes n'est exeptionnelle.
Lemme 6.1.10.
Soit une olonne Cl = {βu1 , ..., βus , βus+1 , ..., βu2s} (ave s = l − 1, l ≥ 3), on a les ontraintes :
βus
βu2s βu2s−1 ... βus+2 βus−1 ... βu2 βu1
βus+1
Démonstration : Observons tout d'abord que seule la boîte B = {βus , βus+1} omporte plus d'un élément.
• Pour j ∈ J1, s − 2K, on a βuj+1 + αs−j = βuj et βu2s−j+1 + αs−j+1 = βu2s−j . Ainsi, par la proposition 5.1.6, on a les
ontraintes βuj+1 → βuj et βu2s−j+1 → βu2s−j
• On a βus+2 + α1 ∈ B et βus+2 + α2 ∈ B de sorte que par la proposition 5.1.6, on a les ontraintes βus+2 → βus+1 et
βus+2 → βus .
• On a βus−1 − α1 ∈ B et βus−1 − α2 ∈ B de sorte que par la proposition 5.1.6, on a les ontraintes βus+1 → βus−1 et
βus → βus−1 .

Conventions.
 Si Cl = {βs, βs+1, ..., βr = αl} est la olonne l ave 1 ≤ l ≤ n, les olonnes tronquées privées de l'élément βm
(s ≤ m ≤ r) ontenues dans Cl sont les parties de la forme {βs, βs+1, ..., βm−1, βm+1, βt}, t ∈ Js, rK.
 On note D l'ensemble de tous les diagrammes qui vérient les ontraintes du lemme 6.1.10 pour 1 ≤ l ≤ n.
On en déduit que D est l'ensemble des réunions de olonnes tronquées ave la possibilité d'avoir des olonnes tronquées
ave un "trou" sur la ligne orrespondant à α1 lorsque la olonne tronquée ne dépasse pas la ligne orrespondant à α2.
Ainsi :
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∈ D /∈ D
Remarque 6.1.11.
L'ensemble des diagrammes de Cauhon noté D a même ardinal que le groupe de Weyl W .
Démonstration : Comme D est l'ensemble des diagrammes ∆ qui sont des réunions de olonnes tronquées qui
possèdent éventuellement un trou, on a
|D| = 4× 6× 8× ...× 2n = 2n−1n! = |W |.

6.2 Les as exeptionnels
6.2.1 G2
Conventions.
On numérote les raines simples de manière que le diagramme de Dynkin soit :
α1 ⇚ α2
On sait que l'ériture w0 = sα1 ◦ sα2 ◦ sα1 ◦ sα2 ◦ sα1 ◦ sα2 est une déomposition réduite de w0 qui induit l'ordre suivant
sur les raines positives.
β2 = 3α1 + α2
β3 = 2α1 + α2
β1 = α1 β4 = 3α1 + 2α2
β5 = α1 + α2
β6 = α2
Lemme 6.2.1.
On a les ontraintes : β6 β5 β4 β3 β2
Démonstration : Pour trouver es ontraintes, on applique les propositions 5.1.6, 5.1.7 et 5.1.8 ar on a les égalités
suivantes (β4 est une raine exeptionnelle) :
β6 + α1 = β5, h
′(β5) + 1 = β4, β4 + α1 = 2β3, β3 + α1 = β2.

Convention.
On note D l'ensemble de tous les diagrammes qui vérient les ontraintes du lemme 6.2.1 .
Remarque 6.2.2.
L'ensemble des diagrammes de Cauhon noté D a même ardinal que le groupe de Weyl W .
Démonstration : Comme D est l'ensemble des diagrammes ∆ qui sont des réunions de olonnes tronquées
|D| = 2× 6 = 12 = |W |.

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6.2.2 F4
Conventions.
On numérote les raines simple de sorte que le diagramme de Dynkin soit :
α1  α2 ⇒ α3  α4
On hoisit la déomposition réduite de l'élément de plus grande longueur du groupe de Weyl suivante :
w0 = s4s3s4s2s3s4s2s3s2s1s2s3s4s2s3s1s2s1s3s4s2s3s2s1
Cette déomposition induit l'ordre onvexe suivant sur les raines positives :
β10(1, 3, 4, 2)
β11(1, 2, 4, 2)
β12(1, 2, 3, 2)
β13(1, 2, 3, 1)
β4(0, 1, 2, 2) β14(1, 2, 2, 2)
β5(0, 1, 2, 1) β15(1, 2, 2, 1)
β2(0, 0, 1, 1) β6(0, 1, 1, 1) β16(1, 1, 2, 2)
β1(0, 0, 0, 1) β3(0, 0, 1, 0) β7(0, 1, 2, 0) β17(2, 3, 4, 2)
β8(0, 1, 1, 0) β18(1, 2, 2, 0)
β9(0, 1, 0, 0) β19(1, 1, 2, 1)
β20(1, 1, 1, 1)
β21(1, 1, 2, 0)
β22(1, 1, 1, 0)
β23(1, 1, 0, 0)
β24(1, 0, 0, 0)
10
9
8
7
5 7
4 6
2 3 6
1 1 3 11/2
2 5
1 5
4
4
3
2
1
On vérie que haque olonne est ordinaire ou exeptionnelle puis on refait le même tableau en alulant h′(βi) pour tout
i pour vérier que l'ordre hoisi orrespond bien à elui de Lusztig. On onnaît déjà la forme des diagrammes sur les 2
premières olonnes. Grâe aux relations de ommutations et à la proposition 5.1.6, on a les ontraintes suivantes pour
l'avant dernière olonne :
6
9 8 5 4
7
Il y a don 8 possibilités de remplir ette olonne en suivant les ontraintes.
Au moyen des propositions 5.1.6, 5.1.7 et 5.1.8, on obtient les ontraintes suivantes pour la dernière olonne :
Diagrammes ommençant par la ase : Nombre de diagrammes
Pas de ase 1
10 1
11 1
12 1
13 1
14 2
15 1
16 3
17 2
18 2
19 2
20 2
21 2
22 1
23 1
24 1
TOTAL 24
24
23
22
20 21
19 18
17
16 15
14 13
12
11
10
On dénombre don : 2× 3× 8× 24 = 27 × 32 diagrammes soit le ardinal du groupe de Weyl.
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6.2.3 E6
Conventions.
On numérote les raines simple de sorte que le diagramme de Dynkin soit :
α2
|
α1  α3  α4  α5  α6
Pour dérire w0, on va remarquer que les raines α1 à α5 forment un système de raines de type D5. Si on appelle τ ,
l'élément de plus grande longueur utilisé préédemment pour le type D5 alors la déomposition
w0 = τs6s5s4s2s3s1s4s3s5s4s6s2s5s4s3s1
induit l'ordre onvexe suivant sur les raines positives :
β21 = (1, 2, 2, 3, 2, 1)
β22 = (1, 1, 2, 3, 2, 1)
β23 = (1, 1, 2, 2, 2, 1)
β24 = (1, 1, 2, 2, 1, 1)
β13 = α1 + α2 + 2α3 + 2α4 + α5 β25 = (1, 1, 1, 2, 2, 1)
β7 = α2 + α3 + 2α4 + α5 β14 = α1 + α2 + α3 + 2α4 + α5 β26 = (0, 1, 1, 2, 2, 1)
β3 = α2 + α4 + α5 β8 = α2 + α3 + α4 + α5 β15 = α1 + α2 + α3 + α4 + α5 β27 = (1, 1, 1, 2, 1, 1)
β1 = α2 β4 = α4 + α5 β9 = α2 + α3 + α4 β16 = α1 + α3 + α4 + α5 β28 = (0, 1, 1, 2, 1, 1)
β2 = α5 β5 = α2 + α4 β10 = α3 + α4 + α5 β17 = α1 + α2 + α3 + α4 β29 = (1, 1, 1, 1, 1, 1)
β6 = α4 β11 = α3 + α4 β18 = α1 + α3 + α4 β30 = (0, 1, 1, 1, 1, 1)
β12 = α3 β19 = α1 + α3 β31 = (1, 0, 1, 1, 1, 1)
β20 = α1 β32 = (0, 1, 0, 1, 1, 1)
β33 = (0, 0, 1, 1, 1, 1)
β34 = (0, 0, 0, 1, 1, 1)
β35 = (0, 0, 0, 0, 1, 1)
β36 = (0, 0, 0, 0, 0, 1)
On obtient les ontraintes i-dessous au moyen de la proposition 5.1.6, on dénombre alors les diagrammes qui vérient es
ontraintes :
36
35
34
33 32
31 30
29 28
27 26
24 25
23
22
21
Diagrammes ommençant par la ase : Nombre de diagrammes
Pas de ase 1
21 1
22 1
23 1
24 1
25 2
26 2
27 2
28 1
29 3
30 1
31 4
32 2
33 2
34 1
35 1
36 1
TOTAL 27 = 33
Pour les 5 première olonnes, on retrouve un système de type D5, soit 4× 6× 8× 10 = 27 × 3× 5 diagrammes.
En ajoutant la dernière olonne, on obtient 27 × 34× 5 diagrammes soit le ardinal du groupe de Weyl assoié. On vérie
don enore que le ardinal de D (ensemble des diagrammes de Cauhon) est le même que elui de W .
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6.2.4 E7
Conventions.
On numérote les raines simple de sorte que le diagramme de Dynkin soit :
α2
|
α1  α3  α4  α5  α6  α7
Comme les raines α1 à α6 forment un système de raines de type E6, on appelle σ, l'élément de plus grande longueur
utilisé préédemment pour le type E6. La déomposition
w0 = σs7s6s5s4s2s3s1s4s3s5s4s6s2s5s7s4s6s3s5s1s4s2s3s4s5s6s7
induit alors l'ordre onvexe suivant sur les raines positives. Pour pouvoir stoker toutes les informations dans un tableau,
on va remplaer les veteurs par leurs oordonnées sur la base α1, · · · , α7 en ne mettant pas les oordonnées inutiles.
α1, α2, α3, α4, α5, α6, α7
β37(2, 2, 3, 4, 3, 2, 1)
β38(1, 2, 3, 4, 3, 2, 1)
β39(1, 2, 2, 4, 3, 2, 1)
β40(1, 2, 2, 3, 3, 2, 1)
β41(1, 1, 2, 3, 3, 2, 1)
α1, α2, α3, α4, α5, α6 β42(1, 2, 2, 3, 2, 2, 1)
β21(1, 2, 2, 3, 2, 1) β43(1, 2, 2, 3, 2, 1, 1)
β22(1, 1, 2, 3, 2, 1) β44(1, 1, 2, 3, 2, 2, 1)
β23(1, 1, 2, 2, 2, 1) β45(1, 1, 2, 3, 2, 1, 1)
α1, α2, α3, α4, α5, α6 β24(1, 1, 2, 2, 1, 1) β46(1, 1, 2, 2, 2, 2, 1)
α2, α3, α4, α5 β13(1, 1, 2, 2, 1) β25(1, 1, 1, 2, 2, 1) β47(1, 1, 2, 2, 2, 1, 1)
α2, α4, α5 β7(1, 1, 2, 1) β14(1, 1, 1, 2, 1) β26(0, 1, 1, 2, 2, 1) β48(1, 1, 1, 2, 2, 2, 1)
α2, α5 β3(1, 1, 1) β8(1, 1, 1, 1) β15(1, 1, 1, 1, 1) β27(1, 1, 1, 2, 1, 1) β49(1, 1, 2, 2, 1, 1, 1)
β1(1, 0) β4(0, 1, 1) β9(1, 1, 1, 0) β16(1, 0, 1, 1, 1) β28(0, 1, 1, 2, 1, 1) β50(1, 1, 1, 2, 2, 1, 1)
β2(0, 1) β5(1, 1, 0) β10(0, 1, 1, 1) β17(1, 1, 1, 1, 0) β29(1, 1, 1, 1, 1, 1) β51(0, 1, 1, 2, 2, 2, 1)
β6(0, 1, 0) β11(0, 1, 1, 0) β18(1, 0, 1, 1, 0) β30(0, 1, 1, 1, 1, 1) β52(1, 1, 1, 2, 1, 1, 1)
β12(0, 1, 0, 0) β19(1, 0, 1, 0, 0) β31(1, 0, 1, 1, 1, 1) β53(0, 1, 1, 2, 2, 1, 1)
β20(1, 0, 0, 0, 0) β32(0, 1, 0, 1, 1, 1) β54(1, 1, 1, 1, 1, 1, 1)
β33(0, 0, 1, 1, 1, 1) β55(0, 1, 1, 2, 1, 1, 1)
β34(0, 0, 0, 1, 1, 1) β56(1, 0, 1, 1, 1, 1, 1)
β35(0, 0, 0, 0, 1, 1) β57(0, 1, 1, 1, 1, 1, 1)
β36(0, 0, 0, 0, 0, 1) β58(0, 1, 0, 1, 1, 1, 1)
β59(0, 0, 1, 1, 1, 1, 1)
β60(0, 0, 0, 1, 1, 1, 1)
β61(0, 0, 0, 0, 1, 1, 1)
β62(0, 0, 0, 0, 0, 1, 1)
β63(0, 0, 0, 0, 0, 0, 1)
On onnaît déjà la forme des diagrammes sur les 6 premières olonnes. On utilise la même méthode que pour E6 (propo-
sition 5.1.6) pour trouver les ontraintes dans la dernière olonne de E7. On obtient :
40
63
62
61
60
59 58
56 57
54 55
52 53
49 50 51
47 48
45 46
43 44
42 41
40
39
38
37
Diagrammes ommençant par la ase : Nombre de diagrammes
Pas de ase 1
37 1
38 1
39 1
40 1
41 1
42 2
43 2
44 2
45 1
46 3
47 1
48 4
49 2
50 2
51 6
52 2
53 4
54 3
55 2
56 4
57 2
58 2
59 2
60 1
61 1
62 1
63 1
TOTAL 56 = 23 × 7
Les diagrammes de Cauhon pour les 6 première olonnes proviennent du as E6, soit 2
7 × 34 × 5 diagrammes. En
ajoutant la dernière olonne, on a 210 × 34 × 5 × 7 diagrammes soit le ardinal du groupe de Weyl assoié. On a enore
|D| = |W |.
6.2.5 E8
Conventions.
On numérote les raines simple de sorte que le diagramme de Dynkin soit :
α2
|
α1  α3  α4  α5  α6  α7  α8
Comme les raines α1 à α7 forment un système de raines de type E7, on note σ7, l'élément de plus grande longueur
utilisé préédemment pour le type E7. On vérie que la déomposition réduite suivante
w0 = σ7s8s7s6s5s4s2s3s1s4s3s5s4s6s2s5s7s4s6s8s3s5s7s1s4s6s3s2s5s4s5s2s3s6s1s4s7s3s5s8s4s6s2s5s7s4
s6s3s5s1s4s2s3s4s5s6s7s8.
induit l'ordre onvexe suivant sur les raines positives (on ne fait apparaître ii que la dernière olonne). Dans la deuxième
olonne on alul h′(βi) :
41
βi h
′(βi)
β64(2, 3, 4, 6, 5, 4, 3, 1) 28
β65(2, 3, 4, 6, 5, 4, 2, 1) 27
β66(2, 3, 4, 6, 5, 3, 2, 1) 26
β67(2, 3, 4, 6, 4, 3, 2, 1) 25
β68(2, 3, 4, 5, 4, 3, 2, 1) 24
β69(2, 2, 4, 5, 4, 3, 2, 1) 23
β70(2, 3, 3, 5, 4, 3, 2, 1) 23
β71(1, 3, 3, 5, 4, 3, 2, 1) 22
β72(2, 2, 3, 5, 4, 3, 2, 1) 22
β73(1, 2, 3, 5, 4, 3, 2, 1) 21
β74(2, 2, 3, 4, 4, 3, 2, 1) 21
β75(1, 2, 3, 4, 4, 3, 2, 1) 20
β76(2, 2, 3, 4, 3, 3, 2, 1) 20
β77(1, 2, 2, 4, 4, 3, 2, 1) 19
β78(1, 2, 3, 4, 3, 3, 2, 1) 19
β79(2, 2, 3, 4, 3, 2, 2, 1) 19
β80(1, 2, 2, 4, 3, 3, 2, 1) 18
β81(1, 2, 3, 4, 3, 2, 2, 1) 18
β82(2, 2, 3, 4, 3, 2, 1, 1) 18
β83(1, 2, 2, 3, 3, 3, 2, 1) 17
β84(1, 2, 2, 4, 3, 2, 2, 1) 17
β85(1, 2, 3, 4, 3, 2, 1, 1) 17
β86(1, 1, 2, 3, 3, 3, 2, 1) 16
β87(1, 2, 2, 3, 3, 2, 2, 1) 16
β88(1, 2, 2, 4, 3, 2, 1, 1) 16
β89(1, 1, 2, 3, 3, 2, 2, 1) 15
β90(1, 2, 2, 3, 2, 2, 2, 1) 15
β91(1, 2, 2, 3, 3, 2, 1, 1) 15
β92(2, 3, 4, 6, 5, 4, 3, 2) 29/2
βi h
′(βi)
β93(1, 1, 2, 3, 2, 2, 2, 1) 14
β94(1, 1, 2, 3, 3, 2, 1, 1) 14
β95(1, 2, 2, 3, 2, 2, 1, 1) 14
β96(1, 1, 2, 2, 2, 2, 2, 1) 13
β97(1, 2, 2, 3, 2, 1, 1, 1) 13
β98(1, 1, 2, 3, 2, 2, 1, 1) 13
β99(1, 1, 1, 2, 2, 2, 2, 1) 12
β100(1, 1, 2, 3, 2, 1, 1, 1) 12
β101(1, 1, 2, 2, 2, 2, 1, 1) 12
β102(0, 1, 1, 2, 2, 2, 2, 1) 11
β103(1, 1, 2, 2, 2, 1, 1, 1) 11
β104(1, 1, 1, 2, 2, 2, 1, 1) 11
β105(1, 1, 2, 2, 1, 1, 1, 1) 10
β106(1, 1, 1, 2, 2, 1, 1, 1) 10
β107(0, 1, 1, 2, 2, 2, 1, 1) 10
β108(1, 1, 1, 2, 1, 1, 1, 1) 9
β109(0, 1, 1, 2, 2, 1, 1, 1) 9
β110(1, 1, 1, 1, 1, 1, 1, 1) 8
β111(0, 1, 1, 2, 1, 1, 1, 1) 8
β112(1, 0, 1, 1, 1, 1, 1, 1) 7
β113(0, 1, 1, 1, 1, 1, 1, 1) 7
β114(0, 1, 0, 1, 1, 1, 1, 1) 6
β115(0, 0, 1, 1, 1, 1, 1, 1) 6
β116(0, 0, 0, 1, 1, 1, 1, 1) 5
β117(0, 0, 0, 0, 1, 1, 1, 1) 4
β118(0, 0, 0, 0, 0, 1, 1, 1) 3
β119(0, 0, 0, 0, 0, 0, 1, 1) 2
β120(0, 0, 0, 0, 0, 0, 0, 1) 1
On onnaît déjà la forme des diagrammes sur les 7 premières olonnes. Au moyen des propositions 5.1.6, 5.1.7 et 5.1.8, on
obtient les ontraintes pour la dernière olonne.
En partiulier, on va avoir des ontraintes du type (i⇒ j ou k) :
(92⇒ 91 ou 90) et (92⇒ 90 ou 89) et (92⇒ 91 ou 89).
On note es ontraintes par des pointillés dans le graphe i-dessous :
42
120
119
118
117
116
115 114
112 113
110 111
108 109
105 106 107
103 104 102
100 101 99
97 98 96
95 94 93
92
91 90 89
88 87 86
85 84 83
82 81 80
79 78 77
76 75
74 73
72 71
69 70
68
67
66
65
64
43
On utilise alors les ontraintes i-dessus pour trouver le nombre de diagrammes possibles.
Diagrammes ommençant Nombre de
par la ase : diagrammes
Pas de ase 1
64 1
65 1
66 1
67 1
68 1
69 1
70 2
71 2
72 2
73 1
74 3
75 1
76 4
77 2
78 2
79 7
80 2
81 3
82 11
83 5
84 4
85 6
86 9
87 6
88 5
89 4
90 12
91 6
92 8
Diagrammes ommençant Nombre de
par la ase : diagrammes
93 5
94 3
95 6
96 8
97 8
98 4
99 12
100 3
101 6
102 16
103 3
104 8
105 5
106 4
107 7
108 3
109 3
110 4
111 2
112 5
113 2
114 2
115 2
116 1
117 1
118 1
119 1
120 1
TOTAL 240 = 24 × 3× 5
Pour les 7 première olonnes, on retrouve un système de type E7, soit 2
10 × 34 × 5 diagrammes.
En ajoutant la dernière olonne, on dénombre 210 × 34 × 5 × 7 diagrammes, soit le ardinal du groupe de Weyl assoié.
On a, omme dans les autres as, |D| = |W |.
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