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Abstract
The branch group of a strongly controllable group code
is a shift group. We show that a shift group can be charac-
terized in a very simple way. In addition it is shown that
if a strongly controllable group code is labeled with Latin
squares, a strongly controllable Latin group code, then
the shift group is solvable. Moreover the mathematical
structure of a Latin square (as a translation net) and the
shift group of a strongly controllable Latin group code
are closely related. Thus a strongly controllable Latin
group code can be viewed as a natural extension of a
Latin square to a sequence space. Lastly we construct
shift groups. We show that it is sufficient to construct
a simpler group, the state group of a shift group. We
give an algorithm to find the state group, and from this
it is easy to construct a strongly controllable Latin group
code.
1 Introduction
Kitchens introduced the fundamental idea of a group
shift and showed that a group shift is a shift of finite
type [1]. A group shift is essentially a time invariant
group code. Forney and Trott showed that a group code
has a well defined state space and can be represented on
a trellis, and a strongly controllable group code can be
realized with a shift register [2]. In a following article,
among other results, Loeliger and Mittelholzer gave an
abstract characterization of the group which can appear
as the branch group of a strongly controllable group code,
which they call a group with a shift structure [3].
In this paper, we give a simple characterization of a
group with a shift structure, or shift group. We show
that a shift group G involves a normal chain {Xj} and a
tower of isomorphisms using groups in the normal chain.
In addition, there are two important normal subgroups
X0 and Y0 of G which have normal chains which also
characterize the shift group. These results are shown in
Section 2.
In Section 3, we use the theory of translation nets to
show that if a group code is strongly controllable and is
labeled with Latin squares, the shift group is solvable.
We show that Latin squares which can appear in a Latin
group code are isotopic to those constructed by the au-
tomorphism method of Mann [19]. It is shown that if a
group code is strongly controllable and if X0 ∩ Y0 = 1,
X0 ≃ Y0, and X0 is elementary abelian, then a complete
set of mutually orthogonal Latin squares can be used to
label the group code (throughout the paper, we use 1 for
the identity of a group). We show that the structure of
a shift group is closely related to the structure of a Latin
square as a translation net.
In Section 4, we show that a shift group with X0∩Y0 =
1 can be represented as a subdirect product group. Then
we give necessary and sufficient conditions for a subdirect
product group to be a shift group. These conditions show
that to find a shift group it is sufficient to construct the
state group of a shift group. We give a characterization
of the state group.
Lastly in Section 5, we give an algorithm to find the
state group of a shift group; this can be used to find a
Latin group code.
2 Shift groups
Let G be any graph with vertices V (also called states)
and edges E ; in shorthand we write G = (V , E). We say a
graph G is l-controllable if for any ordered pair of states
(s, s′) in G, there is a path of length l from s to s′ in G.
A graph that is l-controllable for some integer l is said to
be strongly controllable. The least integer l for which a
strongly controllable graph G is l-controllable is denoted
as ℓ, and we say G is ℓ-controllable. In this paper, we
only study the case l = ℓ.
The preceding definition uses the idea of controllability
in systems theory and the theory of convolutional codes.
There is a similar notion in the theory of symbolic dynam-
ics, drawn from ergodic theory. A graph G is primitive
if there is a positive integer M such that for any ordered
pair of states (s, s′) in G and any m ≥M , there is a path
of length m from s to s′ in G [11]. If a graph has an edge
into each state, then an ℓ-controllable graph is primitive
with M = ℓ.
In this paper, we consider a particular graph con-
structed using a group B, where the edges E form group
B, and the vertices V form a quotient group in B. We de-
note this graph as GB . We now discuss this construction
in more detail.
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Let B be a finite group which contains normal sub-
groups B+ and B− such that B/B− is isomorphic to
B/B+ via an isomorphism ψ : B/B− → B/B+. Let
π+ be the (natural) map which sends each element of
B to the coset of B+ that it belongs to; likewise for
π− : B → B/B−. Let GB = (V , E) be the graph with
vertices V = B/B+ and edges E = B, such that each
edge e ∈ E has initial state i(e) = π+(e) and terminal
state t(e) = ψ ◦ π−(e). (This discussion is taken from
Problem 2.2.16 of [17], which is based on [2, 3].) It is
known that the edge shift of graph GB is a group shift,
and moreover, any group shift which is also an edge shift
can be modeled in this way [17, 2].
We want to determine when graph GB is ℓ-controllable.
As in [3], consider all paths e0, e1, . . . ej , . . . in GB which
begin in the identity state, i.e., i(e0) = B
+. Let B+j ,
j ≥ 0, be the set of all edges ej on such paths. Similarly,
consider all paths . . . e−j, . . . e−1, e0 in GB which end in
the identity state, i.e., t(e0) = B
−. Let B−j , j ≥ 0, be the
set of all edges e−j on such paths. Note that B
+
0 = B
+
and B−0 = B
−. Also note that B+j ✁B and B
−
j ✁B [3].
The next result follows directly from work in [3].
Proposition 1 The graph GB is ℓ-controllable if and
only if B+ℓ = B, or equivalently, if and only if B
−
ℓ = B.
We denote the normal series B+−1, B
+
0 , B
+
1 , . . . B
+
ℓ by
the notation {B+j }, where B
+
−1 is the identity 1 of B,
and the normal series B−−1, B
−
0 , B
−
1 , . . . B
−
ℓ by the nota-
tion {B−j }, where B
−
−1 is the identity 1 of B. Loeliger and
Mittelholzer give a definition of a group with a shift struc-
ture which uses {B+j }, {B
−
j }, and intersection terms [3].
Here we study a simpler definition which uses just {B+j }
and B−0 [13, 14]. Consider a group G with a normal series
1 = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ Xℓ = G,
where X−1 is the identity 1 of G. We denote the normal
series X−1, X0, . . . Xℓ by {Xj}.
Definition 1 We say a group G has a shift structure
({Xj}, Y0, ϕ) if there is a normal chain {Xj} with Xℓ = G
and each Xj ✁G, a normal subgroup Y0, and an isomor-
phism ϕ from G/Y0 onto G/X0 such that
ϕ(XjY0/Y0) = Xj+1/X0 (1)
for −1 ≤ j < ℓ.
We say G is a shift group if it has a shift structure
({Xj}, Y0, ϕ). •
Remark: Note that G/Y0 ≃ G/X0 implies |Y0| = |X0|
[3]. Furthermore, using (1) for j = ℓ − 1, we have
ϕ(Xℓ−1Y0/Y0) = Xℓ/X0. This means Xℓ−1Y0 = G.
Lastly, note that (1) holds trivially for j = −1.
Theorem 2 If the graph GB is ℓ-controllable, then B has
a shift structure ({B+j }, B
−
0 , ψ).
Proof If the graph GB is ℓ-controllable, there is a se-
quence {B+j } with B
+
ℓ = B. It is easy to see that each
B+j ✁ B [3]. We know that the terminal states of B
+
j
are the initial states of B+j+1. But the terminal states of
B+j are ψ(B
+
j B
−
0 /B
−
0 ), and the initial states of B
+
j+1 are
B+j+1/B
+
0 . Thus we must have
ψ(
B+j B
−
0
B−0
) =
B+j+1
B+0
for all j, −1 ≤ j < ℓ. This proves (1) of Definition 1. •
Let G be a group with a shift structure ({Xj}, Y0, ϕ).
We define GG to be a graph analogous to GB , that is, GG
is the graph (V , E) with vertices V = G/X0 and edges
E = G, such that each edge e ∈ E has initial state i(e) =
πX(e) and terminal state t(e) = ϕ ◦ πY (e), where ϕ is
an isomorphism ϕ : G/Y0 → G/X0, and πX , πY are the
natural maps πX : G→ G/X0, πY : G→ G/Y0.
Theorem 3 Let ({Xj}, Y0, ϕ) be a shift structure for
some group G. Then the graph GG is ℓ-controllable.
Proof We show that {Xj} gives a sequence of edges
which form well defined paths. We must show that the
terminal states of Xj are the initial states of Xj+1. But
the terminal states of Xj are ϕ(XjY0/Y0), and the initial
states of Xj+1 are Xj+1/X0. Since
ϕ(XjY0/Y0) = Xj+1/X0
by assumption, {Xj} gives a well defined sequence of
edges. But we know that Xℓ = G; thus GG is ℓ-
controllable by Proposition 1. •
The proofs of the above two theorems are patterned
after corresponding proofs in [3]. These two theorems
give the following important corollary.
Corollary 4 The graph GB is ℓ-controllable if and only
if B is a shift group with shift structure ({B+j }, B
−
0 , ψ).
An analogous result holds for graph GG.
We pause here to give two useful technical lemmas.
The following lemma is an easy extension of the first iso-
morphism theorem.
Lemma 5 Let H and H ′ be groups and consider any ho-
momorphism f from H onto H ′. If H ′1 is any normal
subgroup of H ′, then f−1(H ′1) is a normal subgroup of H
and H/f−1(H ′1) ≃ H
′/H ′1.
Lemma 6 Let groups Q′, Q, R′, and R satisfy Q ⊂ R,
Q′ ⊂ Q, R′ ⊂ R, Q′ ⊂ R′, R′ ∩ Q = Q′, and R = QR′.
Assume that Q✁R, R′ ✁R. There are three results:
Q
Q′
≃
R
R′
(2)
2
with assignment qQ′ 7→ qR′ for q ∈ Q,
R
Q
≃
R′
Q′
, (3)
and
R
Q′
≃
Q
Q′
×
R′
Q′
. (4)
Proof It is clear R′R = R′Q. Then
R′R
R′
=
R′Q
R′
. (5)
By the second isomorphism theorem, there is an isomor-
phism
ν :
R
R′ ∩R
→
R′R
R′
,
and an isomorphism
ν′ :
Q
R′ ∩Q
→
R′Q
R′
.
Then using (5) there is an isomorphism
ν−1 ◦ ν′ :
Q
R′ ∩Q
→
R
R′ ∩R
,
or just
ν−1 ◦ ν′ :
Q
Q′
→
R
R′
.
Thus there is an isomorphism
Q
Q′
≃
R
R′
,
with assignment qQ′ 7→ qR′ for q ∈ Q. This proves (2).
We now show (3). Since R = QR′, each coset of Q in R
must contain a representative in R′. But the representa-
tives of R′ in Q areQ′. Thus each coset of Q in R contains
one and only one coset of Q′. Then it is clear that we can
define a 1-1 correspondence between cosets of Q′ in R′
and cosets of Q in R, and this gives the isomorphism in
(3).
We know that Q′✁R. From the preceding paragraph,
each coset of Q in R contains one and only one coset of
Q′ in R′. Then
R
Q′
=
(
Q
Q′
)(
R′
Q′
)
.
Since each coset of Q in R contains one and only one coset
of Q′, this means (Q/Q′) ∩ (R′/Q′) = 1. Also we have
Q/Q′ ✁R/Q′ and R′/Q′ ✁R/Q′. Then (4) follows. •
We now discuss Figure 1, which shows the relationship
of some important groups in G. Note that groups in the
same column are subgroups of the group at the top.
Examine the left side of Figure 1. Fix j, −1 ≤ j < ℓ.
The natural map πY : G → G/Y0 is defined by the
assignment g 7→ gY0. Let πY |Xj+1 be the restriction
1
Xj
X∗j
Xj+1
G
Y0/Y0
XjY0/Y0
Xj+1Y0/Y0
G/Y0
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Figure 1: Relationship of groups in G.
of πY to Xj+1. Then πY |Xj+1 is an onto homomor-
phism πY |Xj+1 : Xj+1 → Xj+1Y0/Y0. Now XjY0/Y0
is a normal subgroup of Xj+1Y0/Y0. Then from Lemma
5, (πY |Xj+1)
−1(XjY0/Y0) is a normal subgroup of Xj+1
(we call it X∗j ), and
Xj+1
X∗j
≃
Xj+1Y0/Y0
XjY0/Y0
. (6)
Lemma 7 For −1 ≤ j < ℓ, we have X∗j ✁ G, X
∗
j =
Xj(Xj+1 ∩ Y0),
X∗j
Xj
≃
Xj+1 ∩ Y0
Xj ∩ Y0
, (7)
and
X∗j
Xj+1 ∩ Y0
≃
Xj
Xj ∩ Y0
. (8)
Proof Note that X∗j is just Xj+1 ∩ π
−1
Y (XjY0/Y0) =
Xj+1 ∩XjY0. Thus X
∗
j ✁G. Moreover, by the Dedekind
Law (cf. Problem 2.49 of [16]), Xj+1∩XjY0 = Xj(Xj+1∩
Y0), giving X
∗
j = Xj(Xj+1 ∩ Y0). Thus X
∗
j is just the
cosets of Xj with representatives in Xj+1 ∩ Y0, or as well
the cosets of Xj+1 ∩ Y0 with representatives in Xj . Ap-
plying Lemma 6 shows (7) and (8). •
Proposition 8 We have X∗ℓ−1 = Xℓ−1(Xℓ ∩ Y0) =
Xℓ−1Y0 = Xℓ. Also X
∗
−1 = X−1(X0 ∩ Y0) = X0 ∩ Y0.
Fix j, −1 ≤ j < ℓ − 1. In the center of Figure 1,
because of the isomorphism ϕ, we have
Xj+1Y0/Y0
XjY0/Y0
≃
Xj+2/X0
Xj+1/X0
. (9)
On the right side of Figure 1, we can apply the corre-
spondence theorem or third isomorphism theorem [16].
For example, we have
Xj+2/X0
Xj+1/X0
≃
Xj+2
Xj+1
. (10)
3
Using (6), (9), and (10), we conclude
Xj+1
X∗j
≃
Xj+2
Xj+1
. (11)
Thus there is an isomorphism from Xj+1/X
∗
j to
Xj+2/Xj+1. Further we see there is a homomorphism
from Xj+1/Xj to Xj+2/Xj+1.
Theorem 9 If a group G has a shift structure
({Xj}, Y0, ϕ), then the chief series {Xj} has a refinement
given by
· · · ⊂ Xj ⊂ X
∗
j ⊂ Xj+1 ⊂ X
∗
j+1 ⊂ · · · , (12)
where each X∗j ✁G, such that
Xj+1
X∗j
≃
Xj+2
Xj+1
(13)
for −1 ≤ j < ℓ− 1, where
X∗j = Xj(Xj+1 ∩ Y0) (14)
for −1 ≤ j < ℓ. Note that Xℓ/X
∗
ℓ−1 ≃ 1.
Proof This has been shown by (11) and Lemma 7. •
Remark: Note that X∗j = Xj if and only if Xj+1∩Y0 =
Xj ∩ Y0, and in this case |Xj+1|/|Xj | = |Xj+2|/|Xj+1|.
We haveX∗−1 = X−1(X0∩Y0) = X0∩Y0. SinceXℓ−1Y0 =
G, we haveX∗ℓ−1 = Xℓ−1(Xℓ∩Y0) = G. By definition of ℓ,
we have Xℓ−1 << Xℓ = G, and therefore Xℓ−1 << X
∗
ℓ−1.
(For groups A and B, we define A >> B and B << A if
B is a strictly proper subgroup of A.)
Using the following lemma, we can refine the normal
chain in (12) and collapse the tower of isomorphisms in
(13) into X0.
Lemma 10 Let G be a group with a shift structure
({Xj}, Y0, ϕ). Fix j, −1 ≤ j < ℓ− 1. If there is a normal
chain
Xj+1 = Q
0
j+1✁Q
1
j+1✁Q
2
j+1✁ · · ·✁Q
p−1
j+1✁Q
p
j+1 = Xj+2,
(15)
then there is a normal chain
Xj ✁Q
a
j ✁ · · ·✁Q
b
j ✁Q
0
j ✁Q
1
j ✁Q
2
j ✁ · · ·
✁Qp−1j ✁Q
p
j = Xj+1, (16)
where Q0j = X
∗
j and the normal chain
Xj ✁Q
a
j ✁ · · ·✁Q
b
j ✁Q
0
j (17)
is an arbitrary refinement of the trivial normal chain Xj✁
Q0j . We have Xj = Q
0
j if and only if Xj = X
∗
j ; in this
case any refinement in (17) is trivial. Although there is
no restriction on the choice of the normal chain in (17),
there are dependent relations among the Qnj and Q
n
j+1,
0 ≤ n ≤ p. We have
Qnj
Qmj
≃
Qnj+1
Qmj+1
(18)
for m,n satisfying 0 ≤ m ≤ n ≤ p. Moreover Qnj ✁ G if
Qnj+1 ✁ G, for n satisfying 0 ≤ n ≤ p. In addition, Q
n
j
and Qnj+1 are related by the isomorphism ϕ,
ϕ(Qnj Y0/Y0) = Q
n
j+1/X0, (19)
for n satisfying 0 ≤ n ≤ p. For the normal chain in (17),
we have
ϕ(XjY0/Y0) = ϕ(Q
a
jY0/Y0) = · · · = ϕ(Q
b
jY0/Y0) =
ϕ(Q0jY0/Y0) = Xj+1/X0. (20)
Conversely, if there is a normal chain as in (16) with
Q0j = X
∗
j , then there is a normal chain as in (15), and
Qnj+1 ✁ G if Q
n
j ✁ G, for n satisfying 0 ≤ n ≤ p, and
properties (18)-(20) hold.
Proof Fix j, −1 ≤ j < ℓ − 1. We first show that if (15)
holds, then (16) holds. As in (15), let
Q0j+1 ✁Q
1
j+1 ✁Q
2
j+1 ✁ · · ·✁Q
p
j+1
be a normal chain with each Qnj+1✁G. We know X0✁G
and X0 ⊂ Q
0
j+1. Then from the correspondence theorem,
there is a normal chain
Q0j+1
X0
✁
Q1j+1
X0
✁
Q2j+1
X0
✁ · · ·✁
Qpj+1
X0
where
Qnj+1/X0
Qmj+1/X0
≃
Qnj+1
Qmj+1
, (21)
for m ≥ 0, n ≥ 0 satisfying 0 ≤ m ≤ n ≤ p, and each
Qnj+1/X0 ✁G/X0.
Since ϕ : G/Y0 → G/X0 is an isomorphism, for each
n, 0 ≤ n ≤ p, there is a subgroup Q˙nj /Y0 such that
ϕ(Q˙nj /Y0) = Q
n
j+1/X0. Thus the isomorphism ϕ gives
a normal chain
Q˙0j
Y0
✁
Q˙1j
Y0
✁
Q˙2j
Y0
✁ · · ·✁
Q˙pj
Y0
, (22)
where each Q˙nj /Y0 ✁G/Y0, and
Q˙nj /Y0
Q˙mj /Y0
≃
Qnj+1/X0
Qmj+1/X0
. (23)
Since G is a shift group, we have Q˙0j/Y0 = XjY0/Y0 and
Q˙pj/Y0 = Xj+1Y0/Y0.
As before, consider the natural map πY : G → G/Y0
defined by g 7→ gY0, and its restriction πY |Xj+1. Define
Qnj
def
= (πY |Xj+1)
−1(Q˙nj /Y0). Then Q
0
j = X
∗
j and Q
p
j =
4
Xj+1. Then using (22) and the correspondence theorem,
we have a normal chain
Q0j ✁Q
1
j ✁Q
2
j ✁ · · ·✁Q
p
j , (24)
where
Qnj
Qmj
≃
Q˙nj /Y0
Q˙mj /Y0
. (25)
Since Q0j = X
∗
j , we have Xj ⊂ Q
0
j , and combining this
with (24) gives (16). Note that Qnj = Xj+1∩π
−1
Y (Q˙
n
j /Y0),
and thus each Qnj ✁ G. Collecting (21), (23), and (25)
gives (18). Finally we have that ϕ(Q˙nj /Y0) = Q
n
j+1/X0.
But (πY |Xj+1)(Q
n
j ) = Q˙
n
j /Y0. This means Q
n
j Y0/Y0 =
Q˙nj /Y0, giving (19).
Note that (20) holds since XjY0 = X
∗
j Y0.
Now assume (16) holds. We can show that (15) holds
by essentially reversing the above steps. •
We see there are two cases to consider in Lemma 10
depending on whether X∗j = Xj or X
∗
j >> Xj. Formally,
we introduce a parameter εj for −1 ≤ j < ℓ. We set
εj = 1 if X
∗
j >> Xj , and εj = 0 if X
∗
j = Xj .
In the next theorem, we use Lemma 10 to find a re-
finement of (12). It is convenient to write the refinement
using slightly different notation than in Lemma 10. Thus
in place of (15), we write the portion of the refinement
between Xj+1 and Xj+2 as
Xj+1 = X
(ij+1)
j+1 ✁X
(ij+1+1)
j+1 ✁X
(ij+1+2)
j+1 ✁ · · ·
✁X
(ℓ′−1)
j+1 ✁X
(ℓ′)
j+1 = Xj+2, (26)
where ij+1 and ℓ
′ are positive integers. Using (26) in
Lemma 10, we obtain the portion of the refinement be-
tween Xj and Xj+1 as
Xj ✁X
(ij+1)
j ✁X
(ij+1+1)
j ✁X
(ij+1+2)
j ✁ · · ·
✁X
(ℓ′−1)
j ✁X
(ℓ′)
j = Xj+1, (27)
where X
(ij+1)
j = X
∗
j . We only use Lemma 10 for a trivial
refinement in (17), that is, when Xj = Q
a
j = · · · = Q
b
j .
In (27), we have X
(ij+1)
j = X
∗
j if εj = 1, and X
(ij+1)
j =
X∗j = Xj if εj = 0.
In general for each j, −1 ≤ j ≤ ℓ − 1, we define
a refinement in which the superscript m of X
(m)
j runs
from integer ij to integer ℓ
′. For 0 ≤ j ≤ ℓ, we define
X
(ℓ′)
j−1
def
= Xj
def
= X
(ij)
j ; then X
(ℓ′)
ℓ−1 = Xℓ = X
(iℓ)
ℓ . We also
define X−1
def
= X
(i−1)
−1 . In this notation, the portion of the
refinement between Xj and Xj+1 is
Xj = X
(ij)
j ✁X
(ij+1)
j ✁X
(ij+2)
j ✁ · · ·
✁X
(ℓ′−1)
j ✁X
(ℓ′)
j = Xj+1. (28)
Comparing (27) and (28) shows that we must have Xj =
X
(ij)
j = X
(ij+1)
j = X
∗
j if εj = 0 and X
(ij+1)
j = X
(ij+1)
j =
X∗j if εj = 1. This means ij + εj = ij+1. If we use the
above procedure and apply Lemma 10 recursively starting
with the normal chain
Xℓ−1 = X
(iℓ−1)
ℓ−1 ✁X
(ℓ′)
ℓ−1 = Xℓ,
we obtain
ij = ℓ
′ −
∑
j≤i<ℓ
εi (29)
for −1 ≤ j < ℓ. Define
ℓ′
def
=
∑
−1≤i<ℓ
εi.
Then from (29) we see i−1 = 0. If j = ℓ, we define
ij = iℓ
def
= ℓ′ trivially. Thus as j runs from −1 to ℓ, ij
takes all values in the range [0, ℓ′].
Theorem 11 Let a group G have a shift structure
({Xj}, Y0, ϕ). There is a refinement of {Xj}, and of the
normal chain in (12), given by
X−1 = X
(i−1)
−1 ✁ · · ·✁X
(ℓ′)
−1 = X0 = X
(i0)
0 ✁ · · ·
✁X
(ℓ′)
j−1 = Xj = X
(ij)
j ✁X
(ij+1)
j ✁X
(ij+2)
j ✁ · · ·
✁X
(ℓ′−1)
j ✁X
(ℓ′)
j = Xj+1 = X
(ij+1)
j+1 ✁ · · ·
✁X
(iℓ−1)
ℓ−1 ✁X
(iℓ−1+1)
ℓ−1 = X
(ℓ′)
ℓ−1 = Xℓ = X
(iℓ)
ℓ , (30)
where each X
(ij+n)
j ✁ G and X
(ij+1)
j = X
∗
j if εj = 1.
Moreover
X
(ij+n)
−1
X
(ij+m)
−1
≃
X
(ij+n)
j
X
(ij+m)
j
(31)
for −1 ≤ j < ℓ and m,n satisfying ij ≤ ij+m ≤ ij+n ≤
ℓ′. In addition, the isomorphism ϕ satisfies
ϕ(X
(ij+εj+n)
j Y0/Y0) = X
(ij+1+n)
j+1 /X0 (32)
for −1 ≤ j < ℓ and n satisfying ij + εj ≤ ij + εj +n ≤ ℓ
′.
We have ϕ(X
(ij)
j Y0/Y0) = X
(ij+1)
j+1 /X0 if εj = 1 or εj = 0,
for −1 ≤ j < ℓ.
Proof Starting from the normal chain Xℓ−1 = X
(iℓ−1)
ℓ−1 ✁
X
(ℓ′)
ℓ−1 = Xℓ, where Xℓ−1 ✁ G and Xℓ ✁ G, we can use
Lemma 10 to go ‘backwards’ and for each j, −1 ≤ j <
ℓ− 1, obtain a normal chain from Xj to Xj+1 as in (30),
where each X
(ij+n)
j ✁G for n satisfying ij ≤ ij + n ≤ ℓ
′,
and X
(ij+1)
j = X
∗
j if εj = 1.
Since ij+1 = ij + εj, we can restate (19) of Lemma 10
as in (32), for n satisfying ij + εj ≤ ij + εj + n ≤ ℓ
′.
It only remains to show (31). We can do this by induc-
tion. We assume (31) holds for q + 1, that is, we assume
X
(ij+n)
q+1
X
(ij+m)
q+1
≃
X
(ij+n)
j
X
(ij+m)
j
(33)
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for q + 1 ≤ j < ℓ and m,n satisfying ij ≤ ij + m ≤
ij + n ≤ ℓ
′. Note that the left hand side of (33) is well
defined since iq+1 ≤ ij for q + 1 ≤ j. Then we show (31)
holds for q, that is, we show
X
(ij+n)
q
X
(ij+m)
q
≃
X
(ij+n)
j
X
(ij+m)
j
(34)
for q ≤ j < ℓ andm,n satisfying ij ≤ ij+m ≤ ij+n ≤ ℓ
′.
Assume that j satisfies q + 1 ≤ j < ℓ and m,n satisfy
ij ≤ ij +m ≤ ij + n ≤ ℓ
′. Assume that (33) holds. We
can write the portion of the normal chain in (30) between
Xq and Xq+1 as
Xq = X
(iq)
q ✁X
(iq+1)
q ✁X
(iq+2)
q ✁ · · ·
✁X(ℓ
′−1)
q ✁X
(ℓ′)
q = Xq+1, (35)
and between Xq+1 and Xq+2 as
Xq+1 = X
(iq+1)
q+1 ✁X
(iq+1+1)
q+1 ✁X
(iq+1+2)
q+1 ✁ · · ·
✁X
(ℓ′−1)
q+1 ✁X
(ℓ′)
q+1 = Xq+2. (36)
Then using Lemma 10 with (36) in place of (15) and (35)
in place of (16), we have from (18)
X
(ij+n)
q
X
(ij+m)
q
≃
X
(ij+n)
q+1
X
(ij+m)
q+1
. (37)
Note that all terms in (37) are well defined since iq ≤
iq+1 ≤ ij for q + 1 ≤ j. Combining (37) with (33) gives
X
(ij+n)
q
X
(ij+m)
q
≃
X
(ij+n)
j
X
(ij+m)
j
. (38)
We know that (38) holds for q + 1 ≤ j < ℓ and m,n
satisfying ij ≤ ij +m ≤ ij + n ≤ ℓ
′. But (38) also holds
trivially for j = q. Then (38) holds for q ≤ j < ℓ and
m,n satisfying ij ≤ ij +m ≤ ij + n ≤ ℓ
′, giving (34).
We start the induction by proving (34) for q = ℓ − 2.
But from Theorem 9 or Lemma 10, we know there are
normal chains Xℓ−1 ✁Xℓ and Xℓ−2 ✁X
∗
ℓ−2 ✁Xℓ−1 with
Xℓ−1
X∗ℓ−2
≃
Xℓ
Xℓ−1
.
Rewriting this as
X
(ℓ′)
ℓ−2
X
(iℓ−1)
ℓ−2
≃
X
(ℓ′)
ℓ−1
X
(iℓ−1)
ℓ−1
gives (34) for q = ℓ− 2. •
We illustrate Theorem 11 in Figure 2. In the example
shown, we have εj+1 = 0 and εj = 1. Then if we let
ij+2 = i + 1, we have ij+1 = i + 1 and ij = i. For
this example then, we have X
(i+1)
j+1 = X
∗
j+1 = Xj+1 and
X
(i+1)
j = X
∗
j >> Xj . Note that the quotient groups
formed by entries at the intersection of each column of
the same two rows are isomorphic. For example,
X
(ℓ′−1)
−1
X
(i+2)
−1
≃
X
(ℓ′−1)
j
X
(i+2)
j
≃
X
(ℓ′−1)
j+1
X
(i+2)
j+1
≃
X
(ℓ′−1)
j+2
X
(i+2)
j+2
.
Figure 2 is reminiscent of the shift register structure used
to realize strongly controllable group codes [2, 3].
X
(ℓ′)
−1 · · · X
(ℓ′)
j X
(ℓ′)
j+1 X
(ℓ′)
j+2 · · · X
(ℓ′)
ℓ−1 X
(ℓ′)
ℓ
X
(ℓ′−1)
−1 · · · X
(ℓ′−1)
j X
(ℓ′−1)
j+1 X
(ℓ′−1)
j+2 · · · X
(ℓ′−1)
ℓ−1
...
...
...
...
X
(i+2)
−1 · · · X
(i+2)
j X
(i+2)
j+1 X
(i+2)
j+2 · · ·
X
(i+1)
−1 · · · X
(i+1)
j X
(i+1)
j+1 X
(i+1)
j+2
X
(i)
−1 · · · X
(i)
j
...
X
(0)
−1
Figure 2: Illustration of Theorem 11.
We are particularly interested in the portion of the
normal chain from X−1 to X0:
X−1 = X
(i−1)
−1 ✁X
(i−1+1)
−1 ✁ · · ·✁X
(i−1+n)
−1 ✁ · · ·
✁X
(ℓ′−1)
−1 ✁X
(ℓ′)
−1 = X0. (39)
In (39), the superscript m of X
(m)
−1 takes all values in
the interval [i−1, ℓ
′] or [0, ℓ′]. Using (29), for j satisfying
−1 ≤ j ≤ ℓ, we know ij takes all values in the interval
[0, ℓ′]. Then for −1 ≤ j ≤ ℓ, the term X
(ij)
−1 appears in
(39), and we can make the definition
∆j
def
= X
(ij)
−1 .
Then
X−1 = ∆−1✁∆0✁ · · ·✁∆j✁ · · ·✁∆ℓ−1✁∆ℓ = X0 (40)
is a refinement of (39) which at most just repeats terms
in (39). Since each X
(i−1+n)
−1 ✁ G, we know that each
∆j ✁G.
Given the shift structure ({Xj}, Y0, ϕ) of a shift group
G, the normal chain in (30) is uniquely determined, and
so the normal chains (39) and (40) are uniquely deter-
mined. We say the normal chain in (40) is a signature
chain of shift group G. Also, given the shift structure
of a shift group G, we can form the intersection group
Xj ∩ Y0 for each j, and this gives the normal chain
1 = (X−1 ∩ Y0) ⊂ (X0 ∩ Y0) ⊂ (X1 ∩ Y0) ⊂ · · ·
(Xℓ−1 ∩ Y0) ⊂ (Xℓ ∩ Y0) = Y0, (41)
where each Xj ∩Y0✁G. We say the normal chain in (41)
is a cosignature chain of shift group G. The cosignature
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chain is also uniquely determined by the shift structure
of a shift group.
We now give some properties of the signature and
cosignature chain.
Theorem 12 Let group G have a shift structure
({Xj}, Y0, ϕ). Fix j, −1 ≤ j < ℓ. The signature chain
has the property that
Xj+1
Xj
≃
X0
∆j
, (42)
Xj+1
X∗j
≃
X0
∆j+1
, (43)
and
X∗j
Xj
≃
∆j+1
∆j
. (44)
The cosignature chain has the property that
XjY0
Xj
≃
Y0
Xj ∩ Y0
, (45)
Xj+1Y0
Xj+1
≃
Y0
Xj+1 ∩ Y0
, (46)
X∗j
Xj
≃
Xj+1 ∩ Y0
Xj ∩ Y0
, (47)
and
XjY0
X∗j
≃
Xj+1Y0
Xj+1
≃
Y0
Xj+1 ∩ Y0
, (48)
where (45)-(47) are analogous to (42)-(44). Lastly, we
have
∆0 = X
∗
−1 = X0 ∩ Y0, (49)
∆j+1
∆j
≃
Xj+1 ∩ Y0
Xj ∩ Y0
, (50)
and
|∆j+1| = |Xj+1 ∩ Y0|. (51)
Proof Results (42)-(44) follow from (31) of Theorem 11
using the definition of ∆j .
Results (45) and (46) follow from the second isomor-
phism theorem, and result (47) follows from (7) of Lemma
7. But we know
XjY0
X∗j
=
X∗j Y0
X∗j
≃
Y0
X∗j ∩ Y0
=
Y0
Xj+1 ∩ Y0
≃
Xj+1Y0
Xj+1
,
giving (48).
We now show (49). We have X
(i−1+1)
−1 = X
∗
−1 if ε−1 =
1, and X
(i−1)
−1 = X
∗
−1 = X−1 if ε−1 = 0. Also i0 and
i−1 are related by i0 = i−1 + ε−1. Thus X
(i0)
−1 = X
∗
−1 if
ε−1 = 1 or ε−1 = 0. But ∆0 = X
(i0)
−1 and X
∗
−1 = X0∩Y0;
then (49) follows. We have (50) holds using (44) and (47).
Now use induction with (49) and (50) to obtain (51). •
Remark: Note from (50) that if ∆−1 = · · · = ∆j = 1
and ∆j+1 6= 1, then X0 ∩ Y0 = · · · = Xj ∩ Y0 = 1 and
∆j+1 ≃ Xj+1∩Y0. Since Xℓ−1 << X
∗
ℓ−1, we always have
|∆ℓ−1| < |∆ℓ|.
Corollary 13 Assume G is a shift group with shift struc-
ture ({Xj}, Y0, ϕ). The factor groups of the signature
chain {∆j} are isomorphic to the factor groups of the
cosignature chain {Xj ∩Y0} in 1-1 order, i.e., as in (50).
The signature chain {∆j} is a composition series of X0 if
and only if the cosignature chain {Xj ∩Y0} is a composi-
tion series of Y0. The signature chain {∆j} is a solvable
series of X0 (meaning factor groups are abelian) if and
only if the cosignature chain {Xj∩Y0} is a solvable series
of Y0.
Proof We prove the second statement: a normal series
is a composition series if and only if its factor groups are
either simple or trivial (cf. Problem 5.7 of [16]). •
Loeliger and Mittelholzer give an example of a shift
group in which X0 ≃ Z2 × Z2 and Y0 ≃ Z4, with ∆0 =
X0 ∩ Y0 = Z2 (cf. Example 3.2 of [3]). Even though
X0 and Y0 are not isomorphic, it can be verified that the
results in Corollary 13 hold.
We have the following easy corollary of Theorem 12.
Corollary 14 If G is a group with a shift structure
({Xj}, Y0, ϕ), the factor groups Xj+1/Xj in the normal
chain {Xj} are abelian if X0 is abelian. In this case then,
{Xj} is a solvable series and G is solvable.
We show the relevance of this corollary in the next
section.
We now generalize Theorem 11 and Corollary 14. In
the next theorem, we find a refinement of (30) using
Lemma 10. As before, it is convenient to write the re-
finement using slightly different notation than in Lemma
10. Thus in place of (15), we write the portion of the
refinement between Xj+1 and Xj+2 as
Xj+1 = Xˆ
(rj+1)
j+1 ✁ Xˆ
(rj+1+1)
j+1 ✁ Xˆ
(rj+1+2)
j+1 ✁ · · ·
✁ Xˆ
(κ−1)
j+1 ✁ Xˆ
(κ)
j+1 = Xj+2, (52)
where rj+1 and κ are positive integers. Using (52) in
Lemma 10, we obtain the portion of the refinement be-
tween Xj and Xj+1 as
Xj✁Q
a
j✁· · ·✁Q
b
j✁Xˆ
(rj+1)
j ✁Xˆ
(rj+1+1)
j ✁Xˆ
(rj+1+2)
j ✁· · ·
✁ Xˆ
(κ−1)
j ✁ Xˆ
(κ)
j = Xj+1, (53)
where Xˆ
(rj+1)
j = X
∗
j . In this case, we use Lemma 10 for
a nontrivial refinement in (17); in fact we select
Xj ✁Q
a
j ✁ · · ·✁Q
b
j ✁ Xˆ
(rj+1)
j
to be a composition chain of Xj ✁ Xˆ
(rj+1)
j . In (53), we
have Xˆ
(rj+1)
j = X
∗
j if εj = 1, and Xˆ
(rj+1)
j = X
∗
j = Xj if
εj = 0.
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In general for each j, −1 ≤ j ≤ ℓ − 1, we define
a refinement in which the superscript m of Xˆ
(m)
j runs
from integer rj to integer κ. For 0 ≤ j ≤ ℓ, we define
Xˆ
(κ)
j−1
def
= Xj
def
= Xˆ
(rj)
j ; then Xˆ
(κ)
ℓ−1 = Xℓ = Xˆ
(rℓ)
ℓ . We also
define X−1
def
= Xˆ
(r−1)
−1 . In this notation, the portion of
the refinement between Xj and Xj+1 is
Xj = Xˆ
(rj)
j ✁ Xˆ
(rj+1)
j ✁ Xˆ
(rj+2)
j ✁ · · ·
✁ Xˆ
(rj+δj−1)
j ✁ Xˆ
(rj+δj)
j ✁ · · ·
✁ Xˆ
(κ−1)
j ✁ Xˆ
(κ)
j = Xj+1. (54)
Comparing (53) and (54) shows that we must have Xj =
Xˆ
(rj)
j = Xˆ
(rj+1)
j = X
∗
j if εj = 0. If εj = 1, there is an
integer parameter δj > 0 such that Xˆ
(rj+δj)
j = Xˆ
(rj+1)
j =
X∗j . This means rj + δj = rj+1 if εj = 1. If εj = 0,
so that rj = rj+1, we set δj
def
= 0. If we use the above
procedure and apply Lemma 10 recursively starting with
the normal chain
Xℓ−1 = Xˆ
(rℓ−1)
ℓ−1 ✁ Xˆ
(rℓ−1+1)
ℓ−1 ✁ · · ·✁ Xˆ
(rℓ−1+δℓ−1−1)
ℓ−1
✁ Xˆ
(rℓ−1+δℓ−1)
ℓ−1 = Xˆ
(κ)
ℓ−1 = Xℓ,
a composition chain of Xℓ−1 ✁Xℓ, we obtain
rj = κ−
∑
j≤i<ℓ
δi (55)
for −1 ≤ j < ℓ. Define
κ
def
=
∑
−1≤i<ℓ
δi.
Then from (55) we see r−1 = 0. If j = ℓ, we define
rj = rℓ
def
= κ trivially. Thus as j runs from −1 to ℓ, rj
takes values in the range [0, κ].
Theorem 15 Let a group G have a shift structure
({Xj}, Y0, ϕ). There is a refinement of {Xj}, and of the
normal chain {X
(ij+n
′)
j } in (30), given by
X−1 = Xˆ
(r−1)
−1 ✁ · · ·✁ Xˆ
(κ)
−1 = X0 = Xˆ
(r0)
0 ✁ · · ·
✁ Xˆ
(κ)
j−1 = Xj = Xˆ
(rj)
j ✁ Xˆ
(rj+1)
j ✁ Xˆ
(rj+2)
j ✁ · · ·
✁ Xˆ
(κ−1)
j ✁ Xˆ
(κ)
j = Xj+1 = Xˆ
(rj+1)
j+1 ✁ · · ·
✁ Xˆ
(rℓ−1)
ℓ−1 ✁ Xˆ
(rℓ−1+1)
ℓ−1 = Xˆ
(κ)
ℓ−1 = Xℓ = Xˆ
(rℓ)
ℓ , (56)
where Xˆ
(rj+δj)
j = X
∗
j if εj = 1. The normal chain (56)
is a composition series of G. Moreover
Xˆ
(rj+n+1)
−1
Xˆ
(rj+n)
−1
≃
Xˆ
(rj+n+1)
j
Xˆ
(rj+n)
j
for −1 ≤ j < ℓ and n satisfying rj ≤ rj + n < κ. In
addition, the isomorphism ϕ satisfies
ϕ(Xˆ
(rj+δj+n)
j Y0/Y0) = Xˆ
(rj+1+n)
j+1 /X0 (57)
for −1 ≤ j < ℓ and n satisfying rj + δj ≤ rj + δj+n ≤ κ.
We have
ϕ(Xˆ
(rj+n)
j Y0/Y0) = Xˆ
(rj+1)
j+1 /X0
for −1 ≤ j < ℓ and n = 0, . . . , δj − 1. The term X
(ij+n
′)
j
in (30), n′ = 0, . . . , ℓ′ − ij, is the term Xˆ
(rj+n)
j in the
refinement (56), where n =
∑
j≤i<j+n′ δi.
Proof The proof is similar to the proof of Theorem 11.
•
Corollary 16 Let a group G have a shift structure
({Xj}, Y0, ϕ). Then G is solvable if and only if X0 is
solvable.
Proof IfG is solvable, then every subgroup is solvable, so
X0 is solvable. For the converse result, note that we can
construct a figure like Figure 2. Going backwards, first
find a normal chain from Xℓ−1 to Xℓ for which factor
groups are simple. By Lemma 10, there is a chain from
X∗ℓ−2 to Xℓ−1 with the same factor groups. Now find
a chain from Xℓ−2 to X
∗
ℓ−2 for which factor groups are
simple. This gives a chain fromXℓ−2 to Xℓ−1 with simple
factor groups. Continue in this way toX0. Then there is a
chain from X∗−1 to X0 for which factor groups are simple.
Now find a chain fromX−1 toX
∗
−1 for which factor groups
are simple. This gives a chain for X0 in which all factor
groups are simple, i.e., this is a composition chain of X0.
But if X0 is solvable, then this composition chain must
have primary cyclic factor groups. Going in reverse, this
implies that factor groups of chain from Xj to Xj+1 are
primary cyclic, for 0 ≤ j < ℓ. This implies G is solvable.
•
Since G = Xℓ−1Y0 has normal subgroup X0Y0, we can
regard G as like a wreath product with base group X0Y0.
We illustrate some of the results in this section in Fig-
ure 3. The group G = Xℓ−1Y0 is composed of cosets
of X0Y0, and also cosets of X0 and cosets of Y0. For
j = 0, . . . ℓ − 1, the normal subgroup XjY0 is composed
of cosets of X0Y0, and also cosets of X0 and Y0. In
Figure 3, we draw G and XjY0 as a group of cosets
of Y0, with Y0 laid along the vertical axis. We have
|XjY0| = |Xj ||Y0|/|Xj ∩ Y0|. Thus in Figure 3, XjY0 has
a ‘height’ of |Y0| and a ‘width’ of |Xj |/|Xj ∩ Y0|. Note
that we have
|Xj | = |X0|
j∏
k=1
|Xk|
|Xk−1|
=
|X0|
j+1
|∆j−1| · · · |∆0|
.
Thus the signature chain or cosignature chain determines
|Xj | and |XjY0|. Using Figure 3, it is easy to visualize
many of the results in Theorems 9 and 12. The following
is clear from the structure of G and GG (see also [2, 3]).
Proposition 17 A coset of X0 and a coset of Y0 are
disjoint unless they are in the the same coset of X0Y0, in
which case they have |X0 ∩ Y0| elements in common.
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Y0 X0Y0 XjY0 Xj+1Y0 Xℓ−1Y0 = G
X0 ∩ Y0
Xj ∩ Y0
X∗j ∩ Y0 = Xj+1 ∩ Y0
X0
Xj
X∗j
Xj+1
Xℓ−1
X∗ℓ−1
∆0 ∆j ∆j+1
Figure 3: Diagram of shift group G with shift structure ({Xj}, Y0, ϕ).
3 Group codes
Trott and Sarvis speculated there might be a connec-
tion between a homogeneous trellis code, Latin square,
and translation net [8, 9]. In this section, we show such a
connection for a group code, the most important example
of a homogeneous trellis code.
Let G be any graph. We define a labeled graph (G,L)
as a graph G and a mapping L : E → A where A is an
alphabet. Let B be a group, and let GB be a graph con-
structed as in Section 2 using E = B and V = B/B+,
where B+✁B. We define a group code as a labeled graph
(GB, ω) where ω is a homomorphism ω : E → A and al-
phabet A is a group; this is essentially the definition used
in [3]. We say the group code is ℓ-controllable if graph GB
is ℓ-controllable. In particular, here we consider a group
G with a shift structure ({Xj}, Y0, ϕ). Then graph GG,
formed using E = G and V = G/X0, is ℓ-controllable and
group code (GG, ω) is ℓ-controllable. We only consider
the case |X0 ∩ Y0| = 1 where there are no multiple edges.
If |X0 ∩ Y0| > 1, the discussion below can be applied to
quotient group G/X0 ∩ Y0.
Since X0∩Y0 = 1, andX0✁G, Y0✁G, we haveX0Y0 ≃
X0 × Y0. From Definition 1, we know that |X0| = |Y0|.
Thus it is natural to think of X0Y0 as a square whose rows
are {gX0|g ∈ X0Y0} and columns are {gY0|g ∈ X0Y0}.
The elements of row gX0 are edges that split from state
gX0 in G/X0. The elements of column gY0 are edges
that merge to state ϕ(gY0) in G/X0. In G/X0Y0, we can
think of coset hX0Y0 as a square. The rows of the square
are {gX0|g ∈ hX0Y0}; elements in gX0 split from state
gX0. The columns of the square are {gY0|g ∈ hX0Y0};
elements in gY0 merge to state ϕ(gY0). Proposition 17
shows that a row and column do not intersect unless they
are from the same square, in which case they intersect
once. If we regard GG as a trellis section, such squares
are often called subtrellises [8].
Suppose we can form a group code in which all squares
can be labeled so they are Latin squares. In this case, the
edges that split from any state all have different labels,
and the edges that merge to any state all have different
labels. This type of labeling is useful in practical trellis
codes [4, 5, 6, 7, 8]. We call such a group code a Latin
group code. Again it is to be understood that the term
Latin group code means the Latin squares are formed
using squares defined as above. Also it is understood the
shift group G of a Latin group code has |X0 ∩ Y0| = 1.
In a Latin group code, since ω is a homomorphism
ω : G→ A, we must have the assignment ω : X0Y0 7→ A0,
where A0 ✁A and |A0| = |X0|. Given a coset gA0 of A0,
all squares in ω−1(gA0) have the same labels, and we call
this collection of Latin squares a Latin clique. Assume
there are q Latin cliques in G, called C0, . . . Cq−1; then
|A|/|A0| = q. We define ω
−1(A0)
def
= G0; this gives G0 ✁
G. We assume that G0 is the stabilizer of squares in Latin
clique C0. Let a be the identity of A. Let Ga be the kernel
of ω, or Ga = ω
−1(a). Then Ga ✁G, and ω is essentially
the natural map with kernel Ga, or essentially ω
′ : G →
G/Ga with G/Ga ≃ A. Without loss of generality, we
can assume that label a is used in Latin clique C0. Then
Ga ⊂ G0.
Let ✷0 be the Latin square of square X0Y0; assume
✷0 ⊂ C0. We can think of ✷0 as a finite geometry F
with three parallel classes of lines. The first class are
the rows {gX0|g ∈ X0Y0} of X0Y0; the second class are
the columns {gY0|g ∈ X0Y0} of X0Y0. The third parallel
class consists of lines formed by entries in ✷0 with the
same label. For example, line la consists of all entries
in ✷0 with label a. Without loss of generality, we can
assume that line la includes the identity entry, i.e., the
label of 1 is a. Note that lines from the same class do not
intersect, and using Proposition 17, lines from different
classes intersect exactly once. Thus ✷0 is a (t, s) net for
s = 3, where t = |X0|.
We define an action of G on itself by the product gG
for each g ∈ G. In this sense, X0Y0 acts transitively,
in fact regularly, on the entries in square X0Y0. In fact,
because there is a homomorphism ω : G→ A, X0Y0 must
also be a translation group of Latin square ✷0, and so ✷0
must be a translation (t, 3) net.
From the theory of Latin squares [18], a finite geometry
F that is a (t, 3) net is a translation (t, 3) net if and
only if F has a translation group Q which has a partial
congruence partition (PCP): three subgroupsW1,W2,W3
such that Wi ∩Wj = 1 and WiWj = Q for 1 ≤ i, j ≤ 3,
i 6= j. In this case, Wi acts regularly on lines in the i
th
parallel class of the (t, 3) net, 1 ≤ i ≤ 3. In general F
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may have more than one translation group, and a given
translation group Q may have more than one PCP [21].
We already know that ✷0 has translation group X0Y0.
But any PCP in X0Y0 must have W1 = X0 and W2 = Y0
because the only subgroup of G which acts regularly on
a row of ✷0 is X0, and the only subgroup which acts
regularly on a column of ✷0 is Y0. Thus ✷0 can be a
translation (t, 3) net if and only if there is some subgroup
W3 ⊂ X0Y0 which forms a PCP withW1 = X0 andW2 =
Y0. ButW3 must necessarily be the stabilizer of line la, or
Ga∩X0Y0
def
= Ka. Thus ✷0 is a translation (t, 3) net if and
only ifX0∩Ka = Y0∩Ka = 1 andX0Ka = Y0Ka = X0Y0.
We now digress briefly to discuss the work of Sprague
[21], Mann [19], and Bailey and Jungnickel [22] (see also
[18]).
Theorem 18 (Sprague) Let W = {W1, . . .Ws} be a
(t, s) PCP in Q. Then the following assertions hold:
(1) If W1 is a normal subgroup of Q, then W2 ≃ · · · ≃
Ws.
(2) If W1 and W2 are normal subgroups of Q, then one
has Q ≃W1 ×W2 and W1 ≃W2 ≃ · · · ≃Ws.
(3) If W has 3 normal components, then Q is abelian.
Given a group H and an automorphism θ of H ,
we can construct a Latin square based on H . The
point set is H × H ; the rows are {(h, 1)|h ∈ H}; the
columns are {(1, h)|h ∈ H}; and the letters are the sets
{(h1, h2)|h1(θ(h2)) = k} for elements k of H . We call
this the Latin square based on H constructed by the au-
tomorphism method of Mann [19]. Define a set Σ of au-
tomorphisms of H to be fixed point free if θσ−1 is fixed
point free for every distinct pair of elements θ, σ of Σ.
Theorem 19 (Bailey and Jungnickel) Let H be a
group of order t, and let Σ be a fixed point free set of
s′ automorphisms of H. Put Q = H × H. For θ in
Σ, put Wθ = {(h, θ(h))|h ∈ H}, and put W0 = 1 × H
and W∞ = H × 1. Then {W0,W∞} ∪ {Wθ|θ ∈ Σ} is a
(t, s′ + 2) PCP for Q with normal components W0 and
W∞. Conversely, every (t, s
′ + 2) PCP with two normal
components may be represented in this way.
This theorem shows that a fixed point free set of s′
automorphisms of H gives rise to a set of s′ mutually or-
thogonal Latin squares based on H . When H is elemen-
tary abelian, this method gives complete sets of mutually
orthogonal Latin squares based on H , that is, s′ = t− 1
[22].
We now use these results in our discussion. We know
something more about the translation group of X0Y0. We
have X0✁X0Y0 and Y0✁X0Y0. Then from Theorem 18,
we must have X0 ≃ Y0 ≃ Ka. In fact from Theorem 19,
Ka can be explicitly determined as
Ka = {x(µ ◦ θ(x))|x ∈ X0, µ ◦ θ : X0 → Y0}, (58)
where θ is an automorphism of X0 and µ is an isomor-
phism from X0 to Y0, X0
µ
≃ Y0. Thus each distinct com-
position µ ◦ θ : X0 → Y0 gives a different Ka. Thus ✷0
can be a translation (t, 3) net if and only if there is an
isomorphism X0 ≃ Y0.
Further, since Ka = Ga ∩ X0Y0, then Ka ✁ G and
Ka ✁X0Y0. Then we know from Theorem 18 that X0Y0
must be abelian, and since X0Y0 ≃ X0×Y0, both X0 and
Y0 must be abelian. Note that the possible isomorphisms
X0 ≃ Y0 are well known when X0 is abelian [16].
Theorem 20 The shift group G of an ℓ-controllable
Latin group code (GG, ω) has X0 ∩ Y0 = 1, X0 ≃ Y0,
and X0, Y0 abelian.
Corollary 21 The shift group G of an ℓ-controllable
Latin group code (GG, ω) is a solvable group and {Xj}
is a solvable series.
Proof Use Corollary 14. •
Theorem 22 The Latin squares ✷0 which can appear
in an ℓ-controllable Latin group code (GG, ω) are ex-
actly those based on X0 constructed by the automorphism
method of Mann, where X0 is abelian.
Proof The construction in (58) gives Latin squares con-
structed by the automorphism method of Mann [22]. •
The Sarvis conjecture is that each fully connected sub-
trellis of a homogeneous Latin trellis corresponds to a
principal isotope of a group Latin square [9]; this is equiv-
alent to the conjecture that ✷0 is the principal isotope of
a group Latin square [8]. Theorem 22 shows the Sarvis
conjecture is true for ℓ-controllable Latin group codes be-
cause every Latin square ✷0 constructed by the automor-
phism method is isotopic to a group table (it is a rear-
rangement of the columns of a group table). Using the
above approach, we can show the Sarvis conjecture is true
for an ℓ-controllable homogeneous Latin trellis as well.
For a group code used to convey binary information,
a bit-oriented group code, |X0| must be some power of 2
because the input information stream is binary.
Theorem 23 In an ℓ-controllable bit-oriented Latin
group code, X0 is an abelian p-group and G is a p-group,
p = 2.
Proof From Theorem 12, we have
|Xj+1|
|Xj |
=
|X0|
|∆j |
.
But |X0| is a power of 2 and so any subgroup ∆j of X0
must have order a power of 2. Thus |X0|/|∆j | is a power
of 2, and so
|G| = |X0|
ℓ−1∏
j=1
|Xj+1|
|Xj |
must be a power of 2. •
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Trott and Sarvis have observed that ✷0 of all published
homogeneous trellis codes is the group table of Z2×Z2×
· · · × Z2 [8]. The theorem above indicates that practical
(bit-oriented) Latin group codes might be constructed for
which this is not true, but that indeed ✷0 is based on an
abelian 2-group.
We say shift group G is a Latin shift group if it has a
shift structure ({Xj}, Y0, ϕ) with X0 ∩ Y0 = 1, X0 ≃ Y0,
and X0, Y0 abelian.
The previous results show some similarities of the
mathematical structure of a Latin square and Latin shift
group. We now show a more direct analogy. Recall that
we have shown the following relations for Latin square
✷0.
Proposition 24 The (t, 3) net ✷0 has translation group
K0 = X0Y0 which is a (t, 3) PCP with the following prop-
erties:
(1) X0, Y0, and Ka are disjoint.
(2) K0 = X0Y0 = X0Ka = Y0Ka.
(3) X0 ✁K0, Y0 ✁K0, Ka ✁K0.
(4) K0 ≃ X0 × Y0, K0 ≃ X0 ×Ka, K0 ≃ Y0 ×Ka.
(5) X0 ≃ Y0 ≃ Ka.
We now show that similar properties hold for Latin
clique C0. A partial net is a generalization of a net in
which lines from different classes need not intersect [23].
Latin clique C0 is a partial net with three parallel classes
of lines. The first (second) parallel class of lines are the
rows (columns) of Latin squares that comprise C0. Thus
lines in the first parallel class are the rows {gX0|g ∈ G0},
and lines in the second parallel class are the columns
{gY0|g ∈ G0}. Note that a row and column do not in-
tersect unless they are from the same square, in which
case they intersect once. The third parallel class con-
sists of lines formed by entries in all squares having the
same label. For example, line La consists of all entries
with label a; of course la ⊂ La. Note that a line in the
third parallel class intersects each row and each column
exactly once. Since Ga is the stabilizer of La, this means
Ga ∩X0 = Ga ∩ Y0 = 1. Note that each row and column
has |X0| = |Y0| points, and each line in the third parallel
class has |G0|/|X0| points. Then |G0| = |Ga||X0|, giving
G0 ≃ X0 ×Ga. This gives the following result.
Proposition 25 The partial net C0 has translation
group G0 with the following properties:
(1) X0, Y0, and Ga are disjoint.
(2) G0 = X0Ga = Y0Ga.
(3) X0 ✁G0, Y0 ✁G0, Ga ✁G0.
(4) G0 ≃ X0 ×Ga, G0 ≃ Y0 ×Ga.
Note we also have G0/(X0Y0) ≃ Ga/Ka.
Comparing Proposition 24 and Proposition 25, we see
that (1)-(4) of Proposition 25 correspond to (1)-(4) of
Proposition 24. Thus we see the mathematical structure
of Latin clique C0 is analogous to the mathematical struc-
ture of Latin square ✷0. Also note that from (4) of Propo-
sition 25, we can obtain G0/X0 ≃ Ga and G0/Y0 ≃ Ga,
or just G0/X0 ≃ G0/Y0, which is the isomorphism con-
structed by Sarvis and Trott in their algorithm [10].
The shift group G is itself the translation group of a
partial net with three parallel classes of lines. The first
(second) parallel class of lines are the rows (columns) of
Latin squares that comprise GG. Thus lines in the first
parallel class are the rows {gX0|g ∈ G}, and lines in
the second parallel class are the columns {gY0|g ∈ G}.
The third parallel class consists of lines in each square
formed by entries having the same label; line la is an
example. Note that lines in different classes intersect ex-
actly once if they are from the same square, and otherwise
do not intersect. This means that any collection of lines
in the third parallel class, with exactly one line from each
square, forms a right transveral of G/X0 and G/Y0.
Theorem 26 In a Latin shift group G, there is a set Gv
of G which is a right transveral of G/X0 and G/Y0, where
Gv ⊃ Ga ⊃ Ka.
Proposition 27 The graph GG of an ℓ-controllable Latin
group code (GG, ω) has translation group G with the fol-
lowing properties:
(1) X0, Y0, and Gv are disjoint.
(2) G = X0Gv = Y0Gv.
(3) X0 ✁G, Y0 ✁G, Ka ⊂ Ga ⊂ Gv ⊂ G.
(4) Gv is a right transversal of G/X0 and G/Y0.
Note we also have Ka ✁G and Ga ✁G.
We see that (1)-(4) of Proposition 27 correspond to
(1)-(4) of Proposition 25. Taken together, Propositions
24, 25, and 27 show that the Latin group code has a
mathematical structure similar to the Latin square. In
this sense, we can say that the Latin group code is a
natural generalization of a Latin square to a sequence
space.
As previously mentioned, when X0 is elementary
abelian, a complete set of |X0| − 1 mutually orthogonal
Latin squares based on X0 can be constructed. In this
case then, we can construct a mutually orthogonal Latin
group code in which Latin square✷0 is replaced by |X0|−1
mutually orthogonal Latin squares, a translation plane.
4 The subdirect product group
and state group
In this section, we assume groupG has a shift structure
({Xj}, Y0, ϕ). Then G has a normal chain {Xj} with
Xℓ = G and each Xj ✁G, a normal subgroup Y0, and an
isomorphism ϕ from G/Y0 onto G/X0 such that
ϕ(XjY0/Y0) = Xj+1/X0 (59)
for −1 ≤ j < ℓ. Define
GX
def
= G/Y0
and
GY
def
= G/X0.
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Defined in this manner, GX increments along the hor-
izontal axis in Figure 3, and GY increments along the
vertical axis. Groups GX and GY are called state groups
of shift group G. Define
GjX
def
=
XjY0
Y0
for −1 ≤ j ≤ ℓ, and
GjY
def
= Xj/X0,
for 0 ≤ j ≤ ℓ. We see that G−1X = Y0/Y0 = 1, G
0
Y =
X0/X0 = 1, G
ℓ−1
X = G
ℓ
X = GX , and G
ℓ
Y = GY . Note
that GjX✁GX for −1 ≤ j ≤ ℓ, and G
j
Y ✁GY for 0 ≤ j ≤ ℓ.
With these definitions, we can rewrite (59) as
ϕ(GjX) = G
j+1
Y (60)
for −1 ≤ j < ℓ; we can rewrite the isomorphism ϕ :
G/Y0 → G/X0 as ϕ : GX → GY or ϕ(GX) = GY .
We can think of graph GG as essentially a bipartite
graph Gℓ with input states GY and output states GX . An
element g ∈ Xℓ splits from input state gX0 and merges
to output state gY0. In addition, there is an isomorphism
ϕ : GX → GY from output states to input states. In
graph Gℓ all the output states are connected to input
states via the isomorphism ϕ(GX) = GY .
In the same manner, we can associate a bipartite graph
Gj with Xj , for 0 ≤ j < ℓ. An element g ∈ Xj splits
from input state gX0 and merges to output state gY0.
Then it is clear that the input states of Gj are cosets in
GjY = Xj/X0 and the output states are cosets in G
j
X =
XjY0/Y0. There are |X0| edges which split from each
input state, and |Xj ∩ Y0| edges which merge to each
output state. Since |Xj ∩ Y0| < |X0| for j < ℓ, there are
more output states than input states. Some of the output
states are connected to input states via the isomorphism
ϕ(Gj−1X ) = G
j
Y , but some of the output states are not
connected to input states. In this sense the graph Gj is
not “controllable” for 0 ≤ j < ℓ. The graph G−1 is the
trivial bipartite graph with one edge from input state X0
to output state Y0.
The input states of Gj+1 are G
j+1
Y , and the output
states areGj+1X . Then it is clear by construction that Gj is
a subgraph of Gj+1, for −1 ≤ j < ℓ (the input states of Gℓ
areGℓY = GY and the output states areG
ℓ
X = GX). Thus
we have exhibited a sequence of graphs Gj that converges
to Gℓ, where Gj is a subgraph of Gj+1 and Gℓ is essentially
GG. This observation forms the basis of the algorithm in
Section 5.
Note that Xj∩Y0 plays the same role in Xj as Y0 plays
in G. By the second isomorphism theorem, we have
XjY0
Y0
≃
Xj
Xj ∩ Y0
and there is a 1-1 correspondence between cosets of Y0 in
XjY0/Y0 and cosets of Xj ∩ Y0 in Xj/Xj ∩ Y0 (this iso-
morphism and correspondence can be clearly seen using
Figure 3). Thus we have
Xj(Xj ∩ Y0)
Xj ∩ Y0
=
Xj
Xj ∩ Y0
≃
XjY0
Y0
= GjX . (61)
Using (61) and GjY = Xj/X0, we can define a graph
isomorphic to Gj which only uses elements in Xj .
We further restrict the shift groups G that we consider
to those with X0 ∩ Y0 = 1. We say such a shift group
is reduced. The following proposition shows that there is
essentially no loss in generality in doing so.
Proposition 28 Any shift group G with |X0∩Y0| > 1 is
an extension of X0 ∩ Y0 by a shift group G˙, where G˙ has
X˙0 ∩ Y˙0 = 1.
Each element g ∈ G is in one and only one coset of Y0
and one and only one coset of X0. Let γ : G→ GX ×GY
represent this correspondence using the assignment g 7→
(gx, gy); note that γ is well defined. The map γ is a
homomorphism from G into GX ×GY : if γ(g) = (gx, gy)
and γ(g′) = (g′x, g
′
y), then gg
′ must be in coset gxg
′
x of
Y0 and coset gyg
′
y of X0, or γ(gg
′) = (gxg
′
x, gyg
′
y). Let
G˜ = γ(G). Then G˜ is a subgroup of GX × GY . Since
|X0 ∩ Y0| = 1, from Proposition 17 a coset of X0 and a
coset of Y0 intersect in at most one element of G. Thus
the map γ : G → G˜ is a bijection, and in fact γ is an
isomorphism. Let G
γ
≃ G˜ denote the isomorphism given
by the correspondence γ.
Let γx : G → GX be the projection of γ onto its first
coordinate, i.e., γx : g 7→ gx. Similarly, let γy : G → GY
be the projection of γ onto its second coordinate, i.e.,
γy : g 7→ gy. We know that G˜ is a subgroup of the direct
product GX × GY . Moreover, since γx : G → GX is
onto, and γy : G → GY is onto, we have that G˜ is a
subdirect product of GX and GY . (As in [15], we say H
is a subdirect product of HX and HY if it is a subgroup of
HX ×HY and the first and second coordinate of H take
all values in HX and HY , respectively; we also say H is
a subdirect product of HX ×HY .)
Define X˜j ⊂ G˜ by X˜j
def
= γ(Xj), for −1 ≤ j ≤ ℓ.
Consider the subgroup Xj of G for 0 ≤ j ≤ ℓ. We now
determine the image γx(Xj). But γx(Xj) must be the
cosets of Y0 in GX = G/Y0 that intersect Xj ; these must
be the elements in subgroup XjY0/Y0. Thus we must
have γx(Xj) = XjY0/Y0 and γx(Xj) is onto XjY0/Y0.
The image γy(Xj) is just the cosets of X0 in GY = G/X0
that intersect Xj . Thus γy(Xj) = Xj/X0 and γy(Xj)
is onto Xj/X0. Thus we have shown X˜j is a subdirect
product of XjY0/Y0 and Xj/X0.
It is easy to see that X˜−1 is a subdirect product of
Y0/Y0 and X0/X0, and in fact X˜−1 = 1× 1.
Proposition 29 G˜ is a subdirect product of GX × GY .
X˜j is a subdirect product of G
j
X×G
j
Y , for 0 ≤ j ≤ ℓ. X˜−1
is a subdirect product of G−1X ×G
0
Y , and X˜−1 = 1× 1.
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As with Xj, we can associate a graph G˜j with X˜j . In
G˜j , if g˜ = (gx, gy) ∈ X˜j , then g˜ is an edge from input state
gy to output state gx. Since X˜j is a subdirect product of
GjX ×G
j
Y , the input states of G˜j are G
j
Y and the output
states are GjX . Let g˜ = γ(g). In graph Gj , g is an edge
from input state gX0 to output state gY0. But we must
have γy(g) = gX0 = gy and γx(g) = gY0 = gx. Thus
g˜ is an edge in G˜j with input state gy and output state
gx if and only if g = γ
−1(g˜) is an edge in Gj with input
state gy and output state gx. Thus G˜j is isomorphic to
Gj . For G˜j , there is an isomorphism ϕ : G
j−1
X → G
j
Y from
some of the output states to input states, the same as for
Gj . As for Xj , it can be shown that G˜j is a subgraph of
G˜j+1. Thus we have found a sequence of graphs G˜j that
converges to G˜ℓ where G˜j is a subgraph of G˜j+1 and G˜ℓ is
essentially GG.
We now examine the image of X0 under γ. We know
X˜0 = γ(X0). We have γx(X0) = X0Y0/Y0 ≃ X0 (since
X0Y0 has X0✁X0Y0, Y0✁X0Y0, and X0∩Y0 = 1, define
the homomorphism κ : xy 7→ x; then the kernel is Y0
and the first isomorphism theorem gives the result) and
γy(X0) = X0/X0 = 1. Define X
′
0
def
= X0Y0/Y0. Then X˜0
is a subdirect product of X ′0×1. But in this case we have
X˜0 = X
′
0 × 1.
Now examine the image of Y0 under γ. Define Y˜0
def
=
γ(Y0). We have γx(Y0) = Y0/Y0 = 1 and γy(Y0) =
X0Y0/X0 ≃ Y0. Define Y
′′
0
def
= X0Y0/X0. Then Y˜0 is a
subdirect product of 1×Y ′′0 , and in this case Y˜0 = 1×Y
′′
0 .
These results give
γ(X0Y0) = X˜0Y˜0 (62)
= (X ′0 × 1)(1× Y
′′
0 ) (63)
= X ′0 × Y
′′
0 . (64)
Note that we will use a prime for subgroups of the GX
coordinate and a double prime for subgroups of the GY
coordinate.
Theorem 30 G˜ is a subdirect product of GX × GY . G˜
contains a normal subgroup X˜0Y˜0 = X
′
0 × Y
′′
0 such that
X ′0 × Y
′′
0 ≃ X0 × Y0,
where X˜0 = X
′
0 × 1 and Y˜0 = 1× Y
′′
0 . Then GX = G/Y0
contains a group X ′0 ≃ X0 and X
′
0 ✁GX . Further GY =
G/X0 contains a group Y
′′
0 ≃ Y0 and Y
′′
0 ✁ GY . X˜0 are
all the elements of G˜ with second coordinate equal 1. Y˜0
are all the elements of G˜ with first coordinate equal 1.
Proof Since GY = G/X0, the only elements of G for
which GY = 1 are subgroup X0. Thus the only elements
of G˜ with second coordinate 1 are X˜0. Similarly, since
GX = G/Y0, the only elements of G for which GX = 1
are Y0. •
Theorem 31 G˜ is a subdirect product of groups GX and
GY if and only if there is an isomorphism
GX
X ′0
≃ K ≃
GY
Y ′′0
(65)
such that (gx, gy), where gx ∈ GX and gy ∈ GY , is an
element of G˜ if and only if gx and gy have the same image
k ∈ K in the homomorphisms GX → K, GY → K.
Proof The only elements of G˜ that have the identity 1
in the second coordinate are X˜0 = X
′
0 × 1. The only ele-
ments of G˜ that have the identity 1 in the first coordinate
are Y˜0 = 1×Y
′′
0 . Then the theorem is just an application
of the subdirect product theorem in Hall’s text [15]. •
In general, when the condition in Theorem 31 holds,
we say G˜ is a subdirect product of GX ×GY implied by
the isomorphism (65).
Fix j, 0 ≤ j ≤ ℓ. Define Λj
def
= Xj ∩ Y0. We now
examine the image of Λj under γ. Define Λ˜j
def
= γ(Λj).
The image γx(Xj ∩ Y0) is the cosets of Y0 in GX = G/Y0
that intersect Xj ∩ Y0. Then γx(Xj ∩ Y0) = Y0/Y0 = 1.
And γy(Xj ∩ Y0) is the cosets of X0 in GY = G/X0 that
intersect Xj ∩ Y0. Then
γy(Xj ∩ Y0) =
Xj
X0
∩
X0Y0
Y0
.
Define
Λ′′j
def
=
Xj
X0
∩
X0Y0
Y0
.
Thus Λ˜j is a subdirect product of 1× Λ
′′
j , and so in fact
Λ˜j = 1 × Λ
′′
j . Note that Λ
′′
j = G
j
Y ∩ Y
′′
0 and Λ
′′
j ✁ GY .
Also Λ′′0 = X0/X0 = 1 and Λ˜j ✁ G˜.
Theorem 32 Fix j, 0 ≤ j ≤ ℓ. X˜j is a subdirect product
of GjX × G
j
Y . X˜j contains a normal subgroup X˜0Λ˜j =
X ′0 × Λ
′′
j such that
X ′0 × Λ
′′
j ≃ X0 × Λj,
where X˜0 = X
′
0 × 1 and Λ˜j = 1 × Λ
′′
j . Then G
j
X =
XjY0/Y0 contains a group X
′
0 ≃ X0 and X
′
0 ✁ GX .
Further GjY = Xj/X0 contains a group Λ
′′
j such that
Λ′′j ≃ Λj, Λ
′′
j = G
j
Y ∩ Y
′′
0 , and Λ
′′
j ✁ GY . X˜0 are all
the elements of X˜j with second coordinate equal 1. Λ˜j
are all the elements of X˜j with first coordinate equal 1.
Proof Since γx(Xj) is the cosets of Y0 in GX = G/Y0
that intersect Xj , the only elements g of Xj for which
γx(g) = Y0/Y0 = 1 are g ∈ Xj ∩ Y0. Thus the only
elements of X˜j that have the identity 1 in the first coor-
dinate are γ(Xj ∩ Y0) = Λ˜j. •
We can now give a necessary and sufficient condition
that guarantees X˜j is a subdirect product of groups G
j
X
and GjY .
Theorem 33 For 0 ≤ j ≤ ℓ, X˜j is a subdirect product of
groups GjX and G
j
Y if and only if there is an isomorphism
GjX
X ′0
≃ K ≃
GjY
Λ′′j
(66)
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such that (gx, gy), where gx ∈ G
j
X and gy ∈ G
j
Y , is an
element of X˜j if and only if gx and gy have the same
image k ∈ K in the homomorphisms GjX → K, G
j
Y → K.
Proof The only elements of X˜j that have the identity
1 in the second coordinate are X˜0 = X
′
0 × 1. The only
elements of X˜j that have the identity 1 in the first co-
ordinate are Λ˜j = 1 × Λ
′′
j . Then the theorem is just an
application of the subdirect product theorem in Hall’s
text [15]. •
From Lemma 7, we have X∗j = Xj(Xj+1 ∩ Y0) =
XjΛj+1, for −1 ≤ j < ℓ. Define X˜
∗
j
def
= γ(X∗j ). Then
under the isomorphism G
γ
≃ G˜,
X˜∗j = X˜jΛ˜j+1
= X˜j(1× Λ
′′
j+1). (67)
Define Gj∗Y
def
= GjY Λ
′′
j+1. Since G
j
Y ✁ G
j+1
Y and Λ
′′
j+1 ✁
Gj+1Y , then G
j∗
Y is a subgroup of G
j+1
Y and
GjY ✁G
j∗
Y ✁G
j+1
Y .
Then X˜∗j is a subdirect product of G
j
X ×G
j∗
Y .
For j = ℓ− 1 we know
X∗ℓ−1 = Xℓ−1Y0 = Xℓ.
Then under the isomorphism G
γ
≃ G˜,
X˜∗ℓ−1 = X˜ℓ−1(1× Λ
′′
ℓ )
= X˜ℓ−1(1× Y
′′
0 ).
Since X˜∗ℓ−1 = X˜ℓ, and X˜ℓ is a subdirect product of G
ℓ
X ×
GℓY , this means
Gℓ−1X = G
ℓ
X = GX ,
and
Gℓ−1Y Y
′′
0 = G
ℓ−1∗
Y = G
ℓ
Y = GY .
The isomorphism γ : G
γ
≃ G˜ induces isomorphisms
GX = G/Y0 ≃ G˜/Y˜0, (68)
GY = G/X0 ≃ G˜/X˜0, (69)
GjX = XjY0/Y0 ≃ X˜j Y˜0/Y˜0, (70)
GjY = Xj/X0 ≃ X˜j/X˜0. (71)
Proposition 34 If a group G has a shift structure
({Xj}, Y0, ϕ) and |X0 ∩ Y0| = 1, then under the iso-
morphism G
γ
≃ G˜, the group G˜ is a subdirect product
of GX and GY . Further group G˜ has a shift structure
({X˜j}, Y˜0, ϕ˜), where we have X˜j = γ(Xj), Y˜0 = γ(Y0),
and the isomorphism ϕ˜ : G˜/Y˜0 → G˜/X˜0 is just the iso-
morphism ϕ : G/Y0 → G/X0.
Proof By the preceding results, we have shown there is
an isomorphism G
γ
≃ G˜, where G˜ is a subdirect prod-
uct of GX and GY . From the correspondence theorem,
under the isomorphism γ, the normal chain {Xj} gives
a normal chain {X˜j} with X˜ℓ = G˜ and each X˜j ✁ G˜,
and the normal subgroup Y0 gives a normal subgroup Y˜0.
Under the isomorphism γ, the isomorphism ϕ : G/Y0 →
G/X0 induces an isomorphism ϕ˜ : G˜/Y˜0 → G˜/X˜0 and
ϕ˜(X˜j Y˜0/Y˜0) = X˜j+1/X˜0. •
We can summarize some of the results in this section
as follows.
Theorem 35 Let G be a group with a shift structure
({Xj}, Y0, ϕ) and |X0 ∩ Y0| = 1. Define G
j
X
def
= XjY0/Y0
and GjY
def
= Xj/X0. There is a normal chain
1 = G−1X ✁X
′
0 = G
0
X ✁G
1
X ✁ · · ·✁G
j
X ✁ · · ·
✁Gℓ−1X = G
ℓ
X = GX ,
where each GjX✁GX , 0 ≤ j ≤ ℓ. There are normal chains
1 = G0Y ✁G
0∗
Y ✁G
1
Y ✁G
1∗
Y ✁ · · ·✁G
j
Y ✁G
j∗
Y ✁
· · ·✁Gℓ−1Y ✁G
ℓ−1∗
Y = G
ℓ
Y = GY ,
and
1 = Λ′′0 ✁ Λ
′′
1 ✁ · · ·✁ Λ
′′
j ✁ · · ·✁ Λ
′′
ℓ = Y
′′
0 ,
where each GjY ✁GY , G
j∗
Y ✁GY , and each Λ
′′
j ✁GY and
Y ′′0 ✁GY , such that G
j
Y ∩ Y
′′
0 = Λ
′′
j and G
j∗
Y = G
j
Y Λ
′′
j+1.
There is an isomorphism ϕ : GX → GY such that ϕ :
GjX 7→ G
j+1
Y for −1 ≤ j < ℓ.
Under the isomorphism G
γ
≃ G˜, the group G˜ is a sub-
direct product of GX and GY . Further group G˜ has a
shift structure ({X˜j}, Y˜0, ϕ˜), where we have X˜j = γ(Xj),
Y˜0 = γ(Y0), and isomorphism ϕ˜ is closely related to ϕ.
We have X˜−1 = 1× 1, X˜0 = X
′
0 × 1, and Y˜0 = 1× Y
′′
0 .
For 0 ≤ j ≤ ℓ, X ′0 × 1 are the only elements of X˜j with
1 in the second coordinate, and 1 × Λ′′j are the only el-
ements of X˜j with 1 in the first coordinate. Lastly, for
0 ≤ j ≤ ℓ, X˜j is a subdirect product of G
j
X and G
j
Y , and
there is an isomorphism
GjX
X ′0
≃ K ≃
GjY
Λ′′j
(72)
such that (gx, gy) ∈ X˜j if and only if gx and gy have the
same image k ∈ K in the homomorphisms GjX → K,
GjY → K.
Since G has a shift structure ({Xj}, Y0, ϕ), we know
that Xj ⊂ Xj+1. Under the isomorphismG
γ
≃ G˜, we have
X˜j ⊂ X˜j+1 for the subdirect product group G˜. We now
give a necessary and sufficient condition for X˜j ⊂ X˜j+1
to hold.
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Lemma 36 Fix arbitrary integer j, j ≥ 0. Assume there
are three (trivial) normal chains
HjU ✁H
j+1
U , (73)
HjV ✁H
j+1
V , (74)
Γ′′j ✁ Γ
′′
j+1, (75)
where U ′0 ✁ H
j+1
U , Γ
′′
j ✁ H
j
V , Γ
′′
j+1 ✁ H
j+1
V , and H
j
V ∩
Γ′′j+1 = Γ
′′
j . Since H
j
V ✁H
j+1
V and Γ
′′
j+1 ✁H
j+1
V , there is
a subgroup Hj∗V = H
j
V Γ
′′
j+1 of H
j+1
V such that
HjV ✁H
j∗
V ✁H
j+1
V .
Assume the three normal chains (73)-(75) are related
such that there are isomorphisms
βj :
HjU
U ′0
→
HjV
Γ′′j
and
βj+1 :
Hj+1U
U ′0
→
Hj+1V
Γ′′j+1
.
Let U˜j be the subdirect product of H
j
U×H
j
V implied by the
isomorphism βj, and let U˜j+1 be the subdirect product of
Hj+1U × H
j+1
V implied by the isomorphism βj+1. Let η
′′
j
be the isomorphism
η′′j : H
j
V /Γ
′′
j → H
j∗
V /Γ
′′
j+1
with assignment hvΓ
′′
j 7→ hvΓ
′′
j+1 for hv ∈ H
j
V , given by
(2) of Lemma 6 using HjV Γ
′′
j+1 = H
j∗
V in the hypothesis.
Then the composition η′′j ◦ βj is an isomorphism β
∗
j ,
β∗j : H
j
U/U
′
0 → H
j∗
V /Γ
′′
j+1
(see Figure 4). We have U˜j ⊂ U˜j+1 if and only if the
restriction of the isomorphism βj+1 to H
j
U/U
′
0 is isomor-
phism β∗j . In this case there is a group U˜
∗
j such that
U˜j ⊂ U˜
∗
j ⊂ U˜j+1 where U˜
∗
j is a subdirect product of
HjU ×H
j∗
V implied by the isomorphism β
∗
j .
✲
❄
❅
❅
❅
❅
❅
❅
❅❘
HjU/U
′
0 H
j
V /Γ
′′
j
Hj∗V /Γ
′′
j+1
βj
β∗j
η′′j
Figure 4: Commutative diagram.
Proof Since HjV and Γ
′′
j+1 are normal subgroups of
Hj+1V , we have H
j∗
V = H
j
V Γ
′′
j+1 is a normal subgroup of
Hj+1V .
Refer to Figure 4. Fix cU ′0 ∈ H
j
U/U
′
0, where c ∈ H
j
U .
Let the isomorphism βj make the assignment
βj : cU
′
0 7→ dΓ
′′
j ,
where d ∈ HjV . The isomorphism η
′′
j : H
j
V /Γ
′′
j →
Hj∗V /Γ
′′
j+1 gives the assignment
dΓ′′j 7→ dΓ
′′
j+1.
Then the isomorphism β∗j makes the assignment
β∗j : cU
′
0 7→ dΓ
′′
j+1. (76)
First assume U˜j ⊂ U˜j+1. We show the restriction of
βj+1 to H
j
U/U
′
0 is β
∗
j . Since βj makes the assignment
βj : cU
′
0 7→ dΓ
′′
j , the elements cU
′
0 × dΓ
′′
j are in U˜j . Since
U˜j ⊂ U˜j+1, then cU
′
0 × dΓ
′′
j ⊂ U˜j+1. But since Γ
′′
j ⊂
Γ′′j+1 ⊂ H
j+1
V by assumption, then cU
′
0 × dΓ
′′
j+1 ⊂ U˜j+1.
Then the isomorphism βj+1 makes the assignment
βj+1 : cU
′
0 7→ dΓ
′′
j+1. (77)
Comparing (76) and (77) shows that the restriction of
βj+1 to H
j
U/U
′
0 is β
∗
j .
Now assume the restriction of βj+1 to H
j
U/U
′
0 is β
∗
j .
We show U˜j ⊂ U˜j+1. Let cU
′
0 × dΓ
′′
j ⊂ U˜j . Then βj
makes the assignment βj : cU
′
0 7→ dΓ
′′
j , and β
∗
j makes the
assignment
β∗j : cU
′
0 7→ dΓ
′′
j+1.
Since the restriction of βj+1 to H
j
U/U
′
0 is β
∗
j , we have
βj+1 makes the assignment
βj+1 : cU
′
0 7→ dΓ
′′
j+1.
Then cU ′0×dΓ
′′
j+1 ⊂ U˜j+1. Since cU
′
0×dΓ
′′
j ⊂ cU
′
0×dΓ
′′
j+1,
this means U˜j ⊂ U˜j+1. •
Remark: Note that if Γ′′j+1 = Γ
′′
j , Figure 4 becomes
trivial, i.e., Hj∗V = H
j
V and β
∗
j = βj.
From Theorem 35, the conditions in Lemma 36 apply
to G˜, and thus G˜ has the properties given in Lemma 36.
This completes the analysis of G˜. We now give a synthesis
result, a construction of a subdirect product group which
is a shift group. We reuse the notation in Lemma 36; this
should not be confusing.
Theorem 37 Assume there is a group HU with a normal
chain
1 = H−1U ✁ U
′
0 = H
0
U ✁H
1
U ✁ · · ·✁H
j
U ✁ · · ·
✁Hℓ−1U = H
ℓ
U = HU , (78)
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where each HjU ✁HU . Assume there are groups HV and
V ′′0 and normal chains
1 = H0V ✁H
0∗
V ✁H
1
V ✁H
1∗
V ✁ · · ·✁H
j
V ✁H
j∗
V ✁
· · ·✁Hℓ−1V ✁H
ℓ−1∗
V = H
ℓ
V = HV , (79)
1 = Γ′′0 ✁ Γ
′′
1 ✁ · · ·✁ Γ
′′
j ✁ · · ·✁ Γ
′′
ℓ = V
′′
0 , (80)
where each HjV ✁HV , and each Γ
′′
j ✁HV and V
′′
0 ✁HV ,
such that HjV ∩ V
′′
0 = Γ
′′
j and H
j∗
V = H
j
V Γ
′′
j+1. Assume
there is an isomorphism φj : H
j
U → H
j+1
V for −1 ≤ j < ℓ,
such that for 0 ≤ j < ℓ, the restriction of φj to H
j−1
U
is φj−1. Assume the three normal chains {H
j
U}, {H
j
V },
and {Γ′′j } are related such that for 0 ≤ j < ℓ there is an
isomorphism βj+1,
βj+1 :
Hj+1U
U ′0
→
Hj+1V
Γ′′j+1
, (81)
whose restriction to HjU/U
′
0 is the isomorphism β
∗
j = η
′′
j ◦
βj shown in Figure 4, where
β∗j : H
j
U/U
′
0 → H
j∗
V /Γ
′′
j+1,
and η′′j is the isomorphism
η′′j : H
j
V /Γ
′′
j → H
j∗
V /Γ
′′
j+1
given by (2) of Lemma 6 using Hj∗V = H
j
V Γ
′′
j+1 in the
hypothesis. Define isomorphism β0,
β0 :
H0U
U ′0
→
H0V
Γ′′0
,
the trivial isomorphism β0 : 1 → 1. For 0 ≤ j < ℓ,
let U˜j+1 be the subdirect product of H
j+1
U ×H
j+1
V implied
by the isomorphism (81). In other words, U ′0 × 1 are
all the elements in U˜j+1 with 1 in the second coordinate,
and 1 × Γ′′j+1 are all the elements in U˜j+1 with 1 in the
first coordinate, and (81) holds. Let U˜0 be the subdirect
product of H0U ×H
0
V implied by the isomorphism β0, i.e.,
U˜0 = U
′
0×1. Define U˜−1
def
= 1×1; define H˜
def
= U˜ℓ. Then
H˜ is a group with a shift structure ({U˜j}, V˜0, φ˜), where
V˜0
def
= 1× V ′′0 and φ˜ : H˜/V˜0 → H˜/U˜0 is an isomorphism
closely related to φℓ−1. (The precise connection is shown
in the proof below.)
Proof We need to show that H˜ is a group with a shift
structure ({U˜j}, V˜0, φ˜). First we show that U˜j ✁ H˜ for
−1 ≤ j ≤ ℓ. By assumption we know that HjU ✁HU and
HjV ✁ HV for 0 ≤ j ≤ ℓ. Now suppose (hu, hv) ∈ H˜ .
Since U˜j is a subdirect product of H
j
U ×H
j
V , we have
(hu, hv)U˜
j(hu, hv)
−1 ⊂ U˜ j.
Thus U˜j ✁ H˜ for 0 ≤ j ≤ ℓ. Clearly U˜−1 ✁ H˜ .
Applying Lemma 36 shows that U˜j ⊂ U˜j+1 for 0 ≤ j <
ℓ. Clearly U˜−1 ⊂ U˜0.
Since V˜0 = 1 × V
′′
0 are all the elements with 1 in the
first coordinate, we must have V˜0 ✁ H˜.
We now show that there is an isomorphism τ : H˜/V˜0 →
HU such that the restriction of τ to U˜jV˜0/V˜0 is
τ(U˜j V˜0/V˜0) = H
j
U
for −1 ≤ j < ℓ. We know that H˜ is a subdirect product
of HU ×HV . But 1× V
′′
0 are all the elements in H˜ with
identity 1 in the first coordinate. This shows there is an
isomorphism
HU ≃
H˜
1× V ′′0
=
H˜
V˜0
.
Let τ : H˜/V˜0 → HU be the corresponding isomorphism.
A subgroup H` of H˜/V˜0 is just a collection of cosets of V˜0,
H` = {sV˜0|sV˜0 ∈ H˜}.
Each coset sV˜0 is of the form hu×hvV
′′
0 for some hu ∈ HU ,
hv ∈ HV . Thus τ(H`) is just the projection of H` onto the
first coordinate hu of each coset sV˜0 ∈ H` .
Now fix j, 0 ≤ j < ℓ. We know that U˜j is a subdirect
product of HjU × H
j
V . Then by construction of H˜ we
know that U˜jV˜0 must be a subdirect product ofH
j
U and of
some group H¯jV isomorphic to U˜j V˜0/U˜0 such that H¯
j
V ⊃
HjV . Thus we must have τ(U˜j V˜0/V˜0) = H
j
U . Clearly
τ(U˜−1V˜0/V˜0) = H
−1
U .
We now show that there is an isomorphism ξ : H˜/U˜0 →
HV such that the restriction of ξ to U˜j/U˜0 is
ξ(U˜j/U˜0) = H
j
V
for 0 ≤ j ≤ ℓ. We know that H˜ is a subdirect product
of HV × HV . But U
′
0 × 1 are all the elements in U˜j
with 1 in the second coordinate. This shows there is an
isomorphism
HV ≃
H˜
U ′0 × 1
=
H˜
U˜0
.
Let ξ : H˜/U˜0 → HV be the corresponding isomorphism.
As for τ , for H´ a collection of cosets {sU˜0|sU˜0 ∈ H˜}
of U˜0, ξ(H´) is just the projection of H´ onto the second
coordinate hv of each coset sU˜0 = huU
′
0 × hv ∈ H´ . For
0 ≤ j ≤ ℓ, we know that U˜j is a subdirect product of
HjU × H
j
V . Thus we must have ξ(U˜j/U˜0) = H
j
V for 0 ≤
j ≤ ℓ.
We now show that there is an isomorphism φ˜ : H˜/V˜0 →
H˜/U˜0 which makes H˜ into a shift group, where φ˜ is closely
related to φℓ−1. From the assumptions in the theorem,
we know there is an isomorphism φℓ−1 : HU → HV . Thus
using τ and ξ we have
H˜
V˜0
τ
≃ HU
φℓ−1
≃ HV
ξ
≃
H˜
U˜0
. (82)
This defines an isomorphism
φ˜ :
H˜
V˜0
→
H˜
U˜0
,
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where φ˜ is the composition ξ−1 ◦ φℓ−1 ◦ τ . We now show
that
φ˜(U˜j V˜0/V˜0) = U˜j+1/U˜0
for −1 ≤ j < ℓ. From the assumptions in the theorem,
we have φℓ−1(H
j
U ) = H
j+1
V for −1 ≤ j < ℓ. Then we
have
φ˜(U˜j V˜0/V˜0) = (ξ
−1 ◦ φℓ−1 ◦ τ)(U˜j V˜0/V˜0)
= U˜j+1/U˜0
for −1 ≤ j < ℓ. Thus φ˜ is the desired isomorphism, and
H˜ has a shift structure ({U˜j}, V˜0, φ˜). •
We have just shown that Theorem 37 gives a shift
group H˜ which is a subdirect product group. Consider
a mapping ζ : H˜ → H , which just regards each ele-
ment (hu, hv) ∈ H˜ as a single element h ∈ H , i.e., ζ :
(hu, hv) 7→ h. We require the assignment ζ : (1, 1) 7→ 1.
ThenH is a group and ζ is an isomorphism. Using the iso-
morphism ζ, we can convert the subdirect product group
H˜ into an abstract shift group H .
Proposition 38 The group H˜ found by Theorem 37 is a
subdirect product of HU and HV and has a shift structure
({U˜j}, V˜0, φ˜). Under the isomorphism H˜
ζ
≃ H, the group
H has a shift structure ({Uj}, V0, φ) and |U0 ∩ V0| = 1.
Note that we can make a round trip by starting with
G, using Theorem 35 to obtain G˜, then using Theorem
37 to obtain H˜ = G˜, and finally Proposition 38 to obtain
H = G. Thus we can obtain any shift groupG by starting
with the description in Theorem 37.
We now simplify Theorem 37 further. From Theorem
37 we know that if H˜ is a shift group, there is an iso-
morphism φℓ−1 : H
ℓ−1
U → H
ℓ
V or just φℓ−1 : HU → HV .
This means that HU and HV are essentially the same.
Thus the sequence of groups {Hj∗V } in HV corresponds
to a dual sequence {Hj∗U } in HU . We let subgroup H
j∗
U
in HU correspond to subgroup H
j+1∗
V in HV so that
φℓ−1(H
j∗
U )
def
= Hj+1∗V for −1 ≤ j < ℓ − 1. Then we can
find a refinement of the normal chain {HjU} in (78):
1 = H−1U ✁H
−1∗
U ✁ U
′
0 = H
0
U ✁H
0∗
U ✁H
1
U ✁H
1∗
U ✁ · · ·
✁HjU✁H
j∗
U ✁ · · ·✁H
ℓ−2
U ✁H
ℓ−2∗
U = H
ℓ−1
U = H
ℓ
U = HU ,
(83)
where φℓ−1(H
j∗
U ) = H
j+1∗
V for −1 ≤ j < ℓ − 1, and each
Hj∗U ✁H
j+1
U for −1 ≤ j < ℓ− 1. Note that since H
ℓ−1
V ✁
Hℓ−1∗V = H
ℓ
V , we have H
ℓ−2
U ✁H
ℓ−2∗
U = H
ℓ−1
U as shown.
The normal chain {Γ′′j } in HV corresponds to a dual
chain {Γ′j} in HU . We let subgroup Γ
′
j in HU correspond
to subgroup Γ′′j+1 in HV so that φℓ−1(Γ
′
j)
def
= Γ′′j+1 for
−1 ≤ j < ℓ. Let V ′′0 in HV correspond to V
′
0 in HU , so
that φℓ−1(V
′
0) = V
′′
0 . Then using φℓ−1 and normal chain
{Γ′′j } in (80), we can find a normal chain
1 = Γ′−1✁Γ
′
0✁Γ
′
1✁· · ·✁Γ
′
j✁· · ·✁Γ
′
ℓ−2✁Γ
′
ℓ−1 = V
′
0 , (84)
where φℓ−1(Γ
′
j) = Γ
′′
j+1 and each Γ
′
j✁HU and V
′
0✁HU for
−1 ≤ j < ℓ, such that HjU ∩ V
′
0 = Γ
′
j for −1 ≤ j < ℓ, and
Hj∗U = H
j
UΓ
′
j+1 for −1 ≤ j < ℓ−1. Since Γ
′′
ℓ−1✁Γ
′′
ℓ = V
′′
0 ,
we have Γ′ℓ−2 ✁ Γ
′
ℓ−1 = V
′
0 as shown. Since Γ
′′
0 = 1, we
have Γ′−1 = 1.
Assume the two normal chains (83) and (84) are related
such that for 0 ≤ j < ℓ there is an isomorphism αj+1,
αj+1 :
Hj+1U
U ′0
→
HjU
Γ′j
, (85)
whose restriction to HjU/U
′
0 is the isomorphism α
∗
j =
η′j−1 ◦ αj , where
α∗j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j,
and η′j−1 is the isomorphism
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j
given by (2) of Lemma 6 using Hj−1∗U = H
j−1
U Γ
′
j in the
hypothesis (see Figure 5). Define α0 to be the trivial
isomorphism α0 : H
0
U/U
′
0 → H
−1
U /Γ
′
−1, or α0 : 1→ 1.
✲
❄
❅
❅
❅
❅
❅
❅
❅❘
HjU/U
′
0 H
j−1
U /Γ
′
j−1
Hj−1∗U /Γ
′
j
αj
α∗j
η′j−1
Figure 5: Commutative diagram.
Since HU and HV are essentially the same, this sug-
gests that in the construction of H˜ we only need to use
HU . We now show that we can recover H˜ in Theorem 37
by using just the two normal chains (83) and (84), iso-
morphism φℓ−1 from Theorem 37, and isomorphism αj+1
in (85).
Theorem 39 Using the normal chain {HjU , H
j∗
U } in
(83), {Γ′j} in (84), isomorphism αj+1 in (85), and iso-
morphism φℓ−1 from Theorem 37, we can recover H˜ in
Theorem 37.
Proof Clearly we can recover {HjU} in (78) from the re-
finement in (83). Applying φℓ−1 to each term in (83) we
can recover {HjV } in (79). We know that H
j
U ✁ HU for
−1 ≤ j ≤ ℓ. Since φℓ−1(HU ) = HV , we have H
j
U ✁HU if
and only if φℓ−1(H
j
U ) = H
j+1
V ✁HV . Then H
j
V ✁HV for
0 ≤ j ≤ ℓ. Similarly using (84) and φℓ−1, we can recover
{Γ′′j } in (80). Apply φℓ−1 to H
j
U and Γ
′
j on the right hand
side in (85); then we can recover βj+1 in (81). Similarly
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we can recover β∗j from α
∗
j and η
′′
j from η
′
j−1. Thus we
have recovered all the assumptions in Theorem 37, and
we can proceed to find H˜ as in Theorem 37. •
We now show that we can find a shift group isomorphic
to H˜ by using just two normal chains and isomorphism
αj+1, without any overt isomorphism φℓ−1.
Theorem 40 Using the normal chain {HjU , H
j∗
U } in
(83), {Γ′j} in (84), and isomorphism αj+1 in (85), we
can recover a shift group Hˆ isomorphic to H˜.
Proof Define Hˆj+1V
def
= HjU for −1 ≤ j < ℓ, Hˆ
j+1∗
V
def
=
Hj∗U for −1 ≤ j < ℓ− 1, Γˆ
′′
j+1
def
= Γ′j for −1 ≤ j < ℓ, and
Vˆ ′′0
def
= V ′0 . For 0 ≤ j < ℓ, define the isomorphism βˆj+1,
βˆj+1 :
Hj+1U
U ′0
→
Hˆj+1V
Γˆ′′j+1
, (86)
using αj+1 and the substitutions Hˆ
j+1
V = H
j
U , Γˆ
′′
j+1 = Γ
′
j
in the right hand side of (85). In the same way, define
the isomorphisms βˆ∗j and ηˆ
′′
j . Similarly define βˆ0 using
α0. For 0 ≤ j < ℓ, let Uˆj+1 be the subdirect product
of Hj+1U × Hˆ
j+1
V implied by the isomorphism (86). Let
Uˆ0 be the subdirect product of Hˆ
0
U × Hˆ
0
V implied by the
isomorphism βˆ0, i.e., Uˆ0 = U
′
0 × 1. Define Uˆ−1 = 1 ×
1; define Hˆ
def
= Uˆℓ. Define the trivial isomorphism φˆj :
HjU → Hˆ
j+1
V for −1 ≤ j < ℓ by the assignment h 7→ h,
h ∈ HjU . Then all the conditions in Theorem 37 are
met so we see that Hˆ is a group with a shift structure
({Uˆj}, Vˆ0, φˆ), where Vˆ0
def
= 1× Vˆ ′′0 and φˆ : Hˆ/Vˆ0 → Hˆ/Uˆ0
is just the isomorphism φˆℓ−1.
We have Hˆj+1V is isomorphic to the groupH
j+1
V in The-
orem 37, and in fact
φℓ−1(H
j
U ) = φℓ−1(Hˆ
j+1
V ) = H
j+1
V ,
where φℓ−1 is the isomorphism in Theorem 37. Similarly
Γˆ′′j+1 ≃ Γ
′′
j+1 since
φℓ−1(Γ
′
j) = φℓ−1(Γˆ
′′
j+1) = Γ
′′
j+1.
Thus Uˆj+1, implied by the isomorphism βˆj+1 in (86), is
isomorphic to U˜j+1, implied by the isomorphism βj+1 in
(81). Then Hˆ ≃ H˜ . •
Previously we have shown that given any reduced shift
group G, we can use Theorem 35 to obtain a subdirect
product group G˜ which is a shift group. Then we can use
Theorem 37 to obtain H˜ = G˜, and finally Proposition
38 to obtain H = G. Thus we can obtain any reduced
shift groupG by starting with the description in Theorem
37. In Theorem 40, we have shown that we can obtain a
shift group Hˆ such that Hˆ ≃ H˜. Using Proposition 38,
the subdirect product group Hˆ can be converted into an
abstract shift group H ′. It is easy to show that H ′ ≃
H = G. Thus using the approach in Theorem 40, we can
find all reduced shift groups G up to isomorphism.
Having found shift group H ′, it is clear that isomor-
phism is a sufficient condition to delineate the shift struc-
ture of any group G isomorphic to H ′. The following
proposition shows that if two groups are isomorphic and
one of them is a shift group, then the other is a shift
group and there is a 1-1 correspondence between their
shift structures. Thus Theorem 40 can effectively find
the shift structure of all reduced shift groups G.
Proposition 41 Let φ : G → H be an isomorphism.
Then G is a shift group with a shift structure ({Xj}, Y0, ϕ)
if and only if H is a shift group with a shift structure
({Uj}, V0, ϕ
′), where Uj = φ(Xj), V0 = φ(Y0), and the
diagrams in Figure 6 commute. In Figure 6, φ1 : G/Y0 →
H/V0 is an isomorphism naturally induced by φ : G→ H,
and φ2 : G/X0 → H/U0 is an isomorphism naturally
induced by φ.
❄
✲
❄
✲
❄
✲
❄
✲
UjV0/V0
XjY0/Y0 Xj+1/X0
Uj+1/U0
H/V0
G/Y0 G/X0
H/U0
φ1
ϕ
φ2
ϕ′
φ1
ϕ
φ2
ϕ′
Figure 6: Commutative diagrams.
Of course the group HU in Theorems 39 and 40 is the
state group of shift group H˜ and Hˆ , respectively. This
gives the following result.
Theorem 42 A group HU is the state group of a shift
group that is a subdirect product group if and only if
(i) there is a normal chain
1 = H−1U ✁H
−1∗
U ✁ U
′
0 = H
0
U ✁H
0∗
U ✁H
1
U ✁H
1∗
U ✁ · · ·
✁HjU✁H
j∗
U ✁ · · ·✁H
ℓ−2
U ✁H
ℓ−2∗
U = H
ℓ−1
U = H
ℓ
U = HU ,
(87)
where each HjU ✁HU ;
(ii) there is a normal chain
1 = Γ′−1 ✁ Γ
′
0 ✁ Γ
′
1 ✁ · · ·✁ Γ
′
j ✁ · · ·✁ Γ
′
ℓ−2 ✁ Γ
′
ℓ−1 = V
′
0 ,
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where each Γ′j✁HU for −1 ≤ j < ℓ, such that H
j
U ∩V
′
0 =
Γ′j for −1 ≤ j < ℓ, and H
j∗
U = H
j
UΓ
′
j+1 for −1 ≤ j <
ℓ− 1;
(iii) for 0 ≤ j < ℓ, there is an isomorphism αj+1,
αj+1 :
Hj+1U
U ′0
→
HjU
Γ′j
, (88)
whose restriction to HjU/U
′
0 is the isomorphism α
∗
j =
η′j−1 ◦ αj, where
α∗j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j ,
and η′j−1 is the isomorphism
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j
given by (2) of Lemma 6 using Hj−1∗U = H
j−1
U Γ
′
j in the
hypothesis. Define α0 to be the trivial isomorphism α0 :
H0U/U
′
0 → H
−1
U /Γ
′
−1, or α0 : 1→ 1.
Moreover we can find shift groups associated with HU
as in Theorems 39 and 40; these shift groups are isomor-
phic.
Note that in (iii) of Theorem 42, the case j = ℓ− 1 is
trivial once we have obtained j = ℓ− 2. For j = ℓ− 1, we
are required to find an isomorphism
αℓ : H
ℓ
U/U
′
0 → H
ℓ−1
U /Γ
′
ℓ−1,
whose restriction to Hℓ−1U /U
′
0 is the isomorphism α
∗
ℓ−1 =
η′ℓ−2 ◦ αℓ−1, where
α∗ℓ−1 : H
ℓ−1
U /U
′
0 → H
ℓ−2∗
U /Γ
′
ℓ−1,
and η′ℓ−2 is the isomorphism given by (2) of Lemma 6
using Hℓ−2∗U = H
ℓ−2
U Γ
′
ℓ−1 in the hypothesis. But the
isomorphism η′ℓ−2 is easy to obtain from H
ℓ−2∗
U . And the
case j = ℓ− 2 in (iii) gives an isomorphism
αℓ−1 : H
ℓ−1
U /U
′
0 → H
ℓ−2
U /Γ
′
ℓ−2.
Using αℓ−1 and η
′
ℓ−2 we can obtain α
∗
ℓ−1. Now since
Hℓ−1U = H
ℓ
U and H
ℓ−2∗
U = H
ℓ−1
U , we can trivially obtain
αℓ by setting αℓ = α
∗
ℓ−1. Thus the case j = ℓ − 1 in (iii)
can be eliminated. In addition, the group HℓU in (87) is
now extraneous and can be eliminated. This gives the
following corollary.
Corollary 43 A group HU is the state group of a shift
group that is a subdirect product group if and only if
(i) there is a normal chain
1 = H−1U ✁H
−1∗
U ✁ U
′
0 = H
0
U ✁H
0∗
U ✁H
1
U ✁H
1∗
U ✁ · · ·
✁HjU ✁H
j∗
U ✁ · · ·✁H
ℓ−2
U ✁H
ℓ−2∗
U = H
ℓ−1
U = HU ,
(89)
where each HjU ✁HU ;
(ii) there is a normal chain
1 = Γ′−1 ✁ Γ
′
0 ✁ Γ
′
1 ✁ · · ·✁ Γ
′
j ✁ · · ·✁ Γ
′
ℓ−2 ✁ Γ
′
ℓ−1 = V
′
0 ,
where each Γ′j✁HU for −1 ≤ j < ℓ, such that H
j
U ∩V
′
0 =
Γ′j for −1 ≤ j < ℓ, and H
j∗
U = H
j
UΓ
′
j+1 for −1 ≤ j <
ℓ− 1;
(iii) for 0 ≤ j < ℓ− 1, there is an isomorphism αj+1,
αj+1 :
Hj+1U
U ′0
→
HjU
Γ′j
, (90)
whose restriction to HjU/U
′
0 is the isomorphism α
∗
j =
η′j−1 ◦ αj, where
α∗j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j,
and η′j−1 is the isomorphism
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j
given by (2) of Lemma 6 using Hj−1∗U = H
j−1
U Γ
′
j in the
hypothesis. Define α0 to be the trivial isomorphism α0 :
H0U/U
′
0 → H
−1
U /Γ
′
−1, or α0 : 1→ 1.
Thus we can find all reduced shift groups G up to iso-
morphism by first finding all state groups HU with the
properties in Corollary 43, and then finding associated
shift groups as in Theorem 40.
Note that even though |X0 ∩ Y0| = 1 for G, we do
not necessarily have |U ′0 ∩ V
′
0 | = 1 for HU . From (ii) of
Corollary 43, we have H0U ∩ V
′
0 = Γ
′
0, which implies U
′
0 ∩
V ′0 = Γ
′
0. Note that the state group has one less degree
of freedom than the shift group; i.e., we have Hℓ−1U =
HU . We can think of the state group as being “ℓ − 1-
controllable” [2].
Corollary 43 suggests a method to construct any state
groupHU . We start with a group U
′
0 and then construct a
chain of groups HjU that converges to H
ℓ−2
U ; then we find
Hℓ−2∗U = HU . Roughly, we can do this as follows (in the
rough sketch here, we neglect any discussion of normality
requirements). Let H0U = U
′
0 and define Γ
′
−1
def
= 1. Then
α0 : H
0
U/U
′
0 → H
−1
U /Γ
′
−1, which is just the isomorphism
α0 : 1 → 1. We have H
−1∗
U = H
−1
U Γ
′
0 = Γ
′
0. Thus we
have obtained H0U , Γ
′
0, and α0.
In general assume we have found HjU , Γ
′
j , and an iso-
morphism αj . We now show how to find H
j+1
U , Γ
′
j+1,
and an isomorphism αj+1 that satisfies the restrictions
in (iii) of Corollary 43. Please refer to Figure 7 where
isomorphism αj is shown in the bottom line. Note that
subgroup Hj−1∗U of H
j
U satisfies H
j−1∗
U = H
j−1
U Γ
′
j . Then
by (2) of Lemma 6 there is an isomorphism η′j−1,
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j .
This gives an isomorphism α∗j ,
α∗j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j,
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which is the next line of Figure 7. Now construct a group
Hj∗U = H
j
UΓ
′
j+1, where Γ
′
j+1 ⊃ Γ
′
j, such that H
j∗
U is an
extension of U ′0 by H˙/Γ
′
j, where
Hj−1∗U
Γ′j
⊂
H˙
Γ′j
⊂
HjU
Γ′j
.
In other words there is an isomorphism
α∗∗j :
Hj∗U
U ′0
→
H˙
Γ′j
,
which is the next line of Figure 7. We require that the
restriction of α∗∗j to H
j
U/U
′
0 is the isomorphism α
∗
j . Now
find a group Hj+1U such that H
j+1
U ⊃ H
j∗
U and H
j+1
U is
an extension of U ′0 by H
j
U/Γ
′
j; in other words there is an
isomorphism
αj+1 :
Hj+1U
U ′0
→
HjU
Γ′j
,
which is the top line in Figure 7. We require that the
restriction of αj+1 to H
j∗
U /U
′
0 is the isomorphism α
∗∗
j . In
general this restriction is easy to meet since Hj+1U ⊃ H
j∗
U .
Thus we have obtained Hj+1U , Γ
′
j+1, and an isomor-
phism αj+1 that meets the restrictions in (iii) of Corol-
lary 43. Continuing in this way gives Hℓ−2U , Γ
′
ℓ−2, and
isomorphism
αℓ−2 : H
ℓ−2
U /U
′
0 → H
ℓ−3
U /Γ
′
ℓ−3.
In the last step, the top two lines of Figure 7 are the
same, and the algorithm becomes degenerate. We have
Hℓ−2∗U = H
ℓ−1
U , H˙ = H
ℓ−2
U , and α
∗∗
ℓ−2 = αℓ−1. First find
α∗ℓ−2 : H
ℓ−2
U /U
′
0 → H
ℓ−3∗
U /Γ
′
ℓ−2.
Next construct a group Hℓ−2∗U = H
ℓ−2
U Γ
′
ℓ−1 such that
there is an isomorphism
α∗∗ℓ−2 :
Hℓ−2∗U
U ′0
→
Hℓ−2U
Γ′ℓ−2
.
We require that the restriction of α∗∗ℓ−2 to H
ℓ−2
U /U
′
0 is
α∗ℓ−2. Again, since the last step is degenerate, α
∗∗
ℓ−2 is
αℓ−1 and H
ℓ−2∗
U is H
ℓ−1
U , which is just state group HU .
αj+1 : H
j+1
U /U
′
0 → H
j
U/Γ
′
j
α∗∗j : H
j∗
U /U
′
0 → H˙/Γ
′
j
α∗j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j
αj : H
j
U/U
′
0 → H
j−1
U /Γ
′
j−1
Figure 7: Isomorphisms and groups used in construction
of state group HU .
For shift group G, we saw that X0 and the normal
chain {Xj ∩ Y0} were related. This suggests that for a
state group, U ′0 and {Γ
′
j} are related. We now prove this
result. This approach shows finer details of the group HU
and gives a more elaborate version of Figure 7, allowing
us to improve Corollary 43 and the algorithm.
Lemma 44 Let HU be the state group of a shift group.
Fix j, −1 ≤ j < ℓ− 2. If there is a normal chain
Hj+1U = Q
0
j+1✁Q
1
j+1✁Q
2
j+1✁ · · ·✁Q
p−1
j+1✁Q
p
j+1 = H
j+2
U ,
(91)
then there is a normal chain
HjU ✁Q
a
j ✁ · · ·✁Q
b
j ✁Q
0
j ✁Q
1
j ✁Q
2
j ✁ · · ·
✁Qp−1j ✁Q
p
j = H
j+1
U , (92)
where Q0j = H
j∗
U and the normal chain
HjU ✁Q
a
j ✁ · · ·✁Q
b
j ✁Q
0
j (93)
is an arbitrary refinement of the trivial normal chain
HjU ✁ Q
0
j . We have H
j
U = Q
0
j if and only if H
j
U = H
j∗
U ;
in this case any refinement in (93) is trivial. Although
there is no restriction on the choice of the normal chain
in (93), there are dependent relations among the Qnj and
Qnj+1, 0 ≤ n ≤ p. We have
Qnj
Qmj
≃
Qnj+1
Qmj+1
(94)
for m,n satisfying 0 ≤ m ≤ n ≤ p. Moreover Qnj ✁HU if
Qnj+1 ✁HU , for n satisfying 0 ≤ n ≤ p. In addition, Q
n
j
and Qnj+1 are related by the isomorphism αj+2,
αj+2(Q
n
j+1/U
′
0) = Q
n
j /Γ
′
j+1, (95)
for n satisfying 0 ≤ n ≤ p.
Conversely, if there is a normal chain as in (92) with
Q0j = H
j∗
U , then there is a normal chain as in (91), and
Qnj+1 ✁HU if Q
n
j ✁HU , for n satisfying 0 ≤ n ≤ p, and
properties (94)-(95) hold.
Proof Fix j, −1 ≤ j < ℓ − 2. We first show that if (91)
holds, then (92) holds. As in (91), let
Q0j+1 ✁Q
1
j+1 ✁Q
2
j+1 ✁ · · ·✁Q
p
j+1
be a normal chain with each Qnj+1 ✁ HU . We know
U ′0 ✁HU and U
′
0 ⊂ Q
0
j+1. Then from the correspondence
theorem, there is a normal chain
Q0j+1
U ′0
✁
Q1j+1
U ′0
✁
Q2j+1
U ′0
✁ · · ·✁
Qpj+1
U ′0
where
Qnj+1/U
′
0
Qmj+1/U
′
0
≃
Qnj+1
Qmj+1
, (96)
for m ≥ 0, n ≥ 0 satisfying 0 ≤ m ≤ n ≤ p, and each
Qnj+1/U
′
0 ✁HU/U
′
0.
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Since for a state group there is an isomorphism αj+2 :
Hj+2U /U
′
0 → H
j+1
U /Γ
′
j+1, for each n, 0 ≤ n ≤ p, there
is a subgroup Q˙nj /Γ
′
j+1 such that αj+2(Q
n
j+1/U
′
0) =
Q˙nj /Γ
′
j+1. Thus the isomorphism αj+2 gives a normal
chain
Q˙0j
Γ′j+1
✁
Q˙1j
Γ′j+1
✁
Q˙2j
Γ′j+1
✁ · · ·✁
Q˙pj
Γ′j+1
, (97)
where each Q˙nj /Γ
′
j+1 ✁H
j+1
U /Γ
′
j+1, and
Q˙nj /Γ
′
j+1
Q˙mj /Γ
′
j+1
≃
Qnj+1/U
′
0
Qmj+1/U
′
0
. (98)
Since HU is a state group, we have Q˙
0
j/Γ
′
j+1 = H
j∗
U /Γ
′
j+1
and Q˙pj/Γ
′
j+1 = H
j+1
U /Γ
′
j+1.
Consider the natural map νj+1 : H
j+1
U → H
j+1
U /Γ
′
j+1
defined by the assignment h 7→ hΓ′j+1. Define Q
n
j
def
=
(νj+1)
−1(Q˙nj /Γ
′
j+1). Then Q
0
j = H
j∗
U and Q
p
j = H
j+1
U .
Then using (97) and the correspondence theorem, we have
a normal chain
Q0j ✁Q
1
j ✁Q
2
j ✁ · · ·✁Q
p
j , (99)
where
Qnj
Qmj
≃
Q˙nj /Γ
′
j+1
Q˙mj /Γ
′
j+1
. (100)
Since Q0j = H
j∗
U , we have H
j
U ⊂ Q
0
j , and combining this
with (99) gives (92). From the correspondence theorem,
we have each Qnj ✁HU . Collecting (96), (98), and (100)
gives (94). Finally we have that (95) holds by construc-
tion.
Now assume (92) holds. We can show that (91) holds
by essentially reversing the above steps. •
We see there are two cases to consider in Lemma 44
depending on whether Hj∗U = H
j
U or H
j∗
U >> H
j
U . For-
mally, we introduce a parameter ǫj for −1 ≤ j < ℓ − 1.
We set ǫj = 1 if H
j∗
U >> H
j
U , and ǫj = 0 if H
j∗
U = H
j
U .
Note that parameter ǫj is not the same as parameter
εj. We have H
j∗
U >> H
j
U if and only if H
j+1∗
V >> H
j+1
V .
Therefore Hj∗U >> H
j
U if and only if U˜
∗
j+1 >> U˜j+1 in H˜ .
Under the isomorphism H˜
ζ
≃ H , we have U˜∗j+1 >> U˜j+1 if
and only if U∗j+1 >> Uj+1 in H . Therefore ǫj corresponds
to εj+1. Note that ǫℓ−2 = εℓ−1 = 1 always. We have
ǫ−1 = ε0. We have ǫ−1 = 0 if and only if Γ
′
0 = 1. We
always have ε−1 = 0 since U
∗
−1 = U0 ∩ V0 = 1 for a
reduced shift group.
In the next theorem, we use Lemma 44 to find a re-
finement of (87). It is convenient to write the refinement
using slightly different notation than in Lemma 44. Thus
in place of (91), we write the portion of the refinement
between Hj+1U and H
j+2
U as
Hj+1U = H
j+1,(kj+1)
U ✁H
j+1,(kj+1+1)
U ✁H
j+1,(kj+1+2)
U ✁· · ·
✁H
j+1,(ℓ′−1)
U ✁H
j+1,(ℓ′)
U = H
j+2
U , (101)
where kj+1 and ℓ
′ are positive integers. Using (101) in
Lemma 44, we obtain the portion of the refinement be-
tween HjU and H
j+1
U as
HjU ✁H
j,(kj+1)
U ✁H
j,(kj+1+1)
U ✁H
j,(kj+1+2)
U ✁ · · ·
✁H
j,(ℓ′−1)
U ✁H
j,(ℓ′)
U = H
j+1
U , (102)
where H
j,(kj+1)
U = H
j∗
U . We only use Lemma 44 for a
trivial refinement in (93), that is, when HjU = Q
a
j =
· · · = Qbj . In (102), we have H
j,(kj+1)
U = H
j∗
U if ǫj = 1,
and H
j,(kj+1)
U = H
j∗
U = H
j
U if ǫj = 0.
In general for each j, −1 ≤ j ≤ ℓ − 2, we define a
refinement in which the superscriptm ofH
j,(m)
U runs from
integer kj to integer ℓ
′. For 0 ≤ j ≤ ℓ − 1, we define
H
j−1,(ℓ′)
U
def
= HjU
def
= H
j,(kj)
U ; then H
ℓ−2,(ℓ′)
U = H
ℓ−1
U =
H
ℓ−1,(kℓ−1)
U . We also define H
−1
U
def
= H
−1,(k−1)
U . In this
notation, the portion of the refinement between HjU and
Hj+1U is
HjU = H
j,(kj)
U ✁H
j,(kj+1)
U ✁H
j,(kj+2)
U ✁ · · ·
✁H
j,(ℓ′−1)
U ✁H
j,(ℓ′)
U = H
j+1
U . (103)
Comparing (102) and (103) shows that we must have
HjU = H
j,(kj)
U = H
j,(kj+1)
U = H
j∗
U if ǫj = 0 and
H
j,(kj+1)
U = H
j,(kj+1)
U = H
j∗
U if ǫj = 1. This means
kj + ǫj = kj+1. If we use the above procedure and apply
Lemma 44 recursively starting with the normal chain
Hℓ−2U = H
ℓ−2,(kℓ−2)
U ✁H
ℓ−2,(ℓ′)
U = H
ℓ−1
U = HU ,
we obtain
kj = ℓ
′ −
∑
j≤i<ℓ−1
ǫi (104)
for −1 ≤ j < ℓ− 1. Define
ℓ′
def
=
∑
−1≤i<ℓ−1
ǫi.
Then from (104) we see k−1 = 0. If j = ℓ − 1, we define
kj = kℓ−1
def
= ℓ′ trivially. Thus as j runs from −1 to ℓ−1,
kj takes all values in the range [0, ℓ
′]. Since
∑
−1≤i<ℓ−1
ǫi =
∑
−1≤i<ℓ
εi,
we see the above definition of ℓ′ is consistent with the
previous definition.
Theorem 45 Let a shift group have a state group HU .
There is a refinement of {HjU}, and of the normal chain
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in (87), given by
H−1U = H
−1,(k−1)
U ✁ · · ·✁H
−1,(ℓ′)
U = H
0
U = H
0,(k0)
U ✁ · · ·
✁H
j−1,(ℓ′)
U = H
j
U = H
j,(kj)
U ✁H
j,(kj+1)
U ✁H
j,(kj+2)
U ✁ · · ·
✁H
j,(ℓ′−1)
U ✁H
j,(ℓ′)
U = H
j+1
U = H
j+1,(kj+1)
U ✁ · · ·
✁H
ℓ−2,(kℓ−2)
U ✁H
ℓ−2,(kℓ−2+1)
U = H
ℓ−2,(ℓ′)
U = H
ℓ−1
U =
H
ℓ−1,(kℓ−1)
U = HU , (105)
where each H
j,(kj+n)
U ✁HU and H
j,(kj+1)
U = H
j∗
U if ǫj = 1.
Moreover
H
−1,(kj+n)
U
H
−1,(kj+m)
U
≃
H
j,(kj+n)
U
H
j,(kj+m)
U
(106)
for −1 ≤ j < ℓ − 1 and m,n satisfying kj ≤ kj +m ≤
kj + n ≤ ℓ
′. In addition, the isomorphism αj+2 satisfies
αj+2(H
j+1,(kj+1+n)
U /U
′
0) = H
j,(kj+ǫj+n)
U /Γ
′
j+1 (107)
for −1 ≤ j < ℓ− 2 and n satisfying kj+1 ≤ kj+1+n ≤ ℓ
′.
Proof Starting from the normal chain Hℓ−2U =
H
ℓ−2,(kℓ−2)
U ✁ H
ℓ−2,(ℓ′)
U = H
ℓ−1
U , where H
ℓ−2
U ✁ HU and
Hℓ−1U ✁HU , we can use Lemma 44 to go ‘backwards’ and
for each j, −1 ≤ j < ℓ − 2, obtain a normal chain from
HjU to H
j+1
U as in (105), where each H
j,(kj+n)
U ✁HU for n
satisfying kj ≤ kj+n ≤ ℓ
′, and H
j,(kj+1)
U = H
j∗
U if ǫj = 1.
Since kj+1 = kj + ǫj , we can restate (95) of Lemma 44
as in (107), for n satisfying kj+1 ≤ kj+1 + n ≤ ℓ
′.
It only remains to show (106). We can do this by
induction. We assume (106) holds for q + 1, that is, we
assume
H
q+1,(kj+n)
U
H
q+1,(kj+m)
U
≃
H
j,(kj+n)
U
H
j,(kj+m)
U
(108)
for q + 1 ≤ j < ℓ − 1 and m,n satisfying kj ≤ kj +m ≤
kj + n ≤ ℓ
′. Note that the left hand side of (108) is well
defined since kq+1 ≤ kj for q + 1 ≤ j. Then we show
(106) holds for q, that is, we show
H
q,(kj+n)
U
H
q,(kj+m)
U
≃
H
j,(kj+n)
U
H
j,(kj+m)
U
(109)
for q ≤ j < ℓ − 1 and m,n satisfying kj ≤ kj + m ≤
kj + n ≤ ℓ
′.
Assume that j satisfies q + 1 ≤ j < ℓ − 1 and m,n
satisfy kj ≤ kj + m ≤ kj + n ≤ ℓ
′. Assume that (108)
holds. We can write the portion of the normal chain in
(105) between HqU and H
q+1
U as
HqU = H
q,(kq)
U ✁H
q,(kq+1)
U ✁H
q,(kq+2)
U ✁ · · ·
✁H
q,(ℓ′−1)
U ✁H
q,(ℓ′)
U = H
q+1
U , (110)
and between Hq+1U and H
q+2
U as
Hq+1U = H
q+1,(kq+1)
U ✁H
q+1,(kq+1+1)
U ✁H
q+1,(kq+1+2)
U ✁· · ·
✁H
q+1,(ℓ′−1)
U ✁H
q+1,(ℓ′)
U = H
q+2
U . (111)
Then using Lemma 44 with (111) in place of (91) and
(110) in place of (92), we have from (94)
H
q,(kj+n)
U
H
q,(kj+m)
U
≃
H
q+1,(kj+n)
U
H
q+1,(kj+m)
U
. (112)
Note that all terms in (112) are well defined since kq ≤
kq+1 ≤ kj for q + 1 ≤ j. Combining (112) with (108)
gives
H
q,(kj+n)
U
H
q,(kj+m)
U
≃
H
j,(kj+n)
U
H
j,(kj+m)
U
. (113)
We know that (113) holds for q + 1 ≤ j < ℓ− 1 and m,n
satisfying kj ≤ kj+m ≤ kj+n ≤ ℓ
′. But (113) also holds
trivially for j = q. Then (113) holds for q ≤ j < ℓ−1 and
m,n satisfying kj ≤ kj +m ≤ kj + n ≤ ℓ
′, giving (109).
We start the induction by proving (109) for q = ℓ− 3.
But from Lemma 44, we know there are normal chains
Hℓ−2U ✁H
ℓ−1
U and H
ℓ−3
U ✁H
ℓ−3∗
U ✁H
ℓ−2
U with
Hℓ−2U
Hℓ−3∗U
≃
Hℓ−1U
Hℓ−2U
.
Rewriting this as
H
ℓ−3,(ℓ′)
U
H
ℓ−3,(kℓ−2)
U
≃
H
ℓ−2,(ℓ′)
U
H
ℓ−2,(kℓ−2)
U
gives (109) for q = ℓ− 3. •
We can illustrate Theorem 45 as previously done for
Theorem 11 in Figure 2.
We are particularly interested in the portion of the
normal chain from H−1U to H
0
U :
H−1U = H
−1,(k−1)
U ✁H
−1,(k−1+1)
U ✁· · ·✁H
−1,(k−1+n)
U ✁· · ·
✁H
−1,(ℓ′−1)
U ✁H
−1,(ℓ′)
U = H
0
U . (114)
In (114), the superscript m of H
−1,(m)
U takes all values in
the interval [k−1, ℓ
′] or [0, ℓ′]. Using (104), for j satisfying
−1 ≤ j ≤ ℓ−1, we know kj takes all values in the interval
[0, ℓ′]. Then for −1 ≤ j ≤ ℓ−1, the termH
−1,(kj)
U appears
in (114), and we can make the definition
∆′j
def
= H
−1,(kj)
U .
Then
H−1U = ∆
′
−1 ✁∆
′
0 ✁ · · ·✁∆
′
j ✁ · · ·✁∆
′
ℓ−1 = H
0
U (115)
is a refinement of (114) which at most just repeats terms
in (114). Since each H
−1,(k−1+n)
U ✁ HU , we know that
each ∆′j ✁HU .
Given a state group HU , the normal chain in (105) is
uniquely determined, and so the normal chains (114) and
(115) are uniquely determined. We say the normal chain
in (115) is a signature chain of state group HU . We now
give some properties of the signature chain.
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Theorem 46 Let a shift group have a state group HU .
Fix j, −1 ≤ j < ℓ − 1. The signature chain of the state
group has the property that
Hj+1U
HjU
≃
H0U
∆′j
, (116)
Hj+1U
Hj∗U
≃
H0U
∆′j+1
, (117)
and
Hj∗U
HjU
≃
∆′j+1
∆′j
. (118)
We have
∆′0 = H
−1∗
U = Γ
′
0, (119)
∆′j+1
∆′j
≃
Γ′j+1
Γ′j
, (120)
and
|∆′j+1| = |Γ
′
j+1|. (121)
Proof Results (116)-(118) follow from (106) of Theorem
45 using the definition of ∆′j .
We now show (119). We have H
−1,(k−1+1)
U = H
−1∗
U
if ǫ−1 = 1, and H
−1,(k−1)
U = H
−1∗
U = H
−1
U if ǫ−1 = 0.
Also k0 and k−1 are related by k0 = k−1 + ǫ−1. Thus
H
−1,(k0)
U = H
−1∗
U if ǫ−1 = 1 or ǫ−1 = 0. But ∆
′
0 =
H
−1,(k0)
U by definition, and H
−1∗
U = H
−1
U Γ
′
0 = Γ
′
0 using
(ii) of Theorem 42. Then (119) follows.
Now use Lemma 6 with Q′ = Γ′j ; Q = H
j
U , R
′ = Γ′j+1,
and R = Hj∗U . The conditions in Lemma 6 are satisfied
because HU is a state group. Then (3) of Lemma 6 gives
Hj∗U
HjU
≃
Γ′j+1
Γ′j
. (122)
Combining (118) and (122) gives (120). Now use induc-
tion with (119) and (120) to obtain (121). •
Remark: Note from (120) that if ∆′−1 = · · · = ∆
′
j = 1
and ∆′j+1 6= 1, then Γ
′
−1 = · · · = Γ
′
j = 1 and ∆
′
j+1 ≃
Γ′j+1. Since H
ℓ−2
U << H
ℓ−2∗
U , we always have |∆
′
ℓ−2| <
|∆′ℓ−1|.
We have the following easy corollary of Theorem 46.
Corollary 47 If HU is a state group, the factor groups
Hj+1U /H
j
U in the normal chain {H
j
U} are abelian if U
′
0 =
H0U is abelian. In this case then, {H
j
U} is a solvable series
and HU is solvable.
We can now include the results of Theorem 45 and
Theorem 46 in Corollary 43.
Theorem 48 A group HU is the state group of a shift
group that is a subdirect product group if and only if
(i) there is a normal chain
H−1U = H
−1,(k−1)
U ✁ · · ·✁H
−1,(ℓ′)
U = H
0
U = H
0,(k0)
U ✁ · · ·
✁H
j−1,(ℓ′)
U = H
j
U = H
j,(kj)
U ✁H
j,(kj+1)
U ✁H
j,(kj+2)
U ✁ · · ·
✁H
j,(ℓ′−1)
U ✁H
j,(ℓ′)
U = H
j+1
U = H
j+1,(kj+1)
U ✁ · · ·
✁H
ℓ−2,(kℓ−2)
U ✁H
ℓ−2,(kℓ−2+1)
U = H
ℓ−2,(ℓ′)
U =
Hℓ−2∗U = H
ℓ−1
U = HU , (123)
where each H
j,(kj+n)
U ✁HU and H
j,(kj+1)
U = H
j∗
U if ǫj = 1;
(ii) there is a refinement of the portion of the normal
chain from 1 = H−1U to U
′
0 = H
0
U , given by
1 = ∆′−1 ✁∆
′
0 ✁∆
′
1 ✁ · · ·∆
′
j ✁ · · ·✁∆
′
ℓ−1 = U
′
0 = H
0
U ,
where each ∆′j ✁HU and ∆
′
j
def
= H
−1,(kj)
U for −1 ≤ j < ℓ;
(iii) there is a normal chain
1 = Γ′−1 ✁ Γ
′
0 ✁ Γ
′
1 ✁ · · ·✁ Γ
′
j ✁ · · ·✁ Γ
′
ℓ−2 ✁ Γ
′
ℓ−1 = V
′
0 ,
where each Γ′j✁HU for −1 ≤ j < ℓ, such that H
j
U ∩V
′
0 =
Γ′j for −1 ≤ j < ℓ, and H
j∗
U = H
j
UΓ
′
j+1 for −1 ≤ j <
ℓ− 1, and
Γ′j+1/Γ
′
j ≃ ∆
′
j+1/∆
′
j
for −1 ≤ j < ℓ− 1;
(iv) for 0 ≤ j < ℓ− 1, there is an isomorphism αj+1,
αj+1 :
Hj+1U
U ′0
→
HjU
Γ′j
, (124)
whose restriction to HjU/U
′
0 is the isomorphism α
∗
j =
η′j−1 ◦ αj, where
α∗j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j,
and η′j−1 is the isomorphism
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j
given by (2) of Lemma 6 using Hj−1∗U = H
j−1
U Γ
′
j in the
hypothesis; define α0 to be the trivial isomorphism α0 :
H0U/U
′
0 → H
−1
U /Γ
′
−1, or α0 : 1→ 1;
(v) for 0 ≤ j < ℓ− 1, the isomorphism αj+1 satisfies
αj+1(H
j,(kj+n)
U /U
′
0) = H
j−1,(kj−1+ǫj−1+n)
U /Γ
′
j (125)
for n satisfying kj ≤ kj + n ≤ ℓ
′.
We now restate Theorem 48 by combining (iv) and (v).
Corollary 49 A group HU is the state group of a shift
group that is a subdirect product group if and only if (i),
(ii), and (iii) of Theorem 48 hold, and
(iv) for 0 ≤ j < ℓ−1 and n satisfying kj ≤ kj+n ≤ ℓ
′,
there is an isomorphism α
(kj+n)
j , given by
α
(kj+n)
j :
H
j,(kj+n)
U
U ′0
→
H
j−1,(kj−1+ǫj−1+n)
U
Γ′j
, (126)
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such that for n = 1, . . . , ℓ′− kj, the restriction of α
(kj+n)
j
to H
j,(kj+n−1)
U /U
′
0 is α
(kj+n−1)
j . The isomorphism
α
(kj)
j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j
is the isomorphism α
(kj)
j = η
′
j−1 ◦α
(ℓ′)
j−1, where η
′
j−1 is the
isomorphism
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j
given by (2) of Lemma 6 using Hj−1∗U = H
j−1
U Γ
′
j in
the hypothesis. For j = 0, note that α
(k0)
0 : H
0
U/U
′
0 →
H−1∗U /Γ
′
0 is the trivial isomorphism α
(k0)
0 : 1 → 1, and
we define α
(k0)
0 this way.
Proof For 0 ≤ j < ℓ−1 and n satisfying kj ≤ kj+n ≤ ℓ
′,
we define α
(kj+n)
j to be an isomorphism with domain and
range as in (126) such that
α
(kj+n)
j (H
j,(kj+n)
U /U
′
0) = αj+1(H
j,(kj+n)
U /U
′
0).
Now note that α
(kj)
j is just α
∗
j and α
(ℓ′)
j−1 is just αj . •
5 Algorithms
Arpasi and Palazzo [12] have previously given an al-
gorithm to construct a strongly controllable group code
starting with a given group G (if it is possible). Sarvis
and Trott [10] and Sindhushayana, Marcus, and Trott
[11] have given algorithms to construct all homogeneous
trellis codes and all homogeneous shifts, respectively. In
this section, we give an algorithm to construct the state
group of a shift group. Using the state group, it is easy to
construct the strongly controllable shift group and group
code. We start with the group U ′0 and work up to state
group HU . This approach may have an advantage in con-
structing a Latin group code since we can specify a group
U ′0 with the desired properties at the start. In the ap-
proach here, all intermediate calculations take place in-
side the final group HU , whereas the approach of [10, 11]
uses a sequence of derivative codes or derived shifts which
are indirectly related to the final group.
We give an algorithm to find all state groups HU hav-
ing a given U ′0 and a given signature chain
1 = ∆′−1 ✁∆
′
0 ✁∆
′
1 ✁ · · ·∆
′
j ✁ · · ·✁∆
′
ℓ−1 = U
′
0.
Then it is easy to find the reduced shift group associated
with HU . The algorithm is loosely based on Algorithm
1 in version 1 of this paper. We can find a Latin shift
group and Latin group code by modifying Algorithms 2
and 3 in version 1 of this paper.
The algorithm is just a literal implementation of Corol-
lary 49. The algorithm has three parts, I, II, and III,
which cover the index step range j = −1, . . . , ℓ− 2. Part
I is an initialization; this is index step j = −1. Part II is
the main portion of the algorithm; it covers index steps
j = 0, . . . , ℓ− 2. Part III just states the final result.
Algorithm to find state group:
I. Pick a group U ′0 and a normal chain
1 = ∆′−1 ✁∆
′
0 ✁∆
′
1 ✁ · · ·∆
′
j ✁ · · ·✁∆
′
ℓ−1 = U
′
0 (127)
where each ∆′j ✁ U
′
0. Construct the parameters ǫj for
−1 ≤ j < ℓ − 1. Thus using (127), we set ǫj = 1 if
|∆′j+1|/|∆
′
j| > 1 and ǫj = 0 if |∆
′
j+1|/|∆
′
j | = 1. There is
a subsequence of (127),
1 = ∆′−1 ✁ · · ·✁∆
′
m ✁∆
′
m′ ✁ · · ·✁∆
′
ℓ−1 = U
′
0, (128)
consisting of terms ∆′m+1 for which ǫm = 1, or
|∆′m+1|/|∆
′
m| > 1, and an initial term 1 = ∆
′
−1. De-
fine parameter ℓ′,
ℓ′
def
= |{j|ǫj = 1,−1 ≤ j < ℓ− 1}|.
There are ℓ′ + 1 terms in (128). We reindex the sub-
scripts in (128) with integers 0, 1, . . . , ℓ′ so that order is
preserved, and define this to be the sequence
1 = H
−1,(0)
U ✁H
−1,(1)
U ✁ · · ·✁H
−1,(j)
U ✁H
−1,(j+1)
U ✁ · · ·
✁H
−1,(ℓ′)
U = U
′
0.
In other words, H
−1,(j)
U = ∆
′
m if and only if H
−1,(j+1)
U =
∆′m′ . Note that H
−1,(0)
U
def
= ∆′−1 = 1 and H
−1,(ℓ′)
U
def
=
∆′ℓ−1 = U
′
0 = H
0
U . In general, for −1 ≤ j < ℓ− 1 define
kj
def
= ℓ′ −
∑
j≤i<ℓ−1
ǫi.
Then k−1 = 0. With k−1 = 0, note that we have defined
H
−1,(k−1+n)
U for n = 0, . . . , ℓ
′.
Define Γ′−1 = 1. Note that Γ
′
0 = ∆
′
0.
II. For j = 0, . . . , ℓ− 2:
DO
1. We are given HjU and Γ
′
j . We have found H
j
U as the
sequence of subgroups
Hj−1U = H
j−1,(kj−1)
U , H
j−1,(kj−1+1)
U , . . . ,
H
j−1,(kj−1+n)
U , . . . , H
j−1,(ℓ′)
U = H
j
U .
2. We now find Hj+1U . We can do this in increments,
finding H
j,(kj+n)
U and isomorphism α
(kj+n)
j for kj ≤ kj +
n ≤ ℓ′. We already know H
j,(kj)
U = H
j
U = H
j−1,(ℓ′)
U .
Define the isomorphism α
(kj)
j = η
′
j−1 ◦ α
(ℓ′)
j−1, where η
′
j−1
is the isomorphism
η′j−1 : H
j−1
U /Γ
′
j−1 → H
j−1∗
U /Γ
′
j
given by (2) of Lemma 6 using Hj−1∗U = H
j−1
U Γ
′
j in the
hypothesis. Then
α
(kj)
j : H
j
U/U
′
0 → H
j−1∗
U /Γ
′
j.
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(For j = 0, define α
(k0)
0 to be the trivial isomorphism
α
(k0)
0 : 1→ 1.)
We now consider some specific details of each incre-
ment n. First consider kj + n = kj + ǫj. If ǫj = 0, there
is nothing to do except define Γ′j+1
def
= Γ′j .
If ǫj = 1, we find H
j,(kj+ǫj)
U such that
(i) H
j,(kj+ǫj)
U ⊃ H
j,(kj)
U .
(ii) H
j,(kj+ǫj)
U is an extension of U
′
0 such that there is
an isomorphism α
(kj+ǫj)
j ,
α
(kj+ǫj)
j :
H
j,(kj+ǫj)
U
U ′0
→
H
j−1,(kj−1+ǫj−1+ǫj)
U
Γ′j
,
whose restriction to H
j,(kj)
U /U
′
0 is α
(kj)
j .
(iii) H
j,(kj+ǫj)
U = H
j,(kj)
U (Γ
′
j+1), where subgroup
Γ′j+1 ⊂ H
j,(kj+ǫj)
U satisfies
Γ′j+1 ∩H
j,(kj)
U = Γ
′
j ,
Γ′j+1/Γ
′
j ≃ ∆
′
j+1/∆
′
j,
Γ′j+1 ✁H
j,(kj+ǫj)
U .
We also require that
H0U , H
1
U , . . . , H
j
U ✁H
j,(kj+ǫj)
U .
For the remaining increments, for n satisfying kj+ǫj <
kj + n ≤ ℓ
′, we just need to find H
j,(kj+n)
U such that
(i) H
j,(kj+n)
U ⊃ H
j,(kj+n−1)
U .
(ii) H
j,(kj+n)
U is an extension of U
′
0 such that there is
an isomorphism α
(kj+n)
j ,
α
(kj+n)
j :
H
j,(kj+n)
U
U ′0
→
H
j−1,(kj−1+ǫj−1+n)
U
Γ′j
,
whose restriction to H
j,(kj+n−1)
U /U
′
0 is α
(kj+n−1)
j .
We also require that
H0U , H
1
U , . . . , H
j
U ✁H
j,(kj+n)
U
and Γ′j+1 ✁H
j,(kj+n)
U .
ENDDO
III. For j = ℓ − 2, part II is abbreviated since kℓ−2 +
ǫℓ−2 = kℓ−2 + 1 = ℓ
′. Then H
ℓ−2,(kℓ−2+ǫℓ−2)
U is the state
group HU of a shift group that is a subdirect product
group. •
We can implement increment kj+n = kj+ǫj as follows.
Since H
j,(kj+ǫj)
U = H
j,(kj)
U (Γ
′
j+1), from (4) of Lemma 6 we
have
H
j,(kj+ǫj)
U
Γ′j
≃
H
j,(kj)
U
Γ′j
×
Γ′j+1
Γ′j
def
= H×.
Thus we first find a group Γ′j+1/Γ
′
j isomorphic to
∆′j+1/∆
′
j . Then form the direct product group H
×. Now
find H
j,(kj+ǫj)
U ⊃ H
j,(kj)
U an extension of Γ
′
j by H
× such
that H
j,(kj+ǫj)
U contains a normal subgroup Γ
′
j+1 which
is an extension of Γ′j by Γ
′
j+1/Γ
′
j. Now check whether
(ii) is satisfied. Note that the direct product group H×
gives some insight into the structure of the state group
and explains why D8 can be the state group of the V.32
code [6].
The algorithm can be improved by using a composition
chain of HU , as obtained for G in Theorem 15; this ap-
proach somewhat resembles the cyclic extension method
[24].
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