Abstract. This paper investigates the stability of optimal solution sets to stochastic programs with complete recourse, where the underlying probability measure is understood as a parameter varying in some space of probability measures. In [Math. Programming, 67 (1994) 
For the data we assume that g :/R " -+ is a convex function, C c m is a nonempty closed convex set, q E ', and A, W are matrices of proper dimensions. As indicated in (1.1), the integrating probability measure # is understood as a parameter which we assume will vary in A/[ l(8)--the space of all Borel probability measures on s with finite first moment, i.e., fs Ilzll#(dz) < +c for all # E j(s). Further assumptions that ensure (1.1)-(1.3) to be well defined will be given in 2.
It is well known that (1.1)-(1.3) models a two-stage decision process under uncertainty with first-stage decision x, random entry z, and second-stage (or recourse) 532 WERNER RMISCH AND RDIGER SCHULTZ decision y. For a more detailed introduction to this class of models, including a basic analysis of the function Q in (1.2), we refer to [6] , [31] . Here we only mention that Q is convex whenever it is well defined.
In the present paper, we concentrate on studying the impact of changes in the underlying probability measure # on the problem (1.1). To this end, we assign to # e AA1 () the (global) optimal value (#) and the set of (global) optimal solutions (#). The mappings and are common objects of study in the stability analysis of optimization problems. In the context of stochastic programming, the above setup (i.e., understanding the underlying measure as the quantity subjected to perturba-. tions) has two principal origins: the numerical intractability of the integral in (1.2) and the incomplete information on # that one is faced with in general. In the first case, approximations of a complicated measure # by simpler ones give rise to a perturbation analysis. In the second case, perturbations come via attempts to construct some "reasonable" measure # based on the (statistical) information that is available on the random parameter z. For more details on the stability of stochastic programs we refer to [3] , [4] , [7] , [12] , [19] , [22] , [26] , [28] , [30] , [32] , [33] .
The subsequent analysis is entirely concerned with quantitative continuity properties of the optimal set mapping . As in our earlier work [22] , [23] , we dispense with the assumption that the solution set of the unperturbed problem is a singleton.
For the model (1.1)-(1.3), uniqueness of optimal solutions is rather exceptional, as is seen by the following example. Let us first mention that the example does fit the setting of our central stability estimate; in particular, the function Q is here strongly convex on a suitable subset (cf. Theorem [29] the author proves an upper Lipschitz continuity estimate for under the assumption that, for the unperturbed problem P(#), the objective function grows at least quadratically for feasible points near the set of optimal solutions. The right-hand side of the estimate essentially consists of the maximal norm of elements arising in the Clarke subdifferential [2] of the function Q Q, (cf. (1.2)) at points belonging to a suitable neighbourhood. Here Q corresponds to the perturbed problem P(),
In the present paper we introduce a "subgradient distance" for #, E A/I() based on the above maximal norm (cf. (2.1)). We. focus on the stability of models which fit into (1.1)-(1.3) and obey the additional properties that g is convex quadratic, C is a nonempty polyhedron, and Q is strongly convex on a suitable neighbourhood of A((#)). Then [22] , [23] and the present paper lead to the same convergence rates (cf. the discussion after Proposition 2.13). On the other hand, there are important specific modes of perturbation (contaminated distributions, empirical measures) where the HSlder result in [22] , [23] yields the rate 1/2, whereas the present approach leads to the rate 1 (Proposition 2.14, 3). In our quantitative stability analysis for optimal solutions of perturbed stochastic programs, d will be the distance that measures "how far" away a perturbation P(u) is from the original program P(#). In the context of stochastic programming Shapiro [29] has also used information contained in the definition of d to derive quantitative stability properties. Kummer [15] Proof. We introduce the following notation: To apply results on the stability of certain generalized equations [15] , we introduce the set-valued mappings F: clUo Ktm, A/ll(8), given by F(x) OxG(x,)+ No(x). Here 0x denotes the subdifferential of G(., ) and Nc(x) the normal cone to C at x, both in the sense of convex analysis [20] .
Of course, x 6 Cd(#) is equivalent to -d 6 F(x). For the definition of admissibility we refer to [15] Then Q u is strongly convex on V.
In [22] , [23] the quantitative continuity of the mapping is studied with respect to the L-Wasserstein distance W,(it,) for measures it, in A/I(*) [17] . In fact, Theorem 2.7 in [22] states the Hhlder continuity (with exponent 1/2) of dg((it), ()) with respect to Wl(it, ) under precisely the same assumptions as in Theorem 2.4 in the present paper. Furthermore, [22] [22] . However, for certain specific modes of perturbation, Theorem 2.4 yields stronger estimates than Theorem 2.7 in [22] (contaminated distributions, asymptotic properties of nonparametric estimators; see the analysis that follows). [6] , [31] ), and we can assume without loss of generality that , # are probability measures with independent onedimensional marginals. Then our assumptions and Proposition 2. 3. Applications to asymptotic analysis. In this section, we show how to employ the Lipschitz stability result of 2 to derive asymptotic properties of optimal solutions when estimating p in P(p) by empirical measures. We obtain a law of iterated logarithm, a large deviation estimate, and an estimate for the asymptotic distribution of the optimal solution sets without imposing that (p) must be a singleton.
The basic tools are known limit theorems for the Kolmogorov-Smirnov distance of the empirical distribution function. Let 1, ,...,,,... be independent *-valued random variables on a probability space (, , P) having joint distribution p. Let 5z denote the probability measure assigning unit mass to z e . We consider the empirical meures
and we are interested in the asymptotic behaviour of the solution set (Pn(')) of P(Pn(')) as n tends to infinity. Our results are put in terms of the Hausdorff distance rig(0(,), (,n('))), which is a -measurable mapping due to Theorem 2K in [21] . [30] which, in the context of two-stage stochastic programming, works for nonunique solutions but applies only to measures # with bounded support. Another substantial step in the asymptotic analysis of optimal solutions involves obtaining asymptotic distributions of the sequence of closed random sets (nl/2((#n(.)) x))ne (for each x on the hyperspace of closed subsets of im. In [11] , [27] this problem was tackled for stochastic programs involving expectation functions with smooth integrands. Moreover, it was assumed that the unperturbed problem has a unique optimal solution. For stochastic programs with complete recourse the relevant integrands are typically nonsmooth (cf. (1.2), (1.3)) and uniqueness of optimal solutions is rather exceptional (cf. Example 1.1) such that the results from [11] , [27] do not apply.
From Theorem 2.4, however, a lower estimate for the asymptotic distribution of (nl/2dH((#), can be derived. This is done next. The result is inspired by the concept of normalized convergence and the corresponding techniques in [5] . For simple recourse models the lower estimate becomes more detailed (Remark 3.4). PROPOSITION 3.3 . Under the assumptions of Theorem 2.4 there exist probability distribution functions Gj, j 1,..., g, on such that it holds that ((*)) liminfP({w" n1/2dH((#), D(#n((a2)) < t}) 1 Hence we obtain the following estimate for all t _> 0 and n P({co" n1/2dH((#),(#n(co))) < t}) >_1+ E (P({w" n1/2n.j(w)< -}) -1) P w'L E T]n.J(co) > j=l j=l
The latter probability tends to zero as n --, cx because of the Glivenko-Cantelli theorem, and we finally obtain the following via the Portmanteau theorem for each t>0:
liminfP({w" n1/2dH((#), (#n(W))) < t}) n--+oo
