ABSTRACT. We study diffusion and mixing in different linear fluid dynamics models, mainly related to incompressible flows. In this setting, mixing is a purely advective effect which causes a transfer of energy to high frequencies. When diffusion is present, mixing enhances the dissipative forces. This phenomenon is referred to as enhanced dissipation, namely the identification of a time-scale faster than the purely diffusive one. We establish a precise connection between quantitative mixing rates in terms of decay of negative Sobolev norms and enhanced dissipation time-scales. The proofs are based on a contradiction argument that takes advantage of the cascading mechanism due to mixing, an estimate of the distance between the inviscid and viscous dynamics, and of an optimization step in the frequency cut-off.
Introduction
This article deals with the so-called mixing/enhanced dissipation mechanism in a large class of fluids and hydrodynamic stability problems. In general, the two main sources of mixing of a substance in a liquid, or of a liquid with itself, are diffusion and advection. In many instances, advection is responsible for a faster dissipation rate, giving rise to the so-called enhanced dissipation/diffusion effect. From the mathematical viewpoint, the precise quantification of this phenomenon for general flows is a very challenging problem.
To fix ideas, let us consider a two-dimensional periodic domain T 2 and a passive scalar f : [0, ∞) × T 2 → R that is advected by a smooth divergence-free (i.e. incompressible) velocity field u : T 2 → R 2 , and therefore satisfies the initial-value problem ∂ t f + u · ∇f = 0, f (0) = f in , (1.1)
1.1. Mixing in fluid flows. In general, mixing refers to a cascading mechanism that transfers information (such as energy, enstrophy, etc.) to smaller and smaller spatial scales (or higher and higher frequencies), in a way that is time reversible and conservative for finite times but results in an irreversible loss of information as t → ∞. The precise definition of mixing really depends on the physics of the problem under study, and its quantification for infinite-dimensional systems is fundamental to deeply understand the dynamics. It is fairly accurate to think of mixing as a stabilizing mechanism for certain stationary structures. It generates damping effects: in kinetic theory this is known as Landau damping, and was only recently understood in a mathematically rigorous way in [40] , while in fluid dynamics it is called inviscid damping (studied even more recently in [13, 14] at the nonlinear level).
A way to quantify mixing for (1.1) is via the homogeneous SobolevḢ −1 norm, as it provides an averaged measure of the characteristic length-scale of the oscillations of the solution [37] . The velocity field u is called mixing if for every f in ∈Ḣ 1 , the corresponding solution f to (1.1) satisfies lim t→∞ f (t) Ḣ−1 = 0.
(
1.3)
This definition agrees with the definition of mixing in the sense of ergodic theory (see [37] ), and is equivalent to f (t) being weakly convergent in L 2 to 0 as t → ∞, due to the conservation of the L 2 norm. In turn, this describes the idea of a transfer of information to higher frequencies, since it means that for every n ∈ Z 2 \ {0} each Fourier mode f n (t) vanishes in the long-time limit.
There have been numerous recent contributions to this field: without any aim of completeness, we mention the works on lower bounds on mixing rates [30, 39, 43] , mixing and regularity [15, 31, 52] , and, more relevant for our discussion, quantification of mixing rates in passive scalars [1, 10, 22, 53 ] (see also [2, 4, 38, 44] and references therein for a dynamical system viewpoint) and two-dimensional Euler equations linearized around shear flows [27, 49-51, 54, 55] and vortices [6, 19, 56] .
In this article, we are interested in understanding how a quantification of (1.3) through a precise decay rate (either polynomial or exponential) affects the dissipative properties of the viscous problem (1.2). We describe this in the next paragraph.
Enhanced dissipation in fluid flows.
As it turns out, mixing is intimately connected with the socalled enhanced dissipation effects due to the presence of a fluid flow, which speeds up the dissipation rate and induces a dissipation time-scale faster than that of the diffusion one alone. Let us consider the solution f ν to the advection-diffusion equation (1.2) . A simple L 2 estimate that uses the incompressibility of u and the Poincaré inequality reads
In fact, not much information is used about the flow u other than incompressibility, and the decay rate is that of the heat equation, from which the natural diffusive time-scale O(ν −1 ) appears. However, for small ν, we expect the inviscid mixing to be the leading order dynamics (at least for some time) and hence we can predict a faster decay rate than the one prescribed by the heat equation. The important behavior to detect consists of a cascading mechanism due to the inviscid mixing, and its interaction with a small diffusion of order ν. This effect has been called alternatively shear-diffuse mechanism, and has been studied many times in linear and some nonlinear settings in both mathematics [5, 7-12, 14, 16, 23, 25, 29, 34, 35, 48, 49] and physics [3, 24, 33, 42] . A rigorous mathematical framework for so-called relaxation enhancing flows u has been developed in [16] . Roughly speaking, a velocity field u is relaxation enhancing if by the diffusive time-scale O(ν −1 ), arbitrarily much energy is already dissipated. The main result of [16] characterizes relaxation enhancing flows in terms of the spectral properties of the operator u · ∇. Precisely, u is relaxation enhancing if and only if the operator u · ∇ has no nontrivial eigenfunctions inḢ 1 . In particular, weakly mixing flows (i.e., those with only continuous spectrum) fall in this class. The proof of this result is based on the so-called RAGE theorem [41] and, at this level of generality, contains no quantitative information on the appearance of a faster time-scale induced by u. This work is a quantitative revisitation of the arguments in [16] , avoiding the use of the RAGE theorem by requiring a decay rate for (1.3).
A sufficient condition for u to be relaxation enhancing is that the corresponding passive scalar f ν obeys an estimate of the type
for some q ∈ (0, 1) depending on u and some monotonically decreasing function ̺ : [0, ∞) → [0, ∞) vanishing at infinity. In this case, it is apparent the u induces a faster time-scale O(ν −q ). In general, the dependence of q on u is very hard to detect. For example, Kelvin showed in [32] that x-dependent modes of the linearized Couette flow u = (y, 0) on T × R decay on a time-scale O(ν −1/3 ). In [5] , a similar result was proven for a passive scalar advected by the Kolmogorov flow u = (sin y, 0), with a time-scale O(ν −1/2 ). The case of general shear u = (u(y), 0) with a finite number of critical points was treated in [10] : the enhanced dissipation time-scale was proved to be O(ν −(n 0 +1)/(n 0 +3) ), where n 0 ∈ N denotes the maximal order of vanishing of u ′ at the critical points. Recently, the case of the two-dimensional NavierStokes equations linearized around the Kolmogorov flow was analyzed in [29, 36, 49] , obtaining a time-scale of O(ν −1/2 ), while [27] deals with certain monotone shears on T × R, which induce a time-scale O(ν −1/3 ).
In the radial setting, we refer to [23, 25, 34] for the most recent results on the 2D Navier-Stokes equations linearized around the Oseen vortex. In all the results mentioned above, the connection between mixing (in the sense of (1.3)) and enhanced dissipation is not made explicit. In particular, the knowledge of mixing decay rates is never used in the proofs. However, the energy balance for (1.2), namely
implies that an anomalous rate of growth f ν (t) Ḣ1 corresponds to a faster decay for f ν (t) L 2 . Heuristically speaking, at the inviscid level, the decay of theḢ −1 norm (1.3) implies growth of f (t) Ḣ1 due to L 2 conservation. If the viscous and inviscid dynamics are close, then the growth of f ν (t) Ḣ1 follows. The main objective of this paper is to make this heuristics precise and quantitative, by investigating the following problem.
Fundamental problem.
Assume that solutions to (1.1) satisfy the mixing estimate 4) for some monotonically decreasing function ̺ : [0, ∞) → [0, ∞) vanishing at infinity. Prove that u is relaxation enhancing and identify an enhanced-dissipation time-scale faster than the diffusive one (e.g., O(ν −q ) for some q ∈ (0, 1), or O(| ln ν| q ) for some q > 0).
The main results.
The main result of this paper are Theorems 2.1 and 2.5 below, which are stated in a much more general setting than the one described in this introduction. Referring to the question raised in Section 1.3 above, they can be phrased (in a slightly informal but effective way) as follows. Here, we assume that the autonomous velocity field satisfies u ∈ W 1,∞ , although time-dependence is also allowed.
Polynomial mixing [Theorem 2.1]. Assume that in (1.4) we have ̺(t) ∼ t −p , for some p > 0. Then there exists a constant c 0 > 0 such that
In particular, u is relaxation enhancing with time-scale O(ν −q ). 
In particular, u is relaxation enhancing with time-scale O(| ln ν| q ). [38] . We also note that the geodesic flow on any negatively curved space is an example of a contact Anosov flow. REMARK 1.3. To the best of our knowledge, this is the first example of a flow that induces an enhanced dissipation time-scale that is faster than O(ν −1/3 ).
Shear flows with fractional diffusion [Proposition 4.7] . Assume that a passive scalar f ν is advected by a shear flow u = (u(y), 0), where u has a finite number of critical points, and undergoes diffusion given by the fractional laplacian (−∆) γ/2 , for some γ ∈ (0, 2). Then u is relaxation enhancing (relative to (−∆) γ/2 ) at a time-scale which depends on γ and on the flatness of the critical points of u. REMARK 1.4. This is an extension of the results of [10] to the case of fractional diffusion. However, the methods here are completely different. In particular, the hypocoercivity scheme adopted in [10] seems to be difficult to apply here, due to the nonlocal nature of the diffusion and the consequent complicated nature of the commutators with the advection term. Spiral flows [Proposition 5.1 and Theorem 5.3]. For α ≥ 1, consider the a passive scalar advected by u(r, θ) = r 1+α (− sin θ, cos θ) in the unit disk, where (r, θ) are polar coordinates. Then u is mixing with a rate only depending on α, and therefore relaxation enhancing at a time-scale O(ν −qα ), with q α ∈ (0, 1), depending explicitly on α. Note that by using the special structure of this flow, the exponent q α is in fact smaller (hence better) compared to the one given directly by Theorem 2.1. REMARK 1.5. The case α = 1, from the point of view of mixing rates, has been analyzed in detail in [22] , using different methods.
1.5. Structure of the article. Section 2 sets up the general scheme that allows us to treat a variety of problems of physical interest, listed in Section 3. We prove the main results on polynomial and exponential mixing in Sections 2.4 and 2.5, respectively. Section 4 is dedicated to two applications: in Section 4.1 we prove that all contact Anosov flows have logarithmic enhanced dissipation time-scale, while in Section 4.3 we analyze the case of shear flows with fractional diffusion. Finally, Section 5 deals with the radial setting of spiral flow, both from the inviscid mixing (cf. Section 5.1) and the enhanced dissipation (cf. Section 5.2) viewpoints.
The abstract result
In this section, we rephrase problems (1.1) and (1.2) in an abstract way. We only make use of two fundamental properties: the antisymmetric structure of the advection term with respect to a scalar product, and the dissipative nature of the Laplace operator. 
and associated eigenvectors {e j } j∈N which form an orthonormal basis for H. Any element φ ∈ H can be therefore written as
For any s ∈ R, we can then define the scale of Hilbert spaces H s , with norm
Indicating by P ≤R the projection onto the span of the first elements of this basis corresponding to eigenvalues |λ| ≤ R, we deduce the Poincaré-like inequalities
and
Let B be an unbounded antisymmetric operator on H, such that there exists a constant c B > 0 with the property that
for some s > 0, and
As it will be clear from the examples in Section 3, in the case of passive scalar these assumption are very much related to a divergence-free assumption on the flow and its regularity. For ν ∈ (0, 1) and t > 0, we study the decay properties of solutions of the viscous flow
leaning on the mixing properties of the inviscid flow
where f (t) = e Bt f in is generated by the unitary evolution {e Bt } t∈R . We first recall a few basic facts about the above linear problems.
2.3.
Non-autonomous problems. An important generalization of the above setting is achieved when considering a family {B(t)} t≥0 of unbounded antisymmetric operators on H. All the results of this article hold in this case, provided that it is possible to deduce analogous properties to those derived in the above Section 2.2 for the solutions of the non-autonomous viscous problem 13) and its inviscid version
where f τ 0 is the initial condition assigned at an arbitrary initial time τ 0 ≥ 0. A particular case, yet very important, is when B(t) = u(t) · ∇, for a Lipschitz continuous divergence-free velocity field u that is uniformly bounded in time. This is discussed in detail in Section 3.1 below, where we shall see that, in an appropriate function space setting, properties (2.3)-(2.4) hold uniformly in time. Hence, (2.7) and (2.8) hold in the same fashion, as well as (2.10).
Polynomial mixing.
The goal is to provide a link between decay (mixing) properties of the inviscid flow (2.14), which solely depend on the structure of the operator B, and the creation of time-scales for the viscous flow (2.13) which are faster than the purely diffusive one, proportional to 1/ν. Our first result is dealing with the case in which the inviscid problem undergoes mixing at polynomial rates.
THEOREM 2.1 (Polynomial mixing).
Under the assumption (2.4), assume that solutions to (2.14) satisfy the mixing estimate
for an arbitrary initial time τ 0 ≥ 0, for some p ∈ (0, ∞) and some a > 0. Then, for every f in ∈ H there holds the estimate
where c B is given by (2.4).
REMARK 2.2. If the problem under consideration were autonomous, namely if B(t) ≡ B for all t ≥ 0, estimate (2.15) could be assumed for τ 0 = 0 only.
We preliminary note that from the inviscid damping estimate (2.15) combined with the estimate for low frequencies (2.1), for every R ≥ 0 we obtain
This estimate is clearly indicative of the decaying behavior of the low frequencies for the inviscid problem, and therefore precisely describes the transfer of energy towards higher frequencies due to mixing. The main point in the proof is to combine this effect with dissipation.
PROOF OF THEOREM 2.1. We first show that for all ν < 1 and every τ ⋆ ≥ 0, we have the inequality
Without loss of generality, we can assume by linearity that f ν (τ ⋆ ) H = 1. For the sake of simplicity, we will show (2.17) for τ ⋆ = 0. It will be clear from the proof that this choice is irrelevant. Towards a contradiction, we assume that
We first claim that there exists a
We consider t i = (i − 1)ν −q/2 and ⌊ν −q/2 ⌋ the largest integer smaller than ν −q/2 . Then
Using that ν < 1 we have that ⌊ν −q/2 ⌋ ≥ ν −q/2 /2, and the existence of τ 1 follows. Moreover, by Chebyshev's inequality and (2.20) we can find
Moreover,
by (2.20). Now we take f τ 0 = f ν (τ 0 ) as initial datum for the inviscid problem (2.14) with initial time τ 0 and denote the solution by f (t + τ 0 ) with t ≥ 0. Using that f ν (τ 0 ) H ≤ 1, the estimate on the proximity of the two flows (2.12), the properties of τ 0 (2.21) and (2.22), we have
for all t ∈ [0,
128(1+c B ) and ν < 1. By energy conservation (2.7) for the inviscid problem, the energy dissipation for the viscous evolution (2.8), the contradiction hypothesis (2.19) and the choice of δ (2.18), we have
. Now, using the mixing estimate (2.16) together with (2.21), we obtain for any R ≥ 1 and any t ∈ [
Using the energy conservation for the inviscid evolution (2.7) and the initial energy bound (2.24) we have
We deduce that
Now, appealing to (2.23), we find
so we deduce that
In turn, from the estimate for the high frequency (2.2) we have that
The left-hand side is independent of R, while the right-hand side is a quadratic function of R, so we can maximize the right-hand side with respect to R. To this end, we pick
and obtain
Integrating over
2 ν −q/2 and using the bound (2.22), we obtain
By re-arranging and recalling that q(p + 2) − 2 = 0, we get that
which contradicts our choice of δ (2.18) and proves the desired estimate (2.17).
To show the exponential decay we iterate (2.17), use that the energy is not increasing in time and the time-integrated version of (2.8) to obtain
where we have denoted by ⌊ν q t⌋ the largest integer smaller than ν q t and we have used the convexity of the exponential. Finally, if ν −q < t, then
which combined with (2.27) yields the desired estimate. The proof is over.
In fact, we can modify the mixing estimate (2.15) to a general H −s norm in a simple way.
COROLLARY 2.3 (General mixing estimates).
for an arbitrary initial time τ 0 ≥ 0, for some p ∈ (0, ∞) and some a, s > 0. Then, for every f in ∈ H there holds the estimate
PROOF. Let us first treat the case s ∈ (0, 1]. In this case, the choice of δ in (2.18) has to be modified to
, s 16(s + 1)
Using (2.1), (2.28) and the Poincaré inequality (thanks to s ≤ 1), we would replace (2.25) with
In turn, from the analogous of (2.26), namely
we deduce by optimizing in R that
The proof then follows word for word, with the condition that
as claimed.
The proof of the case s > 1 is even simpler. Indeed, since f (t) L 2 = f τ 0 L 2 , we can use standard interpolation theory (see [46, Lemma 22.3] ) and obtain from (2.28) that
Thus the result in this case follows by a direct application of Theorem 2.1. The proof is over.
REMARK 2.4. Generically speaking, the parameters s and p in (2.28) are not independent of each other. In particular, it is natural to expect that p → 0 as s → 0.
Exponential mixing.
Regarding exponential mixing, we prove a result which parallels that of Theorem 2.1, obtaining logarithmic rates of decay. THEOREM 2.5 (Exponential mixing). Under the assumption (2.4), assume that solutions to (2.14) satisfy the mixing estimate
there holds the estimate
4).
PROOF OF THEOREM 2.5. As in the proof of Theorem 2.1, the main point is to show that that for all f in ∈ L 2 and ν complying with (2.30), we have the inequality Without loss of generality, we can assume by linearity that f in H = 1. Towards a contradiction, we assume that
by (2.34). Now we take f ν (τ 0 ) as initial datum for the inviscid problem (2.14) with initial time τ 0 and denote the solution by f (t + τ 0 ) with t ≥ 0. Using the estimate on the proximity of the two flows (2.12), the properties of τ 0 (2.35) and (2.36), we have
where we have used the definition of c = 4a
. Using the energy conservation for the inviscid evolution (2.7) and the initial energy bound (2.38) we have
Now, appealing to (2.37), we find
The left-hand side is independent of R, while the right-hand side is a quadratic function of R, so we can maximize the right-hand side with respect to R. To this end, we pick R = 1 2 1 16a 2 1 νδ| ln ν| −2/p , and obtain
Multiplying by ν, integrating over c 4 | ln ν| 1/p , c 2 | ln ν| 1/p and using the bound (2.36), we obtain
c| ln ν| 1/p a 2 1 δ| ln ν| −2/p . By re-arranging, we get that
which, from the restriction on ν in (2.30), contradicts our choice of δ (2.32) and proves the desired estimate (2.31). The proof is over.
Concrete examples
In this section, we give a few examples that fall in the class of problems under consideration. Some of them are treated in detail in later sections.
Passive scalars on Riemannian manifolds.
We consider M a compact Riemannian manifold with a metric g and volume form ω. A concrete realization of the above abstract setting is achieved by taking
for a smooth and divergence-free velocity field u(t,
. The Laplace-Beltrami operator −∆ M satisfies all the assumptions above. Regarding the operators B(t), the antisymmetry holds thanks to the divergence-free assumption, which is equivalent to the volume form being invariant under the flow induced by u(t).
Next, we check the assumption (2.4). Integrating by parts we get
By applying the product rule we get
Using the symmetry of the Hessian, we obtain
We notice that 4) and that the divergence free condition implies that
Therefore, by combining (3.1), (3.2), (3.3), (3.4), (3.5) and bounding the first derivatives of u(t) we have
H 1 , which is precisely (2.4).
Fractional diffusion.
Thanks to the generality of our setting, we can also handle the case of fractional diffusion on the periodic domain T d , namely
where Λ = √ −∆ is the Zygmund operator, γ ∈ (0, 2) is a fixed parameter measuring the strength of the diffusion, and u ∈ L ∞ t W 1,∞ x is divergence free. For the fractional laplacian, we will mainly use its representation as the singular integral
abusing notation and denoting by f ν also the periodic extension of f ν to the whole space. While the dissipative operator A = Λ γ satisfies the assumptions above when considered on appropriate mean-zero function spaces, the proof of (2.4) seems to be problematic in this case. Notice that (2.4) is used only in the proof of (2.10), so we bypass this difficulty by proving (2.10) directly, relying on a technique developed in [17, 20, 21] for the surface quasi-geostrophic equation.
In the present case, the abstract space H 1 corresponds to the homogenous Sobolev spaceḢ γ/2 . Consider the finite difference
which is periodic in both x and h, where
where L denotes the differential operator
From (3.7), we use the formula (see [18] )
valid for γ ∈ (0, 2) and ϕ ∈ C ∞ (T d ), and with
We then arrive at
For an arbitrary α ∈ (0, 1), we study the evolution of the quantity v(t, x; h) defined by
Notice that v is very much related to the usual homogeneous fractional Sobolev norms, in the sense that
From (3.8), pointwise in x, h and t, we deduce that
We integrate the above inequality first in h ∈ T d and then x ∈ T d . Using that
and the divergence free assumption we arrive at
This is precisely (2.10).
3.3. Linearized 2D Navier-Stokes equations around the Kolmogorov flow. In this section, we consider the two-dimensional forced Navier-Stokes equations on a periodic domain
for L ≥ 1, in the usual vorticity formulation
Here, ν > 0, and, denoting ∇ ⊥ = (−∂ y , ∂ x ), we have
A stationary solution to (3.10) is given by
Linearizing around this solution, namely writing
and neglecting the nonlinear contribution, we arrive at
In agreement with the functional setting of Section 2.1, it is again convenient to expand f ν as
where
We assume that
As far as the functional spaces are concerned, we consider the L 2 based space
with scalar product
As a consequence of (3.12), the norm in H is equivalent to the usual L 2 -norm, and the operator B = ikL sin(y) I + ∆ −1 k is skew-adjoint. As mentioned earlier, questions related to enhanced dissipation of solutions to (3.11) have been addressed in many recent papers [5, 29, 36, 49] , in which a time-scale proportional to ν −1/2 is achieved. With our approach, using the polynomial inviscid damping estimate in [49] of order t −1 , we obtain from Theorem 2.1 an enhanced dissipation time-scale proportional to ν −2/3 . In fact, exploiting further structure (similar to that in spiral flow in Section 5 below), the time-scale improves to ν −3/5 .
3.4. Linear kinetic theory. Within this framework, we can also consider convergence to equilibrium of linear kinetic equations. We study g ν : (0, ∞) × T d × R d → R a probability distribution evolving in time by the linear kinetic equation at positive temperature and friction force proportional to ν > 0
Using the detailed balance condition, we do the change of variables given by
is the the equilibrium of the system. Under this change of variables the decay of f ν is equivalent to the convergence of g ν to the Gibbs measure G.
Further decomposing f ν into its Fourier modes on the x variable {f ν k } k∈Z d , we obtain the decoupled system of equations
In this setting, we define H to be a weighted L 2 space. In particular, its inner product is given by
The operator Aφ = −∆ v φ + v · ∇ v φ is self-adjoint, positive definite and compact on this inner product. Moreover, we have by definition 13) where the last identity follows from integrating by parts. Further, the operator Bφ = iv·kφ is anti-symmetric with respect to this inner product. Checking the assumption (2.4), we have
We notice that the real part of the first term vanishes, hence applying Hölder's inequality in the second term and using (3.13) we get
This inequality is in fact a stronger form of (2.4), and has analogies with the case of shear and spiral flows analyzed in Section 4.
Enhanced dissipation in passive scalars
In this section, we focus on solutions to advection diffusion equations as those presented earlier in Sections 3.1 and 3.2.
Contact Anosov flows.
We discuss here contact Anosov flows, a class of exponential mixing dynamical systems that satisfies the hypothesis of Theorem 2.5. For this section, we take advantage of the results of Liverani found in [38] .
Let M be a C 4 , 2d + 1 dimensional connected compact Riemannian manifold with a metric g and volume form ω.
We assume that Φ t is a contact Anosov flow, namely that the following holds:
⋄ Anosov property. At each point x ∈ M , there exists a splitting of the tangent space
The splitting is invariant with respect to Φ t , E c is one dimensional and coincides with the flow direction; in addition there exists A, µ > 0 such that
Here, v g = g(v, v) 1/2 is the natural norm on the tangent space T M .
⋄ Contact property. There exists a one form
Concrete examples of contact Anosov flows are given by the geodesic flow in any negatively curved manifold. These flows have been classically studied see [2, 28, 44] .
Given a contact Anosov flow Φ t , we define the underlying vector field u : M → T M . Given a point x ∈ M , then u(x) is defined as the velocity of the curve Φ t (x) : R → M at time equal to zero, that is to say
The flow Φ t is the ODE flow induced by the vector field u,
The contact property, in particular the hypothesis that the flow preserves the volume form, implies that u is divergence free. Moreover, as the flow Φ t is C 4 , the induced vector field u is at least C 3 .
We are interested in the mixing properties of the evolution induced by the flow. Namely, given a mean-
A consequence of the main result in [38] (see [38, Corollary 2.5] ) is that there exist positive constants a 1 and a 2 such that for each mean-free initial datum f in ∈ C 1 and each
To be able to apply Theorem 2.5, we need to translate this decay of correlations into ourḢ −1 framework. A consequence of this decay estimate is the following result, which is proven by approximation. 
To prove the previous proposition we need the following approximation lemma. 
Given {ψ k } k∈N the orthonormal Fourier basis of L 2 (i.e. the eigenbasis of −∆ M ), we can express
First, we compute how well h ε approximates h 0 , that is
which shows (4.4). Given s ≥ 1, we compute the Sobolev norm
Using that M is compact and the Sobolev embeddingḢ s ֒→ C 1 with s = (2d + 1)/2 + 1, we get that there exists C such that
Using (4.5), (4.6), (4.7) and (4.8), we get that for every ε > 0, we have the inequality
The result follows by optimizing the previous inequality over ε > 0 and using that theḢ −1 is the dual oḟ H 1 . The proof is over.
It is checked in Section 3.1, that the viscous evolution equation
satisfies our basic assumptions. Hence, thanks to Theorem 2.5, we infer that all contact Anosov flows are relaxation enhancing at logarithmic time-scale. 
In particular, u is relaxation enhancing at logarithmic time-scale proportional to | ln ν| 2 .
4.2. Non-smooth Passive Scalars. Another interesting case to consider is when the advecting velocity field u is not bounded in W (R×T 2 ) which mixes any smooth initial datum f in exponentially. In a recent work of the third author and Zlatos [26] , a velocity field u is constructed with the property that for any τ 0 the solution to
with f τ 0 ∈Ḣ 1 satisfy 10) as t → ∞ for some universal constant c > 0. The velocity field constructed in [26] belongs to u ∈ L ∞ t W 1,r for some r > 2. A simple adaptation of the proof of Theorem 2.5 entails an enhanced dissipation estimate for the viscous passive scalar problem
as stated in the following theorem.
Assume that for all τ 0 and f τ 0 ∈Ḣ 1 the solution of (4.9) satisfies (4.10) for some fixed c > 0. Then, there exist constants C, c 0 > 0 depending only on c and
The proof of the previous Theorem follows the same arguments as Theorem 2.5. The only difference is that theḢ 2 estimate (2.11) is replaced by
for any t, τ 0 ≥ 0. We now make a few remarks on this theorem. REMARK 4.5. The constant c 0 is independent of r and for the specific velocity field constructed in [26] , we have that the velocity field is relaxation enhancing on the time scale ν −0.62 . We are also not aware of any velocity field on T 2 , other than the one constructed in [26] , which causes all L 2 mean-free solutions of the advection diffusion equation to dissipate at a time scale of ν −q for any q < 1.
, which mixes prescribed initial data exponentially fast, is constructed. Since our arguments involve mixing of the inviscid evolution with arbitrary initial time and arbitrary initial data, it does not follow from our arguments that the velocity field constructed in [1] has an enhanced dissipation time scale.
4.3. Shear flows with fractional dissipation. We now return to the example addressed in Section 3.2, in the special case when u is a shear flow. To be precise, assume that u ∈ C n 0 +2 (T) has a finite number of critical points, denoted byȳ 1 , . . . ,ȳ N , and where n 0 ∈ N denotes the maximal order of vanishing of u ′ at the critical points, namely, the minimal integer such that
On the two-dimensional torus T 2 and with u = (u(y), 0), the problem (3.6) now reads
for γ ∈ (0, 2), while its inviscid counterpart is
As in the previous section, we can take the Fourier transform in the x-variable of the above equations, and study the problem for each x-Fourier coefficient. Via the method of stationary phase, in [10, Theorem A.1] it was proven that the solution to the inviscid equation (4.11) with initial datum f in ∈ L 2 such that 12) satisfies the mixing estimate
for some constant a > 0. Here,Ḣ s refers to the usual homogeneous Sobolev space. In addition, since
, we can use standard interpolation theory (see [46, Lemma 22.3] ) to deduce that
Hence, Theorem 2.1 directly applies to this case and allows us to deduce the following result.
There exists c γ > 0 such that for every f in ∈ H there holds the estimate
(4.13)
In particular, the shear flow u, in the context of passive scalars with fractional dissipation, is relaxation enhancing with time-scale O(1/ν qn 0 ,γ ).
The condition (4.12) is the real-variable counterpart of considering x-Fourier coefficients corresponding to k = 0. This is necessary, as the x-average of the solution satisfies the one-dimensional fractional heat equation, which clearly does not undergo any enhanced dissipation. REMARK 4.8. Proposition 4.7 is stated in real-variables for the sake of clarity, but one could also state a corresponding result for each x-Fourier mode. Our choice is dictated by the form of theḢ γ/2 estimate (3.9), which does not exploit any additional structure that may appear due to the simple form of the background flow (as opposed to the case of shear flows with ordinary diffusion −∆). REMARK 4.9. The case γ = 2 was treated in [10] using the so-called hypocoercivity method (see [47] ). In particular, the (optimal) enhanced dissipation time-scale found there was 1/ν n 0 +1 n 0 +3 , which does not correspond to that deduced in (4.13) in the limit γ → 2. However, the non-local nature of the fractional dissipation makes it difficult to use hypocoercivity on this particular problem, since commutators between diffusion and advection are not as simple (for example, due to the fact that the fractional laplacian Λ only satisfies a generalized Leibniz rule). This shows once again the generality and versatility of our method.
Spiral flows
Let B 1 ⊂ R 2 be the open unit ball, centered at (x, y) = (0, 0), and consider the inviscid problem
where the mean-free scalar f evolves under the autonomous velocity field u(r, θ) = r 1+α − sin θ cos θ , 2) and α ≥ 1 is a real parameter. It is worth noticing that u is a stationary solution of the Euler equations, namely (u · ∇)u = ∇P, P = |u| 2 2(1 + α)
.
Stability of such radial solution in the 2D Euler equations were recently addressed in [6, 19, 56] . From the mixing point of view in the passive scalar problem (5.1), the case α = 1 was recently studied in great detail in [22] , where the decay of theḢ −1 and the geometric mixing scale was proven under the natural the natural condition orthogonality condition
for almost every ρ > 0, where dS ρ is the uniform measure on the circle of radius ρ ∈ (0, 1). By passing to polar coordinates (r, θ) ∈ [0, 1) × T in (5.1), we deduce that
in (r, θ) ∈ [0, 1) × T. for any integer k we have that
Note that f 0 (t, r) = f in (r) (i.e., the θ-average of the solution is conserved), and therefore we restrict to k = 0 without loss of generality. This is precisely the orthogonality condition (5.3). In the radial setting, we then define the usual Sobolev spaces in terms of the Laplace operator and a α > 0 is a constant independent of k, t and f in . REMARK 5.2. In physical space and for initial data satisfying (5.3), estimate (5.9) can be written as
where the Sobolev norm in the θ variable is obtained in the usual Fourier sense. This estimate, in the special case α = 1, sharpens the one obtained in [22] .
PROOF OF PROPOSITION 5.1. Since f k (t) H −1 ≤ f in k H for every t ≥ 0, it is enough to prove the above bound (5.9) for t ≥ 1. From (5.5), we can write f k (t, r) = e −iktr α f in k (r).
Let η ∈ H 1 be such that η H 1 = 1. We first deal with the case α ∈ [1, 2). In this case In turn (compare with (2.9)-(2.10)), we deduce that d dt f
Consequently,
