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ENTROPY AND MULTIVARIABLE INTERPOLATION
GELU POPESCU
Abstract. We define a new notion of entropy for operators on Fock spaces
and positive definite multi-Toeplitz kernels on free semigroups. This is studied
in connection with factorization theorems for (multi-Toeplitz, multi-analytic,
etc.) operators on Fock spaces. These results lead to entropy inequalities
and entropy formulas for positive definite multi-Toeplitz kernels on free semi-
groups (resp. multi-Toeplitz operators) and consequences concerning the ex-
treme points of the unit ball of the noncommutative analytic Toeplitz algebra
F∞n .
We obtain several geometric characterizations of the multivariable central
intertwining lifting, a maximum principle, and a permanence principle for the
noncommutative commutant lifting theorem. Under certain natural condi-
tions, we find explicit forms for the maximal entropy solution (and its entropy)
for this multivariable commutant lifting theorem.
All these results are used to solve maximal entropy interpolation problems
in several variables. We obtain explicit forms for the maximal entropy solution
(as well as its entropy) of the Sarason, Carathe´odory-Schur, and Nevanlinna-
Pick type interpolation problems for the noncommutative (resp. commutative)
analytic Toeplitz algebra F∞n (resp. W
∞
n ) and their tensor products with
B(H,K). In particular, we provide explicit forms for the maximal entropy
solutions of several interpolation (resp. optimization) problems on the unit
ball of Cn.
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Introduction
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1,
e2, . . . , en, where n ∈ {1, 2, . . . } or n = ∞. We consider the full Fock space of
Hn defined by
F 2(Hn) :=
⊕
k≥0
H⊗kn ,
where H⊗0n := C1 and H
⊗k
n is the (Hilbert) tensor product of k copies of Hn.
Define the left creation operators Si : F
2(Hn)→ F
2(Hn), i = 1, . . . , n, by
Siψ := ei ⊗ ψ, ψ ∈ F
2(Hn).
The noncommutative analytic Toeplitz algebra F∞n and its norm closed version
(the noncommutative disc algebra An) were introduced by the author [42] in con-
nection with a multivariable noncommutative von Neumann inequality. F∞n is the
algebra of left multipliers of the full Fock space F 2(Hn) and can be identified with
the weakly closed (or w∗-closed) algebra generated by the left creation operators
S1, . . . , Sn on the full Fock space F
2(Hn), and the identity. The noncommutative
disc algebra An is the norm closed algebra generated by the left creation operators
S1, . . . , Sn and the identity. When n = 1, F
∞
1 can be identified with H
∞(D), the
algebra of bounded analytic functions on the open unit disc. The algebra F∞n can
be viewed as a multivariable noncommutative analogue of H∞(D). We should
add that the algebra F∞n shares many properties with H
∞(D). There are many
analogies with the invariant subspaces of the unilateral shift on H2(D), inner-
outer factorizations, analytic operators, Toeplitz operators, H∞(D)–functional
calculus, bounded (resp. spectral) interpolation, etc. The noncommutative ana-
lytic Toeplitz algebra F∞n has been studied in several papers [39], [40], [43], [44],
[45], [47], [2], and recently in [14], [15], [16], [4], [51], [13], [36], and [56].
We established a strong connection between the algebra F∞n and the function
theory on the open unit ball
Bn := {(λ1, . . . , λn) ∈ C
n : |λ1|
2 + · · ·+ |λn|
2 < 1},
through the noncommutative von Neumann inequality [42] (see also [43], [45],
[47], and [50]). In particular, we proved that there is a completely contractive
homomorphism Φ : F∞n → H
∞(Bn) defined by
[Φ(f(S1, . . . , Sn))](λ1, . . . , λn) = f(λ1, . . . , λn)
for any f(S1, . . . , Sn) ∈ F
∞
n and (λ1, . . . , λn) ∈ Bn. A characterization of the ana-
lytic functions in the range of the map Φ was obtained in [4], and independently in
[16]. Moreover, it was proved that the quotient F∞n /ker Φ is an operator algebra
which can be identified with W∞n := PF 2s (Hn)F
∞
n |F 2s (Hn), the compression of F
∞
n
to the symmetric Fock space F 2s (Hn) ⊂ F
2(Hn). In [47], [6], [7], [4], [3], [16], [50],
[51] and [36], a good case is made that the appropriate multivariable commutative
analogue of H∞(D) is the algebraW∞n , which was also proved to be the w
∗-closed
algebra generated by the operators Bi := PF 2s (Hn)Si|F 2s (Hn), i = 1, . . . , n, and the
identity.
Moreover, Arveson showed in [6] that W∞n can be seen as the algebra of all
analytic multipliers of F 2s (Hn), when F
2
s (Hn) is identified with a class of analytic
4 GELU POPESCU
functions in Bn. More precisely, the range of the homomorphism Φ is the mul-
tiplier algebra of the reproducing kernel Hilbert space with reproducing kernel
Kn : Bn × Bn → C defined by
Kn(z, w) :=
1
1− 〈z, w〉Cn
, z, w ∈ Bn.
Interpolation problems for the noncommutative analytic Toeplitz algebra F∞n
were first considered in [44], where we obtained a Carathe´odory [12] type inter-
polation theorem in this setting. In 1997, Arias and the author [4] (see also [3]
and [46]) extended Sarason’s result [60] and obtained a distance formula to an
arbitrary WOT-closed ideal in F∞n as well as a Nevanlinna-Pick type interpola-
tion theorem (see [35]) for the noncommutative analytic Toeplitz algebra F∞n .
Using different methods, Davidson and Pitts proved these results independently
in [16]. Let us mention that, recently, interpolation problems for F∞n (resp. W
∞
n )
and interpolation problems on the unit ball Bn were also considered in [1], [49],
[50], [52], [8], [53], [54], [55], [9], and [20] .
Due to the connection between the algebras F∞n , W
∞
n , and H
∞(Bn), the in-
terpolation problems for the noncommutative analytic Toeplitz algebra F∞n have
appropriate versions for the commutative Toeplitz algebra W∞n and the Hardy
space H∞(Bn) (resp. some classes of bounded analytic functions in Bn). This
claim is supported by the following papers: [3], [4], [46], [49], [50], [52], [53], [54],
and [55].
Let Θ : F 2(Hn)⊗H → F
2(Hn)⊗K be a multi-analytic operator, i.e.,
Θ(Si ⊗ IH) = (Si ⊗ IK)Θ, i = 1, . . . , n.
We recall that (see [44], [53]) that Θ ∈ R∞n ⊗¯B(H,K), where R
∞
n is the weakly
closed algebra generated by the right creation operators on the full Fock space,
and the identity. Moreover, we have R∞n = U
∗F∞n U , where U is a unitary
operator (see Section 1.1). If ‖Θ‖ ≤ 1 and dimH < ∞, then we define the
prediction entropy of the multi-analytic operator Θ by setting
E(Θ) := ln det∆(Θ),
where
〈∆(Θ)x, x〉 := inf{〈(I −Θ∗Θ)(x− p), x− p〉 : p ∈ F 2(Hn)⊗H, p(0) = 0}
for any x ∈ H. It turns out (using Szego¨’s theorem) that in the particular case
when n = 1 and H = K = C we have
E(f) =
1
2π
∫ π
−π
ln(1− |f(eit)|2) dt,
which is the classical definition for the entropy of f ∈ H∞(D) with ‖f‖ ≤ 1.
There is an extensive literature (see [11], [5], [17], [18], [21], [19], [22], [23],
[58], etc.) concerning the maximal entropy solutions for the classical interpola-
tion problems of Carathe´odory-Schur ([12], [61]), Nevanlinna-Pick ([35]), Nehari
([34]), Sarason ([60]), and the more general commutant lifting theorem of Sz.-
Nagy and Foias¸ ([65]). Maximal entropy solutions have also played an important
role in control theory (see [26], [27], [25], etc.).
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The main goal of this paper is to find the maximal entropy solution in the
noncommutative commutant lifting theorem (see [38], [41]) and to use it in order
to get the maximal entropy solutions for the Sarason, Carathe´odory-Schur, and
Nevanlinna-Pick type interpolation problems for the noncommutative (resp. com-
mutative) analytic Toeplitz algebra F∞n (resp. W
∞
n ). Moreover, under certain
natural conditions, we obtain explicit forms for the maximal entropy solutions
and their entropy. In particular, we solve maximal entropy interpolation problems
on the unit ball of Cn.
Our investigation is based on multivariable noncommutative dilation theory
(see [10], [24], [37], [38], [39], [41], [48]), harmonic analysis on Fock spaces (see
[39], [40], [41], [44], [51], [2], [14], and [15]), the results of Foias¸, Frazho, and
Gohberg [22] (see also [21], [23], and [66]) on maximal entropy interpolation
(case n = 1), and the classical results on interpolation and commutant lifting
theorem (see [12], [61], [35], [34], [60], [65], [66], [21], [23], etc.)
The paper is organized in three chapters. In the first chapter, we define a new
notion of entropy for operators on Fock spaces and positive definite multi-Toeplitz
kernels on free semigroups. This is studied in connection with factorization the-
orems for (multi-Toeplitz, multi-analytic, etc.) operators on Fock spaces. These
results lead to entropy inequalities and entropy formulas for positive definite
multi-Toeplitz kernels on free semigroups (resp. multi-Toeplitz operators) and
consequences concerning the extreme points of the unit ball of the noncommuta-
tive analytic Toeplitz algebra F∞n .
More precisely, in Section 1.1, we prove the existence of maximal outer fac-
tors for arbitrary positive multi-Toeplitz operators on Fock spaces. A connection
between the Szego¨ infimum and maximal outer factors of multi-Toeplitz opera-
tors via the prediction-error operators is considered. These results extend some
classical results (see [62], [63], [64], [28], [29], [30], [32], [33], [66], [67], [68], and
[69]) as well as some extensions to Fock spaces from ([44] and [48]). We in-
troduce the notion of prediction entropy for positive multi-Toeplitz operators
T ∈ B(F 2(Hn) ⊗ E), where E is a Hilbert space with dimE < ∞. In particular,
we prove that the entropy of T satisfies the equation
e(T ) = ln det[ϕ(0)∗ϕ(0)],
where Mϕ is the maximal outer factor of T . Finally, we provide an explicit
form for the square outer spectral factor Mϕ corresponding to a strictly positive
multi-Toeplitz operator T , i.e., T =M∗ϕMϕ.
In the next section, we provide factorization results for bounded linear opera-
tors in B(H1, F
2(Hn)⊗H2), where H1 is a finite dimensional Hilbert space, and
for multi-analytic operators, generalizing classical results from [29], [30], [59],
and [67], as well as some extensions to Fock spaces (see [40], [44], and [48]).
A noncommutative multivariable analogue of Robinson’s minimum energy delay
principle (see [57] and [22]) for outer operators on Fock spaces is obtained.
These results are used to prove entropy inequalities for positive definite multi-
Toeplitz kernels on the free semigroup with n generators F+n and multi-Toeplitz
operators on Fock spaces. We extend the classical result (see [31]) which stated
for the Hardy space H2(D) says that if f ∈ H2(D), then ln |f(eit)| is integrable
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and
(0.1)
1
2π
∫ π
−π
ln |f(eit)| dt ≥ ln |f(0)|.
Next, we give a characterization for the outer operators in B(E , F 2(Hn) ⊗ E)
if dim E < ∞. In particular, we find a noncommutative multivariable analogue
of the classical result saying that a function f ∈ H2(D) is outer if and only if
f(0) 6= 0 and the equality holds in (0.1).
It is well-known [31] that a function f ∈ H∞(D) is an extreme point of the
unit ball of H∞(D) if and only if
1
2π
∫ π
−π
ln(1− |f(eit)|2) dt = −∞.
In Section 1.4, we prove some results concerning the extreme points of the unit
ball of F∞n . In particular, we show that if ϕ ∈ F
∞
n , ‖ϕ‖ ≤ 1, and the entropy
E(ϕ) = −∞, then ϕ is an extreme point of the unit ball of F∞n .
In the second chapter of this paper, we obtain several geometric characteri-
zations for the multivariable central intertwining lifting, a maximum principle,
and a permanence principle for the noncommutative commutant lifting theorem.
Under certain natural conditions, we find explicit forms for the maximal entropy
solution of this multivariable commutant lifting theorem, and concrete formulas
for its entropy.
Let us recall the noncommutative commutant lifting theorem for row contrac-
tions [38], [41] (see [65] for the classical case n = 1). Let T := [T1 · · · Tn],
Ti ∈ B(H), and T
′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be row contractions and let
V := [V1 · · · Vn], Vi ∈ B(K), and V
′ := [V ′1 · · · V
′
n], V
′
i ∈ B(K
′), be the cor-
responding minimal isometric dilations. The noncommutative commutant lifting
theorem states that if A ∈ B(H,H′) is an operator satisfying
ATi = T
′
iA, i = 1, . . . , n,
then there exists an operator B ∈ B(K,K′) with the following properties:
(i) BVi = V
′
iB for any i = 1, . . . , n;
(ii) B∗|H′ = A∗;
(iii) ‖B‖ = ‖A‖.
As in the classical case, the general setting of the noncommutative commutant
lifting theorem can be reduced to the case when T := [T1 · · · Tn] is a row isometry
(see [55]).
In Section 2.1, we present some results concerning the geometric structure of
the intertwining liftings in the noncommutative commutant lifting theorem. It
is shown that there is a one-to-one correspondence between the set of all mul-
tivariable intertwining liftings B with tolerance t > 0 (i.e., ‖B‖ ≤ t) and cer-
tain families of contractions {Ck}
∞
k=1 and {Λα}α∈F+n . Moreover, we prove that
the intertwining lifting corresponding to the parameters Ck = 0, k = 1, 2, . . .,
(resp. Λα = 0, α ∈ F
+
n ) coincides with the central intertwining lifting with toler-
ance t, for which we have an explicit form.
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The geometric structure of the central intertwining lifting will play a very im-
portant role in our investigation. We prove a maximum principle for the noncom-
mutative commutant lifting theorem, which also provides a new characterization
for the central intertwining lifting. This result is used to prove a permanence
principle for the central intertwining lifting, which generalizes the permanence
principle for the Carathe´odory interpolation problem (see [19] and [22]) (case
n = 1). Applications of this principle will be considered in the last chapter.
The next step is to obtain explicit formulas for the quasi outer spectral factor
for the defect operator t2I −B∗cBc of the central intertwining lifting Bc with tol-
erance t > 0. This leads, in the next section, to concrete formulas for the entropy
of Bc as well as to a maximum principle for the noncommutative commutant
lifting theorem with respect to non-minimal isometric liftings.
In Section 2.6, we present one of the main results of this paper. Using the
maximum principle, we prove that the central intertwining lifting Bc is the max-
imal entropy solution for the noncommutative commutant lifting theorem, when
T := [S1 ⊗ IE · · · Sn ⊗ IE ] with dim E < ∞. Based on several results of this
paper, we are led to concrete formulas for the entropy of Bc and, under a certain
condition of stability, to a maximum principle and a characterization (in terms
of entropy) of the central intertwining lifting B˜c with respect to non-minimal
isometric liftings.
The results of the first two chapters are used to solve maximal entropy interpo-
lation problems in several variables, in the last chapter of this paper. We obtain
explicit forms for the maximal entropy solution (as well as its entropy) of the
Sarason [60], Carathe´odory-Schur [12], [61], and Nevanlinna-Pick [35] type inter-
polation problems for the noncommutative (resp. commutative) analytic Toeplitz
algebra F∞n (resp. W
∞
n ) and their tensor products with B(H,K), the set of all
bounded linear operators acting on Hilbert spaces. Moreover, under certain con-
ditions, we also find explicit forms for the corresponding classical optimization
problems, in our multivariable noncommutative (resp. commutative) setting.
In particular, we provide explicit forms for the maximal entropy solutions of
several interpolation problems on the unit ball of Cn. Finnaly, we apply our
permanence principle to the Nevanlinna-Pick interpolation problem on the unit
ball.
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1. Operators on Fock spaces and their entropy
A new notion of entropy for operators on Fock spaces and positive multi-
Toeplitz kernels on free semigroups is defined and studied in connection with fac-
torization theorems for (multi-Toeplitz, multi-analytic, etc.) operators on Fock
spaces. These results lead to entropy inequalities and entropy formulas for pos-
itive multi-Toeplitz kernels on free semigroups (resp. multi-Toeplitz operators)
and consequences concerning the extreme points of the unit ball of the noncom-
mutative analytic Toeplitz algebra F∞n .
1.1. Entropy and spectral factorization for multi-Toeplitz operators.
In this section, we define the notion of prediction entropy for positive multi-
Toeplitz operators T ∈ B(F 2(Hn) ⊗ E) with dim E < ∞. We prove that there
is a multi-analytic operator Mϕ ∈ R
∞
n ⊗¯B(E) such that M
∗
ϕMϕ ≤ T if and only
if the entropy of T satisfies e(T ) > −∞. This is based on Theorem 1.1 which
proves the existence of maximal outer factors for arbitrary positive multi-Toeplitz
operators on Fock spaces. Moreover, we prove a Szego¨ type infimum theorem for
arbitrary positive multi-Toeplitz operators (see Theorem 1.3), and provide an
explicit form for the square outer spectral factor Mϕ corresponding to a strictly
positive multi-Toeplitz operator T , i.e., M∗ϕMϕ = T (see Theorem 1.5). All these
results are needed in the next sections.
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity
g0. The length of α ∈ F
+
n is defined by |α| := k, if α = gi1gi2 · · · gik , and |α| := 0,
if α = g0. We also define eα := ei1 ⊗ ei2 ⊗ · · · ⊗ eik and eg0 = 1. It is clear that
{eα : α ∈ F
+
n } is an orthonormal basis of the full Fock space F
2(Hn).
Let E be a Hilbert space and let T be a positive multi-Toeplitz operator on
F 2(Hn)⊗ E , i.e.,
(Si ⊗ IE)
∗T (Sj ⊗ IE) = δijI
for any i, j = 1, . . . , n. Define the positive operator ∆T : E → E by setting
(1.1) 〈∆Tx, x〉 := inf{〈T (x− p), x− p〉 : p ∈ P(E), p(0) = 0}
for any x ∈ E , where P(E) denotes the set of polynomials p =
∑
|α|≤m
eα ⊗ hα,
m = 0, 1, . . ., in F 2(Hn)⊗E and p(0) := hg0 . We remark that if T is a normalized
positive multi-Toeplitz operator, i.e., PET |E = IE , then ∆T coincides with the
prediction-error operator of the stationary process determined by T (see [48]).
When E is finite dimensional, we define the prediction entropy of the positive
multi-Toeplitz operator T by
(1.2) e(T ) := ln det∆T .
Note that the prediction entropy is different from the entropy defined in [48].
We need to recall from [39], [40], [42], [43], and [44] a few facts concerning
multi-analytic operators on Fock spaces. We say that a bounded linear operator
M ∈ B(F 2(Hn)⊗K, F
2(Hn)⊗K
′) is multi-analytic if
(1.3) M(Si ⊗ IK) = (Si ⊗ IK′)M for any i = 1, . . . , n.
Note that M is uniquely determined by the operator θ : K → F 2(Hn) ⊗ K
′,
which is defined by θk := M(1 ⊗ k), k ∈ K, and is called the symbol of M .
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We denote M =Mθ. Moreover, Mθ is uniquely determined by the “coefficients”
θα ∈ B(K,K
′), which are given by〈
θα˜k, k
′
〉
:=
〈
θk, eα ⊗ k
′
〉
=
〈
Mθ(1⊗ k), eα ⊗ k
′
〉
, k ∈ K, k′ ∈ K′, α ∈ F+n ,
where α˜ is the reverse of α, i.e., α˜ = gik · · · gi1 if α = gi1 · · · gik . Note that∑
α∈F+n
θ∗αθα ≤ ‖Mθ‖
2IK.
If T1, . . . , Tn ∈ B(H) (the algebra of all bounded linear operators on the Hilbert
space H), define Tα := Ti1Ti2 · · ·Tik , if α = gi1gi2 · · · gik and Tg0 := IH. We can
associate with Mθ a unique formal Fourier expansion
(1.4) Mθ ∼
∑
α∈F+n
Rα ⊗ θα,
where Ri := U
∗SiU , i = 1, . . . , n, are the right creation operators on F
2(Hn)
and U is the (flipping) unitary operator on F 2(Hn) mapping ei1 ⊗ ei2 ⊗ · · · ⊗
eik into eik ⊗ · · · ⊗ ei2 ⊗ ei1 . Since Mθ acts like its Fourier representation on
“polynomials”, we will identify them for simplicity. The set of multi-analytic
operators in B(F 2(Hn) ⊗ K, F
2(Hn) ⊗ K
′) coincides with R∞n ⊗¯B(K,K
′), where
R∞n = U
∗F∞n U (see [44] and [53]).
A multi-analytic operator Mθ (resp. its symbol θ) is called inner if Mθ is an
isometry. We call Mθ (resp. its symbol θ ) outer if∨
{(Sα ⊗ IK′)θk : k ∈ K, α ∈ F
+
n } = F
2(Hn)⊗K
′.
We say that a positive multi-Toeplitz operator T ∈ B(F 2(Hn) ⊗ E) has a
maximal outer factor if there is a Hilbert space G and an outer multi-analytic
operator Mϕ ∈ R
∞
n ⊗¯B(E ,G) with the properties:
(i) M∗ϕMϕ ≤ T ;
(ii) If N is a Hilbert space and Mθ ∈ R
∞
n ⊗¯B(E ,N ) satisfies
M∗θMθ ≤ T,
then M∗ϕMϕ ≥M
∗
θMθ.
In what follows we prove the existence of maximal outer factors for arbitrary
positive multi-Toeplitz operators on Fock spaces.
Theorem 1.1. If E is an arbitrary Hilbert space and T ∈ B(F 2(Hn) ⊗ E) is
a positive multi-Toeplitz operator, then T has a maximal outer factor Mϕ ∈
R∞n ⊗¯B(E ,G) such that
(1.5) M∗ϕMϕ ≤ T.
Moreover, the maximal outer factor is uniquely determined up to a unitary diag-
onal multi-analytic operator.
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Proof. Since T is a positive multi-Toeplitz operator, we have∥∥∥∥∥T 1/2
(
n∑
i=1
(Si ⊗ IE)hi
)∥∥∥∥∥
2
=
n∑
i,j=1
〈
(S∗j ⊗ IE)T (Si ⊗ IE)hi, hj
〉
=
n∑
i,j=1
〈δijThi, hj〉 =
n∑
i=1
‖T 1/2hi‖
2
for any hi ∈ F
2(Hn) ⊗ E), i = 1, . . . , n. Let Y := T 1/2(F 2(Hn)⊗ E) and note
that there are unique isometries Vi ∈ B(Y), i = 1, . . . , n, such that
(1.6) ViT
1/2 = T 1/2(Si ⊗ IE), i = 1, . . . , n.
The above calculations show that∥∥∥∥∥
n∑
i=1
ViT
1/2hi
∥∥∥∥∥
2
=
n∑
i=1
‖T 1/2hi‖
2
for any hi ∈ Y. Hence, V1, . . . , Vn are isometries with orthogonal ranges. Ac-
cording to the Wold type decomposition for isometries with orthogonal ranges
(see [38]), we have Vi = Ui ⊕Wi, i = 1, . . . , n, with respect to the orthogonal
decomposition Y = Y0 ⊕ Y1, where Y0 := ⊕α∈F+nVαMT and
(1.7) MT = Y ⊖
n∨
i=1
T 1/2(Si ⊗ IE )(F
2(Hn)⊗ E).
The subspaces Y0 and Y1 are reducing for each operator Vi, i = 1, . . . , n. More-
over,
n∑
i=1
WiW
∗
i = IY1
and {Ui}
n
i=1 is unitarily equivalent to the orthogonal shift {Si⊗ IMT }
n
i=1. Hence,
we have
ΦUi = (Si ⊗ IMT )Φ, i = 1, . . . , n,
where Φ : Y0 → F
2(Hn)⊗MT is the Fourier transform defined by
(1.8) Φ(Vαℓα) = eα ⊗ ℓα, ℓα ∈ MT , α ∈ F
+
n .
Since Y0 reduces each operator Vi, i = 1, . . . , n, it follows that
UiPY0 = ViPY0 = PY0Vi, i = 1, . . . , n.
Hence, we infer that
ΦPY0T
1/2(Si ⊗ IE) = ΦPY0ViT
1/2 = ΦUiPY0T
1/2
= (Si ⊗ IMT )ΦPY0T
1/2
for any i = 1, . . . , n. This shows that the operator ΦPY0T
1/2 is multi-analytic
and, according to [44], there exists Mϕ ∈ R
∞
n ⊗¯B(E ,MT ) such that
(1.9) ΦPY0T
1/2 =Mϕ.
Since the operator PY0T
1/2 has dense range in Y0, it follows that Mϕ is outer.
Finally, relation (1.9) impies M∗ϕMϕ ≤ T .
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To prove the maximality property, let N be a Hilbert space and let Mθ ∈
R∞n ⊗¯B(E ,N ) be such that M
∗
θMθ ≤ T. Define X : Y → F
2(Hn)⊗ E by setting
X

 ∑
|σ|≤m
VσT
1/2yσ

 := ∑
|σ|≤m
(Sσ ⊗ IN )θyσ, yσ ∈ E .
Note that, for any yσ ∈ E , we have∥∥∥∥∥∥X

 ∑
|σ|≤m
VσT
1/2yσ


∥∥∥∥∥∥
2
=
〈
M∗θMθ

 ∑
|σ|≤m
eσ ⊗ yσ

 , ∑
|σ|≤m
eσ ⊗ yσ
〉
≤
〈
T

 ∑
|σ|≤m
eσ ⊗ yσ

 , ∑
|σ|≤m
eσ ⊗ yσ
〉
=
∥∥∥∥∥∥
∑
|σ|≤m
VσT
1/2yσ
∥∥∥∥∥∥
2
.
This shows that X extends to a contraction from Y to F 2(Hn) ⊗ N . One can
easily check that XVi = (Si ⊗ IN )X, i = 1, . . . , n. Hence, and using the Wold
decomposition from [38], we deduce
XY1 ⊆
∞⋂
k=0
X

⊕
|α|=k
VαY

 = ∞⋂
k=0
⊕
|α|=k
(Sα ⊗ IE)XY
⊆
∞⋂
k=0
⊕
|α|=k
(Sα ⊗ IE)(F
2(Hn)⊗ E) = {0}.
Therefore, X|Y1 = 0. Now, taking into account the above considerations, we
have〈
M∗θMθ

 ∑
|σ|≤m
eσ ⊗ yσ

 , ∑
|σ|≤m
eσ ⊗ yσ
〉
=
∥∥∥∥∥∥X

 ∑
|σ|≤m
PY0VσT
1/2yσ


∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥
∑
|σ|≤m
ΦPY0VσT
1/2yσ
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
|σ|≤m
ΦPY0T
1/2(Sσ ⊗ IE)(1⊗ yσ)
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
|σ|≤m
Mϕ(Sσ ⊗ IE)(1⊗ yσ)
∥∥∥∥∥∥
2
=
〈
M∗ϕMϕ

 ∑
|σ|≤m
eσ ⊗ yσ

 , ∑
|σ|≤m
eσ ⊗ yσ
〉
.
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Therefore, M∗θMθ ≤M
∗
ϕMϕ. The proof is complete. 
Let us remark that the equality holds in (1.5) if and only if Y0 = Y. Another
characterization of this fact can be found in [40]. On the other hand, we have a
concrete form for the maximal outer factor of T , that is, Mϕ = ΦPY0T
1/2, where
the Fourier transform Φ and the subspace Y0 are defined in the proof of Theorem
1.1.
Corollary 1.2. Let T ∈ B(F 2(Hn)⊗E) be a positive multi-Toeplitz operator and
assume that dimE <∞. Then the entropy e(T ) > −∞ if and only if there exists
an outer multi-analytic operator Mϕ ∈ R
∞
n ⊗¯B(E) such that
(1.10) M∗ϕMϕ ≤ T.
Proof. Assume now that T = M∗ϕMϕ with Mϕ ∈ R
∞
n ⊗ B(E) an outer operator.
Then there exists a unitary operator Z : Y → F 2(Hn)⊗ E satisfying
ZT 1/2 =Mϕ.
SinceMϕ commutes with each operator Si⊗IE , i = 1, . . . , n, relation (1.6) implies
ZViT
1/2 = ZT 1/2(Si ⊗ IE) =Mϕ(Si ⊗ IE)
= (Si ⊗ IE)Mϕ = (Si ⊗ IE)ZT
1/2
(1.11)
for any i = 1, . . . , n. Hence, ZVi = (Si ⊗ IE)Z for any i = 1, . . . , n, and conse-
quently {Vi}
n
i=1 is an orthogonal shift having the same multiplicity as {Si⊗IE}
n
i=1.
Therefore, we have dim E = dimMT , where
(1.12) MT = Y ⊖
n∨
i=1
T 1/2(Si ⊗ IE)(F
2(Hn)⊗ E)
is the wandering subspace of {Vi}
n
i=1 (see [38]). Note that, if dim E < ∞, then
we have
MT = PMT T
1/2(F 2(Hn)⊗ E)
= (PMT T
1/2E)
∨
(
n∨
i=1
PMT T
1/2(Si ⊗ E)(F
2(Hn)⊗ E)
= PMT T
1/2E .
Hence, it is clear that the following statements are equivalent:
(i) e(T ) > −∞;
(ii) det∆T 6= 0;
(iii) dim E = dimMT .
Since e(T ) = ln det∆T , we deduce e(T ) > −∞. Now, if T ≥ M
∗
ϕMϕ, then we
have
e(T ) ≥ e(M∗ϕMϕ) > −∞.
Conversely, assume that the entropy e(T ) > −∞. Then dim E = dimMT and
the result follows from Theorem 1.1. 
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It is well-known that in the classical case (n = 1) (see [23]), we have equality
in (1.10). Whether or not this is true if n ≥ 2 remains an open problem.
In what follows, we prove a Szego¨ type infimum theorem for arbitrary pos-
itive multi-Toeplitz operators. If Mθ is a multi-analytic operator with Fourier
expansion (1.4), then we denote θ(0) := θg0 .
Theorem 1.3. Let E be a Hilbert space and let T ∈ B(F 2(Hn)⊗E) be a positive
multi-Toeplitz operator. Then, for any h ∈ E,
inf
p∈P(E), p(0)=0
〈T (h− p), h− p〉 = 〈ϕ(0)∗ϕ(0)h, h〉 ,
where Mϕ is the maximal outer factor of T . In particular, if dimE < ∞, then
the entropy of T satisfies the equality
e(T ) = ln det[ϕ(0)∗ϕ(0)].
Proof. First we prove that
(1.13) ∆T = PET
1/2PMT T
1/2|E ,
where the operator ∆T is defined by relation (1.1), and
MT := T 1/2(F 2(Hn)⊗ E)⊖
n∨
i=1
T 1/2(Si ⊗ IE)(F
2(Hn)⊗ E).
Indeed, we have
〈∆Th, h〉 = inf{‖T
1/2(h− p)‖2 : p ∈ P(E), p(0) = 0}
= inf
{
‖T 1/2h− y‖2 : y ∈
n∨
i=1
T 1/2(Si ⊗ IE)(F
2(Hn)⊗ E)
}
= ‖PMT T
1/2h‖2 =
〈
(PET
1/2PMT T
1/2|E)h, h
〉
for any h ∈ E . Hence, and using relation (1.9), we obtain
〈∆Th, h〉 = ‖PMT T
1/2h‖2
= ‖P1⊗MTΦPY0T
1/2h‖2 = ‖P1⊗MTMϕh‖
= 〈ϕ(0)∗ϕ(0)h, h〉 ,
for any h ∈ E , where Mϕ is the maximal outer factor of T . The last part of the
theorem is now obvious. 
Given a multi-Toeplitz operator T ∈ B(F 2(Hn) ⊗ H), we say that F ∈
R∞n ⊗¯B(H,Y) is a spectral factor of T if T = F
∗F . If, in addition, H = Y
and F is outer, then F is called a square outer spectral factor of T .
In [40], we proved that any strictly positive multi-Toeplitz operator T admits
a spectral factor. Based on the proof of Theorem 1.1, we can deduce a stronger
result, namely that T has a square outer spectral factorization.
Corollary 1.4. If E is a Hilbert space and T ∈ B(F 2(Hn) ⊗ E) is a strictly
positive multi-Toeplitz operator, then there exists an outer multi-analytic operator
Mϕ ∈ R
∞
n ⊗¯B(E) such that
M∗ϕMϕ = T.
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Proof. As in the proof of Theorem 1.1, we can define the isometries Vi, i =
1, . . . , n, by relation (1.6). Since T 1/2 is invertible, Theorem 2.1 from [43] implies
that there exists a unitary operator U : F 2(Hn)⊗ E → Y such that
U∗ViU = Si ⊗ IE , i = 1, . . . , n.
This shows that Y = Y0 and relation (1.9) becomes ΦT
1/2 = Mϕ, where Φ
is the unitary operator defined be (1.8). Hence, M∗ϕMϕ = T and the proof is
complete. 
In the next theorem, we provide an explicit form for the square outer spectral
factor corresponding to a strictly positive multi-Toeplitz operator.
Theorem 1.5. Let T ∈ B(F 2(Hn) ⊗ E) be a strictly positive multi-Toeplitz op-
erator. Then
T = Θ∗Θ,
where Θ ∈ R∞n ⊗¯B(E) is a square outer spectral factor of T given by
Θ := (I ⊗N)M−1ψ ,
where Mψ is an invertible multi-analytic operator with symbol ψ : E → F
2(Hn)⊗E
defined by
ψh := T−1(1⊗ h), h ∈ E ,
and N := (PET
−1|E)1/2.
Proof. First we show that ψE is cyclic for {Si ⊗ IE}
n
i=1 on F
2(Hn) ⊗ E . Let
x ∈ F 2(Hn) ⊗ E be such that x ⊥ (Sα ⊗ IE )T
−1E for any α ∈ F+n . Since T is
invertible, there exists y ∈ F 2(Hn)⊗ E such that Ty = x. Hence, we have
(1.14) (S∗α ⊗ IE)Ty ⊥ T
−1E , α ∈ F+n .
In particular, if α = e, then we have Ty ⊥ T−1E . Since T is positive, this implies
y ⊥ E , and therefore
(1.15) y =
(
n∑
i=1
SiS
∗
i ⊗ IE
)
y.
Since T is a multi-Toeplitz operator and using relations (1.15) and (1.14), we
infer that
T−1E ⊥ (S∗j ⊗ IE)Ty = (S
∗
j ⊗ IE)T
(
n∑
i=1
SiS
∗
i ⊗ IE
)
y = T (S∗j ⊗ IE)y.
Therefore, (S∗j ⊗ IE)y ⊥ E for any j = 1, . . . , n. Hence,
(S∗j ⊗ IE )y =
(
n∑
i=1
SiS
∗
i ⊗ IE
)
(S∗j ⊗ IE)y,
which together with (1.15) imply
y =

∑
|α|=2
SαS
∗
α ⊗ IE

 y.
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By induction, we can prove that
y =

∑
|α|=k
SαS
∗
α ⊗ IE

 y
for any k = 1, 2, . . .. This shows that y ⊥ (Sα ⊗ IE) (1 ⊗ E) for any α ∈ F
+
n .
Hence, y = 0 and x = 0. This proves that Mψ is an outer operator.
Now, let us show that Mψ is a bounded multi-analytic operator. Since T is a
strictly positive multi-Toeplitz operator, we have
〈T (Sα ⊗ IE )ψh, (Sα ⊗ IE)ψh〉 = 〈Tψh,ψh〉 =
〈
TT−1h, T−1k
〉
=
〈
T−1h, k
〉
=
〈
N2h, k
〉
,
for any h, k ∈ E . On the other hand, if α, β ∈ F+n and β > α, i.e., there exists
τ ∈ F+n such that β = ατ , then we have
〈T (Sα ⊗ IE)ψh, (Sβ ⊗ IE)ψk〉 =
〈
(S∗β\α ⊗ IE)Tψh,ψk
〉
=
〈
(S∗β\α ⊗ IE)(1 ⊗ h), ψk
〉
= 0,
where β\α ∈ F+n is uniquely determined by the equation β = α(β\α). If β < α,
then
〈T (Sα ⊗ IE)ψh, (Sβ ⊗ IE)ψk〉 =
〈
T (Sα\β ⊗ IE)ψh,ψk
〉
=
〈
(Sα\β ⊗ IE)ψh, 1 ⊗ k
〉
= 0.
Since T is multi-analytic, if α and β are not comparable, then
〈T (Sα ⊗ IE)ψh, (Sβ ⊗ IE)ψk〉 = 0.
Therefore, if f :=
∑
|α|≤m eα ⊗ hα and g :=
∑
|β|≤p eβ ⊗ hβ are in F
2(Hn) ⊗ E ,
then we have〈
T 1/2Mψf, T
1/2Mψg
〉
=
∑
|α|≤m,|β|≤p
〈T (Sα ⊗ IE)ψhα, (Sβ ⊗ IE)ψkβ〉
=
∑
|α|≤m,|β|≤p
δα,β
〈
N2hα, kβ
〉
=
∑
|α|≤m,|β|≤p
〈
(I ⊗N2)(eα ⊗ hα), eβ ⊗ kβ
〉
=
〈
(I ⊗N2)f, g
〉
.
In particular, by choosing f = g, we get
‖T 1/2Mψf‖ ≤ ‖N‖‖f‖.
Since T 1/2 is invertible, it follows that Mψ can be extended to a bounded op-
erator on F 2(Hn) ⊗ E . Therefore, Mψ is a multi-analytic operator. The above
computations, show that
(1.16) M∗ψTMψ = I ⊗N
2.
Since T is a strictly positive operator, we infer that PET
−1|E is an invertible
operator on E . The equation PET
−1|E = N2 shows that N and I ⊗ N are
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invertible. Hence, and using relation (1.16), we deduce that Mψ is injective.
Define Λ0 : range Mψ → F
2(Hn)⊗ E by setting
Λ0(Mψf) := f, f ∈ F
2(Hn)⊗ E .
Using relation (1.16), we have
‖(I ⊗N)f‖2 = 〈TMψf,Mψf〉 ≤ ‖T‖‖Mψf‖
2.
On the other hand, since I ⊗N is invertible, there exists a constant K > 0 such
that
‖(I ⊗N)f‖2 ≥ K‖f‖2 = K‖Λ0(Mψf)‖
2.
Combining these inequalities, we infer
‖Λ0(Mψf)‖ ≤
√
‖T‖
K
‖Mψf‖
for any f ∈ F 2(Hn) ⊗ E . Since Mψ is outer, Λ0 can be extended to a bounded
operator on F 2(Hn)⊗ E . It is clear that
(1.17) ΛMψ = I.
On the other hand, if g ∈ F 2(Hn) ⊗ E and {fk}
∞
k=1 is a sequence of elements in
F 2(Hn)⊗ E such that Mψfk → g, as k →∞, then, using (1.17), we obtain
MψΛg = lim
k→∞
MψΛMψfk = lim
k→∞
Mψfk = g.
Therefore, MψΛ = I. Now, we can draw the conclusion that Mψ is invertible
and Λ is its inverse, which is also an outer multi-analytic operator. Moreover,
relation (1.16) shows that
T = (M−1ψ )
∗(I ⊗N2)M−1ψ .
Therefore, (I ⊗N)M−1ψ is an outer spectral factor for T . The proof is complete.

Corollary 1.6. If dim E < ∞ and T ∈ B(F 2(Hn) ⊗ E) is a strictly positive
multi-Toeplitz operator, then its entropy e(T ) satisfies the equality
e(T ) = − ln det[PET
−1|E ].
Proof. According to relations (1.13) and (1.2), we have
e(T ) = ln det∆T = ln det[PET
1/2PMT T
1/2|E ].
Therefore, it is enough to prove that
(1.18) PET
1/2PMT T
1/2|E = [PET
−1|E ]−1.
According to (1.7), h ∈ MT if and only if
T 1/2h ⊥ (Si ⊗ IE)(F
2(Hn)⊗ E), i = 1, . . . , n.
Hence, h ∈MT if and only if T
1/2h ∈ E . Therefore, we have
(1.19) MT = range (T
−1/2|E).
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On the other hand, it is well-known that if X : X1 → X2 is an injective operator
with closed range, then X(X∗X)−1X∗ is equal to the orthogonal projection of
X2 onto the range of X. Applying this result to the operator
X := (T−1/2|E) : E → F 2(Hn)⊗ E ,
and taking into account relation (1.19), we obtain
PMT = (T
−1/2|E)[PET
−1|E ]−1(PET
−1/2).
This clearly implies relation (1.18). The proof is complete. 
1.2. Operators on Fock spaces and factorizations. In this section, we pro-
vide factorization results for operators in B(H1, F
2(Hn) ⊗ H2), where H1 is a
finite dimensional Hilbert space, and for multi-analytic operators (see Theorem
1.7), generalizing classical results from [29], [30], [59], and [67], as well as some
extensions to Fock spaces (see [40], [44], and [48]). A noncommutative multivari-
able analogue of Robinson’s minimum energy delay principle (see [57]) for outer
operators on Fock spaces is obtained (see Theorem 1.9).
A positive definite kernel on F+n is a map K : F
+
n × F
+
n → B(H) with the
property that
k∑
i,j=1
〈K(σi, σj)hj , hi〉 ≥ 0
for any h1, . . . , hk ∈ H, σ1, . . . , σk ∈ F
+
n , and k ∈ N. A kernel K on F
+
n is called
multi-Toeplitz if
K(σ, ω) :=


K(α, g0), if σ = ωα for some α ∈ F
+
n ;
K(g0, α), if ω = σα for some α ∈ F
+
n ;
0, otherwise.
If K(g0, g0) = IH, (g0 is the neutral element in F
+
n ), then the kernel is called
normalized. Let θ ∈ B(H, F 2(Hn)⊗K), i.e.,
θh =
∑
σ∈F+n
eσ˜ ⊗ θσh for some θσ ∈ B(H,K)
with the property that there is c > 0 such that∑
σ∈F+n
‖θσh‖
2 ≤ c‖h‖2 for any h ∈ H.
Denote by P(H) the set of all polynomials in F 2(Hn) ⊗ H. Define the linear
operator Mθ : P(H)→ F
2(Hn)⊗K by Mθ(1⊗ h) := θh and
Mθ(eω ⊗ h) := (Sω ⊗ IK)θh for any h ∈ H, ω ∈ F
+
n .
Since
Mθ(Si ⊗ IH)|P(H) = (Si ⊗ IK)Mθ|P(H), i = 1, . . . , n,
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we can view Mθ as an unbounded generalized multiplier. In general, Mθ cannot
be extended to a bounded linear operator from F 2(Hn) ⊗ H to F
2(Hn) ⊗ K.
However, its matrix representation
Mθ := [Mσ,ω], Mσ,ω := PK(S
∗
σ ⊗ IK)Mθ(Sω ⊗ IH)|H ∈ B(H,K)
has each column bounded as an operator from H to F 2(Hn)⊗K. It makes sense
to define the kernel Kθ : F
+
n × F
+
n → B(H) by setting
Kθ(σ, ω) :=
∑
α∈F+n
M∗σ,αMα,ω,
where the convergence is in the SO-topology. It is easy to see that Kθ is a
positive definite multi-Toeplitz kernel which is not normalized in general, i.e.,
Kθ(g0, g0) 6= IH. Notice that if Mθ can be extended to a bounded operator,
then the operator matrix [Kθ(σ, ω)]σ,ω∈F+n represents a multi-Toeplitz operator
on F 2(Hn)⊗H which is equal to M
∗
θMθ.
In [48], we found an inner-outer factorization for any bounded linear operator
θ ∈ B(H1, F
2(Hn) ⊗ H2) with Kθ(g0, g0) = I. In what follows, we show that
the latter condition can be removed if dimH1 < ∞ or, more generally, if the
operator Kθ(g0, g0) has closed range. Moreover, if H1 is an arbitrary Hilbert
space, we prove the existence of an inner-outer factorization for any bounded
multi-analytic operator Mθ ∈ R
∞
n ⊗¯B(H1,H2). When H1 = H2, we obtain an
explicit form of the inner-outer factorization provided in [40]. Our proof here
is based on the existence of maximal outer factors for arbitrary multi-Toeplitz
operators (see Theorem 1.1).
Theorem 1.7. Let H1 and H2 be Hilbert spaces.
(i) If dimH1 < ∞, then any operator θ ∈ B(H1, F
2(Hn) ⊗ H2) admits a
factorization
θ =Mχψ,
where ψ ∈ B(H1, F
2(Hn)⊗H3) is outer and Mχ ∈ R
∞
n ⊗¯B(H3,H2) is an
inner operator. Moreover, the factorization is uniquely determined up to
a diagonal unitary multi-analytic operator.
(ii) If H1 is an arbitrary Hilbert space and Mθ ∈ R
∞
n ⊗¯B(H1,H2) is a bounded
multi-analytic operator, then there exist multi-analytic operators Mψ ∈
R∞n ⊗¯B(H1,H3) and Mχ ∈ R
∞
n ⊗¯B(H3,H2) such that Mψ is outer, Mχ is
inner, and
Mθ =MχMψ.
Moreover, the inner-outer factorization of Mθ is uniquely determined up
to a unitary diagonal multi-analytic operator.
Proof. Consider the representation
θh :=
∑
α∈F+n
eα˜ ⊗ θαh, h ∈ H1,
where θα ∈ B(H1,H2), and note that
X := Kθ(g0, g0) =
∑
α∈F+n
θ∗αθα ∈ B(H1).
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If X is an invertible operator, then the multi-Toeplitz kernel KθX−1/2 is normal-
ized, i.e., KθX−1/2(g0, g0) = IH1 . In this case, we can apply Theorem 3.3 from
[48] to the kernel KθX−1/2 and get the desired factorization.
Now, assume that X is not invertible. Let N0 := kerX and H1 = N0 ⊕N1 be
the corresponding decomposition. For each α ∈ F+n , denote
ϕα := θα|N1 ∈ B(N1,H2).
Note that sinceH1 is finite dimensional, the operator
∑
α∈F+n
ϕ∗αϕα ∈ B(N1) is in-
vertible. Apply now the first part of the proof to the operator ϕ ∈ B(N1, F
2(Hn)⊗
H2) defined by
ϕh :=
∑
α∈F+n
eα˜ ⊗ ϕαh, h ∈ N1,
and get the factorization
(1.20) ϕ =Mχϕ
′,
where ϕ′ ∈ B(N1, F
2(Hn)⊗H3) is outer and χ ∈ B(H3, F
2(Hn)⊗H2) is inner.
If ϕ′ has the representation
ϕ′h =
∑
α∈F+n
eα˜ ⊗ ϕ
′
αh, h ∈ N1,
with ϕ′α ∈ B(N1,H3), define the operator ψ ∈ B(H, F
2(Hn)⊗H3) by
(1.21) ψh :=
∑
α∈F+n
eα˜ ⊗ ϕ
′
αPN1k, k ∈ H1.
Since ϕ′ is outer, it follows that ψ is also outer. On the other hand, relations
(1.20), (1.21), and θα|N0 = 0, α ∈ F
+
N , imply θ = Mχψ. For the uniqueness, see
the proof of Theorem 3.3 from [48].
Now, let us prove the second part of the theorem. Let Mψ ∈ R
∞
n ⊗¯B(H1,H3)
be the maximal outer factor of the multi-Toeplitz operator M∗θMθ. According to
Theorem 1.1, we have
(1.22) M∗θMθ =M
∗
ψMψ.
Define the operator Y : F 2(Hn)⊗H3 → F
2(Hn)⊗H2 by
(1.23) Y

 ∑
|σ|≤m
(Sσ ⊗ IH3)ψhσ

 := ∑
|σ|≤m
(Sσ ⊗ IH2)θhσ, hσ ∈ H1.
Since Mθ and Mψ are multi-analytic operators satisfying relation (1.22) and Mψ
is outer, it is clear that Y can be extended to a unique isometry from F 2(Hn)⊗H3
to F 2(Hn)⊗H2. We also have YMψ =Mθ. Due to relation (1.23), one can check
that
(1.24) Y (Si ⊗ IH3) = (Si ⊗ IH2)Y, i = 1, . . . , n.
Indeed, for any f ∈ F 2(Hn)⊗H1, we have
Y (Si ⊗ IH3)Mψf = YMψ(Si ⊗ IH3)f =Mθ(Si ⊗ IH1)f
= (Si ⊗ IH1)Mθf = (Si ⊗ IH2)Y Mψf.
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SinceMψ is outer, relation (1.24) follows. According to [44], there exists an inner
multi-analytic operator Mχ ∈ R
∞
n ⊗¯B(H3,H2) such that Y =Mψ. Therefore, we
have Mθ =MχMψ, which is the desired inner-outer factorization.
To prove the uniqueness, letMθ =Mχ′Mψ′ be another inner-outer factorization
with Mχ′ ∈ R
∞
n ⊗¯B(H
′
3,H2) inner and Mψ′ ∈ R
∞
n ⊗¯B(H1,H
′
3) outer. Then we
have
M∗θMθ =M
∗
ψMψ =M
∗
ψ′Mψ′ .
As we did earlier in the proof, we can find an inner multi-analytic operator
Z ∈ R∞n ⊗¯B(H3,H
′
3) such that ZMψ =Mψ′ . Since Mψ′ is outer, we deduce that
Z is unitary. According to [39], Z = I⊗U where U ∈ B(H3,H
′
3) is unitary. Now
the equation MχMψ = Mχ′Mψ′ implies MχMψ = Mχ′ZMψ. Since Mψ is outer,
we obtain Mχ =Mχ′Z. This completes the proof. 
Remark 1.8. Theorem 1.7 part (i) remains true if H1 is an arbitrary Hilbert
space provided that the operator Kθ(g0, g0) has closed range.
Given a Hilbert space E , let Pk(E) := ⊕
|α|≤k
eα⊗E be the set of all polynomials
of degree ≤ k. For any Hilbert space E , denote by Pk the orthogonal projection
of F 2(Hn) ⊗ E onto Pk(E). We say that θ ∈ B(E , F
2(Hn) ⊗ G) is outer up to a
constant inner operator on the left if θ admits a factorization θ = Mχψ where
ψ ∈ B(E , F 2(Hn) ⊗ E1) is outer and Mχ ∈ R
∞
n ⊗¯B(E1,G) is a constant inner
operator, i.e., Mχ = I ⊗ V , where V ∈ B(E ,G) is an isometry. Note that if
Mθ ∈ R
∞
n ⊗¯B(E ,G) then Mψ ∈ R
∞
n ⊗¯B(E , E1).
The next theorem is a noncommutative multivariable analogue of Robinson’s
minimum energy delay principle for outer functions (see [57], [22]).
Theorem 1.9. Let k be a fixed nonnegative integer.
(i) If E be a finite dimensional Hilbert space, then a bounded operator θ ∈
B(E , F 2(Hn) ⊗ G) is outer up to a constant inner operator on the left if
and only if
(1.25) ‖PkMψp‖ ≤ ‖PkMθp‖, p ∈ Pk(E),
for any operator ψ ∈ B(E , F 2(Hn)⊗ Y) satisfying Kψ = Kθ.
(ii) If E is an arbitrary Hilbert space, then a multi-analytic operator Mθ ∈
R∞n ⊗¯B(E ,G) is outer up to a constant inner operator on the left if and
only if the inequality (1.25) holds for any multi-analytic operator Mψ ∈
R∞n ⊗¯B(E ,Y) satisfying M
∗
ψMψ =M
∗
θMθ.
Proof. Assume that θ ∈ B(E , F 2(Hn)⊗G) is outer and ψ ∈ B(E , F
2(Hn)⊗Y) is
an operator satisfying Kψ = Kθ. Define Q : F
2(Hn)⊗ G → F
2(Hn)⊗ Y by
Q(
∑
|σ|≤m
(Sσ ⊗ IG)θhσ) :=
∑
|σ|≤m
(Sσ ⊗ IY)ψhσ , hσ ∈ E .
Since Kψ = Kθ and θ is an outer operator, Q extends to an isometry from
F 2(Hn)⊗ G to F
2(Hn)⊗ Y such that QMθ|P(E) =Mψ|P(E). Since
Q(Si ⊗ IG) = (Si ⊗ IY)Q, i = 1, . . . , n,
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Q is an inner multi-analytic operator. Therefore,Mψ|P(E) =MfMθ|P(E), where
Mf ∈ R
∞
n ⊗¯B(G,Y) is an inner operator. Note that
PkMθ|P(E) = PkMθPk|P(E) and PkMf = PkMfPk.
Consequently, for any p ∈ Pk(E), we have
(1.26) ‖PkMψp‖ = ‖PkMfMθp‖ = ‖PkMfPkMθp‖ ≤ ‖PkMθp‖.
Hence, we deduce relation (1.25).
Conversely, assume that θ ∈ B(E , F 2(Hn)⊗G) is an operator such that relation
(1.25) holds. According to Theorem 1.7 part (i), we have θ = Mχϕ, where
ϕ ∈ B(E , F 2(Hn)⊗E1) is outer andMχ ∈ R
∞
n ⊗¯B(E1,G) is inner. Since Kθ = Kϕ,
we can apply the first part of the proof to the outer operator ϕ, to infer that
(1.27) ‖PkMθp‖ ≤ ‖PkMϕp‖, p ∈ Pk(E).
Combining relation (1.25) (when ψ = ϕ) with relation (1.27), we obtain
(1.28) ‖PkMθp‖ = ‖PkMϕp‖, p ∈ Pk(E).
Since PkMχ = PkMχPk and Mχ is inner, we have
‖PkMθp‖ = ‖PkMχMϕp‖ = ‖PkMχPkMϕp‖ ≤ ‖PkMϕp‖, p ∈ P(E).
On the other hand, since ϕ is outer, we can use relation (1.28) to deduce that
PkMχPk is an isometry from Pk(E1) to Pk(E). Let
Mχ =
∑
α∈F+n
Rα ⊗ χ(α), χ(α) ∈ B(E1,G),
be the Fourier representation of the multi-analytic operator Mχ, and let x ∈ E1.
Note that if α ∈ F+n , |α| = k, then
PkMχ(Sα ⊗ IE1)(1⊗ x) = Pk(Sα ⊗ IG)Mχ(1⊗ x) = eα ⊗ χ(0)x.
Since PkMχPk is an isometry from Pk(E1) to Pk(E), we have
‖χ(0)x‖ = ‖PkMχ(Sα ⊗ IE1)(1⊗ x)‖ = ‖(Sα ⊗ IE1)(1 ⊗ x)‖ = ‖x‖
for any x ∈ E1. Thus χ(0) is an isometry from E1 to G. Moreover, since Mχ is
inner, we deduce that
‖χ(0)x‖
2 = ‖x‖2 = ‖Mχ(1⊗ x)‖
2 =
∑
α∈F+n
‖χ(α)x‖
2
for any x ∈ E1. Hence, Mχ = I ⊗ χ(0), i.e., a constant inner operator.
To prove part (ii) of the theorem, note that if Mθ ∈ R
∞
n ⊗¯B(E ,G), then
[Kθ(σ, ω)]σ,ω∈F+n is the matrix representation of the multi-Toeplitz operatorM
∗
θMθ.
The proof of part (ii) is very similar to the proof of part (i). The only difference
is that, in this case, we have to use Theorem 1.7 part (ii) for the inner-outer
factorization of Mθ. 
Let us mention that, using Remark 1.8, one can show that Theorem 1.9 part
(i) remains true if H1 is an arbitrary Hilbert space and the operator Kθ(g0, g0)
has closed range.
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1.3. Prediction entropy for positive definite multi-Toeplitz kernels on
free semigroups. In this section, we define the notion of prediction entropy and
prove entropy inequalities for positive definite multi-Toeplitz kernels on the free
semigroup F+n and multi-analytic operators (see Theorem 1.10). We extend the
classical result (see [31]) which stated for H2(D) says that if f ∈ H2(D), then
ln |f(eit)| is integrable and
1
2π
∫ π
−π
ln |f(eit)| dt ≥ ln |f(0)|.
Next, we give a characterization for the outer operators in B(E , F 2(Hn) ⊗ E)
if dim E < ∞. In particular, we find a noncommutative multivariable analogue
of the following classical result. A function f ∈ H2(D) is outer if and only if
f(0) 6= 0 and
1
2π
∫ π
−π
ln |f(eit)| dt = ln |f(0)|.
Let K : F+n × F
+
n → B(E) be a positive definite multi-Toeplitz kernel (not
necessarily normalized). Define the positive operator ∆K ∈ B(E) by setting
(1.29) 〈∆Kh, h〉 := inf
hg0=h, hσ∈E
∑
〈K(ω, σ)hσ , hω〉 , h ∈ E ,
where the sum is taken over all finitely supported sequences {hσ}σ∈F+n ⊂ E . When
dim E <∞, we define the prediction entropy of the kernel K by
(1.30) e(K) := ln det∆K .
Let T := [T1 · · · Tn], Ti ∈ B(H), and define the kernel KT : F
+
n ×F
+
n → B(H)
by setting
KT (σ, ω) :=


Tα, if ω = σα for some α ∈ F
+
n ;
T ∗α, if σ = ωα for some α ∈ F
+
n ;
0, otherwise.
We proved in [48] that the multi-Toeplitz kernel KT is positive definite if and
only if [T1 · · · Tn] is a row contraction. In this case, if dimH < ∞, we can
use Theorem 1.3 and Theorem 4.1 from [48] to deduce that the entropy of KT
satisfies
e(KT ) = ln det(I − T1T
∗
n − · · · − TnT
∗
n).
In what follows, we provide entropy inequalities for positive definite multi-
Toeplitz kernels on free semigroups and multi-Toeplitz operators on Fock spaces.
Theorem 1.10. Let E be a Hilbert space and θ ∈ B(E , F 2(Hn)⊗E) be a nonzero
operator.
(i) If dimE <∞, then ∆Kθ 6= 0 and
(1.31) 〈∆Kθh, h〉 ≥
∑
|α|=k
〈θ∗αθαh, h〉 ,
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where k is the smallest nonnegative integer such that θα0 6= 0 for some
α0 ∈ F
+
n with |α0| = k. Moreover, the entropy of the multi-Toeplitz kernel
Kθ satisfies the inequality
(1.32) e(Kθ) ≥ ln det

∑
|α|=k
θ∗αθα

 .
(ii) If E is an arbitrary Hilbert space and Mθ ∈ R
∞
n ⊗¯B(E) is a nonzero multi-
analytic operator, then inequality (1.31) remains true. If, in addition,
dim E <∞, then inequality (1.32) holds.
In particular, if θ ∈ F 2(Hn), then e(Kθ) > −∞ and e(Kθ) ≥ ln |θ(0)|
2.
Proof. Consider the Fourier representation
θh :=
∑
α∈F+n
eα˜ ⊗ θαh, h ∈ E ,
and assume that θ(0) 6= 0 (recall that θ(0) := θg0 ∈ B(E)). Since dim E < ∞,
there is an invertible operator X : ker θ(0) → ker θ(0)∗. The operator θǫ(0) ∈
B(E) defined by
θǫ(0) := θ(0) + ǫXPker θ(0)
is invertible for any ǫ > 0. Define θǫ : E → F 2(Hn)⊗ E by
(1.33) θǫh := 1⊗ θǫ(0)h +
∑
|α|≥1
eα˜ ⊗ θαh, h ∈ E .
Since N :=
∑
α∈F+n
θǫα
∗θǫα ∈ B(E) is invertible, we can define the bounded operator
ψ : E → F 2(Hn)⊗ E by setting
ψh :=
∑
α∈F+n
eα˜ ⊗ θ
ǫ
αN
−1/2h, h ∈ E .
Applying Theorem 1.7 part (i), we find an outer operator ϕ : E → F 2(Hn) ⊗ E3
such that Kψ = Kϕ. Since
Kψ(g0, g0) =
∑
α∈F+n
ψ∗αψα = IE ,
we can apply Theorem 4.1 from [48] to the normalized multi-Toeplitz kernel Kψ
and deduce the equality
(1.34) inf
hg0=h, hσ∈E
∑
〈Kψ(ω, σ)hσ , hω〉 = 〈ϕ(0)
∗ϕ(0)h, h〉 , h ∈ E ,
where the sum is taken over all finitely supported sequences {hσ}σ∈F+n ⊂ E . Since
Kψ = Kϕ, we can apply Theorem 1.9 part (i) when k = 0, to infer that
〈ϕ(0)∗ϕ(0)h, h〉 ≥ 〈ψ(0)∗ψ(0)h, h〉 , h ∈ E .
This inequality together with equation (1.34) imply
(1.35) ∆Kψ ≥ ψ(0)
∗ψ(0).
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Since Kψ(σ, ω) = N
−1/2Kθ(σ, ω)N
−1/2, relation (1.35) implies
(1.36) ∆Kθǫ ≥ θ
ǫ(0)∗θǫ(0)
for any ǫ > 0. Note that
〈∆Kθǫh, h〉 = inf
p∈P(E), p(0)=0
‖(I ⊗ ǫXPker θ(0) +Mθ)(h − p)‖
2.
Taking ǫ→ 0 in inequality (1.36), we get
∆Kθ ≥ θ(0)
∗θ(0).
Now, assume that θ(0) = 0 and let k is the smallest nonnegative integer such
that θα0 6= 0 for some α0 ∈ F
+
n with |α0| = k. Then we have
θ =
∑
|α|≥k
eα˜ ⊗ θα =
∑
|β|=k
(Rβ ⊗ I)Λβ
for some operators Λβ : E → F
2(Hn)⊗ E . Note that Λβ(0) = θβ, β ∈ F
+
n . Since
{Rβ}|β|=k are isometries with orthogonal ranges, we deduce
‖Mθ(h− p)‖
2 =
∑
|β|=k
‖MΛβ (h− p)‖
2
for any h ∈ E and p ∈ P(E) with p(0) = 0. Therefore, applying the first part of
the proof to each operator Λβ, β ∈ F
+
n with |β| = k, we have
inf
p∈P(E), p(0)=0
‖Mθ(h− p)‖
2 ≥
∑
|β|=k
inf
p∈P(E), p(0)=0
‖MΛβ (h− p)‖
2
≥
∑
|β|=k
〈Λβ(0)
∗Λβ(0)h, h〉
for any h ∈ E . Since Λα0(0) = θα0 6= 0 and
〈∆Kθh, h〉 = inf
p∈P(E), p(0)=0
‖Mθ(h− p)‖
2,
we deduce that ∆Kθ 6= 0 and relation (1.31) is proved. The inequality (1.32) is
now obvious.
To prove part (ii) of the theorem, let E be an arbitrary Hilbert space and let
Mθ ∈ R
∞
n ⊗¯B(E) be a nonzero multi-analytic operator such that θ(0) 6= 0. Using
the Szego¨ type result of Theorem 1.3 when T =M∗θMθ, we obtain
(1.37) inf
p∈P(E), p(0)=0
〈M∗θMθ(h− p), h − p〉 = 〈ϕ(0)
∗ϕ(0)h, h〉 ,
where Mϕ is the maximal outer factor of T . Moreover, due to Theorem 1.1, we
have M∗θMθ =M
∗
ϕMϕ. Now, Theorem 1.9 part (ii) implies
(1.38) 〈ϕ(0)∗ϕ(0)h, h〉 ≥ 〈θ(0)∗θ(0)h, h〉
for any h ∈ E . Combining relations (1.37) and (1.38), we get
∆M∗θMθ ≥ θ(0)
∗θ(0).
When θ(0) = 0, the proof is the same as that of part (i) of the theorem. Noting
that ∆Kθ = ∆M∗θMθ and e(Kθ) = e(M
∗
θMθ), one can easily complete the proof.

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Let us remark that if E is an arbitrary Hilbert space and θ ∈ B(E , F 2(Hn)⊗E)
is such that the operator Kθ(g0, g0) has closed range, then the results of Theorem
1.10 part (i) remain true.
Remark 1.11. If f ∈ F 2(H1), then
(1.39) e(Kf ) =
1
2π
∫ π
−π
ln |f(eit)|2 dt.
Proof. Under the canonical identification of the full Fock space F 2(H1) with the
Hardy space H2(D), we have
inf ‖Mf (1− p)‖
2 = inf ‖f(1− p)‖2
= inf
{
1
2π
∫ π
−π
|1− p(eit)|2|f(eit)|2 dt
}
= exp
[
1
2π
∫ π
−π
ln |f(eit)|2 dt
]
,
where the infimum is taken over all polynomials p ∈ F 2(H1) with p(0) = 0. The
latter equality is due to Szego¨’s theorem [31]. According to relation (1.29) and
(1.30), the equality (1.39) follows. 
A characterization for the outer operators in B(E , F 2(Hn)⊗E), when E is finite
dimensional, is proved in what follows.
Theorem 1.12. Let k be a fixed nonnegative integer, E be a finite dimensional
Hilbert space, and let θ ∈ B(E , F 2(Hn) ⊗ E). Then the following statements are
equivalent:
(i) θ is an outer operator;
(ii) θ(0) is invertible and if ψ ∈ B(E , F 2(Hn) ⊗ E) is such that Kψ = Kθ,
then
‖PkMψp‖ ≤ ‖PkMθp‖, p ∈ Pk(E);
(iii) θ(0) is invertible and
(1.40) inf
hσ∈E, he=h
∑
〈Kθ(ω, σ)hσ , hω〉 = 〈θ(0)
∗θ(0)h, h〉 , h ∈ E ,
where the sum is taken over all finitely supported sequences {hσ}σ∈F+n ⊂ E
such that he = h;
(iv) θ(0) is invertible and the entropy of the positive definite multi-Toeplitz
kernel Kθ satisfies the equation
e(Kθ) = ln det[θ(0)
∗θ(0)].
Proof. Assume that θ is an outer operator. First, we show that the operator
θ(0) := PEθ ∈ B(E) is invertible. Suppose that there exists y ∈ E , y 6= 0, such
that y is orthogonal to the range of θ(0). Note that, for any h ∈ E , α ∈ F+n , we
have
〈(Sα ⊗ IE)θh, y〉 = 0, if |α| ≥ 1,
and
〈θh, y〉 = 〈θ(0)h, y〉 = 0.
26 GELU POPESCU
Hence, y is orthogonal to the linear span
∨
σ∈F+n
(Sσ ⊗ IE)θE , which contradicts
that θ is outer. Therefore, the range of θ(0) is dense in E . Since dim E < ∞, it
is clear that θ(0) must be invertible. Now, the implication (i) =⇒ (ii) follows
from Theorem 1.9 part (i). Assume (ii) holds. According to the same theorem,
the operator θ has a factorization
(1.41) θ =Mχψ0
with ψ0 ∈ B(E , F
2(Hn) ⊗ E1) outer and Mχ = IF 2(Hn) ⊗ V , where V ∈ B(E1, E)
is an isometry. This shows that dimE1 ≤ dim E . Since ψ0 is outer, the range of
ψ0(0) is dense in E1. On the other hand, since E is finite dimensional, V is an
isometry, and θ(0) = V ψ0(0) is invertible, it follows that dimE1 = dim E . Using
relation (1.41), we deduce that θ is outer. Therefore (ii)⇔ (i).
Assume now that (i) holds. Since the operator X :=
∑
α∈F+n
θ∗αθα ∈ B(E) is
invertible, θX−1/2 ∈ B(E , F 2(Hn)⊗ E) is outer and KθX−1/2(g0, g0) = I. Conse-
quently, applying Theorem 4.1 from [48], we get
inf
hg0=h, hσ∈E
∑
〈KθX−1/2(ω, σ)hσ , hω〉 =
〈
θ(0)∗θ(0)X−1/2h,X−1/2h
〉
, h ∈ E ,
where the sum is taken over all finitely supported sequences {hσ}σ∈F+n ⊂ E .
Hence, (iii) follows. Assume now that (iii) holds. Let ϕ : E → F 2(Hn) ⊗ E1
be the maximal outer factor of the multi-Toeplitz kernel KθX−1/2 . According
to Theorem 3.3 from [48], we have KθX−1/2 = Kϕ. Using relation (1.40) and
Theorem 4.1 from [48], we obtain〈
θ(0)∗θ(0)X−1/2h,X−1/2h
〉
= inf
hg0=h, hσ∈E
∑
〈KθX−1/2(ω, σ)hσ , hω〉
= 〈ϕ(0)∗ϕ(0)h, h〉
for any h ∈ E . Now, as in the proof of Theorem 1.9 (when k = 0), we obtain the
factorization
θX−1/2 =Mχϕ,
where Mχ = IF 2(Hn) ⊗W and W ∈ B(E1, E) is an isometry. Since θ and X are
invertible and θ(0)X−1/2 = Wϕ(0), we must have WE1 = E . Thus, Mχ is a
unitary operator. Since ϕ is outer, it is clear that θ =MχϕX
1/2 is outer, i.e., (i)
holds. Therefore (iii)⇔ (i).
To prove the equivalence (iii)⇔ (iv) is enough to show that if θ(0) is invertible,
then ∆Kθ = θ(0)
∗θ(0) if and only if
(1.42) det∆Kθ = det[θ(0)
∗θ(0)].
Indeed, according to Theorem 1.10, we have
∆Kθ ≥ θ(0)
∗θ(0).
Hence, it follows that there is a contraction C ∈ B(E) such that
(1.43) θ(0)∗θ(0) = ∆
1/2
Kθ
C∗C∆
1/2
Kθ
,
whence we deduce that
(1.44) det[θ(0)∗θ(0)] = det∆Kθ det(C
∗C).
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Since θ(0) is an invertible operator, one can see that relations (1.42) and (1.44)
imply that det(C∗C) = 1. Hence, and using the fact that C is a contraction, we
get C∗C = I. Thus, relation (1.43) becomes θ(0)∗θ(0) = ∆Kθ , which proves our
claim. The proof is complete. 
Corollary 1.13. If f ∈ F 2(Hn), then f is outer if and only if f(0) 6= 0 and
e(Kf ) = ln |f(0)|
2.
Note that in the particular case when n = 1 and E = C, Theorem 1.12 and
Remark 1.11 imply the following classical result. A function f ∈ H2(D) is outer
if and only if f(0) 6= 0 and
1
2π
∫ π
−π
ln |f(eit)| dt = ln |f(0)|.
1.4. Extreme points of the unit ball of F∞n . It is well-known [31] that a
function f ∈ H∞(D) is an extreme point of the unit ball of H∞(D) if and only if
1
2π
∫ π
−π
ln(1− |f(eit)|2) dt = −∞.
In what follows, we present some results concerning the extreme points of the
unit ball of the noncommutative analytic Toeplitz algebra F∞n and F
∞
n ⊗¯B(H),
where dimH < ∞. In particular, we prove that if ϕ ∈ F∞n , ‖ϕ‖ ≤ 1, and the
entropy E(ϕ) = −∞, then ϕ is an extreme point of the unit ball of F∞n . For the
converse, a weaker form is provided.
Let [V ′1 · · · V
′
n], V
′
i ∈ B(K
′), be isometries with orthogonal ranges on a Hilbert
space K′ and let B : F 2(Hn) ⊗ E → K
′ be a contractive generalized multiplier
with respect to {Si ⊗ IE}
n
i=1 and {V
′
i }
n
i=1, i.e.,
B(Si ⊗ IE) = V
′
iB, i = 1, . . . n.
Note that
(S∗i ⊗ IE )(IF 2(Hn)⊗E −B
∗B)(Sj ⊗ IE) = δijIF 2(Hn)⊗E −B
∗V ′i
∗
VjB
= δij(IF 2(Hn)⊗E −B
∗B)
for any i, j = 1, . . . , n. Therefore, D2B is a multi-Toeplitz operator on F
2(Hn)⊗E .
If dim E < ∞, we define the prediction entropy of the generalized multiplier B
by setting
(1.45) E(B) := e(D2B).
In particular, if K′ := F 2(Hn) ⊗ K and V
′
i := Si ⊗ IK, i = 1, . . . , n, then the
generalized multipliers B are multi-analytic operators on Fock spaces. Let Θ :
F 2(Hn)⊗E → F
2(Hn)⊗K be a multi-analytic operator, i.e., Θ ∈ R
∞
n ⊗B(E ,K).
If ‖Θ‖ ≤ 1 and dim E < ∞, then the prediction entropy of the multi-analytic
operator Θ satisfies the equation
E(Θ) = ln det∆(Θ),
where
(1.46) 〈∆(Θ)x, x〉 := inf{〈(I −Θ∗Θ)(x− p), x− p〉 : p ∈ F 2(Hn)⊗E , p(0) = 0}
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for any x ∈ E . Using Szego¨’s theorem in the particular case when n = 1 and
E = K = C, we have
E(f) =
1
2π
∫ π
−π
ln(1− |f(eit)|2) dt,
which is the classical definition of the entropy of f ∈ H∞(D) with ‖f‖ ≤ 1.
Since R∞n = U
∗F∞n U , where U is the flipping operator, all the results of this
section are true for both algebras F∞n and R
∞
n .
Theorem 1.14. Let Mθ ∈ R
∞
n ⊗¯B(E) be such that ‖Mθ‖ ≤ 1.
(i) If ∆(Mθ) = 0, then Mθ is an extreme point of the unit ball of R
∞
n ⊗¯B(E).
(ii) Assume that there is a multi-analytic operator Mϕ ∈ R
∞
n ⊗¯B(E), Mϕ 6= 0,
such that its range is orthogonal to the range of Mθ. If dimE < ∞ and
the entropy E(Mθ) > −∞, then Mθ is not an extreme point of the unit
ball of R∞n ⊗¯B(E).
Proof. Assume that ∆(Mθ) = 0, and let G ∈ R
∞
n ⊗¯B(E) be such that
‖Mθ +G‖ ≤ 1 and ‖Mθ −G‖ ≤ 1.
Hence, we get
M∗θMθ +G
∗G ≤ I,
whence
inf
p∈P(E), p(0)=0
〈G∗G(h − p), h− p〉 ≤ inf
p∈P(E), p(0)=0
〈(I −M∗θMθ)(h− p), h− p〉
= 〈∆(Mθ)h, h〉 = 0,
for any h ∈ E . Hence, and using Theorem 1.10, we obtain
0 = inf
p∈P(E), p(0)=0
〈G∗G(h − p), h− p〉 ≥ 〈G(0)∗G(0)h, h〉
for any h ∈ E . This implies G(0) = 0. Now, assume that G 6= 0 and let k be
the smallest nonnegative integer such Gα0 6= 0 for some α0 ∈ F
+
n with |α0| = k.
Using again Theorem 1.10, we get
0 = inf
p∈P(E), p(0)=0
〈G∗G(h− p), h− p〉 ≥
〈
G∗α0Gα0h, h
〉
for any h ∈ E , which implies Gα0 = 0, a contradiction. Therefore, G = 0 and
consequently Mθ is an extreme point of the unit ball of R
∞
n ⊗¯B(E).
We prove now the second part of the theorem. LetMθ ∈ R
∞
n ⊗¯B(E) and assume
that dimE < ∞ and ‖Mθ‖ ≤ 1. Since the entropy of Mθ satisfies the equation
E(Mθ) = e(I−M
∗
θMθ), we can apply Corollary 1.2 to the multi-Toeplitz operator
I−M∗θMθ in order to find an outer multi-analytic operatorMψ ∈ R
∞
n ⊗¯B(E) such
that
(1.47) M∗θMθ +M
∗
ψMψ ≤ I.
Define the operators
X :=Mθ +MϕMψ and Y :=Mθ −MϕMψ.
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Since the operators Mθ and Mϕ have orthogonal ranges, we can assume that
‖Mϕ‖ ≤ 1. Using relation (1.47), we obtain
X∗X ≤M∗θMθ +M
∗
ψM
∗
ϕMϕMψ ≤ 1.
Similarly, we get ‖Y ‖ ≤ 1. Since Mθ =
1
2(X + Y ) and X 6= Y , we deduce that
Mθ is not an extreme point of the unit ball of R
∞
n ⊗¯B(E). This completes the
proof. 
Let us remark that if E = C, then ∆(Mθ) 6= 0 if and only if the entropy
E(Mθ) > −∞.
Corollary 1.15. If ϕ ∈ F∞n (resp. An, the noncommutative disc algebra), ‖φ‖ ≤
1, and E(Mϕ) = −∞, then ϕ is an extreme point of the unit ball of F
∞
n (resp.
An).
Whether or not the converse of this corollary is true remains an open problem.
For the time being, according to Theorem 1.14, we have a weaker form, namely,
if ϕ ∈ F∞n , ‖ϕ‖ ≤ 1, and there is ψ ∈ F
∞
n such that ϕ and ψ have orthogonal
ranges, then ϕ is an extreme point of the unit ball of F∞n if and only if the entropy
E(ϕ) = −∞.
In [2], we prove that H∞(D) can be completely isometrically embedded into
the noncommutative analytic Toeplitz algebra F∞n by the mapping f 7→ f(S1),
f ∈ H∞(D). Surprisingly, under this embedding, the extreme points of the unit
ball of H∞(D) remain so in the unit ball of F∞n .
Theorem 1.16. A function f ∈ H∞(D) is an extreme point of the unit ball of
H∞(D) if and only if f(S1) is an extreme point of the unit ball of F
∞
n .
Proof. If f ∈ H∞(D) is an extreme point of the unit ball of H∞(D), then accord-
ing to [31],
E(f) =
1
2π
∫ π
−π
ln(1− |f(eit)|2) dt = −∞.
Accorging to relation (1.46) and the remark that follows, it is clear thatE(f(S1)) ≤
E(f). Therefore, we have E(f(S1)) = −∞. From Corollary 1.15, it follows that
f(S1) is an extreme point of the unit ball of F
∞
n .
Now, assume that f ∈ H∞(D) is not an extreme point of the unit ball of
H∞(D). Then there exist ϕ,ψ ∈ (H∞(D))1, ϕ 6= ψ such that f =
ϕ+ψ
2 . Since
the map f 7→ f(S1) is a complete isometry of H
∞(D) into F∞n , and f(S1) =
ϕ(S1)+ψ(S1)
2 , we deduce that f(S1) is not an extreme point of the unit ball of F
∞
n .
This completes the proof. 
This result shows that there are extreme points of the unit ball (F∞n )1 which
are not inner operators. Indeed, if f ∈ H∞(D) is an extreme point of the unit
ball of H∞(D) such that f is not an inner function (see [31]), then, according
to Theorem 1.16, f(S1) and Sif(S1), i = 2, . . . , n, are also extreme points of
the unit ball of F∞n which are not inner operators. For some other examples,
take ϕ(S2, . . . , Sn) ∈ F
∞
n to be inner operator such that ϕ(0) = 0, and note that
ϕ(S2, . . . , Sn)f(S1) has the required property.
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2. Noncommutative commutant lifting theorem: geometric
structure and maximal entropy solution
We obtain several geometric characterizations for the multivariable central
intertwining lifting, a maximum principle, and a permanence principle for the
noncommutative commutant lifting theorem. Under certain natural conditions,
we find explicit forms for the maximal entropy solution of this multivariable
commutant lifting theorem, and concrete formulas for its entropy.
2.1. Multivariable intertwining liftings and geometric structure. In this
section, we obtain some results concerning the geometric structure of the inter-
twining liftings in the noncommutative commutant lifting theorem (see [38] and
[41]). It is shown that there is a one-to-one correspondence between the set of
all intertwining liftings with tolerance t > 0 and certain families of contractions
{Ck}
∞
k=1 and {Λα}α∈F+n (see Theorem 2.2 and Theorem 2.3). The geometric
structure of the multivariable intertwining liftings will play an important role in
our investigation.
Let us recall from [37], [38], and [39] a few results concerning the noncommu-
tative dilation theory for sequences of operators (see [66] for the classical case
n = 1). A sequence of operators T := (T1, . . . , Tn), Ti ∈ B(H), is called row
contraction if
T1T
∗
1 + · · ·+ TnT
∗
n ≤ IH.
We say that a sequence of isometries V := (V1, . . . , Vn), Vi ∈ B(K), is a mini-
mal isometric dilation (m.i.d.) of T on a Hilbert space K ⊇ H if the following
properties are satisfied:
(i) V ∗i Vj = 0 for all i 6= j, i, j ∈ {1, . . . , n};
(ii) V ∗j |H = T
∗
j for all j = 1, . . . , n;
(iii) K =
∨
α∈F+n
VαH.
If V satisfies only the condition (i) and PHVi = TiPH, i = 1, . . . , n, then V is
called isometric lifting of T . The minimal isometric dilation of T is an isometric
lifting and is uniquely determined up to an isomorphism [38].
Let us consider a canonical realization of it on Fock spaces. For convenience
of notation, we will sometimes identify the n-tuple (T1, . . . , Tn) with the row
operator [T1 · · · Tn]. Define the operator DT : ⊕
n
j=1H → ⊕
n
j=1H by setting
DT := (I⊕nj=1H − T
∗T )1/2, and set D := DT (⊕nj=1H), where ⊗
n
j=1H denotes the
direct sum of n copies of H. Let Di : H → 1⊗D ⊂ F
2(Hn)⊗D be defined by
Dih := 1⊗DT (0, . . . , 0︸ ︷︷ ︸
i−1 times
, h, 0, . . .).
Consider the Hilbert space K := H⊕ [F 2(Hn)⊗D] and define Vi : K → K by
(2.1) Vi(h⊕ ξ) := Tih⊕ [Dih+ (Si ⊗ ID)ξ]
for any h ∈ H, ξ ∈ F 2(Hn)⊗D. Note that
(2.2) Vi =
[
Ti 0
Di Si ⊗ ID
]
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with respect to the decomposition K = H ⊕ [F 2(Hn) ⊗ D]. In [38], we proved
that V := [V1 · · · Vn] is the minimal isometric dilation of T . Let H0 := H and
Hk := Hk−1
∨
(
∨
|α|=1
VαHk−1) if k ≥ 2.
Note that K =
∨∞
k=0Hk, Hk ⊂ Hk+1, and all subspaces Hk are invariant under
each V ∗i , i = 1, . . . , n. On the other hand, we have H1 = H⊕D and
Hk = H⊕
⊕
|α|≤k−1
eα ⊗D if k ≥ 2.
Denote V0 := T and Vk := [V1,k · · · Vn,k] if k ≥ 1, where Vi,k := PHkVi|Hk , for
any i = 1, . . . , n, and PHk is the orthogonal projection from K onto Hk. Note
that the operators Vi,k, i = 1, . . . , n, are partial isometries with orthogonal final
spaces and initial spaceHk−1. It is easy to see that V is also the minimal isometric
dilation of Vk, V
∗
i |Hk = V
∗
i,k, and
V ∗i = SOT− lim
k→∞
V ∗i,kPHk
for any i = 1, . . . , n. On the other hand, let us mention that Vk+1 is the one-step
dilation of Vk, i.e., Hk+1 = Hk ⊕DVk(⊕
n
j=1Hk), and, for each i = 1, . . . , n,
Vi,k+1(x⊕ y) = Vi,kx⊕DVk(0, . . . , 0︸ ︷︷ ︸
i−1 times
, x, 0, . . .)
for any x ∈ Hk and y ∈ DVk(⊕
n
j=1Hk).
Let T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be another row contraction and let V ′ :=
[V ′1 · · · V
′
n] be the minimal isometric dilation of T
′ on the Hilbert space K′ :=
H′ ⊕ [F 2(Hn) ⊗ DT ′ ]. Let A ∈ B(H,H
′) be an operator satisfying ATi = T
′
iA,
for any i = 1, . . . , n.
An intertwining lifting of A is an operator B ∈ B(K,K′) satisfying BVi = V
′
iB,
for any i = 1, . . . , n, and PH′B = APH. Let V
′
k := [V
′
1,k · · · V
′
n,k], k ≥ 0,
V ′i,k := PHkV
′
i |Hk, be the k-step dilation of T
′. An operator Ak ∈ B(Hk,H
′
k) is
a k-step intertwining lifting of A0 := A, if
V ′i,kAk = AkVi,k i = 1, . . . , n,
and PH′Ak = APH|Hk. A sequence {Ak}
∞
k=0 of k-step intertwining liftings of A
is compatible if
PH′kAk+1 = AkPHk |Hk+1, k = 0, 1, . . . .
Note that the sequence {Ak}
∞
k=0 is compatible if Ak+1 is a one-step intertwining
lifting of Ak for any k = 0, 1, . . .. According to [41] (see [21] for the classical case
n = 1), there is a one-to-one correspodence between the set of all multivariable
intertwining liftings B of A such that ‖B‖ ≤ 1 and the set of all compatible
sequences {Ak}
∞
k=0, ‖Ak‖ ≤ 1, of k-step intertwining liftings of A. Moreover the
correspondence is given by
B = SOT− lim
k→∞
AkPHk and Ak = PHkB|Hk, k = 0, 1, . . . .
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The noncommutative commutant lifting theorem (see [38], [40], [41]) states that
there always exists an intertwining lifting B of A with ‖B‖ = ‖A‖ (see [66], [21]
for the classical case).
Define the subspaces
N : =
{
n∑
i=1
DATihi ⊕DT (⊕
n
i=1hi) : ⊕
n
i=1hi ∈ ⊕
n
i=1H
}−
,
M : = [DA ⊕DT ]⊖N .
(2.3)
and the operator W : N → DT ′ ⊕ (⊕
n
i=1DA) by setting
(2.4) W
(
n∑
i=1
DATihi ⊕DT (⊕
n
i=1hi
)
:= DT ′(⊕
n
i=1Ahi)⊕ (⊕
n
i=1DAhi).
Since ATi = T
′
iA, i = 1, . . . , n, we have∥∥∥∥∥
n∑
i=1
DATihi
∥∥∥∥∥
2
+ ‖DT (⊕
n
i=1hi)‖
2
=
∥∥∥∥∥
n∑
i=1
Tihi
∥∥∥∥∥
2
−
∥∥∥∥∥
n∑
i=1
ATihi
∥∥∥∥∥
2
+ ‖DT (⊕
n
i=1hi)‖
2
= ‖ ⊕ni=1 hi‖
2 −
∥∥∥∥∥
n∑
i=1
ATihi
∥∥∥∥∥
2
=
n∑
i=1
(‖DAhi‖
2 + ‖Ahi‖
2)−
∥∥∥∥∥
n∑
i=1
T ′iAhi
∥∥∥∥∥
2
=
n∑
i=1
‖DAhi‖
2 + ‖DT ′(⊕
n
i=1Ahi)‖
2.
Due to these calculations, it is clear thatW is an isometry. Consider the subspaces
N ′ : =
{
n∑
i=1
DT ′(⊕
n
i=1Ahi)⊕ (⊕
n
i=1DAhi) : ⊕
n
i=1hi ∈ ⊕
n
i=1H
}−
,
M′ : = [DT ′ ⊕ (⊕
n
i=1DA)]⊖N
′,
and note that W : N → N ′ is a unitary operator. As in [41], one can prove that
(2.5) PM′(DT ′ ⊕ {0}) =M
′.
Consider the orthogonal projections:
PD′ : DT ′ ⊕ (⊕
n
j=1DA)→ DT ′ , PD′ [d⊕ (⊕
n
j=1dj)] := d,
Pi : DT ′ ⊕ (⊕
n
j=1DA)→ DA, Pi[d⊕ (⊕
n
j=1dj)] := di
for any i = 1, . . . , n.
Taking into account the results from [41] (see [21] for the case n = 1), we can
prove the following.
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Theorem 2.1. Let T := [T1 · · · Tn], Ti ∈ B(H), and T
′ = [T ′1 · · · T
′
n],
T ′i ∈ B(H
′), be row contractions, and let V and V ′ be the corresponding min-
imal isometric dilations, respectively. Let A ∈ B(H,H′) be a contraction such
that ATi = T
′
iA for any i = 1, . . . , n. Then there is a one-to-one correspondence
between the set of all contractive one-step intertwining liftings A1 of A and the
set of all contractions C : M →M′, and any contractive one-step intertwining
lifting A1 : H⊕DT →H
′ ⊕DT ′ of A is given by
(2.6) A1 =
[
IH 0
0 PD′(WPN + CPM)
] [
APH
DA ⊕ IDT
]
,
where C :M→M′ is a contraction.
Moreover, there exists a unitary operator Ω : DA1 → (⊕
n
j=1DA)⊕DC satisfying
(2.7) ΩDA1 =



P1...
Pn

 (WPN + CPM)
DCPM

 (DA ⊕ ID).
Proof. Let A1 : H ⊕ DT → H
′ ⊕ DT ′ be a contractive one-step intertwining
lifting of A. Since ‖A1‖ ≤ 1, A
∗
1|H
′ = A∗, and taking into account the geometric
structure of 2× 2 matrix contractions, we deduce that
(2.8) A1 =
[
A 0
XDA Y
]
,
where [X Y ] : DA ⊕ DT → DT ′ is a contraction. One the other hand, we must
have [
A 0
XDA Y
] [
Ti 0
Di 0
]
=
[
Ti 0
Di 0
] [
A 0
XDA Y
]
for any i = 1, . . . , n. This equality holds if and only if
ATi = T
′
iA and XDATi + Y Di = DiA
for any i = 1, . . . , n. The latter relation is equivalent to
[X Y ]
[
DATi
Di
]
= DiA, i = 1, . . . , n,
which shows that [X Y ]|N = F0, where the operator F0 : N → DT ′ is defined
by
(2.9) F0
[
n∑
i=1
DATihi ⊕DT (⊕
n
i=1hi)
]
:= DT ′(⊕
n
i=1Ahi).
It is well known (see [21]) that the set of all contractions satisfying the equation
[X Y ]|N = F0 is given by
[X Y ] = F0PN +DF ∗
0
F1PM,
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where F1 :M→DF ∗
0
is an arbitrary contraction. Then any contractive one-step
intertwining lifting A1 of A is given by
(2.10) A1 =
[
IH 0
0 F0PN +DF ∗
0
F1PM
] [
APH
DA ⊕ IDT
]
,
where F1 :M→DF ∗
0
is an arbitrary contraction. Moreover, there is a one-to-one
correspondence between the set of all contractive one-step intertwining liftings
A1 of A and the set of all contractions F1 :M→DF ∗
0
.
Since
(2.11) F0 = PD′W,
we have
‖DF ∗
0
h‖2 = ‖h‖2 − ‖F ∗0 ‖
2 = ‖h‖2 − ‖W ∗PN ′P
∗
D′h‖
2
= ‖h‖2 − ‖PN ′P
∗
D′h‖
2 = ‖PM′P
∗
D′h‖
2
for any h ∈ D′. Hence, the relation RDF ∗
0
= PM′P
∗
D′ defines an isometry from
DF ∗0 into M
′. Using relation (2.5), we infer that R is onto. Therefore, the
operator R∗ :M′ → DF ∗
0
is unitary and
(2.12) DF ∗
0
R∗ = PD′ |M
′.
Now, using relations (2.10), (2.11), and (2.12), we get
A1 =
[
IH 0
0 PD′(WPN +DF ∗0R
∗RF1PM)
] [
APH
DA ⊕ IDT
]
=
[
IH 0
0 PD′(WPN + (PD′ |M
′)RF1PM)
] [
APH
DA ⊕ IDT
]
,
which proves relation (2.6), where C := RF1 : M → M
′. Now, define the
operator
V : H⊕D → H′ ⊕
[
D′ ⊕
(
n
⊕
i=1
DA
)]
⊕DC ≃ (H
′ ⊕D′)⊕
(
n
⊕
i=1
DA ⊕DC
)
,
by setting
V :=

I 00 WPN + CPM
0 DCPM

[ APH
DA ⊕ ID
]
.
Note that V is a product of two isometries. According to relation (2.6), we have
A1 = PH′⊕D′V . For each x ∈ H ⊕D, we get
‖DA1x‖
2 = ‖x‖2 − ‖A1x‖
2 = ‖V x‖2 − ‖A1x‖
2
=
∥∥∥∥∥P( n⊕
i=1
DA
)
⊕DC
V x
∥∥∥∥∥
2
.
ENTROPY AND MULTIVARIABLE INTERPOLATION 35
Hence, it is clear that Ω defines an isometry from DA1 to (
n
⊕
i=1
DA)⊕DC . On the
other hand, for any hi ∈ H, we have
ΩDA1
(
n∑
i=1
Tihi ⊕DT (⊕
n
i=1hi)
)
=

P1...
Pn

W
(
n∑
i=1
DATihi ⊕DT (⊕
n
i=1hi)
)
⊕ 0
=
n
⊕
i=1
DAhi ⊕ 0.
Hence, the range of Ω contains the subspace
n
⊕
i=1
DAhi ⊕ {0}. Notice that, if
x ∈ M, then ΩDA1y = z⊕DCx for some z ∈
n
⊕
i=1
DA. It is clear that {0}⊕DCM
is also in the range of Ω. Therefore, Ω is unitary. The proof is complete. 
A repeated application of Theorem 2.1 provides compatible contractive se-
quences {Ak}
∞
k=0 of k-step intertwining liftings of A. Setting B := SOT −
lim
k→∞
AkPHk , we get an intertwining lifting B of A satisfying ‖A‖ = ‖B‖, which
proves the noncommutative commutant lifting theorem. For details, see [41]
(resp. [21] for the classical case n = 1).
We should mention that, as in the classical case, the general setting of the
noncommutative commutant lifting theorem can be reduced to the case when
T := [T1 · · · Tn] is a row isometry (see Corollary 2.2 in [55]).
Due to this reason, we will assume from now on that T := [T1 · · · Tn] is
an isometry. Let V ′k := [V
′
1,k · · · V
′
n,k], k ≥ 0, V
′
i,k := PHkV
′
i |Hk, be the k-
step dilation of T ′ := [T ′1 · · · T
′
n]. Let A ∈ B(H,H
′), t > 0, and assume that
‖A‖ ≤ t. Define the defect operator DA,t := (t
2I − A∗A)1/2 and the subspace
DA,t := DA,tH. In the particular case when t = 1, we use the classical notation
DA,1 := DA and DA,1 := DA.
We say that Ak : H → H
′
k is a k-step intertwining lifting of A0 := A with
tolerance t > 0 if ‖Ak‖ ≤ t, V
′
i,kAk = AkTi, for any i = 1, . . . , n, and PH′Ak = A.
Note that D′k := DV ′k can be identified with ⊕|α|=k
eα ⊗ D
′, where D′ := DT ′ . For
each k ≥ 0, define the following subspaces:
Nk : =
{
n∑
i=1
DAk,tTihi : ⊕
n
i=1hi ∈ ⊕
n
i=1H
}−
⊆ DAk,t,
Mk : = DAk,t ⊖Nk ⊆ DAk,t,
(2.13)
and
N ′k : =
{
n∑
i=1
D′k(⊕
n
i=1Akhi)⊕ (⊕
n
i=1DAk,thi) : ⊕
n
i=1hi ∈ ⊕
n
i=1H
}−
,
M′k : = [D
′
k ⊕ (⊕
n
i=1DAk,t)]⊖N
′
k,
36 GELU POPESCU
where D′k := DV ′k . Note that N0 = N , M0 = M, N
′
0 = N
′, and M′0 = M
′.
Consider the orthogonal projections:
PD′k : D
′
k ⊕ (⊕
n
j=1DAk,t)→ D
′
k, PD′k [d⊕ (⊕
n
j=1dj)] := d,
Pi,k : D
′
k ⊕ (⊕
n
j=1DAk,t)→ DAk,t, Pi,k[d⊕ (⊕
n
j=1dj)] := di
for any i = 1, . . . , n. Note that PD′
0
= PD′ and Pi,0 = Pi for any i = 1, . . . , n.
Define the unitary operator Wk : Nk → N
′
k by
(2.14) Wk
(
n∑
i=1
DAk,tTihi
)
:= D′k(⊕
n
i=1Akhi)⊕ (⊕
n
i=1DAk,thi).
Note that if k = 0 and t = 1, then we have W0 = W (see relation (2.4) in the
particular case when T is a row isometry).
Now we can prove the following result.
Theorem 2.2. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry and let
T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction with minimal isometric
dilation V ′. Let A ∈ B(H,H′), t > 0, be such that ‖A‖ ≤ t and ATi = T
′
iA for
any i = 1, . . . , n. For each k = 0, 1, . . ., let Ak be a k-step intertwining lifting of
A with ‖Ak‖ ≤ t. Then any one-step intertwining lifting Ak+1 of Ak such that
‖Ak+1‖ ≤ t is given by
(2.15) Ak+1 =
[
Ak
PD′k(WkPNk + CkPMk)DAk ,t
]
: H → H′k ⊕D
′
k,
where Ck : Mk → M
′
k is a contraction. Moreover, there is a one-to-one corre-
spondence between the set of all one-step intertwining liftings Ak+1 of Ak with
‖Ak+1‖ ≤ t and the set of all contractions Ck : Mk → M
′
k, and there exists a
unitary operator Ωk : DAk+1,t →
(
n
⊕
j=1
DAk,t
)
⊕DCk satisfying
(2.16) ΩkDAk+1,t =



P1,k...
Pn,k

 (WkPNk + CkPMk)DAk ,t
DCkPMkDAk ,t

 .
Proof. Let A ∈ B(H,H′) be such that ‖A‖ ≤ t and ATi = T
′
iA for any i =
1, . . . , n. Note that since T is a row isometry and ‖A‖ ≤ t, Theorem 2.1 remains
true in a slightly adapted version. More precisely, taking into account that DT =
{0} and replacing DA with DA,t, we deduce that any one-step intertwining lifting
A1 of A such that ‖A1‖ ≤ t is given by
(2.17) A1 =
[
A
PD′(WPN + CPM)DA,t
]
: H → H′ ⊕DT ′ .
where C : M → M′ is a contraction. Moreover, there is a one-to-one corre-
spondence between the set of all one-step intertwining liftings A1 of A such that
ENTROPY AND MULTIVARIABLE INTERPOLATION 37
A1‖ ≤ t and the set of all contractions C :M→M
′, and there exists a unitary
operator Ω : DA1,t → (⊕
n
j=1DA,t)⊕DC satisfying
ΩDA1,t =



P1...
Pn

 (WPN + CPM)DA,t
DCPMDA,t

 .
Since Ak+1 is a one-step intertwining lifting of Ak, we can apply the first part of
this proof to the k-step intertwining lifting Ak of A, and complete the proof. 
According to Theorem 2.2, there is a one-to-one correspondence between the
set of all intertwining liftings of A with tolerance t, and the set of all contractions
Ck :Mk →M
′
k, k = 1, 2, . . ., given by
B = SOT− lim
k→∞
AkPHk ,
where the sequence {Ak} is defined by (2.15). We remark that if t = 1, then this
correspondence is, up to unitary operators, exactly the one obtained in [41] (see
[21] for the case n = 1) between the set of all contractive intertwining liftings of
A and the set of all generalized choice sequences.
Now, we show that there is a one-to-one correspondence between the set of
all intertwining liftings with tolerance t > 0 and certain families of contractions
{Λα}α∈F+n .
Theorem 2.3. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry and let T
′ :=
[T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction with its minimal isometric dilation
V ′ := [V ′1 · · · V
′
n], V
′
i ∈ B(K
′), on the Hilbert space K′ := H′ ⊕ [F 2(Hn) ⊗ D
′].
Let A ∈ B(H,H′) be such that ‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
Then B is an intertwining lifting of A with respect to V ′ and tolerance t > 0 if
and only if B has a matrix decomposition
(2.18) B =
[
A
ΛDA,t
]
: H → H′ ⊕ [F 2(Hn)⊗D
′],
where Λ : DA,t → F
2(Hn) ⊗ D
′ is a contraction with Λh =
∑
α∈F+n
eα ⊗ Λαh,
h ∈ DA,t, and such that the operators Λα ∈ B(DA,t,D
′) are given by
Λg0 = PD′WPN + Yg0PM
Λgjα = ΛαPjWPN + YgjαPM,
(2.19)
j = 1, . . . , n, for some contractions Yα ∈ B(M,D
′), α ∈ F+n , where the subspaces
N and M are defined by relation (2.13) (when k = 0). Moreover, the families of
contractions {Λα}α∈F+n and {Yα}α∈F+n uniquely determine each other.
Proof. Since B is an intertwining lifting of A with respect lo V ′ we must have
B =
[
A
X
]
: H → H′ ⊕ [F 2(Hn)⊗D
′].
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It is easy to see that ‖B‖ ≤ t if and only if ‖Xh‖ ≤ ‖DA,th‖, and therefore, if
and only if there is a contraction Λ : DA,t → F
2(Hn)⊗D
′ such that X = ΛDA,t.
Note that Λ is uniquely determined by B. Since BTi = V
′
iB and ATi = T
′
iA for
any i = 1, . . . , n, we can use relation (2.2) and get
(2.20) ΛDA,tTi = D
′
iA+ (Si ⊗ ID′)ΛDA,t
for any i = 1, . . . , n. Setting
Λh =
∑
α∈F+n
eα ⊗ Λαh, h ∈ DA,t,
we infer that relation (2.20) is equivalent to∑
β∈F+n
eβ ⊗ ΛβDA,tTih = 1⊗D
′
iAh+
∑
α∈F+n
egiα ⊗ ΛαDA,th
for any h ∈ DA,t and i = 1, . . . , n. It is clear that the latter equality is equivalent
to the following equations:
Λg0DA,tTi = D
′
iA
ΛgjαDA,tTi = δijΛαDA,t
(2.21)
for any i, j ∈ {1, . . . , n} and α ∈ F+n . We recall that
(2.22) PMDA,tTih = 0 and PjWPNDA,tTih = δijDA,th
for any h ∈ H and i, j ∈ {1, . . . , n}. On the other hand, relation (2.4) implies
(2.23) PD′W
(
n∑
i=1
DA,tTihi
)
= D′(⊕ni=1Ahi).
Taking into account relations (2.22), (2.23), and (2.21), we deduce
PD′WPNDA,tTi = PD′WDA,tTi = D
′
iA
= Λg0DA,tTi = Λg0PNDA,tTi
for any i = 1, . . . , n, which implies
Λg0 = PD′WPN + Yg0PM,
where Yg0 ∈ B(M,D
′). Using again relations (2.22), (2.23), and (2.21), we obtain
ΛαPjWPNDA,tTi = δijΛαDA,t = ΛgiαDA,tTi
= ΛgiαPNDA,tTi
for any i, j ∈ {1, . . . , n}, which implies
Λgjα = ΛαPjWPN + YgjαPM, j = 1, . . . , n,
where Ygjα ∈ B(M,D
′). Now, it is easy to see that the families of contractions
{Λα}α∈F+n and {Yα}α∈F+n uniquely determine each other. The proof is complete.

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2.2. Central lifting in several variables and geometric characterizations.
The main results of this section (see Theorem 2.4 and Theorem 2.5) show that
the intertwining lifting corresponding to the parameters Ck = 0, k = 1, 2, . . .,
(resp. Λα = 0, α ∈ F
+
n ) coincides with the central intertwining lifting with tol-
erance t, for which we have an explicit form. At the end of this section, we
show that, under certain conditions, there is only one intertwining lifting B of
A such that ‖B‖ = ‖A‖, namely the central intertwining lifting. The geometric
structure of the central intertwining lifting will play a very important role in our
investigation.
Our first result shows that the intertwining lifting of A corresponding to the
parameters Ck = 0 for any k = 1, 2, . . ., coincides with the central intertwining
lifting Bc of A (as defined in [53] when t = 1).
Theorem 2.4. Let A ∈ B(H,H′), t > 0, be such that ‖A‖ ≤ t and ATi = T
′
iA
for any i = 1, . . . , n, where T := [T1 · · · Tn], Ti ∈ B(H), is an isometry and
T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), is a row contraction. Let K′ := H′⊕ [F 2(Hn)⊗D
′]
and V ′ := [V ′1 · · · V
′
n], V
′
i ∈ B(K
′), be the minimal isometric dilation of T ′.
Then the intertwining lifting of A with tolerance t corresponding to the pa-
rameters Ck = 0, k = 1, 2, . . ., is given by Bc : H → H
′ ⊕ [F 2(Hn) ⊗ D
′] and
(2.24) Bch = Ah⊕
∑
σ∈F+n
eσ ⊗ (PD′WPN )Eσ˜DA,th, h ∈ H,
where Eg0 := IDA,t and Ei := PiWPN for any i = 1, . . . , n. In particular, we
have B∗c |H
′ = A∗ and ‖Bc‖ ≤ t.
Proof. Let {Ak}
∞
k=0 be the set of the k-step intertwining liftings of A with ‖Ak‖ ≤
t, obtained by setting Ck = 0 for any k = 0, 1, . . .. Then, for each k = 0, 1, . . .,
the operator Ak+1 is the one-step intertwining lifting of Ak when Ck = 0, and
A0 = A. According to Theorem 2.2, we have
A1h = Ah⊕ 1⊗ (PD′WPN )DA,th, h ∈ H.
By induction, we assume that
(2.25) Akh = Ah⊕
∑
|σ|≤k−1
eσ ⊗ (PD′WPN )Eσ˜DA,th, h ∈ H.
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Note that, for each h ∈ H, we have
t2‖h‖2 − ‖Akh‖
2 = t2‖h‖2 − ‖Ah‖2 −
∑
|σ|≤k−1
‖(PD′WPN )Eσ˜DA,th‖
2
= ‖DA,th‖
2 −
∑
|σ|≤k−1
(
‖WPNEσ˜DA,th‖
2 −
n∑
i=1
‖(PiWPN )Eσ˜DA,th‖
2
)
= ‖DA,th‖
2 −
∑
|σ|≤k−1
‖PNEσ˜DA,th‖
2 +
n∑
i=1
∑
|σ|≤k−1
‖Eσ˜giDA,th‖
2
= ‖DA,th‖
2 − ‖PNDA,th‖
2 −
∑
1≤|σ|≤k−1
‖PNEσ˜DA,th‖
2 +
∑
1≤|ω|≤k
‖Eω˜DA,th‖
2
= ‖PMDA,th‖
2 +
∑
1≤|σ|≤k−1
‖PMEσ˜DA,th‖
2 +
∑
|ω|=k
‖Eω˜DA,th‖
2.
Hence, we infer that ‖Ak‖ ≤ t and
‖DAk,th‖
2 =
∑
|σ|≤k−1
‖PMEσ˜DA,th‖
2 +
∑
|ω|=k
‖Eω˜DA,th‖
2.
Now, it is clear that there is an isometry
Zk : DAk,t →
[
⊕
|σ|≤k−1
eσ ⊗M
]
⊕
[
⊕
|ω|=k
eω ⊗DA,t
]
satisfying the equation
(2.26) ZkDAk,th =

 ∑
|σ|≤k−1
eσ ⊗ PMEσ˜DA,th

⊕

∑
|ω|=k
eω ⊗ Eω˜DA,th


for any h ∈ H.
We show now that Zk is a unitary operator. First, note that
PjWPNDA,tTih = δi,jDA,th and PMDA,tTih = 0
for any h ∈ H and i, j ∈ {1, 2, . . . , n}. Hence, we infer that if |σ| = |ω|, then
(2.27) Eσ˜DA,tTωh = δω,σDA,th, h ∈ H.
Hence, and using (2.26), we infer that if |ω| = k, then
ZkDAk,t

∑
|ω|=k
Tωhω

 = ∑
|ω|=k
eω ⊗DA,thω.
On the other hand,
ZkDAk,t

 ∑
|ω|=k−1
Tωhω

 =

∑
|ω|=k
eω ⊗ dω

⊕

 ∑
|ω|=k−1
eω ⊗ PMDA,thω


for some dω ∈ DA,t. The last two equations show that the closed linear span
of the subspaces ZkDAk,t
(∨
|ω|=k−1 TωH
)
and ZkDAk,t
(∨
|ω|=k TωH
)
coincides
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with [
⊕
|ω|=k
eω ⊗DA,t
]
⊕
[
⊕
|σ|=k−1
eω ⊗M
]
.
Continuing this process, one can show that Zk is surjective, and consequently a
unitary operator. Since Nk =
∨n
i=1DAk,tTiH, it is easy to see that
ZkNk =
[
⊕
|ω|=k
eω ⊗DA,t
]
⊕
[
⊕
1≤|σ|≤k−1
eω ⊗M
]
and
ZkMk = 1⊗M.
(2.28)
According to Theorem 2.2 (when Ck = 0), to complete our proof by induction,
we need to show that
(2.29) PD′kWkPNkDAk,th =
∑
|σ|=k
eσ ⊗ (PD′WPN )Eσ˜DA,th, h ∈ H,
where D′k is identified with ⊕
|ω|=k
eω ⊗ D
′ and D′ := DT ′ . Using relations (2.26)
and (2.28), we obtain
PD′kWkPNkDAk,th = PD
′
k
WkPNkZ
∗
kZkDAk ,th
(2.26)
= PD′kWkPNkZ
∗
k

∑
|ω|=k
eω ⊗ Eω˜DA,th⊕
∑
|σ|≤k−1
eσ ⊗ PMEσ˜DA,th


(2.28)
= PD′kWkZ
∗
k

∑
|ω|=k
eω ⊗ Eω˜DA,th⊕
∑
1≤|σ|≤k−1
eσ ⊗ PMEσ˜DA,th


=
n∑
j=1
PD′kWkZ
∗
k

 ∑
|α|=k−1
egjα ⊗ Eα˜EgjDA,th⊕
∑
0≤|β|≤k−2
egjβ ⊗ PMEβ˜EgjDA,th

 .
Now, using relations (2.27), (2.26), we deduce that
PD′kWkZ
∗
k

 ∑
|α|=k−1
egjα ⊗ Eα˜DA,ty ⊕
∑
0≤|β|≤k−2
egjβ ⊗ PMEβ˜DA,ty


(2.27)
= PD′kWkZ
∗
k
n∑
i=1

 ∑
|α|=k−1
egiα ⊗ E ˜giαDA,tTjy ⊕
∑
0≤|β|≤k−2
egiβ ⊗ PME ˜giβDA,tTjy


(2.26)
= PD′kWkPNkZ
∗
kZkDAk,tTjy = PD′kWkPNkDAk ,tTjy
(2.14)
= D′k(0, . . . , 0︸ ︷︷ ︸
j−1 times
, Aky, 0, . . .) = SjP ⊕
|ω|=k
(eω⊗D′)Aky
=
∑
|α|=k−1
egjeα ⊗ (PD′WPN )Eα˜DA,ty.
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Here, we used the fact that D′k =
n
⊕
j=1
P ⊕
|ω|=k
(eω⊗D′) and D
′
k is identified with
n
⊕
j=1
⊕
|ω|=k
(egjω ⊗D
′).
Now, since DA,t has dense range in DA,t, we infer that
PD′kWkZ
∗
k

 ∑
|α|=k−1
egjα ⊗Eα˜x ⊕
∑
0≤|β|≤k−2
egjβ ⊗ PMEβ˜x


=
∑
|α|=k−1
egjeα ⊗ (PD′WPN )Eα˜x
for any x ∈ DA,t and j = 1, 2, . . . , n. Summing up the results obtained so far, we
deduce
PD′kWkPNkDAk,th =
n∑
j=1
PD′kWkZ
∗
k

 ∑
|α|=k−1
egjα ⊗ Eα˜(EgjDA,th)
⊕
∑
0≤|β|≤k−2
egjβ ⊗ PMEβ˜(EgjDA,th)


=
n∑
j=1
∑
|α|=k−1
egjα ⊗ (PD′WPN )Eα˜(EgjDA,th)
=
∑
|β|=k
eβ ⊗ (PD′WPN )Eβ˜DA,th).
Therefore, relation (2.29) is proved. Since ‖Ak‖ ≤ k for any k = 1, 2, . . ., we get
‖Bc‖ ≤ t, and the proof is complete. 
Note that if t = ‖A‖, then Theorem 2.4 implies that the central intertwining
lifting Bc of A satisfies ‖Bc‖ = ‖A‖.
The following result provides another characterization for the central inter-
twining lifting in the noncommutative commutant lifting theorem. We employ
the notation from Theorem 2.3.
Theorem 2.5. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry and let T
′ :=
[T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction with its minimal isometric dilation
V ′ := [V ′1 · · · V
′
n], V
′
i ∈ B(K
′), on the Hilbert space K′ := H′ ⊕ [F 2(Hn) ⊗ D
′].
Let A ∈ B(H,H′) be such that ‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
Let B be an intertwining liftig of A with tolerance t > 0, and let B =
[
A
ΛDA,t
]
be
the corresponding decomposition. Then the following statements are equivalent:
(i) B is the central intertwining lifting of A with tolerance t > 0;
(ii) Λ|M = 0;
(iii) Λα|M = 0 for any α ∈ F
+
n ;
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(iv) Yα|M = 0 for any α ∈ F
+
n .
In particular, ifM = {0}, then the central intertwining lifting of A with tolerance
t > 0 is the unique intertwining liftig B of A such that ‖B‖ ≤ t.
Proof. Note that, using Theorem 2.3, Theorem 2.4, and relations (2.18), (2.19),
and (2.24), the result follows. 
Let T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction and let V ′ :=
[V ′1 · · · V
′
n], V
′
i ∈ B(K
′), be its minimal isometric dilation on the Hilbert space
K′ := H′ ⊕ [F 2(Hn) ⊗ D
′]. If W ′ := [W ′1 · · · W
′
n], W
′
i ∈ B(G
′), is an arbitrary
isometric lifting of T ′ on a Hilbert space G′ ⊇ H′, then there exists a unique
isometry Φ : K′ → G′ such that ΦV ′i =W
′
iΦ, for any i = 1, . . . , n, and Φ|H
′ = IH′ .
Moreover, using the geometric structure of the minimal isometric dilation (see
[38]), one can deduce that Φ is given by
Φ

h⊕ ∑
α∈F+n
eα ⊗DT ′hα

 = h+ ∑
α∈F+n
W ′α[W
′
1 − T
′
1 · · · W
′
n − T
′
n]hα
for any h⊕
∑
α∈F+n
eα ⊗ hα in H
′ ⊕ [F 2(Hn)⊗D
′]. Indeed, we have
Φ

0⊕ ∑
α∈F+n
eα ⊗DT ′hα

 = Φ

0⊕ ∑
α∈F+n
V ′α(1⊗DT ′hα)


=
∑
α∈F+n
ΦV ′α[V
′
1 − T
′
1 · · · V
′
n − T
′
n]hα
=
∑
α∈F+n
W ′α[W
′
1 − T
′
1 · · · W
′
n − T
′
n]hα.
Let T := [T1 · · · Tn], Ti ∈ B(H), be an isometry and let A ∈ B(H,H
′) be
an operator such that ‖A‖ ≤ t and ATi = T
′
iA for any i = 1, . . . , n. If B is
an intertwining lifting of A with respect to V ′ such that ‖B‖ ≤ t, then ΦB is
an intertwining lifting of A with respect to W ′. Since Φ is unique, we call the
operator B˜c := ΦBc the central intertwining lifting of A with respect to W ′ and
tolerance t. Using these remarks and Theorem 2.4, we can easily obtain the
following form for B˜c.
Proposition 2.6. Let T := [T1 · · · Tn], Ti ∈ B(H), be an isometry and T
′ :=
[T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction. Let W ′ := [W ′1 · · · W
′
n], W
′
i ∈
B(G′), be an isometric lifting of of T ′, and A ∈ B(H,H′) be such that ‖A‖ ≤ t
and
ATi = T
′
iA, i = 1, . . . , n.
Then the central intertwining lifting B˜c of A with respect to W
′ and tolerance
t > 0 is given by
B˜c = A+
∑
α∈F+n
W ′α(P
′UPN )E
′
σ˜DA,t,
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where Eg0 := IDA,t, E
′
i := P
′
iUPN , i = 1, . . . , n, P
′(resp. P ′i ) is the orthogonal
projection of G′⊕ (⊕nj=1DA,t) onto G
′(resp. the i-th component of ⊕nj=1DA,t), and
the operator U : N → G′ ⊕ (⊕nj=1DA,t) is the isometry defined by
U
(
n∑
i=1
DA,tTihi
)
:=
(
n∑
i=1
(W ′i − T
′
i )Ahi
)
⊕ (⊕ni=1DA,thi) .
At the end of this section, we show that, under certain conditions, there is only
one intertwining lifting B of A such that ‖B‖ = ‖A‖. We say that an operator
A ∈ B(H,H′) attains its norm if there is a vector h ∈ H of norm one such that
‖Ah‖ = ‖A‖.
Proposition 2.7. Let T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction, and
let A : F 2(Hn)→H
′ be a contraction which attains its norm ‖A‖ = 1. If
ASi = T
′
iA, i = 1, . . . , n,
then
(2.30) M := DA ⊖
n∨
i=1
DASiF
2(Hn) = {0}.
In particular, if V ′ := [V ′1 · · · V
′
n] is the minimal isometric dilation of T
′, then
there is only one intertwining lifting B of A with respect to V ′ such that ‖B‖ =
‖A‖.
Proof. First, note that A attains its norm at a vector f ∈ F 2(Hn) if and only if
f ∈ kerDA. We need to prove that A attains its norm at f ∈ F
2(Hn) such that
f(0) 6= 0. To this end, assume that A attains its norm at a vector g ∈ F 2(Hn)
such that g(0) = 0. Let g :=
∑
α∈F+n
aαeα and let k be the least positive integer
such that there is α0 ∈ F
+
n with |α0| = k and aα0 6= 0. Then g can be written as
g =
∑
|α|=k
Sαϕα, where ϕα ∈ F
2(Hn). Since ‖g‖ = 1 and ‖Ag‖ = ‖A‖, we have
‖A‖2
∑
|α|=k
‖ϕα‖
2 = ‖A‖2‖g‖2 = ‖Ag‖2
=
∥∥∥∥∥∥A

∑
|α|=k
Sαϕα


∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
|α|=k
T ′αAϕα
∥∥∥∥∥∥
2
≤
∑
|α|=k
‖Aϕα‖
2 ≤ ‖A‖2
∑
|α|=k
‖ϕα‖
2.
Therefore, we must have
‖Aϕα‖ = ‖A‖‖ϕα‖, if |α| = k.
Setting f :=
ϕα0
‖ϕα0‖
, we have ‖Af‖ = ‖A‖, ‖f‖ = 1, and f(0) 6= 0. If we assume
that there is ψ ∈ M, ψ 6= 0, then 〈ψDASih〉 = 0 for any h ∈ F
2(Hn) and
i = 1, . . . , n. This implies DAψ = a0 ∈ C, a0 6= 0. Since f ∈ kerDA, we have
0 = 〈f,DAψ〉 = 〈f, a0〉 .
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On the other hand, f(0) 6= 0 and a0 6= 0 imply 〈f, a0〉 6= 0, which is a contra-
diction. Therefore, M = {0}. The uniqueness of the intertwining lifting follows
from Theorem 2.1 and Theorem 2.2, noticing that Ck = 0 for any k = 1, 2, . . ..
The proof is complete. 
It is easy to see that one can obtain a version of Proposition 2.7 if ‖A‖ = t > 0.
In this case, we have to replace DA by DA,t.
2.3. A maximum principle for the noncommutative commutant lifting
theorem. In this section, we prove a maximum principle for the noncommu-
tative commutant lifting theorem, which also provides a new characterization
for the central intertwining lifting (see Theorem 2.8 and Theorem 2.9). This is
a key result used in Section 2.6 to find the maximal entropy solution for the
noncommutative commutant lifting theorem.
Let T1, . . . , Tn ∈ B(H) be isometries with orthogonal ranges and let L :=⋂n
i=1 kerT
∗
i be the wandering subspace in the Wold type decomposition [38]. If
X ∈ B(H,H′) satisfies ‖X‖ ≤ t for some t > 0, we define the positive operator
∆(X) ∈ B(L) by setting
(2.31) 〈∆(X)ℓ, ℓ〉 := inf{‖DX,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : h1, . . . , hn ∈ H}
for any ℓ ∈ L. Following the classical case (see [23]), we call the operator ∆(X)
the Schur complement of D2X,t with respect to T1, . . . , Tn. Note that if ‖X‖ < t,
then ∆(X) is indeed the Schur complement of D2X,t with respect to the orthogonal
decomposition
H = L⊕ [T1H⊕ · · · ⊕ TnH].
It is easy to see that
〈∆(X)ℓ, ℓ〉 := inf{
〈
D2X,th, h
〉
: h ∈ H and PLh = ℓ}.
On the other hand, one can prove that
(2.32) ∆(X) = PLDX,tPMXDX,t|L,
where
MX := DX,t ⊖
n∨
i=1
DX,tTiH
and PL, PMX are the orthogonal projections onto L and MX , respectively. In-
deed, we have
〈∆(X)ℓ, ℓ〉 = inf{‖DX,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : h1, . . . , hn ∈ H}
= inf{‖DX,tℓ− k‖
2 : k ∈
n∨
i=1
DX,tTiH}
= ‖PMXDX,tℓ‖
2 = 〈(PLDX,tPMXDX,t|L)ℓ, ℓ〉
for any ℓ ∈ L. Hence, we obtain relation (2.32).
We can prove now a maximum principle for the noncommutative commutant
lifting theorem. This result also provides a new characterization for the central
intertwining lifting.
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Theorem 2.8. Let A ∈ B(H,H′) be an operator satisfying ‖A‖ ≤ t and ATi =
T ′iA for any i = 1, . . . , n, where T := [T1 · · · Tn], Ti ∈ B(H), is an isometry
and T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), is a row contraction. Let V ′ be the minimal
isometric dilation of T ′ and let Bc be the central intertwining lifting of A with
respect to V ′. Then
(2.33) ∆(A) = ∆(Bc) ≥ ∆(B)
for any intertwining lifting B of A with tolerance t. Moreover, ∆(Bc) = ∆(B) if
and only if Bc = B.
Proof. According to Theorem 2.2, for each k = 0, 1, . . ., there exists a unitary
operator Ωk : DAk+1,t →
(
n
⊕
j=1
DAk,t
)
⊕DCk such that
Pi,kWkPNk

 n∑
j=1
DAk ,tTjhj

 = DAk,thi, i = 1, . . . , n.
Hence, and using relation (2.16), we have
ΩkDAk+1,t

 n∑
j=1
Tjhj

 = DAk,th1 ⊕DAk,th2 ⊕ · · · ⊕DAk,thn.
Therefore, we have ΩkNk+1 = ⊕
n
j=1DAk,t⊕{0} and ΩkMk+1 = {0}⊕DCk . Using
again Theorem 2.2, we infer that
‖ΩkPMk+1DAk+1,tx‖ = ‖DCkPMkDAk,tx‖
for any x ∈ H. This implies
(2.34) ‖PMkDAk,tx‖ ≥ ‖DCkPMkDAk,tx‖ = ‖PMk+1DAk+1,tx‖, x ∈ H.
Moreover, the equality holds for any x ∈ H if and only if Ck = 0 for any k =
0, 1, . . .. Hence, we deduce that
(2.35) ‖PMDA,tx‖ ≥ ‖PM1DA1,tx‖ ≥ · · · ≥ ‖PMkDAk,tx‖.
Now, let x ∈ H and note that
(2.36) ‖DAk ,tx‖
2 = t2‖x‖2 − ‖Akx‖
2 = ‖DB,tx‖
2 + ‖(I − Pk)Bx‖
2.
Hence, ‖DAk ,tx‖
2 ≥ ‖DB,tx‖
2, which implies
‖PMBDB,th‖ ≤
∥∥∥∥∥∥DB,th−DB,t

 n∑
j=1
Tjhj


∥∥∥∥∥∥ ≤
∥∥∥∥∥∥DAk,th−DAk,t

 n∑
j=1
Tjhj


∥∥∥∥∥∥
for any h1, . . . , hn ∈ H. Taking the infimum over h1, . . . , hn ∈ H, we obtain
(2.37) ‖PMBDB,th‖ ≤ ‖PMkDAk,th‖, h ∈ H.
Combining (2.35) with (2.37), we infer that
‖PMBDB,th‖ ≤ ‖PMDA,th‖, h ∈ H,
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and ‖PMBDB,th‖ = ‖PMDA,th‖ for any h ∈ H if and only if Ck = 0 for any
k = 0, 1, . . ., which means that B = Bc, the central intertwining lifting of A with
tolerance t. Taking into account relation (2.32) and the fact that
PMkDAk,ty = PMBDB,ty = 0
for any y ∈
∨n
j=1 TjH, we complete the proof of the theorem. 
Let us remark that if {Ak}
∞
k=0 is the sequence of k-step intertwining liftings of
A corresponding to B, then
(2.38) ∆(B) = SOT− lim
k→∞
∆(Ak).
Indeed, according to the proof of Theorem 2.8, the sequence {DAk ,tPMkDAk,t}
∞
k=0
of positive operators is a decreasing. Therefore,
Q := SOT− lim
k→∞
DAk,tPMkDAk,t
exists. Using relation (2.37), we infer that
(2.39) DB,tPMBDB,t ≤ Q ≤ DAk,tPMkDAk,t
for any k = 0, 1, . . .. On the other hand, using relation (2.36), we obtain
〈Qx, x〉 ≤ ‖PMkDAk,tx‖
2 ≤
∥∥∥∥∥∥DAk,tx−
n∑
j=1
DAk,tTjhj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥DB,t

x− n∑
j=1
Tjhj


∥∥∥∥∥∥
2
+
∥∥∥∥∥∥(I − Pk)B

x− n∑
j=1
Tjhj


∥∥∥∥∥∥
2
for any k = 0, 1, . . ., and h1, . . . , hn ∈ H. Since Pk → I strongly, as k → ∞, we
obtain
〈Qx, x〉 ≤
∥∥∥∥∥∥DB,t

x− n∑
j=1
Tjhj


∥∥∥∥∥∥
2
.
Taking the infimum over h1, . . . , hn ∈ H we get Q ≤ DB,tPMBDB,t, which to-
gether with relation (2.39) implyQ = DB,tPMBDB,t. Now, it is clear that relation
(2.38) holds.
Does Theorem 2.8 remain true if V ′ is an arbitrary isometric lifting of T ′ ?
The answer is given in what follows.
Theorem 2.9. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry and
T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction. Let W ′ := [W ′1 · · · W
′
n],
V ′i ∈ B(G
′), be an isometric lifting of T ′, and let A ∈ B(H,H′) be such that
‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
If B is an intertwining lifting of A with respect to W ′ and tolerance t > 0, then
(2.40) ∆(B) ≤ ∆(B˜c) = ∆(A),
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where B˜c is the central intertwining lifting of A with tolerance t > 0. Moreover,
∆(B) = ∆(A) if and only if Γ|M = 0, where Γ : DA,t → G
′ ⊖ H′ is the unique
contraction in the matrix decomposition B =
[
A
ΓDA,t
]
.
Proof. Since B is an intertwining lifting of A with tolerance t > 0, we have the
matrix representation B =
[
A
ΓDA,t
]
, where Γ : DA,t → G
′ ⊖H′ is a contraction.
Since ‖DA,th‖ = ‖DΓDA,th‖, h ∈ H, there is a unitary operator UΓ : DB,t → DΓ
such that
(2.41) UΓDB,t = DΓDA,t.
Note that, for any ℓ ∈ L :=
⋂n
i=1 kerT
∗
i , we have
〈∆(B)ℓ, ℓ〉 = inf
{
‖DB,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : hi ∈ H
}
= inf
{
‖DΓDA,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : hi ∈ H
}
≤ inf
{
‖DA,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : hi ∈ H
}
= 〈∆(A)ℓ, ℓ〉 .
Therefore, we obtain
(2.42) ∆(B) ≤ ∆(A).
On the other hand, since DB˜c,t = DBc,t, Theorem 2.8 implies
∆(B˜c) = ∆(Bc) = ∆(A).
Let B =
[
A
ΓDA,t
]
be an intertwining lifting of A with tolerance t > 0, and
assume that Γ|M = 0. Then D2Γ|M = IM, which implies DΓ|M = IM and M
is a reducing subspace for DΓ. Hence, and taking into account that
N =
n∨
i=1
DA,tTiH, DΓN ⊂ N , and DΓ|M = IM,
we obtain
〈∆(B)ℓ, ℓ〉 = inf
{
‖DΓDA,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : hi ∈ H
}
= inf {‖DΓDA,tℓ−DΓk‖ : k ∈ N}
≥ inf {‖DΓDA,tℓ− x‖ : x ∈ N}
= ‖PMDΓDA,tℓ‖
2 = ‖DΓPMDA,tℓ‖
2
= ‖PMDA,tℓ‖
2 = 〈∆(A)ℓ, ℓ〉 .
Therefore, ∆(B) ≥ ∆(A), which together with relation (2.42) imply ∆(B) =
∆(A).
Now, let B =
[
A
ΓDA,t
]
be an intertwining lifting of A with tolerance t > 0,
and assume that ∆(B) = ∆(A). Since N =
∨n
i=1DA,tTiH and DA,t = N ⊕M,
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we have
〈∆(B)ℓ, ℓ〉 = inf
{
‖DΓDA,t(ℓ− T1h1 − · · · − Tnhn)‖
2 : hi ∈ H
}
= ‖DΓPMDA,tℓ‖
2
≤ ‖PMDA,tℓ‖
2 = 〈∆(A)ℓ, ℓ〉
for any ℓ ∈ L. Since ∆(B) = ∆(A), we infer that
‖DΓPMDA,tℓ‖ = ‖PMDA,tℓ‖, ℓ ∈ L.
Hence, we get Γ|M = 0. The proof is complete. 
2.4. A permanence principle for the central intertwining lifting. In this
section, we present a permanence principle for the central intertwining lifting.
This generalizes the permanence principle for the Carathe´odory interpolation
problem in [19] (case n = 1 ) to our multivariable setting. Applications of this
principle will be considered in the next sections.
Let [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction and let [V ′1 · · · V
′
n],
V ′i ∈ B(K
′), be its minimal isometric dilation. Let [T1 · · · Tn], Ti ∈ B(H),
be a row isometry and let M′ ⊆ K′ be an invariant subspace under each V ′i
∗,
i = 1, . . . , n, such that H′ ⊆ M′. Let A ∈ B(H,H′) be such that ‖A‖ ≤ t and
ATi = T
′
iA for any i = 1, . . . , n. An operator Y : H → M
′ is called partial
intertwining lifting of A if
(2.43) PM′Y = A and Y Ti = (PM′V
′
i |M
′)Y, i = 1, . . . , n.
For example, a k-step intertwining lifting Ak is a partial intertwining lifting of
A.
Theorem 2.10. Let [T1 · · · Tn], Ti ∈ B(H), be a row isometry and let [T
′
1 · · · T
′
n],
T ′i ∈ B(H
′), be a row contraction with minimal isometric dilation V ′. If A : H →
H′ is such that ‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n,
and Y : H →M′ is a contractive partial intertwining lifting of A, then
(2.44) ∆(A) ≥ ∆(Y ).
The equality holds if and only if Y = PM′Bc, where Bc is the central intertwining
lifting of A with respect to V ′ and tolerance t. Moreover, the central intertwining
lifting of PM′Bc is precisely the central intertwining lifting of A.
Proof. First note that [V ′1 · · · V
′
n] is also the minimal isometric dilation of the
row contraction [PM′V
′
1 |M
′ · · · PM′V
′
n|M
′]. This follows from the fact that
H′ ⊂ M′, V ′i
∗M′ ⊂ M′ for any i = 1, . . . , n, and the minimality condition
K′ =
∨
α∈F+n
V ′αH
′. On the other hand, any intertwining lifting Yˆ of Y is also an
intertwining lifting of A. Indeed, we have V ′i Yˆ = Yˆ Ti, i = 1, . . . , n, and
PH′ Yˆ = PH′PM′ Yˆ = PH′Y = A.
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Now, let Yc be the central intertwining of Y . Applying Theorem 2.8, we get
∆(Y ) = ∆(Yc). Since Yc is an intertwining lifting of A, we can use again Theorem
2.8 to obtain
∆(A) ≥ ∆(Yc).
Therefore, we infer relation (2.44). According to Theorem 2.8, the equality
∆(A) = ∆(Yc) holds if and only if Yc = Bc, where Bc is the central intertwining
of A. Hence, Y = PM′Yc = PM′Bc.
To prove the second part of the theorem, let Y = PM′Bc. Since M
′ is an
invariant subspace under each V ∗i , i = 1, . . . , n, we have
(PM′V
′
i |M
′)Y = PM′V
′
1PM′Bc = PM′V
′
1Bc
= PM′BcTi = Y Ti,
for any i = 1, . . . , n. Hence, Y is a partial intertwining lifting of A. Applying the
first part of the theorem to the partial intertwining lifting Y , we have
(2.45) ∆(A) ≥ ∆(Y ) = ∆(Yc),
where Yc is the central intertwining lifting of Y . Since Bc is an intertwining lifting
of Y , Theorem 2.8 implies
(2.46) ∆(Yc) ≥ ∆(Bc) = ∆(A).
Combining relation (2.45) with (2.46), we get ∆(Yc) = ∆(Bc). Since Yc and Bc
are intertwining liftings of A, the uniqueness part of Theorem 2.8 implies Yc = Bc.
The proof is complete. 
2.5. Quasi outer spectral factorizations. In this section, we obtain explicit
formulas for the quasi outer spectral factor of the defect operator t2I − B∗cBc
of the central intertwining lifting Bc (see Theorem 2.14). This leads, in the
next section, to concrete formulas for the entropy of Bc as well as to a maximum
principle and a characterization of the central intertwining lifting B˜c with respect
to non-minimal isometric liftings.
Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry, T
′ := [T ′1 · · · T
′
n],
T ′i ∈ B(H
′), be a row contraction, and let A : H → H′ be such that ‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
Define the operator XA ∈ B(⊕
n
i=1H,H) by
(2.47) XA := D2A,t[T1 · · · Tn][T
∗
i D
2
A,tTj ]n×n,
and let XA = [XA1 · · · X
A
n ] be its matrix representation with X
A
i ∈ B(H), i =
1, . . . , n. As is [55], one can prove that if ‖A‖ < t, then the central intertwining
lifting of A satisfies the equation
(2.48) Bch = Ah⊕
∑
σ∈F+n
eσ ⊗DT ′(⊕
n
i=1A)(X
A
σ )
∗h
for any h ∈ H.
Lemma 2.11. If ‖A‖ < t, then the following statements hold:
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(i) M := DA,t ⊖ N = D
−1
A,tL, where L :=
⋂n
i=1 ker T
∗
i and N is defined by
(2.13) (when k = 0);
(ii) BcD
−2
A,tℓ = AD
−2
A,tℓ for any ℓ ∈ L;
(iii) Ei = DA,t(X
A
i )
∗D−1A,t, where Ei := PiWPN for any i = 1, . . . , n, and the
operator W is defined by (2.14) (when k = 0).
Proof. To prove (i), note that h ∈ M if and only if h ⊥
∨n
i=1DA,tTiH, which is
equivalent to DA,th ∈
⋂n
i=1 ker T
∗
i . Hence, h ∈ D
−1
A,tL. The statement (ii) follows
from relation (2.48) and the fact that, for any ℓ ∈
⋂n
i=1 kerT
∗
i ,
(XA)∗D−2A,tℓ = [T
∗
j D
2
A,tTi]n×n

T
∗
1
...
T ∗n

D2A,t(D−2A,tℓ) = 0.
The proof of the similarity relation (iii) is exactly the same as that from [55] for
the case t = 1. We shall omit it. 
We mention that part (i) can be used together with Theorem 2.4 to give another
proof for part (ii) of Lemma 2.11. We recall that T := [T1 · · · Tn], Ti ∈ B(H),
is a C0-row contraction if
lim
k→∞
∑
|α|=k
‖T ∗αh‖
2 = 0
for any h ∈ H. If T = [S1⊗ IM · · · Sn ⊗ IM] for some Hilbert spaceM, then T
is called orthogonal shift of multiplicity dimM.
Lemma 2.12. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry, T ′ :=
[T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction, and let A : H → H′ be such that
‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
Then there exists a unique positive operator Q ∈ B(DA,t) such that
(2.49) ‖QDA,th‖
2 = lim
k→∞
∑
|σ|=k
‖EσDA,th‖
2, h ∈ H.
Moreover, if T is an orthogonal shift and ‖A‖ < t, then Q = 0 and [XA1 · · · X
A
n ]
is a C0-row contraction.
Proof. Note that if Ei := PiWPN , i = 1, . . . , n, then [E
∗
1 · · · E
∗
n] is a row
contraction from ⊕ni=1DA,t to DA,t. Since {
∑
|α|=k E
∗
αEα}
∞
k=1 is a decreasing
sequence of contractions, we can define the operator
Q :=

SOT− lim
k→∞
∑
|α|=k
E∗αEα

1/2 .
Hence, relation (2.49) holds. Now, assume that T is an orthogonal shift and
‖A‖ < 1. Since, for any i = 1, . . . , n,
(2.50) PjWPNDA,tTih = δijDA,th, h ∈ H,
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we deduce
(2.51) Eω˜DA,tTσh = δσ,ωDA,th,
for any σ, ω ∈ F+N . According to Lemma 3.3. from [55], the closed linear span∨
σ∈F+n
DA,tTσD
−2
A,tL is equal to H, where L :=
⋂n
i=1 ker T
∗
i . Taking into account
that DA,t = N ⊕M and M = D
−1
A,tL, we have
n∑
j=1
∑
|α|=k
‖EjEαDA,tTσD
−2
A,tℓ‖
2 =
n∑
j=1
‖EjD
−1
A,tℓ‖
2 = 0.
This shows that [E∗1 · · · E
∗
n] is a C0-row contraction. Using Lemma 2.11 part
(iii), we conclude that XA is a a C0-row contraction. 
Lemma 2.13. Let YQ := range Q and define the operators Vi ∈ B(YQ), i =
1, . . . , n, by setting
(2.52) ViQDA,th := QDA,tTih, h ∈ H.
Then V1, . . . , Vn are isometries with orthogonal ranges and
V1V
∗
1 + · · · + VnV
∗
n = IYQ .
Proof. Using Lemma 2.12 and relation (2.51), we have
‖QDA,tTih‖
2 = lim
k→∞
n∑
j=1
∑
|α|=k−1
‖EαEjDA,tTih‖
2
= lim
k→∞
∑
|α|=k−1
‖EαDA,th‖
2 = ‖QDA,th‖
2
for any h ∈ H and i = 1, . . . , n. Similar computations show that
〈QDA,tTih,QDA,tTjh〉 = SOT− lim
k→∞
〈∑
|α|=k
E∗αEαDA,tTih,DA,tTjh
〉
= 0
for any i 6= j. Therefore, {Vi}
n
i=1 are isometries with orthogonal ranges. On the
other hand, since Q ≥ 0, N =
∨n
i=1DA,tTiH, and the range of Q is included in
N , we infer that
n∨
i=1
QDA,tTiH = QDA,t.
Now, it is clear that
∨n
i=1QDA,tTiH is dense in YQ and
V1V
∗
1 + · · · + VnV
∗
n = IYQ .

In the next theorem, we prove that the defect operator t2I − B∗cBc admits a
quasi outer spectral factor, i.e., t2I − B∗cBc = Z
∗Z for some operator Z with
dense range.
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Theorem 2.14. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry, T
′ :=
[T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction, and let A : H → H′ be such that
‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
Let Z : H → YQ ⊕ [F
2(Hn)⊗M] be defined by
Zh := QDA,th⊕
∑
σ∈F+n
eσ ⊗ PMEσ˜DA,th,
where M := DA,t ⊖N . Then the operator Z has dense range and
t2I −B∗cBc = Z
∗Z,
where Bc is the central intertwining lifting of A with respect to the minimal iso-
metric dilation of T ′ and tolerance t. Moreover, for any i = 1, . . . , n, we have
(2.53) ZTi =
[
Vi 0
0 Si ⊗ IM
]
Z, i = 1, . . . , n,
where the isometries Vi ∈ B(YQ) are defined by relation (2.52).
Proof. As in the proof of Theorem 2.4, for any h ∈ H, we have
‖DBc,th‖
2 = ‖DA,th‖
2 − ‖PNDA,th‖
2
+ lim
k→∞

 ∑
1≤|ω|≤k
‖Eω˜DA,th‖
2 −
∑
1≤|σ|≤k−1
‖PNEσ˜DA,th‖
2


= ‖PMDA,th‖
2 + lim
k→∞
∑
|α|=k
‖Eα˜DA,th‖
2 +
∑
|σ|≥1
‖PMEσ˜DA,th‖
2.
Hence, and using Lemma 2.12, we get
‖DBc,th‖
2 = ‖QDA,th‖
2 +
∑
σ∈F+n
‖PMEσ˜DA,th‖
2
= ‖Zh‖2
for any h ∈ H. Therefore, we have t2I −B∗cBc = Z
∗Z.
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Now, we prove the equality (2.53). Using Lemma 2.13 and relation (2.51), we
obtain [
Vi 0
0 Si ⊗ IM
]
Zh = ViQDA,th⊕
∑
σ∈F+n
egiσ ⊗ PMEσ˜DA,th
= QDA,tTih⊕
∑
σ∈F+n
egiσ ⊗ PMEσ˜EiDA,tTih
= QDA,tTih⊕
∑
σ∈F+n
n∑
j=1
egjσ ⊗ PMEσ˜EjDA,tTih
= QDA,tTih⊕
∑
ω∈F+n
eω ⊗ PMEω˜DA,tTih
= ZTih
for any h ∈ H and i = 1, . . . , n.
It remains to show that Z has dense range. Note that YQ ⊆ N and let f ⊕ ϕ
be in YQ ⊕ [F
2(Hn)⊗M] such that f ⊕ ϕ ⊥ ZH. Consider the representation
ϕ =
∑
α∈F+n
eα ⊗ hα, hα ∈ M.
Using the definition of Z, we have
0 = 〈f ⊕ ϕ,Zh〉 = 〈f,QDA,th〉+
∑
α∈F+n
〈hα, PMEα˜DA,th〉
= 〈DA,tQf, h〉+
∑
α∈F+n
〈DA,tE
∗
α˜hα, h〉 ,
for any h ∈ H. Therefore,
DA,t

Qf + ∑
α∈F+n
E∗α˜hα

 = 0.
Since DA,t is a one-to-one operator on DA,t = N ⊕M and the range of Q is
included in N , it follows that
hg0 +Qf +
∑
|α|≥1
E∗α˜hα = 0.
Since hg0 ∈ M and the other summands are in N , we get hg0 = 0 and
(2.54) Qf +
∑
|α|≥1
E∗α˜hα = 0.
Now, note that, for any x ∈ DA,t, we have
(2.55)
n∑
i=1
‖Q(PiWPN )x‖
2 = lim
k→∞
∑
|σ|=k
n∑
i=1
‖EσEix‖
2 = ‖Qx‖2.
Define the operators Wi ∈ B(YQ), i = 1, . . . , n, by setting
(2.56) WiQh := QEih, h ∈ H.
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According to relation (2.55), we have
(2.57) W ∗1W1 + · · · +W
∗
nWn = IYQ .
Using relations (2.56) and (2.57), we obtain QW ∗i Wi = E
∗
iQEi, for any i =
1, . . . , n, and Q =
∑n
i=1E
∗
iQWi, which together with relation (2.54) imply
n∑
i=1
E∗iQWif +
∑
|α|≥1
E∗α˜hα = 0.
This equality can be written as
(2.58)
n∑
i=1
E∗i

QWif + hgi + ∑
|σ|≥2
E∗σ˜hgiσ

 = 0.
Note that the subspace
{E1k ⊕ E2k ⊕ · · · ⊕ Enk : k ∈ DA,t}
is dense in ⊕ni=1DA,t. Indeed, this is due to the equations
EiDA,tTjh = δijDA,th, i, j = 1, . . . , n.
Therefore, the operator [E∗1 · · · E
∗
n] is injective and relation (2.58) implies
QWif + hgi +
∑
|σ|≥2
E∗σ˜hgiσ = 0, i = 1, . . . , n.
Since hgi ∈ M and the other summands are in N , we obtain hgi = 0, for any
i = 1, . . . , n. Continuing this process, one can prove that hα = 0 for any α ∈ F
+
n .
Therefore, relation (2.54) implies Qf = 0. Since f is in the range of Q, we get
f = 0. The proof is complete. 
Corollary 2.15. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry and
L :=
⋂n
i=1 kerT
∗
i . Let T
′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction, and
let A : H → H′ be such that ‖A‖ < t and
ATi = T
′
iA, i = 1, . . . , n.
Let ZL : H → YQ ⊕ [F
2(Hn)⊗ L] be defined by
ZLh := QDA,th⊕
∑
σ∈F+n
eσ ⊗NAPL(X
A
σ )
∗h,
where NA := (PLD
−2
A,t|L)
−1/2 and XA is defined by relation (2.47). Then ZL has
dense range and
t2I −B∗cBc = Z
∗
LZL,
where Bc is the central intertwining lifting of A with tolerance t. Moreover, for
any i = 1, . . . , n, we have
(2.59) ZLTi =
[
Vi 0
0 Si ⊗ IL
]
ZL, i = 1, . . . , n,
where the isometries Vi ∈ B(YQ) are defined by relation (2.52).
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Proof. According to Lemma 2.11, we have M = DA,t ⊖ N = D
−1
A,tL, where
L =
⋂n
i=1 kerT
∗
i . Note that the operator X ∈ B(L,H) defined by X := D
−1
A,t|L
is injective and has range equal to M. Hence, one can easily see that
(2.60) PM = X(X
∗X)−1X∗ = (D−1A,t|L)(PLD
−2
A,t|L)
−1PLD
−1
A,t.
Using again part (iii) of Lemma 2.11 and relation (2.60), we obtain∑
σ∈F+n
eσ ⊗ PMEσ˜DA,th =
∑
σ∈F+n
eσ ⊗ PMDA,t(X
A
σ )
∗h
=
∑
σ∈F+n
eσ ⊗ ΩNAPL(X
A
σ )
∗h
= (IF 2(Hn) ⊗ Ω)

∑
σ∈F+n
eσ ⊗NAPL(X
A
σ )
∗h

 ,
where
Ω := (D−1A,t|L)(PLD
−2
A,t|L)
−1/2 and NA := (PLD
−2
A,t|L)
−1/2.
Note that Ω is a unitary operator from L onto M. Using Theorem 2.14, we
deduce
Z =
[
IYQ 0
0 IF 2(Hn) ⊗Ω
]
ZL,
which completes the proof. 
Corollary 2.16. Let [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction, let A :
F 2(Hn)⊗ E → H
′ be such that ‖A‖ < t and
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n.
If Bc is the central intertwining lifting of A with ‖Bc‖ ≤ t, then the multi-Toeplitz
operator t2I −B∗cBc admits an outer spectral factorization
t2I −B∗cBc =M
∗
ϕMϕ,
where Mϕ ∈ R
∞
n ⊗¯B(E) is an outer multi-analytic operator operator with the
symbol ϕ given by
(2.61) ϕ(h) :=
∑
σ∈F+n
eσ ⊗∆(A)
1/2PE(X
A
σ )
∗h, h ∈ E ,
where ∆(A) = PE (t
2I −A∗A)−1|E.
Proof. Using Lemma 2.12 when Ti = Si⊗ IE , i = 1, . . . , n, we get Q = 0. In this
particular case, Corollary 2.15 implies
ZE(Si ⊗ IE) = (Si ⊗ IE)ZE , i = 1, . . . , n.
Hence, ZE = Mϕ for some Mϕ ∈ R
∞
n ⊗¯B(E). Since ZE has dense range in
F 2(Hn)⊗E , the operator Mϕ is outer. Using again Corollary 2.15, one can easily
complete the proof. 
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We remark that the multi-analytic operator Mϕ in Corollary 2.16 satisfies the
equation
Mϕ = (IF 2(Hn) ⊗∆(A)
1/2PE)(I −R1 ⊗ (X
A
1 )
∗ − · · · −Rn ⊗ (X
A
n )
∗)−1.
Using relation (2.61), we can deduce this formula as in the proof of Remark 3.10.
2.6. Noncommutative commutant lifting theorem and the maximal en-
tropy solution. In this section, we prove that the central intertwining lifting is
the maximal entropy solution for the noncommutative commutant lifting theorem
when T := [S1 ⊗ IE · · · Sn ⊗ IE ] with dim E <∞ (see Theorem 2.17). Based on
several results of this paper, we are led to concrete formulas for the entropy of
Bc (see Theorem 2.18) and, under a certain condition of stability, to a maximum
principle and a characterization (in terms of entropy) of the central intertwining
lifting B˜c with respect to non-minimal isometric liftings (see Theorem 2.20 and
Corollary 2.21).
Let [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction and let [V ′1 · · · V
′
n],
V ′i ∈ B(K
′), be its minimal isometric dilation. Let A : F 2(Hn) ⊗ E → H
′ be
such that ‖A‖ ≤ t and
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n,
and let B : F 2(Hn)⊗ E → K
′ be an intertwining lifting of A satisfying ‖B‖ ≤ t.
Then B is a generalized multiplier and it makes sense to define its prediction
entropy as in Section 1.4, i.e., E(B) := e(D2B,t), where D
2
B,t = t
2I −B∗B.
In what follows, we show that the central intertwining lifting of A with toler-
ance t > 0 is the maximal entropy intertwining lifting of A. More precisely, we
can prove the following result.
Theorem 2.17. Let [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction with minimal
isometric dilation V ′, and let A : F 2(Hn)⊗ E → H
′ be such that ‖A‖ ≤ t and
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n.
If dim E < ∞ and Bc is the central intertwining lifting of A with respect to V
′
and tolerance t > 0, then
E(Bc) ≥ E(B),
for any intertwining lifting B of A. Moreover, if the entropy E(Bc) > −∞, then
E(Bc) = E(B)
if and only if Bc = B.
Proof. Let B : F 2(Hn)⊗E → K
′ be an intertwining lifting of A satisfying ‖B‖ ≤ t.
Using relations (1.45), (1.2), (1.13), and (2.32) in our setting, we deduce
E(B) = e(D2B,t) = ln det∆D2B,t
= ln det[PEDB,tPMDB,t|E ]
= ln det∆(B),
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where
M := DB,t(F 2(Hn)⊗ E)⊖
n∨
i=1
DB,t(Si ⊗ IE)(F
2(Hn)⊗ E).
Similarly, we obtain E(Bc) = ln det∆(Bc), where Bc is the central intertwining
lifting of A. According to Theorem 2.8, we have ∆(Bc) ≥ ∆(B). Therefore, we
get
E(Bc) = ln det∆(Bc) ≥ ln det∆(B) = E(B).
Now, assume that E(Bc) > −∞ and E(Bc) = E(B). This implies
det∆(Bc) = det∆(B) 6= 0.
Since ∆(Bc) and ∆(B) are strictly positive operators with ∆(Bc) ≥ ∆(B), we
infer that det∆(Bc) = det∆(B) if and only if ∆(Bc) = ∆(B). Using the unique-
ness part of Theorem 2.8, we get B = Bc, which completes the proof. 
Theorem 2.18. Let [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction with minimal
isometric dilation V ′ and let A : F 2(Hn)⊗ E → H
′ be such that ‖A‖ < t and
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n.
If Bc is the central intertwining lifting of A with respect to V
′ and tolerance t, then
the multi-Toeplitz operator t2I−B∗cBc admits a square outer spectral factorization
t2I −B∗cBc =M
∗
ϕMϕ,
where Mϕ ∈ R
∞
n ⊗¯B(E) is an outer operator given by
Mϕ := [I ⊗ (PEψ)
1/2]M−1ψ ,
and the symbol ψ of the multi-analytic operator Mψ is given by ψ := (t
2I −
A∗A)−1|E.
Moreover, if dim E <∞, then
(2.62) E(Bc) = − ln det[PE(t
2I −A∗A)−1|E ].
Proof. Using the proof of Corollary 2.15 and Corollary 2.16, we deduce that
(I ⊗ Ω∗)Z = ZE =Mϕ,
and Mϕ is the outer spectral factor of t
2I −B∗cBc defined by (2.61). Recall that
DA,t ⊖N =M = D
−1
A,tE and
Ω := (D−1A,t|E)(PED
−2
A,t|E)
−1/2
is a unitary operator from E onto M. Hence, we have PND
−1
A,t|H = 0 and
MϕD
−2
A,th = (I ⊗ Ω
∗)ZD−2A,th = Ω
∗PMD
−1
A,th
= Ω∗D−1A,th = (PED
−2
A,t|E)
1/2h = 1⊗ (PEψ)
1/2h
(2.63)
for any h ∈ E . Applying Theorem 1.5 to the strictly positive multi-Toeplitz
operator T := t2I−A∗A, we infer thatMψ is an invertible multi-analytic operator.
Now, note that
MϕMψ(eα ⊗ h) = (Sα ⊗ IE)MϕD
−2
A,t = eα ⊗ (PEψ)
1/2h
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for any h ∈ E and α ∈ F+n . Hence,
Mϕ = [IF 2(Hn) ⊗ (PEΨ)
1/2]M−1ψ .
To complete the proof, note that relation (2.61) implies
(2.64) ϕ(0)∗ϕ(0) = ∆(A) = PE (t
2I −A∗A)−1|E .
Since Mϕ is outer, Theorem 1.12 implies
(2.65) E(Bc) = e(M
∗
ϕMϕ) = ln det[ϕ(0)
∗ϕ(0)].
Combining relations (2.64) and (2.65), we get (2.62). The proof is complete. 
If B be an arbitrary intertwining lifting of A with ‖B‖ < t, we can obtain a
result similar to that of Theorem 2.18 by applying Theorem 1.1 and Corollary
1.2 to the multi-Toeplitz operator T := t2I −B∗B.
Corollary 2.19. Let [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction with minimal
isometric dilation V ′ and let A : F 2(Hn)⊗ E → H
′ be such that ‖A‖ < t and
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n.
If B is an intertwining lifting of A with respect to V ′ and tolerance t, then the
multi-Toeplitz operator t2I −B∗B admits a square outer spectral factorization
t2I −B∗B =M∗χMχ,
where Mχ ∈ R
∞
n ⊗¯B(E) is an outer operator given by
Mχ := [I ⊗ (PEg)
1/2]M−1g ,
and the symbol g of the multi-analytic operator Mg is given by g := (t
2I −
B∗B)−1|E.
Moreover, if dim E <∞, then
E(B) = − ln det[PE (t
2I −B∗B)−1|E ].
In what follows, we show that, under a certain condition of stability, there is
a maximal principle for the noncommutative commutant lifting theorem and a
characterization of the central intertwining lifting B˜c of A with respect to non-
minimal isometric liftings. The results will be very useful in the next sections.
Theorem 2.20. Let T := [T1 · · · Tn], Ti ∈ B(H), be a row isometry and
T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction. Let W ′ := [W ′1 · · · W
′
n],
V ′i ∈ B(G
′), be an isometric lifting of T ′, and let A ∈ B(H,H′) be such that
‖A‖ ≤ t and
ATi = T
′
iA, i = 1, . . . , n.
If B is an intertwining lifting of A with respect to W ′ and tolerance t > 0, then
(2.66) ∆(B) ≤ ∆(B˜c) = ∆(A),
where B˜c is the central intertwining lifting of A with tolerance t > 0. Assume
that [E∗1 · · · E
∗
n] is a C0-row contraction, where Ei := PiWPN ∈ B(DA,t), for
any i = 1, . . . , n. Then ∆(B) = ∆(A) if and only if B = B˜c.
In particular, if ‖A‖ < t and [T1 · · · Tn] is unitarily equivalent to an orthogonal
shift [S1 ⊗ I · · · Sn ⊗ I], then ∆(B) = ∆(A) if and only if B = B˜c.
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Proof. The inequality (2.66) was proved in Theorem 2.9. Assume now that
[E∗1 · · · E
∗
n] is a C0-row contraction and ∆(B) = ∆(A). Recall that the op-
erator W ′i admits a reducing decomposition W
′
i = V
′
i ⊕ U
′
i , i = 1, . . . , n, of
G′ = K′ ⊕ E ′ such that V ′ := [V ′1 · · · V
′
n] is the minimal isometric dilation of T
′
on K′, which can be identified with H′ ⊕ [F 2(Hn) ⊗ D
′]. Since PH′B = A, the
operator B has the matrix representation
(2.67) B =

 AΛDA,t
XDA,t

 : H → H′ ⊕ [F 2(Hn)⊗D′]⊕ E ′,
where the operator [
Λ
X
]
: DA,t → [F
2(Hn)⊗D
′]⊕ E ′
is a contraction. According to Theorem 2.9, the equation ∆(B) = ∆(A) implies[
Λ
X
]
|M = 0, i.e., Λ|M = 0 and X|M = 0. According to Remark 2.5, we deduce
that Bc =
[
A
ΛDA,t
]
is the central intertwining lifting of A with respect to V ′
and tolerance t. Since
[
Λ
X
]
is a contraction, there exists another contraction
G : DΛ → E
′ such that X = GDΛ. On the other hand, since Λ|M = 0, we have
DΛ|M = IM. From X|M = 0, we deduce G|M = 0. The matrix representation
(2.67) becomes
(2.68) B =

 AΛDA,t
GDΛDA,t

 ,
where Λ and G are contraction such that Λ|M = 0 and G|M = 0. Since V ′iBc =
BcTi for any i = 1, . . . , n, we have∥∥∥∥∥DBc,t
(
n∑
i=1
Tihi
)∥∥∥∥∥
2
=
〈
n∑
i,j=1
T ∗i D
2
Bc,tTihi, hj
〉
=
n∑
i,j=1
〈
δijD
2
Bc,thi, hj
〉
=
n∑
i=1
‖D2Bc,thi‖
2.
Hence, we deduce that there are some unique isometries Vi ∈ B(DBc,t), i =
1, . . . , n, such that
(2.69) ViDBc,t = DBc,tVi, , i = 1, . . . , n,
and ∥∥∥∥∥
n∑
i=1
ViDBc,thi
∥∥∥∥∥
2
=
n∑
i=1
‖DBc,thi‖
2 .
This proves that V1, . . . , Vn are isometries with orthogonal ranges. Since [E
∗
1 · · · E
∗
n]
is a C0-row contraction, we have Q = 0 in Lemma 2.12. Therefore, Theorem 2.14
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implies
(2.70) t2I −B∗cBc = Z
∗Z and ZTi = (Si ⊗ IM)Z
for any i = 1, . . . , n, where Z : H → F 2(Hn)⊗M has dense range and is defined as
in Theorem 2.14. According to the factorization (2.70), there exists an isometric
operator U : DBc,t → F
2(Hn)⊗M such that
(2.71) UDBc,t = Z.
Since Z has dense range, we infer that U is a unitary operator. Using relations
(2.69), (2.70), and (2.71), we obtain
UViDBc,t = UDBc,tTi = ZTi
= (Si ⊗ IM)Z = (Si ⊗ IM)UDBc,t.
Therefore,
UVi = (Si ⊗ IM)U, i = 1, . . . , n.
On the other hand, since Bc =
[
A
ΛDA,t
]
and Λ is a contraction, there is a unitary
operator UΛ : DBc,t → DΛ such that
(2.72) UΛDBc,t = DΛDA,t.
Now, define the isometries Wi ∈ B(DΛ) by setting
(2.73) Wi := UΛViU
∗
Λ, i = 1, . . . , n.
Note that relations (2.72), (2.73), and (2.69) imply
(2.74) WiDΛDA,t = DΛDA,tTi, i = 1, . . . , n.
Indeed, we have
UΛViU
∗
ΛDΛDA,t = UΛViDBc,t = UΛDBc,tTi = DΛDA,tTi
for any i = 1, . . . , n. Now, we prove that the subspaceM := DA,t⊖
∨n
i=1DA,tTiH
is equal to
⋂n
i=1 kerW
∗
i . According to the Wold type decomposition for sequences
of isometries with orthogonal ranges (see [38]) and using (2.73), we have
n⋂
i=1
kerW ∗i = DΛ ⊖ [W1DΛ ⊕ · · · ⊕W1DΛ]
= DΛ ⊖ [⊕
n
i=1WiDΛDA,tH]
= DΛ ⊖ [⊕
n
i=1DΛDA,tTiH]
= DΛ ⊖DΛN .
Since Λ|M = 0, we have DΛ|M = IM and M is a reducing subspace for DΛ.
Hence, we deduce that
DΛ = DΛM⊕DΛN =M⊕DΛN .
The previous computations show that
⋂n
i=1 kerW
∗
i =M. Now, sinceW
′
iB = BTi
and W ′i = V
′
i ⊕ U
′
i for any i = 1, . . . , n, we can take into account the matrix
representation (2.68) and relation (2.74) to deduce
U ′iGDΛDA,t = GDΛDA,tTi = GWiDΛDA,t
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for any i = 1, . . . , n. Hence, we get U ′iG = GWi, i = 1, . . . , n. Using the fact
that G|M = 0, we obtain
GWαh = U
′
αh = 0
for any α ∈ F+n and h ∈ M. Since
∨
α∈F+n
WαM = DΛ and G : DΛ → E
′, we
get G = 0. Therefore, B =
[
Bc
0
]
= B˜c is the central intertwining lifting of A.
To prove that last part of the theorem, note that if ‖A‖ < t and [T1 · · · Tn] is
an orthogonal shift, then according to Lemma 2.12, the operator [E∗1 · · · E
∗
n] is
a C0-row contraction. Therefore, we can apply the first part of the theorem to
complete the proof. 
The following result is now a consequence of the previous theorem. Since the
proof is similar to that of Theorem 2.17, we shall omit it.
Proposition 2.21. Let T ′ := [T ′1 · · · T
′
n], T
′
i ∈ B(H
′), be a row contraction,
W ′ := [W ′1 · · · W
′
n] be an isometric lifting of T
′, and let A ∈ B(F 2(Hn)⊗E ,H
′)
be such that ‖A‖ ≤ t and
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n.
If B is an intertwining lifting of A with respect to W ′ and tolerance t > 0, then
(2.75) E(A) = E(B˜c) ≥ E(B),
where B˜c is the central intertwining lifting of A with tolerance t > 0. Assume
that [E∗1 · · · E
∗
n] is a C0-row contraction, where Ei := PiWPN ∈ B(DA,t) for
any i = 1, . . . , n. If the entropy E(B˜c) > −∞, then E(B˜c) = E(B) if and only if
B = B˜c.
In particular, if ‖A‖ < t, then E(B˜c) = E(B) if and only if B = B˜c.
We remark that if ‖A‖ < t, then the operator ∆(A) ∈ B(E) is invertible and
E(A) > −∞.
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3. Maximal entropy interpolation problems in several variables
We obtain explicit forms for the maximal entropy solution (as well as its en-
tropy) of the Sarason [60], Carathe´odory-Schur [12], [61], and Nevanlinna-Pick
[35] type interpolation problems for the noncommutative (resp. commutative) an-
alytic Toeplitz algebra F∞n (resp. W
∞
n ) and their tensor products with B(H,K).
Moreover, under certain conditions, we also find explicit forms for the corre-
sponding classical optimization problems, in our multivariable noncommutative
(resp. commutative) setting. In particular, we provide explicit forms for the max-
imal entropy solutions of several interpolation problems on the unit ball of Cn.
Finnaly, we apply our permanence principle to the Nevanlinna-Pick interpolation
problem on the unit ball.
3.1. Maximal entropy solution for the Sarason interpolation problem
for analytic Toeplitz algebras. Given R ∈ R∞n ⊗¯B(E , E
′) with dim E < ∞,
and Φ ∈ R∞n ⊗¯B(E1, E
′) an inner operator, we consider the following Sarason (see
[60]) type left interpolation problem with tolerance t > 0 for R∞n ⊗¯B(E , E
′):
Find Ψ ∈ R∞n ⊗¯B(E , E
′) with maximal entropy such that
(3.1) ‖Ψ‖ ≤ t and Ψ = R+ΦG,
where G ∈ R∞n ⊗¯B(E , E1).
In this section, we find the solution to this problem and prove a permanence
principle for it (see Theorem 3.1 and Theorem 3.2). Under a certain condition,
we obtain explicit forms for the maximal entropy solution of the Sarason inter-
polation problem for analytic Toeplitz algebras in our multivariable setting (see
Theorem 3.3 and Corollary 3.4). We also find an explicit form for the unique
solution of the corresponding Sarason optimization problem (see Theorem 3.5
and Theorem 3.6) in our setting.
We recall (from Section 1.2) that the entropy of a multi-analytic operator
Ψ ∈ R∞n ⊗¯B(E , E
′) with ‖Ψ‖ ≤ t is defined by E(Ψ) := ln det∆(Ψ), where
〈∆(Ψ)h, h〉 := inf
〈
(t2I −Ψ∗Ψ)(h− p), h− p
〉
, h ∈ E ,
where the infimum is taken over all polynomials p ∈ F 2(Hn)⊗ E with p(0) = 0.
Theorem 3.1. Let R ∈ R∞n ⊗¯B(E , E
′) with dim E < ∞, and Φ ∈ R∞n ⊗¯B(E1, E
′)
be an inner operator. Let A : F 2(Hn)⊗E → H
′ be defined by A := PH′R, where
(3.2) H′ := [F 2(Hn)⊗ E
′]⊖ Φ[F 2(Hn)⊗ E1].
Then there is a solution for the interpolation problem (3.1) if and only if ‖A‖ ≤ t.
Moreover, the central intertwining lifting Ψmax of A with respect to {Si ⊗ IE}
n
i=1
and {Si ⊗ IE ′}
n
i=1 is the maximal entropy solution for the problem (3.1).
Proof. First, note that if Ψ is a solution to the interpolation problem (3.1), then
we have PH′Ψ = PH′R = A and ‖A‖ ≤ t. Conversely, let Ti ∈ B(H
′), i =
1, . . . , n, be defined by T ′i := PH′(Si ⊗ IE ′)|H
′ and note that
A(Si ⊗ IE) = T
′
iA, i = 1, . . . , n.
Since [S1 ⊗ IE ′ · · · Sn ⊗ IE ′ ] is an isometric dilation of [T
′
1 · · · T
′
n], we can apply
Theorem 2.4 and the remarks following Theorem 2.5 to this setting. Therefore,
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the central intertwining lifting B˜c of A with tolerance t satisfies the conditions
PH′B˜c = A, ‖B˜c‖ ≤ t, and
B˜c(Si ⊗ IE) = (Si ⊗ IE ′)B˜c, i = 1, . . . , n.
Hence, B˜c = Ψmax for some multi-anlytic operator Ψmax ∈ R
∞
n ⊗¯B(E , E
′). Since
PH′(Ψmax − R) = 0, according to [53], we have Ψmax − R ∈ Φ(R
∞
n ⊗¯B(E , E
′)).
Hence, Ψmax = R + ΦG for some G ∈ R
∞
n ⊗¯B(E , E1). On the other hand, since
Ψmax is the central intertwining lifting of A, Theorem 2.20 and Proposition 2.21
show that it is also the maximal entropy solution to the interpolation problem
(3.1). The proof is complete. 
Let K′ ⊆ E ′ be an invariant subspace under each operator S∗i ⊗IE ′ , i = 1, . . . , n,
such that H′ ⊆ K′, where H′ is given by relation (3.2). According to Theorem
2.2 from [39], there exists an inner operator Ψ ∈ R∞n ⊗¯B(E2, E
′) such that
(3.3) K′ = [F 2(Hn)⊗ E
′]⊖Ψ[F 2(Hn)⊗ E2].
Since K′ ⊇ H′, we have
Ψ[F 2(Hn)⊗ E2] ⊂ Φ[F
2(Hn)⊗ E1].
Hence, as in the proof of Theorem 3.7 from [53], one can show that there is
Φ1 ∈ R
∞
n ⊗¯B(E2, E1) such that Ψ = ΦΦ1. Conversely, if Ψ = ΦΦ1, then the
subspace K′ defined by (3.3) defines an invariant subspace under each operator
S∗i ⊗ IE ′ , i = 1, . . . , n.
Let Φ ∈ R∞n ⊗¯B(E1, E
′) and Φ1 ∈ R
∞
n ⊗¯B(E2, E1) be inner operators, and let
Ψmax ∈ R
∞
n ⊗¯B(E , E
′) be the maximal entropy solution of the problem (3.1).
Consider the following interpolation problem:
Find Γ ∈ R∞n ⊗¯B(E , E
′) with maximal entropy such that
(3.4) ‖Γ‖ ≤ t and Γ = Ψmax +ΦΦ1G,
where G ∈ R∞n ⊗¯B(E , E2).
We can prove the following permanence principle for the interpolation problem
(3.1).
Theorem 3.2. Let R ∈ R∞n ⊗¯B(E , E
′) with dim E < ∞, and Φ ∈ R∞n ⊗¯B(E1, E
′)
be a pure inner operator. Let Ψmax be the maximal entropy solution for the
interpolation problem (3.1). If Φ1 ∈ R
∞
n ⊗¯B(E2, E1) is an inner operator, then
Ψmax is also the maximal entropy solution for the interpolation problem (3.4).
Proof. Let Ψmax be the central intertwining lifting of the operator A := PH′R.
Then according to Theorem 3.1, Ψmax is a maximal entropy solution for the
interpolation problem (3.1). Note that since Φ is pure, i.e., ‖PE ′Φh‖ < ‖h‖,
h ∈ E1, the results from [39] imply that [S1 ⊗ IE ′ · · · Sn ⊗ IE ′ ] is the minimal
isometric dilation of the row contraction [T ′1 · · · T
′
n]. Set
K′ = [F 2(Hn)⊗ E
′]⊖ ΦΦ1[F
2(Hn)⊗ E2]
and let YK′ := PK′Ψmax be the corresponding central partial intertwining lifting
of A. The permanence principle of Theorem 2.10 implies that Ψmax is also the
central intertwining lifting of YK′ . Applying Theorem 3.1 to the operator YK′
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instead of A, we conclude that Ψmax is also the maximal entropy solution of the
interpolation problem (3.4). 
We remark that the previous theorem will be used in Section 3.4 to obtain a
permanence principle for the Nevanlinna-Pick interpolation problem on the unit
ball of Cn.
Now, using the results of the previous sections, we can obtain explicit forms
for the maximal entropy solution of the Sarason type interpolation problem for
R∞n ⊗¯B(E ,Y).
Theorem 3.3. Let H′ ⊂ F 2(Hn)⊗Y be an invariant subspace under each oper-
ator S∗i ⊗ IY , i = 1, . . . , n, and let A : F
2(Hn) ⊗ E → H
′ be such that ‖A‖ < t
and
A(Si ⊗ IE) = [PH′(Si ⊗ IY)|H
′]A, i = 1, . . . , n.
Let ψ : E → F 2(Hn)⊗ E and θ : E → F
2(Hn)⊗ Y be operators defined by
(3.5) ψh := (t2I −A∗A)−1(1⊗ h) and θh := A(t2I −A∗A)−1(1⊗ h),
for any h ∈ E. Then Mψ,Mθ are multi-analytic operators, with Mψ invertible
and
M−1ψ (1⊗ h) =
∑
σ∈F+n
eσ ⊗∆(A)PE (X
A
σ )
∗h, h ∈ E .
The central intertwining lifting B˜c of A with respect to {Si ⊗ IE}
n
i=1 and {Si ⊗
IY}ni=1 is equal to MθM
−1
ψ and the multi-Toeplitz operator t
2I − B˜c
∗
B˜c admits a
square outer spectral factorization
t2I − B˜c
∗
B˜c =M
∗
χMχ,
where Mχ ∈ R
∞
n ⊗¯B(E) is an outer operator given by
Mχ := [I ⊗ (PEψ)
1/2]M−1ψ .
Moreover, if dim E <∞, then MθM
−1
ψ is the maximal entropy lifting of A and
E(MθM
−1
ψ ) = − ln det[PE (t
2I −A∗A)−1|E ].
Proof. Note that [S1⊗IY · · · Sn⊗IY ] is an isometric lifting of the row-contraction
C := [PH′(S1 ⊗ IY)|H
′ · · · PH′(Sn ⊗ IY)|H
′].
According to the remarks following Theorem 2.5, there is a unique isometry
Φ : K′ := H′ ⊕ [F 2(Hn)⊗D
′]→ F 2(Hn)⊗ Y,
such that (Si⊗IY)Φ = ΦV
′
i , for any i = 1, . . . , n, and Φ|H
′ = H′, where [V ′1 · · ·V
′
n]
is the minimal isometric dilation of C onK′. The operator B˜c := ΦBc is the central
intertwining dilation of A with respect to [S1 ⊗ IY · · · Sn ⊗ IY ]. Since
(Si ⊗ IY)B˜c = B˜c(Si ⊗ IE), i = 1, . . . , n,
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we infer that B˜c =Mf for some multi-analytic operator Mf ∈ R
∞
n ⊗¯B(E ,Y). On
the other hand we have ‖Mf‖ = ‖Bc‖ ≤ t. According to Theorem 2.18, Mψ is
an invertible multi-analytic operator on F 2(Hn)⊗ E . Using Lemma 2.11, we get
B˜cψh = ΦBcD
−2
A,t(1⊗ h) = ΦAD
−2
A,t(1⊗ h)
= AD−2A,t(1⊗ h) = θh
for any h ∈ E . Therefore B˜cMψ = Mθ, and Mθ ∈ R
∞
n ⊗¯B(E). Now, using
Corollary 2.16 and Theorem 2.18 we can complete the proof of the theorem. 
Let F 2s (Hn) ⊂ F
2(Hn) be the symmetric Fock space and let us define W
∞
n :=
PF 2s (Hn)F
∞
n |F
2
s (Hn). We recall that W
∞
n is the WOT-closed algebra generated
by
Bi := PF 2s (Hn)Si|F
2
s (Hn), i = 1, . . . , n,
and the identity. Let Hs ⊆ F
2
s (Hn) ⊗ Y be an invariant subspace under each
operator B∗i ⊗ IY , i = 1, . . . , n, and let C : F
2
s (Hn) ⊗ E → Hs be an operator
satisfying ‖C‖ ≤ t and
(3.6) C(Bi ⊗ IE) = [PHs(Bi ⊗ IY)|Hs]C, i = 1, . . . , n.
Since F 2s (Hn) is an invariant subspace under each S
∗
i , i = 1, . . . , n, it is easy
to see that Hs is also invariant under S
∗
i ⊗ IY , i = 1, . . . , n. Setting
A := C(PF 2s (Hn) ⊗ IE) : F
2(Hn)⊗ E → F
2(Hn)⊗ Y,
relation (3.6) implies
A(Si ⊗ IE) = [PHs(Si ⊗ IY)|Hs]A, i = 1, . . . , n.
Let B˜c be the central intertwining lifting of A with respect to {Si ⊗ IE}
n
i=1 and
{Si ⊗ IY}
n
i=1, i.e.,
B˜c ∈ R
∞
n ⊗¯B(E ,Y), PHsB˜c = A, and ‖B˜c‖ ≤ t.
Define
C˜c := (PF 2s (Hn) ⊗ IY)B˜c|F
2
s (Hn)⊗ E ∈W
∞
n ⊗¯B(E ,Y)
and note that PHsC˜c = C and ‖C˜c‖ ≤ t. We call C˜c the central intertwining
lifting of C with respect to {Bi⊗ IE}
n
i=1 and {Bi⊗ IY}
n
i=1, and tolerance t. Note
that C˜c is a solution of the Sarason interpolation problem for the operator space
W∞n ⊗¯B(E ,Y).
If ‖C‖ < t, then one can apply Theorem 3.3 to the bounded operator A :=
C(PF 2s (Hn)⊗ IE) and deduce the following multivariable commutative version for
the Sarason interpolation problem.
Corollary 3.4. Let Hs ⊆ F
2
s (Hn) ⊗ Y be an invariant subspace under each
operator B∗i ⊗ IY , i = 1, . . . , n, and let C : F
2
s (Hn) ⊗ E → Hs be such that
‖C‖ < t and
(3.7) C(Bi ⊗ IE) = [PHs(Bi ⊗ IY)|Hs]C, i = 1, . . . , n.
Let C˜c ∈W
∞
n ⊗¯B(E ,Y) be defined by
C˜c := (PF 2s (Hn) ⊗ IY)MθM
−1
ψ |F
2
s (Hn)⊗ E ,
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where θ, ψ are defined by relation (3.5) and A := C(PF 2s (Hn) ⊗ IE). Then C˜c is
an intertwining lifting of C, i.e.,
PHsC˜c = C and ‖C˜c‖ ≤ t.
In what follows, we show that, under certain conditions on the operator A,
there is an explicit form of the unique intertwining lifting B of A such that
‖A‖ = ‖B‖. We recall that an operator T ∈ B(X ,Y) attains its norm if there is
a vector x ∈ X of norm one such that ‖Tx‖ = ‖T‖.
Theorem 3.5. Let H′ ⊂ F 2(Hn) ⊗ Y be an invariant subspace under each op-
erator S∗i ⊗ IY , i = 1, . . . , n, and let A : F
2(Hn) → H
′ be a contraction with
‖A‖ = 1 and which attains its norm. If
ASi = [PH′(Si ⊗ IY)|H
′]A, i = 1, . . . , n,
then there is a unique intertwining lifting Mϕ ∈ R
∞
n ⊗¯B(C,Y) of A such that
‖A‖ = ‖Mϕ‖. Moreover, Mϕ is an inner operator uniquely defined by the equation
(3.8) Mϕg = Ag
and g is a vector in F 2(Hn) where A attains its norm.
Proof. Let g = χf be the inner-outer factorization of g, where χ ∈ F∞n is inner
and f ∈ F 2(Hn) is outer. Since ASi = T
′
iA, i = 1, . . . , n, where
T ′i := PH′(Si ⊗ IY)|H
′, i = 1, . . . , n,
and [T ′1 · · · T
′
n] is a C0-row contraction, we can use the F
∞
n -functional calculus
for row contractions (see [43]) and obtain
‖A‖ = ‖Ag‖ = ‖Aχ(S1, . . . , Sn)f‖
= ‖χ(T ′1, . . . , T
′
n)Af‖ ≤ ‖Af‖
≤ ‖A‖‖f‖ = ‖A‖.
Here, we took into account that ‖f‖2 = 1 and ‖χ‖ = 1. Therefore, ‖A‖ = ‖Af‖.
By the noncommutative commutant lifting theorem, there is an intertwining lift-
ing B of A such that
BSi = (Si ⊗ IY)B, i = 1, . . . , n,
and ‖A‖ = ‖B‖. According to [44], there is Mϕ ∈ R
∞
n ⊗¯B(C,Y) such that
Mϕ = B. Since P
′
HMϕ = A, we have
‖A‖ = ‖Af‖ = ‖P ′HMϕf‖
≤ ‖Mϕf‖ ≤ ‖Mϕ‖ = ‖A‖,
which implies Af = P ′HMϕf = Mϕf . Since Mϕ is a multi-analytic operator, we
deduce that
Mϕ

 ∑
|α|≤m
aαSαf

 = ∑
|α|≤m
aα(Sα ⊗ IY)Af, aα ∈ C.
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Note that, since A∗Af = f , we have∥∥∥∥∥∥
∑
|α|≤m
aα(Sα ⊗ IY)Af
∥∥∥∥∥∥
2
=
∑
α>β, |α|,|β|≤m
〈
aα\β(Sα\β ⊗ IY)Af,Af
〉
+
∑
α<β, |α|,|β|≤m
〈
Af, aβ\α(Sβ\α ⊗ IY)Af
〉
=
∑
α>β, |α|,|β|≤m
〈
aα\βT
′
α\βAf,Af
〉
+
∑
α<β, |α|,|β|≤m
〈
Af, aβ\αT
′
β\αAf
〉
=
∑
α>β, |α|,|β|≤m
〈
aα\βA(Sα\β ⊗ IY)f,Af
〉
+
∑
α<β, |α|,|β|≤m
〈
Af, aβ\αA(Sβ\α ⊗ IY)f
〉
=
∑
α>β, |α|,|β|≤m
〈
aα\β(Sα\β ⊗ IY)f, f
〉
+
∑
α<β, |α|,|β|≤m
〈
f, aβ\α(Sβ\α ⊗ IY)f
〉
=
∥∥∥∥∥∥
∑
|α|≤m
aαSαf
∥∥∥∥∥∥
2
.
Since f is outer, we infer that Mϕ is an inner operator.
Assume now that there is another Mϕ1 ∈ R
∞
n ⊗¯B(C,Y) such that Mϕ1g = Ag.
Then we have Mϕg = Mϕ1g. Using the inner-outer factorization g = χf , we get
Mϕf = Mϕ1f . Since f is outer, we have Mϕ = Mϕ1 . Therefore, ϕ = ϕ1 and the
proof is complete. 
According to the proof of Theorem 3.5, one can assume that ‖Af‖ = 1 and
Mϕf = Af for some outer vector f in F
2(Hn). In this case, there is a sequence
of polynomials pk ∈ F
2(Hn) such that
‖pk(S1, . . . , Sn)f − 1‖ → 0, as k →∞.
Now, it is clear that
ϕ = lim
k→∞
pk(S1 ⊗ IY , . . . , Sn ⊗ IY)Af.
Note that if ker(I − A∗A) is one dimensional, then any vector where A attains
its norm is outer.
Our commutative version of Theorem 3.5 is the following.
Theorem 3.6. Let Hs ⊂ F
2
s (Hn) ⊗ Y be an invariant subspace under each op-
erator B∗i ⊗ IY , i = 1, . . . , n, and let C : F
2
s (Hn) → Hs be a contraction which
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attains its norm ‖C‖ = 1 and
(3.9) CBi = [PHs(Bi ⊗ IY)|Hs]C, i = 1, . . . , n.
Then there exists G ∈ W∞n ⊗¯B(C,Y) such that PHsG = C and ‖G‖ = ‖C‖.
Moreover, the operator G is given by the equation
(3.10) G =
Cg
g
,
where g is any vector in F 2s (Hn) where C attains its norm.
Proof. Let A := CPF 2s (Hn) : F
2(Hn)→ F
2(Hn)⊗ Y, and note that
‖A‖ = ‖C‖ = ‖Cg‖ = ‖Ag‖ = 1.
Since F 2s (Hn) is an invariant subspace under each operator B
∗
i , i = 1, . . . , n,
relation (3.9) implies
ASi = [PHs(Si ⊗ IY)|Hs]A, i = 1, . . . , n.
According to Theorem 3.5, there exists Mϕ ∈ R
∞
n ⊗¯B(C,Y) such that
PHsMϕ = A, ‖A‖ = ‖Mϕ‖, and Mϕg = Ag.
Hence, we infer that
(PF 2s (Hn)⊗YMϕ|F
2
s (Hn))g = Cg.
Setting G := PF 2s (Hn)⊗YMϕ|F
2
s (Hn) and using the identification of W
∞
n with
the algebra of analytic multipliers of F 2s (Hn) (see [6]), it is clear that G ∈
W∞n ⊗¯B(C,Y) has the required properties. The proof is complete. 
We remark that one can obtain versions of Theorem 3.5 and Theorem 3.6 when
‖A‖ = t and t > 0.
3.2. Maximal entropy solution for the Carathe´odory-Schur interpola-
tion problem for analytic Toeplitz algebras. Let q :=
∑
|α|≤m−1
Rα ⊗ Aα,
Aα ∈ B(E1, E2), be a polynomial in R
∞
n ⊗¯B(E1, E2) and let
(3.11) d∞ := inf {‖G‖ : G ∈ R
∞
n ⊗¯B(E1, E2) and Gα = Aα, if |α| ≤ m− 1} ,
where {Gα}α∈F+n are the Fourier coefficients of G. The Carathe´odory-Schur (see
[12], [61]) optimization problem (3.11) is to find G ∈ R∞n ⊗¯B(E1, E2) with the
smallest norm subject to the constraint
(3.12) Gα = Aα if α ∈ F
+
n , |α| ≤ m− 1.
The Carathe´odory-Schur interpolation problem with tolerance t > d∞ is to find
G with ‖G‖ ≤ t subject to the the same constraint. In [44], we proved that
d∞ = ‖A‖, where A := PPm−1⊗E2q and Pm−1 denotes the set of all polynomials
in F 2(Hn) of degree ≤ m− 1.
In what follows, we provide an explicit form of the maximal entropy solution
for the Carathe´odory-Schur interpolation problem with tolerance t > d∞. For
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each j = 1, 2, define the Fourier transform Fj : ℓ
2(F+n ) ⊗ Ej → F
2(Hn) ⊗ Ej by
setting
(3.13) Fj [(yα)α∈F+n ] =
∑
α∈F+n
eα ⊗ yα
for any (yα)α∈F+n ∈ ℓ
2(F+n )⊗ Ej.
Theorem 3.7. Let q :=
∑
|α|≤m−1
Rα ⊗ Aα, Aα ∈ B(E1, E2), be a polynomial in
R∞n ⊗¯B(E1, E2), and let M := [Aα,β ]α|,|β|≤m−1 be the operator matrix defined by
Aα,β :=
{
Aα\β, if α ≥ β
0, otherwise.
Let t > d∞ = ‖M‖ and define the operators ψ : E1 → F
2(Hn) ⊗ E1 and
θ : E1 → F
2(Hn)⊗ E2 by
(3.14) ψ := F1(t
2I−M∗M)−1


IE1
0
...
0

 and θ := F2M(t2I−M∗M)−1


IE1
0
...
0

 ,
where F1,F2 are the Fourier transforms defined by relation (3.13). Then the
operator
Mϕ := MθM
−1
ψ ∈ R
∞
n ⊗¯B(E1, E2)
is the central solution for the Carathe´odory-Schur interpolation problem with tol-
erance t. Moreover, if dimE1 <∞, then Mϕ is the maximal entropy solution.
Proof. Let H′ := Pm−1⊗E2 and T
′
i ∈ B(H
′) be defined by T ′i := PH′(Si⊗IE2)|H
′,
i = 1, . . . , n. Setting
A := PH′q : F
2(Hn)⊗ E1 → H
′ ⊂ F 2(Hn)⊗ E2,
we can apply Theorem 3.3 to A and find the central intertwining lifting B˜c of
A given by B˜c = MθM
−1
ψ in R
∞
n ⊗¯B(E1, E2), where θ, ψ are defined as in (3.5).
Since AF1 = F2[M 0], we have
θh = A(t2I −A∗A)−1(1⊗ h)
= AF1F
−1
1 (t
2I −A∗A)−1F1F
−1
1 (1⊗ h)
= F2M(t
2I −M∗M)−1


IE1
0
...
0

h
for any h ∈ E1. Similarly, one can get the formula for ψ. Using again Theorem
3.3, we can complete the proof. 
Now, we obtain an explicit solution for the Carathe´odory-Schur optimization
problem (3.11) for the analytic Toeplitz algebra R∞n . Denote
N := card {α ∈ F+n : |α| ≤ m− 1}.
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Theorem 3.8. Let q :=
∑
|α|≤m−1 aαRα, aα ∈ C, be a polynomial in R
∞
n , and
let M := [aα,β]α|,|β|≤m−1 be the matrix defined by
aα,β :=
{
aα\β, if α ≥ β
0, otherwise.
Let y ∈ CN be any vector which attains the norm of M . Then there is a unique
ϕ ∈ R∞n such that its first N Fourier coefficients are aα, |α| ≤ m − 1, and
‖ϕ‖ = d∞ = ‖M‖. Moreover,
1
d∞
ϕ is inner and ϕ is uniquely determined by the
equation
(3.15) ϕFy = FMy,
where F : ℓ2(F+n )→ F
2(Hn) is the Fourier transform defined by
F [(aα)α∈F+n ] =
∑
α∈F+n
aαeα
for any (aα)α∈F+n ∈ ℓ
2(F+n ).
Proof. Let H′ := Pm−1, Y := C, and define the operator
A := PH′q : F
2(Hn)→ H
′ ⊂ F 2(Hn).
Applying Theorem 3.5 in this setting, we find Mϕ ∈ R
∞
n such that its first N
Fourier coefficients are aα, |α| ≤ m − 1, and ‖Mϕ‖ = d∞ = ‖M‖. Moreover
1
d∞
Mϕ is inner and Mϕ is uniquely determined by the equation
(3.16) Mϕg = Ag,
where g is any vector in F 2(Hn) where A attains its norm. On the other hand, if
y ∈ CN is a vector whereM attains its norm, then Fy is a vector where A attains
its norm. Therefore, relation (3.16) implies (3.15). The proof is complete. 
We mention that, using Corollary 3.4 and Theorem 3.6, one can obtain multi-
variable commutative versions of Theorem 3.7 and Theorem 3.8 forW∞n ⊗¯B(E1, E2)
andW∞n , respectively. On the other hand, Theorem 3.8 can be extended to poly-
nomials q ∈ R∞n ⊗¯B(C, E2), where E2 is an arbitrary Hilbert space.
3.3. Maximal entropy solution for the Nevanlinna-Pick interpolation
problem with operatorial argument in several variables. In this section,
we obtain explicit forms for the maximal entropy solution of the left tangential
Nevanlinna-Pick (see [35]) interpolation problem with operatorial argument in
several variables (see Theorem 3.9) as well as for its entropy (Theorem 3.11).
As in [55], the spectral radius associated with a sequence of operators Z :=
(Z1, . . . , Zn), Zi ∈ B(Y), is given by
r(Z) := lim
k→∞
‖
∑
|α|=k
ZαZ
∗
α‖
1/2k = inf
k→∞
‖
∑
|α|=k
ZαZ
∗
α‖
1/2k.
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Note that if Z1Z
∗
1 + · · · + ZnZ
∗
n < rIY with 0 < r < 1, then r(Z) < 1. Any
element f in F∞n ⊗¯B(H,Y) has a unique Fourier representation
f ∼
∑
α∈F+n
Sα ⊗A(α)
for some operators A(α) ∈ B(H,Y) such that∑
α∈F+n
A∗(α)A(α) ≤ ‖f‖
2I.
If r(Z) < 1, it makes sense to define the evaluation of f at (Z1, . . . , Zn) by setting
(3.17) f(Z1, . . . , Zn) :=
∞∑
k=0
∑
|α|=k
Zα˜A(α).
Now, using the fact that the spectral radius of Z is strictly less than 1, one can
prove the norm convergence of the series (3.17).
Given C ∈ B(H,Y), we define the controllability operator W{Z,C} : F
2(Hn)⊗
H → Y associated with {Z, C} by setting
W{Z,C}

∑
α∈F+n
eα ⊗ hα

 := ∞∑
k=0
∑
|α|=k
Zα˜Chα,
where α˜ is the reverse of α := gi1 · · · gik ∈ F
+
n , i.e., α˜ := gik · · · gi1 . Since r(Z) <
1, note that W{Z,C} is a well-defined bounded operator. We call the positive
operator G{Z,C} :=W{Z,C}W
∗
{Z,C} the controllability grammian for {Z, C}. It is
easy to see that
(3.18) G{Z,C} =
∞∑
k=0
∑
|α|=k
ZαCC
∗Z∗α,
where the series converges in norm. As in the classical case (n = 1), we say that
the pair {Z, C} is controllable if its grammian G{Z,C} is strictly positive. We
remark that G{Z,C} is the unique positive solution of the Lyapunov equation
(3.19) X =
n∑
i=1
ZiXZ
∗
i + CC
∗.
Given Z := [Z1 · · · Zn] ∈ B(⊕
n
i=1Y,Y) with r(Z) < 1, and the operators
B ∈ B(K,Y) and C ∈ B(H,Y), we note that
W{Z,B}(Ri ⊗ IK) = ZiW{Z,B} and
W{Z,C}(Ri ⊗ IH) = ZiW{Z,C} for any i = 1, . . . , n.
(3.20)
On the other hand, if Φ ∈ F∞n ⊗¯B(H,K) has the Fourier representation
Φ ∼
∑
α∈F+n
Sα ⊗A(α),
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then
(3.21) [(I ⊗B)Φ](Z) = C
if and only if
∞∑
k=0
∑
|α|=k
Zα˜BA(α) = C.
A straightforward computation on the elements of the form eβ⊗h, h ∈ H, β ∈ F
+
n ,
shows that relation (3.21) holds if and only if
(3.22) W{Z,B}Φ =W{Z,C}.
Consider the optimization problem
(3.23) d∞(Z, B,C) := inf {‖Θ‖ : [(I ⊗B)Θ](Z) = C, Θ ∈ F
∞
n ⊗¯B(H,K)} ,
which we call the standard left tangential Nevanlinna-Pick interpolation problem
with multivariable operatorial argument. According to Theorem 7.2 from [55],
we have d∞ := d∞(Z, B,C) <∞, if and only if there exists a bounded operator
A : F 2(Hn)⊗H → H
′ := range W ∗{Z,B} ⊆ F
2(Hn)⊗K
such that
(3.24) W{Z,B}A =W{Z,C}.
Moreover, in this case A is uniquely determined and there exists an operator
Θopt ∈ F
∞
n ⊗¯B(H,K) such that [(I ⊗B)Θopt](Z) = C and
(3.25) d∞ = ‖A‖ = ‖Θopt‖.
Setting T ′i := PH′(Ri⊗IK)|H
′, we have T ′iA = A(Ri⊗IH) for any i = 1, . . . , n. It
is easy to see that Aˆ is an intertwining lifting of A with respect to {Ri ⊗ IK}
n
i=1
if and only if Aˆ = Θ for some Θ ∈ F∞n ⊗¯B(H,K) such that W{Z,B}Θ = W{Z,C}.
Using this fact, one can see that the optimization problem (3.23) is equivalent to
the following
(3.26) d∞(Z, B,C) := inf
{
‖Aˆ‖ : Aˆ is an intertwining lifting of A
}
.
On the other hand, we say that Θc ∈ F
∞
n ⊗¯B(H,K) is the central interpolant
for the standard Nevanlinna-Pick problem with tolerance t > 0 if Θc is the central
intertwining lifting of A with tolerance t, i.e., ‖Θc‖ ≤ t. In [55], we proved that,
given t > 0, there exists Θ ∈ F∞n ⊗¯B(H,K) satisfying
(3.27) [(I ⊗B)Θ](Z) = C and ‖Θ‖ ≤ t,
if and only if
t2G{Z,B} −G{Z,C} ≥ 0,
where G{Z,B} and G{Z,C} are the grammians for {Z, B} and {Z, C}, respectively.
Now, using the results from previous sections, we deduce that Θc is the maximal
entropy of the interpolation problem (3.27), if dimH <∞.
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In what follows, assume that the grammian G{Z,B} is strictly positive. Ac-
cording to [55], there exists Θopt ∈ F
∞
n ⊗¯B(H,K) solving the problem (3.23), i.e.,
(3.28) [(I ⊗B)Θopt](Z) = C and d∞ = ‖Θopt‖.
Moreover, the spectral radius of G{Z,C}G
−1
{Z,B} is equal to d
2
∞.
Now, we can obtain an explicit form for the maximal entropy solution of the
standard left tangential Nevanlinna-Pick interpolation problem with operatorial
argument in several variables.
Theorem 3.9. Let Z := [Z1 · · · Zn] ∈ B(⊕
n
i=1Y,Y), B ∈ B(K,Y), and C ∈
B(H,Y) be operators such that r(Z) < 1 and the grammian G{Z,B} is strictly
positive. Then d∞ <∞ and the central interpolant Θt with tolerance t > d∞ for
the standard left tangential Nevanlinna-Pick problem with operatorial argument
is given by
Θt = ΦΨ
−1,
where Φ ∈ F∞n ⊗¯B(H,K) and Ψ ∈ F
∞
n ⊗¯B(H) are analytic Toeplitz operators
defined by
Φ :=
∑
α∈F+n
Sα ⊗B
∗(Zα˜)
∗(t2G{Z,B} −G{Z,C})
−1C and
Ψ :=
1
t2

I + ∑
α∈F+n
Sα ⊗ C
∗(Zα˜)
∗(t2G{Z,B} −G{Z,C})
−1C.


In particular, Θt ∈ F
∞
n ⊗¯B(H,K) is an analytic Toeplitz operator such that
[(I ⊗B)Θt](Z1, . . . , Zn) = C and ‖Θt‖ < t.
Proof. Since the grammian G{Z,B} is strictly positive, the operator W
∗
{Z,B} has
closed range and
Prange W ∗
{Z,B}
=W ∗{Z,B}G
−1
{Z,B}W{Z,B}.
Note that the operator
(3.29) A :=W ∗{Z,B}G
−1
{Z,B}W{Z,C}
satisfies the equation W{Z,B}A =W{Z,C} and
A(Ri ⊗ IH) = ATi, i = 1, . . . , n,
where
T ′i := PH′(Ri ⊗ IK)|H
′ and H′ := range W ∗{Z,B}.
Since d∞ = ‖A‖, we have ‖A‖ < t. On the other hand, since
W{Z,B}AA
∗W ∗{Z,B} =W{Z,C}W
∗
{Z,C},
it is easy to see that the operator t2G{Z,B} −G{Z,C} is strictly positive. Let Bc
be the central intertwining lifting of A with respect to {Ri⊗IK}
n
i=1 and tolerance
t. Then Bc ∈ F
∞
n ⊗¯B(H,K), ‖Bc‖ ≤ t, and W{Z,B}Bc =W{Z,C}.
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Now, we use Theorem 3.3 to find an explicit formula for Bc. To this end,
according to relation (3.29), straightforward calculations show that
D2A,t := t
2I −A∗A = t2I −W ∗{Z,C}G
−1
{Z,B}W{Z,C}
and
(3.30) D−2A,t =
1
t2
[
I +W ∗{Z,C}
(
t2G{Z,B} −G{Z,C}
)−1
W{Z,C}
]
.
Hence, and using again relation (3.29), we obtain
AD−2A,t =W
∗
{Z,B}
(
t2G{Z,B} −W{Z,C}
)−1
W{Z,C}.
Note that W{Z,C}(1⊗ h) = Ch, h ∈ H, and
W ∗{Z,C}y =
∑
α∈F+n
eα ⊗ C
∗(Zα˜)
∗y, y ∈ Y.
Therefore, the above equations imply
D−2A,t(1⊗ h) =
1
t2

1⊗ h+ ∑
α∈F+n
eα ⊗ C
∗(Zα˜)
∗
(
t2G{Z,B} −G{Z,C}
)−1
Ch


and
AD−2A,t(1⊗ h) =
∑
α∈F+n
eα ⊗B
∗(Zα˜)
∗
(
t2G{Z,B} −G{Z,C}
)−1
Ch
for any h ∈ H.
Now applying Theorem 3.3 to the operator A, which satisfies ‖A‖ < t, we find
the explicit forms for Φ and Ψ mentioned in the theorem. According to Corollary
2.16 and Theorem 2.18, the operator Ψ is invertible in F∞n ⊗¯B(H) and
t2I −Θ∗tΘt = Ψ
∗Ψ.
This implies ‖Θt‖ < t, and the proof is complete. 
Remark 3.10. Under the conditions of Theorem 3.9, the operators Φ and Ψ
satisfy the following state space formulas
Φ = (I ⊗B∗)
(
I −
n∑
i=1
Si ⊗ Z
∗
i
)−1 (
I ⊗ (t2G{Z,B} −G{Z,C})
−1C
)
,
Ψ =
1
t2

I + (I ⊗ C∗)
(
I −
n∑
i=1
Si ⊗ Z
∗
i
)−1 (
I ⊗ (t2G{Z,B} −G{Z,C})
−1C
) .
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Proof. Note that, for any k = 1, 2, . . . , the operators Sα, |α| = k, are isometries
with orthogonal ranges. Now, it is easy to see that
‖(S1 ⊗ Z
∗
1 + · · ·+ Sn ⊗ Z
∗
n)
k‖ =
∥∥∥∥∥∥
∑
|α|=k
Sα ⊗ Z
∗
α˜
∥∥∥∥∥∥
=
∥∥∥∥∥∥

∑
|α|=k
S∗α ⊗ Zα˜



∑
|α|=k
Sα ⊗ Z
∗
α˜


∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
|α|=k
I ⊗ Zα˜Z
∗
α˜
∥∥∥∥∥∥
1/2
=
∥∥∥∥∥∥
∑
|α|=k
ZαZ
∗
α
∥∥∥∥∥∥
1/2
.
Since r(Z) < 1, the root test implies the convergence of the series
∞∑
k=0
‖(S1 ⊗ Z
∗
1 + · · ·+ Sn ⊗ Z
∗
n)
k‖.
Hence, it is clear that
(I − S1 ⊗ Z
∗
1 − . . .− Sn ⊗ Z
∗
n)
−1 =
∞∑
k=0
∑
|α|=k
Sα ⊗ Z
∗
α˜.
Using Theorem 3.9, we can complete the proof. 
Let Θ ∈ F∞n ⊗¯B(H,K) be an interpolant for the standard Nevanlinna-Pick
problem with tolerance t, i.e.,
(3.31) [(I ⊗B)Θ](Z) = C and ‖Θ‖ ≤ t.
Define
〈∆(Θ)x, x〉 = inf{
〈
(t2I −Θ∗Θ)(x− p), x− p
〉
: p ∈ F 2(Hn)⊗H and p(0) = 0}
for any x ∈ H. If H is finite dimensional, then the entropy of Θ is defined by
E(Θ) := ln det∆(Θ).
According to Theorem 2.9, we have ∆(Ψ) ≤ ∆(Θt), where Θt is the central
interpolant for the problem (3.31) and Ψ is any interpolant for the same problem.
Moreover, if dimH <∞, then Corollary 2.21 shows that E(Θt) ≥ E(Ψ), i.e., Θt
is a maximal entropy interpolant.
Now, we can prove the following result.
Theorem 3.11. Let Z := [Z1 · · · Zn] ∈ B(⊕
n
i=1Y,Y), B ∈ B(K,Y), and
C ∈ B(H,Y) be operators such that r(Z) < 1 and the grammian G{Z,B} is
strictly positive. Then the central interpolant Θt with tolerance t > d∞(Z, B,C)
is the maximal interpolant for the standard left Nevanlinna-Pick problem with
operatorial argument and tolerance t, and
(3.32) ∆(Θt) =
1
t2
[
IH + C
∗
(
t2G{Z,B} −G{Z,C}
)−1
C
]
.
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If dimH <∞, then the entropy of Θt is given by
(3.33) E(Θt) = − ln det
{
1
t2
[
IH +C
∗
(
t2G{Z,B} −G{Z,C}
)−1
C
]}
Moreover, Θt is the maximal entropy interpolant, i.e., E(Ψ) ≤ E(Θt) for any
interpolant Ψ, and E(Θt) = E(Ψ) if and only if Θt = Ψ.
Proof. According to Theorem 2.9 (when ‖A‖ < t) and Theorem 3.9, we have
∆(Θt) = ∆(A) = PHD
−1
A,t|H.
Using relation (3.30) and the definition of W{Z,C} and W{Z,B}, we get equation
(3.32). Now, we can use Theorem 2.18 to obtain (3.33). The last part of the
theorem follows by applying Corollary 2.21 to our setting. The proof is complete.

Let H, K, and Yi, i = 1, . . . ,m, be Hilbert spaces and consider the operators
Bj : K → Yj , Cj : H → Yj , j = 1, . . . ,m,
Λj := [Λj1 · · · Λjn] : ⊕
n
i=1Yj → Yj, j = 1, . . . ,m,
(3.34)
such that r(Λj) < 1 for any j = 1, . . . ,m. The left tangential Nevanlinna-Pick
interpolation problem with operatorial argument and tolerance t > 0 for the
tensor product F∞n ⊗¯B(H,K) is to find Φ in F
∞
n ⊗¯B(H,K) such that ‖Φ‖ ≤ t and
(3.35) [(I ⊗Bj)Φ](Λj) = Cj , j = 1, . . . ,m.
Define the following operators
B :=

B1...
Bm

 : K → ⊕mj=1Yj, C :=

C1...
Cm

 : H → ⊕mj=1Yj ,
and Z := [Z1 · · · Zn], where Zi is the diagonal operator defined by
Zi :=


Λ1i
0
...
0
0
Λ2i
...
0
0
0
...
Λmi

 : ⊕mj=1Yj → ⊕mj=1Yj
for any i = 1, . . . , n. Note that the interpolation relation (3.35) is equivalent to
relation (3.21) and we have
t2G{Z,B} −G{Z,C} =
∞∑
p=0
∑
|α|=p
Zα[t
2BB∗ − CC∗]Z∗α
=

 ∞∑
p=0
∑
|α|=p
Λjα[t
2BjB
∗
k − CjC
∗
k ]Λ
∗
kα

m
j,k=1
whereW{Z,B} andW{Z,C} are the controllability operators associated with {Z, B}
and {Z, C}, respectively.
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It [55], we proved that the left tangential Nevanlinna-Pick interpolation prob-
lem with data Λj , Bj , and Cj, j = 1, . . . ,m, and tolerance t > 0, has a solution
if and only if the operator matrix
(3.36)

 ∞∑
p=0
∑
|α|=p
Λjα[t
2BjB
∗
k −CjC
∗
k ]Λ
∗
kα

m
j,k=1
is positive semidefinite.
Remark 3.12. All the results of this section can be written for the left tangential
Nevanlinna-Pick interpolation problem with operatorial argument with data Λj ,
Bj , and Cj, j = 1, . . . ,m, and tolerance t > 0. In particular, one can obtain an
explicit form of the maximal entropy solution of the above mentioned interpolation
problem.
3.4. Maximal entropy interpolation on the unit ball of Cn. In this section,
we present some consequences of the results of this paper to analytic interpolation
on the open unit ball Bn of C
n. Let zj := (zj1, . . . , zjn), j = 1, . . . ,m, be distinct
points in Bn, and let Bj ∈ B(K,Yj), Cj ∈ B(H,Yj), j = 1, . . . ,m. The left
tangential Nevanlinna-Pick interpolation problem with data zj ∈ Bn, Bj, Cj ,
j = 1, . . . ,m, and tolerance t > 0, is to find Θ ∈ F∞n ⊗¯B(H,K) such that
(3.37) BjΘ(zj) = Cj, j = 1, . . . ,m,
and ‖Θ‖ ≤ t. We proved in [46] that this interpolation problem has solution if
and only if the operator matrix[
t2BjB
∗
k − CjC
∗
k
1− 〈zj , zk〉
]m
j,k=1
is positive semidefinite. Now, as a consequence of the results of Section 3.3,
we can find the maximal entropy solution of the interpolation problem (3.37).
Moreover, under certain natural conditions, we obtain an explicit form for the
unique solution of the Nevanlinna-Pick optimization problem (see Theorem 3.14).
Finally, we apply our permanence principle to the Nevanlinna-Pick interpolation
problem on the unit ball (see Theorem 3.16).
First, we obtain an explicit form for the maximal entropy solution of the left
tangential Nevanlinna-Pick interpolation problem with tolerance t on the unit
ball, under certain natural conditions.
Theorem 3.13. Let zj := (zj1, . . . , zjn), j = 1, . . . ,m, be distinct points in Bn,
and let Bj ∈ B(K,Yj), Cj ∈ B(H,Yj), j = 1, . . . ,m, be operators such that the
grammian
(3.38)
[
BjB
∗
k
1− 〈zj , zk〉
]m
j,k=1
is strictly positive. Let t > d∞ and let Θt be the central interpolant for the left
tangential Nevanlinna-Pick interpolation problem with tolerance t. Then Θt(λ) =
Φ(λ)Ψ(λ)−1 where, for any λ = (λ1, . . . , λn) ∈ Bn,
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Φ(λ1, . . . , λn) = B
∗
(
I −
n∑
i=1
λiZ
∗
i
)−1([
t2BjB
∗
k −CjC
∗
k
1− 〈zj , zk〉
]m
j,k=1
)−1
C
and
Ψ(λ1, . . . , λn) =
1
t2

I + C∗
(
I −
n∑
i=1
λiZ
∗
i
)−1([
t2BjB
∗
k − CjC
∗
k
1− 〈zj, zk〉
]m
j,k=1
)−1
C

 ,
where
(3.39) Zi :=

z1iIYi 0 · · · 00 z2iIYi · · · 0
0 0 · · · zmiIYi

 , B =

B1...
Bm

 , C =

C1...
Cm


for any i = 1, . . . , n. In particular, if dimH < ∞, then Θt is the maximal
entropy solution satisfying ‖Θt‖ < t and BjΘt(zj) = Cj for any j = 1, . . . ,m.
Moreover, the entropy of Θt is given by
E(Θt) = − ln det

 1t2

I + C∗
([
t2BjB
∗
k − CjC
∗
k
1− 〈zj , zk〉
]m
j,k=1
)−1
C



 .
Proof. Let zj := (zj1, . . . , zjn), j = 1, . . . ,m, be distinct points in Bn. Note that
for any j, k = 1, . . . ,m, we have∑
α∈F+n
zjαz¯kα =
1
1− 〈zj , zk〉
.
A simple computation shows that
G{Z,B} =

∑
α∈F+n
zjαz¯kαBjBk

m
j,k=1
=
[
BjB
∗
k
1− 〈zj , zk〉
]m
j,k=1
.
Therefore, we have
t2G{Z,B} −G{Z,C} =
[
t2BjB
∗
k − CjC
∗
k
1− 〈zj , zk〉
]m
j,k=1
,
where Z := [Z1 · · · Zn]. Since r(Z) < 1 and the grammian G{Z,B} is strictly
positive, we have d∞ < ∞ (see Section 3.3). Now, we can apply Theorem 3.9
and find the central interpolant Θt for the left tangential Nevanlinna-Pick inter-
polation problem with tolerance t > d∞, on the unit ball. Using Remark 3.10,
and taking the compression of Θt to the symmetric Fock space, we get the cor-
responding formulas for Φ(λ1, . . . , λn) and Ψ(λ1, . . . , λn). To complete the proof
of the theorem, we need now to use Theorem 3.11 in our particular setting. 
As mentioned in Section 3.3, if the grammian G{Z,B} is strictly positive, then
there exists Θopt ∈ F
∞
n ⊗¯B(H,K) solving the problem
(3.40) [(I ⊗B)Θopt](Z) = C and d∞ = ‖Θopt‖.
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In what follows, we find an explicit form for the unique solution of the optimiza-
tion problem (3.40) on the unit ball Bn.
Theorem 3.14. Let zj := (zj1, . . . , zjn), j = 1, . . . ,m, be distinct points in
Bn, and Zi be defined as in (3.39). Let Bj ∈ B(K,Yj) and Cj ∈ B(C,Yj),
j = 1, . . . ,m, be operators with dimYj <∞ and such that the grammian[
BjB
∗
k
1− 〈zj , zk〉
]m
j,k=1
is strictly positive. Then the unique solution Θopt ∈ F
∞
n ⊗¯B(C,K) for the Nevanlinna-
Pick optimization problem satisfies the equation
(3.41) Θopt(λ1, . . . , λn) =
d2∞[B
∗
1 · · ·B
∗
n](I − λ1Z
∗
1 − · · · − λnZ
∗
n)
−1x
[C∗1 · · ·C
∗
n](I − λ1Z
∗
1 − · · · − λnZ
∗
n)
−1x
,
where λ = (λ1, . . . , λn) ∈ Bn, Zi is given by (3.39), and x is the eigenvector
corresponding to the largest eigenvalue λmax of the operator([
BjB
∗
k
1− 〈zj , zk〉
]m
j,k=1
)−1 [
CjC
∗
k
1− 〈zj , zk〉
]m
j,k=1
.
Moreover, d2∞ = λmax and
1
d∞
Θopt is inner in F
∞
n ⊗¯B(C,K). In particular,
‖Θopt‖ = d∞, BjΘopt(zj) = Cj, for any j = 1, . . . ,m.
Proof. Let Z := [Z1 · · · Zn] ∈ B(⊕
n
i=1Y,Y), B ∈ B(K,Y), and C ∈ B(C,Y)
be the data for the standard left Nevanlinna-Pick interpolation problem, where
dimY <∞. First we prove that if r(Z) < 1 and G{Z,B} is strictly positive, then
there is a unique solution Θ ∈ F∞n ⊗¯B(C,K) for the interpolation problem (3.28),
given by the equation
(3.42) Θ

∑
α∈F+n
eα ⊗ C
∗Z∗α˜x

 = d2∞ ∑
α∈F+n
eα ⊗B
∗Z∗α˜x,
where x is the eigenvector corresponding to the largest eigenvalue λmax of the
operator G−1{Z,B}G{Z,C} ∈ B(Y). Moreover, d
2
∞ = λmax and
1
d∞
Θ is inner.
Indeed, we know that if G{Z,B} is strictly positive, then the operator
A =W ∗{Z,B}G
−1
{Z,B}W{Z,C}
satisfies relation (3.24). Let x be an eigenvector corresponding to the largest
eigenvalue λmax of G
−1
{Z,B}G{Z,C}. Using the above form of A, we get
A∗AW ∗{Z,C} = A
∗A(A∗W ∗{Z,B}x) = A
∗W ∗{Z,B}G
−1
{Z,B}G{Z,C}x
= λmaxA
∗W ∗{Z,B}x = λmaxW
∗
{Z,C}x.
On the other hand, note that W ∗{Z,C}x 6= 0 because W
∗
{Z,B}x 6= 0 is the eigen-
vector corresponding to the largest eigenvalue λmax of AA
∗. Since Y is finite
dimensional, the operator A attains its norm at the vector g := W ∗{Z,C}x.
Now, we use Theorem 3.5 to solve the optimization problem (3.26). First,
note that the operator G∗{Z,B} is one-to-one and onto H
′ (see Section 3.3 for the
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definition of H′). Now, one can easily see that AA∗ is similar to G−1{Z,B}G{Z,C}.
In particular, if λmax is the largest eigenvalue of G
−1
{Z,B}G{Z,C}, then
λmax = ‖AA
∗‖ = ‖A‖2 = d2∞.
Note that
W ∗{Z,C}x =
∑
α∈F+n
eα ⊗ C
∗Z∗α˜x
and
AW ∗{Z,C}x =W
∗
{Z,B}G
−1
{Z,B}G{Z,C}x = λmaxW
∗
{Z,B}x
= λmax
∑
α∈F+n
eα ⊗B
∗Z∗α˜x.
Therefore, according to the R∞n -version of Theorem 3.5, the equation (3.42) holds.
Since r(Z) < 1, as in the proof of Remark 3.10, the equation (3.42) becomes
Θ[(I ⊗ C∗)(I − S1 ⊗ Z
∗
1 − · · · − Sn ⊗ Z
∗
n)
−1(1⊗ x)
= d∞(I ⊗B
∗)(I − S1 ⊗ Z
∗
1 − · · · − Sn ⊗ Z
∗
n)
−1(1⊗ x).
Since the symmetric Fock space F 2s (Hn) is invariant under each operator S
∗
1 , . . . , S
∗
n,
we can multiply the previous equation to the left by the orthogonal projection
PF 2s (Hn)⊗K and obtain
Θ(λ1, . . . , λn)C
∗(I − λ1Z
∗
1 − · · · − λnZ
∗
n)
−1x
= d2∞B
∗(I − λ1Z
∗
1 − · · · − λnZ
∗
n)
−1x
for any (λ1, . . . , λn) ∈ Bn. Here, we used the identification of W
∞
n with the
algebra of analytic multipliers of the symmetric Fock space F 2s (Hn) (see [6]).
Therefore, setting Θopt := Θ, the relation (3.41) follows. The proof is complete.

In what follows, we present an application of the permanence principle to the
Nevanlinna-Pick interpolation problem on the unit ball Bn. Let z1, . . . , zk be
distinct points in the unit ball Bn, and let Cj ∈ B(K,K
′), j = 1, . . . , k. The
Nevanlinna-Pick interpolation problem with tolerance t for R∞n ⊗¯B(K,K
′) is to
find Φ ∈ R∞n ⊗¯B(K,K
′) such that
(3.43) ‖Φ‖ ≤ t and Φ(zj) = Cj, j = 1, . . . , k.
According to [53], this problem has solutions if and only ‖PN ′Ψ‖ ≤ t, where
Ψ ∈ R∞n ⊗¯B(K,K
′) is an arbitrary operator such that Ψ(zj) = Cj, j = 1, . . . , k,
and
(3.44) N ′ := span {fzj : j = 1, . . . , k} ⊗ K
′,
where
fλ := (I − λ¯1S1 − · · · − λ¯nSn)
−1(1) ∈ F 2(Hn)
for any λ = (λ1, . . . , λn) ∈ Bn.
In what follows we need the following factorization result for contractive multi-
analytic operators.
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Lemma 3.15. Let Θ ∈ R∞n ⊗¯B(E , E
′) be a contractive multi-analytic operator.
Then Θ admits a unique decomposition Θ = Φ⊕Λ with the following properties:
(i) Ψ ∈ R∞n ⊗¯B(E0, E
′
0) is purely contractive, i.e., ‖PE ′0Ψh‖ < ‖h‖ for any
h ∈ E0, h 6= 0;
(ii) Λ = I ⊗ U ∈ R∞n ⊗¯B(Eu, E
′
u), where U ∈ B(Eu, E
′
u) is a unitary operator;
(iii) E = E0 ⊕ Eu and E
′ = E ′0 ⊕ E
′
u.
Proof. Let Θ =
∑
α∈F+n
Rα⊗θα, θα ∈ B(E , E
′), be the Fourier representation of Θ. It
is well-known that any contraction θg0 ∈ B(E , E
′) admits a unique decomposition
θg0 = Z0 ⊕ Zu, where Z0 ∈ B(E0, E
′
0) is a pure contraction, i.e., ‖Z0h‖ < ‖h‖
for any h ∈ E0, h 6= 0, the operator Zu ∈ B(Eu, E
′
u) is unitary, and we have the
orthogonal decompositions E = E0 ⊕ Eu and E
′ = E ′0 ⊕ E
′
u. Since Zu is unitary
and Θ is contractice, we deduce
‖h‖2 = ‖Zuh‖
2 = ‖θg0h‖
2
≤
∑
α∈F+n
‖θαh‖
2 = ‖Θh‖2 ≤ ‖h‖2
for any h ∈ Eu. Therefore, we have equality and
θα|Eu = 0 for any α ∈ F
+
n , |α| ≥ 1.
Hence,
Λ := θ|F 2(Hn)⊗ Eu = I ⊗ Zu : F
2(Hn)⊗ Eu → F
2(Hn)⊗ E
′
u
is a unitary operator. Since Θ is a multi-analytic operator from F 2(Hn) ⊗ E to
F 2(Hn)⊗ E
′, we infer that
Θ(F 2(Hn)⊗ E0) ⊂ F
2(Hn)⊗ E
′
0.
Hence, Ψ := Θ|F 2(Hn)⊗E0 is purely contractive and Θ = Φ⊕Λ. The uniqueness
part is straightforward, so we omit it. 
Theorem 3.16. Let z1, . . . , zk be distinct points in the unit ball Bn, and let
Cj ∈ B(K,K
′), j = 1, . . . , k. Let
A := PN ′R ∈ B(F
2(Hn)⊗K,N
′),
where where R ∈ R∞n ⊗¯B(K,K
′) is an arbitrary operator such that R(zj) = Cj ,
j = 1, . . . , k and the subspace N ′ is defined by relation (3.44). If dimK < ∞,
then the central intertwining lifting Ψmax ∈ R
∞
n ⊗¯B(K,K
′) of A is the maximal
entropy solution for the Nevanlinna-Pick interpolation problem.
Let m > k and zk+1, . . . , zm ∈ Bn be such that z1, . . . , zk, zk+1, . . . , zm are
distinct points, and let
Cj := Ψmax(zj), j = k + 1, . . . ,m.
Then Ψmax is also the maximal entropy solution for the Nevanlinna-Pick inerpo-
lation problem with the new data {zj}
m
j=1 and {Cj}
m
j=1.
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Proof. Since N ′ is invariant under each operator S∗i ⊗ IK′ , i = 1, . . . , n, we have
(3.45) [F 2(Hn)⊗K
′]⊖N ′ = Φ(F 2(Hn)⊗K1),
where Φ ∈ R∞n ⊗¯B(K1,K
′) is an inner operator. Moreover, let us prove that Φ
is a pure inner operator. According to Lemma 3.15, we have the decomposition
Φ = χ1 ⊕ χ2 with the following properties:
(i) χ1 ∈ R
∞
n ⊗¯B(E1, E
′
1) is purely contractive;
(ii) χ2 = I ⊗ U , where U ∈ B(E2, E
′
2) is a unitary operator;
(iii) K1 = E1 ⊕ E2 and K
′ = E ′1 ⊕ E
′
2.
This implies that F 2(Hn)⊗E
′
2 is in the range of Φ. According to relation (3.45),
we have
F 2(Hn)⊗ E
′
2 ⊂ F
2(Hn)⊗K
′]⊖N ′
and therefore F 2(Hn) ⊗ E
′
2 ⊥ N
′. Hence, for any α ∈ F+n , k
′ ∈ K′, and h ∈ E ′2,
we have eα ⊗ h ⊥ fzj ⊗ k
′. Hence, and taking into account the definition of fzj ,
we get
(3.46) ziα
〈
h, k′
〉
= 0
for any k′ ∈ K′. Since z1, . . . , zk are distinct points in the unit ball Bn, we can
find ziα 6= 0. Therefore, relation (3.46) implies h = 0. This proves that E
′
2 = {0},
which shows that Φ is a pure inner operator.
Note that if Λ ∈ R∞n ⊗¯B(K,K
′), then PN ′Λ = 0 if and only if Λ(zj) = 0 for
any j = 1, . . . ,m. Now, it is clear that Ψ ∈ R∞n ⊗¯B(K,K
′) is a solution for
the Nevanlinna-Pick interpolation problem with tolerance t if and only if Ψ is a
solution for the problem (3.1), i.e.,
Ψ = R+ΘG and ‖Ψ‖ ≤ t,
where Φ is given by (3.45), and R ∈ R∞n ⊗¯B(K,K
′) is such that R(zj) = Cj,
j = 1, . . . ,m (for the existence of such operator see [4]).
Using Theorem 3.1, we see that there is a solution for the Nevanlinna-Pick
interpolation problem if and only if the operator A := PN ′R ∈ B(F
2(Hn)⊗K,N
′)
satisfies ‖A‖ ≤ t. Moreover, the central intertwining lifting of A is the maximal
entropy solution Ψmax for the Nevanlinna-Pick interpolation problem.
Since the subspace
(3.47) N ′′ := span {fzj : j = 1, . . . ,m} ⊗ K
′
is invariant under each operator S∗i ⊗ IK′ , i = 1, . . . , n, we have
[F 2(Hn)⊗K
′]⊖N ′′ = Ψ(F 2(Hn)⊗K2),
where Ψ ∈ R∞n ⊗¯B(K2,K
′) is an inner operator. Since N ′ ⊂ N ′′, we have
Ψ(F 2(Hn)⊗K2) ⊂ Φ(F
2(Hn)⊗K1).
Hence, Ψ = ΦΦ1 for some inner operator Ψ1 ∈ R
∞
n ⊗¯B(K2,K1) The Nevanlinna-
Pick interpolation with data {zj}
m
j=1 and {Cj}
m
j=1 is equivalent to the interpola-
tion problem (3.4), i.e.,
‖Γ‖ ≤ t and Γ = Ψmax +ΦΦ1G.
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Now, we can use the permanence principle of Theorem 3.2 to prove the last
part of the theorem. 
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