We develop the NILSAS algorithm, which performs adjoint sensitivity analysis of chaotic systems via computing the adjoint shadowing direction. NILSAS can be implemented with little modification to existing adjoint solvers, and its computational cost is independent of the number of parameters.
Introduction
Sensitivity analysis is a powerful tool in helping scientists and engineers design products [1, 2] , control processes and systems [3, 4] , solve inverse problems [5] , estimate simulation errors [6, 7, 8, 9] , assimilate measurement data [10, 11] and quantify uncertainties [12] .
Conventional sensitivity analysis works well for systems with a stable fixed point or a periodic orbit. However, when the system is chaotic and the objective is a long-time-averaged quantity, conventional sensitivity methods, be it tangent or adjoint, fails to provide useful sensitivity information. Chaotic dynamical systems are typically modeled as hyperbolic systems, and for hyperbolic systems many sensitivity analysis methods have been developed, such as by Lea et al. in [13, 14] , by Abramov and Majda in [15, 16] , and by Lucarini and others in [17, 18] .
Sensitivity of hyperbolic dynamical systems can be computed via the shadowing direction, which is a bounded shift of a trajectory under an infinitesimal parameter change. The existence of shadowing trajectories was first proved by Bowen [19] . Later Pilyugin [20] gave a formula for the first order difference between the shadowing trajectory and the base trajectory. In this paper we call such first order difference the shadowing direction. The Least Squares Shadowing (LSS) approach, developed by Wang et al., [21, 22, 23] , computes such shadowing direction through a minimization, and use it for sensitivity analysis.
The Non-Intrusive Least Squares Shadowing method (NILSS) developed by the author et al. [24, 25] finds a new formulation of the LSS problem which allows constraining the minimization problem in LSS to the unstable subspace. For many real-life problems, the dimension of unstable subspace is much lower than the dimension of the dynamical systems, and NILSS can be thousands times faster than LSS. A major variant of NILSS is the Finite Difference NILSS (FD-NILSS) algorithm [26] , whose implementation requires only primal solvers, but not tangent solvers. FD-NILSS has been applied to several complicated flow problems [27, 26] which were too expensive for previous sensitivity analysis methods.
The marginal cost for a new parameter in NILSS is only computing one extra inhomogeneous tangent solution. Yet for cases where there are many parameters and only a few variables, an adjoint version of NILSS is desired. The author et al. proposed a continuous adjoint version in the first publication of NILSS [24] ; however, this version of lacks the constraint on the neutral subspace, which will be explained in our current paper. Blonigan [28] developed a discrete adjoint version of NILSS, which was later implemented by Chandramoorthy et al. [29] using automatic differentiation. However, this version of adjoint NILSS requires both adjoint and tangent solvers, which can be a burden for programming.
Recently, the author defined the adjoint shadowing direction [30] for both hyperbolic flows and diffeomorphisms, which is a bounded inhomogeneous adjoint solution with several other properties. The author showed that the adjoint shadowing direction exists uniquely on a given trajectory, and can be used for adjoint sensitivity analysis. Adjoint shadowing direction is defined using only adjoint flows, giving us a chance to get rid of tangent solvers in our algorithm.
This paper presents the Non-Intrusive Least Squares Adjoint Shadowing (NILSAS) algorithm, where we construct a least squares problem to approximate the adjoint shadowing direction and then compute adjoint sensitivity. The 'non-intrusive' formulation of NILSAS allows it be built using existing adjoint solvers, and also allows the minimization be constrained to the unstable adjoint subspace. Most of this paper will be about hyperbolic flows, and we briefly discuss NILSAS for hyperbolic diffeomorphisms at the end of section 4.1. While we are writing this paper, NILSAS has already been applied on some complicated numerical problems. For example, we refer readers to section 4.3.2 of the PhD thesis of Talnikar [31] for an application on a subsonic flow over a cylinder.
We organize the rest of this paper as follows: first, we prepare our study by defining our problem and reviewing adjoint flows and adjoint shadowing directions. Then we derive the NILSAS algorithm. Then we present a detailed flowchart for our algorithm and discuss how to solve the minimization problem in the algorithm. Finally, we demonstrate NILSAS on the Lorenz 63 system.
Preparations
The governing equation of a hyperbolic flow, which models a time-evolving chaotic process, is:
This differential equation is called the primal system, and a solution u(t) is the primal solution. Here f (u, s) :
is the state, u 0 the initial condition, and s ∈ R is the parameter. For now we assume there is only one parameter; and later we will explain how it can compute sensitivities with respect to several parameters with almost no additional cost. In this paper, we assume there is only one objective, which is a long-timeaveraged quantity. To define it, we first let J(u, s) : R m × R n → R be a continuous function that represents the instantaneous objective. The objective is obtained by averaging over a semi-infinite trajectory:
We assume the system has a global attractor [23] , hence J avg only depends on s. Our goal of this paper is to develop an algorithm computing the sensitivity, dJ avg /ds, whose marginal cost for a new parameter is negligible. 
where · T is the matrix transpose. An inhomogeneous adjoint solution is a function v(t) : R → R m which solves:
where g(t) : R → R m is a vector-valued function of time.
In numerical implementations, we typically solve adjoint equations backwards in time. This is because, as shown in [30] , when solving backward in time, the dimension of the unstable adjoint subspace is the same as the unstable tangent subspace, which is typically much lower than m. On the other hand, if we solve the adjoint equation forward in time, the unstable subspace has much higher dimension, causing strong numerical instability. Definition 2. In this paper, an adjoint Covariant Lyapunov Vector (CLV) with exponent λ is a homogeneous adjoint solution ζ j (t) such that there is a constant C, for any t 1 , t 2 ∈ R,
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Notice that the time direction in the above definition is reversed: if the adjoint CLV grows exponentially backwards in time, its corresponding exponent is positive. Adjoint CLVs with positive exponents are called unstable, those with negative exponents are stable, and the adjoint CLV with zero exponent is called the neutral adjoint CLV. In this paper, we sort adjoint CLVs by descending order of their exponents.
We assume our system is uniform hyperbolic and it has a bounded global attractor. Definition of hyperbolicity can be found in most textbook on dynamical system such as [32] , and readers may also refer to [30] for a definition using the same notation as this paper. Uniform hyperbolicity requires that the tangent space can be split into stable subspace, unstable subspace, and a neutral subspace of dimension one. Together with the boundedness of the attractor, we can show the angles between two subspaces of different sets of tangent CLVs are always larger than some positive angle. As shown in the appendix of [30] , the adjoint CLVs have the same structure as the tangent ones. That is, there is only one neutral adjoint CLV, and adjoint CLVs are always bounded away from each other.
Adjoint shadowing directions
In [30] , the author defined adjoint shadowing directions, proved their unique existence on a given trajectory, and showed how to use them for adjoint sensitivity analysis. We briefly restate the main results in this subsection.
Definition 3. On a trajectory u(t), t ≥ 0 on the attractor, the adjoint shadowing direction v ∞ : R + → R m is defined as a function with the following properties:
1. v ∞ solves the inhomogeneous adjoint equation:
where subscripts are partial derivatives, that is,
is bounded by a constant for all t ∈ R + . 4. The averaged inner-product of v ∞ and f is zero:
where ·, · is the inner-product on Euclidean space.
Theorem 1. For a uniform hyperbolic dynamical system with a global compact attractor, on a trajectory on the attractor, there exists a unique adjoint shadowing direction. Further, we have the adjoint sensitivity formula:
Rather than giving an explicit expression of adjoint shadowing directions, which can be found as well in [30] , the definition is stated as a criterion, where we check several properties to determine if a function is indeed the adjoint shadowing direction. In fact, the author forged this definition for designing the NILSAS algorithm, which will be revealed in the next section.
Deriving NILSAS

The non-intrusive formulation
On a finite trajectory of time span [0, T ], the NILSAS algorithm computes a v which approximates v ∞ . Since the definition of adjoint shadowing direction is similar to tangent shadowing direction, it is not surprising that NILSAS has similar formulation and convergence as NILSS.
In NILSAS, we first strictly enforce the first property of adjoint shadowing directions by constraining our solutions to inhomogeneous adjoint solutions. The second property is changed to a symmetric statement about stable component in v(T ). The third property is approximated by minimizing the L 2 norm of the inhomogeneous adjoint solution. The fourth property is strictly enforced by adding a constraint to our minimization problem. In this subsection, we explain why the v given by this reverse-engineering is a good approximation of v ∞ . Our algorithm strictly enforces the first property of v ∞ . To do this, we represent the solution set of equation (6) as a particular solution plus the space of homogeneous solutions. We select the particular solution as the conventional inhomogeneous adjoint solution v * , which is defined as the solution of:
Then we select the collection of all adjoint CLVs, Z = [ζ 1 , · · · , ζ m ], all of which have terminal condition ζ j (T ) = 1, as the basis of the space of homogeneous solutions. Hence we can enforce the first property by considering candidates only in the following form for some {a j } m j=1 :
where the coefficients a = [a 1 , ..., a m ] T is a column vector. Another interpretation of our way of enforcing the first property is that, we want to start v from v * , and modify by adding adjoint CLVs to approximate v ∞ ; in other words, the coefficients a should be such that Za ≈ v ∞ − v * . We then use other properties to determine the coefficients for stable, unstable, and neutral CLVs.
When defining adjoint shadowing directions in [30] , the author was considering functions defined starting from time zero, whereas in our case here, adjoint solutions are solved from T backwards in time. Hence, in order to have the sensitivity formula, we change the second property to a symmetric statement, that is, we want the stable component in v(T ) be in the order O(1), meaning be bounded by a constant independent of T . Equivalently, we require coefficients for stable CLVs be O(1).
; since stable CLVs decay exponentially fast, their contribution in v − v ∞ can be neglected. To mimic the boundedness in the third property of adjoint shadowing directions, we minimize v L 2 , which determines the coefficients for the unstable CLVs. Indeed, this minimization removes significant unstable CLVs from v − v ∞ , since otherwise this difference would grow exponentially, and since v ∞ is bounded, v would have large L 2 norm. We strictly enforce the fourth property of v. This determines the coefficient for the neutral adjoint CLV, since as shown in [30] , f is always orthogonal to nonneutral adjoint CLVs. Moreover, since the neutral adjoint CLV is bounded, we can allow its coefficient be O(1) without jeopardizing the boundedness property we used earlier. In fact, the adjoint NILSS in [24] lacks exactly this constraint on the neutral adjoint CLV.
To summarize, coefficients for unstable adjoint CLVs are determined via a minimization, the coefficient for the neutral adjoint CLV via equation (7), and we do not care coefficients for stable adjoint CLVs too much. Hence there is no need to provide stable CLVs to our algorithm; it is even unnecessary to provide accurate non-stable CLVs, they can contain some stable components at T . Further, we care not individual CLVs but only their span. Hence we can replace Z by W = [w 1 , · · · , w M ], with M ≥ m us + 1, m us being the number of unstable CLVs, and {w j } M j=1 are homogeneous adjoint solutions whose nonstable components at T span the entire non-stable subspace. Such a set of solutions can be obtained by solving homogeneous adjoint equations from almost all terminal conditions of M randomized unit vectors.
With above discussions, we see that our algorithm should first solve the NILSAS problem on one segment:
This is simply a least squares problem with arguments a ∈ R M . Notice that all adjoint solutions can be computed after making little modifications to existing adjoint solvers, thus comes the name 'non-intrusive'. Letting v = v + W a, we can compute sensitivity via equation (8) averaged on a finite trajectory:
We further remark that, in contrast to [28] , we intentionally formulated adjoint shadowing directions and NILSAS to not explicitly depend on the fact that inner-products between adjoint and tangent solutions are constants, a property described by lemma B.1 in [30] . Since this property holds true only for analytic solutions but typically not for numerical solutions, NILSAS might have better convergence than [28] . Moreover, subtracting homogeneous adjoint solutions from inhomogeneous adjoint solutions might cancel some numerical errors in adjoint solvers.
Dividing trajectory into segments
An issue in numerical stability is that, as the trajectory gets longer, all adjoint solutions become dominated by the fasted growing adjoint CLV; as a result, the minimization problem in equation (11) becomes ill-conditioned. This issue also happened in NILSS [25, 24] and in the algorithm for computing CLVs [33] , and here we use a similar technique to resolve it, that is, dividing the whole trajectory into multiple segments.
Roughly speaking, at the beginning of each segment, we orthogonalize and rescale adjoint solutions W and v * so that they are no longer dominated by the first CLV. Despite that now W and v * are discontinuous across segments, we can still construct v as their linear combinations, and keep v continuous across all segments. This continuous v computed from multiple segments should be identical to the v solved from the NILSAS problem on one segment.
We first define some notations. Let T be the time length of the entire trajectory, and K the total number of segments. We denote the span of the i-th segment by [t i , t i+1 ], where t 0 = 0, t K = T . For quantities defined on a entire segment such as W i , v * i , C i , d i , and a i , their subscripts are the same as the segment they are defined on. For quantities defined only at the interfaces between segments such as Q i , R i , b i , p i , and λ i , their subscripts are the same as the time point they are defined at. Some of the notations are shown in figure 1.
i-th segment
Rescaling: At time t i , we perform QR factorization to W i (t) = [w i1 (t), · · · w iM (t)], which is a m × M matrix whose column vectors are homogeneous adjoints on segment i. We use the Q-matrix, the matrix with orthonormal columns, as the terminal condition for W i−1 on segment i − 1. More specifically,
At time t i , we also rescale v * i (t), which is the particular inhomogeneous adjoint solution on segment i. To do this, we subtract from v * i its orthogonal 7 projection onto homogeneous adjoint solutions. More specifically,
This rescaling maintains the continuity of the affine space v *
across different segments. The continuity of affine space allows us to impose continuity condition for v i , which is the adjoint shadowing direction on segment i. On each segment,
The continuity condition can now be expressed via a relation between a i and a i−1 :
Apply equation (13) and (14), cancel v * i (t i ) on each side, we get:
Since Q i has orthonormal columns, Q
to the left of both sides, we have the continuity condition for v:
Notice that the rescaling happens only at the interfaces across different segments; within each segment, the integration of both homogeneous and inhomogeneous adjoints are not affected. Hence, within each segment, we can accelerate NILSAS by taking advantage of the fact that all adjoint solutions use the same Jacobian f u . That is, we can integrate all adjoint solutions simultaneously without repeatedly loading f u into the computer CPU, which is the most time-consuming procedure in the numerical integration. 
The NILSAS algorithm
Algorithm flowchart
Now we give a flowchart of the NILSAS algorithm. To start with, we need to have an inhomogeneous adjoint solver and a homogeneous adjoint solver, both can take arbitrary terminal conditions. The inhomogeneous adjoint equation we solve in NILSAS has right hand side −J u , which is the same as many existing adjoint solvers. Hence for inhomogeneous adjoint solvers in NILSAS, we only need to change existing solvers to be able to take arbitrary terminal conditions. For homogeneous adjoint solvers, we only need to further change the right hand side of existing solvers to zero.
We provide the following data to NILSAS: 1) the number of homogeneous adjoint solutions, M ≥ m us + 1, where m us is the number of unstable CLVs; 2) the total number of segments, K; 3) for convenience, we assume that the length of all time segments are the same, denoted by ∆T . The total time length is determined by T = K∆T . Moreover, in the flowchart below, inner products are written by matrix notations, and by default vectors are in column forms.
1. Integrate the primal system for sufficiently long time before t = 0 so that u(t = 0) is on the attractor. 2. Compute the trajectory u(t), t ∈ [0, T ], by integrating the primal system. 
To get v * i (t), solve the inhomogeneous adjoint equation:
(b) Compute the following integrations.
where d
M ×M is the covariant matrix. (c) Orthonormalize homogeneous adjoint solutions via QR factorization:
(d) Rescale the inhomogeneous adjoint solution using Q i :
5. Compute the adjoint shadowing direction
(a) Solve the NILSAS problem on multiple segments:
This is a least squares problem in
6. Compute the derivative by:
We remark that if we are not interested in obtaining v(t) for all t, there is no need to store adjoint solutions W and v * in computers, which is typically lots of data. To compute sensitivity, we only need to store d
Js i , C i given in equation (20) , R i given in equation (21) , and b i given in equation (22) . Moreover, when computing quantities in equation (20), we can estimate the integration using particular values of the integrands evaluated at several snapshots, to further reduce the storage management cost. For example, Blonigan in [28] estimates C i by the terminal value of W i , which is Q i , and thus he has C i = I ∈ R M ×M . We suggest further research be done to determine which estimation is best practice.
NILSAS has the benefit of typical adjoint algorithms, that is, for a new parameter s, v does not change, so we only need to give new f s , J s , and recompute equation (25) . Hence the extra cost for a new parameter is only performing an L 2 inner product, which is negligible in comparison with the total cost of the algorithm. More specifically, assume there are n parameters s = [s 1 , · · · , s n ], we can define
With these definitions, the NILSAS algorithm, in particular equation (20) and (25) , extend to cases with several parameters with almost no extra cost.
We briefly discuss NILSAS for hyperbolic diffeomorphisms, which models discretely-evolving chaotic process. Adjoint shadowing directions for diffeomorphisms were also defined in [30] . Because of the absence of the neutral subspace, the NILSAS algorithm for hyperbolic diffeomorphisms is easier than flows. To obtain NILSAS for diffeomorphisms, we no longer compute d
, and no longer impose the second constraint in the NILSAS problem. Of course, we should change integrations to summations, and adjoint equations to their discrete counterparts, as given in [30] .
Solving the NILSAS problem
We discuss one way to solve the NILSAS problem in equation (23) . The corresponding Lagrange function is:
where λ i is the Lagrange multiplier for the continuity condition at t i . By the Lagrange multiplier method, the minimizer for the NILSAS problem is at the solution of the following linear equation systems:
where the block matrices
where
We can solve the Schur complement of equation (28) for λ:
where C −1 can be computed via inverting each diagonal block in C. Then we can compute a by:
Application on Lorenz 63 system
In this subsection we apply NILSAS to the Lorenz 63 system as an illustration.
2 For applications on more complicated problems, see for example section 4.3.2 of [31] . Lorenz 63 is an ordinary differential equations system with three states u = [x, y, z]:
In our paper we fix β = 8/3. This system models the heat transfer in a fluid layer heated from below and cooled from above. In particular, x is the convection rate, y the horizontal temperature variation, and z the vertical temperature variation. The parameters σ, ρ, are proportional to the Prandtl number and Rayleigh number. We select the instantaneous objective function as J(u) = z, and hence our objective J avg is the averaged vertical temperature variation. The primal system and adjoint equations are integrated via the explicit timestepping scheme:
where the subscript k denotes the time step number in numerical integration. The time step size is ∆t = 0.001. For NILSAS, time segment length is ∆T = 0.2, thus there are 200 time steps per segment. We want to determine the number of unstable CLVs for the Lorenz system. The Lyapunov exponents, λ 1 , λ 2 , λ 3 , satisfy the following constraints [34] :
Moreover, one of these exponents corresponds to the neutral CLV so it is zero. Hence there is at most one positive exponent, so in NILSAS we set the number of homogeneous solutions M = 2. We verify that NILSAS gives useful sensitivity by computing J avg and ∂J avg /∂ρ for different ρ, while fixing σ = 10. The Lorenz system has one quasi-hyperbolic strange attractor when 25 ≤ ρ < 31, and one non-hyperbolic attractor when 31 ≤ ρ ≤ 50: none of these cases strictly satisfies our uniform hyperbolic assumption. As shown in figure 2, as ρ becomes larger, the system becomes non-hyperbolic, and the sensitivity results given by NILSAS begin to oscillate. Nevertheless, NILSAS gives that ∂J avg /∂ρ is approximately 1 for all ρ, which matches the trend between J avg and ρ. Then we show that both J avg and the sensitivities computed by NILSAS converges as the trajectory length T gets larger, while fixing σ = 10 and ρ = 28. As shown in figure 3 , the standard deviation of J avg reduces at the rate of T −0.5 . Figure 4 shows that the sensitivities computed by NILSAS, with respect to both ρ and σ, converge at least at the same rate as J avg . NILSAS computes the sensitivity with respect to multiple parameters with almost no additional cost, since the adjoint shadowing solution v does not depend on the choice of parameters. Figure 5 illustrates the contour of J avg with respect to ρ and σ, and the gradient, [∂J avg /∂ρ, ∂J avg /∂σ], is computed by NILSAS. As we can see, gradients are perpendicular to the level sets of the objective, which shows NILSAS gives correct gradient information. Finally, we draw the norm of an adjoint shadowing direction in figure 6 . As we can see from the left plot, the norm of the adjoint shadowing direction does not grow exponentially, satisfying the third property of adjoint shadowing directions. Moreover, as shown in the right plot, the adjoint shadowing direction computed by NILSAS is continuous. This shows that our dividing trajectory technique indeed allows us to recover a continuous adjoint shadowing direction.
Conclusions
To compute the gradient of long-time averaged objectives in hyperbolic systems, we develop the Non-Intrusive Least Squares Adjoint Shadowing (NIL-SAS) algorithm, which approximates the adjoint shadowing direction by a 'nonintrusive' formulation of a least squares problem. NILSAS was demonstrated on the Lorenz 63 system where it gave accurate sensitivities.
Similar to NILSS [25] , NILSAS can be implemented with little modification to existing adjoint solvers, and its cost is mainly in computing homogeneous adjoint solutions. Unlike NILSS, NILSAS has the benefit of adjoint approaches that its cost does not increase with the number of parameters: thus making NILSAS ideal for applications where there are many parameters but only a few objectives. In comparison to other adjoint versions of NILSS, NILSAS does not requiring tangent solvers, thus it is faster, and easier to implement.
