Let M = (M i : i < λ) be a family consisting of finitary and cofinitary matroids on a common ground set E, where λ is a finite or infinite cardinal. We prove the following Cantor-Bernstein-type result: if E can be covered by sets (B i : i < λ) which are bases in the corresponding matroids and there are also pairwise disjoint bases of the matroids M i then E can be partitioned into bases with respect to M.
The point of departure for this paper is the natural question whether the corresponding result also holds for finite λ (and infinite G). A special case of the main result of this article tells that the answer is yes. The proof comes most naturally in the language of infinite matroids. Indeed, recall that for every connected graph G = (V, E), finite or infinite, there is a matroid M (G) with ground set E whose circuits are the subsets of E given finite cycles of G, and whose bases are precisely the subsets of E given by spanning trees of G. Every matroid of the form M (G) is finitary: it has the property that all of its circuits are finite. Recently, there has been a renewed interest in the theory of infinite matroids, after Bruhn, Diestel, Kriesell, Pendavingh and Wollan [6] gave a set of cryptomorphic axioms for infinite matroids which encompasses duality, generalising the usual independent set-, bases-, circuit-, closure-and rank-axioms for finite matroids. All results about infinite matroids needed for this paper will be given in Section 2.
Our earlier notions about packings, coverings and decompositions of graphs into spanning trees then take the following matroidal form. Let λ be a cardinal (finite or infinite) and M = (M i : i < λ) be a family of matroids on the same ground set E. A family (B i 
Before stating our main result let us remind that a matroid is called cofinitary if its dual is finitary. Theorem 1.2. Let M be a family of matroids on a common ground set E consisting of finitary and cofinatory matroids. Then M admits a partitioning if and only if it admits a covering and a packing.
By considering the special case of Theorem 1.2 where each matroid is M (G) for the same connected graph G, we obtain the promised generalisation of Theorem 1.1 where λ is allowed to be finite.
To introduce our relative consisteny result, we recall that a matroid is called uniform if whenever I is independent with e ∈ I and f ∈ E \ I, then I − e + f is independent. We also remind that the reaping number r (also called the refinement number) is the least cardinal such that there exists a family (A i : i < r) of infinite subsets of N for which there is no bipartition of N that splits each A i into two infinite pieces, see [10] . Clearly ℵ 0 < r ≤ 2 ℵ 0 , and hence under the Continuum Hypothesis we have r = 2 ℵ 0 . However, the same conclusion also holds for example under Martin's Axiom. On the other hand, also r < 2 ℵ 0 is consistently true, see [7, 10] . Theorem 1.3. If r = 2 ℵ 0 then there is a uniform matroid U on N such that the matroid family consisting of two copies of U admits a packing and a covering, but not a partitioning.
Open questions.
Our results give rise to a number of open questions. Undoubtedly the most pressing one is whether our main Theorem 1.2 extends to more general matroid families than finitary-cofinitary ones: A matroid is called tame if the intersection of any circuit and cocircuit is finite. Tame matroids are the largest subclass where usually "nice behaviour" is expected. Even more special classes include the graphic matroids, infinite matroids where every finite minor is graphic, see [4] and the Ψ-matroids, graphic matroids that are related to the Freudenthal compactification of locally finite graphs, see [2] . 1.3. Structure of this paper. The paper is structured as follows. In Section 2 we will give a short introduction to the theory of infinite matroids. In Section 3 contains some auxiliary results which are used in our proof of the main Theorem 1.2 in Section 4. Finally, we end in Section 5 with the proof of Theorem 1.3.
Infinite Matroids
In this section we will gather all basic facts about infinite matroid necessary for this paper. Most of these facts are well-known for finite matroids. For a more detailed introduction to the theory of infinite matroids see [1] .
Given a set E and a set I of subsets of E let us write I max for the set of the ⊆-maximal elements of I. We note that, when E is finite, the above is equivalent with the usual axiomisation of a matroid in terms of its independent sets. We call the sets in I independent sets. All other subsets are dependent. The maximal independent sets are called bases and the minimal dependent sets are called circuits. Every dependent set contains a circuit (which fact in non-trivial for infinite matroids). A matroid is called finitary if all of its circuits are finite. Given a matroid M = (E, I) and an X ⊆ E, the restriction of M to X is the matroid (X, I ∩ P(X)) and it is denoted by M X. For the restriction of M to E \ X we also write M \ X and call it the minor obtained by the deletion of X. We call the matroid (M * X) * the minor of M obtained by the contraction of X and denote it by M/X. For the matroid obtained by the contraction of E \ X we also write M.X and call it the contraction of M onto X. It is shown in [6] that both of these structures are indeed matroids, moreover, for every disjoint X, Y ⊆ E, (M/X) \ Y = (M \ Y )/X. The minors of M are the matroids of the form (M/X) \ Y as above. The class of finitary (cofinitary) matroids is closed under taking minors.
We extends our notations for matroid families. For a family M = (M i : i < λ) of matroids on the same ground set E, we write M \ X, M X, M/X or M.X, for the families
We say X ⊆ E spans e ∈ E in matroid M if either e ∈ X or there exists a circuit C e with C − e ⊆ X. We denote the set of edges spanned X in M by span M (X). The operator span M is clearly extensive and increasing. It is less obvious but it is idempotent as well. For a B ⊆ E the following are equivalent:
• B is a maximal independent set, • B is a minimal spanning set, • B is an independent spanning set. 
Preparations
Let λ be a finite or infinite cardinal and let M = (M i : i < λ) be a family of matroids on the same ground set E (we do not restrict our scope to finitary-cofinitary families until we say so explicitly). To allow ourselves some extra flexibility, we will broaden the concept for a covering and a packing for M slightly, and allows coverings for M to consist of independent subsets and packings to consist of spanning subsets. It is clear that there exist packing and coverings in the new sense if and only if there are packings and coverings in the more restricted sense as defined in the introduction of the paper. Let M = (M i : i < λ) be a family of arbitrary matroids on the same ground set E. A packing of X (or covering of X, respectively) is a packing (or covering, respectively) for the family M X.
3.1. Augmenting paths. The algorithmic proof of the rank function formula for sums of finite matroids by Edmonds and Fulkerson (see cite [8] ) turned out to be an efficient tool in the theory of infinite matroids as well. Lifting the proof to the infinite case does not require new ideas, however the "right" formulation slightly differs from the finite version.
Suppose that (I i : i < λ) are pairwise disjoint sets such that each of them is independent in the corresponding matroid M i and suppose e ∈ E \ i<λ I i . Roufly speaking, the next lemma tells that either there is another such a system (J i : i < λ) of independent sets which is "very close" to the original system (I i : i < λ) and covers i<λ I i + e or there is a "witness" for the non-existence of such a sets J i . Note that on the contrast of the case of finite matroids, this witness does not rule out the existence of a cover for i<λ I i + e. Lemma 3.1. Let I i be independent in M i for i < λ where I i ∩ I j = ∅ for i = j and suppose that e ∈ E \ i<λ I i . Then exactly one of the following two statements holds.
(1) There is a set system (J i : i < λ) and a k < λ with the following properties:
Proof. Let us start with an easy observation about exchanging multiple elements simultaneously in an independent set. Proposition 3.2. Let I be an independent and let e 0 , . . . ,
. . , f n−1 } is independent and spans the same set as I.
Proof. We use induction on n. The case n = 0 is a tautology. Suppose that n > 0. On the one hand, the set I − f 0 + e 0 is independent and spans the same set as I. On the other hand, C(e m , I − f 0 + e 0 ) = C(e m , I) for 1 ≤ m < n because f 0 / ∈ C(e , I) for > 0. Hence by using the induction hypothesis for I − f 0 + e 0 and e 1 , . . . e n−1 , f 1 , . . . , f n−1 we are done.
To show that at least one of (1) and (2) holds, we build an
The definition of D is complete. We call a directed path from e to λ an augmenting path. Suppose first that there is no augmenting path. Let X ⊆ E be the set of vertices that are reachable from e in D. Clearly e ∈ X and by the construction of D if g ∈ X and i < λ then either g ∈ I i or C M i (g, I i ) is well-defined and a subset of X. It implies that
Assume now that there is an augmenting path x 0 , . . . , x n in D where x 0 = e and x n = k < λ. By trimming the path we may assume that there is no "jumping arc", i.e., x x m / ∈ A(D) for + 1 < m. We define J i as the symmetric difference of I i and {x m , x m+1 : x m+1 ∈ I i }. The non-existence of jumping edges ensures that Proposition 3.2 is applicable for this simultaneous exchange at I i . Hence J i is independent in M i and spans the same set as
Suppose for a contradiction that both of (1) and (2) holds. Then I X i := I i ∩ X is a base of M i X. Edge e witnesses that the independent sets J X i := J i ∩ X cover strictly more elements of X than the bases I 
It is easy to check that cowawes are closed under arbitrary large union (see [3, Lemma 4 .3 & last line, p. 179]). In the next lemma we characterise the situation when a given edge is never covered in a particular matroid whatever covering we consider.
be a family of matroids on the same ground set E admitting a covering and let e ∈ E. Then for all j < λ the following statements are equivalent:
Proof. Assume statement (ii) holds for some j < λ and let (R i : i < λ) be a covering for M. Then R j ∩ X spans X and hence e in M j . But since R j is M j -independent and e / ∈ X we get that e / ∈ R j , as desired. Now suppose that statement (i) holds for some j < λ. We may assume that e is not a loop in M j , since otherwise X := ∅ is a witness for statement (ii). Let M j := M j /e and M i := M i − e for i = j. Let us show first that we may assume without loss of generality that the maximal cowave W with respect to M := (M i : i < λ) is ∅. To do so, let (R W i : i < λ) be a covering for M .W . On the one hand, if M \ W admitted a covering (R i : i < λ) with e ∈ R j then (R i ∪ R W i : i < λ) would be a forbidden covering for M. On the other hand, a desired tight set with respect to M \ W is a desired tight set for M as well.
We prove that X := E − e is as desired. To check tightness it is enough to consider coverings consisting of pairwise disjoint sets. Indeed, if there is a covering which is not a packing then "trimming" it to disjoint sets it cannot become a packing since the removed edges are no longer spanned. We take a covering (R
Then R X j must span e in M j otherwise adding e to R X j would lead a forbidden covering for M. Since e is not an M j -loop, we can pick an f ∈ C M j (e, R X j ) − e. Let Q X j := R X j − f and Q X i := R X i for i = j. Then the sets {Q X i : i < λ} are independent with respect to the corresponding elements of M and cover X − f . By applying Lemma 3.1 with M , {Q X i : i < λ} and f , the augmentation cannot be possible since it would yield to a forbidden covering for M. It follows that there is a X ⊆ X containing f such that Q X i ∩ X spans X in M i for i < λ. Note that we must have X = X otherwise X \ X would be a non-trivial cowave with respect to M witnessed by the sets Q X i ∩ X . But then by the definition of Q X i and M we can conclude that R X i spans X in M i for i = j and (R X j − f ) spans X in M j /e. From the latter it follows that R X j spans X in M j since e ∈ span M j (R X j ).
Feasible extensions.
In the proof of the main result we will build the desired partitioning (B i : i < λ) by making decisions recursively about putting some edge to a B i or not. In the following approach the intended role of set I i is being the set of edges we decided already to belong to B i and set S i is the set of edges not ruled out to be in B i . A family of ordered pairs F = (I i ,
We call such a covering F-compatible. The definition of packing-feasible is analogous. Finally, F is feasible if it is covering-feasible and packingfeasible.
We say that F = ( Corollary 3.5. Let F = (I i , S i : i < λ) be M-feasible and assume there is no non-trivial tight set with respect to M(F). If for a j < λ and e ∈ S j \ I j the set I j + e is independent in M j , then the extension F that we obtain by adding e to I j and removing e from S i for i = j is covering-feasible with respect to M.
Proof. Assume for a contradiction that the extension F is not covering-feasible. It means that there is no covering (R i : i < λ) for M(F) with e ∈ R j . Then Lemma 3.4 implies that there is a M(F)-tight set X spanning e in M j (F). Now X is empty since there is no non-trivial tight set by assumption. Thus e is an M j (F)-loop. But this contradicts the assumptions that I j + e is independent in M j and e ∈ S j . Lemma 3.6. Let F = (I i , S i : i < λ) be feasible with respect to M, let X be the largest tight set in M(F) and let (R i : i < λ) be a covering of X in M(F). Then the set system
Proof. Since X is M(F)-tight, it follows that R i spans X in M i (F) and the R i are pairwise disjoint. Hence by the definition of M i (F) we obtain that I i spans X ∩ S i in M i . Covering-feasibility follows from the fact that for any covering (Q i : i < λ) for M(F) the set Q i ∩ X spans X in M i (F) and therefore the sets Q i \ X form a covering for M(F ). Let (P i : i < λ) be an F-compatible packing and let P i := (P i \ X) ∪ I i for i < λ. Then P i is spanning in M i because P i was spanning and I i spans
Suppose that Y is tight with respect to M(F ). We show that X ∪ Y is tight with respect to M(F). Let us take a covering (Q i : i < λ) for X ∪ Y in M(F). As earlier, the set Q i ∩ X spans X in M i (F) and the Q i ∩ X are pairwise disjoint because the M(F)-tightness of X. Therefore the sets Q i \ X form a cover of Y with respect to M(F ).
By the M(F )-tightness of Y , the set Q i \ X spans Y in M i (F ) and Q i \ X are pairwise disjoint. By combining these, we obtain that Q i spans X ∪ Y in M i (F). It means that X ∪ Y is M(F)-tight. But then by the maximality of X we have Y = ∅.
The main lemmas.
The core of the proof of Theorem 1.2 is the following three lemmas. Lemma 3.7. Let F = (I i , S i : i < λ) be feasible with respect to M and let e ∈ E. Then there exists a feasible extension F = (I i , S i : i < λ) of F such that e ∈ i<λ I j .
Proof. By Lemma 3.6, we may assume that there is no non-trivial tight set with respect to F. Let P = (P i : i < λ) be an F-compatible packing consisting of bases. We may assume that e ∈ i<λ P i , as otherwise we take some j < λ such that e is not an M j (F)-loop (which exists by covering-feasibility) and replace P j by P j + e − f for some f ∈ C j (e, P j ) − e. Suppose that e ∈ P j and add e to I j as in Corollary 3.5. Packing-feasibility is preserved with P as a witness. We also preserve covering-feasibility by Corollary 3.5. 
Proof. We take an F-compatible packing P = (P i : i < λ) and pick a minimum sized I ⊆ (P j \ I j ) such that I j ∪ I spans e in M j . Since M j is finitary, |I| =: n ∈ N. We apply induction on n. If n = 0, then I j spans e in M j and we are done. Suppose n > 0 and let f ∈ I. Adding f to I j results in a packing-feasible system since P is a witness for this. If it respects covering-feasibility as well, then we take this extension and use induction via |I \ {f }| = n − 1. Hence assume that adding f to I j results in a system which is not covering-feasible. We may conclude by Corollary 3.5 and Proposition 3.3 that the largest M(F)-tight set X spans f in M j (F). We take a feasible extension F = (I i , S i : i < λ) that "distributes" X applying Lemma 3.6. Let J be a maximal M j /I j -independent subset of I \ X. Then I j ∪ J spans e in M j because I j ∪ I does and I j ⊇ I j spans the edges X ∩ S j ⊇ I \ X in M j . Furthermore, f / ∈ J since the tight X spanned f in M j /I j and therefore so does I j in M j by Lemma 3.6. Hence |J| < |I| and we are done by induction. Lemma 3.9. Let F = (I i , S i : i < λ) be feasible with respect to M, let e ∈ E and assume that M j is cofinitary for a j < λ. Then there exists a feasible extension F = (I i ,
Proof. We reduce the statement to Lemma 3.8 using a dualisation argument. Let M * = (M * i : i < λ). Assume first that λ = 2. Then R 0 , R 1 is a covering for M if and only if E \ R 0 , E \ R 1 is a packing for M * and the analogue statement holds for packings. Therefore F = (I i , S i : i < λ) is M-feasible if and only if F * := (S i , I i : i < λ) is M * -feasible. Thus we can simply apply Lemma 3.8 with F * and M * and dualising back the resulting extension.
For a general λ the argument is essentially the same except that we need to overcome some unpleasant technical difficulties. Namely if (R i : i < λ) is a covering for M then (E \ R i : i < λ) is usually not a packing for M * when λ > 2. Indeed, instead of being pairwise disjoint, the sets E \ R i satisfy the condition that each edge is missing from at least one E \ R i . A similar problem occurs with the the dual object of packings. To fix this we define an auxiliary matroid family M = ( M i : i ≤ λ) on the common ground set E × λ. For e ∈ E and i < λ the edge (e, j) is a loop in M i whenever i = j. A subset of E × {i} is independent in M i if and only if its projection to the first coordinate is independent in M * i . Finally a set is defined to be independent in M λ if it meets {e} × λ in at most one element for every e ∈ E.
It follows directly from the definitions that if for an M-feasible system F = (I i , S i : i < λ) we take Proof. We build a new matroid family M on the ground set E × λ with at most three members (each of which is either finitary or cofinitary) such that it admits a packing/covering/partitioning if and only if M does. First we take a copyM i of M i on E × {i} via the bijection e → (e, i) for i < λ. Let F := {i < λ : M i is finitary}. Let M be the direct sum of the matroidsM i for i ∈ F extended by the elements E × (λ \ F ) as loops. The construction of N is analogous, we take the direct sum of the cofinitary copies and declare everything else to be a loop. Finally the circuits of the third matroid L are {{e} × λ : e ∈ E}. It is easy to check directly from the definitions that M has the desired property. Indeed, suppose for example that (R i : i < λ) is a covering for M. Then we choose for each e ∈ E an i e < λ such that e ∈ R ie . Then
The proof of the remaining implications are similarly easy and we leave them to the reader. By Claim 4.1, we can assume that λ = 3. As above, let F := {i < 3 : M i is finitary}. We apply transfinite induction on |E|. If E is finite then every packing is a covering and every covering is a packing (under the assumption that both exists). Indeed, let us denote the rank of M i by r i . Then by the existence of a covering and a packing we obtain the inequalities i<3 r i ≥ |E| ≥ i<3 r i respectively, thus i<3 r i = |E|. Then for any covering (R i : i < 3) necessarily |R i | = r i for i < 3 and the R i must be pairwise disjoint. It means that (R i : i < 3) is a packing as well.
Let |E| = ℵ 0 and let us fix an enumeration {e n : n ∈ N} of it. We build by recursion an increasing sequence (F n : n ∈ N) of feasible systems where F n = (I n i , S n i : i < 3). We demand that for every n ∈ N
Each step of the recursion can be done by applying Lemmas 3.7, 3.8 and 3.9 consecutively. The sets B i := ∞ n=0 I n i are pairwise disjoint because so are {I n i : i < 3} for every n ∈ N. By property (1), e n is covered by some I n+1 i and hence by B i as well. Therefore the sets B i form a partition of E. It remains to show that B i is a base of M i . For i ∈ F , B i is independent by Fact 2.1. Note that B i = ∞ n=0 S n i since S n i ⊇ I n i and S n i ∩ I j = ∅ for j = i hold for every n ∈ N. Then B i is spanning for i / ∈ F by Fact 2.2. By property (2), e n is spanned by I n+1 i in M i for i ∈ F and spanned by E \ S n+1 i in M * i for i / ∈ F . It means that B i is also spanning for i ∈ F and independent for i / ∈ F which completes the proof of the countable case.
Suppose κ := |E| > ℵ 0 . Let (R i : i < 3) be a covering for M consisting of bases and let P = (P i : i < 3) be a packing consisting of bases. We construct an increasing continuous chain
Putting some e to an E α indicates that some finitely many finite fundamental circuits should be also contained in E α , thus the construction of the chain above can be done by a straightforward transfinite recursion. Note that the sets 
Proof. Let i ∈ F . By the construction, B α i is a base of (M i E α+1 )/E α . The induction hypotheses guarantees that B i,α is a base of M i E α . By combining these, we obtain that B i,α+1 is a base of M i E α+1 . At limit steps we obviously preserve the spanning property and i ∈ F ensures that the independence as well. For i / ∈ F , we use the reformulation that E α \ B i,α is a base of M * i E α for every α which can be proved the same way. We point out a consequence of the special case λ = 2. By applying Theorem 1.2 for two matroids and dualising one of them we obtain the following corollary. Let us also state the reformulation with bases. 
A consistency result
It is natural to ask if Theorem 1.2 remains true for arbitrary matroids. We show that it is unprovable in ZFC (unless ZFC is inconsistent), i.e., there is consistently a matroid family admitting a packing and a covering but not a partitioning. We do not know yet if the statement is independent or it is possible to construct a counterexample in ZFC alone.
This section is devoted to the proof of Theorem 1.3. It is based on a construction of N. Bowler and S. Geschke in [5] . Among other results they showed that the existence of a matroid admitting two bases with different infinite sizes is consistent (and actually independent).
Let us denote the set of the infinite and (simultaneously) co-infinite subsets of a set X by P * (X) and we write X ⊆ * Y if |X \ Y | < ℵ 0 . We repeat the theorem for convenience. The reaping number r and uniform matroids were introduced right before Theorem 1.3.
Theorem 5.1. If r = 2 ℵ 0 then there is a uniform matroid U on N such that the matroid family consisting of two copies of U admits a packing and a covering, but not a partitioning.
Proof. We construct a B ⊆ P * (N) which is a set of the bases of a desired U . Conditions (1)-(3) in the following list are expressing that B is the set of the bases of a uniform matroid on N (see [5] ), whereas (4) and (5) guarantee that U admits a packing and a covering but not a partitioning. Let us fix a well-order ≺ of the set A := {(I, X) : I ⊆ X ⊆ N} of type 2 ℵ 0 in which (∅, I) (I, X) for every I ⊆ X ⊆ N. Let {(I α , X α ) : α < 2 ℵ 0 } be the enumeration of A given by ≺. We build the family B by transfinite recursion as the union of an increasing continuous chain B α : α < 2 ℵ 0 where B α satisfies (1), (2), (4), (5) and the restriction of (3) to the pairs {(I β , X β ) : β < α} that we call (3)(α). Let R 0 , R 1 ⊆ N be such that they cover N and all the sets R 0 \ R 1 , R 1 \ R 0 , R 0 ∩ R 1 are infinite. Pick also disjoint sets P 0 , P 1 ⊆ N such that all of P 0 , P 1 , N \ (P 0 ∪ P 1 ) have an infinite intersection with any of R 0 \ R 1 , R 1 \ R 0 , R 0 ∩ R 1 . By defining B 0 as the closure of the set {R 0 , R 1 , P 0 , P 1 } under (2), we get neither ⊆-comparable sets nor two sets forming a partitioning. Clearly the conditions cannot be ruined at limit steps. Suppose that B α is defined. If (3)(α + 1) is satisfied by B α then let B α+1 := B α . Suppose that it does not.
Proof. By the choice of ≺, we know that (∅, I α ) (I α , X α ). The inequality must be strict otherwise I α = X α = ∅ and hence B α satisfies (3)(α + 1) which is a contradiction. By the induction hypothesis, the condition corresponding to (∅, I α ) is satisfied in B α . We cannot have a B ∈ B α with B ⊆ I α because then it would exemplify that B α satisfies (3)(α + 1). Therefore we must have a B ∈ B α with B ⊇ I α . If X α \ I α was finite, then property (2) and B would give a B ∈ B α with either B ⊇ X α or I α ⊆ B ⊆ X α both of which contradicts the assumption that B α does not satisfy (3)(α + 1).
Consider the family
Since |F| < 2 ℵ 0 and r = 2 ℵ 0 , there is a G ∈ P * (X α \ I α ) such that both G and G \ (X α \ I α ) have an infinite intersection with each infinite element of F. Let B α := I α ∪ G and we extend B α with all the sets
to obtain B α+1 . Conditions (2) and (3)(α + 1) obviously hold for B α+1 . To show (1), it is enough to prove that there is no B ∈ B α for which B ⊆ * B α or B α ⊆ * B. Suppose for a contradiction that B ⊆ * B α for some B ∈ B α . Then B ∩ (X α \ I α ) must be finite since otherwise it contains infinitely many elements not contained by G. But then B ⊆ * I α and by applying (2) we obtain a B ∈ B α for which either B ⊆ I α or I α ⊆ B ⊆ X α , thus (3)(α + 1) was satisfied in B α , a contradiction. Ruling out the existence of a B ∈ B α with B α ⊆ * B is analogous.
To check (4), take an arbitrary B ∈ B α . If B ∩ (X α \ I α ) is infinite then the choice of G guarantees that B ∩ G is infinite and therefore B ∩ B α as well. If B ∩ (X α \ I α ) is finite then (X α \ I α ) \ B is infinite and G has an infinite co-intersection with it. Therefore N \ (B ∪ B α ) is infinite.
