We report results from large-scale experiments in satisfiability testing. As has been observed by others, testing the satisfiability of random formulas often appears surprisingly easy. Here we show that by using the right distribution of instances, and appropriate parameter values, it is possible to generate random formulas that are hard, that is, for which satisfiability testing is quite difficult. Our results provide a benchmark for the evaluation of satisfiability-testing procedures.
Introduction
Many computational tasks of interest to AI, to the extent that they can be precisely characterized at all, can be shown to be NP-hard in their most general form. However, there is fundamental disagreement, at least within the AI community, about the implications of this. It is claimed on the one hand that since the performance of algorithms designed to solve NP-hard tasks degrades rapidly with small increases in input size, something will need to be given up to obtain acceptable behavior. On the other hand, it is argued that this analysis is irrelevant to AI since it is based on worst-case scenarios, and that what is really needed is a better understanding of how these procedures perform "on average".
The first computational task shown to be NP-hard, by Cook (1971) , was propositional satisfiability or SAT: Given a formula of the propositional calculus, decide if there is an assignment to its variables that makes the formula true according to the usual rules of interpretation. Subsequent tasks have been shown to be NP-hard by proving they are at least as hard as SAT. Roughly, a task is NP-hard if a good algorithm for it would entail a good algorithm for SAT. Unlike many other NP-hard tasks (see Garey and Johnson (1979) for a catalogue), SAT is of special concern to AI because of its direct relationship to deductive reasoning (i.e., given a collection of base facts Σ, a sentence may be deduced iff Σ f: g is not satisfiable).
Many other forms of reasoning, including default reasoning, diagnosis, planning and image interpretation, also make direct appeal to satisfiability. The fact that these usually require much more than the propositional calculus simply highlights the fact that SAT is a fundamental task, and that developing SAT procedures that work well in AI applications is essential.
We might ask when it is reasonable to use a sound and complete procedure for SAT, and when we should settle for something less. Do hard cases come up often, or are they always a result of strange encodings tailored for some specific purpose? One difficulty in answering such questions is that there appear to be few applicable analytical results on the expected difficulty of SAT (although see below). It seems that, at least for the time being, we must rely largely on empirical results.
A number of papers (some discussed below) have claimed that the difficulty of SAT on randomly generated problems is not so daunting. For example, an often-quoted result (Goldberg 1979) suggests that SAT can be readily solved "on average" in O(n 2 ) time. This does not settle the question of how well the methods will work in practice, but at first blush it does appear to be more relevant to AI than contrived worst cases.
The big problem is that to examine how well a procedure does on average one must assume a distribution of instances. Indeed, as we will discuss below, Franco and Paull (1983) refuted the Goldberg result by showing that it was a direct consequence of the choice of distribution. It is not that Goldberg had a clever algorithm, or that the problem is easy, but that he had used a distribution with a preponderance of easy instances. That is, from the space of all problem instances, they sampled in a way that produced almost no hard cases.
Nevertheless, papers continue to appear purporting to empirically demonstrate the efficacy of some new procedure, but using just this distribution (e.g., Hooker, 1988; Kamath et al. 1990) , or presenting data suggesting that very large satisfiability problems -with thousands of propositional variables -can be solved. How are we to evaluate these empirical results, given the danger of biasing the sample to suit the procedure in question, or of simply using easy problems (even if unwittingly)?
In this paper, we present empirical results showing that random instances of satisfiability can be generated in such a way that easy and hard sets of instances (for a particular SAT procedure, anyway) are predictable in advance. If we care about the robustness of the procedures we develop, we will want to consider their performance on a wide spectrum of examples. While the easy cases we have found can be solved by almost any reasonable method, it is the hard cases ultimately that separate the winners from the losers. Thus, our data is presented as challenging test material for developers of SAT procedures (see Selman et al., 1992, for example) .
The SAT procedure we used for our tests is the Davis-Putnam procedure, which we describe below. We believe this was a good choice for two reasons: First, it is basically a variant of resolution (Vellino 1989; Galil 1977) , the most widely used general reasoning method in AI; second, almost all empirical work on SAT testing has used one or another refinement of this method, which facilitates comparison. We suspect that our results on hard and easy areas generalize to all SAT procedures.
The rest of the paper is organized as follows. In the next two sections we describe the Davis-Putnam procedure, and consider its performance on one distribution of formulas, the fixed clause-length model. We show that with the right parameter values, it produces computationally challenging SAT instances. In the following section we consider a second distribution, the constant-density model, and argue that it is not useful in the evaluation of satisfiability-testing procedures. We then briefly review related work, and summarize our results.
The Davis-Putnam Procedure
The Davis-Putnam (DP) procedure (Davis and Putnam 1960 ) is sketched in Figure 1. It takes as input a set of clauses Σ over a set of variables V; and returns either "satisfiable" or "unsatisfiable." (A clause is a disjunction of literals. A set of clauses represents a conjunction of disjunctions, i.e., a formula in conjunctive normal form (CNF).) DP performs a backtracking depth-first search in the PROCEDURE DP Given a set of clauses Σ defined over a set of variables V :
If Σ is empty, return "satisfiable".
If Σ contains an empty clause, return "unsatisfiable".
(Unit-Clause Rule) If Σ contains a unit clause c, assign to the variable mentioned the truth value which satisfies c, and return the result of calling DP on the simplified formula.
(Splitting Rule) Select from V a variable v which has not been assigned a truth value. Assign it a value, and call DP on the simplified formula. If this call returns "satisfiable", then return "satisfiable". Otherwise, set v to the opposite value, and return the result of calling DP on the re-simplified formula. space of all truth assignments, incrementally assigning truth values to variables and simplifying the formula. If no new variable can be assigned a value without producing an empty clause, it backtracks by changing a previously made assignment. The performance of simple backtracking is greatly improved by employing unit propagation: Whenever a unit clause (one containing a single literal) arises, the variable occurring in that clause is immediately assigned the truth value that satisfies it. The formula is then simplified, which may lead to new unit clauses, and so on. This propagation process can be executed in time linear in the total number of literals. DP combined with unit propagation is one of the most widely used methods for propositional satisfiability testing. (It is also common to include the "pure literal rule", which we excluded from this implementation because it is relatively expensive, and seemed to provide only a modest improvement on the formulas we consider here.)
The fixed clause-length model
In this section, we study formulas generated using the fixed clause-length model, which we call Random K-SAT. There are three parameters: the number of variables N, the number of literals per clause K, and the number of clauses L. our attention to formulas with K = 3, that is, random 3-SAT. For a given N and L, an instance of random 3-SAT is produced by randomly generating L clauses of length 3. Each clause is produced by randomly choosing a set of 3 variables from the set of N available, and negating each with probability 0.5.
We now consider the performance of DP on such random formulas. Figure 2 shows the total number of recursive calls by DP to find one satisfying assignment, or to determine that the formula is unsatisfiable. There are three curves, for formulas with 20, 40, and 50 variables. Along the horizontal axis is the number of clauses in the formulas tested, normalized through division by the number of variables. Each data point gives the median number of calls for a sample size of 10,000.
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In Figure 2 , we see the following pattern: For formulas that are either relatively short or relatively long, DP finishes quickly, but the formulas of medium length take much longer. Since formulas with few clauses are under-constrained and have many satisfying assignments, an assignment is likely to be found early in the search. Formulas with very many clauses are over-constrained (and usually unsatisfiable), so contradictions are found easily, and a full search can be completed quickly. Finally, formulas in between are much harder because they have relatively few (if any) satisfying assignments, but the empty clause will only be generated after assigning values to many variables, resulting in a deep search tree. Similar under-and over-constrained areas have been found for random instances of other NP-complete problems (Cheeseman et al. 1991; Williams and Hogg 1992) .
The curves in Figure 2 are for all formulas of a given size, that is they are composites of satisfiable and unsatisfiable subsets. In Figure 3 the median number of calls for 50-variable formulas is factored into satisfiable and unsatisfiable cases, showing that the two sets are quite different. The extremely rare unsatisfiable short formulas are very hard, whereas the rare long satisfiable formulas rem ain moderately difficult. Thus, the easy parts of the composite distribution appear to be a consequence of a relative abundance of short satisfiable formulas or long unsatisfiable ones.
To understand the hard area in terms of the likelihood of satisfiability, we experimentally determined the probability that a random 50-variable instance is satisfiable (Figure 4 ). There is a remarkable correspondence between the peak on our recursive calls curve and the point where the probability that a formula is satisfiable is 0.5. The main empirical conclusion we draw from this is that the hardest area for satisfiability is near the point where 50% of the formulas are satisfiable.
This "50% satisfiable" point seems to occur at a fixed ratio of the number of clauses to the number of variables: when the number of clauses is about 4:3 times the number of variables. There is a boundary effect for small formulas: for formulas with 20 variables, the point occurs at 4.55; for 50 variables, at 4.31; and for 140 variables, at 4.3. While we conjecture that this ratio approaches about 4.25 for very large numbers of variables, it remains a challenging open problem to analytically determine the "50% satisfiable" point as a function of the number As an aside, we would like to mention some of the recent progress on a theoretical analysis of the 50% point. The phenomenon that we see in Figure 4 is called a threshold phenomenon. It is quite common in random graphs. For example, it has been shown that randomly generated graphs with n nodes will almost certainly have cliques of size 2logn or smaller but almost certainly will not have any larger cliques. In other words, the probability of a random graph having a clique of size k is represented by a threshold function with the threshold at 2logn (Matula 1972; Bollobas 1985 ). It appears much harder to show formally that there exists a threshold phenomenon for SAT, even though our experimental results certainly do suggest so. A recent breakthrough was the establishment of a threshold for 2SAT (Goerdt 1991; Chvatal and Reed 1992; de la Vega 1992) .
The threshold lies at a ratio of 1, i.e., for a n variable formula, if one generates less then n binary clauses the formula is almost certainly satisfiable, whereas when generating more than n clauses the formula is almost certainly unsatisfiable. For kSAT, with k 3, no such result has yet been obtained. Some preliminary results are known for 3SAT. Broder et al. (1993) show that for random 3SAT instances with a ratio of variables to clauses of less than 1.7 almost all formulas are satisfiable. Moreover, for a ratio of 5.2 or higher, it has been shown that almost all formulas are unsatisfiable (Dubois 1991; Chvatal and Szemeredi 1988) . Note that these ratios are still quite far removed from our experimentally determined threshold at 4.3.
We now return to the discussion of our experimental results. To get some further insight into the search performed by DP, we consider two more statistics. This time we let DP search the full space, i.e., we do not stop the procedure as soon as one assignment is found. Figure 5 gives the total number of recursive calls. (Again, each data point gives the median value of a sample 10,000 formulas.) We see that the search space monotonically increases for decreasing ratios of clauses to variables. This is consistent with our expectation that the fewer clauses in the formula the longer it takes before DP will run into a contradiction, and the deeper the search tree. We also see that the search tree is somewhat larger for satisfiable formulas, at least on average. This can be intuitively explained by the fact that when an assignment is found DP tends to assign many variables in order to satisfy all clauses, so it generates a relatively long branches for satisfying assignments. The full search space for under-constrained formulas quickly becomes extremely large. For example, at a ratio of 3.3, we have over 200,000 recursive calls, for satisfiable instances. Note however that such a large search space is no problem when searching for a single assignment. The reason for this is that there are a tremendous number of satisfying assignments for the under-constrained formulas. In fact, below the 50% satisfiable point the number of satisfying assignments grows exponentially when decreasing the ratio of variables to clauses. This is shown in Figure 6 . In this figure, we give the median number of satisfying assignments for satisfiable random 3-SAT formulas as a function of the ratio of clauses to variables.
(Each data point is based on 10,000 instances.) For example, at a ratio of 3.3, the formulas have around 110,000 satisfying assignments. Therefore, when searching for a single satisfying assignments, DP will often find one early on in the search. Finally, note that we did not specify a method for choosing which variable to guess in the "splitting" step of DP. In our implementation, we simply set variables in lexical order (except when there are unit clauses.) DP can be made faster by using clever selection strategies (e.g., Zabih and McAllester 1988; Kleine-Büning 1992) , but it seems unlikely that such heuristics will qualitatively alter the easyhard-easy pattern. The formulas in the hard area appear to be the most challenging for the strategies we have tested, and we conjecture that they will be for every (heuristic) method. ments confirm this prediction. In Figure 7 , we compare the number of recursive DP calls to solve instances of random P-SAT with the same numbers for random 3-SAT. In this case, we have set the probability P to give an average clause length of 3. Although we see a slight easy-hard-easy pattern (previously noted by Hooker and Fedjki, 1989) , the hard area is not nearly as pronounced as that for random 3-SAT formulas of similar size, and in absolute terms the random P-SAT formulas are much easier. Note that we are using a logarithmic scale for the number of DP calls, so the greater height of the 3-SAT curve represents much greater difficulty. Further, the rate of growth in difficulty of the random 3-SAT formulas is much higher. Table 1 gives the median number of DP calls at the hardest point on the curve for random 3-SAT and random P-SAT formulas, as a function of the number of variables (For comparison, we also include here the numbers for random P-SAT with expected clause length of 4). Again, the table clearly shows a large difference in growth rate for the two random formula models.
formula distribution vars K-SAT (3) P-SAT (3) P-SAT (4)  25  253  33  53  50  3,683  68  157  75 46,915 111 392 Table 1 : Number of DP calls at hardest point, for fixed-length (K-SAT) and constant-density (P-SAT) formulas, with 25, 50, and 75 variables. The numbers in brackets indicate the number of literals per clause (for the P-SAT model, this is the average number of literals per clause).
In conclusion, our experimental results and Franco and Paull's analysis (discussed below) strongly suggest that the constant-density model is not suitable for the evaluation of satisfiability testing procedures.
Related work
There is a large body of literature on testing the satisfiability of random formulas, reporting mostly analytic results. The main impetus for this research was early experimental results by Goldberg (1979) , which suggested that SAT might in fact be easily solvable, on average, using DP. Franco and Paull (1983) showed that Goldberg's positive results were a direct consequence of the distribution useda variant of the constant-density model -and thus overly optimistic. Goldberg's formulas were so easily satisfiable that an algorithm which simply tried randomly generated assignments would, with probability 1, finds a satisfying assignment in a constant number of guesses. Further analytic results for the constant-density model can be found in Franco (1986) , Franco and Ho (1988) , and Purdom and Brown (1987) . Franco and Paull (1983) also investigated the performance of DP on random formulas with a fixed clause length of 3, and suggested that it might be more useful for generating random instances, an hypothesis we have confirmed experimentally here. They showed that for any fixed ratio of clauses to variables, if DP is forced to find all satisfying truth assignments, its expected time will be exponential in the number of variables, with probability approaching 1 as the number of variables approaches infinity while keeping the ratio of clauses to variables fixed. Unfortunately, this result does not directly tell us much about the expected time to find a single assignment.
A recent result by Chvatal and Szemeredi (1988) can be used to obtain some further insights. Extending a ground-breaking result by Haken (1985) , they showed that any resolution strategy requires exponential time with probability approaching 1 on formulas where the ratio of clauses to variables is a constant greater than 5.2. (They also show that with probability approaching 1 such formulas are unsatisfiable.) Given that DP corresponds to a particular resolution strategy, as mentioned above, it follows that on such formulas the average time complexity of DP is exponential.
This result may appear inconsistent with our claim that over-constrained formulas are easy, but it is not. Our results show that there is an easy-hard-easy pattern for formulas with a given (fixed) number of variables when varying the number of clauses and thus the ratio of clauses to variables. Chvatal and Szemeredi's applies to the case where we increase both the number of variables and clauses, while keeping the ratio of clauses to variables fixed. 4 They show that growth of the DP tree is an exponential function in the number of variables n. Our results suggest that the exponential for ratios in the hard area growths much faster than in the easy (over-constrained) area. This has been confirmed by recent results for a highly-optimized variant of DP developed by Crawford and Auton (1993) . Experiments show that in the hard area, at a ratio of 4.3, their procedure scales with 2 (n=17) , whereas at a ratio of 10, the scaling is with 2 (n=57) . This difference in growth rate has important practical consequences. For example, our DP consistently takes only several seconds to determine the unsatisfiability of 1000-variable, 50,000-clause instances of 3-SAT, even though there are some 300-variable 1290-clause formulas that it cannot practically solve. So, what we have called the "easy area," is definitely easy compared to the formulas in the hard area (around the 50% point), and for lower values of n is often much too easy to be used as test formulas.
But for formulas with larger numbers of variables, eventually the truly easy area will occur only at ever higher ratios of clauses to variables.
Turning to under-constrained formulas, the behavior of DP can be explained by the fact that they tend to have very many satisfying truth assignments -see Figure 6 -so that the procedure almost always finds one early in the search.
Other analytic results for random 3-SAT are reviewed in Chao and Franco (1990) .
Not only are our experimental results consistent with the analytic results, they also provide a much more fine-grained picture of how 3-SAT behaves in practice. One reason for the limitations of analytic results is the complexity of the analysis required. Another is that they are asymptotic, i.e., they hold in the limit as the number of variables goes to infinity, so they do not necessarily tell us much about formulas that have only a modest number of variables (say, up to a few thousand) as encountered in practice.
Finally, we would like to mention the valuable contribution of a recent paper by Cheeseman et al. (1991) . This paper explores the hardness of random instances of various NP-complete problems, their main results being for graph coloring and Hamiltonian circuit problems. They observe a similar easy-hard-easy pattern as a function of one or more parameters of instance generation. They also give some preliminary results for satisfiability. Unfortunately, they do not describe exactly how the formulas are generated, and their findings are based on relatively small formulas (up to 25 variables). Also, their backtrack search procedure does not appear to incorporate unit resolution, which would limit its ability to find quick cutoff points. Possibly because of the preliminary nature of their investigation, they observe that they do not know how to generate hard SAT instances except via transformation of hard graph coloring problems. Their hard area appears to be at a different place than in our data, suggesting that the mapping process generates a distribution somewhat different than random 3-SAT. Note that when formulas are not generated randomly, but encode some other NP-complete problem, such as graph coloring, the ratio of clauses to variables may not be a good indicator of expected difficulty. In fact, it is possible to arbitrarily change the clause-to-variable ratio of a formula by artificially "padding" it, without substantially affecting its difficulty.
Conclusions
There has been much debate in AI on the importance of worst-case complexity results, such as NP-hardness results. In particular, it has been suggested that satisfiability testing might be quite easy on average.
We have carried out a detailed study of the average-case difficulty of SAT testing for random formulas. We confirmed previous observations that many instances are quite easy, but we also showed how hard instances can be generated.
The fixed clause-length model with roughly 4.3 times as many clauses as variables gives computationally challenging instances which have about a 0.5 probability of being satisfiable. Randomly generated formulas with many more or fewer clauses are quite easy.
Our data provide two important lessons. The first is that the constant-density model is inappropriate for evaluating satisfiability procedures, since it seems to be dominated by easy instances for all values of the parameters. The second is that it is not necessarily the case that generating larger formulas provides harder formul as. For example, our DP can solve 1000 variable 3000 clause (under-constrained) and 1000 variable 50000 clause (over-constrained) random 3-SAT instances in seconds. On the other hand, it cannot solve random 3-SAT instances with 300 variables and 1290 clauses.
Because random 3-SAT instances can be readily generated, those from the hard area can be very useful in the evaluation of satisfiability testing procedures, and algorithms for related tasks such as Boolean constraint satisfaction. We hope that our results will help prevent further inaccurate or misleading reports on t he average case performance of SAT procedures.
