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Abstract 
 
A novel coded excitation method, combining Golay coding with fundamental and 
third harmonic 1, 3 chirps with resolution enhancement compression (REC) and 
frequency compounding, increases the axial resolution, lateral resolution, penetration 
depth and the contrast-to-noise ratio (CNR) for an ultrasonic imaging system. The 
thickness mode of piezoelectric transducers produces a signal that is resonant at a 
fundamental frequency and odd harmonics. This behavior is exploited using coded 
excitation techniques to increase the usable bandwidth of the source and create 
compounded images of different bands centered at the first and third harmonics. The 
images are already registered using a single transducer and the frame rate is not decreased 
because a single transmit per line is used, rather than transmit at each frequency. With 1, 
3 REC compounding, several advantages were demonstrated: 1) the REC technique 
increased both the fundamental and third harmonic bandwidth which boosted axial 
resolution, 2) the third harmonic improved lateral resolution of ultrasonic images, and 3) 
frequency compounding of the fundamental and third harmonic signals increased CNR 
by averaging speckle patterns from uncorrelated frequency bands. Combining Golay 
codes with 1, 3 REC compounding improved the signal-to-noise ratio (SNR) before 
Wiener filtering the REC chirp. The improved SNR forced the Wiener filter to act more 
like an inverse filter during compression and resulted in improved axial resolution. To 
test improvement, four experiments were conducted using conventional pulsing, 1, 3 
chirp compounding, 1, 3 REC compounding, and Golay codes with a 1, 3 REC 
compounding chip. The first experiment tested the ability to image small differences in 
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positive and negative contrast targets. Golay coding with 1, 3 REC compounding 
improved the CNR of all positive and negative lesions that were imaged with notable 
improvements in the -3 dB target where the CNR was improved by a factor of three over 
conventional pulsing. The second experiment tested the ability to detect small anechoic 
targets (cysts) deep within a tissue-mimicking phantom. Golay coding with 1, 3 REC 
compounding was able to detect 3 mm and 2 mm diameter anechoic targets deep within 
the tissue-mimicking phantom while chirp 1, 3 compounding and conventional pulsing 
could only detect 4 mm diameter and larger anechoic targets deep within the phantom. 
The third experiment tested the ability to detect and resolve wire targets deep in a tissue-
mimicking phantom. To quantify the axial resolution the full width half max (FWHM) 
criteria of the echo envelope and the modulation transfer function (MTF) were used.  
With Golay coding and 1, 3 REC, the axial resolutions of the fundamental and third 
harmonic components were calculated to be 0.91 mm and 0.7 mm, respectively. These 
values for axial resolution were 0.6 and 0.46 times the values obtained with conventional 
pulsing using the same transducer. Using the MTF for lateral resolution wavelength 
calculation, the lateral resolution of the third harmonic of the REC and linear chirp was 
estimated to be about 0.42 and 0.31 times the values obtained with their fundamental 
frequency counterparts using conventional pulsing. The fourth experiment tested 1, 3 
chirp excitation to estimate scatterer diameters within a well characterized phantom. 1, 3 
chirp compounding reduced the standard deviation of estimated scatterer diameters 
(ESD) from 39.1 with 2.25 MHz conventional pulsing to 8.0 with 2.25 MHz 1, 3 chirp 
compounding. The encouraging results from the four experiments demonstrate the 
capability of Golay coding with 1, 3 REC compounding to improve the visibility of low 
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contrast targets, spatial resolution for deep tissue imaging, and estimation of scatterer 
diameters. 
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Chapter 1 Introduction 
 
1.1 General Ultrasound Imaging 
Biomedical ultrasound uses sound waves above the audible frequency range to 
improve human health through imaging. A few characteristics which dictate where an 
imaging modality is utilized in medicine are safety, cost, spatial resolution, frame rate, 
portability, and penetration depth.  Ultrasound is relatively inexpensive, has real-time 
imaging capabilities, is safe, and is portable as opposed to MRI’s $1.5 million full body 
imaging systems which take 3 to 10 minutes for a single scan [1]. The ability of 
ultrasound to image at more than 30 frames per second allows visualization of the heart 
and valve motion and is ideal for general heart function evaluation [1]. X-ray, MRI, and 
ultrasound imaging have comparable spatial resolution of around one millimeter 
depending on but not limited to the intensifying screen thickness, the magnetic gradient 
strength, or the operational frequency, respectively. Ionizing radiation prohibits X-ray 
from performing pediatric and obstetric evaluation, but the fact that ultrasound radiation 
is nonionizing allows it to be prominent in these fields. The common ultrasound 
frequency ranges are 1 MHz to 15 MHz, where 1-3 MHz can image deep lying structures 
such as the liver and 5-15 MHz can image regions closer to the body surface like the 
female breast for cancer evaluation. Although the penetration depth of ultrasound can be 
limited, it is often the preferred imaging modality because of its low cost, safety, 
portability, high frame rate, and spatial resolution.  
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To improve imaging capabilities, researchers focus on three imaging criteria: spatial 
resolution, signal-to-noise ratio (SNR), and contrast.  Spatial resolution for conventional 
ultrasound pulsing is determined laterally by the beam width and axially by the length of 
the transmitted pulse. To quantify the spatial resolution of an imaging system, several 
metrics can be applied. For example, one metric common to almost all imaging 
modalities is the modulation transfer function (MTF).  The MTF provides a measure of 
the spatial frequencies that an imaging system passes. Using a small point reflector in the 
imaging field of view, the amount of spreading in the axial and lateral direction, i.e., the 
point spread function (PSF), can be assessed through the MTF.  A system with perfect 
axial resolution will have all spatial frequencies covered in its MTF and the axial PSF 
will be a simple delta function. The higher the spatial frequencies that are passed by the 
imaging system, as gauged by the MTF, the better the spatial resolution.  The degree of 
spreading correlates to the axial and lateral resolution of the system. 
Noise in ultrasound signals occurs from electronics in the detection system, speckle 
from coherent wave interference, and “clutter” from side lobes, grating lobes, 
reverberation, and tissue motion. These interference sources affect the ability to perceive 
contrast in an image and increase the variance in quantitative ultrasound diagnostic 
estimates. To quantify this interference, the SNR is calculated by taking the variance of 
signal magnitude at a spatial location and dividing it by the noise power. 
The contrast-to-noise ratio (CNR) is similar to the signal-to-noise ratio and shares 
some of the same interference sources. CNR assesses the perceivability of a target against 
a background in an image. The signal mean and variance of the target and its background 
are measured to evaluate the CNR with 
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iS  and oS  are the signal intensities inside and outside the target, respectively, and 
2
i and 
2
o  are the signal intensity variances inside and outside the target, respectively. The 
greater the CNR, the more perceptible the object in a medium. The CNR accounts for the 
variance in the signal due to noise to mask the contrast of a target from the background. 
 Spatial resolution and SNR can both affect the ability to observe a target from the 
background and will, therefore, affect the CNR. The lower the spatial resolution, the 
more a target signal will smear with the background signal to reduce contrast and 
visibility. The lower the SNR, the lower the CNR and target visibility because the noise 
will mask the intensity differences between the target and background. Therefore, 
improving spatial resolution and SNR will ultimately lead to better target visibility and 
improvements in CNR.   
  
1.2 Coded Excitation 
One way to improve spatial resolution and SNR is through coded excitation techniques. 
The radar community has used the coded excitation or energy spreading methods for the 
past 50 years [2]. In 1979, Takeuchi proposed the use of Golay codes, a coded excitation 
technique, with ultrasound to increase the SNR of the imaging system and increase 
penetration depth [3]. However, his idea was not fully embraced by the ultrasound 
community until more than a decade later because radar uses Golay codes for “clutter 
suppression” for a single target or target group while ultrasound maps high fidelity 
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echograms of weak intensity, semi-transparent tissues [3]. Coded excitation is the ability 
to elongate the transmitted pulse with codes and compress the output with filters, thereby 
preserving pulse length while increasing the SNR. The coded excitation and pulse 
compression process is shown in Figure 1.1.  Coded excitation is useful because it 
improves the SNR, improving the depth penetration of ultrasound waves, which in turn 
improves image quality. The boost in SNR provided by coded excitation can improve the 
CNR of an ultrasound image.  
SNR can also be improved by increasing the excitation voltage of conventional 
pulsing, which in turn increases acoustic pressure.  This is not always desirable in clinical 
ultrasound machines because the increased pressure can induce bioeffects, putting the 
patient at increased risk of injury [4].  Therefore, the FDA limits the level of pressure that 
is achievable in an ultrasound imaging devices through the mechanical index (MI) [5]. 
Coded excitation is able to increase the SNR without increasing the pressure of the sound 
wave above the FDA limits.   
In the original work in using coded excitation with ultrasonic imaging, phase 
modulated codes were used. However, frequency modulated codes, i.e., chirps, can also 
be used in coded excitation to increase the transferred energy over conventional pulsing 
techniques.  A chirp is a swept frequency sine wave that can be a long signal in duration 
while still maintaining a large bandwidth. Therefore, a chirp has a larger time-bandwidth 
product (TBP). To compress a chirp, a matched filter, an inverse filter, or a Wiener filter 
can be used. An inverse filter provides improved axial resolution but does not provide as 
large a boost in SNR and can actually amplify noise outside the band of the transducer.  
A matched filter, i.e., autocorrelation, has optimal noise suppression but decreases spatial 
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resolution and increases side lobe levels.  A Wiener filter allows a tradeoff between a 
matched filter and an inverse filter. The operating point of the Wiener filter depends on 
the SNR of the signal. A signal with high SNR will force the Wiener filter towards an 
inverse filter and a signal with poor SNR will move the Wiener filter to a match filter 
response. The operating point between an inverse and matched filter in the Wiener filter 
can be adjusted with a tuning parameter. 
Coded excitation increases the TBP of a signal, which is the key to the increase in 
SNR without sacrificing pulse length (axial resolution) [4].  The increased signal duration 
results in increased signal energy, which means greater penetration depth. While 
conventional pulsing has a TBP of approximately unity, coded excitation can increase the 
TBP past unity.  Typically in coded excitation applications in ultrasonic imaging, the 
TBP can be increased up to 40 or more.  
Coded excitation techniques have also been developed to improve the axial resolution 
of an ultrasonic imaging system by boosting the bandwidth (i.e., the REC technique) [4]. 
Benefits include improvements in axial resolution, bandwidth and penetration depth due 
to SNR improvements [4]. In the REC technique, a pre-enhanced chirp is constructed 
with convolution equivalence in the frequency domain to achieve desired characteristics 
of the imaging system. Pulse compression is accomplished through a mismatched 
filtering scheme. 
Applications of REC include lesion contrast enhancement and spectral imaging 
[6, 7, 8]. Lesion contrast enhancement with REC made use of frequency compounding to 
decrease image speckle with the tradeoff of decreased axial resolution.  However, this 
tradeoff is extended with REC by increasing the useable bandwidth of the imaging 
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system with REC.  Each subband becomes larger, improving the overall axial resolution 
while the subband images are compounded to improve CNR. 
Quantitative ultrasound is a technique that can be used to diagnose various medical 
diseases, most importantly cancer [9, 10]. Quantitative ultrasound spans a range of 
different techniques to provide numbers related to the tissue microstructure. One common 
technique parameterizes the normalized power spectrum arising from ultrasound 
backscattered signal from tissues [11]. The less the variation in the parameter estimates, 
the better the classification potential for diagnostics. For spectral-based estimates, the 
variance of estimates is inversely proportional to the bandwidth, which makes bandwidth 
a precious commodity in spectral-based estimation [2, 13]. The ability of REC to broaden 
the operating bandwidth and improve the SNR provides not only the capability to achieve 
diagnostics at greater depths but also improved estimation variance because of the 
additional bandwidth. 
 
1.3 Hypothesis 
In the following studies, multiple novel coding techniques will be developed that take 
advantage of transducer properties to optimize the bandwidth and information content 
achievable for an ultrasonic imaging system. Specifically, advantage is gained from the 
odd frequency harmonics produced by the thickness mode of piezoelectric transducers 
with coded excitation techniques to increase the usable bandwidth of the source and 
create compounded images of different bands centered at the first and third harmonics. 
The natural advantage of using this method is that the images are already registered using 
a single transducer and the frame rate is increased because a single transmit per line is 
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used, rather than transmit at each frequency. To accomplish this with multiple sources 
would require registration of multiple images. Ultrasonic images of the liver and kidneys 
usually have low spatial resolution because of the necessity to use low frequency 
transducers with narrow bandwidths for deep penetration. To accomplish this with a 
single transducer, a code made up of two chirps at the fundamental and third harmonic 
will be transmitted from the source. A specialized compression filter will then isolate the 
signals at the first and third harmonics.  The images made with the different frequency 
bands can be compounded, because they are already registered, and used to improve the 
contrast of ultrasonic images. 
In another application using multiple codes combined into one, a Golay code will be 
combined with a REC code. With elongated signals carrying extra energy at the edges of 
the bandwidth using REC, the bandwidth is increased and signal strength is increased for 
deeper penetration. Utilizing Golay codes with the REC chirp as the chip and 
compressing the Golay code first will allow for the SNR to be increased at a particular 
depth and move the Wiener filter used in the subsequent compression of the REC chirp 
towards an inverse filter. The inverse filter will improve the axial resolution of the 
compressed pulse. In addition, the Golay code can also be used with the fundamental and 
third harmonic chirp to improve the compression of the chirps.   
The overall basis of the proposed techniques is to construct complex codes that are a 
superposition of multiple codes with particular properties advantageous to imaging. In so 
doing, it is hypothesized that artifacts associated with certain coding routines can be 
mitigated and limitations and tradeoffs associated with certain coding schemes can be 
extended. To test the hypothesis, three distinct coding operations will be explored: 
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multiple chirp (1st and 3rd harmonic) and Wiener filtering, multiple chirp coding (1st and 
3rd harmonic) with resolution enhancement compression, and binary coding (Golay 
codes) with resolution enhancement compression (REC).  The multiple chirp and Wiener 
filtering technique is based on the idea that transducers generate signal at the fundamental 
and odd harmonics, with decreasing energy in the higher harmonics. Chirps that are 
based on the fundamental bandwidth and the third harmonic bandwidth will be 
superimposed to form a new chirp for excitation. The new 1, 3 chirp will boost the signal 
at the fundamental and third harmonic, resulting in enhanced bandwidth of the signal. 
This enhanced bandwidth can then be used to compound images or improve the variance 
of scatterer property estimates based on the backscatter coefficient by using both the 
fundamental and third harmonic bandwidths. In the next coding routine, a 1, 3 REC chirp 
will enhance the bandwidth of the fundamental and third harmonic bands. The enhanced 
bandwidth from REC and 1, 3 coding can be used to further compound images, resulting 
in improved contrast and resolution, and also applied to spectral-based parameter 
estimation. In the third technique, REC will be combined with Golay encoding to extend 
the Wiener filter operating point and put more energy into the edges of our bands to 
produce broader bands.  All three of these compression techniques can be combined to 
give improved bias and variance in spectral-based ultrasound parameter estimates and 
improve contrast, axial resolution, and SNR in conventional ultrasound (B-mode) 
imaging. 
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1.4 Figure 
 
 
Figure 1.1. Block diagram of coded excitation and pulse compression in ultrasound. 
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Chapter 2 Methods 
 
2.1 Coded Excitation 
Coded excitation uses coded signals to strategically distribute energy through the impulse 
response of a system to get a boost in the signal-to-noise ratio (SNR).  There are various 
types of coded excitation techniques used in ultrasound.  Excitation codes, like linear 
chirps (frequency modulated) and Golay codes (phase modulated), are constructed to 
elongate the transmitted signal of the transducer to provide improved depth penetration 
through increased SNR. Resolution enhanced compression (REC) codes are generated to 
also widen the frequency bandwidth and improve axial resolution of an ultrasonic 
imaging system. A new kind of coding introduced in this study, 1, 3 coding, takes 
advantage of harmonic frequency bands generated from resonant modes based on the 
thickness of piezoelectric transducers. Chirps based on these frequency bands, namely the 
first and third harmonic, can be transmitted simultaneously and compressed to separate 
the fundamental and third harmonic bandwidths for frequency compounding. All of these 
coded excitation techniques can provide improvements to ultrasonic imaging beyond 
what is doable with conventional pulsing and, when used together, can simultaneously 
improve multiple image quality features such as the SNR, contrast-to-noise ratio (CNR), 
and spatial resolution.  
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2.1.1 Chirp 
A linear chirp sweeps a sinusoid over a desired operation frequency range.  The code is 
sent through an ultrasound transducer and excites the frequency band present in the 
frequency sweep.  A chirp waveform can be described by the equation  
 20 2
0( ) ( )
j t tc t w t e   ,    (2)  
where  is the rate of frequency change as shown by t    , 0 ( )w t is the apodization 
window function, and ω0 is the starting sweep frequency [2]. The apodization window 
weights the voltage profile of the coded signal to control the side lobe magnitude and 
main lobe width.  When the window function is a constant unity across the input, i.e., a 
rect function, the -3-dB main lobe is the narrowest but the range side lobe levels (RSLL) 
are at -13 dB below the main lobe [14].  If the window function is a raised cosine or 
Hanning window, the RSLL can be -100 dB below the main lobe or lower, but the main 
lobe width is increased [14]. Figure 2.1 shows two windowed signals (rectangular 
window and Hanning window) after compression to demonstrate the tradeoffs. Because 
of the effects of RSLLs on contrast resolution, Haider et al. (1998) suggested that for 
ultrasound imaging purposes the RSLL should be at least -45 dB below the main lobe 
[15].  In addition, for optimum bandwidth and compression performance, it has been 
suggested that the frequency band of the chirp should be 114% greater than the -3 dB 
bandwidth associated with the impulse response [16].  In this work, to achieve -45 dB 
RSLL with good axial resolution and high noise suppression, an 80% tapered Tukey 
window was used for the chirp apodization window function. 
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2.1.2 Pulse Compression 
When compressing the elongated output, it is important to choose a filter which 
appropriately accounts for the noise in the system. Three filters which react to noise 
differently are the matched filter, inverse filter, and Weiner filter.  A matched filter is the 
autocorrelation of the input signal: ( ) ( ) ( )m t c t c t ★ , where ★  is the cross correlation 
symbol [2].  A matched filter minimizes noise but introduces side lobes and results in 
approximately a doubling of the main lobe width. To keep the main lobe as narrow as 
possible and reduce the side lobes, an inverse filter can be used but at the cost of 
amplifying noise in the system at the bandwidth edges. The inverse filter frequency 
response is the reciprocal of the coded excitation signal. Figure 2.2 (a) and (b) 
demonstrate how a matched filter and inverse filter react to 45 dB of noise. The noise 
floor of the inverse filter is 60 dB higher than the matched filter but the main lobe is 
much narrower. 
To compromise the positive and negative characteristics of the matched filter and 
inverse filter, a Wiener filter optimally compresses a signal depending on the SNR of the 
system.  The Wiener filter allows the response of the filter to balance between an inverse 
filter and a matched filter depending on the SNR and the tuning parameter, γ.  The Wiener 
filter is given by  
    
_
12
_
lin chirp
lin chirp
V
V SNR

 


     (3) 
where _lin chirpv  is a linear frequency modulated chirp, SNR is the average signal-to-noise 
ratio, and gamma is a tuning parameter allowing the user to adjust the initial location for 
the Weiner filter to favor more of a matched filter or an inverse filter response. When the 
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SNR  is large, the Wiener filter acts like an inverse filter preserving spatial resolution 
better, and when the SNR  is small the Wiener filter reduces the noise like a matched 
filter. Figure 2.2 (c) demonstrates how a Wiener filter reacts to 45 dB of noise. 
 
2.1.3 REC 
An alternative to conventional chirp excitation and pulse compression is resolution 
enhanced compression (REC) [4]. In essence, the REC chirp is created by modulating the 
amplitude of the chirp with a window function that increases the amplitude of the chirp at 
the chirp edges, which typically corresponds to the band edges of the source impulse 
response. To provide this windowing function for the REC chirp, the convolution 
equivalence between the system impulse response, 1h , and the desired impulse response, 
2h , is used as follows:   
   1 _ 2 _p chirp lin chirph v h v   ,     (4) 
where _lin chirpv  is a linear frequency modulated chirp which covers the entire bandwidth of 
2h . The goal is to excite the transducer with a pre-enhanced chirp, _p chirpv , which will 
allow the current system to have the desired effective impulse response qualities of 2h . 
To isolate _p chirpv  one can convert the convolution in Eq. (4) to multiplication in the 
frequency domain through the Fourier transform and then divide each side by 1H  in the 
frequency domain,  
   2 __
1
lin chirp
p chirp
H V
V
H
 .     (5) 
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However, by simply dividing by the frequency representation of the impulse response 
function, the noise will be amplified whenever 1H  is small or approaches zero.  A 
modified inverse can be used to avoid dividing by zero and amplifying noise, which is 
based on a Wiener filter type approach [4],  
    
*
2 _ 1
_ 2 2
1 1
lin chirp
p chirp
H V H
V
H H 
  
.     (6) 
After sending _p chirpV  through the transducer and receiving with the transducer, signal 
compression is performed with a mismatched filter (the REC filter) also based on a 
Wiener filter design, 
    
_
12
_
lin chirp
REC
lin chirp
V
B
V eSNR 


.    (7) 
To account for system effects in construction of the compression filter, it is important 
to estimate how the system responds to a linear chirp excitation used in the convolution 
equivalence of (5). Therefore, a modified chirp response _'lin chirpV , is obtained by 
reflecting the pre-enhanced chirp signal off of a Plexiglas plate and deconvolving by the 
desired impulse response,  
_ 1 _ 2'REC p chirp lin chirpPlexi V H V H    .   (8) 
To isolate _'lin chirpV , a modified inverse is used in the frequency domain, 
    
*
2
_ 2 2
2 2
' REClin chirp
Plexi HV
H H 
 
.     (9) 
_'lin chirpV  was directly used in the modified Weiner filter for all subsequent REC 
experiments 
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    
_
12
_
'
'
lin chirp
REC
lin chirp
V
V eSNR

 


,    (10) 
because the modified chirp accounted for the system dependencies.  
 
2.1.4 Golay Codes 
A common multiple-transmit coding technique which is designed to improve the SNR 
while having no sidelobes is Golay coding.  Golay codes are biphase with symbols of +1 
or -1 [1]. They follow a complementary condition where the autocorrelation of the first 
N -bit code, ( )a n , added to the autocorrelation of the second N-bit code, ( )b n , is equal 
to 2 ( )N n .  The codes can be recursively built from another Golay pair by   ,AB A B   
[1].  For example, if       , 1,1 , 1, 1A B   , the next  ', 'A B  pair would be
    1,1,1, 1 , 1,1, 1,1  . The coded symbols transmitted with phase changes are called 
chips.  Chips can range from a simple normalized delta function to a chirp.   
In pulse-echo ultrasonic imaging, the Golay code excitation starts by transmitting the 
first code through the transducer and receiving the returning echoes with the same 
transducer.  The digitized signal is saved to a memory buffer and the system waits for the 
second code to also be transmitted and received through the transducer.  After both 
signals are received and compressed, the two are added together in time. Theoretically, 
the side lobes are completely canceled and the SNR is improved by a factor of two times 
the number of bits in the code without increasing the pressure wave amplitude, which has 
the potential to cause bioeffects.  These improvements come at the cost of the frame rate 
decreasing by half and the potential of tissue movement decorrelating the two output 
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signals resulting in incomplete cancellation of sidelobes. Incomplete cancellation of 
sidelobes will in turn result in imaging artifacts.  
 
2.1.5 REC Combined with Golay Codes 
A REC chirp can be used as the Golay code chip to allow the Golay code to improve the 
SNR before Weiner filtering for REC. To set the REC chirp as the chip, the chirp is 
convolved with both complementary Golay codes. A simulation of both codes convolved 
with the transducer impulse response is shown in Figure 2.3 (a).  
Both complementary codes are cross correlated with their respective binary codes, 
leaving a single REC chirp with sidelobes as shown in Figure 2.3 (b).  The sidelobes 
cancel out when the two results are added together, leaving the REC chirp in Figure 2.3 
(c).  Finally, the SNR improved output signal is compressed with the REC Wiener filter 
described in Equation (10).  The improved SNR from Golay codes pushes the Wiener 
filter towards an inverse filter, leaving the final compressed signals with lower RSLL and 
improved axial resolution. 
 
2.1.6 Fundamental and Third Harmonic Coded Excitation 
Because of the thickness mode associated with sound production from PZT transducers, 
bandwidths associated with the fundamental and subsequent odd harmonics are produced. 
The higher harmonics will typically have lower energy on the output. A chirp can be 
constructed by summing together chirps based on the fundamental and the third harmonic 
that will cover a larger overall bandwidth. In addition, the frequency modulated linear 
chirp or REC chirp can be used to allocate more energy to the third harmonic than the 
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fundamental bandwidth to bring the third harmonic to the same pressure level on 
transmit. By ensuring that the fundamental and third harmonic are at the same pressure 
level on transmission, it is easier to calculate intensity and mechanical index (MI) 
parameters, which are limited by the FDA for diagnostic ultrasound. In this procedure, 
chirps produced by combining at the fundamental and third harmonics are called ௖ܸ଴ and 
௖ܸଷ, respectively. By combining these chirps, a more complicated signal is constructed 
called Vc03. Specifically, to produce the ௖ܸ଴ଷ  chirp, ௖ܸ଴  is added to ௖ܸଷ , which is also 
multiplied by a gain constant.  In these experiments, this gain constant is set to five. 
Hence, the third harmonic chirp will be sent into the transducer with five times the 
amplitude of the fundamental chirp. Figure 2.4 shows an example of the ௖ܸ଴ଷ produced 
by summing two frequency modulated linear chirps (Vc0 and Vc3) and Figure 2.5 shows 
an example of Vc03 produced by summing two REC chirps. When compressing the signal, 
after ௖ܸ଴ଷ has passed through the transducer, two Wiener filters are used to isolate the 
signal from the fundamental and third harmonic bands,   
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Each Wiener filter will be used to produce signals that can be used to create images 
associated with each bandwidth, ݅݉ܽ݃݁௙బ and ݅݉ܽ݃݁ଷ௙଴. 
Without using any band filtering, the two images are frequency compounded because 
the images are automatically registered; i.e., they come from the same transducer and 
scan acquisition, 
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Because image3f has three times the center frequency of 0fimage , 3 0fimage  will have 
better lateral resolution and 0fimage will have better SNR with depth;  Compoundimage will 
benefit from both of these attributes. The non-overlapping bands produce different 
speckle patterns because speckle in ultrasound images arises from interference of 
scattered wavelets coming from many subresolution scatterers. The wavelets associated 
with each band will have a different center frequency. Therefore, the complex 
interference pattern known as speckle will be different for images from each band. By 
summing together these different images, the variance of the speckle will be reduced but 
the mean speckle intensity will not change significantly.  
Because the pulses from these subresolution scatterers are frequency dependent, the 
speckle from the fundamental and third harmonic images will be uncorrelated. By 
averaging these two images, the speckle variance will decrease, thereby reducing the 
variance of the speckle of the compounded image, which can result in an improved CNR 
[17]. Unlike frequency compounding, which divides the fundamental band into subbands, 
1, 3 frequency compounding does not sacrifice spatial resolution. 
 
2.1.7 Quantitative Ultrasound 
To perform quantitative ultrasound analysis on a target, the targeted region of interest 
(ROI) is outlined and broken into smaller data blocks. A data block is composed axially 
of a windowed time segment of data corresponding to a certain number of pulse lengths 
or wavelengths and laterally by a number of scan lines corresponding to a number of 
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beamwidths in length. Each gated rf line within the data block is divided by a reference 
spectrum measured at the same depth to estimate the average normalized power spectrum 
defined by 
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where mFT  is the Fourier transform function of the gated region with length L ,  ( , )A f L  
is the attenuation compensation function, and N is the number of gated rf lines within the 
data block [18]. The reference spectrum removes transducer and equipment effects. 
( , )A f L  compensates for the attenuation path between the transducer and each data block, 
and along the data block, to isolate the normalized power spectrum defined by   
0 04 ( ) 4 ( ) 2( ) ( ) f x f Lmeas attenW f W f e e
  ,    (15) 
where 0  and   are the frequency-dependent attenuation coefficients a water path 
(assuming the transducer is coupled to the sample through water) and the gated region, 
0x  is the distance from the source to the gated region, and 2L  is the distance from the 
front to the center of the gated region.  
In many cases, algorithms for inferring properties of scatterers from the normalized 
backscattered power spectrum are tested in tissue-mimicking phantoms with known 
scattering properties. For example, in most phantoms used in quantitative ultrasound, 
glass beads are used as the dominant scatterers. The exact scattering solution for glass 
beads embedded in an agar-like substrate is available [19].  Using the exact solution of 
scattering from glass beads, scatterer diameters can be estimated from the normalized 
power spectrum at each data block to characterize a target. If an algorithm can provide a 
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smaller variance of the estimate of the scatterer diameter, then the algorithm should 
produce a better classifier for tissue classification and diagnosis.  
 
2.2 Quality Metrics 
To quantify the improvements provided by the coded excitation techniques, image quality 
metrics need to be defined. The following image quality metrics were used to 
quantitatively evaluate the performance of the different coding and image processing 
techniques developed in this study: 
1. Modulation transfer function (MTF): The MTF quantifies the spatial resolution of the 
imaging system in the axial and/or lateral direction. To estimate the MTF, the spatial 
Fourier transform is usually performed over a speckle region. However, in this study 
wire targets will be used to estimate the MTF because the wire targets can 
approximate a point scatterer.  The MTF is defined as [20] 
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where ( | )H k x is the magnitude of the Fourier transform of the enveloped rf signals 
and (0 | )H x  is the dc spatial frequency component.  From the MTF curve, the 
following equation is used to provide an estimate of the spatial resolution: 
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 where 0k  is defined as the value at which the MTF falls to 0.1 of its maximum value. 
2. Full width half max (FWHM): The FWHM measures the pulse length at the -6 dB 
width of the envelope of the backscattered signal from a point-like target, i.e., a wire 
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target, and can provide a quantitative estimate of axial resolution and lateral 
resolution. The theoretical value for the lateral -3-dB transmit beam width is 
dependent on the transducer #f  and center frequency in the equation  
    #(3 ) 1.02fD dB f .     (18) 
Axial resolution is inversely dependent on the bandwidth of the system. 
3. Contrast-to-noise ratio (CNR): CNR provides a numerical value to quantify how well 
a target is perceived against its background.  CNR is defined as 
    
2 2
i o
i o
S S
CNR  
  ,     (19) 
where iS  and oS  are the average intensities of the signal inside and outside the 
target, respectively [20]. 2i  and 2o  are the variances of the signals inside and 
outside the target, respectively. CNR for B-mode imaging is affected by the SNR, 
spatial resolution, sidelobes, and the dynamic range of the imaging system.  The CNR 
accounts for the speckle variation present in ultrasound images that reduces the 
visibility of a lesion from its background.  
4. Estimated scatterer diameter (ESD) standard deviation: The standard deviation of 
scatterer diameter quantifies how precise the algorithm is for estimating scatterer 
diameter.  The standard deviation of a sample set is defined by 
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where  is the mean of the sample set, mX is each sample value, and N is the number 
of samples in the set.  
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2.3 Experimental Setup for Ultrasonic Imaging 
A diagram of the experimental setup for conventional pulsing is shown in Figure 2.6 (a). 
A focused (f/3) 1-MHz transducer with a focal distance of 6.9 cm was used for the 
experiments. The transducer was used to scan a sample by fixing it to a micro-positioning 
system and translating the source across a sample. For conventional pulsing, the 
transducer was excited using a Panametrics 5800 pulser/receiver. The reflected and 
backscattered analog signals from the samples were then received by the transducer, 
digitized by a Panametrics 5800 pulser/receiver at 200 MHz, and recorded to a computer 
for post-processing. To create a B-mode image, the envelope of each scan line was 
detected and converted to dB scale and imaged in gray scale. A time gain compensation 
was applied to all images to keep the average amplitude of the image constant at all 
depths and ensure the signal level to be within the -45 dB dynamic range throughout the 
image. 
Figure 2.6 (b) shows the setup required for coded excitation of a single-element 
transducer. The coded signal was created in Matlab and uploaded to a Tabor Electronics 
WW1281 arbitrary waveform generator. The arbitrary waveform generator sent the coded 
waveform through an attenuation bar with -6-dB attenuation.  The attenuated signal was 
amplified 50 dB by an ENI 2100L power amplifier and input into a Ritec RDX-6 
diplexer.  The signal sent into the diplexer then excited the transducer. The same 
transducer was used to receive the backscattered signals.  The received signal was sent 
back through the diplexer and into the Panametrics 5800 pulser/receiver where it was 
digitized at 200 MHz and recorded by the computer for post-processing using Matlab. 
The raw RF signal from each scan line was compressed according to the appropriate 
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Wiener filter, envelope detected, converted to dB scale, and converted to gray scale. A 
time-gain compensation was applied to all images to keep the average amplitude of the 
image approximately constant at all depths. 
 
2.4 Experimental Samples 
Four different samples were used to evaluate the coding and pulse compression 
techniques in this study. Three of the samples were contained within an ATS phantom 
shown in Figure 2.7 and the fourth sample was contained within the Duke phantom 
shown in Figure 2.8.  The total ATS phantom dimensions were 29.0 x 20 x 11.5 cm and 
the tissue-mimicking material was urethane rubber with an attenuation coefficient and 
speed of sound of 0.5 dB/cm/MHz േ 5.0% and 1450 m/s േ 1.0% at 23° C, respectively. 
The Duke phantom had an attenuation coefficient of 0.19 dB/cm/MHz with 41 μm 
diameter beads randomly spaced apart. The four excitation modes used in the three ATS 
studies were conventional pulsing, chirp (1, 3 coding), REC (1, 3 coding), and Golay 
codes with REC (1, 3 coding).  All three of the ATS Phantom experiments used a 1 MHz 
transducer. In the fourth experiment, the Duke phantom was scanned with a 2.25 MHz 
transducer while being excited with conventional pulsing and chirp (1, 3 coding). The 
four experiments used are as follows.  
 
1. ATS wire phantom: 
In ultrasound imaging, the ability to image deep into a medium with high spatial 
resolution is very important.  To quantify how various coded excitation techniques 
perform with regard to CNR and spatial resolution verses depth, perpendicularly 
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aligned wires 1 cm apart in the tissue-mimicking media were imaged, as shown in 
Figure 2.7, section 1. The axial resolution and lateral resolution at increasing depths 
were determined by quantifying the fall-off of the envelope of the wires in the spatial 
domain with the FWHM (-6 dB) and also by calculating the MTF in both directions. 
 
2. ATS Small Anechoic Inclusions: 
To test small object detectability with increasing depths, a tissue-mimicking phantom 
with an array of 2 mm, 3 mm, and 4 mm diameter anechoic inclusions was imaged, as 
shown in Figure 2.7, section 2. To quantify the ability to detect a focal lesion against 
the background, the CNR values of these small inclusions were measured. 
 
3. ATS Inclusions: 
The ability to image targets with small variations in contrast is important for 
assessing a system for medical imaging.  Contrast can be reduced by losses in spatial 
resolution or SNR. Coding techniques have the potential to improve contrast through 
improving the SNR, the spatial resolution, or compounding. To test the ability of a 
system to display small contrast variation, the CNR was estimated from images 
constructed from the ATS phantom shown in Figure 2.7, section 3. In this instance, 
six 1.5 cm diameter circular lesions were imaged having variable contrasts of -15, -6, 
-3, 3, 6, and 15 dB compared to the background material. 
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4.  Duke Phantom:  
The ability to estimate scatterer diameters from a well-characterized tissue-mimicking 
phantom with low standard deviation in a target is important for developing 
algorithms and techniques to provide successful disease classification. To test the 
capability of 1, 3 compounding to decrease standard deviation in scatterer diameter 
estimates, both 1, 3 chirp compounding and conventional pulsing were used to 
estimate scatterer diameters within a well-characterized phantom containing glass 
beads with random spatial locations. The glass beads had a very narrow size 
distribution with a mean diameter of 41 µm ± 2 µm. The phantom was imaged using 
the 2.25 MHz transducer, and five slices each 1 cm apart were scanned from the 
phantom as shown in Figure 2.8. In each slice, 201 scan lines were acquired with a 
separation of 200 μm between each scan line.  
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2.5 Figures 
 
Figure 2.1. Envelopes of compressed linear tapered chirps using matched filter with 
either a Hanning taper or rectangular taper.  
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Figure 2.2. Envelopes of a) matched, b) inverse, and Wiener filtered chirp with and 
without -45 dB noise present in the original signal.  
 
a) 
b) 
c) 
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Figure 2.3. a) Two complementary four-bit Golay codes with REC chips reflected off of 
Plexiglas. b) The two complementary codes after matched filtering with sidelobes. 
c) The summation of the two complementary codes with no sidelobes. 
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Figure 2.4. a) Linear chirp covering the fundamental frequencies. b) Linear chirp 
covering harmonic frequencies. c) A linear chirp formed from the summation of the 
chirps covering the fundamental and third harmonic bands. 
a)
b) 
c)
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Figure 2.5. a) REC chirp covering the fundamental frequencies. b) REC chirp covering 
harmonic frequencies. c) A REC chirp formed from the summation of REC chirps 
covering the fundamental and third harmonic bands. 
a)
b) 
c)
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Figure 2.6. Experimental setup for (a) conventional pulsing and (b) coded excitation. 
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Figure 2.7: Layout of ATS tissue-mimicking phantom. The three sections used for 
imaging experimentation are highlighted. 
 
 
Figure 2.8: Image representation of a focused transducer scanning the cylindrical 
phantom. 
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Chapter 3 Results 
 
3.1 Conventional Pulsing 
To provide a baseline for coded excitation experiments, all phantom experiments were 
conducted first using conventional pulsing.  Figure 3.1 shows the B-mode image 
constructed using conventional pulsing from the first phantom experiment using six 
targets of 1.5 cm diameter and contrast compared to the background of -15, -6, -3, 3, 6, 
and 15 dB, respectively. 
Table 3.1 shows the estimated CNR values for conventional pulsing in the first 
phantom experiment. The positive contrast targets all had higher CNR values than their 
negative contrast counterparts. This is especially noticeable for the positive and negative 
3 dB contrast targets where the -3 dB contrast target CNR was less than a quarter the size 
of the +3 dB contrast target. The positive 15 dB target had more than twice the measured 
CNR value of the negative 15 dB target CNR. This occurs because the noise floor masks 
the negative contrast targets while the positive contrast targets are above the noise floor. 
Figure 3.2 shows the conventional pulsing B-mode image for the second phantom 
experiment where five arrays of 8 mm, 6 mm, 4 mm, 3, mm and 2 mm diameter anechoic 
targets were imaged.  
Table 3.2 shows the CNR estimated for conventional pulsing from the second 
phantom experiment. All of the 55 mm deep targets had CNR values above 0.77 except 
for the 2 mm diameter target. All of the 8 mm diameter targets had CNR values above 
0.53. The cutoff for target detectability for conventional pulsing occurred between 4 mm 
and 3 mm, where the CNR values were small and for some targets became negative. 
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Figure 3.3 shows the B-mode image for the third phantom experiment using 
conventional pulsing where eight wire targets with diameters 0.12 mm were imaged. 
Qualitatively, it can be immediately observed that the axial resolution was better than the 
lateral resolution. 
Table 3.3 shows the axial FWHM and MTF estimated for conventional pulsing from 
the third phantom experiment. All of the FWHM estimates of axial resolution throughout 
the depth had about the same values and an overall mean of 1.58 mm. The MTF provided 
an estimate of the axial resolution of 1.28 mm, which was considerably smaller than the 
estimate based on FWHM. 
Table 3.4 shows the lateral FWHM and MTF estimated for conventional pulsing 
from the third phantom experiment. The lateral FWHM increased linearly from 2.5 to 
9.75 mm versus depth of imaging. However, the lateral resolution estimate from the MTF 
remained relatively constant for all of the wires with an average of 3.9 mm. 
 
3.2    1, 3 Chirp Excitation 
Figure 3.4 shows the fundamental chirp excitation, harmonic chirp excitation, and 1, 3 
chirp compounded B-mode images from the first phantom experiment. Six targets having 
diameters of 1.5 cm and contrasts compared to the background of -15, -6, -3, 3, 6, and 15 
dB were imaged. Qualitatively, the -6 dB, 6 dB, and 3 dB targets were easier to detect in 
the compounded image than in the fundamental or third harmonic images. However, 
there was less noise and more edge definition in the third harmonic image than in the 
fundamental image which is quantified by the CNR in Table 3.5. 
Table 3.5 shows the ratios of the CNR values for the fundamental chirp excitation, 
the third harmonic excitation and the 1, 3 chirp compounding compared to CNR values of 
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conventional pulsing. A value of greater than unity corresponds to a higher CNR value 
for the coding technique than conventional pulsing and value less than unity has a lower 
CNR value than for conventional pulsing. For all but the -3 dB target, the 1, 3 chirp 
compounding technique improved CNR over conventional pulsing. The fundamental 
image had increased CNR for the -15, -6, and 6 targets but had lower CNR than 
conventional pulsing for the other contrast targets. The compounded image improved 
over the fundamental image and third harmonic image for all targets. This accurately 
demonstrates the strength of compounding to average two images with different center 
frequencies and uncorrelated speckle patterns to increase CNR results. 
Figure 3.5 shows the fundamental chirp excitation, harmonic chirp excitation, and 1, 
3 chirp compounded B-mode images for the second experiment where five arrays of 8 
mm, 6 mm, 4 mm, 3, mm and 2 mm diameter anechoic targets were imaged. 
Qualitatively, the third harmonic had superior noise suppression until 100 mm, but after 
100 mm the signal attenuated to below the noise floor. The attenuation in the third 
harmonic image was predicted to be larger than the fundamental image because higher 
frequencies attenuate faster than low frequencies in the same medium. The axial edges of 
the circular targets were more defined in the fundamental image than the lateral edges, 
which is quantified by the CNR. This positively contributes to the improved axial edge 
definition in the compound image.  A great example of the contribution of the 
fundamental chirp to the compounded image is that at the 95 mm deep target, the bottom 
edge definition is present, where as it is not present in the third harmonic image.  
Table 3.6 shows a CNR comparison between conventional pulsing and fundamental 
chirp excitation, the third harmonic chirp excitation and the 1, 3 chirp compounding for 
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the 8 mm, 6 mm and 4 mm diameter anechoic targets from the second experiment. The 
CNR values of the fundamental chirp image are similar to the conventional pulsing CNR 
results. The compound improvements occur where the depths of focus for the 
fundamental and third harmonic overlap between 55 mm and 95 mm. Any compound 
past 95 mm becomes only as good as the fundamental image or worse because the third 
harmonic has low SNR at these depths. At 95 mm deep, the largest CNR value is 
recorded by 1, 3 chirp compounding with a value of 3.07 times the conventional pulsing 
result. The table shows the cutoff for chirp improvement to be at 6 mm diameter targets. 
For the 4 mm diameter targets, conventional pulsing has better CNR than chirp excitation 
at almost all depths.  The inability of chirp excitation to image the 4 mm and smaller 
diameter targets was due to its reduced spatial resolution and bandwidth. The Tukey 
window on the chirp did decrease the axial resolution more than a rectangular window 
would have, but the trade-off was decreased sidelobes with the Tukey window.   
Table 3.7 shows the CNR estimates for 3 mm and 2 mm anechoic targets at 10 mm 
periodic distances starting from 55 mm from the transducer. The only two targets which 
were detected were the 95 and 105 mm deep targets. The fundamental image had an 
average of 0.625 CNR, which was more than twice the CNR estimated from the third 
harmonic image. Both the fundamental and third harmonic images contributed to the 
compounded image to give 0.68 CNR at these two locations. The 55 mm deep, 2 mm 
diameter target also had a very good CNR value of 1.18 for the compounded image. All 
of the other 3 mm and 2 mm targets had either negative CNR values or CNR values 
below 0.5. Therefore, these targets had little to no visibility with the current ultrasonic 
imaging system.  
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Figure 3.6 shows the fundamental chirp excitation and third harmonic chirp 
excitation B-mode images for the third phantom experiment where eight wire targets with 
diameters of 0.12 mm were imaged. Qualitatively, it can be observed that the third 
harmonic image resolved the wires much better in the lateral direction. It is difficult to 
say qualitatively whether the fundamental or third harmonic has better axial resolution. 
Table 3.8 shows the axial FWHM and MTF values recorded with 1, 3 chirp 
excitation. According to the MTF values, the third harmonic image had better axial 
resolution than the fundamental image. According to the FWHM estimates, the 
fundamental image had better axial resolution than the harmonic image. All of the axial 
resolution estimates were at least twice and at most 3.5 times those for conventional 
pulsing. The reduced resolution can again be explained by the loss of bandwidth from the 
Tukey window over a rectangular window which preserves bandwidth but increases 
sidelobes and noise. 
Table 3.9 shows the lateral FWHM and MTF values estimated for 1, 3 chirp 
excitation from the third phantom experiment. The table lists values estimated for depths 
between 50 mm and 120 mm. The lateral resolution of the third harmonic image is half 
that of the fundamental image using the MTF metric and at least a third that of the 
FWHM metric. The fundamental lateral resolution is comparable to conventional pulsing, 
which is predicted because they operate at the same center frequency.  
Figure 3.7 shows a B-mode image using conventional pulsing of the Duke phantom 
with the effective scatterer diameters overlaid on top. Table 3.10 lists the average 
effective scatterer diameter estimates from the Duke phantom scans.  Using conventional 
pulsing, the mean diameter estimated was 49.8 μm with a standard deviation of 39.1 and 
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mean error of 21%. The large standard deviation and error were caused by the small data 
block size used, the small bandwidth available from the transducer, and the low ka range 
over which the estimates were obtained, i.e., ka < 0.5. The value of ka represents the 
acoustic wavenumber times the scatterer radius and quantifies the radius to wavelength 
ratio. When the ka < 0.5, the ability to precisely estimate the scatterer diameter becomes 
very poor because the scatterer is considered in the Rayleigh scattering range (f 4) and 
small changes in the scatterer size do not change the frequency dependence of the 
normalized power spectrum by much. Therefore, for optimal performance of scatterer 
diameter estimates, the ka range should be closer to 1. 
Figure 3.8 shows a B-mode image of the Duke phantom using fundamental chirp 
excitation with the effective scatterer diameters overlaid on top. The average effective 
scatterer diameter over the five slices was 31.3 μm with a standard deviation of 34.4 and 
mean error of 24%. The standard deviation was similar to the conventional pulsing result, 
which could be predicted because a similar bandwidth was used for each excitation. The 
large standard deviation and mean error suggest that the amount of bandwidth used to 
estimate the scatterer diameter was too small and that the ka range was still too low. 
Figure 3.9 shows a B-mode image of the Duke phantom using the third harmonic 
chirp excitation with the effective scatterer diameters overlaid on top. The average 
effective scatterer diameter over the five slices was 47.3 μm with a standard deviation of 
12 and mean error of 16%. The 65% drop in standard deviation was attributed to the 
improved lateral resolution of the third harmonic system compared to the fundamental 
system and conventional pulsing system and the fact that the ka range was in a better 
regime for obtaining size estimates (ka closer to 1). 
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When the scatterer diameters were estimated based on combining the normalized 
spectrum of the fundamental and third harmonic spectrum, shown in Figure 3.10, the 
average effective scatterer diameter was 38.1 μm with a standard deviation of 8.0 and 
mean error of 7%. The combined spectra decreased the standard deviation in the 
estimates by 33% from the third harmonic estimates. The improvement is attributed to the 
doubled bandwidth, which gave the effective scatterer diameter estimator a substantially 
larger ka range to obtain scatterer diameter estimates. 
 
 
3.3     1, 3 REC Excitation 
Figure 3.11 shows the fundamental REC excitation, third harmonic REC excitation, and 
1, 3 REC compounded B-mode images for the first phantom experiment using the six 
contrast targets with 1.5 cm diameters and -15, -6, -3, 3, 6, and 15 dB contrasts.  
Table 3.11 shows CNR values of the images using the fundamental REC excitation, 
third harmonic REC excitation and 1, 3 REC compounded image. The values of CNR are 
listed as a ratio compared to CNR values for conventional pulsing. The compounded 
image had improved CNR over the fundamental and third harmonic images. The negative 
targets were especially improved by the third harmonic contribution to the compounded 
image. 1, 3 chirp compounding had higher CNR results than 1, 3 REC compounding for 
negative targets but 1, 3 REC compounding improved CNR values for the positive 
contrast targets.  
Figure 3.12 shows the fundamental REC excitation, third harmonic REC excitation, 
and 1, 3 REC compound B-mode images for the second experiment where five arrays of 
8 mm, 6 mm, 4 mm, 3, mm and 2 mm diameter anechoic targets were imaged. 
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Qualitatively, the 4 mm diameter targets were detectable down to 85 mm deep and the 3 
mm diameter targets were detectable down to 75 mm in the 1, 3 REC compounded 
image. The 2 mm diameter targets were partially detectable at a depth of 75 mm in the 
compounded image. Once again, it can be observed that the fundamental image provided 
improved axial edge definition in the compounded image. 
From Table 3.12, the CNR of the 1, 3 REC excitation was much better than the 
conventional pulsing at all depths for 8 mm, 6 mm, and 4 mm. This may be attributed to  
extra signal strength from REC excitation, improved axial resolution, and improved 
lateral resolution. 
Table 3.13 lists the CNR values for 1, 3 REC excitation for the 3 mm and 2 mm 
diameter anechoic targets from the second phantom experiment. For the 3 mm diameter 
targets, the CNR for the third harmonic image was higher than the conventional pulsing 
CNR down to the 95 mm deep target. The 2 mm diameter target at 75 mm deep had 
constructive CNR contributions from the fundamental and third harmonic images to give 
a CNR value of 0.85 for the compounded image. The rest of the CNR values for the 2 
mm targets were either negative or very small.  
Figure 3.13 shows the B-mode images for the fundamental REC excitation and third 
harmonic REC excitation with the eight wire targets having diameters of 0.12 mm.  
Qualitatively, the third harmonic image had good axial and lateral resolution. The 
compounded image once again had lower lateral resolution than the third harmonic 
image, but the 110 mm deep wire had larger signal strength in the compounded image 
than in the harmonic image. 
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Table 3.14 shows the axial FWHM and MTF values of axial resolution estimated for 
1, 3 REC excitation from the third phantom experiment. The table lists a fundamental 
REC axial MTF of about 1.07 mm throughout the imaged depths and for the third 
harmonic REC an axial resolution of about 0.92 mm in its focal area between 70 mm and 
100 mm deep. The conventional pulsing axial MTF values were about 1.3 times larger 
than the axial MTF fundamental and third harmonic image values. 
Table 3.15 shows the fundamental and third harmonic lateral FWHM and MTF 
values for periodic wires throughout the measured depths. The FWHM and MTF values 
were very similar to the chirp lateral resolution values, which is not surprising because 
lateral resolution is more dependent on center frequency than on bandwidth. Once again 
these lateral resolution values improved in the third harmonic REC images over the 
fundamental REC images. 
 
3.4 Golay Coding with 1, 3 REC Excitation 
Figure 3.14 shows the Golay coding with REC fundamental chip excitation, Golay 
coding with a REC third harmonic chip excitation, and Golay coding with a REC 1, 3 
chip compounded B-mode images for the first phantom experiment. Six targets with 
diameters of 1.5 cm and -15, -6, -3, 3, 6, and 15 dB contrasts were imaged. Qualitatively, 
both the fundamental and third harmonic images have improved edge definition and 
contrast compared to the fundamental and third harmonic images without Golay pre-
coding. This improvement could be caused from the additional signal strength which 
results from using Golay coding. 
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The results from Table 3.16 show constant improvement in CNR for all targets. 
The most important improvement is at the -3 target where the CNR was improved by 
three times over conventional pulsing. This is an important target to be able to detect 
because it is often difficult to image targets with low contrast to their backgrounds. These 
gains could be attributed to the SNR improvement Golay compression contributes before 
REC compression. 
Figure 3.15 shows the Golay coding with a 1, 3 REC chip fundamental excitation, 
third harmonic excitation, and compounded B-mode images for the second phantom 
experiment. Five arrays of 8 mm, 6 mm, 4 mm, 3, mm and 2 mm diameter anechoic 
targets were imaged. Qualitatively, the 4 mm diameter targets were detectable down to 
105 mm deep, the 3 mm diameter targets were detectable between 65 and 105 mm in the 
compounded image, and the 2 mm diameter targets were detectable between 85 and 105 
mm in the compounded image. Most of the smaller targets detectable in the compounded 
image are difficult to detect in the fundamental and third harmonic images, which 
reinforces the importance of speckle reduction with frequency compounding. All of these 
targets are detectable with more definition at greater depths than all of the other 
techniques performed in these experiments, which demonstrates the ability of Golay 
coding to improve the SNR before REC Wiener filtering. Once again, it can be observed 
that the fundamental image provided improved axial edge definition in the compounded 
image which is quantified by CNR improvements in Table 3.17. 
Table 3.17 provides ratios of the CNR between Golay coding with a 1, 3 REC chip 
and conventional pulsing. The table shows the CNR of the Golay coding with a 1, 3 REC 
chip performed the same or better than simple 1, 3 REC compounding with no Golay pre-
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coding at all depths for 8 mm, 6 mm, and 4 mm. The greatest improvement is shown in 
the third harmonic image at the 6 mm and 4 mm diameter targets with an average CNR 
gain over conventional pulsing of 2.98 and 1.63, respectively.  
Table 3.18 shows the largest and most consistent CNR values for all 3 mm and 2 mm 
diameter targets when using Golay coding with a 1, 3 REC chip. Many of the 2 mm 
diameter target CNR values are above 0.5, which shows high detectability.  The ability to 
detect small anechoic targets may be attributed to Golay coding improving the SNR to 
force the REC Wiener filter to produce better axial resolution with the same original 
noise floor. 
Figure 3.16 shows the Golay coding with fundamental REC excitation and third 
harmonic REC excitation B-mode images for the third phantom experiment imaging 
eight wire targets with diameters of 0.12 mm.  Qualitatively, the fundamental and third 
harmonic images had high SNR. Closer examination suggests that the fundamental image 
has axial sidelobes between wires.  Similar to the past assessments, the fundamental and 
third harmonic images had comparable axial resolution and the third harmonic had better 
lateral resolution.  
Table 3.19 shows an average FWHM and MTF value of 0.98 mm and 1.27 mm, 
respectively, when using fundamental Golay coding with a REC chip. At the focus of the 
third harmonic image, axial FWHM and MTF values of 0.7 mm and 0.74 mm, 
respectively, were recorded. These are the best resolution wavelength values recorded in 
all of the techniques.  Outside of the focal region the MTF and FWHM, values rise to 
about 1.5 mm, which is still smaller than the conventional pulsing and chirp excitation 
FWHM values. 
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Table 3.20 shows Golay fundamental lateral FWHM and MTF values of about 4 mm 
lateral resolution. The lateral resolution of the third harmonic image was improved over 
the fundamental for the 70 mm, 80 mm, and 100 mm depth targets to an average value of 
1.69 mm, which is smaller than most of the previous third harmonic REC and third 
harmonic chirp values. 
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3.5 Figures and Tables 
 
Figure 3.1. Conventional pulsing image of -15, -6, -3, 3, 6, and 15 dB contrast inclusions 
in ATS the phantom.  
 
Table 3.1. Experiment-based CNR values for -15, -6,-3, 3, 6, and 15 dB contrast 
targets when using conventional pulsing. 
Contrast CNR 
‐15 0.57
‐6 0.34
‐3 0.09
3 0.42
6 0.52
15 1.22
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Figure 3.2. Image of 8, 6, 4, 3, and 2 mm diameter anechoic targets in the ATS 
phantom using conventional pulsing. 
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Table 3.2. Experiment-based CNR values for 8, 6, 4, 3, and 2 mm diameter anechoic 
targets in the ATS phantom using conventional pulsing. 
Depth (mm)  8 mm  6 mm  4 mm  3 mm  2 mm 
55  0.9  0.77  0.99  1.02  ‐0.16 
65  0.52  0.29  ‐0.76 
75  0.84  0.7  0.72  0.17  0.31 
85  0.87  ‐0.79  ‐0.58 
95  0.53  0.44  0.42  0.53  ‐0.74 
105  0.51  0.49  ‐0.59 
115  0.85  0.75  0.49  ‐0.36  ‐0.91 
125  0.26  ‐0.45  ‐1.19 
135  0.72  0.68  ‐0.01  ‐0.61  ‐0.23 
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Figure 3.3.  B-mode image of axially aligned 0.12 mm diameter wire targets in the 
ATS phantom using conventional pulsing.  
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Table 3.3. FWHM and MTF values measured from 0.12 mm diameter wire targets in 
the ATS phantom using conventional pulsing. 
Depth 
 (mm) 
CP Axial 
FWHM 
(mm) 
CP Axial
MTF 
(mm) 
50  1.82  1.43 
60  1.51  1.29 
70  1.56  1.29 
80  1.51  1.24 
90  1.58  1.26 
100  1.49  1.21 
110  1.58  1.27 
120  1.58  1.21 
Mean:  1.57875  1.275 
 
Table 3.4. Lateral FWHM and lateral resolution values from the MTF estimated from 
the 0.12 mm diameter wire targets in the ATS phantom. 
Depth 
(mm) 
CP Lateral 
FWHM (mm)
CP Lateral
MTF (mm) 
50  2.5  3.93 
60  3.25  3.01 
70  3.75  3.98 
80  5.75  2.71 
90  6  4.76 
100  7  3.46 
110  8.75  3.37 
120  9.75  5.86 
Mean:  5.84  3.885 
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Figure 3.4. Chirp excitation a) fundamental, b) harmonic, and c) compounded image of -
15, -6, -3, 3, 6, and 15 dB contrast inclusions in the ATS phantom. 
 
Table 3.5. Experimental CNR comparison from 1, 3 chirp excitation to conventional 
pulsing for -15, -6,-3, 3, 6, and 15 dB contrast targets. 
Contrast  f0:CP  f3:CP  (f0:f3):CP
‐15  1.3 2.33 2.58
‐6  1.15 2.03 2.28
‐3  0.22 0.65 0.83
3  0.87 1.49 1.63
6  1.12 1.03 1.22
15  0.5 1.08 1.1
 
a)
b) 
c)
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Figure 3.5. Chirp a) fundamental, b) third harmonic, and c) compound image of 8, 6, 4, 3, 
2, and 1 mm diameter anechoic targets in the ATS phantom. 
 
b)a) 
c) 
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Table 3.6. Experimental CNR comparison from 1, 3 chirp excitation to conventional 
pulsing for an array of 8 mm, 6 mm, and 4 mm diameter anechoic targets. 
  8 mm  Diameter    6 mm  Diameter    4 mm  Diameter 
Depth 
 (mm)  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP 
55  1.02  2.64  2.57  0.49  2.18  1.58  0.09  0.98  0.8 
65              0.01  0.44  0.84 
75  1.67  2.65  2.6  0.89  2.55  1.74  0.8  ‐0.06  0.78 
85              0.42  0.72  0.64 
95  2.49  1.97  3.07  1.13  1.15  1.44  1.19  ‐0.26  1.14 
105              ‐0.08  0.11  ‐0.05 
115  1.1  0.15  1.21  1.13  0  1.17  ‐0.39  0.76  ‐0.33 
125              1.73  ‐0.11  1.92 
135  1.36  ‐0.03  1.34  0.76  0.14  0.84  ‐30.02  ‐4.03  ‐30.73 
 
Table 3.7. Experimental 1, 3 chirp excitation CNR measurements for an array of 3 mm 
and 2 mm diameter anechoic targets. 
  3 mm  Diameter  2 mm Diameter 
Depth (mm)  f0  f3  (f0:f3)  f0  f3  (f0:f3) 
55  ‐0.15  0.18  0.01  0.46  1.19  1.18 
65  0.03  ‐0.39  ‐0.28  0.1  ‐0.8  ‐0.31 
75  ‐0.35  0.48  ‐0.04  0.09  ‐0.58  ‐0.17 
85  ‐0.37  0.2  ‐0.34  ‐0.7  ‐0.09  ‐0.73 
95  0.6  0.21  0.68  ‐0.78  ‐0.61  ‐0.86 
105  0.65  0.34  0.68  ‐0.61  0.31  ‐0.65 
115  ‐0.56  0.03  ‐0.54  ‐0.81  ‐0.36  ‐0.84 
125  0.1  ‐0.05  0.08  ‐0.27  ‐0.04  ‐0.28 
135  ‐0.62  ‐0.3  ‐0.64  ‐0.57  ‐0.26  ‐0.59 
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Figure 3.6. Chirp a) fundamental and b) third harmonic image of axially aligned 0.12 mm 
diameter targets in the ATS phantom. 
 
 
 
 
 
 
 
 
 
 
 
a) b)
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Table 3.8. Experimental fundamental and third harmonic chirp FWHM and MTF values 
measured from 0.12 mm diameter wire targets in the ATS phantom. 
Depth 
(mm) 
Chirp0 Axial 
FWHM (mm)
Chirp0 Axial 
MTF (mm) 
Chirp3 Axial 
FWHM (mm)
Chirp3 Axial 
MTF (mm) 
50  4.81  3.8  6.82  5.16 
60  4.54  3.28  4.88  3.68 
70  3.9  3.57  4.56  2.38 
80  4.13  3.8  4.05  2.76 
90  3.9  3.65  4.68  2.86 
100  5  4.13  7.25  3.21 
110  4.86  3.63  7.25  2.46 
120  4.51  3.89  7.25  5 
 
Table 3.9. Experimental fundamental and third harmonic chirp lateral FWHM and 
lateral MTF values measured from 0.12 mm diameter wire targets in the ATS phantom. 
Depth (mm) 
Chirp0 Lateral
FWHM (mm) 
Chirp0 Lateral
MTF (mm) 
Chirp3 Lateral
FWHM (mm) 
Chirp3 Lateral
MTF (mm) 
50  3  3.7  4.25  3.8 
60  3.75  3.68  1  1.99 
70  4.25  4.09  1.25  1.94 
80  4.75  3.86  1.5  1.76 
90  6.25  3.96  1.5  1.91 
100  6.75  4.02  1.75  1.65 
110  8  4.98  2  3.32 
120  9  4.47  17.75  4.8 
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Figure 3.7. One slice of the B-mode image of the Duke phantom using the 2.25 MHz 
conventional pulsing overlaid with an effective scatterer diameter map. 
 
Table 3.10. Mean, mean error (%) and STD of effective scatterer diameter estimates 
for Duke phantom 
CP  F0 Chirp 3F0 Chirp Compound 
Mean (μm)  49.8  31.3 47.5 38.1 
Mean Error (%)  21  24 16 7 
STD (μm)  39.1  34.4 12.0 8.0 
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Figure 3.8. One slice of the b-mode image of the Duke phantom using the 2.25 MHz 
fundamental chirp excitation overlaid with an effective scatterer diameter map. 
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Figure 3.9. One slice of the B-mode image of the Duke phantom using the third 
harmonic chirp overlaid with an effective scatterer diameter map. 
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Figure 3.10. The theoretic Duke phantom power spectrum with the averaged Duke 
phantom normalized power spectra using 2.25 MHz conventional pulsing, fundamental 
chirp excitation, and third harmonic chirp excitation.  
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Figure 3.11. REC excitation a) fundamental, b) harmonic, and c) compound image of       
-5, -6, -3, 3, 6, and 15 dB contrast inclusions in the ATS phantom.  
 
Table 3.11. Experimental CNR comparison from 1, 3 REC excitation to conventional 
pulsing for -15, -6,-3, 3, 6, and 15 dB contrast targets. 
Contrast f0:CP  f3:CP  (f0:f3):CP
‐15  0.8  2.04  2.22 
‐6  0.71  1.88  2 
‐3  0.09  1.66  1.68 
3  0.55  1.28  1.36 
6  1.07  1.37  1.49 
15  0.42  1.17  1.24 
 
 
c)
b) 
a)
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Figure 3.12. REC a) fundamental, b) third harmonic, and c) compound image of 8, 6, 4, 
3, 2, and 1 mm diameter anechoic targets in the ATS phantom. 
 
c)
b)a)
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Table 3.12. Experimental CNR comparison from 1, 3 REC excitation to conventional 
pulsing for an array of 8 mm, 6 mm, and 4 mm diameter anechoic targets. 
  8 mm  Diameter    6 mm  Diameter    4 mm  Diameter 
Depth 
(mm)  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP 
55  0.63  2.49  1.83  1.38  2.28  2.71  0.59  1.15  1.95 
65              0.59  1.47  1.47 
75  0.76  2.38  1.6  0.83  1.89  1.54  1.42  0.75  1.47 
85              0.97  0.41  1.13 
95  1.68  2.08  2.3  1.86  2.4  2.62  1.19  0.7  1.6 
105        0.55  1.05  0.73 
115  0.49  0.35  0.56  0.73  0.32  0.8  1.38  ‐0.22  1.38 
125        2.62  0.53  2.7 
135  1  0.09  1.13  1.37  ‐0.06  1.38 
‐
89.94  0.51  ‐92.87 
 
 
Table 3.13. Experimental CNR comparison from 1, 3 REC excitation to conventional 
pulsing for an array of 3 mm and 2 mm diameter anechoic targets. 
 
 
 
 
 
 
  3 mm  Diameter  2 mm  Diameter 
Depth 
 (mm)  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP3  (f0:f3):CP 
55  0.59  1.03  1.12  0.73  0.48  0.88 
65  1.01  1.26  1.98  ‐0.19  0.65  0.22 
75  0.81  1.17  1.25  0.74  0.34  0.85 
85  ‐0.41  1.24  ‐0.3  ‐0.44  0.56  ‐0.28 
95  1.26  0.55  1.38  ‐0.87  ‐0.58  ‐0.91 
105  0.81  0.34  0.91  ‐0.57  ‐0.23  ‐0.59 
115  0.07  0.18  0.12  ‐0.33  ‐0.51  ‐0.36 
125  0.25  0.27  0.26  ‐0.71  0.53  ‐0.67 
135  ‐0.59  ‐0.04  ‐0.61  ‐1.05  0.15  ‐1.02 
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Figure 3.13. REC a) fundamental and b) third harmonic image of axially aligned 0.12 
mm diameter targets in the ATS phantom. 
 
  
a) b)
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Table 3.14. Experimental fundamental and third harmonic REC FWHM and MTF values 
measured from 0.12 mm diameter wire targets in the ATS phantom. 
Depth 
(mm) 
REC0 Axial 
FWHM (mm) 
REC0 Axial 
MTF (mm) 
REC3 Axial 
FWHM 
(mm) 
REC3 Axial 
MTF (mm) 
50  1.79  2.13  3.48  4.66 
60  1.49  1.05  1.79  1.36 
70  1.59  1.07  1.23  0.96 
80  1.53  1.06  1.2  0.8 
90  1.49  1.07  1.22  0.91 
100  1.53  1.16  1.62  0.97 
110  1.52  1.09  2.43  1.35 
120  1.5  1.07  7.25  2.1 
 
Table 3.15. Experimental fundamental and third harmonic lateral FWHM and lateral 
MTF values estimated from 0.12 mm diameter wire targets in the ATS phantom. 
Depth 
 (mm) 
REC0 Lateral  
FWHM (mm) 
REC0 Lateral
 MTF (mm) 
REC3 Lateral 
FWHM (mm) 
REC3 Lateral 
 MTF (mm) 
50  2.75  4.58  6.75  3.96 
60  3  2.7  3  1.99 
70  3.75  2.91  1.25  1.41 
80  4.25  3.04  1.25  1.6 
90  5  4.14  1.5  1.87 
100  5.25  5  1.5  1.88 
110  5.75  4.85  1.75  2.18 
120  6.25  5.31  1.75  2.53 
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Figure 3.14. Golay coding with a REC chip a) fundamental, b) third harmonic, and c) 
compound image of -15, -6, -3, 3, 6, and 15 dB contrast inclusions in the ATS phantom. 
 
Table 3.16. Experimental ratio of CNR values from Golay coding with a 1, 3 REC chip to 
conventional pulsing for -15, -6,-3, 3, 6, and 15 dB contrast targets. 
Contrast f0:CP  f3:CP  (f0:f3):CP
‐15  1.29  2.72  3.27 
‐6  1.42  0.99  1.46 
‐3  0.5  3.05  2.99 
3  0.9  1.26  1.54 
6  0.93  1.3  1.55 
15  0.63  1.37  1.49 
 
c)
b) 
a)
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Figure 3.15. Golay coding with a REC chip a) fundamental, b) third harmonic, and c) 
compound image of 8, 6, 4, 3, 2, and 1 mm diameter anechoic targets. 
 
 
 
 
 
 
 
a) b)
c) 
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Table 3.17. Experimental CNR ratios of Golay coding with a 1, 3 REC chirp excitation to 
conventional pulsing for an array of 8 mm, 6 mm, and 4 mm diameter anechoic targets. 
 
 
Table 3.18. Experimental CNR ratios of Golay coding with a 1, 3 REC chirp excitation to 
conventional pulsing for an array of 3 mm and 2 mm diameter anechoic targets. 
 
  8 mm  Diameter    6 mm  Diameter    4 mm  Diameter 
Depth 
(mm)  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP 
55  1.12  2.55  2.08  1.26  3.02  2.45  0.43  1.24  0.95 
65              1.71  2.05  2.02 
75  1.29  1.99  1.73  1.75  2.99  2.67  1.86  2.23  2.18 
85              0.67  0.87  0.8 
95  1.43  2.25  1.93  1.84  2.94  2.49  1.53  1.91  1.78 
105              1.25  1.52  1.41 
  3 mm   Diameter  2 mm Diameter 
Depth 
(mm)  f0:CP  f3:CP  (f0:f3):CP  f0:CP  f3:CP  (f0:f3):CP 
55  1.11  1.34  1.31  0.62  1.24  1.02 
65  0.83  0.97  1  0.33  0.55  0.46 
75  1.26  1.67  1.61  0.5  0.73  0.63 
85  1.34  1.69  1.57  0.35  0.2  0.27 
95  1.08  1.2  1.17  0.2  0.18  0.19 
105  ‐0.08  ‐0.07  ‐0.08  0.8  0.88  0.86 
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Figure 3.16. Golay coding with a REC chip a) fundamental and b) third harmonic image 
of axially aligned 0.12 mm diameter targets in the ATS phantom.  
  
a) b)
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Table 3.19. Experimental axial FWHM and lateral MTF values for Golay coding with a 
fundamental and third harmonic chip measured from 0.12 mm diameter wire targets in 
the ATS phantom. 
Depth  
(mm) 
Golay/REC0 
Axial FWHM
 (mm) 
Golay/REC0
Axial MTF 
 (mm) 
Golay/REC3 
Axial FWHM
 (mm) 
Golay/REC3 
Axial MTF 
 (mm) 
60  1.11  1.26 1.55 1.83 
70  1.15  1.26 1.31 0.75 
80  0.91  1.34 0.7 0.74 
90  0.92  1.26 1.46 0.86 
100  0.95  1.29 1.39 1.44 
110  0.86  1.24 1.73 1.48 
 
Table 3.20. Experimental lateral FWHM and lateral MTF values from coding with a 
fundamental and third harmonic chip measured from 0.12 mm diameter wire targets in 
the ATS phantom. 
Depth 
(mm) 
Golay/REC0 
Lateral FWHM 
(mm) 
Golay/REC0 
Lateral MTF 
(mm) 
Golay/REC3 
Lateral FWHM
(mm) 
Golay/REC3 
Lateral MTF 
(mm) 
60  2.75 3.23 8.75 7.01 
70  3.75 3.83 1 1.51 
80  4.25 3.78 1.5 2.11 
90  5.25 4.43 2.25 8.84 
100  5.5 4.41 2 2.04 
110  6.25 4.81 2 3.42 
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Chapter 4 Conclusions 
 
In the first experiment, 1, 3 chirp excitation introduced the CNR gains which occur 
when the TBP increases by spreading the bandwidth of the transducer above unity. The 
increased TBP resulted in increasing the CNR of the fundamental chirp image for the -15, 
-6, and 6 targets. The gains which come with frequency compounding were evident in the 
improved CNR for all targets compared to the original fundamental and third harmonic 
images.  This demonstrates the strength of compounding to average two images with 
different center frequencies and uncorrelated speckle patterns to increase CNR results. 
In the second experiment, the inability of chirp excitation to image the 4 mm and 
smaller diameter targets was due to its reduced spatial resolution and bandwidth. The 
bandwidth of the chirp was reduced because a Tukey window was applied to decrease 
noise and sidelobes.  
The third experiment demonstrated a quantitative loss of axial resolution because the 
bandwidth was narrowed from the application of the Tukey window. The third lateral 
resolution of the third harmonic image was improved compared to the fundamental 
image. It was improved because lateral resolution is dependent on the operational center 
frequency and the f# of the transducer. The center frequency of the third harmonic image 
is larger than the center frequency of the fundamental image and the transducer had a 
constant f# causing increased lateral resolution.  
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The fourth experiment demonstrated the ability of 1, 3 chirp compounding to 
increase the bandwidth and dramatically increase the ka range (more than a factor of 
three) to reduce the variance of effective scatterer diameter estimates. The 65% standard 
deviation improvement from the fundamental estimation to the third harmonic 
demonstrated how an improved ka range improved scatterer diameter estimates and the 
33% standard deviation improvement from third harmonic estimation to 1, 3 
compounding estimation further demonstrated how extra bandwidth translates into even 
larger ka ranges for scatterer property estimation. The farther apart the normalized power 
spectrum frequencies from each band (fundamental and third), the more uncorrelated they 
become and the more valuable they are for convergence onto a single scatterer diameter 
model. For this reason, 1, 3 compounding is more valuable to scatterer diameter 
estimation than if one were to increase the same amount of useable bandwidth directly 
adjacent to the fundamental bandwidth with a technique such as REC at the fundamental.  
In the first experiment, 1, 3 REC compounding improved CNR over the fundamental 
and third harmonic images. This again demonstrates the ability of frequency 
compounding to decrease speckle variance and improve CNR. Another potential reason 
for the improvement in CNR is the improvement in lateral resolution from the third 
harmonic image. The third harmonic imaging results in superior lateral resolution over 
the fundamental. The improved lateral resolution in the third harmonic image allows the 
negative contrast sections to avoid being smeared at the lateral edges of the target which 
appear in the fundamental image.  
In the second experiment, the 1, 3 REC compounding image produced improved 
CNR values for the 3 mm and 2 mm diameter targets over conventional pulsing and 1, 3 
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chirp excitation. This can be attributed to the extra signal strength from the longer 
duration of the excitation pulse, the improved axial resolution from expanding the 
bandwidth with REC, the improved lateral resolution from the third harmonic 
contribution, and the decrease in speckle variance from frequency compounding. 
The third experiment quantified the improvement using REC chirps in axial 
resolution over conventional pulsing and chirp excitation. The axial MTF of the 
fundamental image was about 1.07 mm throughout the imaged depths and the axial 
resolution of the third harmonic image was about 0.92 mm in its focal area between 70 
mm and 100 mm deep.  The improved axial resolution using REC over the 1.28 mm MTF 
value from conventional pulsing demonstrates REC’s ability to widen the operational 
bandwidth and improve the axial resolution. 
The lateral resolution estimated in the third experiment was comparable to the 1, 3 
chirp lateral resolution results. Because the chirp and REC fundamental images operated 
at the same center frequencies and the transducer’s f# stayed constant, their lateral 
resolutions were the same. The chirp and REC third harmonic images were also at the 
same center frequency which resulted in the same lateral resolution results. 
The first Golay coding with a 1, 3 REC chip experiment resulted in a constant CNR 
improvement over conventional pulsing. The most important improvement was at the -3-
dB target where the CNR was improved by three times over conventional pulsing. This 
was an important target to be able to detect because it is often difficult to image deep 
targets with low negative contrast to their backgrounds.   
It was hypothesized that using Golay coding with a 1, 3 REC chip would improve 
the signal strength before REC Wiener filtering, thus pushing the Wiener filter towards 
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an inverse filter with improved axial resolution. This hypothesis was confirmed in the 
second experiment where Golay coding with a 1, 3 REC chip resulted in the largest and 
most consistent CNR values for all 3 mm and 2 mm diameter targets.  The ability to 
detect small anechoic targets deep in tissue is very important for medical diagnostics.  
The improved axial resolution of Golay coding with a 1, 3 REC chip was quantified 
in the third experiment where axial MTF values of  0.91 mm and 0.7 mm were recorded 
in the fundamental image and third harmonic image, respectively.  These are the lowest 
MTF resolution wavelength values recorded in all of the techniques and can again be 
attributed to SNR improvements provided by Golay pre-coding before REC Wiener 
filtering, thus shifting the Wiener filter towards an inverse filter. 
There were visible artifacts in between the wires, which may be caused from the two 
complementary Golay codes not completely cancelling out. This can occur from lining up 
the codes incorrectly by a full sample or half sample. The lateral resolution of the 
fundamental and third harmonic Golay coding with a 1, 3 REC chip images was 
comparable to the lateral resolution of the fundamental and third harmonic images using 
1, 3 REC and 1, 3 chirp. This was predicted because the center frequencies were not 
shifted and the f# stayed constant, causing the lateral resolution to stay approximately 
constant compared to the chirp and REC results. 
The three ATS experiments resulted in demonstrating that Golay coding with a 1, 3 
REC chip can improve CNR and spatial resolution for deep tissue imaging. The 
elongated REC chirp increased the TBP by increasing the time length of the pulse and by 
increasing the bandwidth with REC. Golay coding shifted the Wiener filter towards an 
inverse filter which improved axial resolution. The third harmonic improved the lateral 
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resolution because it operates at a higher center frequency. Compounding the 
fundamental and third harmonic images further increased the CNR. The fourth 
experiment demonstrated that 1, 3 compounding can improve the ability to obtain 
effective scatterer diameter estimates by reducing the variance of estimates. All of these 
attributes together provide an improvement in imaging and diagnosing deep tissue targets 
for medical imaging.  
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