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REAL AND COMPLEX ZEROS OF RIEMANNIAN RANDOM WAVES
STEVE ZELDITCH
Abstract. We show that the expected limit distribution of the real zero set of a Gaussian
random linear combination of eigenfunctions with frequencies from a short interval (‘asymp-
totically fixed frequency’) is uniform with respect to the volume form of a compact Riemann-
ian manifold (M, g). We further show that the complex zero set of the analytic continuations
of such Riemannian random waves to a Grauert tube in the complexification of M tends to
a limit current.
This article is concerned with the real and complex zero sets of Riemannian random waves
on a real analytic Riemannian manifold (M, g). To define Riemannian random waves, we fix
an orthonormal basis {ϕλj} of real-valued eigenfunctions of the Laplacian ∆g of (M, g),
∆gϕλj = λ
2
jϕλj , 〈ϕλj , ϕλk〉 = δjk,
and define Gaussian ensembles of random functions f =
∑
j cjϕλj of the following two types:
• The asymptotically fixed frequency ensemble HIλ , where Iλ = [λ, λ + 1] and where
HIλ is the vector space of linear combinations
fλ =
∑
j:λj∈[λ,λ+1]
cj ϕλj , (1)
of eigenfunctions with λj (the frequency) in an interval [λ, λ + 1] of fixed width.
(Note that it is the square root of the eigenvalue of ∆, not the eigenvalue, which is
asymptotically fixed).
• The cut-off ensembles H[0,λ] where the frequency is cut-off at λ:
fλ =
∑
j:λj≤λ
cj ϕλj , (2)
By random, we mean that the coefficients cj are independent Gaussian random variables
with mean zero and with the variance defined so that the expected L2 norm of f equals one.
Equivalently, the real vector spaces H[0,λ], resp. HIλ are endowed with the inner product
〈u, v〉 = ∫
M
uvdVg (where dVg is the volume form of (M, g)) and random means that we
equip the vector spaces with the induced Gaussian measure. Our main results given the
asympototic distribution of real and complex zeros of such Riemannian random waves in the
high frequency limit λ→∞.
The real zeros are straightforward to define. For each fλ ∈ H[0,λ] or HIλ we associated to
the zero set Zfλ = {x ∈M : fλ(x) = 0} the positive measure
〈|Zfλ|, ψ〉 =
∫
Zfλ
ψdHn−1, (3)
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where dHm−1 is the induced (Hausdorff) hypersurface measure. Our first result (Theorem
1) shows that the normalized expected limit distribution 1
λ
E|Zfλ| of zeros of random Rie-
mannian waves tends to the volume form dVg as λ → ∞. The result is the same in the
cutoff and fixed frequency ensembles, but the proof is simpler in the former. Further, in the
fixed frequency case, if one chooses a random sequence fλN , i.e. the elements are chosen
independently from the frequency intervals [N,N + 1] and at random from H[N,N+1], then
almost surely, 1
N
∑N
k=1
1
λk
|Zfλk | → dVg.
The complex zeros are defined by analytic continuation. Since (M, g) is assumed to be
real analytic, it admits a complexification MC and the eigenfunctions can be analytically
continued to MC. Their real zero hypersurfaces extend to complex nodal hypersurfaces
in MC. Our second result (Theorem 3) determines the limit distribution of these random
complex nodal hypersurfaces, and shows that the limit distribution is the same as the one
determined in [Z3] for complex zeros of analytic continuations of ergodic eigenfunctions,
e.g. eigenfunctions of ∆g when the geodesic flow of (M, g) is ergodic. This corroborates
the random wave hypothesis as applied to complex nodal sets, i.e. the conjecture that
eigenfunctions of chaotic systems resemble random waves. Note that in the real domain,
the distribution of nodal lines of eigenfunctions in the ergodic case is very much an open
problem. The motivation to study complex zeros of analytic continuations of eigenfunctions
comes from the fact one has more control over complex zeros than real zeros of (deterministic)
eigenfunctions.
0.1. Statement of results on real zeros. We now state our results more precisely. Let us
first consider the real zero sets of eigenfunctions of ∆ for the standard sphere (Sm, g0). Let
HN ⊂ L2(Sm) denote the real dN -dimensional inner product space of spherical harmonics of
degree N . The eigenvalue is given by
(λS
m
N )
2 = N(N +m− 1) = (N + β
4
)2 − (β
4
)2
where β = m−1
2
is the common Morse index of the 2pi periodic geodesics and
dN =
(
m+N − 1
N
)
−
(
m+N − 3
N − 2
)
.
We choose an orthonormal basis {ϕNj}dNj=1 for HN . For instance, on S2 one can choose the
real and imaginary parts of the standard Y Nm ’s. In the fixed frequency ensemble, we endow
the real vector space HN with the Gaussian probability measure γN defined by
γN(f) =
(
dN
pi
)dN/2
e−dN |c|
2
dc , f =
dλ∑
j=1
cjϕNj, dN = dimHN . (4)
Here, dc is dN -dimensional real Lebesgue measure. The normalization is chosen so that
EγN 〈f, f〉 = 1, where EγN is the expected value with respect to γN . Equivalently, the dN
real variables cj (j = 1, . . . , dN) are independent identically distributed (i.i.d.) random
variables with mean 0 and variance 1
2dN
; i.e.,
EγN cj = 0, EγN cjck =
1
2dN
δjk .
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We note that the Gaussian ensemble is equivalent to picking fN ∈ HN at random from the
unit sphere in HN with respect to the L2 inner product. The latter description is more
intuitive but it is technically more convenient to work with Gaussian measures. In the cutoff
ensemble, we put the product Gaussian measure ΠNn=1γn on
⊕N
n=1Hn.
We now consider the analogous constructions on a general compact Riemannian manifold
(M, g) of dimensionm. As mentioned above, and as defined more precisely in §1, the analogue
of the space HN of spherical harmonics of degree N is played by the space HIN of linear
combinations of eigenfunctions (1) with frequencies in an interval IN := [N,N + 1]. The
precise decomposition of R into intervals is not canonical on a generic Riemannian manifold
and the results do not depend on the choice. We choose IN = [N,N +1] only for notational
simplicity. In the special case of Zoll manifolds (all of whose geodesics are closed), there is a
canonical choice (an eigenvalue cluster decomposition) which is described in §1). Henceforth
we abbreviate HN = HIN on general Riemannian manifolds. We continue to denote by
{ϕNj}dNj=1 an orthonormal basis of HN where dN = dimHN . We equip it with the Gaussian
measure (4) and again denote the expected value with respect to (HN , γN) by EγN .
Our main result on real Riemannian random waves is to determine the expected value
EγN |ZfN |. It is a positive measure satisfying
〈EγN |ZfN |, ψ〉 = EγNXNψ , (5)
where XNψ is a ‘linear statistic’, i.e. the random variable
XNψ (fN) = 〈ψ, |ZfN |〉, ψ ∈ C(M) (6)
considered in (3).
Theorem 1. Let (M, g) be a compact Riemannian manifold,let H[0,λ] be the cutoff ensemble
and let (HN , γN) be the ensemble of Riemannian waves of asymptotically fixed frequency.
Then in either ensemble:
(1) For any C∞ (M, g), limN→∞ 1NEγN 〈|ZfN |, ψ〉 =
∫
M
ψdVg.
(2) For a real analytic (M, g), V ar( 1
N
XNψ )) ≤ C.
We restrict to real analytic metrics in (2) for the sake of brevity. In that case, the
variance estimate follows easily from a result of Donnelly-Fefferman on volumes of real nodal
hypesurfaces of real analytic (M, g).
In the case of the standard metric g0 on S
m, it is obvious apriori that EγN |ZfN | = CNdVg0,
the constant CN being the expected volume of the zero sets. The expected volume was first
determined by P. Be´rard by a different method. The theorem above shows that asymptoti-
cally the same result holds on any compact Riemannian manifold.
A much better variance estimate for Sm was obtained by J. Neuheisel in his (unpublished)
Hopkins PhD thesis [Ne], which shows that the variance tends to zero at least at a rate N−δ
for a certain δ > 0. It is very likely that one could prove the same (or a better) variance
estimate on a general C∞ (M, g), but that would require a study of the pair correlation
function of zeros which would take us too far afield from our main purpose. We plan to carry
them out on a different occasion. Relatively sharp variance estimates for eigenfunctions on
arithmetic tori are given in [RW, ORW].
An immediate consequence, by the Kolmogorov strong law of large numbers, is a limit law
for random sequences of random real Riemannian waves. By a random sequence, we mean
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an element of the product probability space
H∞ = Π∞N=1HN , γ∞ = ΠNN=1γN . (7)
Corollary 2. Let (M, g) be a compact real analytic Riemannian manifold, and let {f
N
}
be a random sequence in (7). Then
1
N
N∑
n=1
1
λn
|Zfn| → dVg almost surely w.r.t. (H∞, γ∞).
It is natural to conjecture that 1
λN
|ZfN | → dVg almost surely without averaging in N , but
the proof would again require a stronger variance estimate than we currently possess.
0.2. Statement of results on complex zeros. We now turn to results on complex zeros
of analytic continuations of eigenfunctions. By a theorem of Bruhat-Whitney [BW], an
analytic manifold M admits a complexification MC into which M embeds as a totally real
submanifold. Associated to g is a plurisubharmonic exhaustion function ρ(ζ) which measures
the square of the distance to the real subsetM . The sublevel setMτ = {ζ ∈MC : √ρ(ζ) < τ}
is known as the Grauert tube of radius τ (cf. [Gr, GS1, GS2, LS1]).
It was observed by Boutet de Monvel [Bou] that eigenfunctions can be analytically con-
tinued to the maximal Grauert tube as holomorphic functions ϕCλj . Thus, we can complexify
the Gaussian random waves as
fCN =
dN∑
j=1
cNjϕ
C
Nj .
We note that the coefficients cNj are real and that the Gaussian measure on the coefficients
remains the real Gaussian measure γN .
Our next result determines the expected limit current of complex zeros of fCN . The current
of integration over the complex zero set
ZfCN = {ζ ∈MC : f
C
N = 0}
is the (1, 1) current defined by
〈[ZfCN ], ψ〉 =
∫
Z
fC
N
ψ, ψ ∈ Dm−1,m−1(MC),
for smooth test forms of bi-degree (m − 1, m − 1). In terms of scalar functions ψ we may
define ZfCN as the measure,
〈[ZfCN ], ψ〉 =
∫
Z
fC
N
ψωm−1g /(m− 1)!,
where ωg = i∂∂¯ρ is the Ka¨hler metric adapted to g.
Theorem 3. Let (M, g) be a real analytic compact Riemannian manifold. Then for either
of the ensembles of Theorem 1, we have
EγN
(
1
N
[ZfCN ]
)
→ i
pi
∂∂¯|ξ|g, weakly in D′(1,1)(B∗εM).
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As mentioned above, this result shows that the complex zeros of the random waves have
the same expected limit distribution found in [Z3] for real analytic compact Riemannian
manifolds with ergodic geodesic flow.
0.3. The key objects in the proof. The principal objects (for the asymptotically fixed
frequency ensembles) are the two point functions
ΠIN (x, y) = EγN (fN(x)fN (y)) =
∑
j:λj∈IN
ϕλj(x)ϕλj (y), (8)
i.e. the spectral projections kernel for
√
∆, and their analytic extensions to the totally real
anti-diagonal in MC ×MC defined by
ΠIN (ζ, ζ¯) =
∑
j:λj∈Ik
|ϕCj (ζ)|2. (9)
A key point is that the latter kernels are very much off the diagonal for non-real ζ , so that
the kernels grow at an exponential rate. In the cutoff ensemble, the spectral projections
kernels are replaced by
Π[0,N ](x, y) = EγN (fN(x)fN (y)) =
∑
j:λj∈[0,N ]
ϕλj(x)ϕλj (y), (10)
and similarly for the complexification.
In the real domain, the distribution of zeros of random Riemannian waves is obtained
by using formalism of [BSZ1, BSZ2] to express the density of zeros in terms of the kernels
ΠIN (x, y). We then use the spectral asymptotics of these kernels and their derivatives to
derive the limit distribution of zeros. A more in-depth analysis of their off-diagonal decay
could give bounds on the variance, but as mentioned above we postpone that to a later
occasion. In the complex domain, the spectral asymptotics have not been studied before.
The asymptotics are more difficult than in the real domain and have an independent interest.
On the other hand, the link between these kernels and the zero distribution is simpler, and
we use the Poincare´-Lelong method of [BSZ3] rather than [BSZ1, BSZ2].
0.4. Discussion. This is the first article discussing zeros of Riemannian random waves of
asymptotically fixed energy. We digress to compare our definitions and results on Riemann-
ian waves to other definitions and results in the literature.
The subject of random polynomials and Fourier series and their zeros is classical; see [PW]
for one of the classics. For a contemporary treatment of Gaussian random functions in a
geometric setting, see [AT]. Aside from its pure mathematical interest, Gaussian random
waves have been important in various branches of physics. In particular, a somewhat vague
heuristic principle due to M.V. Berry [B] asserts that random waves should be a good model
for quantum chaotic eigenfunctions ([Z1] contains rigorous results in this direction). Random
waves in [B] and in much of the physics literature are random Euclidean plane waves of fixed
energy. For a mathematician, they are defined by putting a Gaussian measure on the infinite
dimensional space Eλ of Euclidean eigenfunctions of fixed eigenvalue λ2 on Rm. The Gaussian
measure satisfies E||f ||2 = 1, where || · ||2 is the inner product invariant under the eigenspace
representation of the Euclidean motion group.
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On a compact Riemannian manifold, the closet analogue to random Euclidean plane waves
of fixed frequency is that of random spherical harmonics of fixed degree on Sm, where one
now puts the SO(m+1)-invariant normalized Gaussian measure. In both cases, the measure
is defined on an eigenspace. For a generic Riemannian manifold, the eigenspaces are of di-
mension one, so one cannot define an interesting Gaussian measure on the eigenspaces. The
alternative proposed here and in [Z1] is to replace eigenspaces by the spaces HN spanned
by eigenfunctions with asymptotically constant frequency. From the viewpoint of microlo-
cal (semi-classical) analysis, the analogy is obvious since the spectral projections kernels
have, to leading order, the same asymptotics as those for spherical harmonics. In [Z1] the
emphasis was on random orthonormal bases as models for an orthonormal basis of ergodic
eigenfunctions; while here we only study individual random waves. Riemannian random
waves of asymptotically fixed energy seem to be a natural global model for random waves on
a Riemannian manifold without boundary, and the set-up extends naturally to Riemannian
manifolds with boundary and with fixed boundary conditions on ∆. When studying local
behavior, Riemannian waves resemble the Euclidean plane waves of the same frequency.
More precisely, the scaling limit of Riemannian random waves on length scales λ−1 should
give back the Euclidean plane wave model with eigenvalue 1. This would be the Riemannian
analogue of the universality result of [BSZ1]. Thus, the natural role of Euclidean plane waves
seems to be to capture the random behavior of small length scales of order of λ−1.
Further motivation to study nodal lines of Riemannian random waves has arisen in recent
conjectures that nodal lines of random two-dimensional Euclidean plane waves of fixed fre-
quency (and chaotic eigenfunctions) tend to SL6 curves [BS, FGS, BGS, SS]. This behavior
should be sufficiently universal that it should hold for Riemannian random waves of asymp-
totically fixed frequency on general surfaces. A related conjecture asserts that random nodal
lines of partial sums of the Gaussian free field (i.e. random Riemannian waves in the cutoff
ensemble) on a two-dimensional Riemannian surface tend to SLE4 curves [SS]. Thus, one
expects different behavior of random Riemannian waves for (almost) fixed frequency and for
long frequency intervals; although the SLE connection is far outside the scope of this article,
it does motivate us to consider both ensembles. For recent and deep results on nodal lines of
random spherical harmonics which are related to conjectures in [BS, BGS] we refer to [NS].
The rationale for studying complex zeros of Riemannian random waves is that only in
the complex domain can we rigorously compare the nodal sets of ergodic eigenfunctions
and those of random waves. In addition, the complex zeros of complexified Riemannian
random waves is a higher dimensional generalization of the classical ensembles of of Kac-
Hammersley of complexified random real polynomials. They may be viewed as sums of
complexified eigenfunctions on a circle, although the spectral intervals are [0, N ] rather than
[N − 1, N ]. Another recent study of complex zeros of complexified real polynomials is the
thesis of B. MacDonald [Mc]; however, a significant difference is that the polynomials there
are orthonormalized in the complex domain rather than the real domain.
1. Background on densities and correlations of zeros of real Gaussian
random waves
In this section, we apply the formalism in [BSZ2] to give explicit formulae for the densities
of zeros of Riemannian random waves. The same formalism also could be used to give
formulae for correlations between zeros.
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1.1. Assumptions on (M, g). We will assume the geodesic flow Gt of (M, g) is of one of
the following two types:
(1) aperiodic: The Liouville measure of the closed orbits of Gt, i.e. the set of vectors
lying on closed geodesics, is zero; or
(2) periodic = Zoll: GT = id for some T > 0; henceforth T denotes the minimal period.
The common Morse index of the T -periodic geodesics will be denoted by β.
In the real analytic case, (M, g) is automatically one of these two types, since a positive
measure of closed geodesics implies that all geodesics are closed. We only need to assume
(M, g) is real analytic when considering complex zeros. In the C∞ case, it is simple to
construct examples with a positive but not full measure of closed geodesics (e.g. a pimpled
sphere).
The two-term Weyl laws counting eigenvalues of
√
∆ are very different in these two cases.
(1) In the aperiodic case, Ivrii’s two term Weyl law states
N(λ) = #{j : λj ≤ λ} = cm V ol(M, g) λm + o(λm−1)
where m = dimM and where cm is a universal constant.
(2) In the periodic case, the spectrum of
√
∆ is a union of eigenvalue clusters CN of the
form
CN = {(2pi
T
)(N +
β
4
) + µNi, i = 1 . . . dN}
with µNi = 0(N
−1). The number dN of eigenvalues in CN is a polynomial of degree
m− 1.
We refer to [Ho, SV, Z1] for background and further discussion.
1.2. Definition of Riemannian random waves. To define Riemannian random waves, we
partition the spectrum of
√
∆g into certain intervals IN of width one and denote by ΠIN the
spectral projections for
√
∆g corresponding to the interval IN . The choice of the intervals IN
is rather arbitrary for aperiodic (M, g) and as mentioned above we assume IN = [N,N + 1].
But the choice has to be made carefully for Zoll manifolds.
In the Zoll case, we center the intervals around the center points 2pi
T
N + β
4
of the Nth
cluster CN . We call call such a choice of intervals a cluster decomposition. We denote by
dN the number of eigenvalues in IN and put HN = ranΠIN (the range of ΠIN ). Thus, HN
consists of linear combinations
∑
j:λj∈IN cjϕN,j of the eigenfunctions {ϕNj} of
√
∆g with
eigenvalues in IN .
The formalism is simpler in the cutoff ensemble and only requires small modifications from
the asymptotically fixed frequency ensembles, so we only explain at the end how to modify
the results in that case.
1.3. Density of real zeros. The formula for the density of zeros of random elements of
HN can be derived from the general formalism of [BSZ1, BSZ2, BSZ3].
As above, we let |Zf | denote the Riemannian (m − 1)-volume on Zf . By the general
formula of [BSZ1, BSZ2],
E|ZfN | = KN1 (z)dVg , KN1 (x) =
∫
D(0, ξ, x)||ξ|| dξ . (11)
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We digress to connect this formula with the discussions in [BSZ1, BSZ2, Ne]. In these articles
||ξ|| is written
√
det(ξξ∗). However, det(ξξ∗) = ||ξ||2 in the codimension one case. Indeed, let
df ∗x be the adjoint map with respect to the inner product g on TxM . Let dfx◦df ∗x : TxM → R
be the composition. By det dfx ◦ df ∗x is meant the determinant with respect to the inner
product on TxM ; it clearly equals |df |2 in the codimension one case.
The formulae of [BSZ1, BSZ2] (the ‘Kac-Rice’ formulae) give that
D(0, ξ; z) = Zn(z)DΛ(ξ; z), (12)
where
DΛ(ξ; z) =
1
pim
√
det Λ
exp
(−〈Λ−1ξ, ξ〉) (13)
is the Gaussian density with covariance matrix
Λ = C − B∗A−1B = (Cqq′ − BqA−1Bq′) , (q = 1, . . . , m) (14)
and
Z(x) =
√
det Λ
pi
√
det∆
=
1
pi
√
A
. (15)
In the case at hand,
∆N (x) =
(
AN BN
BN∗ CN
)
,
(
AN
)
= E
(
X2
)
=
1
dN
ΠIN (x, x) ,(
BN
)
q
= E
(
XΞq
)
=
1
dN
∂
∂yq
ΠIN (x, y)|x=y ,
(
Cλ
)q
q′
= E
(
ΞqΞq′
)
=
1
dN
∂2
∂xq∂yq′
ΠIN (x, y)|x=y ,
q, q′ = 1, . . . , m .
Making a simple change of variables in the integral (11), we have
Proposition 1.1. [BSZ1] On a real Riemannian manifold of dimension m, the density of
zeros of a random Riemannian wave is
KN1 (x) =
1
pim(
√
d−1N ΠIN (x,x)
∫
Rm
||ΛN(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ, (16)
where ΛN(x) is a symmetric form on TxM . For the asymptotically fixed freqency ensembles,
it is given by
ΛN(x) =
1
dN
(
dx ⊗ dyΠIN (x, y)|x=y −
1
ΠIN (x, y)
dxΠIN (x, y)|x=y ⊗ dyΠIN (x, y)|x=y
)
.
In the cutoff ensemble the formula is the same except that ΠIN is replaced by Π[0,N ].
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2. Zeros of random real Riemannian waves: Proof of Theorem 1
We begin the proof with the simplest case of the round metric on Sm. Throughout this
article, Cm denotes a constant depending only on the dimension. It may change from line
to line.
2.1. Random spherical harmonics. To prove Theorem (2) on a round Sm, we first need
to evaluate the matrix above when ΠN(z, w) is the orthogonal projection onto spherical
harmonics of degree N .
Proposition 2.1. Let ΠN : L
2(Sm)→HN be the orthogonal projection. Then:
• (A) ΠN(x, x) = 1V ol(Sm)dN ;
• (B) dxΠN (x, y)|x=y = dyΠN(x, y)|x=y = 0;
• (C) dx ⊗ dyΠN (x, y)|x=y = 1mV ol(Sm)λ2NdNgx.
Proof. Statement (B) follows from statement (A) since
0 = dxΠN(x, x) = dxΠN (x, y)|x=y + dyΠN(x, y)|x=y
and because dxΠN(x, y)|x=y = dyΠN(x, y)|x=y. Statement (C) holds because dx⊗dyΠN(x, y)|x=y =
CNgx by SO(m+ 1) symmetry. To evaluate CN we use that
0 = ∆ΠN(x, x) = 2Trdx ⊗ dyΠN(x, y)|x=y − 2λ2NΠN (x, x).
Here, Trdx ⊗ dyΠN (x, y)|x=y denotes the contraction. It equals
∑dN
j=1 ||dϕNj(x)||2 where
{ϕNj} is an orthonormal basis. Thus, mCN = λ2NΠN(x, x) and the formula of (C) follows
from (A).

The expected density of random nodal hypersurfaces is given as follows
Proposition 2.2. In the case of Sm,
KN1 (x) = CmλN ∼ CmN, (17)
where Cm =
1
pim
∫
Rm
|ξ| exp (−〈ξ, ξ〉) dξ.
Proof. By Propositiosn 1.1 and 2.1, we have
KN1 (x) =
√
V ol(Sm)
pim
∫
Rm
||ΛN(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ, (18)
where
ΛN(x) =
1
dN
(
1
mV ol(Sm)
λ2NdNgx
)
.

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2.2. Random Riemannian waves: proof of Theorem 1. We now generalize the result
to any compact C∞ Riemannian manifold (M, g) which is either aperiodic or Zoll. As in the
case of Sm, the key issue is the asymptotic behavior of derivatives of the spectral projections
ΠIN (x, y) =
∑
j:λj∈IN
ϕλj (x)ϕλj (y). (19)
Proposition 2.3. Assume (M, g) is either aperiodic and IN = [N,N + 1] or Zoll and IN
is a cluster decomposition. Let ΠIN : L
2(M)→HN be the orthogonal projection. Then:
• (A) ΠIN (x, x) = 1V ol(M,g))dN(1 + o(1));
• (B) dxΠIN (x, y)|x=y = dyΠN(x, y)|x=y = o(Nm);
• (C) dx ⊗ dyΠIN (x, y)|x=y = 1V ol(M,g))λ2NdNgx(1 + o(1)).
In the aperiodic case,
(1) Π[0,λ](x, x) = Cmλ
m + o(λm−1);
(2) dx ⊗ dyΠ[0,λ](x, y)|x=y = Cmλm+2gx + o(λm+1).
In the Zoll case, one adds the complete asymptotic expansions for ΠIN over the N clusters
to obtain expansions for ΠN .
Proof. Asymptotic formulae of type (A) are standard in spectral asymptotics, and we refer
to [DG, Ho] for background. Asymptotics of type (C) were worked out in [Z2] (Theorem
2) in the special case of a Zoll metric. However, much of the calculation goes through for
any compact Riemannian manifold. It does not appear however that (B) has been stated
before or that (C) has been previously discussed on general Riemannian manifolds, although
the techniques are standard. These asymptotics are dual to the heat kernel asymptotics in
[BBG], but they are sharper because we are using spectral intervals for
√
∆ of fixed width
rather than intervals of the form [0, λ], which are dual to heat kernel asymptotics. Thus,
we need two term asymptotics for long intervals in order to obtain asymptotics on short
intervals.
We follow the standard Tauberian method of [DG], Proposition 2.1, for studying the
spectral asymptotics. We consider the spectral measure
dλΠ[0,λ](x, y) =
∑
j δ(λ− λj)ϕλj (x)ϕλj (y), (20)
whose integral over the interval IN equals ΠIN (x, y), and the derived measures

(a) dλΠ[0,λ](x, x) =
∑
j δ(λ− λj)ϕλj (x)2
(b) dλdxΠ[0,λ](x, x) = 2
∑
j δ(λ− λj)ϕλj (x)dϕλj (x)
(c) dλdx ⊗ dyΠ[0,λ](x, y)|x=y =
∑
j δ(λ− λj)dϕλj (x)⊗ dϕλj(x).
. (21)
We now introduce a cutoff function ρ ∈ S(R) with ρˆ ∈ C∞0 supported in sufficiently small
neighborhood of 0. We also assume ρˆ ≡ 1 in a smaller neighborhood of 0. Then there exists
an expansion in inverse powers of λ with coefficients smooth in (x, y):
ρ ∗ dλΠ[0,λ](x, x) =
∑
j
ρ(λ− λj)ϕ2λj (x) ∼
∞∑
k=0
λm−1−kωk(x), (22)
where ωk are smooth in x, and ω0 = 1.
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We briefly recall the proof of (22) and of (A): We have
ρ ∗ dλΠ[0,λ](x, y) =
∫
R
ρˆ(t)eitλU(t, x, y)dt, (23)
where U(t, x, y) is the Schwartz kernel of the wave group U(t) = e−it
√
∆. We use a small-time
parametrix for U(t, x, y) near the diagonal of the form
U(t, x, y) =
∫
T ∗yM
e−it|ξ|gy ei〈ξ,exp
−1
y (x)〉A(t, x, y, ξ)dξ (24)
where |ξ|gx is the metric norm function at x, and where A(t, x, y, ξ) is a polyhomogeneous
amplitude of order 0 which is supported near the diagonal. Setting x = y gives
ρ ∗ dλΠ[0,λ](x, x) =
∫
R
∫
T ∗yM
ρˆ(t)eitλe−it|ξ|gyA(t, x, x, ξ)dξdt. (25)
As in [DG], we pass to polar coordinates r = |ξ|g, change variables θ → λθ and apply the
stationary phase method to the drdt integral to obtain (22).
For (C), we apply the method of [Z2] (see (3.6) - (3.7)). We denote the phase of U(t, x, y)
by
ϕ(t, x, y, ξ) = 〈ξ, exp−1y (x)〉 − t|ξ|gy .
Then applying dx⊗dy|x=y to the integral produces a highest order term given by a universal
constant times
dxϕ(t, x, y, ξ)⊗ dy ϕ(t, x, y, ξ)|x=y = ξ ⊗ ξ,
since a0(t, x, x, ξ) = 1 (cf. [DG]). It also produces lower order terms (i.e. of order ≤ 1) in
which at least one derivative falls on the amplitude. If we the put the dξ- integral in polar
coordinates ξ = rω, we obtain an expansion
ρ ∗ dλ dx ⊗ dyΠ[0,λ](x, y)|x=y ∼
∞∑
k=0
λm+1−kBk(x), (26)
with the leading coefficient
B0(x) =
Cm
V ol(M, g)
∫
S∗xM
ω ⊗ ωdµx(ω) = Cm
V ol(M, g)
gx. (27)
Here, dµx is the Euclidean area element induced by g on S
∗
xM .
We now draw the conclusions for (A) - (C). In the Zoll case, (A) and (C) are already
proved in detail in [Z2]. In the Zoll case, there exist complete asympotic expansions for the
spectral sums and we may deduce (B) as well from the smoothed expansion by a modification
of the proof of [Z2], Theorem 2. In the aperiodic case, the measures (A) and (C) are positive
and we may apply the Fourier Tauberian theorems of [Ho, SV] (see the Appendix in §6), or
alternatively the remainder estimate of Ivrii, to obtain two-term expansions:
(1) Π[0,λ](x, x) = Cmλ
m + o(λm−1);
(2) dx ⊗ dyΠ[0,λ](x, y)|x=y = Cmλm+2gx + o(λm+1).
We then subtract the expansions across the interval IN to obtain the stated result. We
note that the drop in degree is encoded in dN ∼ Nm−1.
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We still need to analyze (B). Since (B) equals dxΠIN (x, x), we could take the derivative
in x of (25) to obtain
ρ ∗ dλdxΠ[0,λ](x, x) =
∫
R
∫
T ∗yM
ρˆ(t)eitλe−it|ξ|gydxA(t, x, x, ξ)dξdt (28)
We then have an expansion similar to that of (22) except that the amplitude is now the
one-form dxA. However, the Tauberian theorems do not apply to (B) since dλdxΠ[0,λ](x, x)
is not a positive measure. In the Zoll case, we have a complete asymptotic expansion of (A)
and its x-derivative gives that of (B). But on a general Riemannian manifold one cannot use
this approach.
Henceforth we assume (M, g) is aperiodic. In this case, we use the fact that, for each k,
Bk =
∂
∂xk
∆−1/2 is a bounded pseudo-differential operator and
∂
∂xk
Π[0,λ](x, y)|x=y =
∑
j:λj≤λ
λj
(
Bkϕλj (x)
)
ϕλj (x).
We write
2
(
Bkϕλj (x)
)
ϕλj (x) =
(
(I +Bk)ϕλj (x)
)2 − (Bkϕλj (x))2 − ϕ2λj .
We then substitute the right side into the summatory function in λj to obtain three
asymptotic expansions to which the Tauberian theorems apply. We start with
ρ ∗ dλ((I +Bk)x ⊗ (I +Bk)y
√
∆Π[0,λ](x, y)x=y
= ((I +Bk)x ⊗ (I +Bk)y
∫
R
ρˆ(t)e−itλ
√
∆U(t, x, y)|x=ydt
= ((I +Bk)x ⊗ (I +Bk)y
∫
R
ρˆ(t)eitλ ∂
i∂t
U(t, x, y)|x=y
= ((I +Bk)x ⊗ (I +Bk)y
(∫
R
∫
T ∗yM
(iρˆ′(t)− λρˆ)eitλe−it|ξ|gyei〈ξ,exp−1x (y)〉A(t, x, x, ξ)dξdt
)
|x=y
(29)
To leading order, application of ((I +Bk)x⊗ (I +Bk)y under the integration sign multiplies
the leading term of the amplitude by (1 + bk)(x, dϕt) where ϕt is the phase (cf. e.g. the
‘fundamental asymptotic expansion’ of [T]). We then apply the stationary phase method
and due to the extra factor of λ in the amplitude obtain
∑
j:λj≤λ λj
(
(I +Bk)ϕλj (x)
)2
= Cm λ
m+1
∫
S∗xM
(1 + bk(x, ω))
2dµ(ω) + o(λm). (30)
The o(λm) remainder holds as in the scalar case because the geodesic flow is aperiodic
[DG, Ho, SV]. We then repeat the calculation for Bk and for I and subtract. We clearly
cancel the leading term, leaving the remainder o(λm). When we subtract the interval [0, N ]
from [0, N + 1] we obtain o(Nm).

2.3. Proof of Theorem 1. The generalization of Proposition 2.2 to a general Riemannian
manifold is the following:
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Proposition 2.4. For the asymptotically fixed frequency ensemble, and for any C∞ (M, g)
which is either Zoll or aperiodic (and with IN as in Proposition 2.3) , we have
KN1 (x) =
1
pim(λN )m/2
∫
Rm
||ξ|| exp
(
− 1
λN
〈ξ, ξ〉
)
dξ + o(1)
∼ CmN,
(31)
where Cm =
1
pim
∫
Rm
||ξ|| exp (−〈ξ, ξ〉) dξ. The same formula holds for the cutoff ensemble.
Proof. Both on a sphere Sm or on a more general (M, g) which is either Zoll or aperiodic,
we have by Propositions 2.1 resp. 2.3 and the general formula for ∆N in §1.3 that
∆N (z) =
1
V ol(M, g)
(
(1 + o(1)) o(1)
o(1) N2 gx(1 + o(1))
)
,
(32)
It follows that
ΛN = CN − BN∗(AN)−1BN = 1
V ol(M, g)
N2 gx + o(N). (33)
Thus, we have
KN1 (x) ∼
√
V ol(M,g)
pim
∫
Rm
||ΛN(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ
= N
pim
∫
Rm
||(I + o(1))(x)1/2ξ|| exp (−〈ξ, ξ〉) dξ,
(34)
where o(1) denotes a matrix whose norm is o(1). The integral tends to
∫
Rm
||ξ|| exp (−〈ξ, ξ〉) dξ
as N →∞, completing the proof.

So far, we have only determined the expected values of the nodal hypersurface measures.
To complete the proof of Theorem 1, we need to prove:
Proposition 2.5. If (M, g) is real analytic, then the variance of 1
λN
XNψ is bounded.
Proof. By a theorem of Donnelly-Fefferman [DF], for real analytic (M, g),
c1λ ≤ Hm−1(Zϕλ) ≤ C2λ, (∆ϕλ = λ2ϕλ; c1, C2 > 0). (35)
Hence for any fN ∈ HIN , 1λNZfN has bounded mass. Hence, the random variable 1λNXNψ is
bounded, and therefore so is its variance.

Remark:
The variance of 1
λN
XNψ is given by
V ar(
1
λN
XNψ ) =
1
λ2N
∫
M
∫
M
(
KN2 (x, y)−KN1 (x)KN1 (y)
)
ψ(x)ψ(y)dVg(x)dVg(y), (36)
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where KN2 (x, y) = EγN (ZfN (x) ⊗ ZfN (y)) is the pair correlation function for zeros. Hence,
boundedness would follow from
1
λ2N
∫
M
∫
M
KN2 (x, y) dVg(x)dVg(y) ≤ C. (37)
There is a formula similar to that for the density in Proposition 1.1 for KN2 (x, y) and it is
likely that it could be used to prove boundedness of the variance for any C∞ Riemannian
manifold. But we leave this for the future. In the Ka¨hler case, asymptotic formulae for the
variance of smooth linear statistics are given in [SZ2, SZ3], but the method does not apply
in the real case.
2.4. Random sequences and proof of Corollary 2. We recall that the set of ran-
dom sequences of Riemannian waves of increasing frequency is the probability space H∞ =∏∞
N=1HIN with the measure γ∞ =
∏∞
N=1 γN . An element in H∞ will be denoted f = {fN}.
We have,
|( 1
λN
ZfN , ψ)| ≤
1
λN
Hn−1(ZfN ) ‖ψ‖C0.
By a density argument it suffices to prove that the linear statistics 1
λN
(ZfN , ψ)− 1V ol(M,g)
∫
M
ψdVg →
0 almost surely in H∞. From Theorem 1, we have:
Corollary 2.6. (i) limN→∞ 1N
∑
k≤N E(
1
λk
Xkψ) =
1
V ol(M,g)
∫
M
ψdVg;
(ii) V ar( 1
λN
XNψ ) is bounded on H∞.
Since 1
λN
XNψ for {, N = 1, 2, . . .} is a sequence of independent random variables in H∞
with bounded variances, the Kolmogorov strong law of large numbers implies that
lim
N→∞
1
N
∑
k≤N
(
1
λk
Xkψ) =
1
V ol(M, g)
∫
M
ψdVg
almost surely.
3. Analytic continuation of eigenfunctions and spectral projections
We now turn to complex zeros of analytic continuations of random Riemannian waves.
Before getting into the statistics of zeros, we need to recall the basic results on analytic
continuation of eigenfunctions and to introduce the basic two-point kernels.
As mentioned in the introduction, for each analytic metric g there exists a unique plurisub-
harmonic exhaustion function ρ on MC inducing a Ka¨hler metric ωg = i∂∂¯ρ which agrees
with g alongM . We recall
√
ρ(ζ) = 1
2i
rC(ζ, ζ¯) where r(x, y) is the distance function and rC is
its holomorphic extension to a small neighborhood of the anti-diagonal (ζ, ζ¯) inMC×MC; √ρ
is a solution of the homogeneous complex Monge-Ampe`re equation (∂∂¯
√
ρ)m = 0 away from
the real points. We refer to [GS1, GS2, LS1, GLS, Z3] for further background on Grauert
tubes and adapted complex structures on cotangent bundles of analytic Riemannian mani-
folds.
The eigenfunctions ϕj admit holomorphic extensions ϕ
C
j to the maximal Grauert tube
[Bou, GS2]. As a result, one can holomorphically extend the spectral measures dΠ[0,λ](x, y) =
REAL AND COMPLEX ZEROS OF RIEMANNIAN RANDOM WAVES 15∑
j δ(λ − λj)ϕj(x)ϕj(y) of
√
∆. The complexified diagonal spectral projections measure is
defined by
dλΠ
C
[0,λ](ζ, ζ¯) =
∑
j
δ(λ− λj)|ϕCj (ζ)|2. (38)
Henceforth, we generally omit the superscript and write the kernel as ΠC[0,λ](ζ, ζ¯). This kernel
is not a tempered distribution due to the exponential growth of |ϕCj (ζ)|2. Since many as-
ymptotic techniques assume spectral functions are of polynomial growth, we simultaneously
consider the damped spectral projections measure
dλP
τ
[0,λ](ζ, ζ¯) =
∑
j
δ(λ− λj)e−2τλj |ϕCj (ζ)|2, (39)
which is a temperate distribution as long as
√
ρ(ζ) ≤ τ. When we set τ = √ρ(ζ) we omit
the τ and put
dλP[0,λ](ζ, ζ¯) =
∑
j
δ(λ− λj)e−2
√
ρ(ζ)λj |ϕCj (ζ)|2. (40)
The integral of the spectral measure over an interval I gives ΠI(x, y) =
∑
j:λj∈I ϕj(x)ϕj(y).
Its complexification gives the kernel (9) along the diagonal,
ΠI(ζ, ζ¯) =
∑
j:λj∈I
|ϕCj (ζ)|2, (41)
and the integral of (39) gives its temperate version
P τI (ζ, ζ¯) =
∑
j:λj∈I
e−2τλj |ϕCj (ζ)|2, (42)
or in the crucial case of τ =
√
ρ(ζ),
PI(ζ, ζ¯) =
∑
j:λj∈I
e−2
√
ρ(ζ)λj |ϕCj (ζ)|2, (43)
3.1. Poisson operator as a complex Fourier integral operator. The damped spectral
projection measure dλ P
τ
[0,λ](ζ, ζ¯) (39) is dual under the real Fourier transform in the t
variable to the restriction
U(t + 2iτ, ζ, ζ¯) =
∑
j
e(−2τ+it)λj |ϕCj (ζ)|2 (44)
to the anti-diagonal of the mixed Poisson-wave group. We recall that the kernel U(t+iτ, x, y)
of the the Poisson-wave operator ei(t+iτ)
√
∆ admits a holomorphic extension in the x variable
to the closed Grauert tube Mτ . The adjoint of the Poisson kernel U(iτ, x, y) also admits an
anti-holomorphic extension in the y variable. The sum (44) are the diagonal values of the
complexified wave kernel
U(t + 2iτ, ζ, ζ¯ ′) =
∫
M
U(t + iτ, ζ, y)E(iτ, y, ζ¯ ′)dVg(x)
=
∑
j e
(−2τ+it)λjϕCj (ζ)ϕ
C
j (ζ
′).
(45)
We obtain (45) by orthogonality of the real eigenfunctions on M .
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Since U(t+2iτ, ζ, y) takes its values in the CR holomorphic functions on ∂Mτ , we consider
the Sobolev spaces Os+n−14 (∂Mτ ) of CR holomorphic functions on the boundaries of the
strictly pseudo-convex domaisn Mε, i.e.
Os+m−14 (∂Mτ ) = W s+m−14 (∂Mτ ) ∩ O(∂Mτ ),
where Ws is the sth Sobolev space and where O(∂Mε) is the space of boundary values
of holomorphic functions. The inner product on O0(∂Mτ ) is with respect to the Liouville
measure
dµτ = (i∂∂¯
√
ρ)m−1 ∧ dc√ρ. (46)
We then regard U(t + iτ, ζ, y) as the kernel of an operator from L2(M) → O0(∂Mτ ). It
equals its composition Πτ ◦ U(t + iτ) with the Szego˝ projector
Πτ : L
2(∂Mτ )→ O0(∂Mτ )
for the tube Mτ , i.e. the orthogonal projection onto boundary values of holomorphic func-
tions in the tube.
This is a useful expression for the complexified wave kernel, because Π˜τ is a complex
Fourier integral operator with a small wave front relation. More precisely, the real points
of its canonical relation form the graph ∆Σ of the identity map on the symplectic one
Στ ⊂ T ∗∂Mτ spanned by the real one-form dcρ, i.e.
Στ = {(ζ ; rdcρ(ζ)), ζ ∈ ∂Mτ , r > 0} ⊂ T ∗(∂Mτ ). (47)
We note that for each τ, there exists a symplectic equivalence Στ ≃ T ∗M by the map
(ζ, rdcρ(ζ))→ (E−1
C
(ζ), rα), where α = ξ · dx is the action form (cf. [GS2]).
The following result was first stated by Boutet de Monvel (for more details, see also
[GS2, Z3]).
Theorem 3.1. [Bou, GS2] Πε ◦ U(iε) : L2(M) → O(∂Mε) is a complex Fourier integral
operator of order −m−1
4
associated to the canonical relation
Γ = {(y, η, ιε(y, η)} ⊂ T ∗M × Σε.
Moreover, for any s,
Πε ◦ U(iε) : W s(M)→ Os+m−14 (∂Mε)
is a continuous isomorphism.
We obtain the holomorphic extension of the eigenfunctions ϕλ of eigenvalue λ
2 by applying
the complex Fourier integral operator U(iτ):
U(iτ)ϕλ = e
−τλϕCλ . (48)
Combining Theorem 3.1 with a stantard Sobolev estimate, we obtain:
Corollary 3.2. [Bou, GLS] Each eigenfunction ϕλ has a holomorphic extension to B
∗
εM
satisfying
sup
ζ∈Mε
|ϕCλ(ζ)| ≤ Cελm+1eελ.
The order of magnitude reflects the fact that E(iτ) smooths to order −m−1
4
, since it is a
bounded operator from a manifold M of real dimension m to one ∂Mτ of dimension 2m− 1.
We will also need the following Lemma from [Z3] (Lemma 3.1):
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Lemma 3.3. Let a ∈ S0(T ∗M − 0). Then for all 0 < ε < ε0, we have:
U(iε)∗ΠεaΠεU(iε) ∈ Ψ−m−12 (M),
with principal symbol equal to a(x, ξ) |ξ|−(
m−1
2
)
g .
Here, Ψs(M) is the class of pseudodifferential operators of order s and ε0 is the radius of
the maximal Grauert tube.
4. Complex zeros of random waves: Proof of Theorem 3
Our first result is a formula for the expected distribution of complex zeros. We retain the
same ensembles and notation from the real case.
Proposition 4.1. For any test form ψ ,
1
λ
〈EγN [ZfCN ], ψ〉 =
1
N
〈∂∂¯ log ΠIN (ζ, ζ¯), ψ〉+O(
1
N
).
Proof. By the Poincare´-Lelong formula ZfC =
i
2pi
∂∂¯ log |fC(ζ)|2, hence we have
EγN [Z
C
f ] =
i
2pi
EγN∂∂¯ log |fC(ζ)|2 =
i
2pi
∂∂¯EγN log |fC(ζ)|2. (49)
We write f =
∑
λj∈IN cNjϕNj and then complexify to obtain f
C(ζ) =
∑
λj∈IN cNjϕ
C
Nj(ζ).
Thus, we need to calculate EγN log |
∑
λj∈IN cNjϕ
C
Nj|.
Define
ΦN = (ϕN1, . . . , ϕNdN ) :M → CdN
to be the vector of eigenfunctions from the orthonormal basis of eigenfunctions in the spectral
interval. Then,
|ΦCN(ζ)|2 =
dN∑
j=1
|ϕNj(ζ)|2 = ΠCIN (ζ, ζ¯).
We use the notation:
ΦCN(ζ)
|ΦCN(ζ)|
= U(ζ) + iV (ζ), ; U(ζ), V (ζ) ∈ RdN , |U |2 + |V |2 = 1. (50)
Lemma 4.2. EγN log |fC(ζ)|2 = logΠIN (ζ, ζ¯) + GN(ζ, ζ¯), where GN(ζ, ζ¯) is the uniformly
bounded sequence of continuous functions on MC given by
GN(ζ, ζ¯) = Γ
′(1
2
) + Γ(1
2
) logmax{||U + JV ||2, ||U − JV ||2},
where J is the natural complex structure on the real 2-plane spanned by U, V in RdN .
Proof. We have,
EγN log |
∑
λj∈IN cNjϕ
C
Nj | =
∫
RdN
log |〈c,ΦCN〉|dνk(a)
= log |ΦCN(ζ)|2 + GN(ζ, ζ¯),
where
GN(ζ, ζ¯) =
∫
RdN+1
e−|c|
2/2 log |〈c, ΦCN (ζ)|ΦCN (ζ)|〉|dc (51)
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Hence it suffices to calculate GN(ζ, ζ¯).
The span of U, V is a real two-dimensional plane in RdN when U, V are linearly independent;
we will consider the other case in the remark below. We rotate coordinates in the integral
for each ζ so that
U = (cos θ cosϕ)e1, V = (cos θ sinϕ)e1 + sin θe2,
where {ej} is the standard basis of Rm and where θ, ϕ are real angles depending on ζ and
k. Then,
〈a, Φ
C
k
|ΦCk (ζ)|
〉 = a1(cos θ cosϕ) + i cos θ sinϕ) + ia2 sin θ.
After rotating coordinates in the integral, the integrand depends only on a1, a2, so we may
integrate out the remaining variables a3, . . . , adN and obtain
GN(ζ, ζ¯) =
∫
R2
e−|a|
2/2 log |〈a, ΦCN (ζ)|ΦCN (ζ)|〉|da
=
∫∞
0
e−
r2
2
∫
S1
log |〈rω, ΦCN (ζ)|ΦCN (ζ)|〉|rdrdω =
= Γ′(1
2
) + Γ(1
2
)
∫
S1
log |〈ω, ΦCN (ζ)|ΦCN (ζ)|〉|dω
= Γ′(1
2
) + Γ(1
2
)GN2 (ζ, ζ¯),
where
GN2 (ζ, ζ¯) =
∫
S1
log |ω1(cos θ cosϕ + i cos θ sinϕ) + iω2 sin θ|dω
=
∫ 2pi
0
log |αeiu + βe−iu|du = ∫ 2pi
0
log |αei2u + β|du
= max {log |α|, log |β|}
(52)
with
2α = 〈U + iV, e1 − ie2〉 = cos θeiϕ + sin θ, 2β = 〈U + iV, e1 + ie2〉 = cos θeiϕ − sin θ.
In the two dimensional real space spanned by e1, e2 we may define a complex structure by
Je1 = e2, Je2 = −e1 and then
GN2 (ζ, ζ¯) = logmax{||U + JV ||2, ||U − JV ||2}.
For any two vectors U, V with ||U ||2 + ||V ||2 = 1,
1 ≤ max{||U + JV ||2, ||U − JV ||2} = max{1 + 2〈U, JV 〉, 1− 2〈U, JV 〉} ≤ 3.
Therefore the logarithm is bounded above and below and is clearly continuous. This com-
pletes the proof of Lemma 4.2. 
To complete the proof of Proposition 4.1, it suffices to integrate the ∂∂¯ by parts onto f in
the GN term, and use that GN is uniformly bounded. 
Remark: When ζ ∈ M we have V = 0 and ||U || = 1 so the calculation is slightly different.
It is possible that there exist other ζ ∈ MC such that U, V are linearly dependent. When
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V = 0, we put U = e1 and obtain the limiting case when ϕ = 0, 〈a, Φ
C
k
|ΦCk(ζ)|
〉 = a1.We integrate
out all but a1 and get
GN(ζ, ζ¯) =
∫
R
e−|a|
2/2 log |a|da, ζ ∈M.
For sufficiently Grauert tubes, it is impossible that U = 0, but our analysis has not ruled
out that U, V may be linearly dependent, i.e. the case θ = 0. But the calculation above goes
through without change in this case.
5. Complexified spectral projections and wave group
In view of Proposition 4.1, the remaining step in the proof of Theorem 3 is to show:
Proposition 5.1.
1
λ
logΠ[0,λ](ζ, ζ¯)→√ρ, (53)
and
1
N
logΠIN (ζ, ζ¯)→
√
ρ. (54)
For both the long [0, λ] and short IN intervals, the upper bound is rather simple to prove.
The lower bound is more difficult, primarily for the short intervals. As discussed above, in the
Zoll case, the eigenvalues lie in clusters of width N−1 around an arithmetic progression, so
unless the intervals IN are centered along this progression there need not exist any eigenvalues
in IN and the logarithm would equal −∞. We have by definition centered the intervals on
the arithmetic progression, but clearly this choice must play a role in the proof.
5.1. Proof of Proposition 5.1. We first give a simple comparison between the logarithmic
asymptotics of ΠIN to those of PIN (cf. (43).
Lemma 5.2. For any τ =
√
ρ(ζ) > 0, there exists C, c > 0 so that
c
λ
+ 2
√
ρ(ζ) +
1
λ
logP[λ,λ+1](ζ, ζ¯) ≤ 1
λ
logΠ[λ,λ+1](ζ, ζ¯) ≤ 2√ρ(ζ) + 1
λ
logP[λ,λ+1](ζ, ζ¯) +
C
λ
,
hence
1
N
log ΠIN (ζ, ζ¯) = 2
√
ρ(ζ) +
1
N
logPIN (ζ, ζ¯) +O(
1
N
),
where the remainder is uniform.
Proof. Since −1 ≤ N − λNj ≤ 1 for λNj ∈ IN , we have
ce2N
√
ρ(ζ)
dN∑
j=1
e−2
√
ρ(ζ)λj |ϕCλj (ζ)|2 ≤ ΠIN (ζ, ζ¯) ≤ Ce2N
√
ρ(ζ)
dN∑
j=1
e−2
√
ρ(ζ)λj |ϕCλj(ζ)|2. (55)

Next we observe that the upper bound in both the cutoff ensemble
lim sup
λ→∞
1
λ
log Π[0,λ](ζ, ζ¯) ≤ √ρ (56)
follows immediately from Corollary 3.2 and the fact (cf. Lemma 5.2) that Π[0,λ] ≤ eλ
√
ρP[0,λ].
It is similar but simpler in the fixed frequency ensemble.
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Hence, it remains to prove is the lower bounds. As mentioned above, the global nature
of the geodesic flow must play a role in the proof. The route we choose uses the minimal
amount of information necessary to obtain the result: we only use the behavior of the spectral
projections in the real domain to deduce a lower bound in the complex domain. We follow
the method of [SZ1].
Put VN(ζ) :=
1
N
logΠ[N,N+1](ζ, ζ¯). Then VN is plurisubharmonic in Mε, and we would
like to show that VN → √ρ in L1(Mε). If not, we can find a subsequence {VNk} with
‖VNk −
√
ρ‖L1(Mε) ≥ δ > 0. Since {VN} is uniformly bounded above, a standard result
on subharmonic functions (see [Ho, Theorem 4.1.9]) implies that sequence {VNk} either
converges uniformly to −∞ on Mε or else has a subsequence which is convergent in L1(Mε).
The first possibility cannot occur since VN(x)→ 0 on the totally real submanifold M .
Therefore there exists a subsequence, which we continue to denote by {VNk}, which con-
verges in L1(Mε) to some G ∈ L1(Mε). By passing to a further subsequence, we may assume
that VNk → G converges pointwise a.e. in Mε. Let V (ζ) = lim supk→∞ VNk(z) (a.e) and
let
V ∗(z) := lim sup
w→z
V (w)
be the upper-semicontinuous regularization of V . Then V ∗ is plurisubharmonic on Mε,
V ∗ ≤ √ρ (a.e.) and V ∗ = V a.e.
Since ‖VNk −
√
ρ‖L1(U ′) ≥ δ > 0, we know that V ∗ 6≡ √ρ. Hence, for some ε > 0, the open
set Uε = {z ∈Mε : V ∗ < √ρ− ε} is non-empty. Let U ′′ be a non-empty, relatively compact,
open subset of Uε. Then by Hartogs’ Lemma, there exists a positive integer K such that for
ζ ∈ U ′′, k ≥ K, VNk ≤
√
ρ− ε/2, i.e.
Π[N,N+1](ζ, ζ¯) ≤ e(
√
ρ−ε)Nk , ζ ∈ U ′′, k ≥ K. (57)
By Lemma 5.2, it follows that
PN(ζ, ζ¯) ≤ e−εNk , ζ ∈ U ′′, k ≥ K. (58)
We now let χ ∈ C∞0 (U ′′) be a smooth bump function which equals one on some ball
B ⊂ U ′′. By (58), we have ∫
∂Mε
χPN(ζ, ζ¯)dµ ≤ e−εNk . (59)
We observe that∫
∂Mε
χPN(ζ, ζ¯)dµ =
∑
j:λj∈[N,N+1] e
−2ελj ∫
∂Mε
χ|ϕCλj (ζ)|2dµ
=
∑
j:λj∈[N,N+1]〈χU(i
√
ρ(ζ))ϕλj , U(i
√
ρ(ζ))ϕλj〉L2(∂Mε)
=
∑
j:λj∈[N,N+1]〈U(i
√
ρ(ζ))∗χU(i
√
ρ(ζ))ϕλj , ϕλj〉L2(M)
= TrΠINU(i
√
ρ(ζ))∗χU(i
√
ρ(ζ)).
(60)
By Theorem 3.1 and Lemma 3.3, U(i
√
ρ(ζ))∗χU(i
√
ρ(ζ)) is a pseudo-differential operator
with principal symbol equal to |ξ|−n−12 χ(x, ξ). For intervals IN satisfying our assumptions,
it follows from a standard local Weyl law [Ho] (see also [Z1] for further discussion in the
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present context) that for a zeroth order pseudodifferential operator A, and for a Laplacian
which is either aperiodic or Zoll,
TrΠINA = CmN
m−1
∫
B∗M
χdµ+ o(Nm−1). (61)
Putting A =
√
∆
n−1
2 U(i
√
ρ(ζ))∗χU(i
√
ρ(ζ))
TrΠINU(i
√
ρ(ζ))∗χU(i
√
ρ(ζ)) ∼ CmN−m−12
∫
B∗M
χdµ. (62)
The latter asymptotics contradict the exponential decay of (59).

6. Appendix on Tauberian Theorems
We record here the statements of the Tauberian theorems that we use in the article. Our
main reference is [SV], Appendix B and we follow their notation.
We denote by F+ the class of real-valued, monotone nondecreasing functions N(λ) of poly-
nomial growth supported on R+. The following Tauberian theorem uses only the singularity
at t = 0 of d̂N to obtain a one term asymptotic of N(λ) as λ→∞:
Theorem 6.1. Let N ∈ F+ and let ψ ∈ S(R) satisfy the conditions: ψ is even, ψ(λ) > 0
for all λ ∈ R, ψˆ ∈ C∞0 , and ψˆ(0) = 1. Then,
ψ ∗ dN(λ) ≤ Aλν =⇒ |N(λ)−N ∗ ψ(λ)| ≤ CAλν ,
where C is independent of A, λ.
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