Independent Component Analysis (ICA) algorithms taking advantage of the potential non-circular property of complex signals have been recently derived and shown to lead to improved performances. We investigate the performance of three ICA approaches to extract a weak co-channel interfering communications signal from a television broadcast signal over varied interference-to-noise ratios: complex maximization of non-Gaussianity by Novey et al., RobustICA by Zarzoso et al., and complex fixed-point algorithm by Douglas. Findings show improved performance and sensitivity to the prewhitening step as the number of sensors increases.
TV Signal SIR
Weak Signal A fixed SIR value of 30 dB was chosen for simulations based on the ATSC standard requiring a signal-to-noise ratio threshold of 28.3 dB.
Assumptions
Three assumptions were made in the mixture model. First we assumed the transmitters were not co-located and, therefore, traveled through separate channels for each sensor. Second, the set of sensors were relatively close in distance, which results in no signal attenuation. Lastly, we assumed a one-coefficient instantaneous channel scenario only, where all the channel complex coefficients have magnitude equal to 1.0 with a constant phase offset uniformly distributed between -and .
Simulations
For each trial, a randomly selected window of fixed length was used to select data set from a pre-generated television signal consisting of 1.75×10 6 samples. The weak communication signal was generated from modulated uniform random integers. Mixtures were generated by sending television and communication signals each through a one-coefficient complex channel filter resulting in two filtered signals per sensor, summing the signals, and then adding complex white Gaussian noise (WGN) to each.
After separation, the estimated source signals were reordered and phase corrected by using the cross covariance between the original and estimated source signals. Finally, the weak communication signal was demodulated to determine the symbol error rate (SER). Except where noted, simulations consisted of 10 4 trials and results include the associated 95% confidence interval (CI).
II. RESULTS

Impact of the Separation between Signal Mixtures
We investigated what impact the level of separation between signals mixtures has on the weak signal extraction performance in the two-sensor case. To that end, all channel coefficients, except for one of the channel coefficients associated with the weak signal, were fixed to 1, and the phase of the last coefficient selected to be /8, /2, or for various INR values and SIR = 30dB. Results in Figure 1 show the extraction performance increases as the channel coefficient phase angle increases, as a result of the increase in mixture separation. Further, note the upper bound of the CI remains close to the mean. However, such behavior disappears when all channel coefficient phase terms become randomized between -and , as illustrated in Figure 2 . Note in this case all algorithms perform the same, and the results for the CMN algorithm may not be visible due to overlapping plots. For trials where the specific coefficient phase angle value is close to 0, leading to close to redundant mixtures, the weak signal is poorly estimated resulting in a high SER level. As a consequence, the CI upper bound obtained for the mean SER can be highly skewed due to a few outliers. Thus, median SER level values and associated 95% confidence intervals were selected to evaluate extraction performances to deemphasize the impacts of outliers, resulting from close to redundant mixtures.
CMN Contrast Functions
The impact of different nonlinear contrast functions G(y) were investigated in the CMN algorithm implementation. Results show choosing G(y) = y 2 as the contrast function provided the best overall extraction performance of the weak signal, followed by cosh(y) and y 0.25 . Results for these three contrast functions to extract a 16-QAM signal are shown in Figure 3 for the six-sensor case. It is worth noting that we specifically used the y 2 contrast function for the remaining simulations as it led to better extraction performances over other contrast functions.
Impact of Data Length
Various data lengths from 100 to 10 5 were simulated with no significant performance differences for a 2-sensor case. As the number of sensors increased, data length affected the performance of the CMN algorithm to extract the weak signal from an ATSC broadcast. As the data length was shortened from 10 5 to 1,000, the number of failures increased as seen in the upper C.I. bound of Figure 4 . This behavior was not observed for the ATSC broadcast signal with the RobustICA and CFPA algorithms.
Novey, et al. noted that the CMN algorithm can become unstable for non-circular sub-Gaussian sources when using the y 2 contrast function, leading to poor extraction performance, as illustrated from the upper bound for CMN in Figure 5 (a) [1] . Also, recall that the ATSC signal is noncircular. Such behavior is not as noticeable (a lower CI upper bound) when the CMN is applied to the more circular DVB-T signal, as shown in Figure 5(b) .
However, when the DVB-T broadcast type is used, the data length also affects the overall performance of the CFPA and RobustICA algorithms when a prewhitening step is applied. Differences in extraction performance obtained for a 16-QAM weak signal and eight sensors can be seen for RobustICA in Figure 6 (a) and CFPA in Figure 6(b) . Testing a higher number of sensors for higher data lengths was prohibitive due to simulations run times.
Estimated Signal Extraction Order
All three algorithms investigated are iterative and extract the signals sequentially. Note that it is desirable to stop the extraction process as quickly as possible when more than two sensors are used, since only the weak communication signal is of interest here. Results showed that the weak signal is always successfully extracted as one of the first two components, except in cases where the recovery quality is too poor to be considered successful, as illustrated by the weak signal extraction order in Tables 1  and 2 . As a result, all implementations were stopped after the extraction of the first two signals when considering more-than-two-sensor cases.
White Gaussian Noise Impacts
Extraction of the weak signal occurred without errors at SIR ranging from -50 to 60dB in the two-sensor case and no noise. When the mixtures are proper, i.e., same number of signals as channels, the ICA algorithms lead to exact recovery of the weak signal. To further illustrate this point, the number of sensors was increased to three and same noise added to each channel for a total of three mixtures and three signals. Again, the ICA algorithms extracted the weak signal without errors. With different noise sequences added to each channel instead, the problem can be viewed as under-determined with a ratio of N:(N+2), where N is the number of sensors. When the number of sensors increases without any noise present, the problem can be viewed as overdetermined with a ratio of N:2. In this case, all algorithms become numerically unstable and fail to extract the weak signal in the no-noise case when more than two sensors are used and a prewhitening step is applied in the ICA process. However, when no prewhitening step is applied, extraction occurs with only minor errors using RobustICA. Figure 1 . Impact of the channel phase angle difference for a 4-QAM signal extracted with RobustICA from an ATSC signal: two-sensor case, data length = 1000, SIR = 30 dB, prewhitening step applied. Four-sensor case, data length = 1000, SIR = 30dB.
