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Abstract
We study the long-time dynamics of a non-autonomous coupled system consist-
ing of the 3D linearized Navier–Stokes equations and nonlinear elasticity equations.
We show that this problem generates a process on time-dependent spaces possessing a
pullback attractor.
1 Introduction
We consider a coupled non-autonomous system with time-dependent coefficients which
describes interaction of a homogeneous viscous fluid which occupies a domain O bounded
by the solid walls of the container S and a horizontal boundaryΩ on which a thin nonlinear
elastic plate is placed. The motion of the fluid is described by linearized 3D Navier–Stokes
equations. To describe deformations of the plate we consider a generalized plate model
which accounts only for transversal displacements and covers a general large deflection
Karman type model (see, e.g., [12]). However, our results can be also applied in the cases
of nonlinear Berger and Kirchhoff plates.
Our mathematical model is formulated as follows.
Let O ⊂ R3 be a bounded domain with a sufficiently smooth boundary ∂O. We assume
that ∂O = Ω ∪ S , where Ω ∩ S = ∅ and
Ω ⊂ {x = (x1; x2; 0) : x
′ ≡ (x1; x2) ∈ R
2}
with the smooth contour Γ = ∂Ω and S is a surface which lies in the subspace R3− =
{x3 ≤ 0}. The exterior normal on ∂O is denoted by n. We have that n = (0; 0; 1) on
Ω. We consider the following Navier–Stokes equations in O for the fluid velocity field
v = v(x, t) = (v1(x, t); v2(x, t); v3(x, t)) and for the pressure p(x, t):
µ(t)vt − ∆v + ∇p = f (x, t) in O × (τ,+∞), τ ∈ R. (1)
∗e-mail: fastovskaya@karazin.ua
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div v = 0 in O × (τ,+∞), τ ∈ R. (2)
where f (x, t) is a volume force.
We supplement (1) and (2) with the non-slip boundary conditions imposed on the ve-
locity field v = v(x, t):
v = 0 on S ; v ≡ (v1; v2; v3) = (0; 0; ut) on Ω. (3)
Here u = u(x, t) is the transversal displacement of the plate occupyingΩ and satisfying the
following equation:
ρ(t)utt + ∆
2u + F(u) = g(x, t) + p|Ω, in Ω × (τ,∞), τ ∈ R.
where g(x, t) is a given body force on the plate, F(u) is a nonlinear feedback force which
will be specified later.
We impose clamped boundary conditions on the plate
u|∂Ω =
∂u
∂n
∣∣∣∣∣
∂Ω
= 0 (4)
and supply (1)–(4) with initial data of the form
v(x, τ) = vτ, u(x, τ) = u
0
τ, ut(x, τ) = u
1
τ, (5)
We note that (2) and (3) imply the following compatibility condition∫
Ω
ut(x
′, t)dx′ = 0 for all t ≥ τ τ ∈ R. (6)
This condition fulfills when∫
Ω
u(x′, t)dx′ = const for all t ≥ τ, τ ∈ R.
which can be interpreted as preservation of the volume of the fluid.
In this paper our main point of interest is well-posedness and long-time dynamics of
solutions to the coupled problem in (1)–(5) for the velocity v and the displacement u.
We consider this problem under rather general hypotheses concerning nonlinearity.
These hypotheses cover the cases of von Karman, Berger and Kirchhoff plates. We show
that problem (1)–(5) generates a process on a family of time-dependent energy spaces. Our
main result states that under some natural conditions concerning feedback forces system
(1)–(5) possesses a pullback attractor. To establish this results we adjust the compensated
compactness approach widely used for dynamical systems of autonomous equations (see
[5], [6] and [7, Chapters 7,8] and also the references therein) to processes and pullback
attractors.
The mathematical studies of the long-time behavior of autonomous problems of fluid–
structure interaction in the case of viscous fluids and elastic plates/bodies have a long his-
tory (see, e.g. [3, 4, 8, 10] and references therein).
In the present work we investigate the existence of a pullback attractor in case of time-
dependent coefficients in the main parts of equations. For such problems only a few papers
are devoted to the existence of pullback attractors [1, 2, 9]. In paper [1] a wave equation
with time-dependent coefficient before the damping term is considered, consequently the
energy space does not depend on the time parameter. Papers [2, 9] deal with wave equations
with time-dependent coefficients before the second derivatives with respect to time and to
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the space variable respectively. In both works the existence of time-dependend pullback
attractor in a scale of spaces is established.
In our paper we consider for the first time, to the best of our knowledge, the interac-
tion model for a Newtonian fluid and a plate with time-dependent coefficients before the
time deriatives. The peculiarity of the problem considered consists in the absence of any
mechanical damping in the plate component and the strong coupling of fluid and plate
components.
We prove the well-posedness of the system considered and investigate the long-time
dynamics of solutions to the coupled problem in (1)–(5). In order to show the existence of
a time-dependent pullback attractor we derive an abstract result on the asymtotic compact-
ness of processess on time-dependent spaces.
The paper is organized as follows. In Section 2 we introduce notations, recall some
properties of Sobolev type spaces with non-integer indexes on bounded domains and col-
lect some regularity properties of (stationary) Stokes problem which we use in the further
considerations. The main notions from the theory of pullback attractors and new abstract
results are presented in Section 3. Our main result in Section 4 is Theorem 2 on well-
posedness and existence of time-dependend absorbing set. Our main result in Section 5
states existence of a pullback attractor. The argument is based on the property established
in Theorem 1.
2 Spaces and notations.
Now we introduce Sobolev type spaces which are used in what follows (see e.g. [17]).
Let D be a sufficiently smooth domain and s ∈ R. We denote by H s(D) the Sobolev
space of order s on a set D which we define as restriction (in the sense of distributions)
of the space H s(Rd) (introduced via Fourier transform). We denote by ‖ · ‖s,D the norm in
H s(D) which we define by the relation
‖u‖2s,D = inf
{
‖w‖2
s,Rd
: w ∈ H s(Rd), w = u on D
}
We also use the notation ‖ · ‖D = ‖ · ‖0,D for the corresponding L2-norm and, similarly, (·, ·)D
for the L2 inner product. We denote by H
s
0
(D) the closure of C∞
0
(D) in H s(D) (with respect
to ‖ · ‖s,D) and introduce the spaces
H s∗(D) :=
{
f
∣∣∣
D
: f ∈ H s(Rd), supp f ⊂ D
}
, s ∈ R.
Since the extension by zero of elements from H s∗(D) gives us an element of H
s(Rd), these
spaces H s∗(D) can be treated not only as functional spaces defined on D (and contained in
H s(D)) but also as (closed) subspaces ofH s(Rd). Belowwe need them to describe boundary
traces on Ω ⊂ ∂O. We endow the classes H s∗(D) with the induced norms ‖ f ‖
∗
s,D
= ‖ f ‖s,Rd
for f ∈ H s∗(D). It is clear that
‖ f ‖s,D ≤ ‖ f ‖
∗
s,D, f ∈ H
s
∗(D).
It is known (see [17, Theorem 4.3.2/1]) that C∞
0
(D) is dense in H s∗(D) and
H s∗(D) ⊂ H
s
0(D) ⊂ H
s(D), s ∈ R;
H s0(D) = H
s(D), −∞ < s ≤ 1/2;
H s∗(D) = H
s
0(D), − 1/2 < s < ∞, s − 1/2 < {0, 1, 2, . . .}.
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In particular, H s∗(D) = H
s
0
(D) = H s(D) for |s| < 1/2. By [17, Remark 4.3.2/2] we also have
that H s∗(D) , H
s(D) for |s| > 1/2. Note that in the notations of [13] the space H
m+1/2
∗ (D)
is the same as H
m+1/2
00
(D) for every m = 0, 1, 2, . . . , and for s = m + σ with 0 < σ < 1 we
have
‖u‖∗s,D =
‖u‖2s,D +
∑
|α|=m
∫
D
|Dαu(x)|2
d(x, ∂D)2σ
dx

1/2
,
where d(x, ∂D) is the distance between x and ∂D. The norm ‖ · ‖∗
s,D is equivalent to ‖ · ‖s,D
in the case when s > −1/2 and s − 1/2 < {0, 1, 2, . . .}, but not equivalent in general.
Understanding adjoint spaces with respect to duality between C∞
0
(D) and [C∞
0
(D)]′ by
Theorems 4.8.1 and 4.8.2 from [17] we also have that
[H s∗(D)]
′ = H−s(D), s ∈ R, and [H s(D)]′ = H−s∗ (D), s ∈ (−∞, 1/2).
To describe fluid velocity fields we introduce the following scale of spaces.
Let C(O) be the class of C∞ vector-valued solenoidal (i.e., divergence-free) functions
v = (v1; v2; v3) on O which vanish in a neighborhood of S and such that v1 = v2 = 0 on Ω.
We denote by Xt the closure of C(O) with respect to the following L2-norms
‖ · ‖Xt = µ(t)‖ · ‖L2(O)
and by Y the closure with respect to the H1(O)-norm. One can see that
Xt =
{
v = (v1; v2; v3) ∈ [L2(O)]
3 : div v = 0; γnv ≡ (v, n) = 0 on S , t ∈ R
}
and
Y =
{
v = (v1; v2; v3) ∈ [H1(O)]3
∣∣∣∣∣∣ div v = 0, v = 0 on S ,v1 = v2 = 0 on Ω
}
.
The space Y is endowed with the norm ‖ · ‖Y = ‖∇ · ‖L2(O). For some details concerning this
type spaces we refer to [16], for instance.
We also need the Sobolev spaces consisting of functions with zero average on the do-
main Ω, namely we consider the space
L̂2(Ω) =
{
u ∈ L2(Ω) :
∫
Ω
u(x′)dx′ = 0
}
and also the scale of time-dependent spaces
L̂2t (Ω) =
{
L2(Ω) : ‖ · ‖2
L̂2t (Ω)
= ρ(t)‖ · ‖2L2 , t ∈ R
}
.
We use the notation Ĥ s(Ω) = H s(Ω) ∩ L̂2(Ω) for s > 0 with the standard H
s(Ω)-norm. The
notations Ĥ s∗(Ω) and Ĥ
s
0
(Ω) have a similar meaning.
3 Abstract results on attractors.
We begin with some definitions from the theory of processses.
Definition 1. A two paramter family U(t, τ) : Hτ → Ht, t ≥ τ ∈ R of operators in a scale
of Banach spaces Ht, t ∈ R is called a process if
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• U(τ, τ) = I
• U(t, s)U(s, τ) = U(t, τ), t ≥ s ≥ τ ∈ R
Definition 2. The family of setsB = {Bt}t∈R, for Bt ∈ Ht is positively invariant ifU(t, τ)Bτ ⊂
Bt ∀t ∈ R.
Definition 3. The family of bounded sets B = {Bt}t∈R, for Bt ∈ Ht is uniformly bounded if
there exists R > 0 such that Bt ∈ Bt(R) = {z ∈ Ht, ‖z‖Ht ≤ R} for any t ∈ R.
Definition 4. To study the asymptotic behavior of the operatorsU(t, τ) we need to define a
suitable object which attracts solutions of the system originating sufficiently far in the past.
In order to do it we need to introduce the notion of absorbtion and attraction.
Definition 5. The family of uniformly bounded setsB = {Bt}t∈R, is time-dependent absorb-
ing if for any R > 0 there exists Θ = Θ(R) such that U(t, τ)Bτ(R) ∈ Bt for any τ ≤ t − Θ.
The processU(t, τ) is called dissipative whenever it admits a pullback absorbing family.
Definition 6. A time dependent ω-limit of any pullback absorbing family B = {Bt}t∈R, for
Bt ∈ Ht is the family Ω = {ωt(B)}t∈R, where
ωt(B) =
⋂
y≤t
⋃
τ≤y
U(t, τ)Bτ. (7)
Definition 7. The family of uniformly bounded sets K = {Kt}t∈R is pullback attracting if
for every uniformly bounded family B = {Bt}t∈R
lim
τ→−∞
δt(U(t, τ)Bτ,Kt) = 0,
where δt(B,C) = sup
x∈B
inf
y∈C
‖x − y‖Ht denotes the Hausdorff semidistance.
Now we are in position to define the pullback attractor.
Definition 8. A process is asymptotically compact if there exists a pullback attracting
family of compact sets K = {Kt}t∈R, Kt ∈ Ht.
Definition 9. Pullback attractor is the smallest element of pullback attracting families K =
{K = {Kt}t∈R}, where Kt ⊂ Ht are compact in the corresponding spaces.
The classical approach (see, e.g. []) to verification of asymptotic compactness of a
process consists in finding a decompositionU(t, τ) = U0(t, τ) +U1(t, τ) with the properties
‖U0(t, τ)z‖Ht ≤ Ce
−δ(t−τ), C, δ > 0, z ∈ Hτ
and
sup
t≥τ
‖U1(t, τ)z‖Rt ≤ M,
where Rt is a compactly embedded into Ht in Banach space. However, for the system con-
sidered it is not obvious how to get such a decomposition due to strong coupling (fluid and
plate components cannot be splitted in terms of constraction of Galerkin approximations).
Therefore, we need to derive another criterion for asymptotic compactness. In order to do
this we adjust to our situation the method of compensated compactness.
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Theorem 1. Let D = {Dt}t∈R be a time-dependent absorbing family of a process U(t, τ) :
Hτ → Ht and for any ε > 0 there exists T0 = T0(ε) > 0 such that for any y1, y2 ∈ Dt−T0
‖U(t, t − T0)y1 − U(t, t − T0)y2‖Ht ≤ ε + ΦT0,t(y1, y2), (8)
where the function ΦT0,t(y1, y2) : Dt−T0 × Dt−T0 → R possesses the property
lim inf
n→∞
lim inf
m→∞
ΦT0,t(yn, ym) = 0 (9)
for any sequence {yn} ∈ Dt−T0 .
Proof. We can assume without loss of generality that D is positively invariant. Otherwise,
we can substitute Dt with
⋃
τ≤t−Θ
U(t, τ)Dτ ⊂ Dt .
We fix T > 0. Obviously, we have a representation
ωt(D) =
⋂
k∈N
Ctk,
where
Ctk = U(t, t − kT )Dt−kT .
Now we need to check that
Ctk+1 ⊂ C
t
k. (10)
Indeed, due to the invariance of the familyDwe haveU(t−kT, t−(k+1)T )Dt−(k+1)T ⊂ Dt−kT ,
consequently,
Ctk+1 = U(t, t − (k + 1)T )Dt−(k+1)T
= U(t, t − kT )U(t − kT, t − (k + 1)T )Dt−(k+1)T ⊂ U(t, t − kT )Dt−kT = C
t
k.
Therefore, we have a sequence of nonempty closed sets
Ct1 ⊃ C
t
2 ⊃ ... ⊃ C
t
k ⊃ C
t
k+1 ⊃ ...
To show that ωt(D) is nonemty and compact it remains to prove that
lim
k→∞
α(Ctk) = 0. (11)
Due to (10)
α(Ctk) = α(C
t
k ∪C
t
k+1) = max
(
α(Ctk), α(C
t
k+1)
)
,
consequently,
α(Ctk) ≥ α(C
t
k+1) (12)
for any k ∈ N. It follows readily from (12) that to show (11) it is sufficient to prove that for
any ε > 0 there exists k0 ∈ N such that α(C
t
k0
) ≤ ε.
Now we use the contradiction argument. Let there exists ε0 > 0 such that for any k ∈ N
α(Ctk) > 6ε0. (13)
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For this ε0 we choose T0 = T0(ε0) such that (8), (9) hold. There exist k0 ∈ N and 0 < δ0 < T
such that T0 = k0T − δ0. We use the notation L0 = U(t, t − T0)Dt−T0 = U(t, t − k0T +
δ0)Dt−k0T+δ0 . Then,
Ctk0 = U(t, t − k0T )Dt−k0T = U(t, t − k0T + δ0)U(t − k0T + δ0, t − k0T )Dt−k0T
⊂ U(t, t − T0)Dt−T0 = L0. (14)
It follows from (13) and (14) that
α(L0) ≥ α(C
t
k0
) > 6ε0.
This implies that there exists a sequence {yn}
∞
n=1
∈ Dt−T0 such that for any n,m ∈ N such
that n , m
2ε0 ≤ ‖U(t, t − T0)yn − U(t, t − T0)ym‖Ht ≤ ε0 + ΦT0,t(yn, ym),

and, therefore,
ΦT0,t(yn, ym) ≥ ε0,
which contradicts to (9). This means that Ω = {ωt(D)}t∈R is a pullback attracting family of
compact sets.
4 Well-posedness and existense of absorbing set.
In this section we prove the existence and uniqueness of solutions to the problem consid-
ered, generation of a continuous process, and existence of its time-dependent absorbing set.
We introduce the scale of phase spaces
Ht = Xt ×
̂H2
0
(Ω) × ̂L2t (Ω)
equipped with the norm
‖W‖2Ht = µ(t)‖v‖
2
L2(O)
+ ρ(t)‖u‖2
L2(Ω)
+ ‖ut‖
2
L2 (Ω)
, W = (v, u, ut).
Now we impose assumptions on the parameters of problem (1)–(5) (cf. [2, 15]).
Assumptions on µ and ρ.
(A1) µ(t), ρ(t) > 0.
(A2) µ(t), ρ(t) ∈ C1(R) are decreasing functions.
(A3) There exists L > 0 such that
sup
t∈R
(|µ(t)| + |µ′(t)| + |ρ(t)| + |ρ′(t)|) ≤ L.
(A4) lim
t→+∞
µ(t) = 0, lim
t→+∞
ρ(t) = 0.
Assumptions on F.
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(F1) There exists ǫ > 0 such that F is locally Lipschitz from H2−ǫ
0
(Ω) into H−1/2(Ω), i.e.
‖F(u1) − F(u2)‖−1/2,Ω ≤ CR‖u1 − u2‖2−ǫ,Ω,
for any u1, u2 ∈ H
2
0
(Ω) possessing the property ‖ui‖2,Ω ≤ R, i = 1, 2.
(F2) There exists a C1 - functional Π(u) on H2
0
(Ω) such that F(u) = Π′(u) and Π(u) ≤
Q(‖u‖2,Ω), where the fuction Q is increasing.
(F3) There exist 0 < ν < 1 and C ≥ 0 such that
(1 − ν)‖∆u‖2Ω + Π(u) +C ≥ 0
for any u ∈ H2
0
(Ω).
(F4) There exist a1, a2 ≥ 0 and 0 < ν < 1 such that
(F(u), u) ≥ a1Π(u) − a2 − (1 − ν)‖∆u‖
2
Ω.
Assumptions on f and g.
(G1) f ∈ L2
loc
(R; Y′), g ∈ L2
loc
(R;H−1/2(Ω)).
(G2) There exist σ0, C f ,g > 0, such that for any t ∈ R and σ ∈ [0, σ0]
t∫
−∞
e−σ(t−s)
(
‖ f (s)‖2Y′ + ‖g(s)‖
2
−1/2,Ω
)
ds ≤ C f ,g.
Remark 1. We note that assumption (A4) is ipmosed in order to consider the problem in
time-dependent spaces. Otherwise, due to assumption (A2) we obtain the equivalence of
the norms
‖W‖2Ht ≤ ‖W‖
2
Hτ
≤ max
{
1,
µ(τ)
ρ(t)
,
ρ(τ)
ρ(t)
}
‖W‖2Ht .
Remark 2. The examples of function satisfying assumptions (G1), (G2) are periodic func-
tions or e−κt, κ > 0.
We define the spaces of test functions
LT =
ψ = (φ, b) :
∣∣∣∣∣∣∣∣∣
φ ∈ L2(τ, T ; [H1(O)]3), φt ∈ L
2(τ, T ; [L2t (O)]
3,
divφ = 0, φ|S = 0, φ|Ω = (0, 0, b),
b ∈ L2(τ, T, ̂H2
0
(Ω)), bt ∈ L
2(τ, T, ̂L2t (Ω))

and L0
T
= {ψ ∈ LT : ψ(t) = 0}.
In order to make our statements precise we need to introduce the definition of weak
solutions to problem (1)–(5).
Definition 10. A pair of functions (v(t), u(t)) is said to be a weak solution to problem
(1)–(5) on a time interval [τ, t] if
• W(t) = (v(t), u(t), ut(t)) ∈ L∞(τ, T ;Ht);
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• v ∈ L2(τ, T ; Y), ut ∈ L2(τ, T ; [H
1/2
∗ (Ω)]
2)
• u(τ) = u0τ;
• For almost all t ∈ [τ, T ]
v(t)|Ω = ut(t); (15)
• For every ψ = (φ, b) ∈ L0
T
the following equality holds
−
T∫
τ
µ(t)(v, φt)Odt −
1
2
T∫
τ
µ′(t)(v, φ)Odt +
T∫
τ
µ(t)(∇v,∇φ)Odt
−
T∫
τ
ρ(t)(ut, bt)Ωdt −
1
2
T∫
τ
ρ′(t)(ut, b)Ωdt +
T∫
τ
(∇u,∇b)Ωdt
=
T∫
τ
( f (t), φ)Odt −
T∫
τ
(g(t), φ)Ωdt + µ(τ)(vτ, φ(τ))O
+ ρ(τ)(u1τ, b(τ))Ω. (16)
The following theorem holds true
Theorem 2. Under assumptions (A1)-(A4), (F1)-(F3), (G1)-(G2) problem (1)–(5) gener-
ates a strongly continuous process U(t, τ) : Hτ → Ht, t ≥ τ ∈ R, satisfying the following
continuous dependence property: for every pair of initial data W iτ = (v
i
τ, u
0i
τ , u
1i
τ ) ∈ Hτ such
that ‖W iτ‖Hτ ≤ R, i = 1, 2, R > 0 the difference of the corresponding solutions satisfies
‖U(t, τ)W1τ − U(t, τ)W
2
τ ‖Ht ≤ e
K(t−τ)‖W1τ −W
2
τ ‖Hτ , t ≥ τ, (17)
for some constant K = K(R) ≥ 0.
The energy equality
E(v(t), u(t), ut(t)) +
∫ t
τ
‖∇v‖2ds −
1
2
∫ t
τ
µ′(s)‖v‖2ds −
1
2
∫ t
τ
ρ′(s)‖us‖
2ds
= E(vτ, u
0
τ, u
1
τ) +
∫ t
τ
( f , v)Ods +
∫ t
τ
(g, us)Ωds (18)
holds for every t > τ, where the energy functional E is defined by the relation
E(v, u, ut) = E(v, u, ut) +
∫
Ω
Π(u)dx, (19)
here
E(v, u, ut) =
1
2
[
µ(t)‖v‖2
O
+ ρ(t)‖ut‖
2
Ω + ‖∆u‖
2
Ω
]
. (20)
Proof. The proof is quite standard and relies on the method of Galerkin approximations
(see e.g.). We place it here for the sake of completeness.
Step 1. Existence.
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Let {ei = (e1i, e2i)}i∈N be the orthonormal basis in X˜t = {v ∈ Xt : (v, n)Ω = 0} consisting
of the eigenvectors of the Stokes problem:
−∆ei + ∇pi = λiei in O, divei = 0, ei|∂O = 0, (21)
where 0 < λ1 ≤ λ2 ≤ · · · are the corresponding eigenvalues. The existence of solutions to
(21) can be shown in the same way as in [16].
We define the operator N : [L̂2(Ω)]2 7→ [H1/2(O)]2 by the formula
Nu = v iff
{
−∆v + ∇p = 0, div v = 0 in O;
v = 0 on ∂O \Ω; v = u on Ω.
(22)
Operator N possesses properties []
N : [Ĥ s∗(Ω)]
2 7→ [H1/2+s(O)]3 ∩ Xt (23)
continuously for every s ≥ −1/2 and
‖Nu‖1/2+s,O ≤ C‖u‖
∗
s,Ω, u ∈ [H
s
∗(Ω)]
2. (24)
We also introduce a positive self-adjoint operator A = ∆2 with the domain D(A) =
(H4 ∩ Ĥ2
0
)(Ω). It is easy to see that D(A1/2) = Ĥ2
0
(Ω). Denote by {gi}i∈N the orthonormal
basis in L̂2(Ω) which consists of eigenfunctions of the operator A
Agi = κigi (25)
with the eigenvalues 0 < κ1 ≤ κ2 ≤ . . ..
Let ϕi = Ngi, where the operator N is defined by (22).
We define an approximate solution as a pair of functions (vn,m; un):
vn,m(t) =
m∑
i=1
αi(t)ei +
2n∑
j=1
β˙ j(t)ϕ j, un(t) =
2n∑
j=1
β j(t)g j (26)
which satisfy the relations
µ(t)
α˙k(t) +
2n∑
j=1
β¨ j(t)(ϕ j, ek)O
 + λkαk(t) +
2n∑
j=1
β˙ j(t)(∇ϕ j,∇ek)O = ( f , ek)O (27)
for k = 1, ...,m, and
µ(t)

m∑
i=1
α˙i(t)(ei, ϕk)O +
2n∑
j=1
β¨ j(t)(ϕ j, ϕk)O
 + ρ(t)β¨k(t)
+
m∑
i=1
αi(t)(∇ei,∇ϕk)O +
2n∑
j=1
β˙ j(t)(∇e j,∇ϕk)O + κkβk(t)+
+ (F(un(t)), gk) = ( f (t), ϕk)O + (g(t), gk)Ω (28)
for k = 1, . . . , 2n. This system of ordinary differential equations (27)–(28) is endowed with
the initial data
vn,m(τ) = Πm(vτ − Nu
1
τ) + NPnu
1
τ,
un(τ) = Pnu
0
τ, u˙n(τ) = Pnu
1
τ,
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where Πm is an orthoprojector on Lin{e j : j = 1, . . . ,m, } in X˜t, Pn is an orthoprojector on
Lin{gi : i = 1, . . . , n} in L̂
2
t (Ω). Since Πm and Pn are spectral projectors we have that
(vn,m(τ); un(τ); u˙n(τ)) → (vτ; u
0
τ; u
1
τ), strongly in Hτ, m, n → ∞. (29)
Arguing as in [8] we infer that system (27) and (28) has a unique solution on any time
interval [τ, T ].
It follows from (26) that
vn,m(t) =
m∑
i=1
αi(t)ei + N[∂tun(t)],
where N is given by (22). This implies the following boundary compatibility condition
vn,m(t) = ∂tun(t) on Ω. (30)
Multiplying (27) by αk(t) and (28) by β˙k(t), after summation we obtain an energy relation
of the form (18) for the approximate solutions (vn,m; un) (for a similar argument we refer
to [8] ). Assumptions (A2), (F2), (F3), (G1) together with the trace theorem imply the
following a priori estimate:
sup
t∈[τ,T ]
[
µ(t)‖vn,m(t)‖
2
O
+ ρ(t)‖∂tun(t)‖
2
Ω + ‖∆un(t)‖
2
Ω
]
+
∫ T
τ
‖∇vn,m(t)‖
2
O
dt +
∫ T
τ
‖∂tun(t)‖
2
[H
1/2
∗ (Ω)]
2
dt ≤ C(T, ‖Wτ‖
2
Hτ
) (31)
for any existence interval [τ, T ] of approximate solutions, where the constant C(T, ‖Wτ‖Hτ )
does not depend on n and m. In particular, this implies that any approximate solution can
be extended on any time interval by the standard procedure, i.e., the solution is global.
It also follows from (31) that the sequence {(vn,m; un; ∂tun)} contains a subsequence such
that
(vn,m; un; ∂tun) ⇀ (v; u; ∂tu) ∗ -weakly in L∞(τ, T ;Ht), (32)
vn,m ⇀ v weakly in L2(τ, T ; Y). (33)
Moreover, by the Aubin-Dubinsky theorem (see, e.g., [14, Corollary 4]) we can assert that
un → u strongly in C(τ, T ; Ĥ
2−ǫ
0 (Ω)) (34)
for every ǫ > 0. Besides, the trace theorem yields
∂tun ⇀ ∂tu weakly in L2(τ, T ; [H
1/2
∗ (Ω)]
2). (35)
One can see that (vn,m; un; ∂tun)(t) satisfies (16) with the test function φ of the form
φ = φl,q =
l∑
i=1
γi(t)ei +
q∑
j=1
δ j(t)ϕ j, (36)
where l ≤ m, q ≤ n and γi, δ j are scalar absolutely continuous functions on [τ, T ] such that
γ˙i, δ˙ j ∈ L2(τ, T ) and γi(T ) = δ j(T ) = 0. Thus using (32)– (33) we can pass to the limit and
show that (v; u; ∂tu)(t) satisfies (27)–(28) with φ = φl,q, where l and q are arbitrary. By (29)
and (34) we haveW(τ) = Wτ. Compatibility condition (15) follows from (30) and (35).
To conclude the proof of the existence of weak solutions we only need to show that any
function ψ in L0
T
can be approximated by a sequence of functions of the form (36). This
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can be done in the following way. We first approximate the corresponding boundary value
of b by a finite linear combination h of ξ j, then we approximate the difference ψ−Nh (with
N define by (22)) by finite linear combination of ei. Limit transition in nonlinear terms is
quite standard, so we omit it here. Thus the existence of weak solutions is proved.
Step 2. Energy equality.
To prove the energy equality for a weak solution we follow the scheme presented in
[11]. We introduce a finite difference operator Dh, depending on a small parameter h. Let
g be a bounded function on [τ, T ] with values in some Hilbert space. We extend g(t) for all
t ∈ R by defining g(t) = g(0) for t < τ and g(t) = g(T ) for t > T . With this extension we
denote
g+h (t) = g(t + h) − g(t), g
−
h (t) = g(t) − g(t − h), Dhg(t) =
1
2h
(g+h (t) + g
−
h (t)).
Properties of the operator Dh are collected in Proposition 4.3 [11].
Taking in (16) φ(t) =
∫ T
t
χ(s)ds · φ, where χ is a smooth scalar function and φ belongs
to the space
Ŷ =
{
φ ∈ Y
∣∣∣∣ φ|Ω = b ∈ Ĥ20(Ω)} , (37)
one can see that the weak solution (v(t); u(t)) satisfies the relation
µ(t)(v(t), φ)O + ρ(t)(ut(t), b)Ω = (vτ, φ)O + (u
1
τ, b)Ω +
∫ t
τ
[1
2
µ′(s)(v, φ)O
+
1
2
ρ′(s)(ut, b)Ω − (∇v,∇φ)O − (∆u,∆b)Ω + (F(u), b)Ω + ( f , φ)O + (g, b)Ω
]
ds (38)
for all t ∈ [τ, T ] and φ ∈ Ŷ with φ
∣∣∣
Ω
= b.
The vector (v(t), u(t), ut(t)) is weakly continuous in Ht for any weak solution (v(t), u(t))
to problem (1)–(5). Indeed, it follows from (38) that (v(t), u(t)) satisfies the relation
µ(t)(v(t), φ)O = µ(τ)(vτ, φ)O +
∫ t
τ
[
1
2
µ′(s)(v, φ)O − (∇v,∇φ)O + ( f (s), φ)O
]
ds
for almost all t ∈ [τ, T ] and for all φ ∈ Y0 = {v ∈ Y : v|Ω = 0} ⊂ Ŷ ⊂ Y, where Ŷ is given by
(37). This implies that v(t) is weakly continuous in Y′
0
. Since Xt ⊂ Y
′
0
, for any τ < t < T we
can apply Lions lemma (see [13, Lemma 8.1]) and conclude that v(t) is weakly continuous
in Xt. The same lemma gives us weak continuity of u(t) in Ĥ
2
0
(Ω). Now using (38) again
with φ ∈ Ŷ we conclude that t 7→ (ut(t), b)Ω is continuous for every b ∈ Ĥ
2
0
(Ω). This
implies that t 7→ ut(t) is weakly continuous in [L2(Ω)]
2. Using weak continuity of weak
solutions, we can extend the variational relation in (16) on the class of test functions from
LT (instead of L
0
T
) by an appropriate limit transition. More precisely, one can show that
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any weak solution (v; u) satisfies the relation
−
T∫
τ
µ(t)(v, φt)Odt +
T∫
τ
(∇v,∇φ)Odt −
T∫
τ
ρ(t)(ut, bt)Ωdt +
T∫
τ
(F(u), b)dt
+
T∫
τ
(∆u,∆b)Ωdt = (vτ, φ(τ))O + (u
1
τ, b(τ))Ω − µ(T )(v(T ), φ(T ))O
− ρ(T )(uT (T ), b(T ))Ω +
1
2
T∫
τ
µ′(t)(v, φ)Odt +
1
2
T∫
τ
ρ′(t)(ut, b)Ωdt
+
T∫
τ
( f , φ)Odt +
T∫
τ
(g, b)Ωdt, (39)
for every ψ = (φ, b) ∈ LT .
Let (v(t), (t)) be a weak solution to problem (1)–(5). Now we use
φ =
1
2h
∫ t+h
t−h
v(s)ds (40)
as a test function in (39). For the shell component we have test function b = φ|Ω = Dhu –
the same one that used in [11] for the full Karman model.
Arguing as in the proof of Proposition 4.3 [11] we can infer
lim
h→0

T∫
τ
µ(t)(v(t),Dhv(t))Odt −
1
2
T∫
τ
µ′(t)(v(t),
t+h∫
t−h
v(s)ds)Odt

=
1
2
(
µ(T )‖v(T )‖2
O
− µ(τ)‖v(τ)‖2
O
)
(41)
lim
h→0

T∫
τ
ρ(t)(ut(t),Dhut(t))Ωdt −
1
2
T∫
τ
ρ′(t)(ut(t),Dhu(t))Ωdt

=
1
2
(
ρ(T )‖uT (T )‖
2
Ω − ρ(τ)‖uτ(τ)‖
2
Ω
)
(42)
Then, relying on (39), (41), and (42) we can conclude the proof. All the arguments for
the fluid component in our model are the same as in [?], and the arguments for the plate
component are analogous to those presented in the proof of Lemma 4.1 [11]. This makes
it possible to prove the energy equality in (18).
Continuity of weak solutions with respect to t can be obtained in the standard way from
the energy equality and weak continuity (see [13, Ch. 3] and also [11]).
Step 3. Continuity with respect to the initial data and uniqueness.
It follows from energy estimate (18) and (F3) that if ‖Wτ‖Hτ ≤ R, then there exists
C(R) > 0 such that ‖U(t, τ)Wτ‖Ht ≤ C(R). Consequently, the Gronwall lemma and (F1)
yield estimate (17). The uniqueness of solutions follows. 
Now we are in position to show the existence of a time-dependent absorbing family.
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Lemma 1. Let t ≥ τ . Let U(t, τ)Wτ be the solution of (1)–(5) with initial time τ and initial
data Wτ ∈ Hτ. Then, if (F4) holds, there exist ω > 0, K ≥ 0 and an increasing positive
function Q such that
‖U(t, τ)Wτ‖Ht ≤ Q(‖Wτ‖Hτ )e
−(t−τ) + K, τ ≤ t. (43)
Proof. We constuct the Lyapunov functional of the form
L(t) = E(t) + δ (µ(t)(v,Nu)O + ρ(t)(ut, u)Ω) . (44)
It is easy to see from (F3) and the properties of the operator N that there exist ci > 0,
i = 1, 4 such that
−c1 + c2E(t) ≤ L(t) ≤ c3E(t) + c4, (45)
where E(t) is defined by (20). All the calculations below can be performed on Galerkin
approximations. It follows from the energy inequality (18) and (F4) that
d
dt
L(t) = −‖∇v‖2
O
+ ρ′(t)‖ut‖
2
Ω + µ
′(t)‖v‖2
O
+ ( f , v)O + (g, ut)Ω + δµ(t)(v,Nut)O
− δ‖∆u‖2Ω + δρ(t)‖ut‖
2
Ω + δρ
′(t)(ut, u)Ω + δµ
′(t)(v,Nu)O
− δ(F(u), u)Ω + δ( f ,Nu)O + δ(g, u)Ω − δ(∇v,∇Nu)O ≤ −ωL(t) +C(‖ f ‖
2
O
+ ‖g‖2−1/2,Ω)
for some ω,C > 0. Consequently,
d
dt
L(t) + ωL(t) ≤ C(‖ f ‖2
O
+ ‖g‖2−1/2,Ω)
and using the Gronwall lemma, (G2), (F2), and (45) we come to (43). 
Lemma 1 yields the existence of a time-dependent absorbing family with the entering
time Θ = max{0, 1
ω
log
Q(R)
1+K
}.
5 Pullback attractor.
In order to establish the existence of a pullback attractor to the system considered, our
remaining task is to show estimate (8).
Lemma 2. Let W i(t) = (vi(t), ui(t), uit(t)), i = {1, 2} be two weak solutions to problem (1)–
(5) with initial conditions W iτ ∈ Ht−T0 , ‖W
i‖Ht−T0 ≤ R. Then, for any ε > 0 there exists
T0 > 0 and a positive constant C(t, T0) such that
‖W1(t) −W2(t)‖Ht ≤ ε + C(T0,R) max
[t−T0,t]
(‖u1(s) − u2(s)‖22−ǫ,Ω), (46)
for any ǫ > 0.
Proof. We use the notations W(t) = (v(t), u(t), ut(t)) = W
1(t) −W2(t). It follows from the
energy inequality that
d
dξ
E(ξ) ≤ −‖∇v‖2
O
+ µ′(ξ)‖v‖2
O
+ ρ′(ξ)‖uξ‖
2
Ω + (F(u
1) − F(u1), uξ)Ω. (47)
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Integrating (47) over the interval [s, t] and then [t − T0, t] we come to
T0E(t) ≤
t∫
t−T0
E(s)ds −
t∫
t−T0
t∫
s
‖∇v‖2
O
dξds +
t∫
t−T0
t∫
s
µ′(ξ)‖v‖2
O
dξds
+
t∫
t−T0
t∫
s
ρ′(ξ)‖uξ‖
2
Ωdξds +
t∫
t−T0
t∫
s
(F(u1) − F(u1), uξ)Ωdξds. (48)
It follows from the trace theorem and assumption (F1) that for any σ > 0
∣∣∣∣∣∣∣∣∣
t∫
t−T0
t∫
s
(F(u1) − F(u1), uξ)Ωdξds
∣∣∣∣∣∣∣∣∣ ≤ σ
t∫
t−T0
t∫
s
‖∇v‖2
O
dξds
+C(T0,R, σ) max
[t−T0,t]
‖u‖22−ǫ,Ω. (49)
Integrating (47) over the interval [t − T0, t] and taking into consideration (A2) and (F1) we
obtain
E(t)+
t∫
t−T0
‖∇v‖2
O
ds ≤ C(R)
t∫
t−T0
‖u‖22−ǫ,Ωds+E(t−T0) ≤ C(T0,R) max
[t−T0,t]
‖u‖22−ǫ,Ω+C(R).
(50)
It is a straightforward consequence of the trace theorem that
t∫
t−T0
E(s)ds ≤ C
t∫
t−T0
‖∇v‖2
O
ds +
t∫
t−T0
‖u‖22,Ωds. (51)
Now we estimate the last term in (51). Substituting into (16) b = u and φ = Nu and
choosing τ = t − T0 and T = t we arrive at
t∫
t−T0
‖u‖22,Ωds ≤
t∫
t−T0
ρ(s)‖us‖
2
2,Ωds − ρ(t)(ut(t), u(t))Ω + ρ(t − T0)(ut(t − T0), u(t − T0))Ω
+
t∫
t−T0
(F(u1) − F(u2), us)Ωds +
t∫
t−T0
µ(s)(v,Nus)Ods −
t∫
t−T0
(∇v,∇Nu)Ods
− µ(t)(v(t),Nu(t))O + µ(t − T0)(v(t − T0),Nu(t − T0))O +
t∫
t−T0
µ′(s)(v,Nu)Ods.
Relying on the properties of the operator N, the trace theorem, and (A3) we have the esti-
mate
t∫
t−T0
‖u‖22,Ωds ≤ C(T0,R) max
[t−T0,t]
‖u‖22−ǫ,Ω +
t∫
t−T0
‖∇v‖2
O
ds +C(R). (52)
15
Combining (48)–(52) and choosing σ in (49) we obtain
E(t) ≤
C(R)
T0
+ C(T0,R) max
[t−T0,t]
‖u‖22−ǫ,Ω,
which leads immediately to the assertion of the lemma.
Now we formulate our main result. 
Theorem 3. The process U(t, τ) generated by problem (1)–(5) posessess a pullback attrac-
tor.
Proof. There exists a time-dependent absorbing family and we have in hand Lemma 2.
Therefore, to use Theorem 1 it remains to show that (9) holds true for ΦT0,t(W
1,W2) =
C(T0,R) max
[t−T0,t]
‖u1(s) − u2(s)‖2
2−ǫ,Ω
. Let Wn(t) = (vn(t), un(t), unt (t)) be a sequence of solu-
tions to problem (1)–(5) corresponding to initial data Wn, from Dt−T0 , i.e. ‖W
n‖Ht−T0 ≤ R
.Then, it follows from Lemma 1 that up to a subsequence
un(s) − um(s) → 0, weak-* in L∞(t − T0, t; Ĥ
2
0
(Ω)),
uns(s) − u
m
s (s) → 0, weakly in L2(t − T0, t;H
1/2
∗ (Ω)).
By the Aubins compactness lemma [14], we have (9). This together with Theorem 1 com-
pletes the proof. 
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