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Zusammenfassung
Das theoretisch Ru¨stzeug zur Beschreibung der Strahlung freier Ladungstra¨ger,
welche an hochintensiven Laserpulsen gestreut werden, wird auf beliebige
zeitliche Feldverla¨ufe des streuenden Laserfelds verallgemeinert. Dieses Vorhaben
begru¨ndet sich in der aktuellen Entwicklung der Lasertechnologie, ho¨chste Inten-
sita¨ten durch die zeitliche Kompression der Laserenergie auf wenige Schwingun-
gen des elektromagnetischen Feldes zu erreichen. Da hochintensive Laserfelder
einer perturbativen Behandlung, wie in der Quantenelektrodynamik u¨blich, nicht
zuga¨nglich sind, werden die Laser in dieser Arbeit als unquantisierte externe
Felder beschrieben und exakt in die Rechnungen einbezogen. Im Besonderen wird
die Emission von einem und von zwei Photonen durch einen Ladungstra¨ger unter-
sucht. In beiden Fa¨llen wird eine hochpra¨zise analytische Na¨herungstechnik fu¨r
das experimentell relevante Regime hoher Laserintensita¨ten und Elektronenen-
ergien entwickelt. Die resultierenden Formeln weisen den Weg zu mo¨glichen
technischen Anwendungen wie zum Beispiel einer realistischen Methode zur,
bisher unmo¨glichen, Bestimmung der absoluten Phase von hochintensiven Laser-
pulsen, welche nur wenige Schwingungen des elektromagnetischen Feldes enthal-
ten. Außerdem zeigt sich eine Mo¨glichkeit, das u¨blicherweise stark unterdru¨ckte
Signal der Zwei-Photonen-Emission von dem dominierenden Ein-Photonen-Signal
zu trennen. Außerdem werden analytische Lo¨sungen fu¨r zwei bisher ungelo¨ste
Probleme vorgefu¨hrt: Die Beschreibung einer starken zeitlich Komprimierung
eines ra¨umlich fokussierten Laserfeldes sowie das Konzept einer Lo¨sung der Dirac-
Gleichung in einem fokussierten Laserfeld.
Abstract
The theoretical framework for describing the emission by free charged particles,
scattered from highly intense laser fields, is extended to arbitrary temporal shapes
of the scattering laser field. This work is motivated by the recent trend of laser
technology, to achieve highest laser intensities by a tight temporal compression of
the laser energy, down to only a few cycles of the carrying electromagnetic wave.
Since modern laser fields are inaccessible to the perturbative treatment of usual
QED, they are described as unquantized external fields and taken into account
exactly. The emission of one or two photons are particularly studied. For both
processes a powerful analytical approximation is formulated, valid in the exper-
imentally relevant regime of high laser intensities and electron energies. This
technique foreshadows possible applications, such as a viable way of determining
the absolute phase of a highly intense few-cycle laser pulses, which was an unre-
solved problem so far. Furthermore it is demonstrated how the usually strongly
suppressed signal from two photon emission can be reliably discriminated from
the dominant single photon emission signal. Finally analytical solutions for two
hitherto unresolved issues are presented: Describing the spatial focusing of a few-
cycle laser pulse and solving the Dirac equation in the presence of a focused laser
beam.

In connection with the work on this thesis, the following articles were published in refereed
journals:
• F. Mackenroth, A. Di Piazza, and C. H. Keitel,
Determining the carrier-envelope phase ultra-intense few-cycle pulses,
Physical Review Letters 105, 063903 (2010).
• F. Mackenroth and A. Di Piazza,
Nonlinear Compton scattering in ultrashort laser pulses,
Physical Review A 83, 032106 (2011).
In connection with the work on this thesis, the following unrefereed report was published:
• F. Mackenroth, M. Ruf, B. King, A. Di Piazza, C. Mu¨ller and C. H. Keitel,
Strong-field QED in intense laser fields,
in “Proceedings SPIE 7994, LAT 2010: International Conference on Lasers, Appli-
cations, and Technologies”, 799422.
In connection with the work on this thesis, the following preprint was submitted:
• F. Mackenroth and A. Di Piazza,
Nonlinear double Compton scattering in the full quantum regime.
submitted (2012) (see also arXiv:1111.3886v2).
Contents
1 Introduction 11
1.1 Units and Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2 Light-cone coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 Interaction of electrons with laser fields 25
2.1 Classical Electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.1 Electron radiation in a plane wave . . . . . . . . . . . . . . . . . . . 30
2.1.2 Interaction with a monochromatic plane laser wave . . . . . . . . . . 32
2.1.3 Interaction with a focused laser . . . . . . . . . . . . . . . . . . . . . 34
2.2 Quantum electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.1 Quantization in the presence of a strong external field . . . . . . . . 42
2.2.2 The S -Matrix expansion . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2.3 Interaction with a monochromatic laser wave . . . . . . . . . . . . . 48
2.2.4 Interaction with a laser pulse . . . . . . . . . . . . . . . . . . . . . . 51
3 Nonlinear single Compton scattering 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Matrix element and transition probability . . . . . . . . . . . . . . . . . . . 54
3.3 Stationary phase approximation . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.1 Probability structure in the relativistic regime . . . . . . . . . . . . 68
3.4 Determining the carrier envelope phase of an intense few-cycle laser pulse . 69
3.4.1 Experimental limitations . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.5 Intensity dependent frequency shift in pulsed fields . . . . . . . . . . . . . . 82
4 Nonlinear double Compton scattering 85
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Matrix Element and Cross section . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Stationary phase approximation . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4 The electron propagator dressed by an arbitrary plane wave field . . . . . . 98
4.5 Photon correlation due to quantum effects . . . . . . . . . . . . . . . . . . . 103
5 Numerical integration of strongly oscillating functions 111
5.1 Filon type integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2 Univariate dynamic integrals . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.3 Bivariate dynamic integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6 Summary and Outlook 117
Contents
Appendices
A Differential probability 121
B The Dirac Equation 125
C Quantum Scattering off a focussed beam 127
C.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
C.2 Approximate solution of the Dirac equation in a non-plane laser wave . . . 127
D Asymptotic limits of Nonlinear single Compton scattering 131
D.1 Perturbative limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
D.2 Monochromatic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
D.3 Classical limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
E Asymptotic limits of Nonlinear double Compton scattering 137
E.1 Integral representation of the step function . . . . . . . . . . . . . . . . . . 137
E.2 Perturbative limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
E.3 Monochromatic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Bibliography 141
ix

1
Introduction
Fiat lux.
(Genesis 1:3)
We can scarcely avoid the
inference that light consists in the
transverse undulations of the
same medium which is the cause
of electric and magnetic
phenomena.
(James C. Maxwell)
The world as perceived by scientists is nowadays believed to be governed by four funda-
mental forces. The everyday world as accessible to our senses, dominated by the interaction
of electrons in separate atomic shells, however, is largely steered by the electromagnetic
force only [Gold 09]. It is thus plausible that the electromagnetic interaction is most thor-
oughly investigated to develop the best possible understanding of its phenomena. Despite
the fact that most everyday phenomena are well described in the framework of classical
electrodynamics (CED), it is commonly known that the superordinate theory is the the-
ory of quantum electrodynamics (QED) [Nobe 65]. The fundamental difference between
the classical description of any type of radiation and the quantum mechanical concept is
depicted in fig. 1.1, visualizing a physical system capable of emitting radiation, such as a
particle with momentum p, entering an interaction region, where by some mechanism it
is led to the emission of radiation. In CED the emitted radiation is described as a con-
tinuous distribution of an electromagnetic field, created by the radiating physical system
(fig. 1.1(a)). In quantum physics, on the other hand, the emitted radiation is a stream of
individual photons, whose entirety constitutes the emitted radiation (fig. 1.1(b)). Since
QED includes CED, we will focus the following discussion on the former. There has been
(a) Classical radiation (b) Quantum radiation
Figure 1.1: Fundamentally different concepts of radiation emitted by a particle as viewed
in classical (fig. 1.1(a)) and quantum (fig. 1.1(b)) physics.
a plethora of tests for this theory and within the grasp of our current technological limits
it exhibits unprecedented predictive power and has passed a variety of experimental test.
It is then understandable that any disagreement between experimental measurements and
theoretical predictions of QED, as the just recently reported deviation of a measurement
of the proton radius from the QED result by seven standard deviations [Pohl 10], moti-
vates a vast scientific debate. On the other hand, as an example of highly accurate QED
predictions, we mention the electron’s g-factor, either in a free state [Hann 08] or bound
to several different types of hydrogen-like atoms [Haff 00, Verd 04, Stur 11] (For a broader
overview see [Kars 05] and references therein). One fundamental problem of QED, faced in
any such calculation, however, is that it is a theory which is not solvable exactly (see sec-
tion 2.2). Only a perturbative expansion of the general result is obtainable and to this day
it is a highly nontrivial task of QED to obtain higher order corrections. Returning to the
previously mentioned high-precision calculations of the electron’s g-factor, this means that
one has to compute various kinds of correction terms [Beie 00b] such as relativistic mass
corrections, nuclear shape effects [Zato 12], nuclear recoil [Beie 00a, Shab 02, Pach 08] and
QED loop corrections [Grot 70, Beie 00a, Yero 04, Pach 04, Lee 05, Pach 05]. Comparing
the resulting theoretical values to experimental data, presently available for various species
of highly charged ions such as 28Si13+ [Stur 11], 16O7+ [Verd 04] and hydrogen-like carbon
[Haff 00], provides a generic test of QED as well as benchmark results for fundamental
constants entering the theory. The tremendously good agreement between these calcula-
tions and experiments deemed the term of QED being the “best tested theory we have”.
The according conclusion that QED is a theory which is well investigated and understood,
is, however, incomplete. In contrast, it is accepted that QED is not the final theory to
correctly describe the electromagnetic interaction realized in our universe, owing to the
cumbersome properties QED exhibits, such as infinite particle masses and charges, which
are treated consistently in the framework of renormalization [Land 91, Pesk 95, Grei 02].
Since such divergences, however, emerge at high energies, since the formulation of QED
itself research was driven by the urge to explore its limits. One viable way of investigat-
ing these limits is to test QED at small scales, which are translated to high interaction
energies. The highly precise g-factor calculations, mentioned above, are counted among
the tests of this sector of QED. Another approach, complementary to this high-precision
sector of QED, is realized by testing it in the presence of strong electromagnetic fields to
push the theory to its limits.
The significance of understanding a charged elementary particle’s dynamics in the pres-
ence of a strong electromagnetic field was pointed out even before the formulation of
QED. In 1929 Klein discovered a seeming contradiction of the single-particle quantum
theory of the electron, Dirac had presented a year earlier [Klei 29, Dira 28]: He noted
that, according to Dirac’s quantum wave theory of the electron, the wave function of an
electron with energy ε, scattered at a potential step of height V , for very large values of
V , is not necessarily completely reflected. For a potential height exceeding the sum of
the electron’s energy and its rest mass (V > ε+mc2) it is much rather transmitted with
finite non-negligible probability and changes its kinetic energy from positive to negative
values. This problem, nowadays known as Klein’s paradox, was further elucidated in 1931
by Sauter [Saut 31a, Saut 31b], who revisited Klein’s analysis, assuming a finite steep-
ness of the potential step. He could show that the transmission coefficient could only be
non-negligible, if the potential rise provided the electron with an energy comparable to its
rest mass over its Compton wavelength. Realizing such a potential gradient by a constant
electric field would require a field of the critical field strength
Ecr = m
2 c3
~|e| ≈ 1.3 × 10
16 V
cm
. (1.1)
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Still today all controllable artificial electric fields available in laboratories around the globe
fall short of reaching this field strength by several orders of magnitude. The same field
threshold was obtained by Heisenberg and Euler in an analysis of spontaneous pair cre-
ation by an electric field in vacuum [Heis 36]. It was also these authors who coined the
term critical field. They found the probability of an electric field of amplitude E to cre-
ate an electron-positron pair to scale as exp (−πEcr/E). In other words a constant electric
field of amplitude Ecr, corresponding to the critical potential gradient found by Sauter
[Saut 31b], spontaneously creates electron-positron pairs from vacuum. For electric fields
far below the critical field E ≪ Ecr the probability is exponentially suppressed. An illumi-
nating interpretation of Klein’s paradox and its connection to pair creation from vacuum
was given by one of the founding fathers of QED, Julian Schwinger, who put it into a
field-theoretical framework [Schw 51]. He explained the process of pair creation from vac-
uum, steered by an electric field, as the coupling of the field to the virtual particle pairs
of the QED vacuum, providing some pairs with sufficient energy to emerge into physi-
cal reality. This effect is often named after Schwinger, who first calculated the lowest
order pair creation probability in a constant electric field, employing a QED framework.
He found the probability of pair creation to be exponentially suppressed below a critical
field strength, equivalent to the value found by Sauter and by Heisenberg and Euler in
their single-particle analyses. The resulting habit, to frequently label this critical field
Schwinger field, will not be followed in this thesis, for the outlined reasons. We will
much rather stick to the term critical field (of QED), with the wording in brackets omit-
ted when there is no confusion possible. The consequently formed strong-field sector of
QED (or short: strong-field QED (SF-QED)) has since then proven a formidable testing
ground for the frontiers of QED and is subject of an ever growing research community
[Taji 02, Di P 12]. Also from the above discussion we conclude that, albeit QED is valid
for arbitrary physical systems, which underlie the electromagnetic interaction and are sta-
ble on a time scale much longer than the electromagnetic interaction time, its key aspects
can be inferred from the analysis of electron dynamics. It is thus customary to refer
to electrons as the involved massive particles, keeping in mind the broader applicability
of the presented methods. One possible way to extract experimental outcome from the
interaction of electrons with intense electromagnetic fields is to detect the radiation emit-
ted by the electron during the interaction. Investigating the properties of this radiation
then serves as an excellent testing ground for the foundations of SF-QED itself as well
as of other fundamental physics. Beyond that, it may even open access to physical pro-
cesses which are otherwise not accessible to direct measurement. A prominent example of
such a research field, which is untestable other than by means of ultra-strong electromag-
netic fields, thus requiring a SF-QED description, is astrophysics [Hart 00]. Experimental
strong-field setups are largely capable of providing, in earth-bound settings, the extreme
temperatures, pressures or electromagnetic fields of stellar and cosmological objects, that
are not accessible to direct experimental examination [Remi 06]. Since in a majority of as-
trophysical environments matter is considered as almost completely ionized, the radiation
emitted in such extreme experimental setups is largely dominated by free electrons inter-
acting with strong electromagnetic fields [Glen 09]. And the grasp of QED calculations
even goes beyond this. In addition to so-called classical effects, which feature an analog in
CED, QED predicts new, fully non-classical effects. As an example of this class of effects,
we mention the simultaneous emission of two photons by a free electron. This so-called
double Compton scattering was investigated in the perturbative regime of ordinary QED
just after its formulation itself [Mand 52] and experimentally confirmed shortly afterwards
[Cava 52]. Also this class of QED effect, which do not feature a classical limit, was carried
over to the SF-QED regime. Quite recently explicit calculations were presented, analyzing
13
Figure 1.2: Conceptual picture of an electron scattered from a strong laser pulse and emit-
ting radiation.
the probability of the simultaneous emission of two photons in a strong electromagnetic
field [Lots 09b, Lots 09a]. Such calculations may eventually help to resolve an ongoing
fundamental discussion on the so-called Unruh effect. This notion refers to the effect that
an electron experiencing an acceleration in a vacuum would not experience its surround-
ings as the vacuum state but much rather as a thermal bath. Any interaction with the
thermal bath, experienced by the accelerated electron is believed to be translatable to the
emission of two photons [Davi 75, Unru 76, Cris 08], which can be rigorously described
only in the framework of QED. There have been several experimental schemes proposed
as to how the Unruh effect can be detected by means of strong-field experimental schemes
[Chen 99, Schu 08, Thir 09].
We have thus seen a cornucopia of facets of the interaction of intense electromagnetic
fields with free electrons, whose understanding consequently is of particular interest. The
possibilities of generating the necessary highly intense electromagnetic fields in a labo-
ratory environment are limited to two conceptual cases, to which consequently also the
theoretical work is restricted. A first possible way is given by the investigation of electric
fields of highly charged atomic nuclei on the shell electrons [Grei 85]. Applications of
this branch of physics are fundamental QED processes occurring in the collision of highly
charged ions, such as pair creation [Baur 07]. Furthermore, the theoretical description of
such fields is employed to stimulate the above mentioned high-precision sector of QED, by
providing additional correction terms to the g-factor [Zato 12]. Another route to the gen-
eration of strong electromagnetic fields has been opened up by the invention of the laser
[Maim 60], as pictured in fig. 1.2, which differs from the original fig. 1.1 inasmuch as here
the radiating system is fixed to be an electron and the excitation, stimulating the electron
to radiate, is caused by a laser field. In fact, the development of laser technology has widely
steered the theoretical works of significant parts of SF-QED research, since the electro-
magnetic fields generated by a laser are notedly well controllable and allow a particularly
clear interpretation of experimental measurements. As soon as SF-QED was formulated,
its methods were utilized to describe the interaction of two laser waves, mediated by the
virtual electron-positron pairs of the QED vacuum [Reis 62, Klei 64, Bial 70, Brez 71], the
emission of a single photon from an electron scattered in a laser field [Brow 64, Niki 64,
Frie 64, Gold 64, Kibb 65, Frie 66, Kibb 66, Ehlo 67, Zeld 75, Baie 75, Baie 76, Ritu 85],
pair creation in a laser field [Niki 64, Niki 67, Reis 71, Ritu 85] and atomic ionization
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by absorption of many photons from the laser field (above threshold ionization (ATI))
[Keld 64, Reis 80, Cork 89]. Furthermore, fundamental quantities such as the electron’s
Green’s function in the presence of a strong laser wave, also called dressed propagator,
were investigated [Eber 66, Reis 66b, Ritu 85]. Interest in these topics has not diluted
even until today, constantly encouraging the upcoming of analyses for previously undocu-
mented physical phenomena (see [Di P 12] for an extensive overview over the voluminous
work in the field). Alongside this trend, due to the then-recent emergence of the laser,
providing at that time unprecedented electric field strengths, there emerged a strong in-
terest in describing electron dynamics in highly intense laser waves within the frame-
work of CED [Vach 62, Eber 68, Sara 70, Meye 71], which has also prevailed until today
[Sala 96, Sala 97, Hart 05]. The quantum and classical analyses were multiply interwoven
with each other, as the classical limits of many quantum computations were shown to
coincide with the classical results [Ritu 85]. Since their invention, lasers have thus been
an increasingly rewarding route of investigating electron dynamics in strong electromag-
netic fields. This is even more true due to the remarkable progress in laser technology
over the past decades, triggered by the advent of amplification techniques such as chirped
pulse amplification (CPA) [Stri 85, Main 88, Perr 94]. As a result of this development,
nowadays laser intensities in excess of 1022 W/cm2 have become available [Yano 08], with
facilities being envisaged, designed to routinely provide comparable or even higher laser
intensities. Among these future beacons of strong-field science there are the petawatt
field synthesizer (PFS) [PFS] (envisaged peak intensity: 1022 W/cm2) or the Extreme Light
Infrastructure (ELI) [ELI] and the High Power Laser Energy Research [HiPE] facilities
(envisaged peak intensity: 1025 − 1026 W/cm2) and further increase is to be expected for
the future [Mour 11, Di P 12]. As a drawback we mention that creating an electric field
exhibiting the critical field strength given in eq. (1.1), would require a focused laser peak
intensity of
Icr =
c
4π
E2cr = 4.6× 1029
W
cm2
, (1.2)
where c is the speed of light. Until today all laser facilities, and even those planned,
underrun this critical value by 3 to 4 orders of magnitude. It is, however, not the peak
laser intensity, available in a laboratory, which is the important parameter characterizing
the interaction of a laser field with a relativistic electron. The electron will necessarily
respond to the electric field it experiences in its rest frame, but there the laser’s electric
field, can be significantly larger than the one measured in the laboratory, due to the
Lorentz boost. The decisive parameter thus is a Lorentz invariant parameter, which
measures the electric field in the the electron’s rest frame, which is labeled χ and defined
below. Strong-field facilities around the globe consequently provide an unequaled testing
ground for the basic principles of SF-QED and even QED itself. Therefore, the scientific
prospects given by strong-field science are highly promising. In fact, it was shown that
already in laser fields of the above cited intensities new physical regimes are reached. For
instance, electrons exposed to a laser field exceeding an intensity of 1018 W/cm2 experience
violent accelerations to relativistic speeds within less than the field’s oscillation period.
This regime has consequently been dubbed relativistic optics and lasers reaching such
tremendous intensities are called relativistically intense [Taji 02, Mour 06]. It has proven
useful to quantify the interaction strength of a relativistically intense laser pulse, featuring
a peak electric field strength EL and a frequency spectrum centered at νL = 2πωL, with
an electron in terms of the Lorentz invariant parameter [Brow 64]
ξ =
|e| EL
ωLmc
. (1.3)
In this expression we have introduced the subscript L, referring to Laser. The parameter
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ξ can now, since it does not contain the Planck constant ~, be physically interpreted as a
classical parameter in the sense that also classical computations (~→ 0) will be sensitive
to ξ. To develop an intuitive understanding of the physics described by ξ, one may employ
the classical picture of a point-like particle being scattered off a uniform electromagnetic
field. A classical electron, accelerated by a constant electric field of strength EL over a
timespan τL, reaches a velocity of
β =
|e| EL
mc
τL. (1.4)
Having in mind that the characteristic timespan of an electromagnetic field oscillating at
the angular frequency ωL is its cycle period τL ∼ ω−1L , we conclude that the parameter
ξ can be interpreted as the fraction of the speed of light an electron is approximately
accelerated to within one laser period [Ritu 85, Land 97]. For the interaction of an electron
with an optical laser pulse (~ωL ∼ 1 eV) this parameter reaches unity in electric fields of
the strength EoptL (ξ ∼ 1) ∼ 1010 V/cm. To realize such an electric field by a laser requires
intensities of the order of
IoptL (ξ ∼ 1) ∼ 1018
W
cm2
, (1.5)
which is equal to the aforementioned threshold of the relativistic regime. This regime is
now understood to be distinguished by ξ & 1. We stress that laser fields of this intensity
are routinely available nowadays [Taji 02] and the indicated realm of ξ exceeding unity can
be thoroughly studied. The record optical intensity of 2 × 1022W/cm2, reported in 2008
[Yano 08], even corresponds to a parameter ξ ∼ 102. Due to the frequency dependence of
ξ, for X-ray frequencies (~ωL ∼ 1 keV) this translates to EX-ray (ξ ∼ 1) ∼ 1013V/cm and a
corresponding laser intensity of IX-ray (ξ ∼ 1) ∼ 1024W/cm2.
On a formal level, the parameter ξ also plays a decisive role. It was shown that the
expansion parameter for higher orders of photon absorption from the laser field on the am-
plitude level no longer is the electric charge e, but the parameter ξ [Brow 64, Ritu 85]. The
probability of absorbing n photons from the laser field mode accordingly scales ∝ ξ2n. For
relativistically strong laser fields, but still fulfilling ξ . 1, one then has to sum over a large
number of interaction orders. An even worse behaviour emerges as soon as ξ grows larger
than unity: The expansion parameter of the perturbation series in the interaction with the
strong external laser field is larger than unity and the whole perturbation theory breaks
down. Therefore, ordinary QED cannot be deployed as a theoretical tool in this case, for
reasons of either impracticality or even inapplicability. The accordingly necessary alterna-
tive approach to treat strong external fields is given by the formal foundations of SF-QED,
whose physical aspects were discussed above. This formal framework, albeit widely investi-
gated and understood, is far from being complete. Within the plethora of new phenomena,
as predicted by SF-QED, there are still many not properly understood or experimentally
not yet observed, such as the effect of mass dressing [Reis 66a, Eber 68, Harv 12] or the in-
tensity dependent red shift in nonlinear Compton scattering (which essentially amount the
same effect) [Eber 65, Frie 66] and possibly many completely undescribed and unexpected
phenomena. Due to lack of sufficiently intense laser systems so far, SF-QED effects have
been observed in only a limited number of experiments [Bamb 99], as there are nonlinear
Compton scattering [Engl 83, Bula 96, Chen 98] and pair production [Burk 97]. With the
development of laser systems to ever higher peak intensities, more experimental tests seem
to be in reach.
The parameter ξ is not the only Lorentz invariant parameter that may be constructed
from the four vectors entering the problem of a free electron of momentum pµ interacting
with a laser pulse. In principle one can construct several further invariant parameters,
16
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characterizing the scattering, but in the important case of the laser being modeled by a
plane wave field with wave vector kµL and four potential A
µ
L(η) there is only one further
non-vanishing invariant, which is defined as [Ritu 85]
χ =
|e|~
√
| (FµνL (η)pν)2 |
c3m3
=
(pkL)
mcωL
EL(η)
Ecr . (1.6)
FµνL (η) is the electromagnetic field strength tensor (see section 2.1) and the critical field is
given in eq. (1.1). In a reference frame where the electron initially is at rest (pµ = (mc,0)),
this parameter reduces to χ = Er.f./Ecr, where the subscript refers to rest frame. The
parameter χ consequently quantifies the laser’s electric field in units of Ecr, as an electron
experiences it in its rest frame. In contrast to ξ this parameter contains the reduced
Planck constant ~, whence it is connected to quantum effects. The radiation of an electron,
scattered from an intense laser wave, is influenced by two classes of such quantum effects,
namely the quantization of its motion and the recoil it experiences upon emitting a photon
with an energy comparable to the electron’s instantaneous energy. The first class of
quantum effects is due to the non-commutativity of the electron’s position and momentum,
which was shown to be negligible for a highly relativistic particle [Baie 94]. The notion
quantum effects in analyzing photon emission from a highly relativistic electron, thus solely
refers to photon recoil. This observation translates to the notion that the motion of the
electron in a plane wave field is quasi-classical and its dynamics can be described in terms
of a classical trajectory, except specifically the photon emission. Inside a plane wave field
the recoil an electron experiences upon emission of a photon with wave vector k′µ becomes
significant when the following condition is met
k′kL
pkL
∼ 1. (1.7)
In the regime ξ ≫ 1 this condition corresponds to χ ∼ 1 and, accordingly, one expects
recoil to become significant in this regime [Ritu 85]. This corresponds to a scaling of
the recoil with the laser’s electric field strength and is confirmed by experimental data
[Burk 97].
From the presented considerations it follows that the interaction of electrons with highly
intense laser fields is a vivid area of research and rightfully claims a prominent position
in the investigation of the foundations of QED. We furthermore found that the rapidly
developing laser technology is well suited to provide researchers with the desired strong
electromagnetic fields. The remarkable interest in the interaction of electrons with laser
fields, however, is not only motivated by fundamental physical questions as outlined above.
Employing lasers of the mentioned unprecedented powers has additionally opened up ac-
cess to nowadays widely used technical applications such as small-scale laser-based particle
accelerators [Taji 79, Gedd 04, Leem 06, Clay 10], which are anticipated to be even suit-
able for medical applications [Sala 08], or novel technical challenges, such as laser ignited
nuclear fusion [Koda 01, Koda 02]. Even more, the radiation emitted by electrons during
the interaction with intense laser beam may prove to be of tangible technical meaning.
For instance, an electron with momentum pµ, colliding with a photon with wave vector kµL
will emit a photon with a wave vector k′µ = ~ω′n′µ, featuring a Doppler-shifted energy of
~ω′ =
pkL
n′p
. (1.8)
When a relativistic electron (ε ≫ m) collides head-on with a beam of photons with en-
ergy ~ωL, then for the photons backscattered into the electron’s direction of propagation
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eq. (1.8) implies a tremendous upconversion of frequency, according to ω′ = 4 (ε/m)2 ωL
[Esar 93, Lau 03, Lies 06]. The corresponding tremendous upconversion factors can be em-
ployed to efficiently generate high-energy photon beams, for which there exists a plethora
of possible applications. Apart from this practical use for technological progress, lasers
are demonstrated to serve as highly utile tools for fundamental research such as nuclear
and particle physics [Mull 08d, Mull 08a, Mull 08b], radiation reaction [Di P 10], or for
elucidating properties of the vacuum state of quantum field theory, such as its role as me-
diator of photon-photon interaction [Di P 05, Di P 06, Di P 07, King 10]. We accordingly
find it highly desirable to develop a profound understanding of the interaction of a free
electron with an intense laser field to fully understand the vast prospects of strong-field
science. Interestingly, it is also found a highly beneficial influence of this research on the
development of laser technology. Since the energy densities of available laser systems un-
derwent the described immense increase, the established schemes for characterizing laser
fields are no longer applicable to them, mainly due to the radiation damage inflicted by
the ultra-strong laser flashes. In contrast to this lack of measurability, it was found that,
by virtue of theoretical methods developed in the past few years, the understanding of
SF-QED may pave the road to new schemes to thoroughly characterize ultra-intense laser
fields. There have been experimental schemes proposed to measure laser intensities based
on atomic ionization [Hetz 09] or from the angular distribution of the radiation emitted
by an electron scattered from the laser pulse under investigation [Har 12]. Furthermore it
was shown that even the precise field shape of an ultra-intense laser pulse can be mapped
to its carrier-envelope phase and hence be inferred from the radiation emitted by an elec-
tron scattered from the pulse [Mack 10]. We thus find the enrichment of laser physics and
SF-QED to be mutual. Furthermore it was demonstrated how the degree of entanglement
of two photons, emitted simultaneously by an electron scattered from a strong laser wave,
could be quantified [Lots 09b, Lots 09a]. The entanglement of two separate quantum ob-
jects, such as two spatially separable photons, is a key ingredient for quantum information
and quantum cryptography [Zeil 99, Pere 04]. Though the technical applications in these
fields are usually realized at only moderate photon energies, the understanding and con-
trol of correlated high-energy photon pairs may open up a new access to these rapidly
developing branches of physics.
A common feature of all the laser facilities mentioned above is the road taken for achiev-
ing the tremendous laser powers. The already mentioned chirped pulse amplification,
which is a working horse of laser systems reaching peak powers in the PW regime, in sim-
ple words is comprised of three steps. The laser pulse, that is to be amplified, is stretched
to a duration considerably longer than its initial length, hence decreasing the pulse’s in-
tensity. The stretched pulse is then amplified in a conventional laser amplifier and this
amplified pulse is compressed back to a very short duration [Mour 11]. Already from this
basic idea it is clear that a key ingredient to obtain high laser powers are shortest pulse
durations. The highest laser intensities are naturally achieved by compressing the pulses
to the threshold of the lowest possible durations. That there is such a lower threshold
is obvious from the consideration that only oscillating functions can be propagating solu-
tions of the Maxwell equations. Thus, in principle at least one oscillation of the laser wave
has to be contained in the pulse. We do not discuss commonly applicable generation of
half-cycle pulses, which, however, is possible only by elaborate use of emission character-
istics of specific media [Wu 12]. The lower threshold for laser pulse durations is then laid
by the fundamental oscillation period of the laser field ω−1L . Hence, a high-power laser
pulse should comprise only very few cycles of the carrying electromagnetic field, whence
the term few-cycle pulses was coined. Such pulses are distinguished by their duration τL
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fulfilling the condition
ωLτL ∼ 1. (1.9)
Such pulses have become available in a wide range of frequencies such as in the mid-
infrared (τL ≈ 39 fs, ~ωL = 0.10 eV) [Bonv 95], in the near-infrared (τ ≈ 4.3 fs, ~ωL = 0.8
eV) [Krau 10], in the optical (τ < 4 fs, ~ωL = 1.77 eV) [Cava 07], and in the extreme
ultraviolet regimes (τ ≈ 80 as, ~ωL = 103 eV) [Sans 06, Goul 08] and almost all future
planned strong-field laser facilities are designed to operate in the few-cycle regime. In
contrast to this technical development there stands the state of affairs in theoretical SF-
QED. Almost all of the above cited early works on the interaction of electrons with intense
laser fields were obtained for monochromatic laser waves. Due to their simple spectrum,
i.e. a δ-spike in the frequency space, they were investigated early on and analytically well
understood (see section 2.2.3). Due to the infinite temporal extent of the scattering field,
however, it was only possible to obtain time averaged quantities such as the cross section,
where much information about the scattering field itself is lost. Such a description is clearly
disfavorable in light of the general route of temporal and spatial pulse compression. Even
though there has been some early work on non-monochromatic laser pulses [Naro 96], in
this work the authors assume the temporal focusing of the laser pulse to be only mildly and
hence subject their analysis to the additional condition ωLτL ≫ 1. Albeit this assumption
is still well justified for presently available high-power laser facilities, which operate at pulse
durations of several tens of fs, it is not suited to follow the present trend of high-intensity
laser physics to employ only few-cycle laser pulses. The cited work thus is capable of
describing presently used many-cycle laser pulses, whose emission spectra largely resemble
the monochromatic case. On the other hand, key aspects of the properties of few-cycle
laser pulses, as will be abundantly used in the near future, are not captured.
This thesis is meant to contribute to closing this gap. We are going to investigate radia-
tion emitted by an electron upon interaction with an intense laser pulse of arbitrary tem-
poral shape, following the technical trends and foremost frontiers of strong-field research.
Emission processes in which the electron can change its momentum are known as Compton
scattering, in analogy to the original Compton effect [Comp 23]. One additionally labels
the scattering as nonlinear, since the process may exhibit a nonlinear dependence on the
strong external laser field. In the remainder of this introductory chapter we will introduce
typical notation, frequently used in this work and light-cone coordinates. These latter are
a set of coordinates, particularly fit and favorable for the investigation of QED scattering
matrix amplitudes for the interaction with plane wave fields.
In chapter 2 we are going to present the fundamental methods of treating electron emis-
sion in CED as well as in SF-QED. We show how the well-known monochromatic analyses
in CED and SF-QED give some equal, as well as some differing results. Furthermore, we
present the canonical way of treating monochromatic focused laser beams in CED as well
as its drawbacks when considering a spatially broad laser pulse. We are going to demon-
strate a possible way around this deficiency by treating the separate Fourier components
of a laser pulse each as separately focused. Chapter 2 is concluded by a short sketch of
the derivation of SF-QED computation rules.
In chapter 3 we turn to the simplest process of SF-QED, the emission of one single
photon from an electron, so-called nonlinear single Compton scattering (NSCS). We are
going to carefully work out a stationary phase approximation to the scattering matrix
element, valid in the ultra-relativistic regime of high laser intensities and electron energies.
Relying on this approximation, in section 3.4 we present a possible way of inferring the
exact shape of the scattering laser pulse from the angular region into which the electron
emits radiation. We demonstrate that this determination scheme is quite robust and
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insensitive to numerous possible error sources, which we explicitly discuss. Finally we
comment on an ongoing scientific discourse about the notion of a dressed mass of an
electron scattered from an intense laser field. The limiting cases of a perturbatively weak
and a monochromatic laser field as well as the classical case, where quantum effects are
negligible, are be discussed in appendix D.
In chapter 4 we investigate the next higher order of perturbative series in the external
field. In particular we study the emission of two photons from an electron scattered from a
strong laser wave, so-called nonlinear double Compton scattering (NDCS). The stationary
phase approximation for NDCS will be shown to be largely equivalent to that worked out
for the case of NSCS. We will further analyze a common split-up of higher order SF-QED
amplitudes into two partial amplitudes, which are commonly called incoherent and co-
herent contributions. To distinguish these partial amplitudes we demonstrate a natural
splitting of the dressed electron propagator into two parts and discuss their physical inter-
pretation. Finally, we are going to discuss how the two photon emission spectra become
correlated in the emitted photons’ energies and emission directions, as soon as photon
recoil becomes significant. The perturbative and monochromatic limits are sketched in
appendix E.
Chapter 5 is dedicated to a short discussion of the Filon approximation. This approx-
imation scheme for highly oscillatory integrals is the numerical work horse, employed for
obtaining the exact spectra shown in this thesis. We discuss the approximation techniques
for uni- and bivariate integrals separately. For the latter, however, we will make use of the
fact that for the obtained quantum radiation matrix elements the integrands are almost
fully separable in the two integration variables.
The concluding remarks of chapter 6 then finalize the thesis.
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1.1 Units and Notations
We begin by giving the natural constants which are needed for this work
Natural constants according to [Mohr 08]
c = 2.998 × 108m s−1 speed of light
~ = ~/2π = 1.055 × 10−34 J s Planck’s constant
e = −1.602 × 10−19 C electron charge
αQED = (137.0)
−1 fine structure constant
mc2 = 511.0 keV electron rest energy
ε0 = 8.854 × 10−12 F m−1 vacuum permittivity
Whenever doing explicit calculations, however, we are going to use the natural unit con-
ventions ~ = c = 1. Other units are derived by the Gaussian units convention. Then the
electromagnetic units are coupled to the base units via the relation
4πε0 = 1, (1.10)
and the unit charge is connected with the fine structure constant via
e2 = αQED ≈ 1
137
. (1.11)
In this work the charge of an elementary particle always contains its sign such that for
an electron it holds e = − |e|. However, despite the Gaussian unit convention we employ
for our calculations, at some points in this work characteristic quantities of experimental
facilities or fundamental quantities are given in the standard SI units, for better compa-
rability. Such statements are explicitly marked. Laser intensities can be derived from the
parameters used in this work via the connections
1
W
cm2
= 8.90037 × 1017 ξ2
(ωL
eV
)2
= 2.32411 × 1029
(
χ
γ(1 + β)
)2
. (1.12)
Finally we give an overview over some useful conversion factors between natural units and
their SI counterparts and important notation conventions used mostly without explicit
explanation in this work
Unit conversion factors
Distance: 1 (eV)−1 = 1.9733 × 10−7 m
Time: 1 (eV)−1 = 6.5821 × 10−16 s
Mass: 1 eV = 1.7827 × 10−36 kg
Energy: 1 eV = 1.6022 × 10−19 J
Electric Field Strength: 1 (eV)2 = 4.3297 × 103 Vcm−1
Power: 1 (eV)2 = 2.4341 × 10−4 W
Inverse Area: 1 (eV)2 = 2.5682 × 109 cm−2
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Mathematical conventions /Notations
aµ = (a0,a) four vector, spatial components a in canonical coordinates
xµ,pµ four coordinates and electron four momentum
uµ = pµ/m four velocity
β spatial particle velocity
γ =
(
1− β2)−1/2 Lorentz factor of a particle with velocity β
kµL,ǫ
µ
L laser wave vector and polarization four vector
f(x) function depending on all space-time coordinates
f(x) function f depending on the spatial coordinates
∂xf(x) partial derivative with respect to x
∂µ = (∂t,∇) four derivative
a‖ spatial component of aµ parallel to kL
apol spatial component of aµ parallel to ǫL
a⊥ = (a⊥1 , a
⊥
2 ) two spatial components of a perpendicular to a
‖
a⊥ l.c.c. components of aµ except a−
a⊥ l.c.c. components of aµ except a+
gµν metric in canonical coordinates with signature (+,−,−,−)
aµb
µ = (ab) four product using Einstein’s sum convention
γµ vector of the Dirac matrices
/a = γµa
µ Feynman slash notation
aˆ quantum mechanical operator
dna volume element of the n arbitrary components of a
da volume element of the 3 spatial components of a vector
(e.g. x,p) in canonical coordinates
[aˆ, bˆ]± = aˆbˆ± bˆaˆ (anti-) commutator of the operators aˆ, bˆ
1n unit matrix in n dimensions
l.c.c. light cone coordinates
m.c. monochromatic
L Laser
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1.2 Light-cone coordinates
Since a plane wave field defined by its wave vector kµL depends on the four space-time
coordinates only via the invariant combination η = kµLxµ, it is reasonable to employ a
special set of coordinates where the plane wave field depends on only one coordinate
instead of two, as in the case of canonical coordinates. Defining a unit vector parallel to
the laser’s propagation direction n‖ = kL/ωL, any vector a can be separated into a parallel
a‖ = anL and two perpendicular components, lying in the plane defined by a⊥nL = 0.
We note that the components of the spatial wave vector of the plane wave in this reference
frame is given by k
‖
L = ωL and k
⊥
L = 0. The resulting four dimensional coordinate system
is called light-cone coordinates and is defined via
xµl.c.c. =

x− := t− x‖√
2
x+ := t+ x
‖√
2
x⊥
 . (1.13)
To compute the invariant phase in these coordinates we need to compute a four vector
product η = kµLxµ = gµνx
νkµL which requires the metric gµν . This is easily computed to
be
gl.c.c.µν =
∂xα
∂xµl.c.
∂xβ
∂xνl.c.
gαβ =

0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 −1
 = gµνl.c.c.. (1.14)
We thus infer that the co- and contravariant vector components in l.c.c. are connected via
x+ = x−, x− = x+, x⊥ = −x⊥,
whence some care is required on whether the l.c.c. index is a sub- or superscript. Thus in
light-cone coordinates four products read
aµb
µ = a+b− + a−b+ − a⊥b⊥ (1.15)
a2 = 2a+a− −
(
a⊥
)2
(1.16)
The invariant phase is then simply given by η = k+Lx
−, since according to eq. (1.13) all
other components of kµL vanish in l.c.c. This expression indeed depends only on one of the
coordinates as was desired. Since we have to compute integrals over all four space-time
coordinates several times we simply state the Jacobian of the coordinate transformation
to l.c.c. ∣∣∣∣∣ ∂
(
x, x‖
)
∂ (x+, x−)
∣∣∣∣∣ = 1. (1.17)
The integration volumes over the spatially perpendicular coordinates is unchanged. We
thus find for a differential four volume dx−dx+d2x⊥ = dtdx‖d2x⊥ which translates to
finite volumes according to
∆x−∆x+ = TL, (1.18)
where ∆x± is an arbitrary length in x±-direction and T (L) is the finite length in t (x‖)
-direction over which the equivalent four volume extends in canonical coordinates.
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2
Interaction of electrons
with laser fields
To describe the emission by electrons, it is necessary to first analyze their dynamics. There
are several theories available, as to how this task is to be accomplished. In this chapter we
are going to outline two fundamentally different approaches. We will start by presenting
the classical framework, in which an electron of charge e is viewed as a point source of an
electromagnetic field. The emission of such a classical current in discussed in section 2.1.
As discussed in section 1, in the past century it emerged a quantum theory of matter. In
this theory, due to the intrinsic uncertainty of conjugate observables, in particular position
and momentum, no point particles can exist. Much rather, in quantum electrodynamics
describes particle as exited states of quantized fields and describes a scattering as the
probability of a quantum state, formed in the far past, to go over into another quantum
state, observed in the far future. A short introduction into the schemes and techniques of
the according scattering theory of quantum electrodynamics is given in section 2.2.
2.1 Classical Electrodynamics
The basics of classical electrodynamics are the famous Maxwell equations, unifying the
electric and magnetic interaction. In covariant form they state that a spatial charge current
j, which is combined with its charge density ρ to a four dimensional current jµ = (cρ, j),
will generate electromagnetic fields according to [Land 97]
∂µF
µν(x) =
4π
c
jν(x), (2.1)
where Fµν(x) = ∂µAν(x) − ∂νAµ(x) is the antisymmetric field strength tensor derived
from the four potential Aµ(x) = (φ(x),A(x)). This potential, however, is not a measurable
quantity as it is not uniquely defined by eq. (2.1). In fact, applying a gauge transformation
to the four potential, the field strength tensor, entering the Maxwell equations, remains
unchanged. The same current jµ(x) thus generates a whole equivalence class of vector
potentials, all connected by gauge freedom. The electromagnetic quantities, uniquely
defined by eq. (2.1) are the three dimensional vector fields of the electric and magnetic
field E(x) and B(x), respectively, which are derived from the four potential via the relations
E(x) = −∇φ(x)− ∂A(x)
∂t
(2.2a)
B(x) = ∇×A(x). (2.2b)
For describing electromagnetic fields propagating in free space (jν ≡ 0) one usually adopts
the Lorenz gauge ∂µA
µ(x) = ∂tφ(x) + ∇A(x) = 0, whence eq. (2.1) turns into a wave
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equation of the form
Aµ(x) = 0, (2.3)
where the D’Alembert operator  = ∂µ∂µ = ∂2t −∇2 is introduced. As we wish to describe
physical fields propagating in free space, the employed solutions have to satisfy eq. (2.3).
An important class of such solutions is given by plane waves, which are defined by a
wave vector kµL = ωL(1,nL), with the central angular frequency of the electric field ωL,
and depend on the spatial coordinates only via the so-called invariant phase η = xµk
µ
L
[Land 97]. Much of the discussion presented in this work will be based on linearly polarized
plane wave solutions of eq. (2.3), for which we will use the notation AµL(η) = ALǫ
µ
LψA(η),
with the constant (positive) amplitude AL = −mξ/e, the wave’s polarization four vector ǫµL
and the shape function ψA(η) encoding the temporal structure of the field. It is customary
to consider plane waves, propagating in free space, in a reference system, where the static
potential vanishes (φ ≡ 0) and all physical fields are derived from the vector potential
AL(η). This corresponds to a purely spatial polarization vector ǫ
µ
L = (0, ǫL). For a plane
wave field the Lorenz gauge condition reduces to ALkL = 0, whence with the above choices
we find
ǫLkL = 0. (2.4)
A plane wave thus is always polarized perpendicularly to its propagation direction. The
shape function is an essential ingredient in obtaining specific results. It is customary to
model it by a function of the form ψA(η) = g(η) sin(η + η0), where g(η) is the so-called
pulse envelope, which has a peak value of unity. The validity of this approach has been
proven on the basis that the central carrying frequency is uniquely defined by the envelope.
In particular, it needs to be independent of the quantity η0, which quantifies a relative
phase shift between the carrier wave and the envelope and is hence labeled carrier-envelope
phase (CEP) [Brab 97]. Due to the importance of the shape function, we wish to explicitly
present two possible choices here. Here we are going to present the shape functions as
functions of the invariant laser phase η, but also point out that by virtue of the relation
η = k+Lx
− any function F (η) is easily translated to a function of the light cone coordinate
x− according to
F (x−) := F (k+Lx
−). (2.5)
This equivalence is frequently used for the shape function and the corresponding expression
for the four potential AµL(x
−) = ALǫ
µ
LψA(x
−) in the course of this thesis, but for the sake
of notational simplicity we are not going to introduce a separate symbol for these two,
rigorously speaking different, functions of eq. (2.5). To model a few-cycle pulse we use
ψA(η) =
{
sin4
(
η
2nC
)
sin(η + η0) if η ∈ [0, 2π nC ]
0 else,
(2.6)
where nC is the number of cycles contained in the laser pulse. The favors of this choice are
its simple analytic structure alongside its smooth rise and fall of the electric field, derived
from eq. (2.2a), which is well suited to model a laser pulse [Hein 10b]. One drawback is
that the average of the envelope function 2.6 is constantly smaller than one, irrespective
of the number of cycles contained in the laser pulse. This can be seen by the computation
〈g〉 =
∫ 2π nC
0
dη sin4
(
η
2nC
)
2π nC
=
∫ 2π
0
dη′ sin4
(
η′
2
)
2π
=
3
8
. (2.7)
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Despite the good applicability of eq. (2.6) to model few-cycle pulses, due to the sketched
drawback, it is problematic, in case one wants to model a long laser pulse, or particularly
recover the monochromatic limit. This limit namely is recovered, if the laser pulse can
approximately be described by the sole oscillation frequency. The amplitude variation
over the whole pulse must accordingly be negligible, which in turn, for a shape function
normalized to unity, implies that eq. (2.7) has to equal unity. To recover the monochro-
matic limit or model a longer laser pulse we thus employ the following, however more
complicated envelope function
glong(η) =

η
2π nswitch
if η ∈ [0, 2π nswitch]
1 if η ∈ [2π nswitch, 2π (nswitch + nflat)]
(2nswitch+nflat)−η/2pi
nswitch
if η ∈ [2π (nswitch + nflat), 2π (2nswitch + nflat)]
0 else.
(2.8)
To obtain a proper shape function ψA(η), one has to multiply this envelope function with
the oscillating carrier function sin(η + η0), analogous to eq. (2.6). That eq. (2.8) indeed
allows to take the monochromatic limit, is seen in analogy to eq. (2.7)
〈
glong
〉
=
∫ 2π nC
0
dη glong(η)
2π (2nswitch + nflat)
=
nflat + nswitch
2nswitch + nflat
nflat→∞−−−−−→ 1. (2.9)
In the light of the previous computations please note that, due to the relation EL(η) =
−∂tAL(η), the value of the four potential can be viewed as
AL(η) = −
∫ η
−∞
dη′
dt
dη′
EL(η
′), (2.10)
where any integration constant can be chosen as zero by gauge freedom. The above
expression, however, for η → ∞ is proportional to the zero-frequency, i.e. constant field,
Fourier component of the laser’s electric field. Since such a constant field mode, however,
does not propagate, it is essential that for any choice of ψA(η) it holds AL(η → ∞) = 0.
Consequently, even though |AL(η →∞)| > 0 would correspond to a physically reasonable
electric field vanishing at infinity, this possibility is ruled out.
From here on the following discussion is again valid for arbitrary electromagnetic fields
fulfilling eq. (2.3). To determine the dynamics of an electron moving inside such an
electromagnetic field, one has to solve its equation of motion. Any external electromagnetic
field described by its field strength tensor FµνL (x), obtained via eq. (2.3), exerts a force on
the electron according to the Lorentz force equation [Land 97]
dpµ(s)
ds
=
e
m
FµνL (x)pν(s). (2.11)
In this expression s is the proper time of the electron and pµ(s) its kinetic momentum.
Integrating eq. (2.11) together with the electron’s initial momentum pi and position xi
then yields the classical trajectory of the electron subjected to the electromagnetic field in
question. To be able to show a specific example, however, we first have to specify the coor-
dinate frame, in which we wish to investigate the interaction. We introduce the reference
frame, in which we will observe the interaction of a laser pulse with an electron throughout
this thesis in fig. 2.1. We are going to consider the laser’s propagation and polarization to
be the z- and x-axis, respectively. This corresponds to the representations kL = (0, 0, 1)
and ǫL = (1, 0, 0). The coordinate frame will be chosen such that the electron is initially
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Figure 2.1: Generic choice for the reference frame the scattering will be observed in.
counterpropagating to the laser pulse (pi = εi(0, 0,−βi)), where βi is the electron’s ini-
tial velocity. The observation direction of the electron radiation, observed in this reference
frame will be denoted by a direction vector n1 = (sin(ϑ1) cos(ϕ1), sin(ϑ1) sin(ϕ1), cos(ϑ1)),
where ϑ1 is the angle between n1 and nL and ϕ1 is the angle between n1 and the x-z
plane. Exemplary electron trajectories, obtained via numerical integration of eq. (2.11)
and observed in a reference frame according to fig. 2.1, are shown in fig. 2.2. The trajec-
tory inside a circularly polarized laser wave in fig. 2.2(b) is shown for mere comparison, as
we are going to consider exclusively linearly polarized laser pulses in this work. As seen
in fig. 2.2(a), in this case the classical trajectory is confined to the kL-ǫL-plane. It is then
sufficient to give the two dimensional electron trajectory within this plane to fully describe
the electron’s classical dynamics. From here on we will adopt this simplified visualization
scheme in the course of this work. Please note that by employing eq. (2.11) in this work,
we are going to neglect any influence of the electron’s self-field on its own dynamics. Such
radiation reaction, however, was shown to possibly significantly influence the dynamics
[Di P 09a], and is a matter of intense scientific discourse [Di P 10, Soko 10, Tamb 11].
Solving eq. (2.11) results in a given trajectory for the electron rµ(t) = (t, r(t)) with a
velocity uµ(t) = ∂sr
µ(t) = γ(t)βµ(t), where γ(t) = ε(t)/m is the electron’s relativistic factor,
s its proper time and βµ(t) = (1,β(t)). From this quantity one defines the classical charge
current of an electron jµ(x) = eβµ(t)δ(x − r(t)). The electron’s emission can then be
computed by means of the Lienard Wiechert potentials [Jack 75, Land 97]. According to
this formalism the energy emitted by an accelerated point-like electron into the observation
direction n per unit frequency and solid angle element is given by
dE
dωdΩ
=
e2ω2
4π2
∣∣∣∣∫ ∞−∞ dt n× (n× β(t)) eiω (t−nr(t))
∣∣∣∣2 . (2.12)
The integrand is simplified through
n× (n× β(t)) = n (nβ(t))− β(t). (2.13)
To simplify the term containing the factor nβ(t) one writes∫ ∞
−∞
dt (1− nβ(t)) eiω (t−nr(t)) =
∫ ∞
−∞
dt
(
d
dt
eiω
∫ t
−∞ dt
′ (1−nβ(t′))
iω
)
= 0. (2.14)
The transformed integral has to vanish since its integrand is the total differential of an
expression, which does not contribute at t = ±∞. Hence, for eq. (2.12) one obtains
dE
dωdΩ
=
e2ω2
4π2
∣∣∣∣∫ ∞−∞ dt (n− β(t))eiω (t−nr(t))
∣∣∣∣2 . (2.15)
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(a) Exemplary electron trajectory for propaga-
tion in a linearly polarized laser beam
(b) Exemplary electron trajectory for propaga-
tion in a circularly polarized laser beam
Figure 2.2: Classical trajectories of an electron colliding head on with a laser pulse.
Taking the square in this expression results in
dE
dωdΩ
=
e2ω2
4π2
∫ ∞
−∞
dtdt′ (1− nβ(t)− nβ(t′) + β(t)β(t′))
× eiω (t−nr(t))eiω (t′−nr(t′))
=
e2ω2
4π2
∫ ∞
−∞
dtdt′ (β(t)β(t′)− 1)eiω (t−nr(t))eiω (t′−nr(t′)), (2.16)
where, for obtaining the second line, eq. (2.14) is used. Now, eq. (2.16) is easily written in
a covariant form, recalling the four velocity uµ(t) = pµ(t)/m. Plugging this into eq. (2.16)
we find the covariant expression [Baie 94]
dE
dωdΩ
=
e2ω2
4π2
∣∣∣∣∫ ∞−∞ dt p
µ(t)
ε(t)
eikr(t)
∣∣∣∣2 , (2.17)
where we defined kµ = ω(1,n) in the exponential. Please note that the appearance of ε(t)
does not make this expression change under Lorentz transformation since it is integrated
over the time t, which compensates the transformation of the energy.
We finally wish to discuss some qualitative features of the angular and frequency distri-
bution that is expected in the radiation from an electron scattered from a laser field (see
[Jack 75, Land 97]). The former distribution is dominated by the properties of the Lorentz
transformations, as we wish to briefly sketch. Consider an electron which propagates with
the instantaneous velocity four vector βµ = (1, 0, 0, βz), observed in a laboratory frame
according to fig. 2.1. In a reference frame, copropagating with the electron at βz, the
radiation emitted by the electron will feature a wave vector k′µ = ω′(1, sin(ϑ′), 0, cos(ϑ′)),
where ϑ′ is the angle between k′ and the negative z-axis measured in the copropagating
reference frame. Additionally the perpendicular axes are chosen such that the emission is
confined to the x-z-plane. Transforming this four vector into the laboratory frame, where
the emitted radiation is observed, one obtains
kµ = ω

1
sin(ϑ)
0
cos(ϑ)
 = ω′m

ε(1 + βz cos(ϑ′))
m sin(ϑ′)
0
ε(βz + cos(ϑ′))
 , (2.18)
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where ǫ is the electron’s energy, measured in the laboratory frame. The angle between the
wave vector and the electron’s propagation direction in the laboratory frame thus becomes
sin(ϑ) =
m
ε
sin(ϑ′)
(1 + βz cos(ϑ′))
∼ m
ε
(2.19)
One concludes that the emission of an electron in highly relativistic motion (ε ≫ m) is
confined to a narrow cone of opening angle ∆ϑ ∼ m/ε around its velocity vector at the
time of emission. Any observer detecting the emission from the electron will then detect
only a short burst of radiation, whenever the electron’s velocity points into his observation
direction. Over such short times the change of the electron’s propagation direction can be
approximated by a circular orbit with the instantaneous radius of curvature ρ. The time
in the highly relativistic electron’s rest frame, over which its emission cone will accordingly
illuminate a detector, then scales as
∆s ∼ mρ
ε
. (2.20)
The transformation of this illumination time to the observation time t, measured in the
laboratory in which the radiation is observed, requires the Lorentz transformation factor
dt
ds
= 1−nβ ∼
(m
ε
)2
, (2.21)
where n again is a unit vector, pointing along the direction of observation. A laboratory
detector will thus detect a radiation flash of the approximate duration
∆t ∼ ρ
(m
ε
)3
, (2.22)
whenever the electron points in its direction. According to the general theory of Fourier
transformation, a field flash of such short duration has to contain frequencies up to
ωc ∼ 1
ρ
( ε
m
)3
. (2.23)
One thus expects the radiation of an electron scattered by an intense laser pulse to scale
as the cube of its instantaneous energy.
2.1.1 Electron radiation in a plane wave
The classical equation of motion was solved analytically for the momentum in the case
of an electron moving in a plane wave laser field exactly by solving the Hamilton-Jacobi
equation [Eber 68, Sara 70, Sala 96] as well as by direct integration [Meye 71, Hart 05]. In
the former case the phase dependent position of the electron is found directly as derivative
of the action (or alternatively principal function) of an electron entering a plane wave field
AµL(η) with a momentum pi = p(η → −∞) [Land 97]
Spi(x) = −pix−
∫ η
0
dφ
(
e
piAL(φ)
pikL
− e
2A2L(φ)
2(pikL)2
)
. (2.24)
In the latter approach it is obtained by another integration of the equations of motion
(2.11) and uµ(t) = drµ(t)/ds. An advantage of the latter computation is that its results are
given in an explicitly covariant manner which is why we sketch this way of solving the
classical equations of motion. As a first step we note that for a plane wave electromagnetic
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field the field strength tensor satisfies FµνL (η) = k
µ
L∂ηA
ν(η)−kνL∂ηAµ(η). From the classical
equation of motion (2.11) one concludes
dpµ(s)
ds
=
e
m
(
kµL(ALp(s))−AµL(p(s)kL)
)
∂ηψA(η). (2.25)
Multiplying eq. (2.25) with the constant plane wave’s wave-vector we conclude
d(p(η)kL)
ds
= 0, (2.26)
where we utilized the gauge condition kLAL = 0 and whence we conclude that p(s)kL =
pikL is a constant of motion and can thus be set to its initial value. Furthermore, for the
laser’s invariant phase one finds
dη
ds
= kµL
dxµ
ds
=
pikL
m
. (2.27)
It is then advantageous to parameterize the electron’s kinetic momentum by η and one
can change the variable in eq. (2.25) according to
dpµ(η)
dη
=
ds
dη
dpµ(s)
ds
=
e
pikL
(
kµL(ALp(η)) −AµL(pikL)
)
∂ηψA(η). (2.28)
Multiplying eq. (2.28) with the constant plane wave’s amplitude vector AµL we find
d(ALp(η))
dη
= −eAµL∂ηAµL(η)
⇒ (ALp(η)) = (ALpi)− eA2LψA(η). (2.29)
Inserting now eqs. (2.26) and (2.29) into eq. (2.28) we find
dpµ(η)
dη
= e
(
kµL
(ALpi)− eA2LψA(η)
pikL
−AµL
)
∂ηψA(η), (2.30)
which is readily integrated to give the covariant form of an electron’s momentum in the
presence of a plane wave laser field as
pµ(η) =pµi − eAµ(η) + kµL
[
e
piAL(η)
pikL
− e
2A2L(η)
2(pikL)
]
(2.31a)
rµ(η) =ri +
∫ η
−∞
dη′
pµi − eAµ(η′)
pikL
+ kµ
∫ η
−∞
dη′
e(AL(η
′)pi)− e
2A2
L
2
(pikL)2
. (2.31b)
The latter line is obtained by a direct integration of the former analogous to eq. (2.28).
The results of [Sara 70, Sala 96], in contrast to eqs. (2.31), are given in a chosen reference
frame but their generalization to a covariant form is straightforward and the results agree
with eqs. (2.31), as it must be.
To find now the classical emission formula for an electron moving in a plane wave field,
these solutions are inserted into eq. (2.17). To simplify the exponential phase, one writes
it in the form
k1r(t) =
∫ t
−∞
dt′kµ1
uµ
γ(t′)
=
∫ η
−∞
dη′
dt′
dη′
kµ1
pµ
mγ(t′)
. (2.32)
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Now one may use the relation between the invariant phase of the incident laser pulse and
the laboratory time
dη
dt
= kµL
drµ(t)
dt
= kµL
pµ(t)
mγ(t)
. (2.33)
The numerator in this expression is given by the constant of motion k+L p
−
i . Inserting
furthermore equations (2.31) we find
k1r(t) =
kµ1
pikL
∫ η
−∞
dη′pµ(η′)
=
∫ η
−∞
dη′
k1pi
pikL
− ek1AL
pikL
ψA(η′)− e
2A2L(k1kL)
2(pikL)2
ψ2A(η
′). (2.34)
Finally, since it is customary to formulate all quantities in the interaction with a plane
wave as functions of the wave’s invariant phase η or equally the light-cone coordinate x−,
by virtue of eq. (2.33) we reformulate eq. (2.17) to yield
dE
dωdΩ
=
e2ω2
4π2p− 2i
∣∣∣∣∫ ∞−∞ dx−pµ(x−)eik1r(x−)
∣∣∣∣2 . (2.35)
2.1.2 Interaction with a monochromatic plane laser wave
If the temporal duration of a laser pulse τL is much larger than its cycle period ω
−1
L , its
spectrum will be very narrowly confined around ωL. It is then a good approximation to
model the spectrum as monochromatic, i.e. by a δ-spike in frequency space. The temporal
structure of this type of fields is strictly periodic and allows for significant simplifications
in the calculations. For instance, the trajectory of an electron inside a monochromatic
plane wave field, reduces to a simple form. Observing it in a reference frame, in which the
electron is on average at rest, it moves on a trajectory with a well-known figure-8 shape
[Sara 70, Sala 96]. Due to this strictly monochromatic motion, the computation of the
energy spectra can be largely simplified and central features of a QED computation of the
scattering from a monochromatic laser field are already found in this classical analysis.
The following discussion largely follows [Sala 98] and summarizes the results of that
work. For reasons of convenience and without loss of generality, however, we will analyze
the interaction in a reference frame where the laser wave propagates along the positive
z-direction (kL = ωL(0, 0, 1)) and the electron’s energy and velocity in the absence of the
field reduces to the free values εi and βi = βi(0, 0,−1), respectively. It was shown that in
such a reference frame for a monochromatic laser field of the form AµL(η) = ALǫ
µ
L cos(η)
eq. (2.17) can be written as
dE2
dωdΩ
=
e2ω2
4π2
[
(1− n2x)K2x − 2nxnyKxKy + (1− n2z)K2z
]
(2.36)
where ni are the components of the vector n pointing in the observation direction and it
was defined the vector function
K =
∫ ∞
−∞
dη
dr(η)
dη
exp
[
i
ω
ωL
(η + ωL(z − nr(η)))
]
. (2.37)
For the assumed monochromatic potential the trajectory, given by the spatial components
of eq. (2.31b), is found to be
r(η) = aη + b sin(η) + c sin(2η), (2.38)
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where the following constant vectors are defined
a =
1
ωL
[(
mξ
2εi
)2
nL
(1− nLβi)2 +
βi
(1− nLβi)
]
(2.39a)
b = ǫL
mξ
εi
ωL(1− nLβi) (2.39b)
c = kL
(
mξ
2εi
)2
2(ωL(1− nLβi))2 . (2.39c)
The exponential factors in eq. (2.37) containing trigonometric functions can then be trans-
formed to Bessel functions of integer order Jn via their generating function
eiu sin(η) =
∞∑
n=−∞
Jn(u)e
inη. (2.40)
This relation has been widely employed in problems involving intense monochromatic laser
fields [Sara 70] and also takes an important role in respective QED analyses to assign
photon numbers to an actually unquantized laser field [Reis 62]. The resulting expression
of the integrals K then allows to perform the integration in η, yielding δ-functions of the
form
K ∝
∞∑
n=−∞
. . . δ
(
ω − n ωL
1− a(n− nL)
)
. (2.41)
The explicit form of the integrals is rather involved [Sala 98] but is not needed here. Taking
the square of this δ-function, as is required for evaluating eq. (2.36), by usual methods
employed in S-Matrix calculations one obtains an expression for the overall emitted power
in the form
dP
dΩ
∝
∞∑
n=0
dP (n)
dΩ
. (2.42)
The nth term in this series represents the power emitted into the nth harmonic, whose
frequencies according to the conservation law of eq. (2.41) are equidistantly distributed
and given by
ωn = n
ωL
1− ωLa(n− nL) . (2.43)
This result is not equivalent to eq. (1.8), because of the radiation pressure of the laser field,
which may reduce the Doppler shift. In fact, we note that in the limit ξ → 0 eq. (2.43)
for n = 1 goes over to the expression
ω = ωL
(1− nLβi)
(1− nLβi)− βi(n− nL) = ωL
1− nLβi
1− nβi , (2.44)
which in fact is equivalent to the ordinary Doppler shift of eq. (1.8). This result of the
scattered harmonic frequencies alongside the utilization of the generating function of the
Bessel functions according to eq. (2.40) will enable us to compare the presented classical
calculations to the QED analyses for monochromatic laser waves (see eq. (2.40)).
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Figure 2.3: Gaussian beam focus in a coordinate system according to fig. 2.1.
2.1.3 Interaction with a focused laser
The assumption of plane wave, though often justified to a good extent, is never complete
[Sala 02]. This is easily seen by recalling that any function f(t − x‖), where x‖ is the
propagation direction of the laser, is a plane wave solution of the wave equation eq. (2.3).
This solution, however, does not feature a dependence on the two transversal coordinates
x⊥. Consequently, at every phase value η = kLx the field is constant in a plane stretching
infinitely in the x⊥-plane (hence the label plane wave). Though this is of course, rigorously
speaking, unphysical, in many cases it is still a valid approximation, as we will see. To
treat a laser beam consistently, however, it would much rather be necessary to include the
natural transversal extent of the beam. The standard formalism of describing the field
distribution of a monochromatic laser wave focused to a perpendicular spot size w0 (see
fig. 2.3) is due to Davis [Davi 79]. Once analytic expressions for the laser fields are found,
it is a straightforward task in classical electrodynamics to obtain the electron’s trajectory
from eq. (2.11) and thus via eq. (2.17) its emission pattern. We wish to briefly sketch the
concept of this treatment. Assume the laser pulse’s vector potential to be given by
AµL(x) = ALǫ
µ
LΨL(x)e
−ikLx + εµφφ(x). (2.45)
In this expression the space dependent factor ΨL(r) is introduced to describe the spatial
focusing of the laser pulse, ǫµL = (0, ǫL) is the well known polarization vector of the
laser pulse and εφ = (1, 0, 0, 0) denotes that the second term introduces a nontrivial
scalar potential into AµL(x). One can no longer assume the vector potential to be purely
spatially polarized, since the Lorenz gauge condition could not be fulfilled in that case.
To circumvent this difficulty it is customary to incorporate a nonzero scalar potential,
as indicated in eq. (2.45). The introduced scalar potential is connected with the spatial
components of AµL(x) via the Lorenz gauge condition
∂tφ(x) = ∇
(
ALǫLΨL(x)e
−ikLx
)
. (2.46)
Thus, the four potential still obeys the Lorenz gauge condition ∂µA
µ
L(x) = 0. Due to
eq. (2.46) the problem is fully determined if we find a solution of the wave equation for
the spatial vector potential AL(x). We will thus restrict the following discussion to this
quantity. The electric and magnetic fields, derived from eq. (2.1), then of course also are
no longer linearly polarized, but will exhibit longitudinal field components, typical of a
focused beam. Inserting eq. (2.45), the Lorenz gauge wave equation AL(x) = 0 reduces
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to
∇2ΨL(x)− 2iωL∂ΨL(x)
∂x‖
= 0. (2.47)
Solving eq. (2.47) exactly for ΨL(x) would mean to find the class of electromagnetic
potentials, that vary in time like e−iωLt and fulfill the wave equation (2.3). Unfortunately
such a complete solution has not been reported up to today, whence a perturbative ansatz
for eq. (2.47) is called for. Such an ansatz is found from the consideration that a laser beam
cannot be focussed to spot sizes w0 smaller than its central wavelength λL = 2π/ωL < w0.
A dimensionless and always small parameter, characterizing the focusing of the laser beam,
is then given by
sL =
1
ωLw0
=
λL
2πw0
. (2.48)
In addition to this perpendicular confinement, a laser focus also exhibits a characteristic
longitudinal spreading length lR = w0/sL = ωLw
2
0, often called Rayleigh length. At a
distance z = lR/2 from the focal plane the laser’s intensity has dropped to half its value
at z = 0, whence lR is often referred to as the longitudinal extent of the focal spot. It
is then useful to transform eq. (2.47) to the dimensionless variables ρ = (ρ‖, ρ⊥1 , ρ
⊥
2 ) with
ρ‖ = x‖/lR and ρ⊥ = x⊥/w0, resulting in(
∂2
∂2ρ⊥1
+
∂2
∂2ρ⊥2
)
ΨL(ρ) + s
2
L
∂2ΨL
∂ρ‖
− 2i∂ΨL(ρ)
∂ρ‖
= 0. (2.49)
From this equation we can guess the correct way of a perturbative ansatz for the solution.
In fact, assuming that the focus parameter would vanish (sL = 0), eq. (2.49) is solved by
the function [Davi 79]
Ψ0L(ρ) =
(
w20
w2(ρ‖)
+ i
lR
2R(ρ‖)
)
exp
[
−
(
w20
w2(ρ‖)
+ i
lR
2R(ρ‖)
)
ρ2⊥
]
, (2.50)
where the following definitions are used
w(ρ‖) = w0
√
1 + 4ρ‖2 (2.51a)
R(ρ‖) = lRρ‖
(
1 +
1
4ρ‖2
)
. (2.51b)
From eq. (2.50) we read off that w(ρ‖) gives the perpendicular extent of the laser focus in
dependence of the longitudinal position (note that at |ρ⊥| = w(ρ‖) the function Ψ0L(ρ) is
always damped by at least a factor e−1). The factor R(ρ‖) gives the radius of curvature
of the non-plane wavefront going through the laser-axis at x‖ = lRρ‖. The meaning of the
quantity lR is also apparent. Its half (corresponding to ρ
‖ = 1/2) indicates the distance
from the origin ρ‖ = 0 along the laser’s propagation direction, after which the focus’
perpendicular extent has increased to w(ρ‖ = 1/2) =
√
2w0, as indicated in fig. 2.3. In
this sense lR can be interpreted as a measure of the overall longitudinal extent of the laser
focus. Having now found a lowest order perturbative solution of eq. (2.49) we can readily
guess the proper form of a perturbative expansion of the complete focusing function to be
[Davi 79]
ΨL(ρ) =
∞∑
n=0
s2nL Ψ
2n
L (ρ). (2.52)
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Inserting this ansatz into eq. (2.49) we find as determining equation for the second term
in this series (
∂2
∂2ρ⊥1
+
∂2
∂2ρ⊥2
− 2i ∂
∂ρ‖
)
Ψ2L(ρ) = −
∂2Ψ0L(ρ)
∂ρ‖2
, (2.53)
and all higher orders accordingly. From the thusly found vector potential eq. (2.45) it
is simple to derive the electromagnetic field strength tensor FµνL (x) and hence, via e.g.
numerical integration of eq. (2.11), an electron’s trajectory in the focused laser beam
(compare fig. 2.2). The procedure just outlined, however, is not applicable for pulsed
laser fields, since it is found assuming a time variation of the form e−iωLt for all times
t ∈ [−∞,∞] with a fixed laser frequency ωL. To describe a focused laser pulse the ansatz
for the spatial vector potential of eq. (2.45) can be modified according to [Sala 02]
AL(x) = g(η)ǫLΨL(x)e
−ikLx, (2.54)
where the function g(η) is used to introduce an arbitrary temporal shaping of the laser
pulse, depending only on the invariant phase η = ωL(t − x‖). The determining equation
for the focusing function then turns into
∇2ΨL(x)− 2iωL∂ΨL(x)
∂x‖
(
1− i∂ηg(η)
g(η)
)
= 0. (2.55)
It is then usual to assume, that the envelope function’s derivative is small compared to
its function value ∂ηg(η) ≪ g(η), which is a valid approximation for a long laser pulse.
This is also called slowly varying envelope approximation [Naro 96, Seip 11]. For the case
of few-cycle laser pulses, however, the approximation of a slowly varying envelope is not
a good one. In fact, for few-cycle laser pulses, which are well described by the model
eq. (2.6) we find the assumedly small fraction to be ∂ηg(η)/g(η) = −(2cot(η/2nC ))/nC ∝ n−1C .
For nC ∼ 1, corresponding to a few-cycle laser pulse, this quantity is non-negligible, and
for η → 2πnC it even diverges. Consequently, for few-cycle pulses a new approximation
scheme is called for, to describe a focused laser pulse.
To properly account for spatial focusing of a few-cycle laser pulse we propose a scheme
which is based on the idea to impose a spatial focusing on a previously plane wave laser
potential. Before doing so, however, we suggest to decompose the plane wave potential into
its Fourier components and then consider the focusing of each separate (monochromatic)
mode to the same focal spot size. In spirit of this idea, we note that any shape function
which vanishes outside of a finite interval [0, τL] has a finite Fourier sum according to
ψA(η) =
N∑
n=−N
cne
inω0(t−x‖) (2.56)
with the fundamental frequency ω0 = 2πωL/τL. The factors cn are the usual Fourier series
coefficients
cn =
1
τL
∫ τL
0
dη ψA(η)e−inω0
η/ωL . (2.57)
From here on we will outline the proposed method for the specific model of a few-cycle
pulse eq. (2.6) and we note that in this case it is τL = 2πnC and we thus find the simple
relation ω0 = ωL/nC . Employing eq. (2.56) instead of eq. (2.54), the ansatz for the vector
potential becomes
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(a) Surfaces of constant w(ρ‖), all coinciding
with w0 at ρ
‖ = 0.
(b) Surfaces of constant intensity,
all featuring the same peak inten-
sity.
Figure 2.4: Fourier frequency component foci of a pulse derived from inserting eq. (2.6)
into eq. (2.56) for nC = 2. The only non-vanishing Fourier components are
n = 1 (blue), n = 2 (red), n = 3 (green), n = 4 (gray).
AL(x) = ǫL
N∑
n=−N
cnΨL,n(x)e
inω0(t−x‖). (2.58)
Plugging this expression into the wave equation we arrive at a differential equation for the
determination of the ΨL,n(x) analogous to eq. (2.47)
N∑
n=−N
cn
(
∇2ΨL,n(x)− 2i
(
n
ωL
nC
)
∂ΨL,n(x)
∂x‖
)
= 0. (2.59)
Since the separate frequency components represented by the single terms of this series do
not mix, a solution of the above equation can be readily written down in terms of solutions
of eq. (2.47). We accordingly find that the focusing functions for the Fourier modes of the
vector potential eq. (2.58) are given by
Ψ0L,n(ρn) =
(
w20
w2n(ρ
‖
n)
+ i
lL,n
2Rn(ρ
‖
n)
)
exp
[
−
(
w20
w2n(ρ
‖
n)
+ i
lL,n
2Rn(ρ
‖
n)
)
ρ2⊥
]
. (2.60)
It is now essential that for all n the same w0 enters the equation, corresponding to a
focusing to the same spot size. The definitions of the remaining variables are analogous
to the presented monochromatic analysis
lL,n = n
ωL
nC
w20
ρ‖n =
x‖
lL,n
wn(ρ
‖
n) = w0
√
1 + 4ρ
‖
n
2
Rn(ρ
‖
n) = lL,nρ
‖
n
(
1 +
1
4ρ
‖
n
2
)
.
The computation of higher order terms is carried out according to eq. (2.51). Essentially
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pikL
ρpol[arb.units]
ρ‖[arb.units]
Figure 2.5: Trajectories of an electron colliding head on with a laser pulse with shape
derived from eq. (2.6) with nC = 2 and central wavelength λL = 800nm for a
focusing of w0 = 2λL (red), w0 = λL (green) and w0 = λL/2 (blue, corresponds
to a focal spot size of λL). For comparison the plane wave trajectory is shown
in gray dashes.
the found behaviour is explained by the observation that the focusing to a Gaussian beam is
a linear operation on the laser field and doesn’t mix its frequency components. Accordingly
one can picture the focused laser beam as a superposition of frequency components focused
to the same focal spot as sketched in fig. 2.4. We wish to point out that eqs. (2.58)
and (2.60) are exact in the temporal focusing of the plane wave field. There was no need
for a slowly varying envelope approximation ∂ηg(η)/g(η) ≪ 1. In such a short laser pulse,
focussed to small spot sizes, the classical electron trajectory may be significantly changed,
as can be traced in fig. 2.5, where we show the trajectory only within the ǫL-kL plane,
as was motivated below figs. 2.2. From that figure we also conclude that the plane wave
approximation gives useful results for the trajectory already for a focusing as small as
w0 ≥ 2λL.
2.2 Quantum electrodynamics
It is in order to shortly review the fundamental concepts of QED. The basic concept of
this highly successful theory is, that all electrically charged elementary particles, as well
as the gauge particles mediating the electromagnetic interaction between them, have to be
interpreted as excitations of quantum fields. The fundamental quantity of the accordingly
required field theory for the coupling of a charged spinor field Ψ(x) with an electromagnetic
potential Aµ(x) is the Lagrangian of quantum electrodynamics [Land 91, Pesk 95]. The
Lagrangian is not unique, since due to gauge invariance several expressions will lead to
equivalent equations of motion of the described fields. One may take advantage of this
freedom and employ an expression of the QED Lagrangian, which circumvents several
problems such as the vanishing of the conjugate momentum of the photon field [Grei 02,
Frad 91]. To enable a canonical quantization scheme for the photon field, we will employ
the so-called Fermi-Lagrangian [Mand 84] for its description, turning the QED Lagrangian
into the expression
LQED = Ψ(x) (i /D −m)Ψ(x)− 1
8π
∂νAµ(x)∂
µAν(x). (2.62)
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Here Dµ(x) = ∂µ + ieAµ(x) is the so-called gauge covariant derivative [Pesk 95]. The
equations of motion for the involved fields Φ(x) ∈ [Ψ(x),Ψ(x), Aµ(x)] are obtained as
extremal points of the variation of the action with respect to the corresponding fields, as
is usual in Lagrangian field theory, resulting in the Euler-Lagrange equations
∂µ
(
∂L
∂(∂µφ(x))
)
− ∂L
∂φ(x)
= 0. (2.63)
This procedure results in the Dirac equation and its conjugate for the spinor field, its
conjugate and the photon field, respectively [Dira 28]
(i /D(x)−m)Ψ(x) =0 (2.64a)
Ψ(x)(i /D(x) +m) =0 (2.64b)
Aµ(x) = 4πejµDirac(x) =4πeΨ(x)γ
µΨ(x). (2.64c)
Given in this form the fields Ψ(x),Ψ(x), Aµ(x) are classical unquantized quantities. Since
one is now interested in a relativistic theory of interacting particles, one naturally has to
consider a multi-particle theory, since particles may be created or annihilated taking or
providing the amount of energy corresponding to their rest masses, respectively [Pesk 95].
The fields will then be represented by operators, acting on a space of physical quantum
states, representing the number of existing particles. To quantize the theory one introduces
conjugate momenta for the fields according to
πΨ(x) =
∂L
∂(∂tΨ(x))
= iΨ(x)γ0 = iΨ†(x) (2.65a)
πΨ(x) =
∂L
∂(∂tΨ(x))
= 0 (2.65b)
πµA(x) =
∂L
∂(∂tAµ(x))
= − 1
4π
∂tA
µ(x). (2.65c)
The problem that in these equations the conjugate momentum of the conjugate spinor
field Ψ vanishes, can be resolved by symmetrizing the Lagrangian (2.62) and does not
cause any particular difficulties [Land 91]. The Hamiltonian of the theory is formed in the
standard way
H(t) =
∫
dx
(
πΨ(x)∂tΨ(x) + π
µ
A(x)∂tAµ(x)− L(Ψ(x),Ψ(x), Aµ(x))
)
= HDirac(t) +HMaxwell(t) +Hint(t), (2.66)
HDirac(t) =
∫
dx Ψ(x)(−iγ∇+m)Ψ(x)
HMaxwell(t) =
1
8π
∫
dx
(−πµA(x)πA,µ(x) + ∂νAµ(x)∂µAν(x))
Hint(t) = e
∫
dx jµDirac(x)Aµ(x).
To now quantize the theory one interprets the above fields, as well as the derived Hamil-
tonian, as Schro¨dinger picture operators, indicated by a superscript S, and subjects them
to the anti-commutation and commutation relations for the fermionic and bosonic fields,
respectively [
ΨˆSr (x), Ψˆ
S†
q (x
′)
]
+
= δrqδ
(3)(x− x′) (2.67a)
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[
AˆSµ(x), πˆSνA (x
′)
]
−
= igµνδ(3)(x− x′) (2.67b)[
ΨˆSr (x), Ψˆq(x
′)
]
+
=
[
ΨˆS†r (x), Ψˆ
S†
q (x
′)
]
+
= 0[
AˆSµ(x), AˆSν(x′)
]
−
=
[
πˆSµA (x), πˆ
Sν
A (x
′)
]
−
= 0.
where we have written the spin indices of the spinor fields ΨˆS, Ψˆ
S
explicitly. In the
Schro¨dinger picture operators do not carry a dynamic time dependency, whence the time
dependency in eq. (2.66) can be only due to an explicitly time dependent field, as e.g.
an external electromagnetic current. The dynamical evolution of quantum systems is
governed by the evolution of the quantum states, which obey the Schro¨dinger equation
i
d
dt
|Ψ, A; (t)〉S = HˆS |Ψ, A; (t)〉S , (2.68)
where HˆS is the Schro¨dinger picture Hamiltonian from eq. (2.66), with the entering fields
understood as operators. For the sake of simplicity we do not consider an explicit time
dependence of the Hamiltonian. Equation (2.68) can formally be integrated by defining a
time evolution operator
|Ψ, A; (t)〉S =UˆS(t, t0) |Ψ, A; (t0)〉S (2.69)
UˆS(t, t0) =Tˆ exp
[
−i
∫ t
t0
dtHˆS
]
, (2.70)
where Tˆ denotes time ordering [Land 91, Mand 84]. Even though we do not consider
an explicitly time dependent Hamiltonian at this point, we introduce this general notion
already for later convenience. For eq. (2.70), however, no exact solution is known. It is
thus customary to transform the quantum states and operators to the interaction picture
of quantum dynamics. To this end one splits up the full Hamiltonian into its free and its
interaction part
HˆS = HˆS0 + Hˆ
S
int (2.71a)
HˆS0 = Hˆ
S
Dirac + Hˆ
S
Maxwell. (2.71b)
The transition from the Schro¨dinger to the interaction picture is accomplished by the
unitary transformation
OˆI(t) = UˆS†0 (t, t0)OˆSUˆS0 (t, t0) (2.72a)
|Ψ, A; (t)〉I = UˆS†0 (t, t0) |Ψ, A; (t)〉S (2.72b)
UˆS0 (t, t0) = Tˆ exp
[
−i
∫ t
t0
dtHˆS0
]
, (2.72c)
where the superscript I denotes states and operators in the interaction picture. In this
picture both states and operators carry a dynamic time evolution, however, with differ-
ent governing equations. For the evolution of states in the interaction picture, we find
a Schro¨dinger-type, whereas the time dependence of the operators is determined by a
Heisenberg-type equation
i
d
dt
OˆI(t) =
[
OˆI , HˆI0
]
(2.73a)
i
d
dt
|Ψ, A; (t)〉I = HˆIint |Ψ, A; (t)〉I . (2.73b)
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We note that due to the transformation law (2.72a) it holds HˆI0 ≡ HˆS0 . Evaluating
eq. (2.73a) for the field operators Ψˆ(x) and Aˆµ(x) we recover wave equations formally
equivalent to the classical equations of motion for the field modes eqs. (2.64). To describe
all degrees of freedom of the theory, we have to expand the full field operator in a complete
basis of solutions of the wave equation with operator-valued coefficients. We have to pay
attention that the wave equations (2.64) allow positive and negative energy solutions for
the photon and the spinor fields (see appendix B). Both contributions have to be included
in a complete basis, whence the expanded field operators read
Aˆµ(x) =
∫
dk
[
aˆkA
µ
k(x) + aˆ
†
kA
∗µ
k (x)
]
(2.74a)
Ψˆ(x) =
∫
dp
[
cˆpΨp(x) + dˆ
†
pΨ−p(x)
]
(2.74b)
Ψˆ(x) =
∫
dp
[
cˆ†pΨp(x) + dˆpΨ−p(x)
]
. (2.74c)
In this expression Aµk(x) are the solutions of the photon field wave equation to the spatial
wave vector k and aˆk, aˆ
†
k are creation and annihilation operators of this field mode.
In the fermionic field operators Ψ±p(x) and Ψ±p(x) are positive and negative energy
solutions of the free wave equation for the fermionic fields to the spatial momenta ±p and
the coefficients cˆp and cˆ
†
p (dˆp, dˆ
†
p) are the according electronic (positronic) creation and
annihilation operators, respectively.
The Schro¨dinger-type eq. (2.73b), governing the time evolution of quantum states in
the interaction picture, can be formally integrated out, in analogy to eq. (2.69), yielding
an explicit time evolution of the form
|Ψ, A; (t)〉I =Uˆ I(t, t0) |Ψ, A; (t0)〉I (2.75)
Uˆ I(t, t0) =Tˆ exp
[
−i
∫ t
t0
dtHˆIint
]
,
Although also for eq. (2.75) no closed analytical solution has been found so far, this type
of time evolution is well suited for a perturbative approach, due to the smallness of the
coupling constant |e| ≈ 137−1/2 at low energies (recall Hint ∝ e). In fact, it is possible
to truncate the exponential series, as which the operator Uˆ I(t, t0) is defined, at a desired
order of accuracy of perturbation theory. Every interaction between the fermionic and
photon fields is then treated as a small perturbation of the free theories. The result of
this procedure are the well-known Feynman diagrams of free QED (see section 2.2.2 and
[Pesk 95, Land 91]). As a fixed basis for the space of states evolving according to eq. (2.75),
one chooses the Fock representation, with each state |. . . nk . . . ; . . . np . . . 〉 corresponding
to a given number of photons nk in the momentum mode k and a number of massive
fermions np in the mode p. The ground state of this basis is then the vacuum state |0〉
defined by the action of the field annihilators on it
aˆk |0〉 = cˆp |0〉 = dˆp |0〉 = 0. (2.76)
A particular Fock state representing l k-mode photons andm(n) electrons with momentum
pe− (positrons with momentum pe+), is then formed from this vacuum state by the action
of field construction operators on it
∣∣lγk . . . ; . . . mpe− . . . ; . . . npe+〉 ∝ (aˆ†k)l . . .(cˆ†pe−)m . . .(dˆ†pe+)n . . . |0〉 . (2.77)
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2.2.1 Quantization in the presence of a strong external field
A perturbative expansion, as outlined in the last section is no longer possible, if the cou-
pling between the spinor and the electromagnetic fields, mediated by the coupling term
−e ∫ dt jµAµ in the Lagrange function (2.62), can no longer be treated as a small perturba-
tion. As was pointed out in chapter 1, the expansion parameter of the perturbation series
of the interaction between an electron and several photons from a strong laser field scales
is the intensity parameter ξ. Hence, a laser field exceeding ξ & 1 cannot be accounted
for perturbatively. Similarly, there are other strong fields imaginable, that do not lend
themselves to a perturbative treatment. In this case the spinor field has to be quantized in
the presence of the electromagnetic background field. This task is canonically reached by
investigating the quantum dynamics in the so-called Furry picture of quantum dynamics
[Furr 51, Frad 91, Land 91]. We will see, however, that large bits of the simpler discussion
of the free theory still maintain their validity with slightly changed definitions
The essential concept of the Furry picture is to employ a split up of the QED-Hamiltonian
differing from eq. (2.71). To this end, one takes advantage of the physical fact, that elec-
tromagnetic fields, which are sufficiently strong to render the perturbative approach dis-
favorable, usually fulfill two assumptions: All photons in the field stem from one coherent
source, realized by e.g. an atomic nucleus or a laser field. Secondly due to the tremendous
photon-flux densities present in high-intensity laser fields, these fields can be treated as un-
quantized, neglecting the single photons’ quantum dynamics. To obtain the Furry picture
one can then split up the electromagnetic potential entering the Hamiltonian eq. (2.66)
into two separate components
Aµ(x) = Aµext(x) +A
µ
rad(x), (2.78)
where Aµext(x) is the explicitly time dependent strong external electromagnetic potential.
To treat the potential Aµext(x) as an unquantized field, one must not raise it to an operator
level and impose no commutation relations on its components. Hence any contribution
to the Hamiltonian operator, depending solely on Aµext(x) can be omitted. The second
contribution Aµrad(x) is the total of all remaining electromagnetic field modes, not belong-
ing to the strong external field. In particular all single emitted (or absorbed) photons
are excitations of this field term, hence the index referring to radiation. Inserting this
expansion into eq. (2.66), we find that the QED Hamiltonian takes the form
H(t) = HDirac(t) +H
ext
int (t) +H
rad
Maxwell(t) +H
rad
int (t). (2.79)
The term HDirac(t) is the same as in eq. (2.66), the terms H
ext,rad
Maxwell(t) are derived from that
equation by replacing Aµ → Aµext,rad. In eq. (2.79) terms coupling the two four potentials
Aµext to A
µ
rad were already dropped, since they do not influence the equations of motion of
these fields. In the Furry picture the above Hamiltonian is split up according to
H(t) = HFurry0 (t) +H
Furry
int (t) (2.80)
HFurry0 (t) = HDirac +H
ext
int (t) +H
rad
Maxwell
HFurryint = H
rad
int , (2.81)
where the explicit time dependence of the free Hamiltonian of the Furry picture HFurry0 (t)
is indicated. The transition from the Schro¨dinger to the Furry picture is accomplished by
the unitary transformation
OˆF (t) =
(
UˆFurry0 (t, t0)
)†
OˆSUˆFurry0 (t, t0) (2.82a)
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|Ψ, A; (t)〉F =
(
UˆFurry0 (t, t0)
)† |Ψ, A; (t)〉 (2.82b)
UˆFurry0 (t, t0) = Tˆ exp
[
−i
∫ t
t0
dtHˆFurry0 (t)
]
. (2.82c)
Due to the explicit time dependence of HˆFurry0 (t), caused by the external electromagnetic
current, the time ordering is indispensable in the definition of the time evolution operator
of the Furry picture UˆFurry0 (t, t0). We can then largely adopt the discussion subsequent
to eq. (2.71), albeit, respecting the changed definitions of the free and interaction Hamil-
tonian. In particular, the quantization schemes of the fermionic fields and the field Aµrad
are analogous to the discussion of the previous section. The intricacies of the fact that
now the free Hamilton operator HˆFurry0 (t) is explicitly time dependent can be found e.g. in
[Frad 91]. We do not repeat those discussions but directly turn to discussing the dynamic
evolutions of the quantized fermionic field operators. Analogous to eqs. (2.73) we find
the dynamic evolution of operators and states in the Furry picture to be governed by the
equations
i
d
dt
OˆF (t) =
[
OˆI , HˆFurry0
]
(2.83a)
i
d
dt
|Ψ, A; (t)〉F = HˆFint |Ψ, A; (t)〉F . (2.83b)
Please note that the interaction Hamiltonian in the Furry picture is given by the expression
HˆFint =
(
UˆFurry0 (t, t0)
)†
HˆFurryint Uˆ
Furry
0 (t, t0) = e
∫
dx Ψˆ
F
/ˆA
F
rad Ψˆ
F . (2.84)
Solving the operator equation eq. (2.83a), we find the wave equation(
/∂ − e/ˆAFext −m
)
ΨˆF (x) = 0, (2.85)
which is just the Dirac equation in the presence of the assumedly strong external potential
Aµext. We find that the operators of the fermionic fields are given by an expression analogous
to eq. (2.74)
ΨˆAext(x) =
∫
dp
[
cˆpΨp,Aext(x) + dˆ
†
pΨ−p,Aext(x)
]
(2.86a)
ΨˆAext(x) =
∫
dp
[
cˆ†pΨp,Aext(x) + dˆpΨ−p,Aext(x)
]
, (2.86b)
where only in this case the wave functions Ψ±p,Aext(x) need to fulfill the Dirac equation
in the presence of Aext, analogous to eq. (2.85) and the coefficients cˆp and cˆ
†
p (dˆp, dˆ
†
p) are
the creation and annihilation operators of these field modes.
Summarizing the above discussion we state that, to obtain the Furry picture, the poten-
tial term Aµext is attributed to the free Hamiltonian H0 of the interaction picture. Hence it
becomes clear, why this contribution to the electromagnetic potential is labeled external :
It enters the equation of motion of the spinor field as an additional term, independent
of the interaction of the spinors with the radiation field. Furthermore, since Aµext is not
written as an operator term, it is obvious that in the Furry picture the external potential
is not quantized, but treated as a classical current. The dynamic evolution of the Furry
picture states, given by eq. (2.83b), is determined by the radiation field modes. The in-
teraction with these - assumedly weak - field modes, however, is again of order αQED and
thus accessible to a perturbative expansion as we wish to outline in the following section.
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2.2.2 The S-Matrix expansion
A key role in the investigation of QED is taken by scattering experiments. A typical
experiment of this kind would be the respective scattering of an electron and an intense
laser pulse. To describe such scenarios theoretically, one relies on the S-Matrix formalism,
where the S can be understood to mean scattering. The idea underlying this formalism
is, that the interaction is confined to a small region in space and time, as is reasonable
for a realistic laboratory experiment. The particles entering and leaving the interaction
region can then be considered to origin from and propagate to an infinitely remote past
and future, respectively, without further interaction. In the Furry picture the evolution
equation for the states (eq. (2.83b)) can be formally integrated in analogy to eq. (2.75)
resulting in an equation of the form
|Ψ, A; (t)〉F =UˆF (t, t0) |Ψ, A; (t0)〉F (2.87a)
UˆF (t, t0) =Tˆ exp
[
−i
∫ t
t0
dtHˆFint
]
. (2.87b)
A given initial state, formed at a time ti can then be projected onto a complete basis of
states, formed at a time tf , after the scattering took place [Land 91]∑
f
|Ψf , Af ; (tf )〉F F 〈Ψf , Af ; (tf )| Ψi, Ai; (ti)〉F
=
∑
f
|Ψf , Af ; (tf )〉F UˆFfi(tf , ti), (2.88)
where we defined the evolution operator matrix elements
UˆFfi(tf , ti) =
F 〈Ψf , Af ; (tf )|UˆF (tf , ti) |Ψ, A; (ti)〉F . (2.89)
The subscripts refer to the initial and f inal state, respectively. To capture an experimental
scattering scenario as described above, one then has to consider states formed at ti → −∞
and observed at tf →∞. The scattering matrix in the Furry picture is thus recovered by
the limit
SFfi = U
F
fi(tf →∞, ti → −∞)
= F 〈Ψf , Af ; (tf )|SˆF |Ψi, Ai; (ti → −∞)〉F , (2.90)
in analogy to the ordinary QED result, obtained in the interaction picture [Land 91]. The
entries of the infinitely dimensional S-Matrix can then be understood as amplitudes of a
given initial state to evolve into a specific final state. The scattering operator in the Furry
picture is then in accordance with eq. (2.75)
SˆF = Tˆ exp
[
−i
∫ ∞
−∞
dtHFint(t)
]
= Tˆ exp
[
−ie
∫
d4x Ψˆ
F
/ˆA
F
rad Ψˆ
F
]
, (2.91)
The scattering operator in the Furry picture thus only describes the interaction with the
quantized radiation field. From eq. (2.91) one then constructs the usual perturbation
series in orders of the exponential operator function. This perturbation series can then
also be represented by Feynman graphs. However, all electron states in the Furry pic-
ture perturbation series are formed in the presence of the strong electromagnetic potential
Aµext(x). This particularity is conventionally indicated in the Feynman graph representa-
tion of the Furry picture, by drawing double lines for the electron states and propagators.
This convention is adopted in the thesis and we will explicitly call attention to Feynman
graphs which are drawn with single lines for the electron states, which are then ordinary
perturbative QED graphs.
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The Volkov solution
According to the theory outlined in the previous section, we can take arbitrary external
fields analytically into account in QED, as long as we can provide an exact solution of
the Dirac equation (2.64a) in the given electromagnetic field. Unfortunately there exists
only a fairly limited class of electromagnetic fields, the Dirac equation has been solved for
analytically so far. One such known solution is given for the case of the external potential
being a plane wave [Volk 35, Land 91]. For many applications, treating a laser field as
a plane wave is a sufficiently good approximation. Furthermore, the plane wave solution
is the leading order approximation to the electron state function, even for the external
field being a focused Gaussian beam (see appendix C). To obtain a solution of the Dirac
equation one multiplies eq. (2.64a) from the left with the operator
(
/ˆp− e /AL +m
)
to arrive
at the second order differential equation[(
/ˆp− e /AL
)2 −m2 − i
2
eFµνσ
µν
]
Ψ(x) = 0, (2.92)
where we used the antisymmetric tensor of the Dirac matrices defined in appendix B.
Equation (2.92) is usually the starting point of the derivation. Recalling the Lorenz gauge
condition we have ∂µA
µ
L = 0 and /p/p = p
2, the square operator term is evaluated to(
/ˆp− e /AL
)2
= −∂µ∂µ − 2ie
(
AµL∂µ
)
+ e2A2L, (2.93)
where the four dimensional unit matrix is not written explicitly. Due to the known plane
wave solutions of the free Dirac equation (see appendix B) it is sensible to expect the
change in the wave function due to the external field to be summable in a prefactor,
leading to the ansatz
Ψp(x) = e
−ipxFp(η). (2.94)
Inserting this expression into eq. (2.92) and expanding the square operator term as shown
above one arrives at the equation
2i(pkL)F
′
p(η) +
[−2e (pAL) + e2A2L − ie/kL (∂η /A(η))]Fp(η) = 0. (2.95)
This equation, however, is a simple first order differential equation for the prefactor Fp(η)
which is readily integrated to yield the expression
Ψp(x) = e
−ipx exp
[
−i
∫ η
0
dφ
(
e(pAL(φ))
pkL
− e
2A2L(φ)
2(pkL)
)
+ e
/kL /AL(φ)
2(pkL)
]
up√
2εV
. (2.96)
with a yet arbitrary spinor up and normalization factor (2εV )
−1/2. The exponential se-
ries involving Dirac matrices is seen to vanish after its linear term, due to the relation(
/kL /AL
)2
= 0. To eliminate all solutions of the second order eq. (2.92), which are not
solutions of the original first order Dirac eq. (2.64a), we demand the solution to fulfill this
first order equation at any point in space. For an arbitrarily small damping in the field
AL(η) this request at |r| → ∞ goes over into(
/ˆp−m
)
up = 0, (2.97)
whence we conclude that the request of the constant spinor in eq. (2.96) to be a solution of
the free Dirac equation (see appendix B) is already sufficient to ensure that the following
wave functions are solutions of the Dirac equation in the presence of a plane wave
Ψp(x) =
[
1 + e
/kL /AL(η)
2(pkL)
]
up√
2εV
eiSp(η). (2.98)
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This wave function is called Volkov function after D. Volkov who first published its deriva-
tion. The exponential phase given by
Sp(η) = −px− gp(η) (2.99)
gp(η) =
∫ η
0
dφ
(
e(pAL(φ))
pkL
− e
2A2L(φ)
2(pkL)
)
.
It is noteworthy that eq. (2.99) is equivalent to the action of a classical electron in a plane
wave fields given in eq. (2.24) rendering the Volkov solution explicitly quasiclassical. It is
further customary to assign a separate symbol to the combined matrix and exponential
prefactors according to [Ritu 85]
Ep(x) =
[
1 + e
/kL /AL(η)
2(pkL)
]
eiSp(η), (2.100)
which is called the Ritus matrix. To obtain the Dirac current associated with the Volkov
functions we need the Dirac conjugate of eq. (2.98)
Ψp(x) =
u¯p√
2εV
Ep(x), (2.101)
with the conjugate of the Ritus matrix defined in accordance with eq. (2.100)
Ep(x) =
[
1 + e
/AL(η)/kL
2(pkL)
]
e−iSp(x). (2.102)
In eqs. (2.103) we summarize the action of the Dirac operator on the Ritus matrices, the
resulting explicit commutation relation with the contraction of the momentum with the
Dirac matrices as well as the fact that the Ritus matrix and its Dirac conjugate are their
respective inverse (
i/∂ − e /AL
)
Ep(x) = Ep(x)/p (2.103a)
Ep(x)
(
i/∂ − e /AL
)
= −/p Ep(x) (2.103b)[
E(p, x), /p
]
=
[
/p,E(p, x)
]
= e /A(x)− eA(x)p
kLp
/kL (2.103c)
Ep(x)Ep(x) = 1
4. (2.103d)
We stress that the Ritus matrices depend nontrivially only on the laser phase η or equiv-
alently the x−-coordinate. For later convenience we write the part of Ep(x), depending
solely on x− explicitly
Ep(x
−) =
[
1 + e
/kL /AL(x
−)
2(pkL)
]
e−i(p
+x−+gp(x−)), (2.104a)
Ep(x
−) =
[
1 + e
/AL(x
−)/kL
2(pkL)
]
ei(p
+x−+gp(x−)), (2.104b)
where we recall the discussion in connection to to eq. (2.5). The Volkov current is accord-
ingly found to be
jµp (η) = Ψpγ
µΨp =
1
εV
(
pµ − eAµL(η) + kµL
[
e
pAL(η)
pkL
− e
2A2L(η)
2(pkL)
])
. (2.105)
We note that the expression in round brackets is equivalent to the classical electron mo-
mentum in a plane wave from eq. (2.31a). If we consider the external plane wave field
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to be confined in time such that AL(η → ±∞) → 0, we infer that Volkov solutions,
formed in the far past and future, are normalized to one particle per volume V . Hence, we
can employ the usual state statistics for computing scattering probabilities for a pulsed
field entering the Volkov solutions. Finally, owing to some discussion that was had on
the topic, we state that the Volkov solutions are orthogonal and normalized according to
[Land 97, Prak 68, Ritu 85, Zako 05]
V
(2π)3
∫
dx Ψp′(x)γ
0Ψp(x) = δ
(3)(p′ − p). (2.106)
It has recently been proven that the Volkov solutions fulfill the completeness relation
[Boca 11]
V
(2π)3
∫
dp Ψp(x)γ
0Ψp(y) = δ
(3)(x− y). (2.107)
For the Ritus matrices eqs. (2.100) and (2.102) this implies the orthogonality and com-
pleteness relations∫
d4p
(2π)4
Ep(x)Ep(y) = δ
(4)(x− y),
∫
d4x
(2π)4
Ep′(x)Ep(x) = δ
(4)(p′ − p). (2.108)
Having established the mentioned properties of the Volkov solutions we may feel free to
use them as a basis for building a SF-QED field theory.
The Volkov propagator
Irrespective of the picture in which the quantum dynamics are described, in addition to
wave functions for the incoming and outgoing particles, in QED one is in need of the two-
point Green’s function or the propagator of the involved quantum fields. By virtue of the
above given argument, that in tree level QED electromagnetic potentials do not interact,
the dressed photon Green’s function equals its free counterpart. The Green’s function of
a charged spinor field, on the other hand, is altered by including an external potential. In
fact, the defining equation of the Green’s function of the Dirac equation to an external
plane wave potential AL(η) is [Land 91](
i/∂ − e /A−m)G(x, y) = δ(4)(x− y). (2.109)
The Green’s function solving this equation can be expressed as [Reis 66b, Ritu 85]
G(x, y) = lim
ǫ→0
∫
d4p
(2π)4
Ep(x)
/p+m
p2 −m2 + iǫEp(y), (2.110)
as can be checked by employing eqs. (2.103a) and (2.103b). The pole prescription of
eq. (2.110) is the Feynman prescription of the free propagator [Pesk 95]
Gfree(x, y) = lim
ǫ→0
∫
d4p
(2π)4
/p+m
p2 −m2 + iǫe
−ip(x−y), (2.111)
to which the given dressed propagator reduces in the limit AL → 0. This prescription for
bypassing the poles of eq. (2.110) ensures that for x0 < y0, corresponding to propagation
forward in time, only positive energy solutions (ε > 0) of eq. (2.64a) enter eq. (2.110),
whereas in the opposite case x0 > y0, corresponding to propagation backwards in time,
the negative energy components (ε < 0) are described.
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Separating these two cases ab initio, we can split up the time ordered product Tˆ {. . . }
in the definition of the dressed propagator [Land 91] into its respective forms
G(x, y) = −i 〈0| Tˆ
{
Ψˆ(y)Ψˆ(x)
}
|0〉 =
{
−i 〈0| Ψˆ(x)Ψˆ(y) |0〉 if x0 > y0
i 〈0| Ψˆ(y)Ψˆ(x) |0〉 if x0 < y0
, (2.112)
using the Dirac field operators eqs. (2.74b) and (2.74c) expanded in the basis of Volkov
functions. By virtue of the commutation relations eq. (2.67a) one then finds a result
equivalent to eq. (2.110), as it has to be.
In a monochromatic external plane wave fields the dressed electron propagator of SF-
QED features infinitely many singularities depending on the number of photons absorbed
from the external field [Olei 67, Beck 76]. These resonances were addressed in numer-
ous work employing the dressed electron propagator in monochromatic fields to compute
numerous physical quantities such as lepton pair creation [Mull 06, Mull 08c, Di P 09b,
Kraj 11], lepton-lepton scattering [Pane 04a, Pane 04b], resonant lepton-photon scatter-
ing (e.g. bremsstrahlung if the external photon is a nuclear Coulomb field photon)
[Schn 07, Lots 07] and, on a more fundamental level, those resonances were also inves-
tigated in the study of the electron self-energy [Eber 66]. These poles are located at the
dressed mass m∗, which is discussed in the following section. In contrast to those previ-
ous works, there has been some effort to study SF-QED processes involving the dressed
electron propagator in pulsed plane wave fields [Padu 10, Voro 11]. There the authors,
however, considered the strongly restrictive condition of temporally only mildly focussed
(ωτ ≫ 1) and low intense (ξ ≪ 1) fields.
2.2.3 Interaction with a monochromatic laser wave
In this chapter we outline the quantum analysis of the scattering between of an electron
from a monochromatic laser wave, in analogy to the discussion of section 2.1.2. As dis-
cussed there, modeling the laser field as monochromatic allows for great simplifications
in the calculations. In fact, most of the theoretical works on nonlinear Compton scat-
tering, performed before this thesis was started, considered a monochromatic laser wave
[Brow 64, Niki 64, Baie 75, Ritu 85, Ivan 04, Harv 09]. There had been some work on
electron scattering from a laser pulse of duration τL and frequency ω [Naro 96], but there
the authors considered a pulse explicitly violating eq. (1.9), i.e. a pulse containing many
cycles of the carrier field. In this case, as one can see from equations (2.31), the classical
electron trajectory is strictly monotonic. Comparable to the Fourier decomposition of the
radiation formula eq. (2.17) it is possible to expand the Volkov states, and equally the
dressed propagator in a Fourier series. To this end we consider a monochromatic laser
wave of the form ψA(η) = sin(η) (the discussion for ψA(η) = cos(η) is analogous), whence
the Volkov solutions becomes analytically integrable, yielding
Ψp(x) =
[
1 + e
/kL /AL(η)
2(pkL)
]
up√
2εV
e−iS
m.c.
p (η), (2.113)
with the monochromatic exponential Sm.c.p (η) = α cos(η)+β sin(2η)+qx. In this expression
we defined the quantities
qµ = pµ +
m2ξ2
4(pkL)
kµL (2.114a)
α = −epAL
pkL
(2.114b)
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β = −e
2A2L
8pkL
. (2.114c)
The so-called dressed momentum qµ contains an additional momentum component along
the laser’s wave vector kL, which arises due to the non-vanishing average over the square
contribution of the laser wave in the classical action and is thus attributed to the wiggling
motion of the electron in the laser wave. The square of the dressed momentum yields the
dressed mass m∗ at which the poles of the electron propagator in a monochromatic laser
wave are located
q2 = m2
(
1 +
m2ξ2
2
)
=: m∗2. (2.115)
This dressed mass exceeds a free electron’s rest mass by an intensity dependent term
m∗2 − m2 = m2ξ2/2. This mass increase is caused by the periodic wiggling motion the
electron undergoes inside the strong laser wave providing it with additional energy, which
translates to an increased mass. We will find that when considering a laser pulse, the
divergences from eq. (2.110) are naturally regularized and the dressed mass loses its un-
ambiguous meaning. Though this observation does not render the concept of a dressed
mass obsolete, it is clear that it will definitely need further investigation (see section 3.5
and [Harv 12]). The expression for the Volkov states (2.113) allows for the deployment of
the generating function of Bessel functions analogous to eq. (2.40) from classical electro-
dynamics. Utilizing the relation
sini(η)e−i(α sin(η)+β sin(2η)) =
∞∑
n=−∞
Ci,ne
−inη (2.116)
where the coefficients are defined according to [Ritu 85]
Ci,n =
1
2π
∫
dη′ sin(η′)ei(α sin(η
′)+β sin(2η′)−nη′) (2.117)
allows then for a Fourier expansion of eq. (2.113) resulting in
Ψp(x) =
∞∑
n=−∞
[
C0,n + e
/kL /AL
2(pkL)
C1,n
]
up√
2q0V
e−i(q+nkL)x. (2.118)
The replacement ε → q0 in the normalization of the monochromatic wave function is
due to the special form of an infinitely stretched external laser field. The wave functions
are required to be normalized to one particle per normalization volume and as in the
monochromatic case one cannot perform the limit AµL(η → ±∞) = 0, one has to average
this quantity over one laser cycle, yielding
j¯µp (η) =
1
q0V
(
pµ − kµL
m2ξ2
4(pkL)
)
=
qµ
q0V
, (2.119)
which again corresponds to one particle per volume V . Equation (2.118) is now well suited
for computing scattering matrix elements, since the exponential factors will always cancel
the four dimensional space-time integration, to give a momentum conserving δ-function
of the form δ(4)(
∑
in q −
∑
out q), i.e., where in the sums for spinor particles there have to
be inserted the dressed momenta q, whereas uncharged particles, such as photons, enter
with their ordinary free momentum. Illustrating this concept at the exemplary process
of an electron of initial momentum pi being scattered by a monochromatic laser wave,
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described by AL(η) into a final momentum state qf upon emission of a single photon with
wave vector k1, the scattering matrix amplitude is given by [Ritu 85]
Sfi = −i
√
2πe√
ω1V
∫
d4x Ψpf (x)/ǫ
∗
1e
ik1xΨpi(x), (2.120)
where for the emitted photon the free wave function
Aµ1 =
√
4π√
2ω1V
ǫµ1e
ik1x (2.121)
solving eq. (2.1) is employed with the polarization index not written explicitly. Expand-
ing this expression now into a Fourier series analogously to eq. (2.118) one obtains the
expression
Sfi = −i
√
πe(2π)4√
2ω1q0i q
0
fV
3
∞∑
n=−∞
u¯pfMnupiδ
(4)(qi + nkL − k1 − qf ), (2.122)
with the reduced matrix elements given by
Mn =
[
/ǫ∗1C0,n + e
(
/AL/kL
2(pfkL)
+ e
/kL /AL
2(pikL)
)
C1,n − e
2A2L(kLǫ
∗
1)
2(pikL)(pfkL)
/kLC2,n
]
. (2.123)
The scattering matrix element is then easily translated into an emission probability per
unit time by taking its modulus square, summing and averaging over all outgoing and
incoming particles’ spins and polarizations, respectively, and multiplying the result by the
phase space of the final state’s particles. The result of this procedure is given by
1
T
dWm.c. =
1
2
∑
{σ,λ}
|Sfi|2 dk1V
(2π)3
dpfV
(2π)3
=
e2
16πω1q0i q
0
f
∑
{σ,λ}
∞∑
n=−∞
∣∣u¯pfMnupi∣∣2 dk1dpfδ(4)(qi + nkL − k1 − qf ), (2.124)
where the square of the four dimensional δ-function yielded the customary factor (V T )/(2π)4,∑
{σ,λ} means the summation over all incoming and outgoing polarization and spin quan-
tum numbers and the additional factor 1/2 turns the sum over the initial state’s electron
spins into an average. In eq. (2.124) the three spatial δ-functions fix the final electron’s
spatial momentum, fixing final electron’s energy to the value q0f
2
= q0i
2
+ nω2L + ω
2
1 +
2 (qikL − qik1 − nkLk1). This procedure introduces a conversion factor |∂qf/∂pf |−1 =∣∣∣∂q‖f/∂p‖f ∣∣∣−1 into eq. (2.124). The fourth δ-function is customarily used to fix the outgoing
photon’s energy to the harmonic frequencies
ωm.c.1,n =
n(pikL)
(qi + nkL)n1
, (2.125)
with an integer n ∈ [0,∞]. In the classical limit k1kL ≪ pikL this expression goes
over to the classical harmonic formula (2.43), whence one concludes that the ordinary
Doppler shift can be recovered only in the limit ξ ≪ 1. Using the fourth δ-function in
eq. (2.124) to fix ω1 the values of eq. (2.125), introduces an additional factor of the form
[Ritu 85, Jauc 76] ∣∣∣∣∣d(q0f + ω1)dω1
∣∣∣∣∣ = (qi + nkL)n1q0f . (2.126)
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As a result of the described steps we obtain the final expression for the single photon
emission probability of an electron scattered from a monochromatic laser field per unit
time and solid angle
1
T
dWm.c.
dΩ1
=
e2ω1
16πq0i q
0
f
∣∣∣∣d(q0f+ω1)dω1
∣∣∣∣
∑
{σ,λ}
∞∑
n=−∞
∣∣u¯pfMnupi∣∣2 . (2.127)
In the same fashion one can easily obtain expressions for higher order SF-QED processes
in a monochromatic laser wave.
2.2.4 Interaction with a laser pulse
Concerning temporal compression, there has been an increasingly fast growing number
of works analyzing QED amplitudes of electrons interacting with plane wave laser fields
of arbitrary strength. These works, which are applicable to the realm of pulse durations
distinguished by eq. (1.9), were performed for single photon emission [Boca 09, Harv 09,
Hein 10a, Mack 11, Seip 11, Kraj 12, Mack 12b] and recently also for two photon emission
[Seip 12, Mack 12a]. This family of calculations, applicable to the rapidly evolving regime
of few-cycle laser pulses, is a research field of swiftly increasing interest and importance.
It is this research field the present thesis is dedicated to.
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3
Nonlinear single
Compton scattering
Nature uses only the longest
threads to weave her patterns, so
that each small piece of her fabric
reveals the organization of the
entire tapestry.
(Richard P. Feynman)
3.1 Introduction
The lowest order of the SF-QED perturbation series is described by Furry picture Feynman
diagrams with only one vertex. The only possible scattering process with only an electron
in the initial state is an electron with initial momentum pµi = (εi,pi) emitting a single
photon with wave vector kµ1 = ω1n1 and thereby changing its momentum to p
µ
f = (εf ,pf ).
The corresponding Feynman diagram is shown in fig. 3.1. Other possible lowest order
SF-QED processes such as pair creation by a high energetic photon or the corresponding
annihilation process, are connected to this process by crossing symmetry [Pesk 95]. In field
free QED a single vertex Feynman diagram does not correspond to a physical process, since
energy momentum conservation requires
pi = pf + k1. (3.1)
Squaring this relation gives the condition (pik1) = εiω1(1− βin1) = 0, which can only be
satisfied for ω1 = 0. A free electron thus cannot emit or absorb a free photon.
In SF-QED, however, the situation is fundamentally different, since the electron states
take an external laser field into account to all orders, which provides additional momentum
and allows the emission of a single photon even at tree-level as denoted by the double
line in fig. 3.1 for the electron state. In chapter 1 it was mentioned that this process
k1
pi pf
Figure 3.1: Furry picture Feynman diagram of NSCS
3.2 Matrix element and transition probability
has been abundantly investigated in classical electrodynamics (called nonlinear Thomson
scattering) as well as in the quantum regime (NSCS). Albeit, the works cited there were
mostly performed under the assumption of a monochromatic external laser wave. In this
chapter we will investigate NSCS in the presence of a laser pulse with arbitrary temporal
shaping. The interest in this type of process has been developing quite recently (see
section 2.2.4). We additionally note that, as long as we restrict ourselves to values of the
quantum parameter not exceeding χ ∼ 1, the main contribution to the overall quantum
radiation stems from NSCS. Two-photon emission is roughly αQED = e
2/~c ≈ 1/137 times
smaller than the process considered here [Ritu 85].
3.2 Matrix element and transition probability
The matrix element of the process depicted in fig. 3.1 is given by
Sfi = −i
√
4πe√
8ω1εiεfV 3
∫
d4x Ψpf (x)/ǫ
∗
1e
ik1xΨpi(x), (3.2)
where Ψpi(x) (Ψpf (x)) is the Volkov wave function from eq. (2.98) to the initial momentum
pµi (its conjugate to the final momentum p
µ
f ). Due to the fact that the field is modeled by
a plane wave, in eq. (3.2) all but one coordinate dependencies may be integrated out to
give
Sfi = NNSCS u¯pf Mfi up δ(3)
(
p⊥i − k⊥1 − p⊥f
)
, (3.3)
NNSCS = −i e
√
4π(2π)3√
8ω1 εf εi V 3
.
Here the notion δ(3)
(
p⊥i − k⊥1 − p⊥f
)
refers to the energy momentum conservation laws
for the three momentum components, perpendicular to p+ (see section 1.2). The reduced
matrix element in eq. (3.3) is given by
Mfi =
2∑
i=0
Γ˜i fi. (3.4)
Here we defined the dynamic integrals
fi =
∫ ∞
−∞
dx− ψiA(x
−)e−iS
k1
pi,pf
(x−)
(3.5)
Sk1pi,pf (x
−) = gk1pi,pf (x
−) + k+L γV (3.6)
gk1pi,pf (x
−) = k+L
∫ x−
−∞
dc−αV ψA(c−) + βV ψ2A(c
−), (3.7)
with the exponential phase Sk1pi,pf (x
−) describing an electron changing its momentum from
pµi to p
µ
f upon the emission of a photon with wave vector k
µ
1 . The definition (3.6) contains
the three parameters
αV = e
(
piA
pikL
− pfA
kLpf
)
(3.8a)
βV =
e2A2L
2
(
kLk1
(kLpf )(pikL)
)
(3.8b)
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γV = − k1pi
kLpf
. (3.8c)
The matrix prefactors in eq. (3.4) are given by the expressions
Γ˜0 = /ǫ
∗
1 (3.9a)
Γ˜1 = e
(
/AL/kL/ǫ
∗
1
2(kLpf )
+
/ǫ∗1/kL /AL
2(pikL)
)
(3.9b)
Γ˜2 = − e
2A2L (kǫ
∗
1)
2(pikL)(kLpf )
/k , (3.9c)
where /AL = AL/ǫL. We can trade the last parameter eq. (3.8c) for a new integration and
a δ-function in eq. (3.5) to find
fi = k
+
L
∫ ∞
−∞
dx−ds ψiA(x
−)e−i(g
k1
pi,pf
(x−)+k+
L
s)
δ(p+i − sk+L − k+1 − p+f ). (3.10)
The advantage of this representation of the dynamic integrals is that it introduces a four
dimensional energy momentum conservation into the scattering matrix element
Sfi ∝
∫
ds . . . δ(4)(pi − skL − k1 − pf ). (3.11)
This form of the the matrix element is also widely used [Harv 09, Hein 10a, Ilde 11, Seip 11]
and can equally be obtained by means of Fourier transformation. Equation (3.11) allows
for a physical interpretation of the parameter γV , as a continuous generalization of the
number of laser mode photons absorbed by the electron. In the present work, however, we
are going to base our analyses on eq. (3.3). Comparing eq. (3.6) to eq. (2.24) we find that
the exponential phase of the dynamic integrals is given by the difference of classical action
functionals for an electron in the presence of a plane wave laser field [Sara 70, Sala 97]
and a photon emission term
Sk1pi,pf (x
−) = Sclasspi (x
−)− Sclasspf (x−)− k1x. (3.12)
In this sense the scattering matrix element (3.3) is often referred to as quasi-classical. The
dynamic integral f0 is divergent because it does not contain the shape function ψA(x−)
as a preexponential, which goes to zero in the considered case of a pulsed laser field. The
integrand thus does not tend to zero for x− → ±∞. It can, however, be decomposed into
a linear combination of the other two dynamic integrals, which are well defined due to the
preexponential function ψA(x−). By partial integration we find∫ ∞
−∞
dx−e−ig
k1
pi,pf
(x−)−iγV k+Lx− = −
∫ ∞
−∞
dx−
∂x−g
k1
pi,pf
(x−)
γV k
+
L
e
−igk1pi,pf (x−)−iγV k
+
L
x−
= f0 = − (αV f1 + βV f2) . (3.13)
This decomposition can also be understood as a manifestation of gauge invariance [Ilde 11],
which requires
Sfi(ǫ
µ
1 → kµ1 ) = 0. (3.14)
To follow this argument one has to take advantage of the properties of the Ritus matrices
stated in eqs. (2.103), the energy momentum conservation of eq. (3.11) and the algebraic
relations (B.10). Using these ingredients in eq. (3.14) one finds
Sfi(ǫ
µ
1 → kµ1 ) ∝
∫
dx− Ψpf (x
−)/k1Ψpi(x
−)e−iS
k1
pi,pf
(x−)
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=
∫
dx− u¯pfE(pf , x)(/pi − γV /kL − /pf )E(pi, x)upie
−iSk1pi,pf (x−)
=−
∫
dx− u¯pf
[
αV ψA(x−) + βV ψA(x−) + γV
]
/kLupie
−iSk1pi,pf (x−) (3.15)
From the last line of the previous equation we arrive at a condition equivalent to eq. (3.13).
The energy momentum conservation of eq. (3.2) differs from the result for a monochro-
matic external field in that it is only three dimensional, whereas the result for a monochro-
matic field of section 2.2.3 contains a four dimensional energy momentum conserving δ-
function. This difference can be interpreted as the absence of a universal dressed mass as
a contrast to the monochromatic case (see section 3.5). We point out that three energy
momentum conservation laws suffice to fully determine the electron’s four momentum after
the scattering, since this has to additionally fulfill the mass shell condition p2f = m
2. By
virtue of this condition one finds, that the x−-component of this final momentum needs
to satisfy p−f > 0, whence one can determine the maximum energy which can be emitted
into a direction n1
ωMax1 =
εi(1 + βi)
1− nLn1 . (3.16)
From the four dimensional energy momentum conservation of eq. (3.11) we read off the
final electron energy
εf = εi − ω1 + k1pi
nL(pi − k1) . (3.17)
To include the regularization of f0 according to eq. (3.13) in the scattering matrix element
eq. (3.3) we only have to implement one redefinition. Instead of eq. (3.4) the reduced
matrix element has to be expressed as
Mfi =
2∑
i=1
Γi fi, (3.18)
with the dynamic integrals of eq. (3.5) and the coefficients containing the Dirac structure
of the scattering matrix element
Γ1 =
/AL/kL/ǫ
∗
1
2(kLpf )
+
/ǫ∗1/kL /AL
2(pikL)
− αV
γV
/ǫ∗1 (3.19)
Γ2 =
e2A2 (kLǫ
∗
1)
2(pikL)(kLpf )
/kL −
βV
γV
/ǫ∗1. (3.20)
Using this expression and taking the square of the δ-function following the arguments
given in appendix A, we can express the differential emission probability as
dW
dω1dΩ1
=
d3pfV
(2π)3
ω21V
(2π)3
1
2
∑
{σ,λ}
|Sfi|2 = e
2 ω1
(4π)2p−f p
−
i
1
2
∑
{σ,λ}
∣∣u¯pfMfiupi ∣∣2 . (3.21)
In this expression
∑
{σ,λ} as usual means the summation over all discrete incoming and
outgoing polarization and spin quantum numbers, where the additional factor 1/2 in front
of the sum turns the summation over the incoming spin quantum numbers into an av-
erage. The explicit result of this procedure was given in several recent publications
[Boca 09, Mack 11, Seip 11]. The three dimensional energy momentum conservation re-
sulting from |Sfi|2, according to eq. (A.11), is here used to fix the electron’s final mo-
mentum pµf . Equation (3.21) provides the probability of an electron, entering a plane
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Figure 3.2: Comparison of energy emission spectra, obtained via numerical integration of
eq. (3.21), to classical and monochromatic results for the interaction of an
electron with initial energy εi colliding head on with a laser pulse described
by eq. (2.6) with nC = 2. It is set εi = 50 MeV and IL = 2 × 1018 W/cm2
(ξ = 1, χ ≈ 5 × 10−4, see fig. 3.2(a)) and εi = 5 MeV and IL = 1020 W/cm2
(ξ = 7, χ ≈ 4× 10−4, see fig. 3.2(b)). The spectra are given in units of [sr−1].
wave laser field AµL(x
−) with an initial momentum pµi to emit a photon with wave vector
kµ1 . The dynamics of this process are fully encoded in the dynamic integrals fi, given in
(3.5). In general, these integrals are not analytically integrable. Consequently, to obtain
an emission probability from eq. (3.21) we will evaluate them by a numeric quadrature
scheme, described in chapter 5. However, their properties can be investigated in some
limiting cases. In appendix D we sketch how the asymptotic emission probabilities of
eq. (3.21) are recovered in the perturbative (section D.1), the classical (section D.3) and
the monochromatic limit (section D.2). The main results of these somewhat lengthy and
technical discussions, however, can be neatly summarized in a graphical display. As numer-
ical results in the following we present, in accordance with the discussion of appendix A,
energy emission spectra dE/dω1dΩ1, observed in a reference frame according to fig. 2.1. As
we also consider only linearly polarized laser pulses, the direction in which we observe
the radiation emitted is uniquely distinguished by the angle ϑ1 between n1 and nL (see
discussion subsequent to figs. 2.2). In connection with eq. (1.7) we found that the classical
limit is recovered in the regime χ ≪ 1. In this regime the emission spectra, obtained
from eq. (3.21) must agree with a classical result obtained from eq. (2.35). The formal
equivalence of these two expression in the classical regime is shown in section D.3. To
demonstrate it numerically, in fig. 3.2 we show the comparison of the two results, both
obtained by numerical integration. The emission is always observed close to the electron’s
initial direction of propagation ϑ1 = π−ϑ0/2. The angle ϑ0 = mξ/εi is shown to be of partic-
ular significance in section 3.3. Indeed we find a perfect match for varying laser intensities,
as long as χ ≪ 1 is satisfied. That for χ ∼ 1 the classical and the quantum result differ
strongly is demonstrated in fig. 3.3. In addition to the results of eqs. (2.35) and (3.21) in
figs. 3.2 we have also marked the positions of the harmonic frequencies, obtained from a
monochromatic analysis according to eq. (2.125). In fig. 3.2(a) we find differing, but still
somewhat related results for the positions of the first two resonance peaks in the NSCS
spectrum. In fig. 3.2(b), on the other hand, we find that even the 10th monochromatic
harmonic frequency significantly underruns the first resonance frequency of the NSCS re-
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Figure 3.3: Comparison of energy emission spectra, obtained via numerical integration of
eq. (3.21), to classical and monochromatic results for a the interaction of an
electron with initial energy εi = 5 GeV colliding head on with a laser pulse
described by eq. (2.6) with nC = 2 and intensities of IL = 2 × 1020 W/cm2
(ξ ≈ 10, χ ≈ 0.6). The spectra are given in units of [sr−1].
sult. We thus conclude that the monochromatic results are not suitable predict the photon
frequencies emitted by an electron scattered from a few-cycles laser pulse, not to mention
the width of the spectral resonance peaks. In section D.2, however, we demonstrate that
the monochromatic result in fact is reproduced, when considering a strictly periodic shape
function in the dynamic integrals of eq. (3.5). This result is equally evident from figs. 3.4.
There we show differential emission probabilities for an electron with initial energy εi = 10
MeV scattered from a laser pulse with intensity of I = 5 × 1018W/cm2 (corresponding to
an intensity parameter of ξ ≈ 1.5) modeled by eq. (2.8) for various numbers of switch-on
cycles nswitch, contained in the leading and trailing edge of the pulse, and flat-top cycles
nflat. This shape function tends to a pure sine wave for nflat →∞. We compute the spec-
tra for an observation angle ϑ1 = π and consider different numbers of cycles contained
in the pulses. We can clearly track the tendency towards the monochromatic emission
frequencies, indicated by the dashed vertical lines, for nflat →∞, alongside the increasing
suppression of the side peaks lying in the vicinity of the main peaks.
The perturbative limit, recovered in section D.1, is not backed up by numerical simu-
lations of eq. (3.21). We rather show how its reduces to the well studied limit of single
photon Compton scattering [Comp 23, Mand 84, Land 91] when one additionally assumes
the laser field to be monochromatic. Analyzing the perturbative limit without this ad-
ditional assumption, we find the emission probability to be given by a Fourier integral
over the Compton scattering probabilities from the respective modes of the scattering
laser pulse. This intuitive result has not been reported so far, to best of the author’s
knowledge.
As an important asymptotic limit, we next wish to explicitly demonstrate a highly useful
stationary phase approximation to the dynamic integrals in the ultra-relativistic regime
ξ, γ ≫ 1. Given this realm of applicability this scheme is complementary to the previously
mentioned low energy approximations.
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Figure 3.4: NSCS emission probabilities for the shape function eq. (2.8) with different
numbers of contained cycles. The dashed vertical lines lie at the odd harmonics,
obtained from analysis of a monochromatic laser pulse, according to eq. (2.125).
The probabilities are given in units of [(eV sr)−1].
3.3 Stationary phase approximation
Due to the general development of laser systems towards ever higher focused energy den-
sities, the limiting case of highest interest for this thesis is the case of very large laser
intensities ξ ≫ 1. Thus we will work out the approximation technique for this case to a
considerable degree. It will show, that the analytic results of this section intuitively result
in possible applications. The following discussion is going to be technically rather involved.
The main results of the stationary phase approximation, however, are summarized in a
text passage at the end of this section and the reader is referred to this recapitulation for
a concise overview.
In chapter 1 we saw that a relativistic electron, except for the emission of radiation,
can be described by means of a classical trajectory. We will thus lead the discussion
with some intuitive classical considerations, deduced from the discussion in section 2.1.
There it was shown that an electron scattered from a laser pulse fulfilling ξ ≫ 1 can
be regarded as relativistic throughout the whole interaction, even if it was initially at
rest. Since a relativistic electron radiates mostly along its instantaneous velocity (see
section 2.1), we expect the radiation to be emitted into those angular regions where the
electron propagates into. This region is determined by the ratio εi/mξ (see eq. (2.31b)),
whence we expect radiation mainly into regions close to polar angles π − ϑ1 ∼ mξ/εi for
εi ≫ mξ, ϑ1 ∼ εi/mξ for mξ ≫ εi or essentially within the whole interval ϑ1 ∈ [0, π]
for εi ∼ mξ. Furthermore since the electron will only propagate in the laser’s plane
of polarization the emission outside of this plane is confined to azimuthal angles inside
the instantaneous emission cone. The opening angle of this cone is proportional to the
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electron’s instantaneous energy which, according to eq. (2.31b), is given by ε(η) ∼ εi for
εi ≫ mξ and ε(η) ∼ ξ3 (εi/mξ) for mξ ≫ εi. The two scaling laws coincide for mξ ∼ εi as
they have to. Hence we conclude |ϕ1| ∼ min {ε/(mξ2),m/ε} ≪ 1. The same scaling holds
equally for |π − ϕ1|, which simply states that in the relativistic regime the electron radiates
only in the plane of polarization. Inserting these scaling laws into eqs. (3.8a) to (3.8c) for
the Volkov parameters entering the exponential phase Sk1pi,pf (x
−), we find can determine
the scaling properties of these parameters. We distinguish several scenarios where we first
assume quantum recoil to be negligible kLk1 ≪ pikL (see eq. (1.7)). In this case we find
αV , βV , γV ∼ ξ3. (3.22)
If recoil has to be taken into account (kLk1 ∼ pikL), the only difference to the recoil-less
case is that it no longer holds p−f ≈ p−i ∼ mγ, but p−f is considerably reduced by k−1 .
Thus an additional factor εi/p−
f
& 1 needs to be added for each factor. Thus for ξ ≫ 1
the parameters αV , βV , γV scale equally in ξ and are all very large. Consequently the
exponential phase in the dynamic integrals is very large and the integrals themselves are
highly oscillating. This allows for an evaluation of the integrals by means of the stationary
phase approximation. This method relies on the fact that integrals over rapidly oscillating
functions of the form exp[if(x)], |f(x)| ≫ 1, cancel themselves almost everywhere, except
in the vicinity of points where ∂xf(x) = 0. Such so-called points of stationary phase Ξ
−
0 ,
are distinguished for the dynamic integrals eq. (3.5) by the condition
∂
∂x−
Sk1pi,pf (x
−) = k+L
(
αV ψA(Ξ−0 ) + βV ψ
2
A(Ξ
−
0 ) + γV
)
= 0. (3.23)
For k+L 6= 0 this quadratic equation is solved by
ψA(Ξ−0 ) = −
αV
2βV
±
√(
αV
2βV
)2
− γV
βV
. (3.24)
For the important ratios of the exponential parameters from eq. (3.8), contained in this
equation, we find
αV
2βV
=
e
m2ξ2
(pfAL)(pikL)− (piAL)(kLpf )
kLk1
(3.25a)
γV
βV
= −2(k1pi)(pikL)
m2ξ2(kLk1)
(3.25b)
It was previously shown that the determinant of the square root in eq. (3.24) is always
imaginary and suppressed by ξ−1 [Mack 11]. We wish to briefly sketch the central points of
the calculation. By virtue of eqs. (3.25) and the energy momentum conservation contained
in eq. (3.3) the determinant can be written in the form(
αV
2βV
)2
− γV
βV
=(mξ)−2
[(
ǫLpi − ǫLk1 p
−
i
k−1
)2
− 2(k1pi)p
−
i
k−1
]
=− (mξ)−2
[(
k⊥1
(
p−i
k−1
)
− p⊥i
)2
+m2
]
. (3.26)
We consequently find the previous claim on the properties of eq. (3.24) confirmed. Trans-
lating eq. (3.24) to a solution for the stationary point Ξ−0 itself, we find an imaginary
contribution also suppressed as ξ−1. Due to its suppression, we can treat the imaginary
part of eq. (3.24) as a small perturbation to the full stationary point in the sense
Ξ−0 = ψ
−1
A
(
αV
2βV
+ iκ
)
(3.27)
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κ = ±
√
γV
βV
−
(
αV
2βV
)2
. (3.28)
The expression for Ξ−0 can then be expanded around κ = 0. We comment on the correct
choice of the sign of κ further down. The sketched procedure results in
Ξ−0 = x˚
− +
∂
∂κ
Ξ−0
∣∣∣∣
κ=0
κ+O(κ2) (3.29)
where we defined the real part of the stationary point x˚− = ψ−1A
(
− αV2βV
)
. The symbol is
chosen to make a clear distinction to the carrier-envelope phase x−0 = η0/k+L . According to
the inverse function theorem the differential with respect to κ is evaluated as
∂
∂κ
Ξ−0
∣∣∣∣
κ=0
=
∂ψA(Ξ−0 )
∂κ
∂
∂ψA(Ξ−0 )
ψ−1A (ψA(Ξ
−
0 ))
∣∣∣∣
κ=0
=
i
ψ′A(˚x)
. (3.30)
In the latter two expressions ψA(˚x−) is purely real and the derivative ψ′A(˚x
−) is of order
unity for an oscillating function. The stationary point Ξ−0 consequently is expressible as
Ξ−0 ≈ x˚− +
i
ψ′A(˚x−)
κ ≈ x˚− = ψ−1A
(
− αV
2βV
)
. (3.31)
From now on for the remainder of this chapter, in all expressions depending on the sta-
tionary point we will denote this dependency by either ...(Ξ−0 ) or ...(˚x
−), depending on
whether the imaginary part in eqs. (3.24) and (3.31) has to be taken into account or not,
respectively. The real part x˚− itself can now be real only if the following condition is met
ψminA ≤ −
α
2β
≤ ψmaxA . (3.32)
Here ψ
min/max
A denote the minimal and maximal value the the shape function can take for
real x−, respectively. Condition (3.32) is fundamentally different from eq. (3.31), where we
saw that ∂x−S
k1
pi,pf
(x−) never vanishes on the real axis, but the imaginary contributions to
a stationary point Ξ−0 is small in the regime ξ ≫ 1. If on the other hand, if condition (3.32)
is not fulfilled then x˚− contains an imaginary part of order unity even if κ is negligible.
Equation (3.32) can then be employed to deduce a relation between the spatial regions
where an electron is expected to emit radiation and the specific form of the shape function
(see section 3.4 and [Mack 10, Mack 11]). If we consider only such situations in which
the condition (3.32) is fulfilled, the functions fi can be evaluated by applying a stationary
phase approximation to the integrals in x−. Following this method, the exponential as well
as the preexponentials in the dynamic integrals (3.5) may be expanded in a perturbation
series in (x− − x˚−) since for values of x− far away from the stationary point, the rapid
oscillations of the integrand will cancel themselves. This expansion is of the form
fi =˙
∫ ∞
−∞
dx−
N∑
n=0
(x− − x˚−)n
n!
(
∂
∂x−
)n [
ψiA(x
−)
]
x−=x˚−
× exp
−i M∑
m=0
(x− − x˚−)m
m!
∂mx−S
k1
pi,pf
(x−)
∣∣∣∣∣
x−=Ξ−0
 . (3.33)
Here Sk1pi,pf (x
−) is the classical action from eq. (3.12) and N and M are the orders up
to which the preexponential and the exponential functions are expanded, respectively. In
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eq. (3.33) we kept the exact stationary point Ξ−0 in the exponential, since including only its
real part x˚− leads to cancellations, as we will see. Inserting the lowest order expansion in
the preexponential for N = 0 into the squared matrix element, we also find a cancellation
for the preexponential
|Sfi|2 ≈
∣∣∣∣∣−
(
Γ˜1 − αV
γV
/ǫ∗1
)
αV
2βV
I0 +
(
Γ˜2 − βV
γV
/ǫ∗1
)(
αV
2βV
)2
I0
∣∣∣∣∣
2
=
∣∣∣∣∣Γ˜2
(
αV
2βV
)2
− Γ˜1 αV
2βV
∣∣∣∣∣
2
|I0|2 . (3.34)
Here I0 is the first integral of the preexponential series in eq. (3.33), explicitly given
below. Due to this apparent cancellation, the preexponential perturbation series needs to
be taken into account up to next-to-leading order at least. The described cancellations in
the exponential are even stronger. Taking the derivative of the action S(x−) we find
∂x−S
k1
pi,pf
(Ξ−0 ) = 0 (by definition) (3.35a)
∂2x−S
k1
pi,pf
(Ξ−0 ) = k
+
L
(
αV ψ
′
A(Ξ
−
0 ) + 2βV ψ
′
A(Ξ
−
0 )ψA(Ξ
−
0 )
)
, (3.35b)
∂3x−S
k1
pi,pf
(Ξ−0 ) = k
+
L
(
αV ψ
′′
A(Ξ
−
0 ) + 2βV
(
ψ′′A(Ξ
−
0 )ψA(Ξ
−
0 ) + ψ
′ 2
A (Ξ
−
0 )
))
, (3.35c)
where ψ′A(x
−) means the derivative with respect to x−. For the sake of notational
simplicity from now on we write ∂2x−S
k1
pi,pf
(Ξ−0 ) = ∂
2
x−S
k1
pi,pf
(Ξ−0 ) and ∂
3
x−S
k1
pi,pf
(˚x−) =
∂3x−S
k1
pi,pf
(Ξ−0 ). If approximation eq. (3.31) held exactly, ∂
2
x−S
k1
pi,pf
(Ξ−0 ) ≡ 0 would follow.
We thus conclude that the imaginary part of Ξ−0 in this case is non-negligible. How-
ever, this leads to ∂2x−S
k1
pi,pf
(Ξ−0 ) = 2k
+
LβV ψ
′
A(˚x
−) iκ ∼ ξ2. Since in the expansion of
eq. (3.33) the exponential leads to oscillations only if it exceeds order unity, the integral
over x− will be non-negligible in a vicinity of x˚− of the size (x− − x˚−) ∼ ξ−1, since then
∂2x−S
k1
pi,pf
(Ξ−0 )(x
− − x˚−)2 ∼ 1. The third order derivative, given in eq. (3.35c), on the
other hand, scales as ∂3x−S
k1
pi,pf
(˚x−) = 2k+LβV ψ
′ 2
A (˚x
−) ∼ ξ3, where the imaginary part
of Ξ−0 is negligible again. It consequently holds ∂
2
x−S
k1
pi,pf
(Ξ−0 ) = iκ/ψ′A (˚x−)∂
3
x−S
k1
pi,pf
(˚x−)
and we conclude ∂3x−S
k1
pi,pf
(˚x−)(x− − x˚−)3 ∼ ∂2x−Sk1pi,pf (Ξl0)(x− − x˚−)2 ∼ 1. Thus both
contributions need to be included in the exponential series in eq. (3.33). We finally note,
that, since eq. (3.31) may have several solutions for an oscillating ψA(x−), there may be
more than one stationary point. In this case one has to sum over contributions from each
stationary point Ξ−,l0 , x˚
−,l with the index l running over all solutions of eq. (3.31). The
expansion of the dynamic integrals is then of the general form
fi ∼
∑
l
ψiA(˚x
−,l)I l0 + ψi ′A (˚x−,l)I l1 +
1
2
ψi ′′A (˚x
−,l)I l2. (3.36)
The integrals in eq. (3.36) are given by the definitions
I li =
∫ ∞
−∞
dx− (x− − x˚−,l)i exp
[
−iΣk1pi,pf (x−)
]
(3.37)
Σk1pi,pf (x
−) =
3∑
m=0
(x− − x˚−,l)m
m!
∂mx−S
k1
pi,pf
(x−)
∣∣∣∣∣
x−=Ξ−,l0
. (3.38)
Because the suppression of the stationary points’ imaginary part κ ∼ ξ−1 and the correc-
tion terms (x− − x˚−,l) ∼ ξ−1 we conclude that, approximating the dynamic integrals by
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eqs. (3.36) and (3.37), will result in better approximations to the fi, the larger the param-
eter ξ is. From eq. (3.37) we can furthermore deduce the proper choice of the sign of the
imaginary contribution κl, defined in eq. (3.28). The exponential in eq. (3.37) will contain
a factor −i∂2x−Sk1pi,pf (Ξ
−,l
0 ) = 2k
+
LβV ψ
′
A(˚x
−,l)κl ∼ ξ2. This expression must be smaller
than 0, for otherwise the integrals I l0 are exponentially diverging. Recalling βV < 0 (see
eq. (3.8b)), we infer as the proper choice of the sign of κl for any stationary point x˚−,l
sgn
(
κl
)
= sgn
(
ψ′A(˚x
−,l)
)
. (3.39)
Equation (3.37) needs to be evaluated explicitly only for the case i = 0. The cases i = 1, 2
can be derived from this result. The expression for I l0 can be simplified using the changed
integration variable yl = x
− − x˚−,l + cl. Defining cl = −∂2x−Sk1pi,pf (Ξ−,l0 )/∂3x−Sk1pi,pf (˚x−,l), all
terms quadratic in yl drop out of eq. (3.37) and the equation simplifies to
I l0 =exp
−i
S(Ξ−,l0 ) +
(
∂2x−S
k1
pi,pf
(Ξ−,l0 )
)3
3
(
∂3
x−
Sk1pi,pf (˚x
−,l)
)2


×
∫ ∞
−∞
dyl exp
−i
y3l ∂3x−Sk1pi,pf (˚x−,l)6 − yl
(
∂2x−S
k1
pi,pf
(Ξ−,l0 )
)2
2∂3
x−
Sk1pi,pf (˚x
−,l)

 . (3.40)
Along the lines of the argumentation leading to eq. (3.29), we expand the stationary
phase S(Ξ−,l0 ) around its real value S(˚x
−,l) and treat the imaginary contribution iκ as
a small perturbation. For this procedure we read off from eq. (3.31) ∂n/∂κnS(Ξ−,l0 ) =
in/ψ′nA (˚x
−,l) (∂/∂Ξ−,l0 )
n S(Ξ−,l0 ), whence we deduce
Sk1pi,pf (Ξ
−,l
0 ) ≈ Sk1pi,pf
(
x˚−,l
)
−
∂2x−S
k1
pi,pf
(Ξ−,l0 )
ψ′ 2A (˚x−,l)
κl 2
2
−
i∂3x−S
k1
pi,pf
(˚x−,l)
ψ′ 3A (˚x−,l)
κl 3
6
. (3.41)
Recall eqs. (3.35) we conclude that the imaginary part of S(Ξ−,l0 ) thus is given by the sum
of the quadratic and the cubic term in eq. (3.41) which are both of order βV κ
3 ∼ 1. From
eqs. (3.35b) and (3.35c) we read off Im(S(Ξ−,l0 )) = iβV k
+
L
κl 3/ψ′A (˚x
−,l)− iβV k+Lκl 3/3ψ′A (˚x−,l) =
2iβV k
+
L
κl 3/3ψ′A (˚x
−,l). Additionally
(
∂2
x−
S
k1
pi,pf
(Ξ−,l0 )
)3
/3
(
∂3
x−
S
k1
pi,pf
(˚x−,l)
)2
= −2iβV k+Lκl 3/3ψ′A (˚x−,l)
is found from eq. (3.35) and the subsequent discussion. For the constant exponential factor
in front of the integral in eq. (3.40) we thus find
Sk1pi,pf (Ξ
−,l
0 ) +
(
∂2x−S
k1
pi,pf
(Ξ−,l0 )
)3
3
(
∂3
x−
Sk1pi,pf (˚x
−,l)
)2 = Sk1pi,pf (x˚−,l) . (3.42)
The constant phase in front of the integral in eq. (3.40) thus is purely imaginary and leads
to a rapid oscillation of the overall integral I l0. The remaining integration over yl in that
equation is elementary solvable in terms of the Airy function Ai(x) [Olve 10] and the result
is
I l0 ∼ 2 eiS
k1
pi,pf (x˚
−,l)
(
2π3
∂3
x−
Sk1pi,pf (˚x
−,l)
) 1
3
Ai (λl)
= 2 e
iS
k1
pi,pf (x˚
−,l)
(
π3
|βV |k+Lψ′ 2A (˚x−,l)
) 1
3
Ai (λl) . (3.43)
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By employing the relation between ∂2x−S
k1
pi,pf
(Ξ−,l0 ) and ∂
3
x−S
k1
pi,pf
(˚x−,l) stated above, the
argument λl can be written as
λl =
Sk1′′ 2pi,pf (Ξ
−,l
0 )(
4
(
∂3x−S
k1
pi,pf (˚x
−,l)
)4)1/3 =
(
κl 3k+L |βV |
ψ′A(˚x−,l)
) 2
3
. (3.44)
With an explicit expression for the integral I l0 it derive an expression for the integral I l2.
To this end we note that from eq. (3.37) it follows
I l2 = 2i
∂
∂(∂2
x−
Sk1pi,pf (Ξ
−,l
0 ))
I l0. (3.45)
The power law prefactor in front of the Airy function in eq. (3.43) is independent of,
whereas the exponential phase factor depends on ∂2x−S
k1
pi,pf
(Ξ−,l0 ) as can be seen from
eq. (3.40). The explicit derivatives of these two terms are given by
∂
∂∂2
x−
Sk1pi,pf (Ξ
−,l
0 )
e
−iSk1pi,pf (x˚−,l) =
2λ
3
2
l
∂2
x−
Sk1pi,pf (Ξ
−,l
0 )
e
−iSk1pi,pf (x˚−,l) (3.46a)
∂
∂∂2
x−
Sk1pi,pf (Ξ
−,l
0 )
λl =
2λl
∂2
x−
Sk1pi,pf (Ξ
−,l
0 )
, (3.46b)
where in eq. (3.46a) we had to reinsert eq. (3.42) for Sk1pi,pf
(
x˚−,l
)
. It is then straightforward
to obtain an explicit representation of the integral function I l2 in the following form
I l2 ≈
8e
i∂2
x−
S
k1
pi,pf (x˚
−,l)
(−i∂2
x−
Sk1pi,pf (Ξ
−,l
0 ))
(
π3
|βV |k+Lψ′ 2A (˚x−,l)
)1
3
(
λ
3
2
l Ai (λl) + λlAi
′ (λl)
)
. (3.47)
For the computation of the last integral I l1, we employ an integration by parts technique
in analogy to eq. (3.13). and obtain
I l1 ≈ −
∂3x−S
k1
pi,pf
(˚x−,l)
2∂2
x−
Sk1pi,pf (Ξ
−,l
0 )
I l2. (3.48)
Here in the transition from the first to the second line we already dropped the contributions
at ±∞. The eqs. (3.43), (3.47) and (3.48) inserted into eq. (3.36) provide an asymptotic
expansion of the dynamic integrals fi in the ultra relativistic regime. We note that the
dynamic integrals can accordingly be expressed as
fi =
Ns.p.∑
l=1
f
(l)
i , (3.49)
where f
(l)
i denotes the contribution from the l
th stationary point x˚−,l and Ns.p. gives the
total number of stationary points. This sum expansion translates to the overall expression
of the matrix element eq. (3.2), which then reads
Sfi =
Ns.p.∑
l=1
S
(l)
fi . (3.50)
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The just presented stationary phase approximation has a beautiful physical visualization,
namely it allows for a quasi-classical interpretation of the electron emission. To demon-
strate this we will show that the found stationary points correspond to the points in phase
ηl = k+L x˚
−,l where the velocity vector of a classical electron points into the chosen direction
of observation. Since the electron is assumed to be relativistic, these are also the points
of the trajectory, where it emits into the observation direction. We thus have compute
the angles (ϑ1, ϕ1), into which a classical electron’s velocitry points at the segments of its
trajectory, distinguished by the condition ψA(x−) = ψA(˚x−). We note that this condition
is the same for all stationary points, whence the superscript l can be omitted. Since the
motion of a classical electron in a linearly polarized plane wave is confined to the wave’s
plane of polarization (recall fig. 2.2(a)) we can restrict ourselves to ϕ1 = 0, π and com-
pute the corresponding value of ϑ1 only. In fact, in the following we will only sketch the
computation for ϕ1 = 0, corresponding to β
x(˚x−) > 0, since the opposite case ϕ1 = π is
analogous. From eqs. (2.31b), evaluated in the coordinate frame specified in fig. 2.1, we
obtain in the relativistic regime mξ, εi ≫ m
tan(ϑclass1 ) =
βx(˚x−)
βz (˚x−)
=
mξψA(˚x−)
pzi − ωL m
2ξ2
2(pikL)
ψ2A(˚x−)
≈ k
x
1
k−1√
2
+
k+1√
2
=
kx1
kz1
= tan (ϑ1) . (3.51)
Since for ϑclass1 , ϑ1 ∈ [0, π] eq. (3.51) is solved only for ϑclass1 = ϑ1 this proves the conjecture.
The explanation for this quasi-classical behaviour was given in [Ritu 85] in terms of the
so-called coherence interval. This notion refers to the length of a trajectory segment, over
which the radiation from an electron is coherent, and which thus has to be taken into
account in analyzing a quantum process depicted in fig. 3.1. It was shown that in the
relativistic regime the coherence interval stretches over a phase interval interval of the
length ∆η ∼ ξ−1 ≪ 1. One can thus consider each emission process to be formed at a
single point of the trajectory, whence detecting single photons will probe a quasi-classical
trajectory of the electron.
To finally demonstrate the numerical exactness and thus predictive power of the demon-
strated stationary phase approximation, we will consider two numerical examples. As a
(a) First dynamic integral (b) Second dynamic integral
Figure 3.5: Dynamic integrals obtained from the stationary phase approximation for an
electron of initial energy εi = 10 MeV scattered from a laser pulse IL =
1020W/cm2 observed at (ϑ1, ϕ1) = (170
◦, 0◦).
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(a) First dynamic integral (b) Second dynamic integral
Figure 3.6: Dynamic integrals obtained from the stationary phase approximation for an
electron of initial energy εi = 100 MeV scattered from a laser pulse IL =
1022W/cm2 observed at (ϑ1, ϕ1) = (170
◦, 0◦).
first example we show in fig. 3.5 the stationary phase approximations to ω1|f1,2|, obtained
from eqs. (3.36), (3.43), (3.47) and (3.48), in comparison to a exact numerical quadrature
of the dynamic integrals (3.5), presented in chapter 5. Recall that the function f0 is found
accordingly by employing eq. (3.13). The dynamic integrals are computed for the scat-
tering of an electron with initial energy of εi = 10 MeV from a laser pulse described by
eq. (2.6) with nC = 2 and a moderate intensity of I = 10
20W/cm2 (ξ ≈ 7) observed at the
direction ϑ1 = π − ϑ0/2 ≈ 175◦ and ϕ1 = 0 in a reference frame according to fig. 2.1. We
show the complete approximation, as well as the envelopes of these functions, which are
obtained by omitting the oscillating phase term exp
[
iSk1pi,pf
(
x˚−,l
)]
from the definitions of
the I li . Comparing the stationary phase approximation with the exact result, we observe
a fine agreement already for moderate values of ξ ∼ 1-10. Since for higher values of ξ
the oscillations in the dynamic integrals are going to increase strongly (recall that the
oscillations reflect the absorption of higher numbers of photons and at ξ ≫ 1 the electron
interacts with ∼ ξ3 photons from the laser field), in the following examples we are go-
ing to show merely the envelope of the stationary phase approximations to the dynamic
integrals. Increasing the considered values of the classical intensity parameter, this agree-
ment is expected to further improve. And in fact, comparing the exact quadrature with
(a) First dynamic integral (b) Second dynamic integral
Figure 3.7: Dynamic integrals obtained from the stationary phase approximation for an
electron of initial energy εi = 500 MeV scattered from a laser pulse IL =
2× 1022W/cm2 observed at (ϑ1, ϕ1) = (177◦, 0◦).
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the results of the stationary phase approximation for an electron with initial energy of
εi = 100 MeV scattered from a laser pulse with intensity of I = 10
22W/cm2 (ξ ≈ 70) (again
observed at the direction (ϑ1 = π − ϑ0/2 ≈ 170◦, ϕ1 = 0)), shown in fig. 3.6, we find an
agreement which cannot be told apart by the eye. As announced before in these spectra
we only show the envelope of the dynamic integrals obtained via the stationary phase ap-
proximation. Furthermore from the parameters, these figures are computed for, we derive
a quantum nonlinearity parameter of χ ≈ 0.1. To investigate even further pronounced
quantum effects, we finally study a set of experimental parameters aiming at the frontier
of the nowadays available technical potential. We consider an electron with initial energy
of εi = 500 MeV scattered from a laser pulse with intensity of I = 2×1022W/cm2 (ξ ≈ 100)
(ϑ1 = π − ϑ0/2 ≈ 177◦, ϕ1 = 0) and show the resulting dynamic integrals in fig. 3.7. In
these figures we find a significant distortion of the spectra’s shapes, which is due to the
suppression of high photon frequencies close to the quantum mechanical cutoff energy,
distinguished by eq. (3.16). So we conclude that, as it has to be, also for quantum effects
becoming increasingly important, the stationary phase method provides us with a reliable
approximation for the dynamic integrals. Of course, reducing the intensity parameter fur-
ther, or even below ξ ∼ 1, will decrease and eventually completely abolish the predictive
power of the presented method.
Summarizing the above discussion
In the regime mξ, εi ≫ m the dynamic integrals fi from eq. (3.5) can be approximated by
fi ≈
∑
l
ψiA(˚x
−,l)I l0 + ψi ′A (˚x−,l)I l1 +
1
2
ψi ′′A (˚x
−,l)I l2
I l0 = 2eiS
k1
pi,pf (x˚
−,l)
(
π3
|βV |k+Lψ′ 2A (˚x−,l)
) 1
3
Ai (λl)
I l1 = −
∂3x−S
k1
pi,pf
(˚x−,l)
2∂2
x−
Sk1pi,pf (Ξ
−,l
0 )
I l2
I l2 =
8e
i∂2
x−
S
k1
pi,pf (x˚
−,l)
(−i∂2
x−
Sk1pi,pf (Ξ
−,l
0 ))
(
π3
|βV |k+Lψ′ 2A (˚x−,l)
) 1
3
(
λ
3
2
l Ai (λl) + λlAi
′ (λl)
)
Ξ−,l0 = x˚
−,l +
i
ψ′A(˚x−,l)
κ
x˚−,l = ψ−1A
(
− αV
2βV
)
, κl = sgn
(
ψ′A(˚x
−,l)
)√γV
βV
−
(
αV
2βV
)2
.
The validity of these expressions is shown by comparing them to exact numerical quadra-
tures of the fi, to be found in figs. 3.5 to 3.7. The exact quadrature scheme is outline in
chapter 5. We furthermore found that, for any stationary point to exist at all, we must
choose an observation direction n1, satisfying
(mξ)
εi
ψminA ≤ (βiǫL)− (nLβi)
k1ǫL
1− nLn1 ≤
(mξ)
εi
ψmaxA , (3.52)
which is a recapture of eq. (3.32) by means of eq. (3.25a) and where βµi = p
µ
i/εi is the
electron’s initial four velocity (see section 2.1). We finally found that the stationary points
x˚−,l correspond to those points where a classical electron emits into the direction n1. By
virtue of this correspondence we can establish a quasi-classical picture of the electron’s
dynamic inside the plane laser field. The angular distribution of the emission from the
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electron can be understood as being emitted by an electron following a classical trajectory.
Then also the boundary condition on the observation directions (3.52) gains an intuitive
physical explanation. If the observation direction n1 is chosen such, that eq. (3.52) is not
satisfied, then eq. (3.51) equally has no solution for real values of x−. This implies that
the electron during its sojourn in the laser field, at no instant points into directions n1,
which do not satisfy eq. (3.52). This boundary condition on the observation directions,
which was found in a quantum computation, simply states that in the relativistic regime
no emission can be observed under directions into which the electron does not propagate.
We stress, that in contrast to this classical analogy for the angular distribution of the
electron’s emission, in the frequency distribution quantum effects have to be taken into
account.
3.3.1 Probability structure in the relativistic regime
Inserting the stationary point expansion into the matrix element yields an asymptotic
expansion of the overall transition amplitude and thus of the transition probability. We
can write the stationary point expansion of the scattering matrix element as
Sfi =
Ns.p.∑
l=1
S
(l)
fi (3.53)
where l is an index running over all Ns.p. stationary points of the dynamic integrals. As we
saw in the previous section the stationary points correspond to those segments of a classical
trajectory, where an electron propagates and emits into the direction n1. The quantum
result in the high intensity limit consequently offers a quasi-classical interpretation as
a probability which is generated at all possible emission points where a classical electron
emits into the direction of observation. The probability, obtained from the modulus square
of eq. (3.53) will hence contain the sum of the direct contributions from each stationary
point and the respective interference terms
dW
dω1dΩ1
∝
∑
l
|S(l)fi |2 +
∑
l,k
Re
(
S
(l)
fi S
(k)
fi
∗)
, (3.54)
where the δ-functions was already used to fix the electron’s final momentum. As their
origin is interferences from different possible points of emission, the terms of the double
sum in eq. (3.54) are expected to oscillate in in the final particles phase space variables such
as photon energy. This is in fact the case as is seen in the following way: The contribution
of every stationary point, as given in eq. (3.36), is represented as a sum over the three
integral approximations I li . Each of these integrals itself is oscillating in the final particles’
phase space variables through the exponential factor exp
[
−iSk1pi,pf (˚x−,l)
]
. These factors
cancel in the direct squares, but give rise to oscillations in the interference terms of the
form exp
[
−
(
iSk1pi,pf (˚x
−,l)− Sk1pi,pf (˚x−,k)
)]
. Assuming that the dynamic integrals could
be approximated by eq. (3.36) in the first place, we tacitly supposed that the stationary
points are pairwise wide enough apart, to treat their contributions separately. Please note
that due to the oscillating character of ψA(x−), this assumption is usually well justified.
This corresponds to the requirement∫ x˚−,k
x˚−,l
ψA(c
−)dc−,
∫ x˚−,k
x˚−,l
ψ2A(c
−)dc− ∼ 1. (3.55)
It is then obvious that the difference scales as the exponential phases themselves in the
case of large ξ [
Sk1pi,pf (˚x
−,l)− Sk1pi,pf (˚x−,k)
]
∼ Sk1pi,pf (˚x−,l) ∼ ξ3. (3.56)
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Figure 3.8: Different pulse forms for varying CEP η0
We conclude that the interference terms in eq. (3.54) are rapidly oscillating in the final
photon frequency. When averaging over a relatively small frequency interval, as is done
for instance in a detector with a realistic spectral resolution, these oscillations cancel, i.e.
the interferences cannot be resolved. It is thus customary to neglect the contribution of
the double sum in eq. (3.54) for large ξ and to only consider the direct contributions from
each stationary point separately. The total probability can then be written as
dW
dω1dΩ1
= N 2NSCS
∑
l
∣∣∣u¯pfM (l)fi,2upi∣∣∣2 . (3.57)
3.4 Determining the carrier envelope phase of an intense
few-cycle laser pulse
In this section we wish to sketch a possible technical application of investigating the single
photon emission spectra of a relativistic electron, scattered from an ultra-intense laser
pulse. It was shown that these emission spectra are sensitive to the CEP of the scattering
laser pulse x−0 [Mack 10]. Since the outlined scheme in principle is applicable for arbitrary
central frequencies of the scattering laser pulse ωL, however, it is favourable to discuss
the dependence on η0 = k
+
Lx
−
0 , rather than on x
−
0 itself. To highlight the importance of a
CEP determination scheme for relativistically intense laser pulses, we recall the intimate
connection between the generation of ultra-intense laser pulses with the generation of
ultra-short pulses [Krau 09]. As was mentioned in chapter 1, it is nowadays common
practice to generate laser pulses containing only very few, even down to only one single
electromagnetic field oscillations. In contrast to a monochromatic laser wave, such a
laser pulse containing only a few cycles of the carrying electromagnetic wave is not fully
described by its carrier frequency and its intensity. Much rather it precise shape, as e.g.
modeled by eq. (2.6), depends among others on the number of cycles the pulse contains,
the precise shape of the envelope function as well as η0. Its effect can be thought of
as follows: Fixing the amplitude, frequency as well as the duration of a laser pulse, the
resulting pulse is not yet fully determined, as the absolute phase of the laser pulse is not
known. By virtue of the 2π periodicity of the carrier wave this absolute phase can be
mapped to the CEP. If an elementary particle or atomic system now interacts with a few-
cycle pulse, its dynamic behaviour will consequently depend on more quantities than the
laser’s frequency and its intensity. In fact, changing the carrier envelope phase of a few-
cycle pulse may significantly change the pulse’s electric field shape and hence a particle’s
dynamics, as is shown in fig. 3.8. The strong differences between the depicted pulse forms
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Figure 3.9: Principle of a stereo ATI measurement (picture from [Paul 03]). PD: Photo
diode, MCP: Microchannel plates
immediately point out the importance of determining the CEP. Furthermore, control over
the CEP would immediately give access to a fine control over particle dynamics. In fact,
the generation of arbitrarily shaped electric field forms is one of the main goals of the
PFS project [PFS]. It is consequently of high importance to determine and possibly
manipulate the CEP of few-cycle laser pulses. Up to nowadays this task can be achieved
by means of several schemes such as attosecond streaking [Goul 04], THz-spectroscopy
[Kres 06] or a stereo above-threshold ionization (ATI) measurement [Paul 03, Witt 09].
We wish to shortly sketch the concepts of the latter, as depicted in fig. 3.9. We also point
out its intrinsic deficiency, not to be capable of analyzing highly intense pulses. For a
stereo ATI measurement the laser pulse, whose CEP is to be determined, is brought into
collision with a beam of atoms (e.g. Xenon as in the original work [Paul 03]). The laser
pulse will then ionize the atoms and accelerate the freed electrons towards the direction
of its instantaneous electric field. After passing the interaction region, the laser pulse
is detected by a photo diode (PD), while the photoelectrons are guided lead through a
time-of-flight spectrometer onto two microchannel plates at the respective faces of the
interaction region. In this way a stereo ATI measurement can compare the abundance
of electrons accelerated to the respective directions of electric field orientation and thus
determine the relative abundance of “positive” and “negative” electric field spikes (here
“positive” and “negative” refers to opposing directions with respect to an arbitrarily chosen
axes along the laser’s polarization direction). From this signal one can then reconstruct the
pulse’s CEP. The proposed scheme, however, suffers a serious deficiency. If the laser pulse
in question is intense enough to saturate ionization of the atoms in the beam before it has
fully passed the interaction region, the stereo ATI method does not give a signal from the
whole pulse. This scheme, however, relies crucially on the emission of electrons over the
complete duration of the laser pulse, as the detected electron yield is an integrated quantity
and thus the photoelectron yield must be continuous over the whole pulse duration. Since
now the ionization energies of most atomic species, that are technically usable in laboratory
experiments, lie in the eV-keV regime, a laser only needs to provide comparatively small
energies to a single electron to ionize it from its parent atom. A laser pulse in the regime
ξ ∼ 1, on the other hand, provides an energy on the order of the electron’s rest mass
within one cycle of the electric field, whence we immediately conclude that conventional
CEP determination schemes are limited to the realm ξ ≪ 1. Bearing in mind that one
of the main motivations to temporally compress laser pulses as tightly as possible, is to
obtain highest laser intensities, the lacking possibility of fully characterizing such ultra
intense laser pulses is clearly dissatisfactory. Employing the dependence of the angular
radiation distribution of NCS spectra could close this gap [Mack 10].
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The proposed scheme can be explained by some simple principle considerations: The
radiation emitted by an ultra-relativistic electron with instantaneous energy ε is confined
to an emission cone of aperture m/ε≪ 1 along its instantaneous velocity (see section 2.1).
One can then picture that the classical emission of an electron maps its trajectory like a
torchlight. The trajectory in turn, depends on the scattering pulse’s field structure and in
particular on its CEP. Thus the angular distribution can serve to map the CEP. Formally
the method relies on the stationary phase analysis outlined in section 3.3. There we found
that a real stationary point can be found only, if the shape function fulfills condition
(3.52), confining the possible values of the ratio −αV/2βV . For definiteness, from here on
we consider the process in the coordinates system specified in fig. 2.1. In the relativistic
regime εi,mξ ≫ m, eq. (3.52) then turns into
(mξ)
2εi
ψminA ≤ cos(ϕ1)cot
(
ϑ1
2
)
≤ (mξ)
2εi
ψmaxA . (3.58)
This expression depends on the electron’s initial energy and the laser intensity only via the
simple ratio mξ/ε. Considering an experimental situation where the electron’s initial energy
and the laser intensity are fixed, we can consider the photon’s emission angles ϑ1 and ϕ1
as free parameters in the above equation. Since the absence of any real stationary points
leads to an exponential damping of the dynamic integrals fi, we predict that there is no
emission in observation regions (ϑ1, ϕ1), where eq. (3.58) is not fulfilled. For this equation
to be satisfied, because of ψA ∼ 1 it must hold cot(ϑ1) . mξ/εi. (recall |cos(ϕ1)| ≤ 1). For
the azimuthal emission angle ϕ1 we deduce a scaling condition from eq. (3.26). For ε≫ mξ
it needs to scale as ϕ1 . m/εi, whereas for εi ≪ mξ it must satisfy ϕ1 . 1/ξ, since elsewise
the imaginary contribution κ is not strongly suppressed and the dynamic integrals are
damped. These angle ranges are in agreement with the classical considerations presented
at the beginning of section 3.3. Since now the precise values of ψminA and ψ
max
A depend on
the CEP η0, eq. (3.32) can be written as
ψminA (η0) ≤ −
α
2β
≤ ψmaxA (η0). (3.59)
where η0 is considered as a free parameter. Since the electron’s emission is confined to
the plane of polarization of the laser (recall the scaling laws of ϕ1), we can distinguish the
direction of observation by the single parameter ϑ1 by mapping ϕ1 = 0 to ϑ1 > π and
ϕ1 = π to ϑ1 < π, respectively. Equation (3.58) then turns into a boundary condition for
the polar emission angle in the relativistic regime
π − arccot
(
−mξ
2εi
ψminA (η0)
)
≥ ϑ1
2
≥ arccot
(
mξ
2εi
ψmaxA (η0)
)
. (3.60)
Please note that the additional −1 on the left side of eq. (3.60) is introduced by cos(ϕ = π)
and the additional term π performs the desired mapping to ϑ1 > π. We furthermore note
that due to the normalization |ψA(η)| < 1 the emission angle ϑ1, independently of the
CEP η0, is always confined to an emission cone
|π − ϑ1| ≤ ϑ0, (3.61)
where the maximum angle is given by ϑ0 = π − 2 arccot (mξ/2εi). In the important case
εi ≫ mξ it is approximately given by ϑ0 ≈ mξ/εi. We thus find that this important ratio
can be viewed as the invariant boundary angle of the emission cone of a highly relativistic
electron scattered from an intense laser pulse, irrespective of the scattering pulse’s specific
shape.
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(a) εi = mξ/2 (b) εi = 7.5mξ
Figure 3.10: Change of angular emission range with changing CEP η0 for the indicated
ratios of εi/mξ. The range into which an electron is predicted to radiation
according to eq. (3.58) is gray.
To give explicit numerical values we consider a plane wave laser field of the tempo-
ral shape eq. (2.6) with nC = 2. For an optical laser of frequency ωL = 1.55 eV, this
corresponds to a pulse duration τL ≈ 5 fs. As usual we consider the scattering in the
reference frame shown in fig. 2.1. Furthermore we imagine that it is favourable to em-
ploy laser accelerated electron beams in the outlined experimental setup, since the spa-
tial extensions of such beams approximately match the extent of the accelerating laser
pulse, whence a considerable overlap is envisaged. Furthermore it has been demonstrated
that laser acceleration schemes become increasingly compatible with conventional accel-
erators, concerning the achievable energies, particle densities as well as beam focusing
[Mang 04, Gedd 04, Faur 04, Leem 06, Clay 10]. Finally due to the far simpler experi-
mental implementation of laser acceleration schemes in laser laboratories, as compared to
the combination of high-power laser facilities with state-of-the-art particle accelerators, in
this work we are to going consider experimental specifications of laser generated electron
beams. In fig. 3.10(a) we plot relation eq. (3.60) for mξ = 2εi. In this figure the gray
shaded area gives the range where emission is expected, in dependence of the CEP η0. We
observe a clear dependence of the emitted radiation’s angular distribution on the CEP. In
turn, measuring the cutoff angles of the angular range, into which an electron emits radia-
tion, it is in principle simple to read off the scattering laser pulse’s CEP. In fig. 3.10(b) we
plot relation eq. (3.60) for a parameter ratio of εi = 7.5mξ. In this figure we find a consid-
erably smaller angle range where radiation may be emitted to as compared to fig. 3.10(a).
This can be expected however, since, due to the increased ratio εi/mξ, the electron is less
strongly deflected in the laser pulse and emits into an emission cone confined narrower
around its initial propagation direction at ϑ1 = π.
To demonstrate now the accuracy and potential of the outlined CEP determination
scheme, we compare the analytical approximation eq. (3.60) to exact numerical simulations
of eq. (3.21), which are obtained by the quadrature scheme outline in chapter 5. We will
always consider a laser pulse modeled by eq. (2.6) with nC = 2. First we show an example
chosen to match the case of fig. 3.10(a). Hereby we demonstrate the proposed method’s
applicability to the laser system PFS, already under construction at Garching [PFS]. We
consider a laser intensity of I = 2 × 1022W/cm2 (corresponding to an intensity parameter
of ξ ≈ 102). The initial electron energy is set to 25 MeV such that mξ ≈ 2εi as was
used in fig. 3.10(a). We point out that in this case χ ≈ 2 × 10−2, therefore quantum
effects are negligible. In figs. 3.11(a) and 3.11(b) we show two energy spectra calculated
from eq. (3.21) for the two different CEPs η0 = −π/10 (fig. 3.11(a)) and η0 = −π/5
(fig. 3.11(b)). In both figures the colored regions give the exact energy emission spectrum
numerically obtained from eq. (3.21) and the white horizontal lines are the CEP-dependent
cutoff angles of the emission cone, as obtained from eq. (3.60). The solid black line
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(a) Quantum simulation for η0 = −pi/10 (b) Quantum simulation for η0 = −pi/5
Figure 3.11: Energy emission spectra dE/dΩ1dω1 in sr
−1 for ω = 1.55 eV, τ = 5.4 fs,
I = 2× 1022 W/cm2, εi = 25 MeV. The horizontal white lines are placed at
the analytically predicted cutoff angles ϑmin1 , ϑ
max
1 corresponding to eq. (3.60).
appended to the left of both spectra gives the total emission into that specific angle,
integrated over all frequencies in arbitrary units (the scale tends to larger values to the left).
By comparing the positions at which this integrated angular spectrum goes to zero rather
rapidly to the analytical prediction of eq. (3.60), we can additionally check the predictive
power of that equation. In fact, an excellent agreement between the analytical prediction
and the numerical simulation is apparent. The method’s sensitivity can be inferred from
the change of the cutoff angles, apparent in fig. 3.11(b). The CEP employed for obtaining
this spectrum is changed with respect to eq. (3.60) by ∆η0 = π/10 to η0 = −π/5. In
fig. 3.11 we again observe the agreement between eq. (3.60) and the numerical simulation.
We furthermore observe that the upper (lower) cutoff angle is changed by 7◦ (4◦). Since
this should in principle be detectable in experiment, we claim a CEP sensitivity of at least
∆η0 = π/10. This is comparable to the first reported sensitivity of the conventional stereo
ATI scheme, when it was introduced [Paul 03]. Nowadays, however, conventional CEP
determination techniques can reach up to sensitivities of π/300 [Witt 09].
To demonstrate how quantum effects may affect the emission spectra, we consider a
changed set of parameters. The scenario we have in mind, is the interaction of an XUV
laser pulse of central frequency ωL = 50 eV and intensity IL = 10
24 W/cm2 (ξ ≈ 20)
[Tsak 06] with an electron, initially having an energy of εi = 75 MeV. In fig. 3.12(a) we
show the energy emission spectrum for the specified parameters and a CEP of η0 = 0, while
in fig. 3.12(b) we change the CEP to η0 = π/4. In both figures we indicate the maximal
quantummechanically allowed energy, the emitted photon can have according to eq. (3.16),
by a black line on the right side of the spectra. We find that this cutoff energy is well
approached in both spectra. In addition, for the chosen parameters we obtain χ ≈ 0.6,
whence we conclude that quantum effects in fact play a role. Computing a classical
emission spectrum for the same experimental parameters as in fig. 3.12(a) and a CEP
η0 = 0 to the quantum result, confirms this assertion. The result is shown in fig. 3.12(c)
with the integrated angular spectrum at the left taken from the quantum simulation.
Comparing now figs. 3.12(a) and 3.12(c) we conclude that, while the cutoff-angles are well
predicted by the classical simulation, the cutoff frequency is largely exceeded. The former
observation is a further confirmation that the picture of a classical electron trajectory,
from which the emission’s angular distribution can be inferred, inside an ultra-intense
laser field remains largely valid. The latter effect, however, proves that photon emission
from an electron has to be treated as a quantum effect, since by calculating the classical
energy emission spectrum by means of the Lienard-Wiechert potentials, one assumes the
particles trajectory to be unaffected by the photon emission. The electron can then emit
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(a) Quantum simulation for η0 = 0 (b) Quantum simulation for η0 = pi/4
(c) Classical simulation for η0 = 0
Figure 3.12: Energy emission spectra dE/dΩ1dω1 in sr
−1 for ω = 50 eV, I = 1024 W/cm2,
εi = 75 MeV. The horizontal white lines are placed at the analytically
predicted cutoff angles ϑmax1 corresponding to eq. (3.60) and the vertical black
line on the right gives the quantum mechanical cutoff energy for the emitted
photon ωmax1 according to eq. (3.16).
arbitrarily high photon energies, what is forbidden by energy-momentum conservation
in QED. Coming back now to figs. 3.12(a) and 3.12(b) we observe that the proposed
experimental scheme provides a reliable CEP determination scheme also in the case that
photon recoil is considerable. However, since the overall emission cone is less wide opened,
as compared to the scenarios studied in fig. 3.11, a fixed change ∆η0 in the CEP results in a
comparatively smaller change of the cutoff angles. Nevertheless in figs. 3.12(a) and 3.12(b)
for a CEP change ∆η0 we observe a change of the upper (lower) cutoff angle of 1.3
◦ (1.6◦).
Though more difficult to detect this change should still be accessible to experimental
validation although the proposed method is less accurate as compared to the previous
case.
Finally we wish to comment on a possible fallacy concerning the proper choice of the
ratio mξ/εi. Since with a larger opening angle of the emission cone there obviously comes
an increased change of the cutoff angles for a fixed CEP change ∆η0 one might think,
that for a given laser intensity I(ξ) it would be most advantageous, to choose an electron
with significantly smaller energy εi ≪ mξ scattering from it. This, however, is not the
case since in such a setup, the electrons would be almost immediately scattered back from
the strong laser wave and emit almost exclusively into a narrow cone around the laser’s
propagation direction with opening angle εi/mξ ≪ 1. Changes in this cutoff angles would
again be difficult to observe. To demonstrate this effect in figs. 3.13 we show energy
emission spectra from an electron with an initial energy of εi = 2 MeV, scattered from an
optical (ωL = 1.55 eV) laser pulse with an intensity of I = 10
21W/cm2, corresponding to a
nonlinearity parameter of ξ ≈ 20). These choices correspond to an only mildly relativistic
initial electron velocity of |βi| ≈ 0.86 and a ratio εi/mξ ≈ 10−1. Indeed we observe, that the
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(a) Quantum simulation for η0 = 0. (b) Quantum simulation for η0 = pi/2.
(c) Angular emission range for mξ ≫ εi according
to eq. (3.60).
Figure 3.13: Energy emission spectra dE/dΩ1dω1 in sr
−1 for ω = 1.55 eV, τ = 5.4 fs,
I = 1021 W/cm2, εi = 2 MeV. The horizontal white lines are placed at the
analytically predicted cutoff angles ϑmin1 , ϑ
max
1 corresponding to eq. (3.60) and
shown in fig. 3.13(c).
electron radiates almost exclusively into regions close to the cutoff angles of the emission
cone. It is not possible, however, to use the cutoff angles of an emission cone around
the observation direction ϑ1 = 0
◦ in a similar way as described before, since the cutoff
angles in between the two white lines in figs. 3.13(a) and 3.13(b) are not sharply defined,
but rather washed-out (compare the integrated angular emission distribution left of the
color-coded spectra). Furthermore in fig. 3.13(c) we observe that the most prominent
change in the cutoff angles is found in ϑmin (ϑmax) for η0 > 0 (η0 < 0). This observation
is also confirmed in figs. 3.13(a) and 3.13(b). In this direction, however, as can be seen
in fig. 3.13(b) virtually no emission is detectable. For an even smaller ration εi/mξ this
behaviour would even worsen. It is consequently most sensible to choose εi and mξ of the
same order, to perform a CEP measurement.
3.4.1 Experimental limitations
To consider a realistic experimental scenario we cannot resort to a single electron scat-
tered from a plane wave. Much rather in an experiment an electron beam is brought
to collision with a spatially focused laser. This section is devoted to the discussion of
possible experimental limitations of the proposed CEP determination scheme. First we
discuss a particular experimental challenge. In fact, for obtaining values of the nonlinear-
ity parameter ξ & 1 one has to consider ultra-high intensity laser facilities. In all of these,
tremendous laser intensities are obtained by tight temporal and spatial focusing of the laser
pulse. Whereas temporal focusing is exactly taken into account in our calculations, spatial
focusing is not included. This approximation of the laser pulse as a plane wave, however,
could possibly be problematic, since it completely neglects possible changes in the laser
pulse’s peak intensity parameter ξ during the interaction. To understand this issue we
recall from section 2.1.3 that a laser focus is confined perpendicularly to the laser’s prop-
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(a) CEP: η0 = −
pi
10
(b) CEP: η0 = −
pi
5
Figure 3.14: Classical simulation of the energy emission spectra dE/dΩ1dω1 in sr
−1 for
ω = 1.55 eV, τ = 5.4 fs, I = 2 × 1022 W/cm2, realized by a Gaussian beam
focused to w0 = 200µm and εi = 25 MeV. The horizontal white lines are
placed at the analytically predicted cutoff angles ϑmin1 , ϑ
max
1 corresponding to
eq. (3.60).
agation direction by its beam waist w0. In its propagation direction it stretches over its
Rayleigh length lR = 2πw
2
0/λL. For a laser pulse, focussed to its diffraction limit w0 ≈ λL,
this corresponds to a longitudinal dimension of lR ∼ λL. The typical stretch of a laser
accelerated electron bunch, on the other hand, is on the order of half a plasma wavelength
∆xe− ∼ λp/2 = π/ωp =
√
mπ/4nee2, where ωp is the plasma frequency and ne the electron
density in the plasma. For typical densities ne ∼ 1018 cm−3 this translates to stretches
on the order of ∆xe− ∼ 10µm, exceeding the Rayleigh range by more than an order of
magnitude. The laser pulse thus will pass the focal spot on a significantly shorter time
scale than the electron bunch. Since outside of the focal spot, however, the laser’s inten-
sity strongly differs from its peak value, the electrons will experience a varying laser peak
intensity. The resulting variation of the parameter ξ is not accounted for in eq. (3.60).
Consequently one might wonder, how the proposed scheme is supposed to determine a rea-
sonable result for the CEP. To correctly include spatial focusing in our quantum approach,
according to section 2.2, one would have to employ a solution of the Dirac equation in
the presence of a spatially focussed laser field. A perturbative series of such a solution is
presented in appendix C, but a closed expression is not known up to date. To nevertheless
investigate the impact of spatial focusing on the applicability of the proposed scheme, we
will take it into account by replacing the results in the classical regime by actual classical
computations, where spatial focusing can be incorporated. To this end we first compare
the quantum simulation for χ≪ 1 from fig. 3.11 to a classical simulation for a wide laser
focus. In fig. 3.14 we show a classical energy emission spectrum from a single electron
with initial energy εi = 25 MeV, and colliding head-on with a laser pulse modeled by a
Gaussian beam focus of eq. (2.6), focussed to a spot size of w0 = 200µm > 10
2λL with
a peak intensity I = 2 × 1022W/cm2. Furthermore we consider the electron to be initially
propagating on the focal axis of the laser pulse. The focusing parameter evaluates to
s < 10−2, whence we deduce that the plane wave approximation is in good agreement
with the spectra shown in fig. 3.11 is expected. We note that to achieve the desired laser
intensity at the considered focal spot size, one would have to realize a laser system with an
overall energy of EL ≈ 120 kJ, corresponding to a laser power of PL ≈ 20 EW, delivered
within 5 fs. Although this is well out of experimental reach, we proceed considering such
a hypothetical laser system, to analytically confirm the simulations. And as expected we
observe a fine agreement between fig. 3.11 and 3.14. The classical simulations thus can be
employed to investigate the impact of spatial focusing of the laser pulse in the classical
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Figure 3.15: Classical simulation of the energy emission spectra dE/dΩ1dω1 in sr
−1 for
ω = 1.55 eV, τ = 5.4 fs, I = 2 × 1022 W/cm2, realized by a Gaussian
beam focused to w0 = 2µm scattering an Gaussian electron bunch with a
mean energy of εi = 25 MeV. The horizontal white lines are placed at cutoff
angles ϑmin1 , ϑ
max
1 analytically predicted by the plane wave analysis given in
eq. (3.60).
regime, by departing from the considered parameters to experimentally feasible ones. To
investigate this effect for a most realistic setting, in fig. 3.15 we show the emission spec-
tra of an electron bunch, featuring a Gaussian energy distribution with a mean energy of
εi = 25 MeV an a 1% spread [Mang 04, Gedd 04, Faur 04, Leem 06, Clay 10], and a spatial
extent parallel (perpendicular) to its propagation direction of 8µm (5µm). The Gaussian
distribution function of the electron bunch is normalized to a total number density equal
to unity. This bunch is assumed to collide head-on with a Gaussian focussed laser pulse
equal to that studied in fig. 3.14, but focussed to a spot size of w0 = 2µm. To describe
the focusing of a few-cycle laser pulse to such small focal spots, we employ the discussion
of section 2.1.3. The power required, to generate a laser intensity of IL = 2× 1022 W/cm2
is consequently reduced to PL ≈ 2 PW, as is well achievable at present day laser facilities,
such as the PFS in Garching [PFS]. On the left of the spectra we again show the total
emission into the specified polar angle in arbitrary units. We observe significant changes
in comparison to the case of a big laser focus, as shown in fig. 3.14. Firstly we note that
due to interferences from the many electrons in the bunch, the spiky structure of the single
electron spectra of figs. 3.11 and 3.14 is largely washed out. More important we note a
strong decrease in the overall emitted energy. We draw special attention to the reduced
scales of the color-code and ω1-axis. It is however, reasonable to expect less energy to be
emitted from the interaction of an electron bunch scattered from a tightly focussed laser
pulse, since the scattered electrons experience the highest possible field strengths in the
laser pulse only in a comparatively small spatial region. Despite the strong differences in
emitted energy we also observe in fig. 3.15, that the cutoff-angles of the emission region
are well predicted by the plane wave prediction eq. (3.60), also for a realistically reduced
focal spot size. We recall that this equation is derived from the exponential phase of the
scattering matrix element. In appendix C we find that, to describe the effect of the laser
focusing on this phase in lowest order of the focusing parameter s, one simply has to re-
place the plane wave shape function ψA(x−) with its focused counterpart ψA(x−)ΨL(x),
according to eq. (2.45). This procedure results in a slight change of the predicted cutoff
angles and further improves the agreement with the numerical simulation [Mack 10]. The
good agreement between the cutoff angles of the plane wave and the focused beam analyses
is explainable looking back at eq. (3.60): Decreasing the value of ξ decreases the mini-
mum and maximum values the right and left hand sides of that inequality can take. This
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Figure 3.16: Schematic electron bunch acceleration.
corresponds to a contraction of the emission cone. Thus the cutoff angles of the overall
emission cone are formed at the regions of maximal laser intensity. The proposed scheme
thus effectively only probes the focal region of the scattering laser field. Consequently the
CEP determination is expected to work as long as the scattering laser’s focussed intensity
is sufficiently well known and the electron density in the bunch sufficiently high to probe
all portions of the interaction region.
Further effects, which are not captured in eq. (3.60) and which we wish to discuss briefly
are:
1. multi-particle effects in the electron bunch, as Coulomb repulsion or coherence in
the emission of separate electrons
2. finite size effects from the extent of the focal spot
3. uncertainty in laser intensity IL and mean electron energy εi
4. choice of the envelope function model.
The first disturbing effect is most easily estimated. Electron beams from laser acceleration
schemes are reported to feature divergences of ∆ǫ ≈ 5 mrad, and Coulomb repulsion
is included in this estimate. Considering the electrons to be generated in a focal spot
according to fig. 3.16, we can estimate that the electron’s initial propagation direction will
deviate from the negative z-axis by an angle ∆ǫ/2 at most. Approximating ∆ǫ/2 ≫ m/εi,
which is a good approximation in the relativistic regime, this deviation from a head on
collision coincides with the uncertainty in the cutoff angles. In our analysis of eq. (3.60)
we found ∆ϑ1 ≈ 1−10◦ which largely exceeds typical values of ∆ǫ/2. For an electron bunch
of sufficiently small divergence electron-electron interaction is consequently negligible in
our analysis. To give an estimate for the impact of interferences between the emissions
from separate electrons we note that a typical electron density in a laser accelerated bunch
is on the order of 1018 cm−3. This value corresponds to an average spacing between the
single electrons of 1µm in every space dimension. In the previous sections we saw that the
dominant contribution to the emitted radiation is in the frequency range ω1 ∼ ωLξ3 ≫ ωL.
For the interaction with optical lasers this radiation exhibits a coherence interval on the
order of λcoh ∼ ω−11 ≪ 1µm. The radiation emitted by two differing electrons thus is
incoherent. The joined spectra emitted by all electrons in the bunch can consequently be
approximated by an integral over differing initial electron parameters entering eq. (3.21).
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Figure 3.17: Schematic error in the cutoff angles due to interaction regions transversal
extent.
Secondly one has to estimate the uncertainty in the angle determination resulting from
the spatial extent of the interaction region. Since typical dimensions of a laser accelerated
electron bunch largely exceed achievable laser focus dimensions, we consider the dimension
of the interaction region to be given by the extent of the laser’s focal spot. The transversal
extent of this spot translates to an error in the determination of the cutoff angles. From
geometrical consideration (see fig. 3.17), we deduce that for a transversal extent of the
interaction region d and a detector placed at a distance r, the corresponding uncertainty
in the cutoff angles ϑc.o.1 ∈
{
ϑmax1 , ϑ
min
1
}
is given by ∆⊥ϑc.o.1 ≈ d/r |cos(ϑc.o.1 )|. This error
depends on the distance to the detector as r−1, which reflects the fact that from great
distances an extent interaction region can be approximated by a single point. In fact
for all experimental scenarios we can consider, it holds r ≫ d and the estimated error is
negligible.
The experimental uncertainties in the laser intensity and the initial electron energies,
which translate to uncertainties in the parameter ξ and εi, can constitute another lim-
itation in the application of the proposed CEP determination scheme. Nowadays the
intensity of an optical laser pulse can be determined to a relative accuracy of ∆I/I ≈ 0.1
[Yano 08]. Since the laser intensity scales quadratically with the parameter ξ this trans-
lates to an uncertainty ∆ξ/ξ ≈ 5× 10−2. Electron energies in laser accelerated bunches, on
the other hand, are reported to feature a spread of only ∆ε/ε ≈ ×10−2 [Leem 06, Clay 10].
To investigate the influence of these errors on the cutoff angles ϑc.o.1 , we take the derivative
in eq. (3.60) with respect to the respective parameter. The results are
dϑc.o.1
dξ
= 2
1
1 +
(
mξψc.o.A
cos(ϕ1)εi(1+βi)
)2 mψc.o.Acos(ϕ1)εi(1 + βi) (3.62a)
dϑc.o.1
dεi
= −2 1
1 +
(
mξψc.o.A
cos(ϕ1)εi(1+βi)
)2 mξψc.o.Acos(ϕ1)ε2i (1 + βi) , (3.62b)
where ψc.o.A ∈
{
ψminA , ψ
max
A
}
is connected to ϑc.o.1 via eq. (3.58). The error dependency on
an uncertainty in the parameters ξ and εi in the relativistic regime and observed in the
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coordinate system from fig. 2.1 is then expressible as
∆ξϑc.o.1 =
dϑc.o.1
dξ
∆ξ
≈ 4mεiξψ
c.o.
A
4ε2i +m
2ξ2ψc.o.2A
∆ξ
ξ
(3.63a)
∆εiϑc.o.1 =
dϑc.o.1
dεi
∆εi
≈ − 4ξmεiψ
c.o.
A
4ε2i +m
2ξ2ψc.o.2A
∆εi
εi
. (3.63b)
Since the two expressions coincide, from now on we only discuss ∆ϑc.o.1 referring to both
possible errors. As a difference between the two types of errors we note that increasing
the laser intensity parameter ξ will spread out the emission cone while increasing the elec-
trons’ mean initial energy will make it narrower. This is in agreement with the classical
considerations from section 2.1. An increased laser intensity renders the electrons’ trajec-
tories steeper whereas electrons with larger initial energy εi pass through the interaction
region with a less prominent change of their propagation directions. Inserting the numbers
from the previously discussed examples and setting ψc.o.A = 1, we obtain as an upper limit
for the angular uncertainty in the classical scenario, where an optical laser was considered
∆ϑ1 ≈ 2.8◦. In an analogous way we obtain for the quantum scenario an uncertainty in the
cutoff angles arising from the uncertainty in the initial electron energies of approximately
∆εiϑmax1 ≈ 0.4◦. The uncertainty ∆ξϑmax1 for the quantum scenario, however, cannot be
estimated in this way. In this scenario we considered the radiation from an XUV laser
with a central frequency of ωL = 50 eV. For such a device the intensity determination
is more complicated and less accurate than for an optical laser system. To estimate the
influence of uncertainties in the laser intensity, we turn the argument around to obtain
the maximally tolerable uncertainty in the intensity measurement, that will not obscure
the observed signal in the angular distribution. From fig. 3.12 we read off that in order
to achieve a theoretical accuracy of π/4 in the CEP, we need to know the parameter ξ to
an accuracy that ensures ∆ξϑmax1 . 1
◦. To invert eq. (3.63a) most easily we observe that
for the parameters we chose in the quantum scenario it holds ε2i = (7.5mξ)
2 ≫ m2ξ2. We
thus find
∆ξ
ξ
≈ ∆
ξϑmax1
7.5
. (3.64)
If we do not want to conceal an angular change of ∆ϑmin = 1.6
◦, as is apparent in fig. 3.12
we can accept a relative error of ∆ξ/ξ ≈ 0.2. This corresponds to an intensity which is only
known with an uncertainty of 40% without obscuring the predicted CEP effect.
We next show that the specific shape function ψA(η), chosen for modeling the laser
pulse, has no influence on the result. To this end we compare our standard choice of
eq. (2.6) to two different types of alternative envelopes, namely first a Gaussian and
second a hyperbolic secans as envelope functions
ψGaussA = sin(η + η0) e
− (η−2pin)2
a (3.65a)
ψsechA = sin(η + η0) sech
[
(η − 2πn)
a
]
. (3.65b)
We fix the width parameter a for both alternative choices by a least square error method
to match the sin4-shaped pulse, what solely ensures that we consider laser pulse of the
same duration. The only parameters we consider as given are the laser’s amplitude and its
central frequency. The resulting shape functions, obtained via that procedure for η0 = 0
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Figure 3.18: Two-cycle laser pulses for three different envelope functions.
and nC = 2 in eq. (2.6) are shown in fig. 3.18 and we observe little differences between
the respective choices for the envelope. The influence of the presented different envelope
functions on the emitted radiation’s angular distribution is demonstrated in fig. 3.19.
We find the choice of the specific envelope function to be of negligible impact for the
applicability of the proposed CEP determination scheme.
Our final remark in this section considers a real limitation for the proposed experimental
scheme. We recall that via eq. (3.60) the CEP determination relies on the fact that
the shape functions minimal and maximal value ψminA (η0) and ψ
max
A (η0), respectively, are
functions of the CEP. For a long laser pulse, however, this dependency gets lost, since
ψmaxA (η0) ≈ −1 and ψmaxA (η0) ≈ 1. Plotting eq. (3.58) for different values of nC in the
shape function eq. (2.6), we can trace the according die out of the angular dependence on
η0. The fact that in fig. 3.20 the slope of the cutoff angles with respect to η0 in fig. 3.20b
is negative, whereas in the two other cases it is positive is due to our special choice of
the shape function eq. (2.6). Due to the strong suppression of leading and trailing edge
of the pulse, the electron dynamics are dominated by the middle cycles of the laser pulse.
In few-cycle pulses the field orientation of these central field cycles changes experiences
a relative sign change, depending on whether we consider an even or odd number of
cycles contained in the overall pulse. Thus changing the CEP influences the electron’s
main emission direction in respectively opposite directions in these both cases. Thus the
orientation of the angular emission bands in fig. 3.20 depends on the specific electron
trajectory. Anyway we read off, that for laser pulses comprising more than 5 cycles of
the carrying electromagnetic wave, the sketched CEP determination scheme is no longer
applicable. In the optical regime this corresponds to laser pulses of little more than 10 fs
duration.
(a) sin4-envelope (b) Gaussian envelope (c) sech-envelope
Figure 3.19: Angular emission ranges according to eq. (3.60) for the three indicated enve-
lope functions, matched to N = 2 and constant peak intensity.
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(a) nC = 2 (b) nC = 3 (c) nC = 4
Figure 3.20: Die out of the η0-dependence of the angular emission range nC ≥ 2 cycles
contained in a laser pulse modeled by eq. (2.6).
3.5 Intensity dependent frequency shift in pulsed fields
We consider it in place to elucidate the seemingly elusive concept of mass dressing from
the NSCS perspective in the following section of this work. The concept of the so-called
dressed mass, originally formulated soon after the formulation of SF-QED in an analysis
of the pole structure of the electron propagator in the presence of a strong, oscillating
background field [Brow 64], and frequently reinvestigated for monochromatic background
fields, [Niki 64, Eber 65, Reis 66a, Eber 66, Eber 68, Kibb 75], has launched discussion up
to the present date [Harv 12, Hein 10b]. Most of these analyses, considered monochromatic
external laser waves, where the mass shift is a clear observation, since the cycle-average of
the Dirac current is proportional to the dressed electron momentum, whose square yields
an intensity dependent mass shift (see eqs. (2.115) and (2.119)). However, rigorously
speaking in the analysis of pulsed laser fields quasi-momenta do not appear and thus their
square does not correspond to a physical observable. Furthermore since the averaging
of the quantum current over many cycles of the laser field is a rather imprecise concept
if the field is not strictly periodic, it is desirable to observe effects of the dressed mass
in pulsed laser fields. Recently the assertion was raised, that such information can be
inferred from the frequency distribution of the radiation of an electron, scattered from
a short laser pulse [Mack 11]. We want to give a short qualitative discussion, how a
dressed mass affects the emission spectra of NSCS in an either monochromatic or pulsed
laser field. Comparing eqs. (1.8) and (2.125) we found that the frequencies emitted from
an electron in a monochromatic wave are not equivalent to the usual Doppler shifted
frequencies and only in the limit ξ produce to corresponding expression. This intensity
dependent frequency shift is due to the increased massm∗, an electron effectively has inside
a monochromatic laser wave. We also note that a similar effect was even apparent in a
classical computation (see eq. (2.44)). This can be seen by recalling that a photon, emitted
in a conventional linear Compton scattering event, which obeys the energy momentum
conservation pi + kL = pf + k1, has an energy of
ω1 =
pikL
n1(kL + pi)
. (3.66)
Changing the electron’s momentum by a positive vector along laser propagation direction
pi → pi +∆p kL diminishes this emitted photon frequency (please note for this argument
n1kL ≥ 0). This prescription, on the other hand, is precisely the momentum replacement
one has to perform in the presence of a monochromatic external laser field, to arrive at
the formally equivalent energy momentum conservation qi + lkL = qf + k1, whence we
conclude the outgoing photon’s frequency to be
ω1 =
pikL
n1((1 + ∆pi)kL + pi)
. (3.67)
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The difference between eqs. (3.66) and (3.67) is called intensity dependent frequency shift
in nonlinear Compton scattering and can be observed in the scattering of an electron
from a monochromatic as well as a pulsed laser fields. Its physical explanation is that
heavier particles, as an electron with a dressed mass exceeding its rest mass, emit smaller
frequencies in Compton scattering. That the frequency shift, obtained in the existing
monochromatic analyses is different from that for a few-cycle pulse, is obvious from fig. 3.2.
As, according to eq. (3.67), the effect of mass dressing can be inferred from changes in the
effective electron momentum, in the following we will discuss the average of the quantum
current, which is directly connected to the electron’s effective momentum in an arbitrary
plane wave laser field. It will show, that it is not straightforward to transfer the concept
of a dressed momentum to the case of few-cycle laser pulses. This conclusion can be
already drawn from the connection of the dressed momentum, with the cycle-averaged
quantum current. If the laser field is no longer strictly periodic in all past and future,
this average differs from cycle to cycle and a new degree of freedom arises, namely the
position of the averaging interval. This freedom of choice already hints at the fact that
the dressed mass cannot be universal in pulsed laser fields. On the other hand, if the
scattering laser pulse contains many cycles of the carrying wave and thus its spectrum is
very narrow, the monochromatic peak positions and thus the corresponding mass dressing
reemerges smoothly (see figs. 3.4). As we consequently wish to make a connection to the
monochromatic limit, we are going to compute the averaged quantum current resulting
from to the shape function given in eq. (2.8). We are going to average over the whole
invariant phase interval η ∈ [2π(2nswitch + nflat)], over which the pulse is non-zero. The
Volkov current of a classical electron in the presence of a laser field was given in eq. (2.105).
That expression is averaged over the indicated phase interval by replacing
AµL(η)→ 0
AµL(η)ALµ(η)→
4π2nswitch(3nflat + 2nswitch)− 3 cos(2η0)
24π2nswitch(nflat + 2nswitch)
AµLALµ. (3.68)
The effective electron momentum resulting from the choice (2.8) for the envelope of the
shape function is given by 〈pµ〉 = εV 〈jµ〉 and found to be
〈pµ〉 = pµi + kµL
e2AµLALµ
4pikL
(
4π2nswitch(3nflat + 2nswitch)− 3 cos(2η0)
12π2nswitch(nflat + 2nswitch)
)
=: pµi + k
µ
L
e2AµLALµ
4pikL
q(nflat, nswitch, η0). (3.69)
First of all we note that in the limit nflat →∞ with fixed nswitch, this indeed goes over to the
result for a monochromatic, linearly polarized plane wavelength 〈pµ〉 = qµi = pµi +kµL
e2A2L
4(pikL)
and this transition is smoothly. For short laser pulses, however, we immediately find
new dependencies on the pulse duration 2π(nflat + 2nswitch), the ratio nflat/nswitch, i. e. the
steepness of the pulse’s leading and trailing edges, and even on the CEP η0. The dressed
mass, deduced from eq. (3.69) is given by
m∗ = 〈pµ〉 〈pµ〉 = m
√
1 +
ξ2
2
q2(nflat, nswitch, η0), (3.70)
where the dependence on the pulse’s specific shape and duration is explicit. This kind of
disambiguity arises again for the choice of the proper averaging interval. In summary we
can say that although all plane wave computations intrinsically contain the monochromatic
limit, they do not feature unique patterns of a dressed mass. Averaging phenomena, such
as a dressed mass, lose their universality in short laser pulses, but depend delicately on
the pulse’s specific shape.
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4
Nonlinear double
Compton scattering
A scientist in his laboratory is not
only a technician:
He is also a child placed before
natural phenomena which impress
him like a fairy tale.
(Marie Curie)
4.1 Introduction
A key motivation of this thesis is the fact that SF-QED is just about to enter the nonlinear
regime. As we have seen in the last chapter, the quantum probability for NSCS eq. (3.21)
in the classical limit formally reduces to the classical result eq. (2.17) (see section D.3 for
the formal details). On the other hand, it is well known that in the framework of QED
the tree level diagrams are merely the lowest order approximation to the exact amplitude.
Consequently any process of higher order in the perturbing electromagnetic potential does
not feature a formally exact classical analog, as it cannot feature a corresponding classical
limit [Thir 09]. The inference that in CED one is unable to describe the emission of more
than one photon, however, is only partly correct. Of course the question “how many
photons” are being emitted, is meaningless in CED, as the radiation field is unquantized
(see fig. 1.1). On the other hand, it was shown by Glauber [Glau 51], treating the radiating
charge current classically, as in CED, and assuming only the emitted radiation field to be
quantized, that the resulting emission spectra relate to the average emitted energy of CED.
He could show that, as soon as the computed probability exceeds unity and consequently
can no longer be understood as a probability, it can be interpreted as the average number
of emitted photons. It is, however, correct to claim that all QED processes of higher
than lowest order can not even perturbatively yield exact results of CED. These processes
include the emission of any photon number larger than one as well as radiative corrections.
Radiative corrections, however, are experimentally only detectable as corrections to the
corresponding fundamental tree-level probabilities. The simplest quantum effect which
is experimentally discriminable from the first order process, i.e. does not have a classical
analog, thus is the emission of two photons. We refer to this process in the presence of a
strong laser field as Nonlinear Double Compton Scattering (NDCS), in analogy to NSCS.
From fundamental considerations we would expect that such a two photon emission can
occur simultaneously, rendering it a real quantum process, which in the framework of
SF-QED is referred to as coherent emission. On the other hand, also a classical electron
may emit two photons, as just outlined, if its acceleration lasts long enough for two
consecutive single photon emissions to become feasible [Melr 72]. This process is called
4.2 Matrix Element and Cross section
incoherent. We will comment on the physical meaning of these terms and elaborate on
the differences between the two respective processes in section 4.4. In addition to the
mentioned analyses of NDCS in the perturbative and monochromatic limit, recently there
has also been presented an investigation of NDCS in pulsed external fields, independent
of the work presented here [Seip 12]. The comparison of the results presented here with
those of that work provides a viable check of our calculations.
Since many of the computations of NDCS are, albeit more complex, analogous to those
of NSCS, we will frequently refer to the results of chapter 3 to shorten the discussion.
An essential ingredient for computing the scattering matrix element is the electron prop-
agator dressed by the external field, which introduces divergences in case one considers a
monochromatic external field (see section 2.2). In the existing analyses of NDCS in such
a monochromatic field [Lots 09b, Lots 09a] the authors identified the formally diverging
contributions to the scattering matrix element with the incoherent partial processes and
considered parameter regimes in which this process was strongly suppressed. They thus
eliminated parts of the scattering from their analysis and considered only the non-divergent
part. We will see, however, that the contributions to the scattering amplitude, which di-
verge in the monochromatic limit, not only are non-negligible, but in fact dominate the
process of two photon emission. Only in the recent works on NDCS in pulsed external
fields [Seip 12, Mack 12a] a full treatment of the dressed electron propagator in arbitrary
plane wave fields was given. In this work we wish to show that the mentioned singulari-
ties in the monochromatically dressed electron propagator are only due to the unphysical
assumptions of an infinitely long, i.e. single-mode, external plane wave laser field. In sec-
tion 4.4 they are shown to be absent in pulsed external fields. The NDCS probability
integrated over the final phase space of one of the emitted photons gives the differential
probability of observing a photon originating from an NDCS event. This quantity is called
inclusive spectrum and in [Seip 12] it was pointed out, that in the regime χ ≪ 1, where
recoil effects are presumably negligible, it is almost always outscaled by the NSCS emission
probability. Hence the authors concluded that in this regime NDCS is difficult to observe
since any observed photon is far more likely to stem from NSCS than from NDCS. In
section 4.5 we will show that this observation is no longer valid in the full quantum regime
χ ∼ 1, whence one can think of viable detection schemes of correlated NDCS photons.
4.2 Matrix Element and Cross section
We will start our analysis of two photon emission from the second order term of the
scattering matrix element, defined in eq. (2.91), which connects a one electron initial state
|i〉 = |pi〉 with a final state containing one electron with changed momentum and two
emitted photons |f〉 = |pf ; k1, k2〉. As is usual in this work we summarize the following
technical discussion in a short paragraph at its end, which is then followed by numerical
simulations of the analytical results. The according Feynman diagrams are given in fig. 4.1
k1
x
k2
ypi pf
+
k2
x
k1
ypi pf
Figure 4.1: Furry picture Feynman diagrams of NDCS
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and for symmetry reasons it suffices to analyze only one of the partial diagrams and obtain
the cross-term by the replacement 1 ↔ 2. The analytic expression of the left diagram is
given by
Sfi = −i (4π)e
2√
16ω1ω2εiεfV 4
∫
d4xd4y Ψpf (y)/ǫ
∗
2e
ik2yG(y, x)/ǫ∗1e
ik1xΨpi(x) (4.1)
with Ψpi(x) (Ψpf (x)) the usual Volkov solution (its conjugate) from eqs. (2.98) and (2.101)
and the dressed electron propagator G(y, x), given in eq. (2.110). Due to the special space-
time dependence of the external plane wave field, all but one coordinate dependency in
eq. (4.1) may be integrated out resulting in
Sfi = −i (2π)
4e2√
4ω1ω2εiεfV 4
∫
dx−dy−Ψpf (y
−)/ǫ∗2e
ik+2 y
−
G(y−, x−)/ǫ∗1e
ik+1 x
−
Ψpi
× δ(3)(p⊥i − k⊥1 − k⊥2 − p⊥f ) (4.2)
with the three perpendicular momentum components p⊥ as defined in section 1.2. The
dressed electron propagator with three momentum integrations carried out reads
G(y−, x−) = lim
ǫ→0
∫
dp+
2π
Ept(y
−)
/p(p⊥t ) +m
p2(p⊥t )−m2 + iǫ
Ept(x
−), (4.3)
with part of the Ritus matrices depending solely on x− or y− from eq. (2.104). We
additionally defined the transitional electron momentum
pµt =
 p+t = p
⊥
t
2
+m2
2p−t
p−t = p
−
i − k−1
p⊥t = p⊥i − k⊥1
 , (4.4)
which in addition to the conservation laws for p−t and p
⊥
t fulfills the mass-shell condition
p2t = m
2. Analogous to eq. (3.16), from the physical requirement p−t > 0 we infer that
quantum mechanically there results a maximally allowed emitted photon frequency
ωMax1,2 =
εi(1 + βi)
1− nLn1,2 . (4.5)
The notion p(p⊥t ) in eq. (4.3) refers to the fact that only p+ is free, whereas all other
three momentum components are fixed to p⊥t . In section 4.4 it is shown that the dressed
propagator can be split up into two contributions of the form
G(y−, x−) = Gp.o.(y−, x−) +Gs.p.(y−, x−) (4.6)
Gp.o.(y−, x−) = −iEpt(y−)
/pt +m
2p−t
Ept(x
−)Θ(y− − x−)
Gs.p.(y−, x−) = Ept(y
−)
/kL
2(ptkL)
Ept(x
−)δ(y− − x−),
with the superscripts standing for phase ordered and same phase. Inserting this expression
now into eq. (4.2) yields the split up scattering matrix element
Sfi = −i (2π)
4e2√
4ω1ω2εiεfV 4 2p
−
t
(
M˜p.o.fi + M˜
s.p.
fi
)
δ(3)(p⊥i − k⊥1 − k⊥2 − p⊥f ) (4.7)
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M˜p.o.fi = −i
2∑
i,j=0
Γij fij, M˜
s.p.
fi =
1
kL+
2∑
i=0
Γ˜i fi, (4.8)
where the superscripts denote the partial amplitudes resulting from the corresponding
term in eq. (4.6). The partial amplitude M˜ s.p.fi in eq. (4.7) contains dynamic integrals
analogous to the definition eq. (3.5)
fi =
∫
dx−ψiA(x
−)e−iS
k1+k2
pi,pt
(x−) (4.9)
Sk1+k2pi,pf (x
−) = k+L
∫ x−
−∞
dc−αV ψA(c−) + βV ψ2A(c
−) + γV (4.10)
with the exponential Volkov parameters of the overall process
αV = e
(
piAL
kLpi
− pfAL
kLpf
)
(4.11a)
βV =
e2A2L
2
(
kL(k1 + k2)
(kLpf )(kLpi)
)
(4.11b)
γV = −(k1 + k2)pi
kLpf
. (4.11c)
The matrix prefactors in eqs. eq. (4.8) are given by
Γ˜0 = /ǫ
∗
2
/kL/ǫ
∗
1
Γ˜1 = e
(
/AL/kL/ǫ
∗
1(kLǫ
∗
2)
kLpf
+
/ǫ∗2/kL /AL(kLǫ
∗
1)
kLpi
)
(4.12a)
Γ˜2 = −e
2A2L(kLǫ
∗
1)(kLǫ
∗
2)
(kLpi)(kLpf )
/kL (4.12b)
Again as in the case of NSCS (see chapter 3) the function f0 is divergent. Its regularization
is formally equivalent to eq. (3.13). The partial amplitude M˜p.o.fi in eq. (4.7) differs more
strongly from the NSCS analysis. It is governed by two dimensional dynamic integrals of
the form
fij =
∫
dx−dy−Θ(y− − x−)ψjA(x−)ψiA(y−)e−i (S
k1
pi,pt
(x−)+S
k2
pt,pf
(y−))
(4.13)
containing the actions
Sk1pi,pt(x
−) = gk1pi,pt(x
−) + k+Lγ
x
V (4.14a)
Sk2pt,pf (y
−) = gk2pt,pf (y
−) + k+Lγ
y
V (4.14b)
gk1pi,pt(x
−) = k+L
∫ x−
−∞
dc− αxV ψA(c
−) + βxV ψ
2
A(c
−)
gk2pt,pf (y
−) = k+L
∫ y−
−∞
dc− αyV ψA(c
−) + βyV ψ
2
A(c
−)
which also contain Volkov-type exponential parameters. In this case, however, there are
two sets of such parameters, one for each interaction vertex, given by
αxV = e
(
piAL
pikL
− ptAL
ptkL
)
, αyV = e
(
ptAL
ptkL
− pfAL
pfkL
)
(4.15a)
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βxV =
e2A2L
2
(
k1kL
(pikL)(ptkL)
)
, βyV =
e2A2L
2
(
k2kL
(ptkL)(pfkL)
)
(4.15b)
γxV = −
k1pi
ptkL
, γyV = −
k2pt
pfkL
. (4.15c)
By definition these parameters fulfill the relations
αxV + α
y
V = αV (4.16a)
βxV + β
y
V = βV (4.16b)
γxV + γ
y
V = γV , (4.16c)
Sk1pi,pt(x
−) + Sk2pt,pf (x
−) = Sk1+k2pi,pf (x
−). (4.16d)
The prefactors of these bivariate parameter functions are given by
Γij = Γ˜
2
i
[
/pt +m
]
Γ˜1j (4.17)
Γ˜l0 = /ǫ
∗
l
Γ˜11 = e
(
/AL/kL/ǫ
∗
l
2(kLpi)
+
/ǫ∗l /kL /AL
2(kLpt)
)
, Γ˜21 = e
(
/AL/kL/ǫ
∗
l
2(kLpt)
+
/ǫ∗l /kL /AL
2(kLpf )
)
Γ˜12 = −
e2A2L(kLǫ
∗
1)
2(kLpi)(kLpt)
/kL, Γ˜
2
2 = −
e2A2L(kLǫ
∗
2)
2(kLpt)(kLpf )
/kL
In the parameter functions fij one faces the same difficulty as in the case of the fi. Those
integrals where one of the integration dimensions is not temporally confined by the shape
function in the preexponent (i.e. i, j = 0), are divergent. To deal with this difficulty a
similar trick as in the previous case needs to be performed. To this end we define two
inner integral functions
fij =
∫ ∞
−∞
dy−dx−Θ(y− − x−)ψjA(x−)ψiA(y−)e−i (S
k1
pi,pt
(x−)+S
k2
pt,pf
(y−))
=:
∫ ∞
−∞
dy− Gj(y−)ψiA(y
−)e−iS
k2
pt,pf
(y−)
=:
∫ ∞
−∞
dx− Ii(x−)ψjA(x
−)e−iS
k1
pi,pt
(x−). (4.18)
For these inner integral functions it holds
∂y−G
j(y−) = ψjA(y
−)e−iS
k1
pi,pt
(y−)
∂x−I
i(x−) = −ψiA(x−)e−iS
k2
pt,pf
(x−)
. (4.19)
We further note that by integration by parts the following relations hold∫ ∞
−∞
dy−
(
∂y−G
j(y−)
)
e
−iSk2pt,pf (y−) = −
∫ ∞
−∞
dy− Gj(y−)∂y−
(
e
−iSk2pt,pf (y−)
)
∫ ∞
−∞
dx−
(
∂x−I
i(x−)
)
e−iS
k1
pi,pt
(x−) = −
∫ ∞
−∞
dx− Ii(x−)∂x−
(
e−iS
k1
pi,pt
(x−)
)
. (4.20)
Then by use of eq. (4.16d) it follows
γyV f0j = −ifj −
(
αyV f1j + β
y
V f2j
)
(4.21a)
γxV fi0 = ifi − (+αxV fi1 + βxV fi2) . (4.21b)
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Analogous to eq. (3.15) these expressions can be equally understood as manifestations of
gauge invariance [Ilde 11, Seip 12]. Applying eqs. (4.21a) and (4.21b) at once one finds
f00 =
i
γxV γ
y
V
(
γxV α
y
V − γyV αxV
γV
f1 +
γxV β
y
V − γyV βxV
γV
f2
)
+
i
γxV γ
y
V
(
αxV α
y
V f11 + α
x
V β
y
V f21 + β
x
V α
y
V f12 + βV 1β
y
V f22
)
. (4.22)
Now since the dynamics of the process is captured in the parameters functions, from the
above formulas we see that portions of the partial matrix element M˜p.o.fi are governed by
univariate parameter functions and thus physically need to be attributed to M˜ s.p.fi . The
full scattering matrix element with all divergences removed and split up into physical
subprocesses thus reads
Sfi = NNDCS u¯pf
(
Mp.o.fi +M
s.p.
fi
)
upiδ
(3)(p⊥i − k⊥1 − k⊥2 − p⊥f ) (4.23)
NNDCS = −i (2π)
4e2√
4ω1ω2εiεfV 4
Mp.o.fi = −
i
2p−t
2∑
i,j=1
Γij fij, M
s.p.
fi =
1
2(kLpt)
2∑
i=1
Γi fi
The intricacies of connecting these partial amplitudes to physically discriminable partial
processes of NDCS, as discussed at the beginning of this chapter, are discussed in sec-
tion 4.4. The coefficients of the physical same phase matrix element M s.p.fi are expressed
in terms of eqs. (4.12) and (4.17) according to
Γ1 = Γ˜1 − αV
γV
Γ˜0 +
αxV γ
x
V − αyV γyV
2γV γxV γ
y
V
Γ00 − 1
γxV
Γ10 +
1
γyV
Γ01 (4.24a)
Γ2 = Γ˜2 − βV
γV
Γ˜0 +
βxV γ
x
V − βyV γyV
2γV γxV γ
y
V
Γ00 − 1
γxV
Γ20 +
1
γyV
Γ02. (4.24b)
The definition of the matrix coefficients of the phase ordered partial amplitude Γij , given
in eq. (4.17), remains unchanged. To obtain a physical quantity such as the differential
emission probability we have to take the modulus square of the scattering matrix element,
according to the procedure outlined in appendix A. The resulting differential probability
of an electron upon interaction with a pulsed plane wave field to emit two photons is then
given by
dW =
e4 ω1ω2
4(2π)4p−i p
−
f
∣∣∣u¯pf(M s.p.fi +Mp.o.fi )upi + (1↔ 2)∣∣∣2 dω1dΩ1dω2dΩ2, (4.25)
where (1 ↔ 2) denotes the cross channel term, corresponding to the Feynman diagram
shown right in fig. 4.1, which is obtained from eq. (4.23) by exchanging the two numeric
indices 1 and 2. This probability is differential in the six quantities ω1,2 and (ϑ1,2, ϕ1,2).
Thus, whenever we are going to present numerical simulations of eq. (4.25) we are going to
fix four of these values, e.g. the observation directions of the two photons (ϑ1,2, ϕ1,2), and
show a two-fold differential probability in the remaining quantities. It is interesting to note
that the partial amplitude Sp.o.fi of eq. (4.23) can be interpreted written in terms of two
separate NSCS scattering amplitudes. For the following discussion we will again focus only
on the channel of NDCS depicted left in fig. 4.1. An analogous result holds for the cross
channel. To demonstrate the connection to two separate NSCS amplitudes, we denote the
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NSCS amplitude for an electron of initial momentum pµi to emit a photon of wave vector k
µ
1 ,
thereby changing its momentum to pµt , as S
NSCS
fi (pi → pt, k1) and the matrix coefficients
of the reduced matrix element eq. (3.4) are analogously labeled ΓNSCSj (pi → pt, k1). From
eq. (3.3) we then derive the product of two NSCS amplitudes for the successive emission
of two photons with wave vectors kµ1,2 via the transitional electron momentum state p
µ
t
SNSCSfi (pt → pf , k2)× SNSCSfi (pi → pt, k1) =
=− e
2(2π)7√
16ω1ω2εiεfV 6εt
δ(3)
(
p⊥i − k⊥1 − p⊥t
)
δ(3)
(
p⊥t − k⊥2 − p⊥f
)
×
∫
dy−
2∑
i=1
u¯pfΓ
NSCS
i (pt → pf , k2)ψiA(y−)upt,σteiS
k2
pt,pf
(y−)
×
∫
dx−
2∑
j=1
u¯pt,σtΓ
NSCS
j (pi → pt, k1)ψjA(x−)upieiS
k1
pi,pt
(x−) (4.26)
where σt gives indicates the spin states of the electron in the interim momentum state p
µ
t .
Using the completeness relation eq. (B.18) for the spinors upt,σ, the latter expression is
easily connected with the phase ordered partial scattering matrix element from eq. (4.23)
Sp.o.fi =
∑
σt
∫
dx−dy−
d3p⊥t V
(2π)3
Θ(y− − x−)
×
(
∂
∂y−
SNSCSfi (pt → pf , k2)
)(
∂
∂x−
SNSCSfi (pi → pt, k1)
)
. (4.27)
In this expression (d3p⊥t V )/(2π)3 is the phase space volume of the intermediate electron.
From eq. (4.27) we thus read off that the partial scattering amplitude proportional to
Mp.o.fi corresponds to an electron with initial momentum p
µ
i undergoing the process of
emitting a photon with wave vector kµ1 at vertex x, changing its four-momentum to p
µ
t ,
and subsequently emitting a second photon with wave vector kµ2 at vertex y, changing it
four momentum to pµf . It is interesting to note that the step function, which naturally
occurred during our computation, in view of this interpretation simply reflects causality.
Since we computed the partial amplitude of the process depicted left in Fig. 4.1 the
photon with four-momentum k1 needs to be emitted before k2. This is reflected in the
step function, which gives a zero contribution unless the phase of the second vertex is
larger than that of the first one. The phase ordered partial matrix element Sp.o.fi thus
corresponds to a time ordered succession of two single Compton events, summed over all
spin and momentum states of the intermediate electron. The same phase contribution
does not feature a comparable decomposition into two subprocesses. But it is connected
to the perturbative double Compton effect [Mand 52, Cava 52]. However, usual electron-
photon scattering is a single-photon process. The laser field thus needs to be weak, to
recover this limit, so that the electron will interact with only one photon from it. Thus the
partial amplitude Ss.p.fi is connected to the perturbative limit of the full scattering matrix
element. The rather technical formal details of this as well as the monochromatic limit of
the general NDCS emission probability (4.25) are given in appendix E.
Summarizing the above discussion
We have analytically investigated a particular channel of NDCS, corresponding to the
Feynman diagram depicted left in fig. 4.1. The cross channel, depicted right in fig. 4.1, is
obtained from our results by the replacement 1↔ 2. We demonstrated how the scattering
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(a) Two photon emission probability
dW/(
∏
dωidΩi) taken form [Seip 12]. The
dashed lines give the position of the first
Oleinik resonance in the emission spectra.
They are well reproduced in fig. 4.2(b).
(b) Two photon emission probability
dW/(
∏
dωidΩi) computed from eq. (4.25)
η[rad]
10 20 30
ψA(η)
1
2
0
−12
1
2
0
−12
(c) Shape functions employed in [Seip 12]
(black, shifted in η-direction by τ ) and derived
from eq. (2.6) for a cycle number nC = 20/pi
(red).
(d) Emission probability of fig. 4.2(b) on a linear
scale.
Figure 4.2: Comparison of a numerical simulation of eq. (4.25) to the results published in
[Seip 12]. The emission probabilities are given in [(eV sr)−2].
matrix element naturally decomposes into two partial amplitudes, by virtue of a split up
of the dressed electron propagator, which is discussed in section 4.4. We labeled these two
partial amplitudes as the same phase and phase ordered contribution, as they are governed
by dynamic integrals which depend on only one or on two causally ordered phase variables,
respectively. Causal ordering in this respect means that in the phase ordered contribution
to the NDCS channel depicted left in fig. 4.1 the photon with wave vector kµ1 has to be
emitted before that with wave vector kµ2 . Finally we have demonstrated that the phase
ordered contribution to NDCS is equivalent to a phase ordered succession of two NSCS
scattering amplitudes, which further supports the assertion that the photon emission is
causally structured.
For the further evaluation of eq. (4.25), just as in the case of NSCS, we employ a
numerical integration scheme of the dynamic integrals (see chapter 5). The algebraic spin
summation and average are also performed numerically. Throughout this chapter we are
going to consider the interaction of an electron and a laser pulse in a reference frame as
depicted in fig. 2.1. The first step is now to seek for confirmation of the correctness of
the analytic as well as numerical results. As outlined in the opening of this chapter, the
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comparison of the results obtained by a numerical simulation of eq. (4.25) to those of an
independent analysis of NDCS can be employed as such a consistency check. In fig. 4.2(a)
we show the probability of an electron with initial energy εi/m = 104 (corresponding to
εi ≈ 5 GeV), colliding head on with a plane wave laser pulse of central frequency ωL = 1.55
eV and intensity IL = 2×1018(ξ = 1), to emit two photons into the directions ϑ1,2 = m/εi,
ϕ1 = π/2 and ϕ2 = 3π/2 as a function of ω1, ω2, published in [Seip 12]. In fig. 4.2(b) we
show to the result of a numerical simulation of eq. (4.25) in comparison. Smaller deviations
between the two respective spectra result from a difference in the function employed shape
functions. In [Seip 12] the authors employ a pulse form ψA(η) = cosh (πη/2τ) cos(η) for
−τ ≤ η ≤ τ and zero elsewhere, together with a dimensionless pulse length of τ = 20.
To recover the resulting shape function from our pulse model eq. (2.6) we employ nC =
20/π ≈ 6, whence we derive the same pulse duration. From a comparison of the resulting
shape functions, shown in fig. 4.2(c), we read off a different rise and fall of the shape
function’s edges, which is due to the different power law scaling of the pulse envelope
in eq. (2.6) as compared to that one employed in [Seip 12]. In view of these differences
the good qualitative agreement between figs. 4.2(a) and 4.2(b) is striking. In section E.3
it is demonstrated that in accordance with [Olei 67] the scattering amplitude exhibits
resonances at the frequencies
ωm.c.,l1,2 =
l(pikL)
(p+ (l + m
2ξ2
4(pikL)
)kL)n1,2
. (4.28)
The first resonances in ω1 and ω2 are marked by dotted lines in fig. 4.2(a). Due to the
fact that the first maximum well reproduces this monochromatic result, we conclude that
for a the pulse duration of nC ≈ 6 the assumption of a singular frequency spectrum yields
adequate results. We point out that the higher order resonance maxima appearing in both
ω1,2-directions are caused by the electron interacting with more than one photon from the
laser field, but nevertheless they are not significant for overall emission probability shown
in figs. 4.2. In fact, showing the emission probability on a linear scale (see fig. 4.2(d)), we
find only the first harmonic to be of detectable significance. The observed good agreement
with the monochromatic case, at least concerning the position of the resonance peaks, is not
persistent for arbitrary pulse shapes. In the case of NSCS in section D.3 we found that for
the choice nC = 2 in eq. (2.6), already for ξ / 1 the NSCS result significantly differs from a
monochromatic analysis. To study this regime, where the monochromatic approximation
is no longer valid, we will next consider a scenario where the laser pulse is modeled by
eq. (2.6) with nC = 2 cycles contained. Furthermore we aim at comparing the respective
magnitudes of the two separate contributions Ss.p.fi and S
p.o.
fi to the overall scattering
process. To this end we simply square each of these partial amplitudes separately in
eq. (4.25) and label the resulting emission probabilities dW s.p. and dW p.o.. We stress, that
in order to resemble an experimental measurement, we are not going to show the emission
probabilities, but the corresponding energy emission spectra, according to the discussion
of appendix A. We study the emission from an in our terms moderately relativistic electron
with an initial energy of εi = 100 MeV, scattered from a laser pulse with an intensity of
IL = 10
20W/cm2 (corresponding to ξ ≈ 7). We choose to observe the radiation at ϑ1,2 = π−
ϑ0/2, ϕ1,2 = 0. We use ϑ0 = mξ/εi in accordance to the discussion of section 3.4. In fig. 4.3
we show the spectra resulting from the according simulation of eq. (4.25). In figs. 4.3(c)
and 4.3(d) we show the same spectra as in figs. 4.3(a) and 4.3(b), albeit with a logarithmic
scaling of the emitted photon frequencies ω1,2. Presenting the emission spectra in this way
allows for a simultaneous investigation of the different relative frequency regimes ω1 ∼ ω2
and ω1,2 ≫ ω2,1 where ω2,1 has to be understood as the respectively other frequency
than that on the left side of this inequality. Since we will find important features of the
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(a) Same phase contribution. (b) Phase ordered contribution. The white horizontal
line indicates the 100th Oleinik resonance ωm.c.,1001 .
(c) Same phase contribution with logarithmic fre-
quency axes.
(d) Phase ordered contribution with logarithmic fre-
quency axes.
Figure 4.3: Comparison of the energy emission spectra dE/(
∏
dωidΩi) resulting from the two
partial contributions to the emission of two photon, observed at ϑ1,2 = π−ϑ0/2,
ϕ1,2 = 0, emitted from an electron with initial energy εi = 100 MeV, scattered
from a laser pulse with intensity IL = 10
20W/cm2. The spectra are given in
[eV−1 sr−2].
scattering process in the latter frequency regimes, we are going to show some logarithmic
spectra and it is instructive to have an exemplary comparison between a logarithmic
and the corresponding linear spectrum at hand, for the sake of physical intuition. We
draw attention to three observable main features in figs. 4.3: First we have indicated
the frequency ωm.c.,1001 , where the 100
th Oleinik resonance as obtained from eq. (4.28) is
located, by a white vertical line. We note that this significantly large monochromatic
resonance order is located between the second and third resonance peaks, found from
the analysis of a pulsed field. This shift of the resonance peaks again is explainable as
a reduced red-shift due to a decreased mass dressing in the few-cycle laser pulse (see
section 3.5). The monochromatic analysis is thus also in the case of NDCS found to be of
no predictive power in the few-cycle regime, as also observed in chapter 3. Next, comparing
figs. 4.3(a) and 4.3(c) to figs. 4.3(b) and 4.3(d) we find a suppression of dEs.p. with respect
to the phase ordered contribution by five orders of magnitude. We can consequently focus
the following analysis of NDCS on the phase ordered partial process, which will lead
to simple physical pictures. Thirdly, in fig. 4.3(b), we note the regular distribution of
the resonance peaks in the two emitted photons’ frequencies. Recalling eq. (4.27), this
structure is strongly reminiscent of the peak structure we found for NSCS spectra (compare
fig. 3.2(b)). Denoting the probability of an electron with initial momentum pµi to emit two
photons with wave vectors kµ1,2 via NDCS by dW
NDCS
pi (k1, k2) and the probability of an
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(a) Total emission probability dWNDCSpi (k1, k2). (b) Product of the two NSCS probabilities obtained
from eq. (3.21) for the parameters of fig. 4.3(a).
Figure 4.4: Comparison of the NDCS emission probability as a function of the emitted
photon frequencies in comparison to the product of two NSCS emission proba-
bilities, multiplied according to eq. (4.29). The emission probabilities are given
in [(eV sr)−2].
electron to emit a single photon with wave vector kµ1,2 in an NSCS event as dW
NSCS
pi (k1,2),
the spectra found in figs. 4.3(a) and 4.3(d) then have the formal structure
dWNDCSpi (k1, k2) = dW
NSCS
pi (k1)× dWNSCSpi (k2). (4.29)
The neglect of the same phase contribution in this argument is in agreement with the
strong suppression found in figs. 4.3. The two NSCS emission events, constituing the
phase ordered contribution, and thus approximately the whole probability of an NDCS
event, will be labeled independent of each other, if the NDCS emission probability can
be approximated according to eq. (4.29) with the initial momenta of both NSCS events
the same as the initial momentum of the NDCS event. Please note that eq. (4.29) is
fundamentally different from eq. (4.27) inasmuch as the initial momenta of the two NSCS
probabilities are the same. If this is not the case, then eq. (4.27) still holds, in eq. (4.29),
on the other hand, one would have to insert a changed initial momentum for the second
NSCS probability. This initial momentum of the second emission event, on the other hand,
will depend on the photon energy emitted in the first NSCS event, whence the two events
can no longer be called independent. We confirm that the two NSCS events constituing
the NDCS spectrum of fig. 4.3(a) indeed are independent by graphically comparing this
spectrum to a spectrum obtained according to the right hand side of eq. (4.29), shown in
fig. 4.4(b). In fact, we find an excellent agreement. The different color scales in figs. 4.3(a)
and 4.4(a) are due to the fact that in the former we show the energy emitted, whereas
in the latter only the emission probabilities are given. These quantities differ by a factor
(ω1 + ω2). We resort to giving these two different quantities, since the natural quantity
to be measured in an experiment is the emitted energy, which on the other hand does not
lend itself to a product expression analogous to eq. (4.29).
Having established these results for the general structure of NDCS emission proba-
bilities, we note that as in the case of NSCS the dynamic integrals can be analytically
approximated in various asymptotic scenarios. As we did in chapter 3 we are going to
omit the technically involved details of these limits to the appendix. In particular we
study the perturbative limit of NDCS in section E.2 as well as its monochromatic limit
in section E.3. The approximation of the dynamic integrals in the relativistic regime
mξ, εi ≫ m, however, will again be explicitly studied in the following section.
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4.3 Stationary phase approximation
Just as in the case of NSCS it is highly beneficial to obtain a simple approximation scheme
for the NDCS scattering amplitude in the relativistic regime mξ, ǫi ≫ m. To find such a
scheme we again have to analyze the dynamic integrals defined in eqs. (4.9) and (4.13).
In this respect we note that the exponentials of univariate dynamic integrals fi are given
by differences of classical actions which are formally equivalent to eq. (3.12). For these
integrals then eqs. (3.36), (3.43), (3.47) and (3.48) can be unchangedly transferred. The
accordingly only remaining question is how the bivariate dynamic integrals eq. (4.13) can
be subjected to a stationary phase analysis. Along the lines of the argumentation of Sec.
3.3 we conclude that in the relativistic regime the exponential phases of the bivariate
dynamic integrals are large, their integrands thus rapidly oscillating and that they conse-
quently are accessible to a stationary phase approximation. From the general theory of
the multidimensional saddle point approximation it follows, that for a bivariate integrand,
as realized in eq. (4.13), a stationary point is distinguished by the condition
∇x−,y−
(
Sk1pi,pt(x
−) + Sk2pt,pf (y
−)
)
= 0, (4.30)
where ∇x−,y− = (∂x− , ∂y−) is the vector of the partial derivatives. From the decoupling
of the phases in the two integration dimensions x−, y−, apparent in eq. (4.30) and from
eqs. (4.14) we read off, that the stationary points of the bivariate dynamic integrals are
pairs of stationary points (˚x−,k, y˚−,k), which are distinguished by conditions analogous to
eq. (3.23)
αxV ψA(˚x
−,k) + βxV ψ
2
A(˚x
−,k) + k+Lγ
x
V = 0 (4.31a)
αyV ψA(y˚
−,k) + βyV ψ
2
A(y˚
−,k) + k+Lγ
y
V = 0, (4.31b)
We note that according to the discussion from section 3.3 these equations only feature a
real solution if the following conditions are satisfied
(mξ)
εi
ψminA ≤ (βiǫL) + (βikL)
k1ǫL
k1kL
≤ (mξ)
εi
ψmaxA (4.32a)
(mξ)
εt
ψminA ≤ (βtǫL) + (βtkL)
k2ǫL
k2kL
≤ (mξ)
εt
ψmaxA , (4.32b)
where again the four velocities βµ = pµ/ε are inserted. Since we only integrate over the
half space y− > x− contributions from stationary point pairs with y˚−,k < x˚−,k do not
contribute to our analysis. Assume now, we have found a pair of stationary points with
y˚−,k > x˚−,k. To obtain an according approximation to the bivariate dynamic integrals,
we recall that a particularly assumption leading to eq. (3.33) was that the integrals are
determined by the contributions from a close vicinity of the stationary points. Any con-
tributions to a rapidly oscillating integral, formed far away from a stationary point was
neglected. The bivariate parameter functions can then be expressed as
fij =
∑
k,l
f y˚
−,k
i × f x˚
−,l
j Θ(y˚
−,k − x˚−,l). (4.33)
f x˚
−,l
j =
∫ ∞
−∞
dx−
Nx∑
nx=0
(x− − x˚−,l)nx
nx!
(
∂nxx− ψ
j
A(x
−)
)
x−=x˚−,l
× exp
[
−i
Mx∑
mx=0
(x− − x˚−,l)mx
mx!
(
∂mx
x−
Sk1pi,pt(x
−)
)
x−=Ξ0
]
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f y˚
−,k
i =
∫ ∞
−∞
dy−
Ny∑
ny=0
(y− − y˚−,k)ny
ny!
(
∂
ny
y−
ψjA(y
−)
)
y−=y˚−,k
× exp
−i My∑
my=0
(y− − y˚−,k)my
my!
(
∂
my
y−
Sk2pt,pf (y
−)
)
y−=Υ0

In this expression we wrote the symbol Θ(y˚−,k − x˚−,k) to denote that only stationary
points with y˚−,k > x˚−,k contribute to the final result. It is of particular importance
this step function now enters eq. (4.33) outside of the integrals over x− and y− which
both cover the domain (−∞,∞). The integrations over the two variables x−, y− thus
formally decouple and the approximation for the bivariate dynamic integrals thus is a
sum over all stationary points, which are found as solutions of eq. (4.30). For each of the
univariate dynamic integrals f y˚
−,k
i , f
x˚−,l
j a saddle point approximation is already available
in terms of eqs. (3.36), (3.43), (3.47) and (3.48). In view of this decomposition then, in the
relativistic regime, the complete phase ordered partial process decomposes in an analogous
way according to
Sp.o.fi ≈
∑
l,k
S
(k)
fi × S(l)fi Θ
(
y˚−,k − x˚−,l
)
, (4.34)
where the S
(l)
fi are the contributions from the l
th stationary point c˚−,l to the NSCS scatter-
ing matrix element of the partial process at vertex c defined in eq. (3.50). Equation (4.34)
can be viewed as a discretized version of the general result eq. (4.27). Discretized here has
to be understood in the sense that the radiation of each separate NSCS event is the sum
over the contributions from all stationary points. The sum in eq. (4.34) then states, that to
the phase ordered contribution of NDCS only those pairs of stationary points contribute,
where the first photon is manifestly emitted before the second one. In all the previous
arguments, of course, one has to pay attention that the overall amplitude of NDCS will
always contain the cross term, depicted right in fig. 4.1. We recall from section 3.3 that the
stationary points c˚−,l correspond to those phase instants ηc where the electron propagates
into the direction of observation. The stationary points x˚−,l accordingly distinguish those
points of the trajectory taken by a classical electron entering the laser field described by
AµL(η) with an initial momentum p
µ
i where it propagates into the direction (ϑ1, ϕ1). On
the contrary the stationary points y˚−,k correspond to the propagation into the direction
(ϑ2, ϕ2) of an electron entering the laser field with an initial momentum of p
µ
t . According
to the discussion of section 3.3 we then infer that the dynamics of the electron can be
viewed as a combination of two classical trajectories, which are obtained from the dif-
ferent initial momenta pµi and p
µ
t , respectively. The summation over all possible pairs of
emission points indicates, that in this picture one has to sum all possible connection points
of the two trajectories. These connection points are precisely the stationary points x˚−,l
at which the first photon can be emitted. Since we saw that the overall process is domi-
nated by the phase ordered contribution (compare figs. 4.3), this property of the bivariate
dynamic integrals approximately translates to the overall NDCS probability of eq. (4.25).
Of course, giving only the initial momenta of the two trajectories, they are only defined
up to an additive integration constant namely the initial position of the electron. These
two constants, however, are fixed by the in any case needed initial position of the electron
before the scattering and by the physical requirement that the two trajectories need to
be continuously joined. From the relations (4.32), we know the stationary points of the
two emission events. We point out that, since ptǫL = (pi − k1)ǫL and ptkL = (pi − k1)kL,
for kµ2 = k
µ
1 eq. (4.32b) exactly reproduces eq. (4.32a), irrespective of p
µ
t . Since conse-
quently both trajectories point into direction k1 the at the same stationary points x˚
−,l, we
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conclude that also the derivatives of the two trajectories, joined at precisely these points,
are continuous. This quasi-classical picture significantly simplifies the discussion of the
results presented in this chapter and provides us with a deeper physical understanding of
the physical process of two photon emission.
4.4 The electron propagator dressed by an arbitrary plane wave
field
As was mentioned in chapter 1, a quantity of crucial importance in SF-QED computations,
is the electron propagator dressed by an external plane wave laser field. In this chapter
we are going to present a thorough analysis of the dressed electron propagator in an
arbitrarily shaped external plane wave field. We will derive the propagator split up,
given in eq. (4.6), and employ it to prove that in a pulsed plane wave the propagator
does not introduce divergences into the scattering matrix element. Furthermore we will
comment on a disambiguity in the used split-up of the dressed electron propagator and the
connected difficulty of assigning the physical terms coherent and incoherent to the photon
emissions, introduced at the beginning of this chapter. As was mentioned there, this
notion intends to distinguish between a pure quantum process and a classically realizable
two photon emission. To be able to assign these interpretations to partial amplitudes
of the scattering matrix element corresponding to fig. 4.1, one would expect the partial
amplitudes to satisfy a number of basic physical assumptions. Since in a quantum process
both photons are emitted simultaneously, the coherent partial amplitude is expected to
depend on only one single interaction point with the external field and to feature an off-
shell momentum of the propagator electron. Since any process triggered by an external
field, is more and more probable the longer the interaction with the external field lasts this
quantum contribution should scale linearly in the pulse duration τL. A classical emission of
two photons, on the other hand, is separable into two distinct emission events and should
thus depend on two interaction points with the external field and scale quadratically in the
laser pulse duration. And since a classical electron cannot change its mass, the propagator
momentum, corresponding to the electron momentum between the two emissions, has to
be on the mass-shell.
The technical discussion leading this section, will again be rather involved. A central
result of it was already given in eq. (4.6), and the remaining discussion is again summarized
in a paragraph at the end of this section. We depart from eq. (4.3), which is the expression
of the dressed propagator with all trivial coordinate dependencies integrated out. The
divergences in this equation can be isolated by means of the Sokhotski-Plemelj theorem
[Olve 10]
lim
ǫ→0
1
p2 −m2 + iǫ = P
(
1
p2 −m2
)
− iπ δ(p2 −m2), (4.35)
where the symbol P(. . . ) stands for the Cauchy principal value of the integrand enclosed
in the brackets. Equation (4.3) then splits up into two contributions
G(y−, x−) =
∫
dp+
2π
Ept(y
−)P
(
p+γ− + /pt +m
2p+p−t − p⊥t 2 −m2
)
Ept(x
−)ei(p
+−p+t )(x−−y−)
− i
4p−t
Ept(y
−)
(
/pt +m
)
Ept(x
−). (4.36)
In the appendix E.1 now the following relation is proven∫ ∞
−∞
P
(
eipx
p
)
dp = iπ sgn(x),
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where sgn(x) is the sign function. Employing then then variable transformation p˜+ =
p+ − p+t , eq. (4.36) turns into
G(y−, x−) = Goff(y−, x−) +Gon(y−, x−) (4.37)
Goff(y−, x−) = Ept(y
−)
(
/kL
2(ptkL)
δ(y− − x−) + i/pt +m
4p−t
sgn(x− − y−)
)
Ept(x
−)
Gon(y−, x−) = − i
4p−t
Ept(y
−)
(
/pt +m
)
Ept(x
−).
This way of splitting up the propagator manifestly distinguishes the two terms of the
Sokhotski-Plemelj theorem (4.35). It is thus frequently interpreted as a separation into a
term Gon, describing an intermediate electron on the mass shell (p2t = m
2), and Goff, with
the intermediate electron being off the mass shell (pt 6= m2). We note that in the literature
this particular way of splitting up the propagator is frequently used [Seip 12, Ilde 11,
Hu 10], in contrast to that position space decomposition, employed by us. To arrive at our
result we have to reorganize eq. (4.37) and make use of sgn(x−−y−)−1 = −2Θ(y−−x−),
where Θ(y− − x−) is the step function. It is then possible to find a propagator split up,
separating between those contributions to the propagator yielding one and two dimensional
integrations in the scattering matrix element, respectively. An equivalent view of this
transformation is to attribute the imaginary contribution of the off-shell part to the on-
shell part, yielding
G(y−, x−) = Gp.o.(y−, x−) +Gs.p.(y−, x−) (4.38)
Gp.o.(y−, x−) = −iEpt(y−)
/pt +m
2p−t
Ept(x
−)Θ(y− − x−)
Gs.p.(y−, x−) = Ept(y
−)
/kL
2(ptkL)
Ept(x
−)δ(y− − x−).
The superscripts s.p. and p.o. in eq. (4.38) indicate the same phase and phase ordered
contributions to the propagator, respectively. This notation is sensible, since in the same
phase contribution it holds ηx = k+Lx
− = k+L y
− = ηy, whereas the phase ordered con-
tribution exhibits a succession of the two phase values according to ηx < ηy. In view
of the above transformations we note that Gon contains terms with the manifest phase
ordering ηx > ηy. The tempting interpretation that this reversed phase ordering describes
a positronic contribution to the process depicted on the left hand side of fig. 4.1, requir-
ing a propagation backwards in time, is false. This can be concluded by noting that
the propagator momentum component p−t = p
−
i − k−1 > 0 is positive definite, whence a
negative energy solution of eq. (2.64a) cannot contribute to the on-shell contribution of
eq. (4.37). As mentioned in section 4.2, we chose to use eq. (4.38) for the computations
presented in this work. Considering the regularization of the divergences that arise when
considering a monochromatic plane wave as external laser field, we state that these are
obviously absent when considering a pulsed laser field, as eq. (4.23), which directly results
from the employment of eq. (4.38), does not contain any divergent quantities. How the
divergences in the analysis of a monochromatic external laser wave explicitly reemerge, is
demonstrated in section E.3. We can thus in fact attribute those divergences to the un-
physical assumption of an infinitely extent external laser field. That the two separations,
given in eqs. (4.37) and (4.38), are not equal, is obvious as the two parts Goff and Gp.o.,
each containing the matrix contribution (/pt+m), differ by a factor (1−Θ(y−−x−)). The
decompositions of the diverging integrals fi0, f0i, as stated in eqs. (4.21a) and (4.21b),
result in a reverse attribution of parts of the bivariate dynamic integrals, arising from
Gp.o. to the same phase contribution Gs.p.. One might wonder if this operation might
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compensate the above described reattribution of propagator contributions, rendering the
physically sensible split-up in position space equal to that one in momentum space. Since
this renormalization of the dynamic integrals is only achieved for the scattering matrix
element and not on a propagator level, it is necessary to investigate the decomposition
of the full scattering matrix element, resulting from the propagator decomposition (4.37).
Inserting this expression into eq. (4.2) we find
Sfi =NNDCS
(
Mofffi +M
on
fi
)
δ(3)(p⊥i − k⊥1 − k⊥2 − p⊥f ) (4.39)
Mofffi =
∫
dx−dy− Ψpf (y
−)/ǫ∗2e
−ik+2 y−Ept(y
−)
×
(
/kL
kL+
δ(y− − x−) + i/pt +m
2
sgn(x− − y−)
)
×Ept(x−)/ǫ∗1eik
+
1 x
−
Ψpi(x
−)
Monfi =− i
∫
dx−dy−Ψpf (y
−)/ǫ∗2e
−ik+2 y−Ept(y
−)
(
/pt +m
)
×Ept(x−)/ǫ∗1eik
+
1 x
−
Ψpi(x
−).
Compared this result to eq. (4.23) we find the partial amplitudes to be manifestly different.
It is now the natural question which one of the decompositions is the natural one to
facilitate an interpretation of the partial amplitudes as coherent and incoherent partial
processes, respectively. In our opinion, it is physically sensible to consider the partial
amplitudes of the scattering matrix element according to eq. (4.23) instead of eq. (4.39),
as we give reasons for in the following. The first property which we wish to highlight
is the time scaling of the partial processes resulting from eq. (4.6). At a given space
point the temporal duration of a laser pulse scales as τL ∝ ∆x−, whence we can equally
analyze the scaling in the x−-interval over which the pulse is assumed to be nonzero. The
scaling of the same phase and phase ordered partial processes, however, is easily inferred
from the fact that Ss.p.fi involves one-dimensional integrals over the domain ∆x
−, whereas
the bivariate dynamic integrals entering Sp.o.fi are integrated over a two dimensional area
of the dimension (∆x−)2. The expected time scaling of the coherent and incoherent
partial processes thus is naturally reproduced by the same phase and phase ordered partial
amplitudes, respectively. An even stronger argument for the validity of the propagator
split up of eq. (4.6) is the following. The incoherent process represents the succession of
two separate NSCS events. The probability for each such process to occur, however, has
been thoroughly studied in chapter 3. If the two photon emissions are truly incoherent, the
probability of the overall NDCS event must be expressible as a product of the probabilities
of the two separate emissions, with the constraint that the emission of the second photon
has to occur after the emission of the first one. This request is not to be confused with the
result of eq. (4.27), which is obtained on an amplitude level. For the previous conjecture
to be realizable, however, the two processes must be formed in manifestly different space
regions, for otherwise the separation into two successive processes becomes questionable.
This request is always met in the relativistic regime mξ, εi ≫ m, where the formation
length of the process is on the order of ξ−1 (see discussion in section 3.3 and [Ritu 85]).
From eq. (4.27) we know that, according to eq. (3.57), in the relativistic regime the product
of two NSCS probabilities, corresponding to an electron of initial momentum pµi to emit a
photon of momentum kµ1 , thus changing its momentum to p
µ
t , and subsequently emitting
a photon with momentum kµ2 , changing its momentum to p
µ
f , is approximately given by
a sum over all stationary points of the dynamic integrals, fulfilling the requested phase
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ordering
WNSCS1 ×WNSCS2
ξ≫1≈ (N 2NSCS,1N 2NSCS,2) 12 ∑
σi,σt,σf
∫
dk1dk2V
6
(2π)18
×
(∑
l
∣∣∣u¯pf ,σfM (l)fi,2upt,σt∣∣∣2
)(∑
k
∣∣∣u¯pt,σtM (k)fi,1upi,σi∣∣∣2
)
Θ
(
y˚−,k − x˚−,l
)
, (4.40)
where the spin indices of each electron are written explicitly and for notational simplicity
we labeled the probabilities, the contribution to the reduced matrix elements from the re-
spective stationary points and the normalization prefactors asWNSCS1 ,W
NSCS
2 ,M
(k)
fi,1,M
(l)
fi,2
and NNSCS,1,NNSCS,2 for the former and latter photon emission, respectively. The inte-
gration over the two final electron momenta has already been collapsed by virtue of the
two corresponding energy momentum conserving δ-functions. The probability for the in-
coherent contribution to an NDCS amplitude from section 4.3 is found to be given by a
similar expression
WNDCS =
(N 2NSCS,1N 2NSCS,2) 12 ∑
σi,σf
∫
dk1dk2V
6
(2π)18
×
∣∣∣∣∣∣
∑
k,l
u¯pf ,σfM
(l)
fi,2
(∑
σt
upt,σt u¯pt,σt
)
M
(k)
fi,1upi,σiΘ
(
y˚−,k − x˚−,l
)∣∣∣∣∣∣
2
. (4.41)
By virtue of the same argument employed in section 3.3.1, that due to the strong oscilla-
tions of the transition probabilities in the final particles’ phase space the interference terms
between contributions from separate stationary points are suppressed, we can pull the sum∑
k,l out of the square. The only remaining difference between eqs. (4.40) and (4.41) then
is, that the sum over the spins of the transitional electron state is inside the modulus square
in the latter expression. It is possible to rigorously evaluate the respective magnitude of
the terms in the spin sum over equal and differing transitional electron spins by resorting
to an explicit representation for the spinors upt,σt , u¯pt,σt as e.g. given in eq. (B.12b). In
contrast to this tedious and uninstructive procedure we refer to the observation that spin
interferences in NSCS are largely negligible [Boca 12]. We can thus also pull the sum
over the transitional electron spins
∑
σt
out of the modulus square and arrive at an ex-
act equivalent of eq. (4.40). We have consequently argued that in the relativistic regime
the incoherent NDCS probability can formally be written as the probability of two NSCS
events happening one after the other
WNDCS =
∫ ∞
−∞
dx−dy−WNSCS1 (x
−)×WNSCS2 (y−)Θ
(
y− − x−) . (4.42)
Please note that this decomposition is fundamentally different from the property of in-
dependent emission spectra employed to describe the spectral structure in figs. 4.3(b)
and 4.3(d). In eq. (4.42) we explicitly include the possibility that the initial momentum
of the second NSCS event pt may differ from pi due to recoil. We furthermore note that
due to the differing energy momentum conserving δ-functions, the interference terms with
the cross diagram from fig. 4.1 vanish. We note that neither of the partial amplitudes in
eq. (4.39) features a corresponding ordering of the respective phases, whence it is impos-
sible to derive an expression corresponding to eq. (4.42) from it.
We are obliged to state that despite its advantages in terms of physical interpretability,
the presented split-up prescription is not flawless. In [Hu 10, Ilde 11, Seip 12] it was argued
that the proper split-up for the two separate contributions to the electron propagator
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should feature respectively differing energy-momentum conservation laws. In fact it was
shown that for pair-creation probability in a strong laser wave the incoherent contribution
has to fulfill separate energy momentum conservation laws for each of the two separate
processes. In the here studied case of NDCS we would accordingly expect the incoherent
contribution to feature two energy momentum conservation laws of the form δ(4)(pi +
skL − k1 − p)δ(4)(p+ rkL − k2 − pf )δ(p2 −m2), where s, r can be viewed as a continuous
generalization of the photon numbers, found in monochromatic analyses. The incoherent
contribution, on the other hand, only has to fulfill the single overall energy-momentum
conservation δ(3)(p⊥i − k⊥1 − k⊥2 − p⊥f ). This latter request is equivalent to the overall
energy momentum conservation of eq. (4.23). It thus suffices to analyze only the bivariate
dynamic integrals. It is easily seen that they in fact reproduce the two perpendicular
conservation laws, by restoring the integration over the p−-component of the propagator
momentum in eq. (4.1). To formally recover an on-shell condition, we have to employ the
integral representation of the step function eq. (E.2), as well as the continuous Fourier
transform of the univariate dynamic integrals,
ψiA(x
−)e−iS
k
p,q(x
−) =
∫
ds Ck,ip,q(s)e
−i(p++sk+
L
−k+−q+)x− , (4.43)
where the coefficients are defined according to [Ritu 85]
Ck,ip,q(s) =
k+L
2π
∫
dc−ψiA(c
−)e−i(g
k
p,q(c
−)−sk+
L
c−), (4.44)
with gkp,q(c
−) being the integral part of the action Skp,q(c−), as defined in eq. (4.14). We
note that in the monochromatic limit the integral definition in eq. (4.44) will again collapse
to a sum over photon orders (see section 2.2.3). Applying the Sokhotski-Plemelj theorem
eq. (4.35) to the denominator of eq. (E.2) and retracting the variable change p+ = p˜++p+t ,
introduced for evaluating eq. (4.36), we can express the bivariate dynamic integrals as
fij =− i(2π)
∫
dp+dsdr Ck1,jpi,p (s)C
k2,i
p,pf
(l)δ
(
p+i + sk
+
L − k+1 − p+
)
× δ
(
p+ + rk+L − k+2 − p+f
)[
P
(
1
p+ − p+t
)
− iπδ(p+ − p+t )
]
. (4.45)
This expression obviously does not reduce to an expression featuring solely two separate
δ-functions with the intermediate electron fulfilling an on-shell condition
fij 9 δ
(
p+i + sk
+
L − k+1 − p+
)
δ
(
p+ + rk+L − k+2 − p+
)
δ(p+ − p+t ),
which in combination with the perpendicular energy momentum conservation of eq. (4.23)
would yield the correct two step energy momentum conservation. We thus find the cum-
bersome result that the dressed electron propagator can be either understood as separable
into an on- and off-shell part, or a same phase and a phase ordered contribution. It is, how-
ever, not possible to present a rigorous decomposition of the dressed propagator satisfying
all requirements to interpret the partial processes as physically coherent and incoherent,
respectively. The physical picture, that an electron in a laser field can become on-shell and
propagate over a finite distance between two separate physical interactions, rendering the
emission of the two light quanta incoherent, whereas an electron with off-shell momentum
interacts multiply at the very same space-time point, rendering its interaction coherent,
is clearly flawed. This result translates to any higher order SF-QED process requiring the
use of dressed propagators. It is, however, only seemingly contradictory. The mentioned
physical picture relies intrinsically on the assumption of a localizable electron. In fact,
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if the electron has a large position uncertainty, the notion of interaction at the same or
different space-time points loses its validity. We can thus only hope to unambiguously
identify coherent and incoherent portions of the scattering matrix element in the case that
the electron can be viewed as quasi-classical. As we already took advantage of in the
derivation of eq. (4.42), this is the case in the ultra-relativistic regime. As was argued in
section 3.3, in this regime the coherence interval of photon emission by an electron scales
as ξ−1. Since in this regime consequently the notion of a localized electron is approxi-
mately valid, we are going to investigate the electron propagator in the limit mξ, εi ≫ m,
to recover a clear physical image of coherent and incoherent two photon emission. We
saw that employing the propagator split up eq. (4.6), one cannot recover the energy mo-
mentum conservation of a two step process, as is captured in eq. (4.45). The disturbing
contribution is that of the principal value integration. In the relativistic regime, however,
this contribution evaluates to∫
dp+dsδ
(
p+i + sk
+
L − k+1 − p+
)P ( 1
p+ − p+t
)
=
∫
ds P
(
1
k+L (s+ γ
x
V )
)
. (4.46)
But according to the discussion of sections 3.3 and 4.3 it holds γxV ∼ ξ3, whence we conclude
that the above contribution to the bivariate dynamic integrals is strongly suppressed in
the relativistic regime with respect term proportional to δ(p+ − p+t ) in eq. (4.45). If we
accordingly neglect the principal value integration in that equation, however, we find that
the propagator split up employed in eq. (4.6) satisfies all of the previously mentioned
requirements for a physical interpretation of the partial amplitudes.
Summarizing the above discussion
We have seen how the electron propagator dressed by an arbitrary plane wave field nat-
urally splits up into two parts. Employing this split up propagator we saw, that the
divergences arising the analyses of monochromatic external laser waves [Olei 67, Lots 09b,
Lots 09a], were due to the unphysical assumption of a monochromatic plane wave. We
have further unveiled the impossibility of generally interpreting the partial amplitudes
of any higher order SF-QED process as coherent or incoherent in a physical sense, due
to the delocalization of the involved massive particles. On the contrary we saw, that in
the relativistic regime, where the classical picture of localized particle trajectories regains
physical validity, it is possible to meaningfully identify a coherent and incoherent contri-
bution to the two-photon emission probability. In this respect it is good news that the
split-up eq. (4.6) fulfills all physically intuitive requirements to interpret the phase ordered
and the same phase contributions to eq. (4.23) as the incoherent and coherent physical
partial processes, respectively. We conjectured that the presented results are generalizable
to arbitrary processes involving the dressed electron propagator.
4.5 Photon correlation due to quantum effects
In this section we wish to sketch a particular application of the stationary phase approxi-
mation presented in the previous section. We are going to make use of the there introduced
simple picture of the electron’s dynamics inside the laser field in terms of two continu-
ously joined trajectories. Secondly we demonstrate that the corresponding understanding
of these dynamics lays path for an unbiased detection of an NDCS signal. In view of the
detectability of a NDCS signal it was pointed out that the integrated two-photon emission
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Figure 4.5: Schematic picture of the chosen observation directions ϑ
(a)
2
(
ϑ
(b)
2
)
lying inside
(outside) the electron’s NSCS emission cone. For clarity the case of ϕ2 = ϕ1(
ϑ
(a,b)
2 mirrored at the axis of the electron’s initial propagation direction.
)
is
not shown.
probability is mostly exceeded by the single photon emission probability [Seip 12]. The lat-
ter quantity was thoroughly studied in the previous chapter 3. In particular we could show
that the angular distribution of the NSCS signal is confined to an emission cone, which in
the case εi ≫ mξ is always confined to emission angles deviating from π by no more than
ϑ0 = mξ/εi. Any photon emission outside of this cone then clearly originates from a process
other than single photon emission and can thus be discriminated from it. We are going
to demonstrate that in fact, the NDCS analysis of the previous section predicts photon
emission to directions outside of this NSCS emission cone. In simple terms the reason for
this phenomenon is the recoil a highly energetic photon exerts on the electron. If recoil is
significant, the initial momentum pµt of the second classical trajectory significantly differs
from pµi . On the accordingly changed trajectory an electron will propagate and thus radi-
ate towards different directions as on the unchanged trajectory with initial momentum pµi .
To demonstrate the above claim we are going to compare NDCS spectra, obtained for the
scattering of an electron from a laser pulse modeled by eq. (2.6) with nC = 2 and observed
in a coordinate frame according to fig. 2.1, where we choose the observation direction of
one photon to always lie inside the NSCS emission cone |π − ϑ1| < ϑ0, ϕ1 = 0. For the
other photon, however, we distinguish the four cases
∣∣∣π − ϑ(a)2 ∣∣∣ < ϑ0 and ∣∣∣π − ϑ(b)2 ∣∣∣ > ϑ0
and ϕ2 = 0, π (see fig. 4.5). The fixing of the two azimuthal observation angles ϕ1, ϕ2 to
the plane of laser polarization is in accordance with the arguments given in section 3.3. As
choices for the polar observation angles we employ ϑ1 = ϑ
(a)
2 = π − ϑ0/2 as well as an ob-
servation direction slightly outside of the NSCS emission cone ϑ
(b)
2 = π−1.1ϑ0. According
to the discussion of section 4.2, we will show the total energy emitted, which is dominated
by the phase ordered contribution. We are furthermore going to show the energy emission
spectra with a logarithmic ω1,2-scaling, since we expect a significant contribution to the
energy spectra in the regimes ω1,2 ≪ ω2,1. This expectation is based on the observation
that with significant recoil it will hold εt < εi and hence, due to the cubic dependence of
the emitted photon frequencies on the electron’s energy, the emitted photon frequencies
will strongly differ. To quantify the effect of photon recoil we begin the analysis in the
parameter regime χ ≪ 1, where recoil is expected to be negligible. To study this regime
we consider an electron of initial energy εi = 50 MeV being scattered from a laser pulse
of peak intensity IL = 5 × 1020 W/cm2, corresponding to ξ ≈ 15. For these parameters
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(a) Observation of both photons inside the NSCS
emission cone (ϑ
(a)
2 ) at ϕ2 = pi 6= ϕ1.
(b) Observation of one photon outside of the NSCS
emission cone (ϑ
(b)
2 ) at ϕ2 = pi 6= ϕ1.
(c) Observation of both photons inside the NSCS
emission cone (ϑ
(a)
2 ) at ϕ2 = ϕ1 = 0.
(d) Observation of one photon outside of the NSCS
emission cone (ϑ
(b)
2 ) at ϕ2 = ϕ1 = 0.
Figure 4.6: Energy emission spectra dE/
(∏
i=1,2 dωidΩi
)
for εi = 50 MeV, IL = 5 ×
1020 W/cm2, observed at the specified chosen observation directions (ϑ1, ϕ1)
and ϑ
(a)
2
(
ϑ
(b)
2
)
lying inside (outside) the electron’s NSCS emission cone and
ϕ2 = 0, π. The spectra are given in [eV
−1 sr−2].
we find χ ≈ 10−2 ≪ 1, whence we conclude that this case probes the desired regime. In
figs. 4.6 we show the energy emission spectra dE/(
∏
i=1,2 dωidΩi) obtained from the numeri-
cal evaluation of eq. (4.25). Comparing the spectra, predicted for an observation of both
photons inside the emission cone (figs. 4.6(a) and 4.6(c)) to fig. 4.3(d), we recover the
known results of both photons being emitted at the same energy scales ω1 ∼ ω2. These
energy emission spectra closely resemble the separable structure found in section 4.2 as
the product of two independent NSCS emission probabilities for each photon. On the
other hand, it is apparent that outside of this cone there is no photon emission observed
(figs. 4.6(b) and 4.6(d)). We furthermore observe an almost perfect symmetry between
the spectra shown for ϕ2 = 0 and ϕ2 = π, respectively. All these features can be properly
explained by means of the physical picture of smoothly joined trajectories, established in
section 4.3. In the case χ≪ 1 the recoil of the emitted photon on the electron is negligible
and the electron’s momentum after each individual emission event is approximately equal
to its momentum before the photon emission. In the case studied in figs. fig. 4.6 we can
thus approximate pf ≈ pt ≈ pi and the two separate electron trajectories coincide. In
fig. 4.7 we show the trajectory of an electron with initial momentum pi, where the points,
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Figure 4.7: Trajectory of an electron with initial energy εi = 50 MeV (solid) smoothly
joined at x˚−1 to the trajectory of an electron with initial momentum pt (gray
dashes). The color code gives the classical energy of the electron inside the
laser field.
at which emission into n1 is feasible (the stationary points x˚
−,l), are denoted by black
crosses. Along the trajectory the classical electron energy is color coded according to
the scale on the left, where εmax is the maximum energy the electron attains inside the
laser field. In addition we show the trajectory of an electron with initial momentum pt,
resulting from pi after the emission of a photon with frequency ω1 = 2 × 104 eV (cor-
responding to the maximum of the emission probability, analogous to fig. 4.4) along n1,
continuously joined to the former trajectory at x˚−,1 in gray dashes. It is apparent that
the two trajectories are indistinguishable. The color coding for the second trajectory had
to be omitted, since red dashes are not visible on top of the first trajectory. Nevertheless
we note that the difference between the electron energies on both trajectories is negligi-
ble. The absence of an NDCS signal outside of the NSCS emission cone (see figs. 4.6(b)
and 4.6(d)) is then explained analogously to the discussion of section 3.4. If the electron
trajectory is unchanged by photon emission, then throughout the whole scattering it does
not propagate towards directions pointing outside of the NSCS emission cone. We call
attention to the fact, that the previous discussion may not be understood in such a way as
to allow a distinction which of the two photons is emitted before or after the respectively
other one. One has to keep in mind that the above discussion solely referred to the left
diagram of fig. 4.1. In the analysis of the overall scattering process, of course the cross
term, represented by the right diagram of the previous figure, has to be included. Each of
these partial diagrams, however, indeed does allow for a definite discrimination between
the photon emitted first and second.
The situation now changes drastically, when electron recoil becomes significant. In order
to study the impact of photon recoil, but keeping experimental feasibility not outside of our
considerations, we study the case of an electron with initial energy εi = 2.5 GeV scattered
from a laser pulse of peak intensity IL = 3 × 1021 W/cm2, corresponding to ξ ≈ 37,
modeled by the same shape function and observed at the same angles as in the former
case. In fig. 4.8 we show corresponding energy emission spectra. In fact, as suspected, the
spectra qualitatively notably differ from figs. 4.6 in four aspects. First we find that the
sum of the emitted photon frequencies approaches the quantum mechanical cutoff energy,
as obtained from eq. (4.5), which hints at the importance of quantum effects. Second we
note that inside of the emission cone (fig. 4.8(a)) instead of both photons being emitted
at a comparable energy, the spectra are strongly peaked at the regions ω1 ≫ ω2 and
ω2 ≫ ω1. Thirdly we observe that the symmetry between the cases ϕ2 = ϕ1 and ϕ2 6= ϕ1
is destroyed. And finally, most strikingly, we find that unlike in the regime χ≪ 1 there is
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(a) Observation of both photons inside the
NSCS emission cone (ϑ
(a)
2 ) at ϕ2 = pi 6= ϕ1.
(b) Observation of one photon outside of the NSCS
emission cone (ϑ
(b)
2 ) at ϕ2 = pi 6= ϕ1.
(c) Observation of both photons inside the
NSCS emission cone (ϑ
(a)
2 ) at ϕ2 = ϕ1 = 0.
(d) Observation of one photon outside of the NSCS
emission cone (ϑ
(b)
2 ) at ϕ2 = ϕ1 = 0.
Figure 4.8: Energy emission spectra dE/
(∏
i=1,2 dωidΩi
)
for εi = 2.5 GeV, IL = 3 ×
1021 W/cm2, observed at the specified chosen observation directions (ϑ1, ϕ1)
and ϑ
(a)
2
(
ϑ
(b)
2
)
lying inside (outside) the electron’s NSCS emission cone and
ϕ2 = 0, π. The white lines indicate the quantum mechanical cutoff energy,
according to eq. (4.5). The spectra are given in [eV−1 sr−2].
emission predicted outside of the NSCS emission cone (see figs. 4.8(b) and 4.8(d), albeit
in the latter case the emission is less pronounced than in the former). The previously
established picture of two continuously joined trajectories now enables us to consistently
explain all these observations in a remarkably simple way. We note, that in the regime
χ ∼ 1 the transitional momentum pµt is manifestly different from pµi . To obtain a particular
numerical value for pµt , we consider the emission of a photon with energy ω1 = 8 × 108
eV (corresponding to the threshold above which there is significant emission predicted in
fig. 4.8(b)) along n1. The two resulting trajectories, taken by an electron entering the
laser pulse with these two respective momenta, are shown in fig. 4.9. In this figure we
chose to join the two trajectories at x˚−,1, the first possible emission point of the photon
with wave vector k1. The colored trajectory segments indicate the actual trajectory the
electron takes, when the two single trajectories are joined at this point. The analysis
of the case where the two trajectories are joined at the second stationary point x˚−,2 is
107
4.5 Photon correlation due to quantum effects

pt
pi
x/λL[×10−3]
εmax
εmax
2
0
x˚−,1
z/λL
−1 −0.5 0
−1
0
0.5
Figure 4.9: Trajectory of an electron with initial energy εi = 2.5 GeV (solid) smoothly
joined at x˚−1 to the trajectory of an electron with initial momentum pt (dashed).
The color code gives the classical energy of the electron inside the laser field.
analogous and equally enters the final result. The color code gives the classical electron
energy along each trajectory segment, analogous to fig. 4.7. We read off that the energy
of the electron discontinuously decreases significantly at the emission point, where the
trajectories otherwise are continuously joined. We specifically note that the derivatives of
the two trajectories coincide at the junction as was expected based on eqs. (4.31). The
discontinuity in the energy is a result of the photon carrying away a non-negligible portion
of the electron’s energy and a clear quantum effect. Due to the cubic scaling of the emitted
photon energies in the electron’s instantaneous energy (see eq. (2.23)) any photon emitted
by the electron after it emitted the first one, and hence follows the trajectory to the initial
momentum pµt , will feature a significantly smaller energy than the first emitted photon.
The strong asymmetry in the emitted photon energies, observed in figs. 4.8(a) and 4.8(c),
is consequently explained as a signature of the energy loss of the electron upon emission
of a high energetic photon. In addition to the energy asymmetry we can also explain the
loss of symmetry between the cases ϕ2 = 0 and ϕ2 = π, based on the classical trajectory
picture of fig. 4.9. We note that the trajectory to the initial momentum pµt does not point
to equal ϑ-ranges for ϕ = 0 and ϕ = π, respectively. This behaviour is explained by the
fact that the strength of the deflection of an electron with initial energy ε by the laser field
with the invariant intensity parameter ξ is determined by the ratio mξ/ε, which is changed
between the two emission events if the first photon exerts a recoil on the electron. We
thus cannot expect the energy emission spectra in these two azimuthal angle regimes to be
similar. By an analogous argument we can also provide an explanation for the prediction
of radiation outside of the NSCS emission cone. Analogous to the discussion of section 3.4
we can quantify the polar angle range, into which the second photon can be emitted, by
means of eq. (4.32b). Expanding this expression in the middle of that equation and using
the approximations εi ≫ 1, π−ϑ2 ≪ 1 we find the stationary points for the second photon
emission to be determined by the condition
ψA(y˚−,k) = − α
y
V
2βyV
=
1
εiϑ0
(
cos(ϕ2)cot
(
ϑ2
2
)
(pinL)− cos(ϕ2)cot
(
ϑ2
2
)
(k1nL) + k
x
1
)
≈ cos(ϕ2)∆θ2 +
(
ω1
εi
)(
cos(ϕ1)
2
− cos(ϕ2)∆θ2
)
, (4.47)
where we defined the quantity ∆θ2 = (π−ϑ2)/ϑ0. In eq. (4.47) the term proportional to ω1/εi
represents the influence of the recoil exerted by the first emitted photon and one can clearly
trace the increasing importance of this term for increasing ω1. Fixing now the observation
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ϑ2 = pi+1.1ϑ0
ω1[eV]
106 107 108 109
ϑ2[rad]
pi + ϑ0
pi
pi − ϑ0ω∗1
Figure 4.10: Angular range where the emission of the second photon in a scenario specified
to obtain fig. 4.8 is possible. The vertical stripes give the stretch of the NSCS
emission cone. The angular range into which the second photon with wave
vector kµ2 can be emitted, is light gray and the NSCS emission cone is indicated
by darker vertical stripes.
angles (ϑ1, ϕ1) to the values chosen for obtaining fig. 4.8, the above expression turns into
a boundary condition for (ϑ2, ϕ2) as a function of ω1. In analogy to the discussion of
section 3.4 we map ϕ2 = 0 to ϑ2 < π and ϕ2 = π to ϑ2 > π. In fig. 4.10 we show the
resulting emission cone of the second photon’s emission as a function ω1. As an orientation
also the NSCS emission cone is indicated by darker vertical stripes. In this figure it clearly
shows how for increasing ω1 the emission cone gets more and more spread out, rendering
the emission of the second photon to directions outside of the NSCS emission cone feasible.
The black vertical line, labeled ω∗1, gives the frequency threshold, above which photon
emission into (ϑ
(b)
2 , ϕ2 = π) becomes feasible. We also read off that the emission into
(ϑ
(b)
2 , ϕ2 = 0) becomes significant only beyond considerably larger values of ω1 (compare
fig. 4.8(d)), whence the discussion of photon emission outside of the NSCS emission cone is
legitimately limited to the former azimuthal angle region. We point out, that in fig. 4.8(b)
this threshold ω∗1 is well reproduced. The physical explanation for the just described effect
in terms of the two trajectory picture is the following: As we saw in fig. 4.9 a decreased
electron energy implies a stronger bending of the electron trajectory in the laser field.
The larger ω1 now grows, the smaller the electron’s energy after the emission of the first
photon accordingly is, rendering its trajectory more strongly bent. A stronger bending of
the trajectory, however, leads the emission of the second photon into an increasingly large
angular range. Summing up numerically the emission probability, corresponding to the
energy emission spectra given in figs. 4.8(a) and 4.8(b), we conclude that the integrated
probability of photon emission outside of the NSCS emission cone, albeit smaller than
inside the cone, still is on the order of 0.1 for the considered experimental parameters.
This should be well detectable, having in mind that typical electron beams contain on the
order of 108 electrons per shot.
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5
Numerical integration
of strongly oscillating
functions
The purpose of computing is
insight, not numbers.
(Richard Hamming)
The numerical evaluation of the dynamic integrals fi, fij, given by eqs. (3.5), (4.9)
and (4.13) can be tedious, due to the large values of the exponential phase Sk1pi,pf (x
−)
may grow to, for the emission of a photon with wave vector kµ1 by an electron changing
its momentum from pµi to p
µ
f . The scaling of this exponential phase of the dynamic
integrals is given by the parameters α, β and γ, which in section 3.3 were shown to scale
as αV , βV , γV ∼ ξ3 in the parameter regime ξ, γ ≫ 1. Thus the action can become very
large rendering the integral functions strongly oscillating.
5.1 Filon type integration
The purpose of numerical quadrature routines is to find numerical values for integrals of
the type
I(a, b) =
∫ a
−b
dx ϕ(x) eiωx, (5.1)
with a constant oscillation frequency ω. In the case of an improper integration, i.e. a, b =
∞, we note that unless the integral can be evaluated analytically, one has to introduce a
finite upper and lower boundary of the integration domain, which is suited to capture the
essence of the integral. In this respect we note that for the dynamic integrals defined in
eqs. (3.5), (4.9) and (4.13), which we look for a numerical estimate for, this implies the
form
fi ≈
∫ x−max
x−min
dx−ψiA(x
−)e−iS
k1
pi,pf
(x−)
(5.2a)
fij ≈
∫ x−max
x−min
dx−dy−ψjA(x
−)ψiA(y
−)e−i
(
S
k1
pi,pt
(x−)+S
k2
pt,pf
(y−)
)
. (5.2b)
This approximate form, however, is either exactly obtainable in case the shape function
ψiA(x
−) is defined only on a finite interval x− ∈ [x−min, x−max], as in eqs. (2.6) and (2.8).
5.1 Filon type integration
Or it at least represents a very good approximation for shape functions strongly damped
outside of a finite interval, as is natural for a laser field of finite temporal duration. For the
following general discussion, however, we will consider integrals of the form of eq. (5.1)
and later return to the special case of eqs. (5.2). The problem that the oscillation of
the integrand in eqs. (5.2) does not feature a constant frequency, will also be resolved
later. Furthermore we will restrict the general discussion in this chapter to the univariate
case. The generalization to several integration dimensions is straightforward with some
intricacies discussed in section 5.3.
Usual univariate numerical quadrature routines resort to interpolating the integrand by
a suitable function which can be analytically integrated and provides a suitable approxima-
tion for the integral itself. As discussed above, in the case of interest here, the oscillation
of the integrand is assumed to be very rapid. Conventional schemes thus approximate
the integrand only poorly. It is then customary to break down the integration interval
into N subintervals and apply the approximation method on each interval separately. The
result will be a sum of function values of the integrand each weighted with an appropriate
coefficient, to be determined by the specific approximation for the integrand.
A =
N∑
n=1
wn ϕn, (5.3)
with the position of the sampling nodes xn = −b + nh, where h = (a+b)/(N−1) is the
step width, the function values at these nodes ϕn = ϕ(xn) and the weighting coefficients
wn. Intuitively one would expect that to approximate an oscillatory integral as eq. (5.1)
one would have to break up the integration interval into more and more subintervals the
stronger the integrand oscillates. This would finally result in computationally untreatably
many integration steps. Other than this obvious argument it was also shown that the error
for a fixed number of interpolation points increases with increasing oscillation frequency
[Iser 05]. This problem can be resolved by resorting to a quadrature scheme first proposed
by Filon in 1928 [Filo 28] and frequently reinvestigated [Iser 05] for integrals of the type
(5.1), where ϕ(x) is assumed to be a slowly oscillating preexponential function. Filon
suggested to split up the integration interval into N subintervals and to apply three point
quadrature scheme on each interval, to interpolate not the whole integrand but only the
preexponential function ϕ(x). The whole integral will then be approximated at 2n+1 nodes
and it was shown that the error derived from such an interpolation scheme significantly
reduces the stronger the integrand oscillates [Iser 05]. Thus Filon-type quadratures are
highly utile for approximating strongly oscillating integrals with little numerical error.
Although eq. (5.10) is commonly known, it is simple and instructive to sketch its deriva-
tion, so we have it at hand when we turn to the case of higher dimensional quadrature
schemes. On each subinterval we wish to interpolate the integral by a three point quadra-
ture scheme
I(xn, xn+2) =
∫ xn+2
xn
dx ϕ(x)eiωx ≈ wnϕn + wn+1ϕn+1 + wn+2ϕn+2. (5.4)
Filon’s suggestion now results in approximating the preexponential by a second order
polynomial ϕ(x) ≈ c0 + c1 x + c2 x2 which is a good approximation if this function is
slowly oscillating as requested. If this approximation of the preexponential was exact,
eq. (5.4) would give an exact value for the integral I(xn, xn+2). The coefficients wj can be
determined from the integrals over the three moments
Jl =
∫ xn+2
xn
xleiωx = wnx
l
n + wn+1x
l
n+1 + wn+2x
l
n+2 l ∈ {0, 1, 2}. (5.5)
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It is an essential assumption of the Filon method that these moment integrations can
be solved analytically. And although there has been much effort to develop moment-free
Filon schemes [Olve 06], this level of sophistication will suffice for our purposes. Solving
the three integrations of eq. (5.5) for the wn+l we find
wn+l = ςlh e
iωxn+l (5.6a)
ς0 = ςa + i ςb (5.6b)
ςa =
3Θ + cos(2Θ)Θ − 2 sin(2Θ)
2Θ3
(5.6c)
ςb =
2Θ2 + 2cos(2Θ) + sin(2Θ)Θ− 2
2Θ3
(5.6d)
ς1 =
4(sin(Θ)−Θcos(Θ))
Θ3
(5.6e)
ς2 = ςa − i ςb, (5.6f)
where one defines the important parameter
Θ = Nh. (5.7)
Inserting this into eq. (5.4) we readily see that this equation now reads∫ xn+2
xn
dxϕ(x)eiωx ≈ h
[
iαFilon(ϕne
iωxn − ϕn+2eiωxn+2) (5.8a)
+βFilon
[
ϕne
iωxn + ϕn+2e
iωxn+2
]
(5.8b)
+γFilonϕn+1e
iωxn+1
]
. (5.8c)
where the integration parameters are defined as
αFilon =
2Θ2 − 2 sin2(Θ) + sin(2Θ)Θ
2Θ3
(5.9a)
βFilon =
2Θ(1 + cos2(Θ))− 2 sin(2Θ)
2Θ3
(5.9b)
γFilon =
4(−Θcos(Θ) + sin(Θ))
Θ3
. (5.9c)
Summing these contributions over all subintervals we arrive at the expression for the Filon
approximation to a univariate integral, which can be found in textbooks as [Olve 10]∫ b
a
dx ϕ(x) eiωx =
N−1∑
n=0
∫ x2n+2
x2n
dx ϕ(x) eiωx ≈
N−1∑
n=0
A
Filon(x2n, x2n+2)
= h
[
iαFilon
(
ϕ0e
iωx0 − ϕ2Neiωx2N
)
+ βFilon
(
N∑
n=0
ϕ2ne
iωx2n − 1
2
[
ϕ2Ne
iωx2N + ϕ0e
iωx0
])
+ γFilon
N∑
n=1
ϕ2n−1eiωx2n−1
]
+O(h4), (5.10)
with the parameters αFilon, βFilon and γFilon given by eqs. (5.9a) to (5.9c).
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5.2 Univariate dynamic integrals
To obtain an expression as required in eqs. (5.1) and (5.10) for the univariate dynamic
integrals given in eq. (5.2a), we have to transform that definition into an expression fea-
turing a exponential factor oscillating with a constant frequency. To achieve this goal we
employ the fact that the exponential is given by the action eqs. (3.5), (4.9) and (4.13),
whose derivative with respect to the integration variable x− was shown to never vanish for
real x− (see section 3.3). We can then reparametrize the strictly monotonous exponential
phase onto a variable rising linearly to its maximal value
Sk1pi,pf (x
−) = υ(x−)Sk1,maxpi,pf , (5.11)
where Sk1,maxpi,pf = S
k1
pi,pf
(x−max) and x−max is defined in eq. (5.2). By virtue of eqs. (3.6), (4.10)
and (4.14) we find Sk1,minpi,pf = S
k1
pi,pf
(x−min) = 0 and hence infer that the linear integration
variable has to be in the range υ(x−) ∈ [0, 1]. The univariate dynamic integrals are then
to be written in the form
fi =
∫ 1
0
dυ
dx−
dυ
ψiA(x
−(υ))e−iυS
k1,max
pi,pf , (5.12)
The constant oscillation frequency accordingly found in eq. (5.12) is given by the maxi-
mum value of the exponential phase Sk1,maxpi,pf , and this form is accessible to a numerical
quadrature scheme based on eq. (5.10). The substitution factor is obtained as
dx−(υ)
dυ
=
Sk1,maxpi,pf
∂x−S
k1
pi,pf (x
−)
. (5.13)
As was argued above it holds ∂x−S
k1
pi,pf
(x−) 6= 0 for all x− ∈ R, whence we see that the
factor of eq. (5.13) is not causing particular difficulties. We finally state that to obtain
explicit numerical values of the phase x−(υ) in dependence of υ, as they enter the shape
function ψA(x−(υ)) and eq. (5.13), we are not going to evaluate the implicit relation of
eq. (5.11) in each step, but we will much rather utilize the approximate relation
x−(υn+1) ≈ x−(υn) + dx
−(υ)
dυ
∣∣∣∣
υ=υn
h = x−(υn) +
Sk1,maxpi,pf
∂x−S
k1
pi,pf (x
−(υn))
h, (5.14)
and the fact that the υn are equidistantly spaced, i.e. the step width is given by h =
(x−max−x−min)/2N . The finally valid formula for approximating the rapidly oscillating integrals
of eq. (3.5) is then given by
fi ≈ hSk1,maxpi,pf
[
iαFilon
(
ψiA(x
−
min)
∂x−S
k1
pi,pf (x
−
min)
− ψ
i
A(x
−
max)
∂x−S
k1
pi,pf (x
−
max)
e
iS
k1,max
pi,pf
)
+ βFilon
(
N∑
n=0
(
ψiA(x
−(υ2n))
∂x−S
k1
pi,pf (x
−(υ2n))
e
iυ2nS
k1,max
pi,pf
)
− 1
2
[
ψiA(x
−
min)
∂x−S
k1
pi,pf (x
−
min)
+
ψiA(x
−
max)
∂x−S
k1
pi,pf (x
−
max)
e
iS
k1,max
pi,pf
])
+ γFilon
N∑
n=1
ψiA(x
−(υ2n−1))
∂x−S
k1
pi,pf (x
−(υ2n−1))
e
iυ2n−1S
k1,max
pi,pf
]
, (5.15)
with the 2n+1 equidistantly separated υn = nh, the step width h = 1/2N and the x
−-values
obtained from eq. (5.14). We note that due to the first order approximation, adopted in
eq. (5.14), the estimate for the error to be O(h4) is no longer necessarily fulfilled, but it
is still negligibly small.
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υx
υy
Figure 5.1: Integration space for bivariate integrals fij (shaded area) and its discretization.
5.3 Bivariate dynamic integrals
In principle the univariate integration scheme of the previous section can be generalized to
arbitrary highly dimensional integration domains by generalizing eqs. (5.4) and (5.5) to the
requested number of integration variables [Iser 06]. This rather tedious and uninstructive
procedure, however, will not be followed by us. We will employ special symmetry prop-
erties of the bivariate dynamics integrals, whose explicit form is given in eq. (5.2b). We
note that the integrand of the fij is fully separable into multiplicative functions depending
each on only one integration variable x− or y−. These integrations can be translated to
the scaled variables υx, υy, each defined in accordance with eq. (5.13). Due to the step
function, relating the two integration dimensions, the integration domain has a triangular
shape, as depicted in fig. 5.1. The integration over this non-trivially shaped integration
domain then calls for a truly multivariate integration scheme. Due to the analogy of each
integration dimension to eq. (5.12) the bivariate dynamic integrals can be written in the
form
fij = S
k2,max
pt,pf
∫ 1
0
dυy
ψA(y−(υy))
∂y−S
k2
pt,pf (y
−(υy))
e
−iυySk2,maxpt,pf Ix(υy) (5.16a)
Ix(υ
y) = Sk1,maxpi,pt
∫ υy
0
dυx
ψA(x−(υx))
∂x−S
k1
pi,pt(x
−(υx))
e−iυ
xS
k1,max
pi,pt . (5.16b)
Here the boundary condition of the integration domain υx < υy was translated to the
condition υx,max = υy. Since in each integration dimension the minimum and of the
exponential phase is Sk1,minpi,pt = S
k2,min
pt,pf = 0, we have υ
x,min = υy,min = 0. The numerical
quadrature of eq. (5.16a) is then analogous to eq. (5.15), with the complication that
the integration domain is not square. This problem, however, is dealt with by splitting
the integration domain into many strips both υx- and υy-directions. This results in an
approximation scheme of the form
fij =
N∑
ny=0
ny∑
nx=0
∫ υy
2(ny+1)
υy2ny
dυy
ψA(y−(υy))
∂y−S
k2
pt,pf (y
−(υy))
e
−iυySk2,maxpt,pf
×
∫ υx
2(nx+1)
υx2nx
dυx
ψA(x−(υx))
∂x−S
k1
pi,pt(x
−(υx))
e−iυ
xS
k1,max
pi,pt
+∆(υx2ny , υ
y
2ny
), (5.17)
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where N is the number of intervals, the integration domain is split up into, in both υ-
directions. The symbol ∆(υx2ny , υ
y
2ny
) refers to the contribution of the small triangle at the
righter edge of every υx integration strip (see fig. 5.1). One of first ideas that one might
think of to include these truly two-dimensional portions of the integration domain into the
analysis of eq. (5.17), would be to decrease the step width in each integration dimension
until the triangles become small enough that a simple estimate for their contribution, say
a complete neglect or approximating them by a square, would result in an acceptable
numerical accuracy. This route, however, cannot be successfully taken, since the number
of the error-inducing triangles increases linearly with the step-number. The linear decrease
of the error in the overall numerical estimate of eq. (5.17), induced by either one of the
above suggested simple approximation schemes for the triangles, is thus compensated by
the increased number of separate error sources. In fact, by numerical evaluation it even
shows that the error is slightly overcompensated, leading to an increase of the numerical
error induced by increasing the number of nodes. This is why the triangles have to be
approximated by a true bivariate integration routine. We will employ a simple three-point
quadrature scheme in analogy to eq. (5.4). Since in this case we have to deal with a two
dimensional integration domain, we have to modify eqs. (5.4) and (5.5) for an arbitrary
bivariate preexponential function ϕ(υx, υy) in the following way∫ υy
2(ny+1)
υy2ny
∫ υy
υx2nx
dυydυxϕ(υx, υy)e
iυyS
k2,max
pt,pf eiυ
xS
k1,max
pi,pt
≈ w2ny,2nxϕ(υy2ny , υx2nx)e
iυy2nyS
k2,max
pt,pf eiυ
x
2nx
S
k1,max
pi,pt
+ w2(ny+1),2nxϕ(υ
y
2(ny+1)
, υx2nx)e
iυy
2(ny+1)
S
k2,max
pt,pf eiυ
x
2nx
S
k1,max
pi,pt
+ w2(ny+1),2(nx+1)ϕ(υ
y
2(ny+1)
, υx2(nx+1))e
iυy
2(ny+1)
S
k2,max
pt,pf e
iυx
2(nx+1)
S
k1,max
pi,pt , (5.18)
where for the oscillation frequencies we already inserted the maxima of the exponential
phases and we chose to support the approximation scheme at the three corners of the
triangle ∆(υx2ny , υ
y
2ny
). To find the prefactors w2(ny+k),2(nx+l) we have to solve the three
moment equations in the usual way∫ υy
2(ny+1)
υy2ny
∫ υy
υx2nx
dυydυx (υx)l (υy)k e
iS
k2,max
pt,pf
υy
eiS
k1,max
pi,pt
υx
= w2ny ,2nx (υ
x)l (υy)k e
iS
k2,max
pt,pf
υy2ny eiS
k1,max
pi,pt
υx2nx
+ w2(ny+1),2nx (υ
x)l (υy)k e
iS
k2,max
pt,pf
υy
2(ny+1)eiS
k1,max
pi,pt
υx2nx
+ w2(ny+1),2(nx+1) (υ
x)l (υy)k e
iS
k2,max
pt,pf
υy
2(ny+1)e
iS
k1,max
pi,pt
υx
2(nx+1) , (5.19)
with (l, k) ∈ {(0, 0), (0, 1), (1, 0)}. Again assuming eq. (5.19) to be exact and solving
for the coefficients w2(ny+k),2(nx+l) then gives a Filon-type approximation for a manifestly
triangular integration domain. Please note that the special shape of the integration domain
is encoded in the boundary conditions for the moment integration and thus implicit in the
coefficients w2(ny+k),2(nx+l). To obtain an approximation to the remainder of eq. (5.17),
we apply a univariate Filon-type quadrature scheme, as described in the previous section,
to the one-dimensional integrals contained in it. For reasons of simplicity we choose to
employ the same number of approximation nodes in each dimension, as shown in fig. 5.1
and the resulting approximation formula is obtained by substituting eq. (5.15) for the
univariate integrals in eq. (5.17) with the proper replacement of the constants.
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Summary and Outlook
Summary
The aim of this thesis was to explore to foremost frontiers of strong-field QED in the
presence of highly intense laser fields, which exhibit a strong temporal compression. In
chapter 1 it was pointed out, that a natural observable to investigate the underlying
physics, are the energy spectra, emitted by electrons when scattered from the considered
intense lasers. Thus schemes of describing the effects of temporal focusing of laser pulses
on the energy emission spectra of electrons, scattered from such laser pulses, had to be
developed.
In chapter 2 we started with an introduction to the basic concepts of describing the
interaction of an electron with a laser wave in classical electrodynamics. Following that
we presented a previously undescribed method of exactly modeling the temporal evolution
of a spatially focused laser pulse. In particular, this representation can be used to properly
account for the spatial focusing of few-cycle laser pulses. In the remainder of chapter 2 we
gave an overview over the basic principles of a quantum electrodynamics in the presence
of a strong electromagnetic field, which is not accessible to a perturbative treatment.
Following these introductory remarks, we demonstrated how several fundamental cal-
culational tools of SF-QED, previously studied for the case of a monochromatic external
field, can be formally translated to arbitrarily shaped plane wave fields. In the course of
these computations we met a variety of computational challenges and possible technical
applications of even the two lowest order SF-QED emission processes. We started in chap-
ter 3 with an investigation of the emission of a single photon by an electron, scattered from
an arbitrary plane wave laser field, which we labeled nonlinear single Compton scattering.
We found that by means of an integration by parts technique, which was demonstrated
to be equivalent to gauge invariance, the scattering matrix element turned out to be an-
alytically finite. By virtue of this regularization, the dynamics of the scattering could
be subsumed in two one dimensional integrals, called dynamic integrals. Evaluating these
integrals numerically, we recovered the monochromatic and perturbative limit of nonlinear
single Compton scattering probability. The analytical details of these limits were moved
to appendix D. Additionally, from a numerical analyses we found that the monochromatic
approximation indeed has no predictive power if the external laser field is a few-cycle
pulse. In section 3.3 we then thoroughly worked out a stationary phase approximation to
the dynamic integrals, valid in the experimentally relevant limit of high electron energies
and laser intensities. Based on this stationary phase approximation we established the
quasi-classical picture for the electron dynamics in this limit, that it can be quantified in
terms of a classical trajectory. On the other hand, we found that the photon emission by
the electron is be dominated by quantum effects, as soon as the quantum parameter χ
reaches order unity. It thus has to be described in a quantum framework. In section 3.4 we
employed the analytical results of the stationary phase approximation to propose the first
viable scheme of determining the absolute phase of few-cycle laser pulses in the relativistic
regime, where conventional determination schemes fail. Having such a scheme available
would open access to a deeper understanding of physical processes in such highly intense
laser pulses. We finally commented on an old debate about the presence and detectability
of a intensity dependent mass dressing of electrons in an intense laser field. We found a
corresponding effect, which in addition to the laser intensity depended on several quan-
tities. We also commented on signatures of this mass dressing effect in nonlinear single
Compton spectra, whose detection would provide incontestable evidence of mass dressing.
Chapter 4 was devoted to an analysis of the next higher order of the perturbative series
of SF-QED. We investigated the scattering matrix amplitude of two photon emission from
an electron, scattered from an arbitrarily shaped plane wave field. Analyzing the dressed
electron propagator, we found that the scattering matrix element naturally splits up into
two parts, which we labeled the phase ordered and same phase contribution. The physical
interpretability of these partial amplitudes was discussed in section 4.4. We noted that only
a part of the overall scattering matrix element, connected to the same phase contribution,
could be treated in known monochromatic analyses. A contribution, which is connected
to the phase ordered partial amplitude and introduces divergences into the monochro-
matic analysis, was not taken into account. The analytical details of the monochromatic
as well as the perturbative limit are investigated in appendix E. We found the dynamics
of the same phase partial amplitude to be governed by one dimensional dynamic inte-
grals, analogous to the results found in chapter 3, whereas the phase ordered contribution
yielded two dimensional dynamic integrals. Analyzing these bivariate dynamic integrals,
we demonstrated that the phase ordered contribution is formally equivalent to a phase
ordered product of two NSCS amplitudes. Evaluating these dynamic integrals numeri-
cally, we found that the phase ordered contribution, not properly described in previous
monochromatic analyses, in typical scenarios outscales the same phase contribution by
several orders of magnitude and thus largely dominates the overall two photon emission.
Apart from this deficiency we found that a monochromatic analysis is not even capable
of correctly predicting the mainly emitted photon frequencies, if the external laser field is
a few-cycle pulse. In addition to the formal equivalency of the phase ordered partial am-
plitude to two separate nonlinear single Compton scattering amplitudes we demonstrated
that an equivalent result also holds on the probability level. The two single photon emis-
sion events, approximately constituing the two photon emission process, were found to be
independent, if recoil could be neglected. Following this, in section 4.3 we worked out a
stationary phase approximation to the scattering matrix element of two photon emission,
which analogously to the discussion of section 3.3 allowed for a quasi-classical interpre-
tation of the two photon emission probability, in terms of two smoothly joined classical
electron trajectories. This physical picture was then employed in section 4.5 to explain
the correlation of the angular emission ranges and the energies of two photons emitted
from an electron, scattered from an intense laser field, as the recoil of a photon emission
on the electron trajectory and thus every subsequent photon emission.
In chapter 5 we presented a short overview over the methods employed for obtaining
numerical approximations to the dynamic integrals of the previous two chapters. It was
demonstrated how the fact, that the dynamic integrals feature no exactly real stationary
points, can be exploited to recapture the integrals in terms of a constantly oscillating
integrand. This constantly oscillating integrand was then be approximated by a standard
Filon-type quadrature scheme. For this scheme we presented an explicit two dimensional
generalization, applicable to the bivariate dynamic integrals of nonlinear double Compton
scattering.
The quantum description of a highly intense, spatially focused laser pulse was investi-
gated in appendix C. There we presented a solution of the Dirac equation in the presence
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of a focused Gaussian laser pulse, in terms of an double perturbative series of its expo-
nential phase. We found the intuitive result that in lowest order in the laser laser focusing
the found expression corresponds to the exponential phase of the Volkov solutions of the
Dirac equation in a plane wave, with only the plane wave potential replaced by the focused
beam potential, depending on all space-time coordinates.
In conclusion we have presented a number of theoretical tools to adapt the available
theoretical framework of SF-QED to the challenges of experimental reality.
Outlook
Looking at the results presented in this thesis, we find several loose ends, which hint at
natural continuations of its work. In fact, it is almost as valuable for the prospects it
discloses, as its explicit results. We wish to comment on a number of open tasks, the
results put forward, this thesis arrived at.
i. Concerning the discussion of section 4.4, that given the explicit representation of the
electron propagator in an arbitrarily shaped plane wave potential, there arises the
intriguing possibility to generalize the analysis of chapter 4 to the emission of an
arbitrary number of photons. The use of such a scheme to deepen our understanding
of fundamental physics, has been highlighted on the example of radiation reaction
[Di P 10].
ii. The approximation to the wave wave functions of an electron in the presence of a
focused Gaussian beam, found in appendix C, urge us to translate them into a scat-
tering probability from a spatially focussed laser field. Such an analysis would be of
tremendous interest as it would allow for the investigation of the influence of spatial
focusing on the expectable radiation patterns in a consistent quantum framework. It
is however a highly non-trivial task to solve the resulting multi dimensional dynamic
integrals, even when adopting the method of stationary phase.
iii. As is the fate of any theoretical work, anticipating future experimental possibilities also
the work presented in this thesis has yet to be subjected to a thorough experimental
validation. It is, however, communicated that the corresponding experiments, aiming
at the observation of quantum effects predicted in NSCS, are being designed and to
be conducted in the near future.
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A
Differential probability
The S-Matrix formalism of QED allows us to compute a perturbative expansion of the
transition matrix element Sfi. To connect this quantity with a physically observable we
will always proceed as follows.
It is convenient to observe that the scattering matrix element of a process in a plane
wave will always feature a three dimensional energy-momentum conservation. This is cast
into the form
Sfi = NMfi δ(3)⊥
∑
i
pi −
∑
f
pf
 . (A.1)
In this expression the function δ
(3)
⊥ is the three-dimensional delta function, perpendicular
to p− in the sense explained above.
In any interaction with a plane wave these components are constants of motion whereas
p− is not conserved. The sums inside the perpendicular energy-momentum conservation
are over all particles in the initial and final state. In S-Matrix theory now the modulus
square of the scattering matrix element Sfi gives the probability that the initial state |i〉
will evolve into the final state |f〉. Squaring now the δ-function in eq. (A.1) naively, we
obtain
∣∣∣∣∣∣δ(3)⊥
∑
i
pi −
∑
f
pf
∣∣∣∣∣∣
2
=
∆x+L2
(2π)3
δ
(3)
⊥
∑
i
pi −
∑
f
pf
 , (A.2)
where ∆x+ is the dimension of the normalization volume in x+-direction, whereas L
is measured in its canonical directions. Since ∆x+ is not rigorously connected to the
canonical normalization volume V = L3, this expression is of little help. To obtain the
square of a perpendicular delta function, as found in eq. (A.1), we thus have to rethink.
First we notice that the three-dimensional delta function will always be sufficient to fix
all four components of an outgoing particle, since these have to be physical and their four
momentum components thus are connected via the mass-shell condition p2f = m
2
f . To
avoid the complication of defining the phase space of a particle in light cone coordinates
and to obtain a clearly interpretable result, we will consider the state of any final particle
in canonical coordinates. Then in the differential transition probability we need the three-
dimensional delta function δ(3)(pf−p∗f ) with p∗f being the final particle’s canonical spatial
momentum. To transform the perpendicular δ-function into an expression in canonical
coordinates in a clear and traceable manner, we resort to the following detour, where for
reasons of simplicity we assume only one incoming particle. In a realistic scenario we
cannot consider the initial particle to be monochromatic in its energy space but much
rather have to consider a probability distribution of initial particle momenta and we can
write eq. (A.1) in the form
Sfi = N
∫
dp c(p) Mfi(p) δ
(3)
⊥
p(p)−∑
f
pf
 . (A.3)
The δ-function can obviously employed to fix the initial particle’s momentum and energy
to the value
p∗ =

−∑f p⊥f,1
−∑f p⊥f,2
(
∑
f p
⊥
f )
2
+m2
2
√
2
∑
f p
−
−
∑
f p
−
√
2
 (A.4)
ε∗ =
(∑
f p
⊥
f
)2
+m2
2
√
2
∑
f p
− +
∑
f p
−
√
2
, (A.5)
whereby a conversion factor is introduced into eq. (A.3) according to∣∣∣∣∂p−∂p‖
∣∣∣∣ = p−ε . (A.6)
The square of eq. (A.3) is then simply
|Sfi|2 = N
2(
p∗−/ε∗
)2 |c(p∗)|2 |Mfi(p∗)|2 . (A.7)
To describe the usual situation of a single particle with a fixed energy entering the scat-
tering process we now have to perform the monochromatic limit only on the distribution
function of the initial energies
c(p)→ δ(3)(p− pi) (A.8)
The advantage of this prescription is that in eq. (A.7) the square |c(p∗)|2 can be readily
taken, yielding the well known factor V/(2π)3. To obtain a transition probability, however,
one has to integrate this result over all possible final states which are available to the final
particles. The number of states which are available to the lth final state particle is given
by
dΓl =
V dpl
(2π)3
. (A.9)
Then to transform the energy momentum conservation law we have found thus far into a
condition fixing the spatial momentum of such a final particle, whence we can eliminate
the according differential dpl, we have to find the corresponding energy momentum con-
servation law arising from the three dimensional δ-function δ(3)(pi − p∗(pl)), where we
have explicitly written the dependence of p∗ and the lth particle’s final momentum. The
conversion factors are easily found to be
∂p∗⊥1
∂p⊥l,1
= 1 (A.10a)
∂p∗⊥2
∂p⊥l,2
= 1 (A.10b)
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∂p∗‖
∂p
‖
l
=
p−l
εl
εi
p−i
(A.10c)
Thus the differential probability, in which the momentum of the jth final particle is fixed,
is consequently given by the expression
dW =
|N |2 V
(2π)3
p−
l
εl
p−i
εi
|Mfi|2 δ(3)⊥
(
pj − p∗j
)
ΠidΓi. (A.11)
From the normalization of the quantum states given in chapter 2 we conclude that |Mfi|2
will always contain a factor (εiεl)
−1, canceling this factor in the denominator of eq. (A.11).
Comparing eq. (A.11) to the naive guess for the square of the perpendicular δ-function
in eq. (A.2) we are even in the position to state an explicit expression of the before
cumbersome ratio
∆x+
L
=
εi
p−i
. (A.12)
We finally state that in actual experiments one does not measure the probability of photon
emission given in eq. (A.11). The experimental data much rather is the energy deposited
in the detector by the emitted photons. Angularly and spectrally resolved measurements
then yield the differential emitted energy per frequency and solid angle. This quantity,
however, is easily obtained from the differential probability from eq. (A.11), by multiplying
it with the energy of the emitted particles. Since the physical scenarios considered in this
work refer to the detection of final state photons, the emitted energy is given by
dE =
(∑
l
ωl
)
dW (ωl), (A.13)
where the ωl are the energies of all emitted photons. In the spectra shown in chapters 3
and 4 this quantity is shown, unless explicitly stated otherwise.
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B
The Dirac Equation
In this chapter we wish to compactly summarize the most important features of the Dirac
equation, its solutions and the the necessary mathematical tools. To this end we largely
follow the discussion and conventions of [Land 91]. We recapitulate the wave equation of
the Dirac theory, eq. (2.64a) [Dira 28]
(/ˆp−m)ψp =0. (B.1)
In quantum theory the momentum operator is pˆµ = i∂µ and the slash according to Feyn-
man’s notation denotes the contraction of a characteristic vector pµ with a four vector γµ of
4× 4 matrices, called the the Dirac matrices and whose anticommutator and commutator
are given as
[γµ, γν ]+ = 2g
µν , σµν =
1
2
(γµγν − γνγµ) . (B.2)
From eq. (B.2) we infer the squares of the Dirac matrices as well as that of a vector
contracted with them(
γ0
)2
= − (γ1)2 = − (γ2)2 = − (γ3)2 = 14, /a /a = a2. (B.3)
The four vector γµ, as any four vector, can be expressed in terms of its time- and space
components, as well as in l.c.c.
γµ =
(
γ0
γ
)
=
 γ
+ = γ
0+γ‖√
2
γ− = γ
0−γ‖√
2
γ⊥
 , (B.4)
where γ‖ = kLγ/ωL and γ⊥ are the matrices corresponding to the spatial vector components
perpendicular to kL. The conjugate expression of eq. (B.1) was derived in section 2.2 as the
equation of motion of the conjugate field component, resulting from the QED Lagrangian.
To derive the same expression from eq. (B.1) by complex conjugation one concludes that
the conjugates of the Dirac matrices are given by
(γµ)† = γ0γµγ0. (B.5)
Whenever explicit expressions for the Dirac matrices or their solutions are needed we will
adopt the so-called standard representation
γ0 =
(
12 0
0 −12
)
, γ =
(
0 σ
−σ 0
)
, (B.6)
with the three dimensional vector of the 2× 2 Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (B.7)
Equation (B.1) is solved by two types of plane wave solutions
ψp,λ =
1√
2εV
up,λe
−i(px), (B.8)
ψ−p,λ =
1√
2εV
u−p,λei(px), (B.9)
where V is a normalization volume and λ is a spin index, discussed further below. The
components of the four spinors up,λ, u−p,λ fulfill the algebraic equation
(/p−m)up,λ = 0, (/p+m)u−p,λ = 0 (B.10)
and the components of the momentum vector pµ are connected by the requirement p2 =
m2. We adopt the normalization prescriptions
u¯p,λup,λ = 2m, u¯−p,λu−p,λ = −2m, (B.11)
where u¯±p,λ = u∗±p,λγ
0 means Dirac conjugation. The algebraic relation eq. (B.10) in
standard representation is solved by the spinors
u±p,λ =
( √
ε±mw±p,λ√
ε∓m (npσ)w±p,λ
)
, (B.12a)
u¯±p,λ =
(√
ε±mw∗±p,λ,−
√
ε∓mw∗±p,λ(npσ)
)
(B.12b)
with the unit vector np = p/|p| and an arbitrary two spinor satisfying the normalization
w∗±p,λw±p,λ = 1. (B.13)
In this quantity the spin states of a free particle are encoded. Since a spin-1/2 particle
has two possible spin orientations, one has to choose two linearly independent basis vec-
tors w±p,λ=±1/2. For the positive energy solutions a possible choice, corresponding to the
projections of the spin on a fixed axis in the particle’s rest frame, are given by
w+p,λ=1/2 =
(
1
0
)
, w+p,λ=−1/2 =
(
0
1
)
. (B.14)
We will not need the negative energy two spinors. The above given solutions of the Dirac
equation lead to a conserved current of the form
∂µ(ψ¯±p,λγµψ±p,λ) = 0. (B.15)
For the constant spinors given in eq. (B.12b) by multiplying eq. (B.10) with u¯±p,λ from
the left and extracting a factor pµ one can easily proof the following important relation
u¯±p,λγµu±p,λ = 2pµ, (B.16)
irrespective of the spin λ. By virtue of the normalization of eqs. (B.8) and (B.9) this
equation leads to a current density of
jµ±p = ψ¯±p,λγ
µψ±p,λ =
pµ
εV
=
1
V
(1,v), (B.17)
with the particle velocity v = p/ε. We thus infer that the normalization of eqs. (B.8)
and (B.9) corresponds to one particle per unit volume. We finally state the important
property of the completeness of∑
λ
u±p,λu¯±p,λ =
(
(ε±m)12 −pσ
pσ −(ε∓m)12
)
= /p±m14, (B.18)
which can be checked by direct computation. When referring to the above expressions it
is customary to suppress any spin indices as well as unit matrices.
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C
Quantum Scattering off
a focussed beam
C.1 Introduction
The key motivation of this work is, to trace the actual trends in high intensity laser physics
from a theoretical perspective. We have seen in chapter 1 that the generation of ever higher
laser intensities is experimentally achieved by two major concepts: The temporal and the
spatial compression of the available laser energy. In CED the effects of both these trends
can be easily traced in the energy emission spectra, by inserting the arbitrarily shaped
electromagnetic field into eq. (2.11) and employ the resulting trajectory in eq. (2.17). In
QED analyses, however, we saw in section 2.2 that one is only able to describe strong
laser fields non-perturbatively, if one can provide an exact analytical solution of the Dirac
equation eq. (2.64a). Since such a solution up to date is known only for a plane laser
wave (see eq. (2.98)), spatial focusing cannot be considered in a quantum framework. To
overcome this restriction on the available theoretical tool kit, we present a perturbative
solution of the Dirac equation in the presence of a focused beam in the following in the
frequently encountered parameter regime λL ≪ w0 and mξ ≪ εi.
The following discussion will be rather lengthy and technically involved, with the main
results summarized in a short paragraph at the end.
C.2 Approximate solution of the Dirac equation in a non-plane
laser wave
The departing point of the following discussion is the Dirac equation in the presence of a
focused external laser field AµL(x)[
γµ
(
i∂µ − eAµL(x)
) −m]Ψp(x) = 0. (C.1)
We are going to model the external laser potential by a first order Gaussian beam, ac-
cording to eqs. (2.45), (2.58) and (2.60). Since the lowest order of the focusing functions
Ψ0L,n(x) are formally equivalent for all field modes, we are going to consider a single mode
laser potential AL(x) = ǫLΨ
0
L(x)e
−ik+
L
x− in the following. The scalar potential can be
derived in terms of eq. (2.46). Following the original derivation of the Volkov solutions of
the Dirac equation in a plane wave, we seek for a solution to this equation in the form
Ψp(x) = Σ(x) e
iSp(x), (C.2)
i.e. a product of a space dependent spinor and an exponential function corresponding to
the action of the Volkov solutions. Plugging this ansatz into eq. (C.1) we arrive at the
C.2 Approximate solution of the Dirac equation in a non-plane laser wave
equation [
γµ
(
∂µS(x)− eAµL(x)
) −m]Σp(x) e−iSp(x) = 0, (C.3)
where we neglected a term γµ∂
µΣ(x). The conditions for this approximation to hold,
are given below. Using the canonical momentum p˜µ(x) = ∂µS(x)− eAµL(x) = (ε˜(x), p˜(x))
eq. (C.3) formally turns into a free Dirac equation which are solved by the space dependent
spinor
Σp(x) =
( √
ε˜(x) +mw√
ε˜(x)−m (nσ) w
)
(C.4)
with an arbitrary constant two-spinor w, which can be chosen in accordance to eq. (B.14),
the unit vector in direction of the canonical momentum n = p˜/|p˜| and the vector of the Pauli
matrices σ from eq. (B.7). Albeit eq. (C.4) does not constitute an explicit representation
of Σ(x), with the aid of the canonical momentum p˜µ(x) it can be evaluated at least
numerically. To find a solution to eq. (C.1) it will thus suffice to find a solution Sp(x) of
eq. (C.3). This expression states a system of linear equations which possesses a non-trivial
solution if the determinant of the coefficient matrix vanishes. This condition implies(
∂µSp(x)− eAµL(x)
)2 −m2 = 0. (C.5)
Formally this equation is of the type of a classical Hamilton Jacobi equation to find the
action Sp(x) of an electron in a electromagnetic potential A
µ
L(x), whence we will refer
to Sp(x) as the action. Analogous to the procedure of section 2.1.3 we are going to
look for a solution of eq. (C.5) in terms of a perturbation series. As a proper expansion
parameter for studying a Gaussian beam we have s = λL/2πw0 ≪ 1, with the definitions
according to section 2.1.3. If s ≪ 1 is valid, then AµL(x) is close to a plane wave. It
is then advantageous to investigate the scattering in l.c.c. (see section 1.2), since they
separate the coordinate a plane wave potential AµL(x
−) solely depends on, from the three
coordinates x⊥ perpendicular to it. From the explicit expression of the four potential of a
Gaussian focused beam, given in eqs. (2.45) and (2.50), we then derive
∂x−A
µ
L(x) ∼ s∇⊥AµL(x) ∼ s2∂x+AµL(x) (C.6)
with the two dimensional vector of the derivatives with respect to the spatially perpendicu-
lar coordinates ∇⊥ = (∂x⊥1 , ∂x⊥2 ). Please note that, despite the fact that the approximation
of the external laser as a lowest order Gaussian beam never enters the presented compu-
tations explicitly, the above scaling laws were derived only for this case. It is presumable
that they would unchangedly translate to a higher order Gaussian focus, but this has not
been investigated yet. As it turns out, inserting for Sp(x) a perturbative series only in the
small parameter s leads to differential equations, which are elementary not solvable. We
will thus solve eq. (C.5) for the exponential action in terms of a double sum in orders of
sj as well as the additional small parameter mξ/εi ≪ 1. Assuming this ratio to be small,
corresponds to the assumption that the electron during the interaction with the laser
pulse deviates only slightly from its initial direction, which regime has been thoroughly
investigated in SF-QED [Baie 94]. The corresponding ansatz for the action of eq. (C.2) is
Sp(x) = −pµxµ −
∞∑
i,j=0
(
mξ
ε
)i
sj χi,j(x) (C.7)
where the action of a free electron pµx
µ was separated of. Plugging this expansion into
eq. (C.5) one finds a hierarchy of equations, determining the χij The lowest order equation
is the trivial mass-shell condition for the constant momentum pµ entering eq. (C.7)
pµp
µ = m2. (C.8)
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We may thus interpret pµ as the action of the electron if the electromagnetic potential
goes to zero. We find the higher order terms of eq. (C.7) by solving the equations
∂x− χ0,0 = k
+
L
e(pAL(x))
pkL
(C.9a)
∂x− χ1,0 = −
k+L
(mξ)/ε
e2AµL(x)ALµ(x)
2(pkL)
(C.9b)
∂x− χ0,1 = −
k+L
s(pkL)
(
p⊥∇⊥χ0,0
)
(C.9c)
. . .
and so on. These expressions can be integrated to yield the following, albeit lengthy
solutions for the terms of the perturbation series χi,j,
χ0,0 = k
+
L
∫ x−
−∞
e(pAL(c))
pkL
dc− (C.10a)
χ1,0 = − k
+
L
(mξ)/ε
∫ x−
−∞
e2AµL(c)ALµ(c)
2(pkL)
dc− (C.10b)
χ0,j =
k+L
s
∫ x−
−∞
p⊥∂⊥χ0,j−1 + 1/s (p+∂x+χ0,j−2)
pkL
dc− j ≥ 1 (C.10c)
χi,0 = 0 i ≥ 2 (C.10d)
χi,j = − k
+
L
s(pkL)
∫ x−
−∞
(
eA⊥L (x)∇⊥χi−1,j−1
(mξ)/ε
+ p⊥∇⊥χi,j−1 + p
+∂x+χi,j−2
s
+
1
4(mξ)/εs
i∑
m,n=0
j∑
k,l=0
(∂µχm,k) (∂
µχn,l) δi,m+n+1δj,k+l+2
)
dc− (C.10e)
Approximating the action by the terms of order s0 we find
Sp(x) ≈ −px− k+L
∫ x−
−∞
e
pAL(c)
pkL
− e
2A2L(c)
2(pkL)
dc−. (C.11)
This is formally equivalent to the phase of the plane wave Volkov solutions (2.98), with
the plane wave potential replaced by the focused potential AµL(x), depending on all space
time coordinates. We note that due to eq. (C.10d) in the limit s → 0 all contributions
to Sp(x) proportional to χ0j vanish and the laser potential reduces to the plane wave
potential AL(x)→ AL(x−). Then eq. (C.11) reduces to the Volkov phase from eq. (2.99).
We will now turn to investigating the contribution from the term neglected in eq. (C.3).
Inserting the found approximate action into the space dependent spinor from eq. (C.4) we
find in the standard representation of the Dirac matrices (see eq. (B.6))
/∂Σp(x) =

[
∂tε˜(x)
2
√
ε˜(x)+m
− ∇ε˜(x)σ
2
√
ε˜(x)−m
]
w[
∇ε˜(x)σ
2
√
ε˜(x)+m
− ∂tε˜(x)
2
√
ε˜(x)−m
]
w.
 (C.12)
On the other hand we find for the canonical momentum
/˜p(x)−m =
 [(ε˜(x)−m)√ε˜(x) +m− p˜(x)√ε˜(x)−mσ]w[
p˜(x)
√
ε˜(x) +mσ − (ε˜(x) +m)√ε˜(x)−m]w.
 (C.13)
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In the derivation of eq. (C.11) we neglected eq. (C.12) with respect to eq. (C.13). Since
the three Pauli matrices σ are linearly independent of the two dimensional unit matrix
(see eq. (B.7)), this neglect is justified if the following inequalities are satisfied(
ε˜(x)
m
)2
≫ 1− ∂tε˜(x)
2m2
(C.14a)
p˜(x)≫ ∇ε˜(x)
2(ε˜(x)±m) . (C.14b)
Since the time derivative of the free electron action pµx
µ is constant, according to eq. (C.11)
we finds
∂tε˜(x) = ∂
2
t Sp(t) ≈ −ωL∂t
(
e
pAL(x
−)
pkL
− e
2A2L(x
−)
2(pkL)
)
∼ ξ. (C.15)
The left hand side of eq. (C.14a), however, is proportional to ε/m ≫ ξ ≫ 1 and this
inequality is satisfied if it holds ε ≫ mξ. A similar argument holds for eq. (C.14b). We
thus find that employing the solution obtained in eq. (C.11), neglecting the term /∂Σp(x)
in eq. (C.3) is always justified in the regime considered in this chapter.
Summarizing the above discussion
We have presented a solution of the Dirac equation in a spatially focused laser field,
approximated by a lowest order Gaussian beam. Whereas for the spinors of the solution
we only gave an implicit definition, the exponential phase was explicitly derived as a
double perturbative series in the two small parameters s = λL/2πw0 (see section 2.1.3)
and mξ/ε ≪ 1. The assumption of the latter ratio to be small physically reduces to the
assumption that the scattered electron upon interaction with the laser field deviates only
little from its initial direction of propagation. We furthermore found the demonstrative
result, that in order s0 the found exponential phase is equivalent to the exponential phase of
the Volkov solutions, albeit with the plane wave potential AµL(x
−) replaced by the focused
potential AµL(x), depending on all space time coordinates. This leads to the required
property of the found phase, that in the limit s → 0, corresponding to the transition of
the scattering laser field to a plane wave, it reproduces the well known Volkov result.
In principle it is now possible to obtain scattering amplitudes for arbitrary SF-QED
processes in the presence of a focused Gaussian beam. A strong complication of this task,
however, is the fact that in these calculations no coordinate dependency can be integrated
out trivially. The dynamic integrals of the process will then be over truly four dimensional,
highly oscillating integrands. The numerical quadrature of such is highly non-trivial and
well beyond the scope of this thesis. An approximate evaluation of SF-QED scattering
amplitudes in the presence of a strong focused Gaussian beam in terms of the stationary
phase method presented in sections 3.3 and 4.3 seems to be closer in reach. Evaluating the
stationary point condition eq. (3.24) beyond lowest order approximation of the exponential
phase, found in this chapter, however, requires an analytical solution of a four dimensional
differential equation. This computation remains an interesting, but still open task.
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D
Asymptotic limits of
Nonlinear single
Compton scattering
In this chapter we will work out the analytic details of asymptotic limits of NSCS, men-
tioned in chapter 3.
D.1 Perturbative limit
The notion perturbative limit refers to the parameter regime, in which the results of the
ordinary QED perturbation theory are recovered. To allow for this recovery, the expansion
parameter of the perturbation series in interactions with the external laser wave has to be
small. As was mentioned in chapter 1 this implies the limit ξ ≪ 1. Then the scattering
laser field is weak and one can view the interaction with it as a single photon exchange.
Neglecting terms of order ξ2 or higher in eq. (3.3), Sfi must consequently coincide with
the lowest order scattering matrix element for linear Compton scattering, provided we
replace the normalization of the laser’s amplitude with the appropriate single photon
normalization factor. From eq. (3.3) we obtain the O(ξ) contributions to the scattering
matrix element as
Sfi ≈ −i e
√
4π(2π)3√
8ω1 εf εi V 3
∫
dx−u¯pfΓ1upiψA(x
−)e−iγV k
+
L
x−δ(3)
(
p⊥i − k⊥1 − p⊥f
)
. (D.1)
To evaluate the contained integral, we expand the shape function as a Fourier integral
ψA(x−) =
∫ ∞
−∞
d̟c(̟)e−i̟k
+
L
x− (D.2a)
with c(̟) =
k+L
2π
∫ ∞
−∞
dc− ψA(c−)ei̟ k
+
L
c− . (D.2b)
The reason for scaling the transformed variable ̟ by k+L is that defined in this fashion it
becomes dimensionless and independent of the laser’s central frequency ωL and can conse-
quently be understood as a frequency ω, contained in the pulse’s Fourier decomposition,
in units of ωL. The laser pulse is then to be understood as a continuous composition of
field modes with wave vectors k̟L = ̟k
µ
L. From these definitions we obtain by partial
integration
f1
γV
= −
∫ ∞
−∞
dx−d̟
c(̟)
̟
e−i(γV +̟)k
+
L
x− . (D.3)
The function c(̟) essentially is the Fourier transformation of pulse’s electric field, whence
we conclude that the factor |c(̟)|2 is a weighting factor, giving the relative strength of
D.1 Perturbative limit
k̟L
x
k1
ypi pf
+
k̟L
x
k1
ypi pf
Figure D.1: Two possible channels of perturbative Compton scattering
frequency component ̟ωL to the laser field. Plugging eq. (D.3) into eq. (D.1) and using
eqs. (D.2), after some algebraic transformations we find for the scattering matrix element
Sfi ≈
∫ ∞
0
d̟ c(̟)NNSCSpert (̟)u¯pf
[
M
(1)
fi (̟) +M
(2)
fi (̟)
]
upiδ
(4) (pi + k
̟
L − k1 − pf ) .
(D.4)
Since for ̟ < 0 the energy momentum conservation of eq. (E.9) cannot be fulfilled, we
omitted all those Fourier components. The normalization constant and the reduced matrix
elements are given by
N pertNSCS(̟) =− i
e2A̟L
√
4π(2π)4√
8ω1 εf εi V 3
(D.5a)
M
(2)
fi (̟) = −
/ǫL
(
/pf − /k
̟
L +m
)
/ǫ∗1
2(pfk
̟
L )
, M
(1)
fi (̟) =
/ǫ∗1
(
/pi + /k
̟
L +m
)
/ǫL
2(pik̟L )
, (D.5b)
We made use of the algebraic relation eq. (B.10) and A̟L is the now frequency depen-
dent normalization factor of the photon field. For this normalization we now have to
insert the normalization constant for a single photon of frequency ̟ωL, which is given by
AL =
√
4π/2̟ωLV , instead of the laser wave normalization AL = mξ/|e|. The two terms
of eq. (D.5b) correspond to the two possible channels of perturbative Compton scattering
depicted in fig. D.1. The integrand in eq. (D.4) is then exactly equivalent to the perturba-
tive result for single photon Compton scattering [Land 91] integrated over the frequency
components of the scattering field each weighted with the Fourier coefficient c(̟). This
result is a generalization of the textbook result for a broad spectrum of incident photon
frequencies, which to the best of the author’s knowledge was not reported before. It was,
however, expected, since the amplitude for the linear Compton effect is linear in the inter-
action term e(jAL). Hence for a non-singular distribution of frequencies contained in A
µ
L
it has to be proportional to the Fourier integral over all contained frequency components.
From eq. (D.4) one can easily obtain the text-book result of Compton scattering from a
photon of fixed energy. To consider such a singular photon frequency distribution, we have
to compute the Fourier distribution c(̟) corresponding to a single photon wave function
for the incoming photon. From eq. (D.2b) we conclude this to be given by
cm.c.(̟) =
k+L
2π
∫ ∞
−∞
dx˜ e−ik
+
L
x˜ei̟k
+
L
x˜− = −iδ (̟ − 1) . (D.6)
Inserting this expression into eq. (D.4) we recover the exact single photon Compton scatter-
ing matrix element [Land 91]. To obtain its modulus square and hence the corresponding
scattering cross section the usual spin and polarization summing and averaging techniques
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are applied. We only give the final result given, as is customary, in the reference frame in
which the electron initially is at rest (pi = m(1, 0, 0, 0)) [Land 91, Mand 84]
dσ
dΩ1
=
r2e
2
(
ω1
ωL
)2 [ωL
ω1
+
ω1
ωL
− sin2 θ
]
, (D.7)
with θ the angle between the vectors k1 and kL. The result of eq. (D.7) is the well known
Klein-Nishina formula for single photon Compton scattering. The same result of course
is obtained if one takes the perturbative limit as a second step from the monochromatic
limit of the complete emission probability. This latter limit shall be investigated in the
following section.
D.2 Monochromatic limit
Since it has been the main focus of strong field QED for several decades, we wish to shortly
sketch the limiting case of a monochromatic external laser wave [Ritu 85]. Furthermore
this task is not trivial, as it requires care in taking the square of involved δ-functions
which is not discussed in the literature, so far (compare appendix A). As was shown in
section 2.2, in a monochromatic plane wave laser field the Volkov wave functions can be
expanded in a Fourier-type series of n ∈ [0,∞] absorbed or emitted photons. The result-
ing structure of the scattering matrix element, which involves all space time coordinates
only as exponential phases, will be proportional to a four-dimensional energy-momentum
conserving δ-function. This behaviour, however, can be directly obtained from the result
eq. (3.3), inserting a monochromatic shape function. In accordance with section 2.2 we
consider the sine ψA(η) = sin(η) (the analysis for ψA(η) = cos(η) is analogous). Inserting
this shape function into eq. (3.5), and again employing the generating functional relation
of the special Bessel functions eq. (2.116) we obtain the expression
fi =
∞∑
n=−∞
∫
dx− Ci,n e
−i(q+i +nk+L−k+1 −q+f ) = 2π
∞∑
n=−∞
Ci,n δ(q
+
i + nk
+
L − k+1 − q+f ). (D.8)
In this expressions the dressed momenta qµ = pµ + (m2ξ2/2) kµL had to be substituted
for the free momenta, as shown in section 2.2. To compute the monochromatic emission
probability from eq. (D.8), we have to take the square of this form of the dynamic integrals.
In principle, following the arguments of appendix A, the square of a δ-function is formally
taken by considering its generating integral in a finite volume and in the end letting the
volume tend to infinity. Applying this procedure in eq. (D.8) results in the expressions
|fi|2 =(2π)∆x−
∞∑
n=−∞
|Ci,n|2 δ(q+i + nk+L − k+1 − q+f ) (D.9a)
Re
(
fif
∗
j
)
=(2π)∆x−
∞∑
n=−∞
Re(Ci,nCj,n
∗)δ(q+i + nk
+
L − k+1 − q+f ). (D.9b)
Please note that the actual double sum in this expression is naturally collapsed by the
δ-functions, which share the same argument. In the ab-initio monochromatic analysis,
this additional energy-momentum conservation law is translated into a law confining the
frequency of the emitted photon, where the actually diverging total emission probability
is taken per unit time, i.e., divided by the time interval T , and hence finite. The emission
probability derived from eqs. (D.9) will then contain a factor ∆x−/T . This additional factor
is easily determined by resorting to the condition of a conserved four-volume expressed in
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eq. (1.18). The accordingly needed coordinate quotient can be obtained from the initial
analysis of section A, which in the monochromatic case has to be carried out in terms of
dressed momenta and energies. We finally arrive at the result
∆x−
T
=
q−i
q0i
, (D.10)
where q−i = p
−
i (see eq. (2.114a)). We use eqs. (D.9) and (D.10) plugged into eq. (3.21) to
find the emission probability
dWm.c.
Tdω1dΩ1
=
e2 ω1
16πq0i p
−
f
∞∑
n=−∞
∑
{σ,λ}
∣∣Γ1A1n + Γ2A2n ∣∣2 δ(q+i + nk+L − k+1 − q+f ). (D.11)
As is customary in monochromatic analyses the additional δ-function is employed to fix
the emitted photon’s frequency ω1. To this end we need to to find the derivative of its
argument with respect to ω1∣∣∣∣∣d(q
+
i + nk
+
L − k+1 − q+f )
dω1
∣∣∣∣∣ =(qi + nkL)n1p−f =
q0f
p−f
∣∣∣∣∣d(q0f + ω1)dω1
∣∣∣∣∣ . (D.12)
We consequently obtain as emission probability per unit solid angle and time
1
T
dWm.c.
dΩ1
=
e2 ω1
16πq0i q
0
f
∣∣∣∣d(q0f+ω1)dω1
∣∣∣∣
∞∑
n=−∞
∑
{σ,λ}
|Γ1C1,n + Γ2C2,n |2 . (D.13)
Recalling that the renormalization scheme of eq. (3.13) also holds in the monochromatic
limit, we find this expression to agree with eq. (2.127). The cross section can be obtained
dividing eq. (D.13) by the relative flux of incident particles. The subtleties of this proce-
dure, however, are widely discussed in the literature [Brow 64, Niki 64, Frie 66, Ritu 85]
and we do not elaborate on them at this point.
D.3 Classical limit
In chapter 1 it was stated, that the only quantum effect, affecting the energy emission
spectra, is the photon recoil. If one considers optical laser frequencies, one thus expects
an agreement between the quantum analysis and the classical results in the limit
(kk1)
(kp)
≪ 1. (D.14)
To implement this limit in the obtained quantum result, we will not to depart from
eq. (3.3), where the matrix factors of the Volkov wave functions have already been ex-
panded. We rather start from the original expression eq. (3.2). Integrating out the per-
pendicular momentum components as usual we find
Sfi = −i
√
(4π)e(2π)3√
2ω1V 3
∫
dx− Ψpf (x
−)/ǫ∗1e
ik1xΨpi(x
−)δ(3)(p⊥i − p⊥f − k⊥1 ). (D.15)
The Ritus matrices entering Ψpi,pf (x
−) depend on the momenta only via the combination
pi,fkL, whence we conclude in the classical limit it must hold Epf ≈ Epi . In section 2.2,
however, it was shown Epi,σγ
µEpi,λ = j
µ
σ,λ, where σ, λ explicitly denote spin states. The
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exponential phase, which is given by eq. (3.12), in the classical limit is found to depend
on the limits of the Volkov parameters
α˜V ≈ek1AL
kLpi
(D.16a)
β˜V ≈e
2A2L(kLk1)
2(kLpi)2
(D.16b)
γ˜V =− k1pi
kLpi
. (D.16c)
The last exact equality is not affected by the limit eq. (D.14). Comparing these factors
to eq. (2.34) we find that the action in the classical limit is equivalent to the exponent of
the classical radiation formula eq. (2.17)
k1x(x
−) = −k+L
∫ x−
−∞
dc−α˜V ψA(c−) + β˜V ψ2A(c
−) + γ˜V (D.17)
A simplified form of the classical limit of eq. (3.3) is thus found as
Sfi = −i (4π)e
2(2π)3√
2ω1V 3
ǫ∗1µ
∫
dx− jµσ,λ(x
−)δσ,λeiS(x
−)δ(3)(p⊥i − p⊥f − k⊥1 ), (D.18)
where according to eq. (D.17) the action S(x−) is equivalent to k1x(x−). Here the Kro-
necker symbol δσλ denotes that the quantum current j
µ
σ,λ(x
−) vanishes for σ 6= λ, as is seen
from the explicit representations in eq. (B.14). This fact simply reflects that an electron,
propagating in a plane wave laser field, does not change its spin. From this observation
we conclude that the spin sum and average over the outgoing and incoming electron spin
states, respectively, in eq. (D.18) reduces to 1/2
∑
σ,λ j
µ
σ,λ(x
−)δσ,λ = j
µ
σ,σ(x−) =: jµ(x−).
The sum over the outgoing photon’s polarization states is equally easy and for the modulus
square of eq. (D.18) one obtains
|Sfi|2 = e
2(2π)7
ω1V 3
∣∣∣∣∫ dx− jµ(x−)eiS(x−)δ(3)(p⊥i − p⊥f − k⊥1 )∣∣∣∣2 . (D.19)
This expression is already reminiscent of eq. (2.17), however, one has to be careful since
the classical current jµ(x−) = pµ(x−)/ε(x−) is not equal to the quantum current jµ(x−) =
Ψpiγ
µΨpi = p
µ(x−)/εi. The square of the perpendicular δ-functions in eq. (D.19) as outlined
in appendix A. Then by inserting the expression for the quantum current (eq. (2.105)) we
find for the classical limit of the energy spectrum
dE
dω1dΩ1
= |Sfi|2 ω
3
1V
2
(2π)6
d3pf
=
e2ω21
(2π)2p−i p
−
f
∣∣∣∣∫ dx− pµ(x−)eiS(x−)∣∣∣∣2 , (D.20)
where pµ(x−) is the classical phase dependent electron momentum. Given that due to
eq. (D.14) in the classical limit it holds p−i ≈ p−f , this expression is equivalent to eq. (2.35).
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E
Asymptotic limits of
Nonlinear double
Compton scattering
In this chapter we will work out some analytic details of NDCS, mentioned in chapter 4. We
begin with a derivation of the step function, employed in deriving eq. (4.37), and afterwards
turn to the asymptotic limits of eq. (4.25) in the perturbative and monochromatic case.
E.1 Integral representation of the step function
The following is to be understood in terms of distributions. However, according to physi-
cists’ conventions we will write functions, keeping in mind the mathematical complications
of this term. The Heaviside step function is representable as an integral over a delta func-
tion
Θ(x) =
∫ x
−∞
δ(x′)dx′. (E.1)
Inserting the Fourier transform of δ(x′) it is found
Θ(x) =
1
2π
∫ ∞
−∞
∫ x
−∞
eipx
′
dx′dp
=
1
2πi
∫ ∞
−∞
lim
ǫ→0
ei(p−iǫ)x
′
p− iǫ
∣∣∣∣∣
x′=x
x′=−∞
dp
=
1
2πi
∫ ∞
−∞
P
(
eipx
p
)
dp. (E.2)
Here the principal value prescription is necessarily introduced since the point p = 0 needs
to be explicitly excluded, for the presented transformations to be meaningful. To invert
this expression, aiming at a representation of the right hand side integral in terms of the
step function, we need to also consider the case x < 0 which is not excluded in the integral
expression. By means of a sign change of the integration variable in Eq. (E.2) it is shown
Θ(−x) = − 1
2πi
∫ ∞
−∞
P
(
eipx
p
)
dp. (E.3)
Combining Eqs. (E.2) and (E.3) thus gives∫ ∞
−∞
P
(
eipx
p
)
dp = iπ sgn(x), (E.4)
with the sign function sgn(x) = Θ(x)−Θ(−x).
E.2 Perturbative limit
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Figure E.1: Three possible channels of single photon double Compton scattering.
E.2 Perturbative limit
In analogy to the discussion of section D.1 we expect that in the limit ξ ≪ 1 the electron
interacts with only single photons from the external laser wave and thus the results of
the usual QED perturbation theory are restored. From eq. (4.17) we infer that the phase
ordered partial amplitude is of order ∼ ξ2 in lowest order and will thus not contribute
to the perturbative limit. This observation is consistent with the interpretation that the
phase ordered partial process corresponds to two separate single photon emissions which
each is only possible if at least one photon from the laser field is absorbed. The O(ξ)
expansion of Ss.p.fi is given by
Sfi ≈ NNDCS
∫ ∞
−∞
dx−upf
Γ1
2(ptkL)
upiψA(x
−)e−iγV x
−
δ(3)(p⊥i − k⊥1 − k⊥2 − p⊥f ) (E.5)
with the definition of NNDCS, Γ1 and γV according to eqs. (4.11), (4.23) and (4.24),
respectively. In the following we resort to a continuous Fourier decomposition of the
shape function in analogy to section D.1
ψA(x−) =
∫ ∞
−∞
d̟c(̟)e−i̟k
+
L
x− (E.6)
c(̟) =
k+L
2π
∫ ∞
−∞
dc− ψA(x˜−)ei̟k
+
L
c− (E.7)
To remove the inverse of the Volkov factors γx,yV , appearing in the definition of Γ1, we
employ an partial integration, analogous to eq. (D.3), resulting, after some algebra and
use of eq. (E.6), in the replacements
/kL +
/pt+m
γx
V
2(kpt)
f1 = −(2π)
∫ ∞
−∞
d̟c(̟)
/pi − /k1 +m
2(pik′1)
δ(p+i + k
̟+ − k+1 − p+f − k+2 ) (E.8a)
/kL − /
p
t
+m
γy
V
2(kpt)
f1 = (2π)
∫ ∞
−∞
d̟c(̟)
/pf + /k2 +m
2(pfk
′
2)
δ(p+i + k
̟+ − k+1 − p+f − k+2 ). (E.8b)
These relations are inserted into eq. (E.5). The scattering matrix element then after some
algebraic transformations, which makes use of eq. (B.10) and the three dimensional energy
momentum conservation, turns is expressible as
Sfi = N pertNDCS
∫ ∞
0
d̟c(̟)uf
3∑
i=1
M ifi(̟)ui δ
(4)(pi + k
̟
L − k1 − k2 − pf ) (E.9)
N pertNDCS = −i
(2π)5e3AL√
4ω1ω2εiεfV 4
,
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where as discussed in section D.1 all frequency components ̟ < 0 are omitted, k̟L = ̟k
µ
L
and the reduced matrix elements read
M1fi(̟) = /ǫL
6pf − /k̟L +m
2(k̟pf )
/ǫ∗2
6pi− 6k′1 +m
2(k′1pi)
/ǫ∗1 (E.10a)
M2fi(̟) = /ǫ
∗
2
6pf+ 6k′2 +m
2(k′2pf )
/ǫ∗1
6pi + /k̟L +m
2(k̟pi)
/ǫL (E.10b)
M3fi(̟) = −/ǫ∗2
6pf+ 6k′2 +m
2(k′2pf )
/ǫL
6pi− 6k′1 +m
2(k′1pi)
/ǫ∗1. (E.10c)
These reduced matrix elements are equivalent to the analytical expressions resulting from
the corresponding Feynman diagrams for perturbative double Compton scattering, ob-
tained from ordinary QED, (see fig. E.1) [Jauc 76].
E.3 Monochromatic limit
To obtain the monochromatic limit, we consider shape function
ψA(x−) = sin(k+Lx
−). (E.11)
To investigate the effect of this strictly periodic shape function on the scattering matrix
element, we can largely refer to the discussion of section D.2. In view of the in-depth
discussion given there, we will not recover the somewhat lengthy exact expression of the
monochromatic scattering matrix element. Instead we are going to give merely a concise
overview over the essential features of the monochromatic limit. As a monochromatic plane
wave field is stretched over all space-time, the mentioned essence of the monochromatic
limit will be found in the energy momentum conservation laws resulting from its analysis.
One again finds the momenta of the electron momenta, entering the energy momentum
conservation laws of the overall process, to be replaced by their dressed counterparts
qµ = pµ − (e2A2/4 (pkL)) kµL. Analogous to the discussion of section D.2 we employ the
generating function of the Bessel functions given in eqs. (2.116) and (2.117) to obtain
a Fourier expansion of the dynamic integrals. For the univariate integrals the resulting
expansion is obtained analogous to eq. (D.8) in the form
fm.c.i =
∞∑
n=−∞
∫
dx− Ci,n e
−i(q+i +nk+L−k+1 −k+2 −q+f )
= 2π
∞∑
n=−∞
Ci,n δ
(
q+i + nk
+
L − k+1 − k+2 − q+f
)
. (E.12)
The same phase contribution to the scattering matrix element thus features the four
dimensional energy-momentum conservation, well known from the monochromatic case
S
s.p.(m.c.)
fi ∝
∞∑
n=−∞
Ci,n
kL(pi − k1)δ
(4) (qi + nkL − qf − k1 − k2) . (E.13)
In this expression we note that the factor ((pi−k1)kL) = (ptkL)−1 stems from the dressed
electron propagator of and vanishes. We thus conclude that, also in the monochromatic
limit, there are no divergences introduced into the same phase partial amplitude. As
mentioned in the beginning of chapter 4, therefore this partial amplitude could be studied
in already published purely monochromatic analyses [Lots 09b, Lots 09a].
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The explicitly diverging resonances of the NDCS amplitude in an monochromatic exter-
nal field must then be due to the phase ordered partial amplitude of the scattering matrix
element. To recover the energy momentum conservation laws of this partial process we will
have to analyze the bivariate dynamic integrals fij. It is, however, impossible to obtain
δ-functions from integrations over only the half space x−1 < x
−
2 . To avoid this shortcoming
we adopt a procedure, similar to that of section 4.4, and insert the inverse of eq. (E.4)
into their definition (4.13), which yields the expression
fm.c.ij = −i
∞∑
n,n′=−∞
lim
ǫ→0
∫
dx−dy−
dq+
2π
Ci,n′Cj,n
q+ − iǫ
× e−i(q+i +nk+L−k+1 −q+t −q+)x−e−i(q+t +q++n′k+L−k+2 −q+f )y−
=− (2πi)
∞∑
n,n′=−∞
Ci,n′Cj,n
q+i + nk
+
L − k+1 − q+t
δ
(
q+i + (n + n
′)k+L − k+1 − k+2 − q+f
)
, (E.14)
where qµt = p
µ
t +m
2ξ2/4(ptkL)k
µ
L is the dressed transitional electron momentum, fulfilling the
dressed mass shell condition q2t = m
∗2. Combining this expression with the perpendicular
energy momentum conservation of eq. (4.2), this implies that in the monochromatic limit
the phase ordered partial process diverges, if it holds
qi + nkL = k1 + qt
qt + n
′kL = k2 + qf .
Due to the energy momentum conservation of eq. (E.14) the above conditions obviously
are equivalent. The found resonances are hit at the photon frequencies
ω1 =
n(qikL)
(qi + nkL)n1
(E.15a)
ω2 =
n′(qf + k2)kL)
(qfn2)
, (E.15b)
which are the so-called Oleinik resonances, typical of any multiple process occurring in a
monochromatic external field [Olei 67, Lots 09b, Kraj 11, Seip 12]. We have accordingly
found that the divergences arising when a monochromatic external field is considered are
in fact arising from the phase ordered contribution. We stress that contrary to the singular
structure found above for such a strictly periodic scattering field, the bivariate dynamic
integrals fij, leading to this behaviour, are finite when the shape function is confined in
time, i.e. ψA(η → ±∞) = 0. We thus state that the Oleinik resonances are merely due
to the unphysical assumption of an infinitely extended external field and are absent when
considering a realistic scenario.
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