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NONCOMMUTATIVE FOURIER SERIES ON Z2\SE(2)
ARASH GHAANI FARASHAHI∗ AND GREGORY S. CHIRIKJIAN
Abstract. This paper begins with a systematic study of noncommutative Fourier series on Z2\SE(2). Let µ be the finite
SE(2)-invariant measure on the right coset space Z2\SE(2), normalized with respect to Weil’s formula. The analytic
aspects of the proposed method works for any given (discrete) basis of the Hilbert function space L2(Z2\SE(2), µ). We
then investigate the presented theory for the case of a canonical basis originated from a fundamental domain of Z2 in
SE(2). The paper is concluded by some convolution results.
1. Introduction
The 2D special Euclidean group, usually denoted as SE(2), is one of the simplest examples of a noncommutative,
noncompact real finite dimensional Lie group. It is classically used for modeling of the group of planar rigid body motions,
and plays significant roles in planar geometric analysis, quantum mechanics, and coherent state analysis [25, 29]. Over
the last decades, different applied and computational aspects of Fourier analysis on the unimodular group SE(2) have
achieved significant popularity in non-classical application areas, see [2, 4, 5, 6].
The right coset space of the orthogonal lattice Z2 in SE(2), that is Z2\SE(2), appears as the configuration space in
many recent applications in computational science and engineering including computer vision, robotics, mathematical
crystallography, computational biology, and material science [1, 3, 6, 7, 8, 10, 27, 32]. Invoking the algebraic structure of
SE(2), the subgroup Z2 is not normal in SE(2) and hence the right coset space Z2\SE(2) is not a group. Therefore, the
classical notion of non-commutative Fourier transform and thus Fourier type expansion on this compact 3-dimensional
manifold are meaningless. However, there are still both algebraic and geometric structures on it, namely the transitive
right action of the Lie group SE(2) on the manifold Z2\SE(2), which makes the right coset space into a homogeneous
space. In a nutshell, homogeneous spaces are group-like structures with many interesting applications in mathematical
physics, differential geometry, geometric analysis, and coherent state (covariant) transforms, see [11, 25, 30]. Fourier
expansions on homogeneous spaces of compact groups, coset spaces of compact groups, have been studied at depth in
[14, 15, 16]. This theory is strongly benefited from the compactness assumption about the group which is not as the case
for SE(2) and hence a different approach is required for the right coset space Z2\SE(2).
The present article focuses on constructive aspects of Fourier expansions on the right coset space Z2\SE(2). Our aim
is to further develop a non-commutative Fourier-type reconstruction on the homogeneous space Z2\SE(2), based on the
algebraic structure of the coset space, which has not been studied as extensively as the Fourier expansions on the group
SE(2). We shall also address analytic aspects of the proposed expansion as a constructive approximation, using tools
from abstract harmonic analysis and representation theory.
This article contains 4 sections. Section 2 is devoted to fixing notation and gives a brief summary of noncommutative
Fourier analysis on the unimodular group SE(2) and classical harmonic analysis on the right coset space Z2\SE(2).
In Section 3, we present the general theory of noncommutative Fourier series for a class of L2-functions defined on the
right coset space Z2\SE(2), for any given (discrete) basis of the Hilbert function space L2(Z2\SE(2), µ), where µ is
the finite SE(2)-invariant measure on Z2\SE(2), normalized with respect to Weil’s formula. We then investigate the
presented theory for the case of a basis originated from a fundamental domain of Z2 in SE(2). As the main result we
present a constructive series which can be viewed as reconstruction formula for a class of functions on the right coset
space Z2\SE(2), including matrix elements of the noncommutative Fourier transform on SE(2). The main advantage
of the presented noncommutative Fourier type series which is benefited from the algebraic structure of the right coset
space is the discrete sampling from the interval [0,∞). We then present the notion of convolution of functions on SE(2)
by functions on Z2\SE(2), also called as the canonical module action of the Banach algebra L1(SE(2)) on the Banach
function space L1(Z2\SE(2), µ). We shall also study different analytic aspects of Fourier series for approximating the
convolution functions on the right coset space Z2\SE(2). As applications for convolution functions series we conclude
the paper by some Plancherel type formulas for a class of L2-functions on the right coset space Z2\SE(2).
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2. Preliminaries and Notation
Throughout this section we shall present preliminaries and the notation. The 2D special Euclidean group, SE(2), is
the semidirect product of R2 with the 2D special orthogonal group SO(2). That is,
SE(2) = R2 ⋊ SO(2) = SO(2)⋉R2.
We denote elements g ∈ SE(2) as g = (x,R) where x ∈ R2 andR ∈ SO(2). For any g = (x,R) and g′ = (x′,R′) ∈ SE(2)
the group law is written as
g ◦ g′ = (x+Rx′,RR′),
and
g−1 = (−RTx,RT ) = (−R−1x,R−1).
Alternatively, the special Euclidean group SE(2) can be viewed as the set of matrices of the form
(2.1) g(x1, x2, θ) :=
 cos θ − sin θ x1sin θ cos θ x2
0 0 1
 ,
with θ ∈ (0, 2π] and x1, x2 ∈ R, or
(2.2) g(a, φ, θ) :=
 cos θ − sin θ a cosφsin θ cos θ a sinφ
0 0 1
 .
In semidirect product notation, we may denote it as (x,Rθ), where x = (x1, x2)
T and
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
.
The special Euclidean group SE(2) is a unimodular group with the normalized Haar measure given by
dg =
1
4π2
dx1dx2dθ =
1
4π2
adadφdθ.
The convolution of functions fk ∈ L1(SE(2)) with k ∈ {1, 2}, is given by
(f1 ⋆ f2)(h) =
∫
SE(2)
f1(g)f2(g
−1 ◦ h)dg,
for h ∈ SE(2).
The 2D special Euclidean group is a solvable Lie group, and hence classical methods for constructing unitary represen-
tations of solvable lie groups could be applied, see [31]. The set consists of all equivalence classes of continuous unitary
irreducible representations of Euclidean group SE(2), that is ŜE(2), also called as spectrum of SE(2), is given by
(2.3) ŜE(2) := {Up : p > 0} ∪ {χn : n ∈ Z} .
For each p > 0, the irreducible representation Up : SE(2)→ U(L2(S1)) is given by g → Up(g) = U(g, p) with
(2.4) [Up(g)ϕ](u) = [U(g, p)ϕ](u) := e
−ip〈u,t〉 · ϕ(RTθ u),
for all g = (t,Rθ) ∈ SE(2), ϕ ∈ L2(S1), and u ∈ S1.
The Fourier transform of each f ∈ L1(SE(2)) at p > 0 is given by
(2.5) f̂(p) :=
∫
SE(2)
f(g)Up(g
−1)dg.
The corresponding convolution formula for functions fk ∈ L1(SE(2)) with k ∈ {1, 2} at p > 0 is
(2.6) ̂(f1 ⋆ f2)(p) = f̂2(p)f̂1(p).
For each n ∈ Z, the one-dimensional representation χn : SE(2)→ T = U(C) is given by
(2.7) χn(g) := e
inθ,
for all g = (t,Rθ) ∈ SE(2). The Fourier transform of each f ∈ L1(SE(2)) at n ∈ Z is given by
(2.8) f̂ [n] :=
∫
SE(2)
f(g)χn(g)dg.
The corresponding convolution formula for functions fk ∈ L1(SE(2)) with k ∈ {1, 2} at n ∈ Z is
(2.9) ̂(f1 ⋆ f2)[n] = f̂1[n]f̂2[n].
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The standard orthonormal basis for the Hilbert function space L2(S1) is given by the family B = {ek : k ∈ Z}, where for
each k ∈ Z, ek : S1 → C is given by
ek(uα) := ek(cosα, sinα) = e
ikα.
For each g ∈ SE(2) and p > 0, the matrix elements of the operator Up(g) with respect to the basis B, are expressed as
umn(g, p) = 〈Up(g)em, en〉L2(S1),
for each m,n ∈ Z, where
〈u, v〉 = 1
2π
∫ 2π
0
u(α)v(α)dα,
for all u, v ∈ L2(S1). When expressed in this way, (2.5) becomes an infinite-dimensional matrix and (2.6) becomes a
matrix product.
Using polar coordinates, the matrix elements satisfy the following closed form
(2.10) umn(g(a, φ, θ), p) = i
m−ne−i(mθ+(n−m)φ)Jm−n(pa),
for m,n ∈ Z, where Jq is the q-th order Bessel function of the first kind, for each q ∈ Z.
The Bessel functions satisfy the following orthogonality relation∫ ∞
0
Jq(αr)Jq(βr)rdr =
δ(α− β)
α
,
for each α, β > 0 and q ∈ Z, where δ is the Dirac delta function.
The classical Fourier Plancherel/Parseval formula on the group SE(2) is given by∫
SE(2)
|f(g)|2dg =
∫ ∞
0
‖f̂(p)‖2HSpdp,
and also the noncommutative Fourier reconstruction formula is given by
f(g) =
∫ ∞
0
tr
[
f̂(p)Up(g)
]
pdp,
for f ∈ L1 ∩ L2(SE(2)) and g ∈ SE(2), see [31]. It is worthwhile to mention that one-dimensional irreducible represen-
tations of SE(2) play no part in the Fourier reconstruction integral on SE(2).
Let Γ be a discrete co-compact subgroup of SE(2) with the counting measure as the Haar measure. Consequentially,
the right coset space Γ\SE(2) := {Γg : g ∈ SE(2)} is compact as a homogeneous space which the Lie group SE(2) acts
on from the right. Each discrete co-compact subgroup Γ of SE(2) is isomorphic to a group of the form Z2 ⋊ P, where
P is a finite subgroup of SO(2). Such a Γ must necessarily belongs to one of the five handedness preserving wallpaper
groups. Therefore, harmonic analysis on Γ\SE(2) is straightforward after Z2\SE(2).
The classical aspects of abstract harmonic analysis on locally compact homogeneous spaces are quite well studied by
several authors, see [11, 12, 13, 19, 20, 21, 22, 30] and classical references therein. The function space C(Γ\SE(2)), that
is the set of all continuous functions on Γ\SE(2), consists of all functions f˜ , where f ∈ Cc(SE(2)) and
(2.11) f˜(Γg) :=
∑
γ∈Γ
f(γ ◦ g),
for all g ∈ SE(2).
Let µ be a Radon measure on the right coset space Γ\SE(2) and h ∈ SE(2). The right translation µh of µ is defined
by µh(E) := µ(E ◦ h), for all Borel subsets E of Γ\SE(2), where
E ◦ h := {Γg ◦ h : Γg ∈ E}.
The measure µ is called SE(2)-invariant if µh = µ, for all h ∈ SE(2). Since SE(2) is unimodular, Γ is discrete and
Γ\SE(2) is compact, the right coset space Γ\SE(2) has a finite SE(2)-invariant measure µ, which satisfies the following
Weil’s formula
(2.12)
∫
Γ\SE(2)
f˜(Γg)dµ(Γg) =
∫
SE(2)
f(g)dg,
and hence the linear map f 7→ f˜ is norm-decreasing from L1(SE(2)) into L1(Γ\SE(2), µ), that is
‖f˜‖L1(Γ\SE(2),µ) ≤ ‖f‖L1(SE(2)),
for all f ∈ L1(SE(2)), see [11, 21, 30].
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3. Noncommutative Fourier Series on Z2\SE(2)
This section is dedicated to present the notion of noncommutative Fourier series for square integrable functions on
the right coset space of the orthogonal lattice Γ := Z2, as the simplest wallpaper (crystallographic) group, in SE(2).
Throughout this section we assume that µ is the finite SE(2)-invariant measure on the right coset space Γ\SE(2) which
is normalized with respect to Weil’s formula (2.12).
First, we need some preliminary results concerning L2-function space on the right coset space Γ\SE(2).
Proposition 3.1. Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ). We then have f ∈ L2(SE(2)) with
‖f‖L2(SE(2)) ≤ ‖|˜f |‖L2(Γ\SE(2),µ).
Proof. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ). We then claim that f ∈ L2(SE(2)). To see this, we first note
that ∑
γ∈Γ
|f(γ ◦ g)|2 ≤
∑
γ∈Γ
|f(γ ◦ g)|
2 ,
for g ∈ SE(2). Then, using Weil’s formula, we get
‖f‖2L2(SE(2)) =
∫
SE(2)
|f(g)|2dg =
∫
Γ\SE(2)
∑
γ∈Γ
|f(γ ◦ g)|2dµ(Γg)
≤
∫
Γ\SE(2)
∑
γ∈Γ
|f(γ ◦ g)|
2 dµ(Γg) = ∫
Γ\SE(2)
∑
γ∈Γ
|f |(γ ◦ g)
2 dµ(Γg)
=
∫
Γ\SE(2)
|˜f |(Γg)2dµ(Γg) = ‖|˜f |‖2L2(Γ\SE(2),µ),
which implies that f ∈ L2(SE(2)). 
Corollary 3.2. Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ). We then have f˜ ∈ L2(Γ\SE(2), µ) with
‖f˜‖L2(Γ\SE(2),µ) ≤ ‖|˜f |‖L2(Γ\SE(2),µ).
Proof. Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ). Then, for each g ∈ SE(2), we have
|f˜(Γg)| =
∣∣∣∣∣∣
∑
γ∈Γ
f(γ ◦ g)
∣∣∣∣∣∣ ≤
∑
γ∈Γ
|f(γ ◦ g)| = |˜f |(Γg).
Hence, we get
‖f˜‖2L2(Γ\SE(2),µ) =
∫
Γ\SE(2)
|f˜(Γg)|2dµ(Γg) ≤
∫
Γ\SE(2)
|˜f |(Γg)2dµ(Γg) = ‖|˜f |‖2L2(Γ\SE(2),µ).

We then present the following constructive Fourier type approximation for L2-functions on the right coset space
Γ\SE(2).
Theorem 3.3. Let Γ := Z2 and E(Γ) := {ψℓ : Γ\SE(2) → C | ℓ ∈ I} be a (discrete) orthonormal basis for the Hilbert
function space L2(Γ\SE(2), µ). Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ). We then have
(3.1) f˜(Γh) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
ℓ(p)mnpdp
)
ψℓ(Γh),
for h ∈ SE(2), where
Qℓ(p)mn :=
∫
SE(2)
umn(g, p)ψℓ(Γg)dg, f̂(p)nm = 〈f̂(p)en, em〉,
for p > 0, ℓ ∈ I, and m,n ∈ Z.
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Proof. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ). Then, ψ := f˜ is in L2(Γ\SE(2), µ) as well. Since {ψℓ : ℓ ∈ I}
is an orthonormal basis, we get
(3.2) ψ =
∑
ℓ∈I
〈ψ, ψℓ〉ψℓ,
which implies that
(3.3) ψ(Γh) =
∑
ℓ∈I
〈ψ, ψℓ〉ψℓ(Γh),
for h ∈ SE(2). Invoking Proposition 3.1, we get f ∈ L2(SE(2)). Thus, we have
f(g) =
∫ ∞
0
tr[f̂(p)Up(g)]pdp,
for g ∈ SE(2).
Let ℓ ∈ I be given. Therefore, using Weil’s formula, we get
〈ψ, ψℓ〉 =
∫
Γ\SE(2)
ψ(Γg)ψℓ(Γg)dµ(Γg) =
∫
Γ\SE(2)
f˜(Γg)ψℓ(Γg)dµ(Γg)
=
∫
SE(2)
f(g)ψℓ(Γg)dg =
∫
SE(2)
(∫ ∞
0
tr[f̂(p)Up(g)]pdp
)
ψℓ(Γg)dg
=
∫ ∞
0
(∫
SE(2)
tr[f̂(p)Up(g)]ψℓ(Γg)dg
)
pdp.
Also, we have
tr[f̂(p)Up(g)] =
∑
m∈Z
〈f̂(p)Up(g)em, em〉 =
∑
m∈Z
〈
f̂(p)
(∑
n∈Z
〈Up(g)em, en〉en
)
, em
〉
=
∑
m∈Z
〈(∑
n∈Z
〈Up(g)em, en〉f̂(p)en
)
, em
〉
=
∑
m∈Z
∑
n∈Z
〈Up(g)em, en〉〈f̂ (p)en, em〉
=
∑
n∈Z
∑
m∈Z
f̂(p)nmumn(g, p).
We then have ∫
SE(2)
tr[f̂(p)Up(g)]ψℓ(Γg)dg =
∫
SE(2)
(∑
n∈Z
∑
m∈Z
f̂(p)nmumn(g, p)
)
ψℓ(Γg)dg
=
∑
n∈Z
∑
m∈Z
f̂(p)nm
(∫
SE(2)
umn(g, p)ψℓ(Γg)dg
)
=
∑
n∈Z
∑
m∈Z
f̂(p)nmQ
ℓ(p)mn.
Therefore, we get
(3.4) 〈ψ, ψℓ〉 =
∑
n∈Z
∑
m∈Z
(∫ ∞
0
f̂(p)nmQ
ℓ(p)mnpdp
)
.
for all ℓ ∈ I. Applying (3.4) in (3.3) we get
f˜(Γh) = ψ(Γh) =
∑
ℓ∈I
〈ψ, ψℓ〉ψℓ(Γh)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
ℓ(p)mnpdp
)
ψℓ(Γh).

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Corollary 3.4. Let Γ := Z2 and E(Γ) := {ψℓ : Γ\SE(2) → C | ℓ ∈ I} be a (discrete) orthonormal basis for the Hilbert
function space L2(Γ\SE(2), µ). Let f : SE(2)→ C be a continuous function supported in the fundamental domain F of
Z2 in SE(2). We then have
(3.5) f(h) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
ℓ(p)mnpdp
)
ψℓ(Γh),
for h ∈ F ⊆ SE(2), where for p > 0, ℓ ∈ I, and m,n ∈ Z we have
Qℓ(p)mn :=
∫
SE(2)
umn(g, p)ψℓ(Γg)dg.
One of the classical ways to construct an orthogonal basis for the Hilbert function space L2(Z2\SE(2), µ) is by
employing a fixed fundamental domain of Z2 in SE(2). From now on, we shall apply the most canonical fundamental
domain of Z2 in SE(2). Let Ω = [0, 1)2 × [0, 2π). Then, FZ2\SE(2) := Ω is a fundamental domain for Z2 in SE(2)1.
For each integral vector k = (k1, k2, k3)
T ∈ Z3, define the function φk : Ω→ C by
(3.6) φk(x, y, θ) := exp (2πi(k1x+ k2y)) exp(ik3θ),
for all (x, y, θ) ∈ Ω.
Proposition 3.5. Let Ω = [0, 1)2 × [0, 2π). Then, E := {φk : k ∈ Z3} is an orthonormal basis for the Hilbert function
space L2(Ω, (2π)−1dxdydθ).
Proof. Let n,m ∈ Z3 be integral vectors. We then can write
〈φn, φm〉L2(Ω) =
1
2π
∫ 1
0
∫ 1
0
∫ 2π
0
φn(x, y, θ)φm(x, y, θ)dxdydθ
=
1
2π
∫ 1
0
∫ 1
0
∫ 2π
0
exp (2πi((n1 −m1)x+ (n2 −m2)y)) exp(i(n3 −m3)θ)dxdydθ
=
(∫ 1
0
∫ 1
0
exp (2πi((n1 −m1)x+ (n2 −m2)y)) dxdy
)(
1
2π
∫ 2π
0
exp(i(n3 −m3)θ)dθ
)
=
(∫ 1
0
exp (2πi(n1 −m1)x) dxdy
)(∫ 1
0
exp (2πi(n2 −m2)y) dy
)(
1
2π
∫ 2π
0
exp(i(n3 −m3)θ)dθ
)
= δn1,m1 · δn2,m2 · δn3,m3 = δn,m.
Also, completeness of the family E in L2(Ω) is straightforward. 
For each k ∈ Z3, one can consider the function φk as a function on the right coset space Γ\SE(2). From, now on we
shall denote these functions by ψk. In details, we have
(3.7) ψk(Γg(x, y, θ)) := φk(x, y, θ) = exp (2πi(k1x+ k2y)) exp(ik3θ),
for all (x, y, θ) ∈ Ω and k := (k1, k2, k3)T ∈ Z3.
We then conclude the following results.
Theorem 3.6. Let µ be the normalized SE(2)-invariant measure on the right coset space Z2\SE(2) and Ω := [0, 1)2 ×
[0, 2π). We then have
(1) The Hilbert function spaces L2(Z2\SE(2), µ) and L2(Ω, (2π)−1dxdydθ) are isometric isomorphic.
(2) The family E(Γ) := {ψk : k ∈ Z3} is an orthonormal basis for the Hilbert function space L2(Z2\SE(2), µ).
Proof. (1) The mapping H : L2(Z2\SE(2), µ)→ L2(Ω, (2π)−1dxdydθ) given by ψ 7→ Hψ, where
Hψ(x, y, θ) := ψ(Z2g(x, y, θ)),
for all ψ ∈ L2(Z2\SE(2), µ) and (x, y, θ) ∈ Ω, is a linear unitary operator, i.e. it is an isometric isomorphism of Hilbert
spaces.
(2) It is straightforward from (1). 
We hereby continue by computing matrix elements Qk(p)mn. To this end, we first need the following lemma.
1i.e. SE(2) = Z2 ◦ F
Z2\SE(2)
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Lemma 3.7. Let j ∈ Z, x, y ∈ R and r > 0. We then have
(3.8)
∫ 2π
0
eijφe−2πir(x cosφ+y sinφ)dφ = (2π)i−jJj
(
2πr
√
x2 + y2
)
eijΦ(x,y),
where 0 ≤ Φ(x, y) < 2π is given by
(3.9)
x√
x2 + y2
= cosΦ(x, y),
y√
x2 + y2
= sinΦ(x, y).
Proof. Let j ∈ Z, x, y ∈ R and r > 0. Let 0 ≤ Φ(x, y) < 2π be given by (3.9). Hence, using Equation (4.31) of [5], we get
e−2πir(x cosφ+y sinφ) =
∑
ℓ∈Z
i−ℓJℓ
(
2πr
√
x2 + y2
)
e−iℓφeiℓΦ(x,y).
We then can write∫ 2π
0
eijφe−2πir(x cosφ+y sinφ)dφ =
∫ 2π
0
eijφ
(∑
ℓ∈Z
i−ℓJℓ
(
2πr
√
x2 + y2
)
e−iℓφeiℓΦ(x,y)
)
dφ
=
∑
ℓ∈Z
i−ℓJℓ
(
2πr
√
x2 + y2
)
· eiℓΦ(x,y) ·
(∫ 2π
0
eijφe−iℓφdφ
)
= (2π)
∑
ℓ∈Z
i−ℓJℓ
(
2πr
√
x2 + y2
)
eiℓΦ(x,y)δj,ℓ = (2π)i
−jJj
(
2πr
√
x2 + y2
)
eijΦ(x,y).

Next results present explicit formulas for matrix elements Qk(p)mn.
Theorem 3.8. Let p > 0, n,m ∈ Z, and k = (k1, k2, k3)T ∈ Z3 with k1, k2 6= 0. We then have
Qk(p)mn =
δk3,−m · ei(m−n)Φ(k1,k2)
2π
√
k21 + k
2
2
· δ
(
p− 2π
√
k21 + k
2
2
)
,
where 0 ≤ Φ(k1, k2) < 2π is given by (k1, k2) =
√
k21 + k
2
2(cosΦ(k1, k2), sinΦ(k1, k2)).
Proof. Let n,m ∈ Z. Let k = (k1, k2, k3)T ∈ Z3 be an integral vector with k1, k2 6= 0 and p > 0. Using Lemma 3.7 with
j := m− n, we can write
Qk(p)mn =
∫
SE(2)
umn(g, p)ψk(Γg)dg
=
1
(2π)2
∫ 2π
0
∫ ∞
0
∫ 2π
0
umn(g(r, φ, θ), p)ψk(Γg(r, φ, θ))dθrdrdφ
=
im−n
(2π)2
∫ 2π
0
∫ ∞
0
∫ 2π
0
e−i(mθ+(n−m)φ)Jm−n(pr)e
−2πi(k1r cosφ+k2r sin φ)e−ik3θdθrdrdφ
=
im−n
(2π)2
(∫ 2π
0
e−i(k3+m)θdθ
)(∫ ∞
0
∫ 2π
0
e−i(n−m)φJm−n(pr)e
−2πi(k1r cosφ+k2r sinφ)rdrdφ
)
=
im−nδk3,−m
2π
(∫ ∞
0
∫ 2π
0
e−i(n−m)φJm−n(pr)e
−2πi(k1r cosφ+k2r sinφ)rdrdφ
)
=
im−nδk3,−m
2π
(∫ ∞
0
Jm−n(pr)
(∫ 2π
0
ei(m−n)φe−2πi(k1r cosφ+k2r sinφ)dφ
)
rdr
)
= δk3,−me
i(m−n)Φ(k1,k2) ·
(∫ ∞
0
Jm−n(pr)Jm−n
(
2πr
√
k21 + k
2
2
)
rdr
)
=
δk3,−me
i(m−n)Φ(k1,k2)
2π
√
k21 + k
2
2
δ
(
p− 2π
√
k21 + k
2
2
)
.

Lemma 3.9. Let 0 6= α ∈ R. We then have
(3.10)
∫ ∞
0
J0(αr)rdr =
δ(α)
α
.
8 A. GHAANI FARASHAHI AND G.S. CHIRIKJIAN
Proof. Let 0 6= α ∈ R. Let x ∈ R2 with x = (α cosφ, α sinφ) where 0 < φ ≤ 2π. Then, using Equation (4.31) of [5], we
have
δ(x) =
1
(2π)2
∫
R2
ei〈ω,x〉dω
=
1
(2π)2
∫ 2π
0
∫ ∞
0
(∑
k∈Z
ikJk(αr)e
ikθe−ikφ
)
rdrdθ
=
1
(2π)2
∑
k∈Z
ik
(∫ ∞
0
Jk(αr)rdr
)(∫ 2π
0
eikθdθ
)
e−ikφ
=
1
2π
∑
k∈Z
ik
(∫ ∞
0
Jk(αr)rdr
)
δ0,ke
−ikφ =
1
2π
∫ ∞
0
J0(αr)rdr.
Since we have δ(x) = 12π
δ(α)
α , we conclude (3.10). 
Theorem 3.10. Let p > 0, n,m, k3 ∈ Z, and k := (0, 0, k3)T ∈ Z3. We then have
Qk(p)mn = δk3,−mδn,m
δ (p)
p
.
Proof. Let p > 0, n,m, k3 ∈ Z, and k := (0, 0, k3)T ∈ Z3. Then, using (3.10), we have
Qk(p)mn =
∫
SE(2)
umn(g, p)ψk(Γg)dg
=
1
(2π)2
∫ 2π
0
∫ ∞
0
∫ 2π
0
umn(g(r, φ, θ), p)ψk(Γg(r, φ, θ))dθrdrdφ
=
im−n
(2π)2
∫ 2π
0
∫ ∞
0
∫ 2π
0
e−i(mθ+(n−m)φ)Jm−n(pr)e
−ik3θdθrdrdφ
=
im−n
(2π)2
(∫ 2π
0
e−i(k3+m)θdθ
)(∫ ∞
0
∫ 2π
0
e−i(n−m)φJm−n(pr)rdrdφ
)
=
im−nδk3,−m
2π
(∫ 2π
0
e−i(n−m)φdφ
)(∫ ∞
0
Jm−n(pr)rdr
)
= im−nδk3,−mδn,m
(∫ ∞
0
Jm−n(pr)rdrdφ
)
= im−nδk3,−mδn,m
δ (p)
p
= δk3,−mδn,m
δ (p)
p
.

Proposition 3.11. Let f ∈ L1(SE(2)) and n,m ∈ Z. We then have
(3.11) lim
p→0+
f̂(p)nm = δn,mf̂ [−m] = δn,mf̂ [−n].
Proof. Let f ∈ L1(SE(2)) and n,m ∈ Z. Then, for each p > 0, we have
f̂(p)nm = 〈f̂(p)en, em〉 =
∫
SE(2)
f(g)〈Up(g−1)en, em〉dg
=
∫
SE(2)
f(g)〈Up(g)∗en, em〉dg =
∫
SE(2)
f(g)〈en, Up(g)em〉dg
=
∫
SE(2)
f(g)〈Up(g)em, en〉dg =
∫
SE(2)
f(g)umn(g)dg
=
∫
SE(2)
f(g(a, φ, θ))umn(g(a, φ, θ))dg(a, φ, θ)
= in−m
∫
SE(2)
f(g(a, φ, θ))ei(mθ+(n−m)φ)Jm−n(pa)dg(a, φ, θ).
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We then have
lim
p→0+
f̂(p)nm = i
n−m · lim
p→0+
∫
SE(2)
f(g(a, φ, θ))ei(mθ+(n−m)φ)Jm−n(pa)dg(a, φ, θ)
= in−m
∫
SE(2)
f(g(a, φ, θ))ei(mθ+(n−m)φ)
(
lim
p→0+
Jm−n(pa)
)
dg(a, φ, θ)
= in−mJm−n(0)
∫
SE(2)
f(g(a, φ, θ))ei(mθ+(n−m)φ)dg(a, φ, θ)
= δn,m
∫
SE(2)
f(g(a, φ, θ))eimθdg(a, φ, θ)
= δn,m
∫
SE(2)
f(g)χ−m(g)dg = δn,mf̂ [−m] = δn,mf̂ [−n].

For each k1, k2 ∈ Z, let ρ(k1, k2) :=
√
k21 + k
2
2 and 0 ≤ Φ(k1, k2) < 2π be given by
k1 = ρ(k1, k2) cosΦ(k1, k2), k2 = ρ(k1, k2) sinΦ(k1, k2).
We then present the following closed form characterization for coefficients, if the basis functions are given by (3.7).
Theorem 3.12. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ), and ψ := f˜ .
(1) For any integral vector k := (k1, k2, k3)
T ∈ Z3 with k1, k2 6= 0, we have
(3.12) 〈ψ, ψk〉 =
∑
n∈Z
e−i(n+k3)Φ(k1,k2)f̂(2πρ(k1, k2))n,−k3 .
(2) For any integral vector k := (0, 0, k3)
T ∈ Z3 with k3 ∈ Z, we have
(3.13) 〈ψ, ψk〉 = f̂ [k3].
Proof. (1) Let k = (k1, k2, k3)
T ∈ Z3 be an integral vector with k1, k2 6= 0, and n,m ∈ Z. Using Theorem 3.8, we have
Qk(p)mn =
δk3,−me
i(m−n)Φ(k1,k2)
2πρ(k1, k2)
δ (p− 2πρ(k1, k2)) .
Thus, we get ∫ ∞
0
f̂(p)nmQ
k(p)mnpdp =
δk3,−me
i(m−n)Φ(k1,k2)
2πρ(k1, k2)
∫ ∞
0
f̂(p)nmδ (p− 2πρ(k1, k2)) pdp
= δk3,−me
i(m−n)Φ(k1,k2)f̂(2πρ(k1, k2))nm.
Hence, we have
〈ψ, ψk〉 =
∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
k(p)mnpdp
=
∑
n∈Z
∑
m∈Z
δk3,−me
i(m−n)Φ(k1,k2)f̂(2πρ(k1, k2))nm
=
∑
n∈Z
e−i(n+k3)Φ(k1,k2)f̂(2πρ(k1, k2))n,−k3 .
(2) Let k = (0, 0, k3)
T ∈ Z3 be an integral vector with k3 ∈ Z, and n,m ∈ Z. Using Theorem 3.10, we have
Q(0,0,k3)(p)mn = δk3,−mδn,m
δ(p)
p
.
Thus, using Proposition 3.11, we get∫ ∞
0
f̂(p)nmQ
k(p)mnpdp = δk3,−mδn,m
∫ ∞
0
f̂(p)nmδ(p)dp
= δk3,−mδn,m
(
lim
p→0+
f̂(p)nm
)
= δk3,−mδn,mf̂ [−n].
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Hence, we have
〈ψ, ψk〉 =
∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
k(p)mnpdp
=
∑
n∈Z
∑
m∈Z
δk3,−mδn,mf̂ [−n]
=
∑
n∈Z
δn,−k3 f̂ [−n] = f̂ [k3].

We then deduce the following version of the reconstruction formula (3.1) in terms of matrix elements, if the basis
functions are given by (3.7).
Theorem 3.13. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ). We then have
(3.14) f˜(Γh) =
∑
k∈Z
f̂ [k]eikα +
∑
(k1,k2)∈Z2×
∑
k3∈Z
∑
n∈Z
ei(k3−n)Φ(k1,k2)f̂(2πρ(k1, k2))nk3e
2πia(k1 cosφ+k2 sin φ)e−ik3α,
for h = g(a, φ, α) ∈ SE(2).
Proof. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ). Let h = g(a, φ, α) ∈ SE(2) be given. Using Equation (3.1),
we have
(3.15) f˜(Γh) =
∑
k∈Z3
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
k(p)mnpdp
)
ψk(Γh),
for h ∈ SE(2), where
Qk(p)mn :=
∫
SE(2)
umn(g, p)ψk(Γg)dg,
for p > 0, k ∈ Z3, and m,n ∈ Z. Therefore, using Equations (3.12) and (3.13), for h = g(a, φ, α), we conclude that
f˜(Γh) =
∑
k∈Z3
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
k(p)mnpdp
)
ψk(Γh)
=
∑
k1∈Z
∑
k2∈Z
∑
k3∈Z
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
(k1,k2,k3)(p)mnpdp
)
ψ(k1,k2,k3)(Γh)
=
∑
k3∈Z
∑
n∈Z
∑
m∈Z
(∫ ∞
0
f̂(p)nmQ
(0,0,k3)(p)mnpdp
)
ψ(0,0,k3)(Γh)
+
∑
(k1,k2)∈Z2×
∑
k3∈Z
∑
n∈Z
∑
m∈Z
(∫ ∞
0
f̂(p)nmQ
(k1,k2,k3)(p)mnpdp
)
ψ(k1,k2,k3)(Γh)
=
∑
k∈Z
f̂ [k]eikα +
∑
(k1,k2)∈Z2×
∑
k3∈Z
∑
n∈Z
e−i(n+k3)Φ(k1,k2)f̂(2πρ(k1, k2))n,−k3e
2πia(k1 cosφ+k2 sinφ)eik3α
=
∑
k∈Z
f̂ [k]eikα +
∑
(k1,k2)∈Z2×
∑
k3∈Z
∑
n∈Z
e−i(n−k3)Φ(k1,k2)f̂(2πρ(k1, k2))nk3e
2πia(k1 cosφ+k2 sin φ)e−ik3α
=
∑
k∈Z
f̂ [k]eikα +
∑
(k1,k2)∈Z2×
∑
k3∈Z
∑
n∈Z
ei(k3−n)Φ(k1,k2)f̂(2πρ(k1, k2))nk3e
2πia(k1 cosφ+k2 sinφ)e−ik3α.

Let R := {ρ(k1, k2) : k1, k2 ∈ Z}. For each r ∈ R, let
Θr := {Φ(i, j) : r = ρ(i, j), i, j ∈ Z} .
Proposition 3.14. With above assumptions we have
(1) N ∪ {0} ⊆ R ⊆
√
N := {√n : n ∈ N ∪ {0}}.
(2) R is a discrete subset of [0,∞).
(3) For each r ∈ R, the set Θr is a finite subset of [0, 2π).
(4) Z2 =
⋃
r∈R{(r cos θ, r sin θ) : θ ∈ Θr}.
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Proof. (1)-(3) are straightforward.
(4) Let x ∈ ⋃r∈R{(r cos θ, r sin θ) : θ ∈ Θr}. Suppose r ∈ R and θ ∈ Θr with x = (r cos θ, r sin θ). Hence, θ = Φ(i, j)
with ρ(i, j) = r, for some i, j ∈ Z. We then have
r cos θ = ρ(i, j) cosΦ(i, j) =
√
i2 + j2
i√
i2 + j2
= i ∈ Z, r sin θ = ρ(i, j) sinΦ(i, j) =
√
i2 + j2
j√
i2 + j2
= j ∈ Z.
Thus, we deduce that x = (r cos θ, r sin θ) ∈ Z2. Therefore, we get ⋃r∈R{(r cos θ, r sin θ) : θ ∈ Θr} ⊆ Z2. Conversely,
let x = (k1, k2) ∈ Z2 be given. We then have k1, k2 ∈ Z and hence we get k1 = ρ(k1, k2) cosΦ(k1, k2), and k2 =
ρ(k1, k2) sinΦ(k1, k2). Then, we conclude that x = (r cos θ, r sin θ), with r := ρ(k1, k2) and θ := Φ(k1, k2). This implies
that x ∈ ⋃r∈R{(r cos θ, r sin θ) : θ ∈ Θr} and hence Z2 ⊆ ⋃r∈R{(r cos θ, r sin θ) : θ ∈ Θr}. 
For each ρ ∈ R and q ∈ Z, let Kqρ : R2 → C be given by
Kqρ(a, φ) :=
∑
θ∈Θρ
e2πiaρ cos(φ−θ)eiqθ,
for all (a, φ) ∈ R2.
Theorem 3.15. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ). We then have
(3.16) f˜(Γh) =
∑
k∈Z
f̂ [k]eikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
Kk−nρ (a, φ)f̂(2πρ)nke
−ikα,
for h = g(a, φ, α) ∈ SE(2).
Proof. Let f ∈ L1(SE(2)) such that |˜f | ∈ L2(Γ\SE(2), µ), and h = g(a, φ, α) ∈ SE(2). Then, using (3.14), we have
f˜(Γh) =
∑
k∈Z
f̂ [k]eikα +
∑
(k1,k2)∈Z2×
∑
k3∈Z
∑
n∈Z
ei(k3−n)Φ(k1,k2)f̂(2πρ(k1, k2))nk3e
2πia(k1 cosφ+k2 sinφ)e−ik3α
=
∑
k∈Z
f̂ [k]eikα +
∑
ρ∈R
∑
θ∈Φρ
∑
k∈Z
∑
n∈Z
ei(k−n)θf̂(2πρ)nke
2πiaρ cos(φ−θ)e−ikα
=
∑
k∈Z
f̂ [k]eikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
θ∈Φρ
e2πiaρ cos(φ−θ)ei(k−n)θ
 f̂(2πρ)nke−ikα
=
∑
k∈Z
f̂ [k]eikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
Kk−nρ (a, φ)f̂ (2πρ)nke
−ikα,

Corollary 3.16. Let f : SE(2)→ C be a continuous function supported in the fundamental domain F of Z2 in SE(2).
We then have
(3.17) f(h) =
∑
k∈Z
f̂ [k]eikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
Kk−nρ (a, φ)f̂(2πρ)nke
−ikα,
for h = g(a, φ, α) ∈ F ⊆ SE(2).
4. Noncommutative Fourier Series of Convolutions on Γ\SE(2)
Throughout this section we still assume that Γ := Z2 and µ is the finite SE(2)-invariant measure on the right coset
space Γ\SE(2) which is normalized with respect to Weil’s formula. We then introduce the notion of convolution of
functions on SE(2) by functions on Γ\SE(2). Also, we shall study different aspects of noncommutative Fourier series for
approximating the convolution functions on the right coset space Γ\SE(2). As applications for noncommutative Fourier
series of convolution functions, we conclude the paper by some noncommutative Plancherel type formulas for functions
on the right coset space Γ\SE(2).
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4.1. Convolution Functions. Let f ∈ L1(SE(2)) and ψ ∈ L1(Γ\SE(2), µ). We then define the convolution of f with
ψ as the function ψ ⊘ f : Γ\SE(2)→ C via
(4.1) (ψ ⊘ f)(Γg) :=
∫
SE(2)
ψ(Γh)f(h−1 ◦ g)dh,
for g ∈ SE(2).
For each γ ∈ Γ and g ∈ SE(2), we can write∫
SE(2)
ψ(Γh)f(h−1 ◦ γ ◦ g)dh =
∫
SE(2)
ψ(Γγ ◦ h)f((γ ◦ h)−1 ◦ γ ◦ g)d(γ ◦ h)
=
∫
SE(2)
ψ(Γh)f((γ ◦ h)−1 ◦ γ ◦ g)dh
=
∫
SE(2)
ψ(Γh)f(h−1 ◦ γ−1 ◦ γ ◦ g)dh =
∫
SE(2)
ψ(Γh)f(h−1 ◦ g)dh,
hence we deduce that
Γg 7→
∫
SE(2)
ψ(Γh)f(h−1 ◦ g)dh,
is well-defined as a function on the right coset space Γ\SE(2).
Next result shows that L1(Γ\SE(2), µ) with respect to the module action of L1(SE(2)) given by (4.1) is a Banach
module.
Theorem 4.1. Let f ∈ L1(SE(2)) and ψ ∈ L1(Γ\SE(2), µ). We then have ψ ⊘ f ∈ L1(Γ\SE(2), µ) with
‖ψ ⊘ f‖L1(Γ\SE(2),µ) ≤ ‖f‖L1(SE(2))‖ψ‖L1(Γ\SE(2),µ).
Proof. Let f ∈ L1(SE(2)) and ψ ∈ L1(Γ\SE(2), µ). We then have
‖ψ ⊘ f‖L1(Γ\SE(2),µ) =
∫
Γ\SE(2)
∣∣∣∣∣
∫
SE(2)
ψ(Γh)f(h−1 ◦ g)dh
∣∣∣∣∣ dµ(Γg)
≤
∫
Γ\SE(2)
∫
SE(2)
∣∣ψ(Γh)f(h−1 ◦ g)∣∣ dhdµ(Γg)
=
∫
Γ\SE(2)
∫
SE(2)
|ψ(Γh)||f(h−1 ◦ g)|dhdµ(Γg)
=
∫
Γ\SE(2)
∫
SE(2)
|ψ(Γg ◦ h)||f((g ◦ h)−1 ◦ g)|d(g ◦ h)dµ(Γg)
=
∫
Γ\SE(2)
∫
SE(2)
|ψ(Γg ◦ h)||f(h−1)|dhdµ(Γg)
=
∫
SE(2)
(∫
Γ\SE(2)
|ψ(Γg ◦ h)|dµ(Γg)
)
|f(h−1)|dh
=
∫
SE(2)
(∫
Γ\SE(2)
|ψ(Γg)|dµ(Γg ◦ h−1)
)
|f(h−1)|dh
=
∫
SE(2)
(∫
Γ\SE(2)
|ψ(Γg)|dµ(Γg)
)
|f(h−1)|dh
= ‖ψ‖L1(Γ\SE(2),µ)
(∫
SE(2)
|f(h−1)|dh
)
= ‖f‖L1(SE(2))‖ψ‖L1(Γ\SE(2),µ).

Proposition 4.2. Let f ∈ L1(SE(2)) and ψ ∈ L1(Γ\SE(2), µ). We then have
(4.2) (ψ ⊘ f)(Γg) =
∫
Γ\SE(2)
ψ(Γh)
∑
γ∈Γ
f(h−1 ◦ γ−1 ◦ g)
 dµ(Γh).
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Proof. Let f ∈ L1(SE(2)) and ψ ∈ L1(Γ\SE(2), µ). Let g ∈ SE(2). Using Weil’s formula, we can write
(ψ ⊘ f)(Γg) =
∫
SE(2)
ψ(Γh)f(h−1g)dh
=
∫
Γ\SE(2)
∑
γ∈Γ
ψ(Γγ ◦ h)f((γ ◦ h)−1 ◦ g)
 dµ(Γh)
=
∫
Γ\SE(2)
∑
γ∈Γ
ψ(Γh)f((γ ◦ h)−1 ◦ g)
 dµ(Γh) = ∫
Γ\SE(2)
ψ(Γh)
∑
γ∈Γ
f(h−1 ◦ γ−1 ◦ g)
 dµ(Γh).

Theorem 4.3. Let fk ∈ L1(SE(2)) with k ∈ {1, 2} and g ∈ SE(2). We then have
(4.3) ˜(f1 ⋆ f2)(Γg) = (f˜1 ⊘ f2)(Γg).
Proof. Let fk ∈ L1(SE(2)) with k ∈ {1, 2} and g ∈ SE(2). We then have
˜(f1 ⋆ f2)(Γg) =
∑
γ∈Γ
(f1 ⋆ f2)(γ ◦ g) =
∑
γ∈Γ
(∫
SE(2)
f1(h)f2(h
−1 ◦ γ ◦ g)dh
)
=
∑
γ∈Γ
(∫
SE(2)
f1(γ ◦ h)f2(h−1 ◦ g)dh
)
=
∫
SE(2)
∑
γ∈Γ
f1(γ ◦ h)
 f2(h−1 ◦ g)dh
=
∫
SE(2)
f˜1(Γh)f2(h
−1 ◦ g)dh = (f˜1 ⊘ f2)(Γg).

Corollary 4.4. Let fk : SE(2)→ C with k ∈ {1, 2} be continuous functions such that f1⋆f2 is supported in a fundamental
domain F of Z2 in SE(2) and g ∈ F . We then have
(f1 ⋆ f2)(g) = (f˜1 ⊘ f2)(Γg).(4.4)
Proposition 4.5. Let fk ∈ L1(SE(2)) with k ∈ {1, 2}, f := f1 ⋆ f2, and g ∈ SE(2). We then have
(4.5) |˜f |(Γg) ≤ (|f˜1| ⊘ |f2|)(Γg).
Proof. Let fk ∈ L1(SE(2)) with k ∈ {1, 2}, f := f1 ⋆ f2, and g ∈ SE(2). We then have
|˜f |(Γg) =
∑
γ∈Γ
|(f1 ⋆ f2)|(γ ◦ g) =
∑
γ∈Γ
|(f1 ⋆ f2)(γ ◦ g)| =
∑
γ∈Γ
∣∣∣∣∣
∫
SE(2)
f1(h)f2(h
−1 ◦ γ ◦ g)dh
∣∣∣∣∣
≤
∑
γ∈Γ
∫
SE(2)
|f1(γ ◦ h)||f2(h−1 ◦ g)|dh =
∫
SE(2)
∑
γ∈Γ
|f1(γ ◦ h)|
 |f2(h−1 ◦ g)|dh
=
∫
SE(2)
|˜f1|(Γh)|f2(h−1 ◦ g)|dh =
∫
SE(2)
|˜f1|(Γh)|f2|(h−1 ◦ g)dh = (|˜f1| ⊘ |f2|)(Γg).

Next result presents a constructive expansion for the convolution of L1(SE(2)) on L1(Γ\SE(2), µ).
Theorem 4.6. Let Γ := Z2 and E(Γ) := {ψℓ : Γ\SE(2) → C | ℓ ∈ I} be a (discrete) orthonormal basis for the Hilbert
function space L2(Γ\SE(2), µ). Let fk ∈ L1(SE(2)) with k ∈ {1, 2} such that |˜f1| ∈ L2(Γ\SE(2), µ). We then have
(4.6) (f˜1 ⊘ f2)(Γh) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∑
k∈Z
∫ ∞
0
f̂1(p)nkf̂2(p)kmQ
ℓ(p)mnpdp
)
ψℓ(Γh),
for h ∈ SE(2), where for p > 0, ℓ ∈ I, and m,n ∈ Z we have
Qℓ(p)mn :=
∫
SE(2)
umn(g, p)ψℓ(Γg)dg.
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Proof. Let fk ∈ L1(SE(2)) with k ∈ {1, 2} such that |˜f1| ∈ L2(Γ\SE(2), µ). Let f := f1 ⋆ f2. Then we have f ∈
L1(SE(2)). We then claim that |˜f | ∈ L2(Γ\SE(2), µ) as well. To this end, first note that using (4.5), for each g ∈ SE(2)
we have
|˜f |(Γg) ≤ |˜f1| ⊘ |f2|(Γg).
We then have
‖|˜f |‖L2(Γ\SE(2),µ) =
(∫
Γ\SE(2)
|˜f |(Γg)2dµ(Γg)
)1/2
≤
(∫
Γ\SE(2)
|˜f1| ⊘ |f2|(Γg)2dµ(Γg)
)1/2
=
∫
Γ\SE(2)
(∫
SE(2)
|˜f1|(Γh)|f2|(h−1 ◦ g)dh
)2
dµ(Γg)
1/2
=
∫
Γ\SE(2)
(∫
SE(2)
|˜f1|(Γg ◦ h)|f2|((g ◦ h)−1 ◦ g)d(g ◦ h)
)2
dµ(Γg)
1/2
=
∫
Γ\SE(2)
(∫
SE(2)
|˜f1|(Γg ◦ h)|f2|(h−1)dh
)2
dµ(Γg)
1/2 .
Then, using Minkowski’s Inequality for Integrals, we can write
‖|˜f |‖L2(Γ\SE(2),µ) ≤
∫
Γ\SE(2)
(∫
SE(2)
|˜f1|(Γg ◦ h)|f2|(h−1)dh
)2
dµ(Γg)
1/2
≤
∫
SE(2)
(∫
Γ\SE(2)
|˜f1|(Γg ◦ h)2f2(h−1)|2dµ(Γg)
)1/2
dh
=
∫
SE(2)
(∫
Γ\SE(2)
|˜f1|(Γg ◦ h)2dµ(Γg)
)1/2
|f2(h−1)|dh
=
∫
SE(2)
(∫
Γ\SE(2)
|˜f1|(Γg)2dµ(Γg ◦ h−1)
)1/2
|f2(h−1)|dh
=
∫
SE(2)
(∫
Γ\SE(2)
|˜f1|(Γg)2dµ(Γg)
)1/2
|f2(h−1)|dh = ‖|˜f1|‖L2(Γ\SE(2),µ)‖f2‖L1(SE(2)).
Therefore, applying Equation (3.1) for f , we get
f˜1 ⊘ f2(Γh) = f˜1 ⋆ f2(Γh) = f˜(Γh) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂(p)nmQ
ℓ(p)mnpdp
)
ψℓ(Γh)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
f̂1 ⋆ f2(p)nmQ
ℓ(p)mnpdp
)
ψℓ(Γh)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
(
f̂2(p)f̂1(p)
)
nm
Qℓ(p)mnpdp
)
ψℓ(Γh).
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For each n,m ∈ Z, we have(
f̂2(p)f̂1(p)
)
nm
= 〈f̂2(p)f̂1(p)en, em〉 = 〈f̂1(p)en, f̂2(p)∗em〉
=
∑
k∈Z
〈f̂1(p)en, ek〉〈ek, f̂2(p)∗em〉
=
∑
k∈Z
〈f̂1(p)en, ek〉〈f̂2(p)ek, em〉 =
∑
k∈Z
f̂1(p)nkf̂2(p)km.
Hence, we get
(f˜1 ⊘ f2)(Γh) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
(
f̂2(p)f̂1(p)
)
nm
Qℓ(p)mnpdp
)
ψℓ(Γh)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∑
k∈Z
∫ ∞
0
f̂1(p)nkf̂2(p)kmQ
ℓ(p)mnpdp
)
ψℓ(Γh),
for h ∈ SE(2). 
Corollary 4.7. Let fk : SE(2)→ C with k ∈ {1, 2} be continuous functions such that f1⋆f2 is supported in a fundamental
domain F of Z2 in SE(2) and h = g(a, φ, θ) ∈ F . We then have
(4.7) (f1 ⋆ f2)(h) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∑
k∈Z
∫ ∞
0
f̂1(p)nkf̂2(p)kmQ
ℓ(p)mnpdp
)
ψℓ(Γh),
where for p > 0, ℓ ∈ I, and m,n ∈ Z we have
Qℓ(p)mn :=
∫
SE(2)
umn(g, p)ψℓ(Γg)dg,
We then deduce the following version of convolution theorem in terms of matrix elements, if the basis functions are
given by (3.7).
Theorem 4.8. Let fk ∈ L1(SE(2)) with k ∈ {1, 2} such that |˜f1| ∈ L2(Γ\SE(2), µ). We then have
(4.8) (f˜1 ⊘ f2)(Γh) =
∑
k∈Z
f̂1[k]f̂2[k]e
ikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (a, φ)f̂1(2πρ)nmf̂2(2πρ)mke
−ikα,
for h = g(a, φ, α) ∈ SE(2).
Proof. Let fk ∈ L1(SE(2)) with k ∈ {1, 2} such that |˜f1| ∈ L2(Γ\SE(2), µ). Then, using Equation (3.16) for f1 ⋆ f2, we
have
(f˜1 ⊘ f2)(Γh) = ˜(f1 ⋆ f2)(Γh) =
∑
k∈Z
̂(f1 ⋆ f2)[k]e
ikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
Kk−nρ (a, φ)
̂(f1 ⋆ f2)(2πρ)nke
−ikα
=
∑
k∈Z
f̂1[k]f̂2[k]e
ikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
Kk−nρ (a, φ)
(
f̂2(2πρ)f̂1(2πρ)
)
nk
e−ikα
=
∑
k∈Z
f̂1[k]f̂2[k]e
ikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (a, φ)f̂1(2πρ)nmf̂2(2πρ)mke
−ikα.

Corollary 4.9. Let fk : SE(2)→ C with k ∈ {1, 2} be continuous functions such that f1⋆f2 is supported in a fundamental
domain F of Z2 in SE(2) and h = g(a, φ, θ) ∈ F . We then have
(4.9) (f1 ⋆ f2)(h) =
∑
k∈Z
f̂1[k]f̂2[k]e
ikα +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (a, φ)f̂1(2πρ)nmf̂2(2πρ)mke
−ikα.
4.2. Plancherel Formulas. We shall continue by presenting Plancherel type formulas associated to the noncommutative
Fourier series (3.1).
The following result presents the canonical connection of L2-norms on the right coset space Γ\SE(2) with convolution
of functions.
Proposition 4.10. Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ) be given. We then have
‖f˜‖2L2(Γ\SE(2),µ) = (f˜ ⊘ f∗)(Γ).
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Proof. Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ) be given. We then have f˜ ∈ L2(Γ\SE(2), µ). Then, using Weils
formula, we can write
‖f˜‖2L2(Γ\SE(2),µ) =
∫
Γ\SE(2)
|f˜(Γh)|2dµ(Γh) =
∫
Γ\SE(2)
f˜(Γh)f˜(Γh)dµ(Γh)
=
∫
Γ\SE(2)
∑
γ∈Γ
f˜(Γγ ◦ h)f(γ ◦ h)dµ(Γh) =
∫
SE(2)
f˜(Γh)f(h)dh
=
∫
SE(2)
f˜(Γh)f∗(h−1)dh = (f˜ ⊘ f∗)(Γ).

We then have the following general form of Plancherel formula associated to the noncommutative Fourier series (3.1).
Theorem 4.11. Let Γ := Z2 and E(Γ) := {ψℓ : Γ\SE(2) → C | ℓ ∈ I} be a (discrete) orthogonal basis for the Hilbert
function space L2(Γ\SE(2), µ). Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ) be given. We then have
(4.10) ‖f˜‖2L2(Γ\SE(2),µ) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
〈f̂(p)en, f̂(p)em〉Qℓ(p)mnpdp
)
ψℓ(Γ),
where for p > 0, ℓ ∈ I, and m,n ∈ Z we have
Qℓ(p)mn :=
∫
SE(2)
umn(g, p)ψℓ(Γg)dg,
Proof. Let f ∈ L1(SE(2)) with f˜ ∈ L2(Γ\SE(2), µ) be given. Using Equation (3.1) and Proposition 4.10, we get
‖f˜‖2L2(Γ\SE(2),µ) = f˜ ⊘ f∗(Γ)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∑
k∈Z
∫ ∞
0
f̂∗(p)kmf̂(p)nkQ
ℓ(p)mnpdp
)
ψℓ(Γ)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∑
k∈Z
∫ ∞
0
f̂(p)nk(f̂(p)
∗)kmQ
ℓ(p)mnpdp
)
ψℓ(Γ)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∑
k∈Z
∫ ∞
0
f̂(p)nk f̂(p)mkQ
ℓ(p)mnpdp
)
ψℓ(Γ)
=
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
〈f̂(p)en, f̂(p)em〉Qℓ(p)mnpdp
)
ψℓ(Γ).

We then conclude the following consequence, with assumptions in Theorem 4.11.
Corollary 4.12. Let f : SE(2)→ C be a continuous function supported in the fundamental domain F of Z2 in SE(2).
We then have
‖f‖2L2(SE(2)) =
∑
ℓ∈I
(∑
n∈Z
∑
m∈Z
∫ ∞
0
〈f̂(p)en, f̂(p)em〉Qℓ(p)mnpdp
)
ψℓ(Γ).
Next we present the following version of Plancherel formula, when basis functions are given by (3.7).
Theorem 4.13. Let f ∈ L1(SE(2)) with |˜f | ∈ L2(Γ\SE(2), µ) be given. We then have
(4.11) ‖f˜‖2L2(Γ\SE(2),µ) =
∑
k∈Z
|f̂ [k]|2 +
∑
ρ∈R
∑
θ∈Φρ
∑
m∈Z
∣∣∣∣∣∑
n∈Z
e−inθf̂(2πρ)nm
∣∣∣∣∣
2
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Proof. Let f ∈ L1(SE(2)) with f˜ ∈ L2(Γ\SE(2), µ) be given. Using Equation (4.8) for f1 := f and f2 := f∗, we get
‖f˜‖2L2(Γ\SE(2),µ) = f˜ ⊘ f∗(Γ) = f˜ ⊘ f∗(Γg(0, 0, 0))
=
∑
k∈Z
f̂ [k]f̂∗[k] +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (0, 0)f̂(2πρ)nmf̂
∗(2πρ)mk
=
∑
k∈Z
f̂ [k]f̂ [k] +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (0, 0)f̂(2πρ)nm
(
f̂(2πρ)∗
)
mk
=
∑
k∈Z
|f̂ [k]|2 +
∑
ρ∈R
∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (0, 0)f̂(2πρ)nmf̂(2πρ)km.
Also, for each ρ ∈ R, we have∑
k∈Z
∑
n∈Z
∑
m∈Z
Kk−nρ (0, 0)f̂(2πρ)nmf̂(2πρ)km =
∑
θ∈Θρ
∑
k∈Z
∑
n∈Z
∑
m∈Z
e−inθeikθ f̂(2πρ)nmf̂(2πρ)km
=
∑
θ∈Θρ
∑
m∈Z
∣∣∣∣∣∑
n∈Z
e−inθf̂(2πρ)nm
∣∣∣∣∣
2
,
which completes the proof. 
Corollary 4.14. Let f : SE(2)→ C be a continuous function supported in the fundamental domain F of Z2 in SE(2).
We then have
‖f‖2L2(SE(2)) =
∑
k∈Z
|f̂ [k]|2 +
∑
ρ∈R
∑
θ∈Θρ
∑
m∈Z
∣∣∣∣∣∑
n∈Z
e−inθf̂(2πρ)nm
∣∣∣∣∣
2
.
Concluding remarks. Whereas the focus of this paper has been Fourier series of functions in L2(Z2\SE(2)), the
extension to nonorthogonal lattices follows naturally. This is because any nonorthogonal lattice can be expressed as
T = AZ2 where A ∈ GL(2,R), and conjugation of both Z2 and SE(2) (with elements expressed as 3 × 3 matrices)
by A ⊕ 1 extends the current analysis trivially to L2(AZ2\ASE(2)A−1) where ASE(2)A−1 is SE(2) expressed in
nonorthogonal coordinates.
Moreover, the results easily generalize to L2(Γ\SE(2), µ) where Γ is any wallpaper group. The reason for this is that
due to the semidirect product structure of Γ, every γ ∈ Γ can be decomposed as γ = t◦p where t ∈ T = AZ2 and p ∈ P.
Consequently,
f˜(Γg) =
∑
t∈T
∑
p∈P
f(t ◦ (p ◦ g))
 .
Hence for any f ∈ L2(SE(2))
f(g) :=
1
|P|
∑
p∈P
f(p ◦ g)
(which is f(g) averaged over P), is also in L2(SE(2)). Then, since
f˜(Γg) = |P|
∑
t∈T
f(t ◦ g)
and since |P| is finite, the theory in this paper can be used directly to characterize L2(Γ\SE(2), µ) by restricting the
discussion to the subspace of L2(SE(2)) with the symmetry
f(g) = f(p ◦ g) for p ∈ P .
Future work will focus on noncommutative Fourier series on Γ\SE(3) where Γ is handedness-preserving crystallo-
graphic space group. This is more challenging than the planar case for several reasons. First, the 3D crystallographic
space groups are not all semi-direct products of Z3 with a finite subgroup of SO(3). Second, unlike SE(2), the group
SE(3) is not solvable and the matrix elements of irreducible unitary representations are significantly more complicated.
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