













― 自律分散システムの開発手順 ― 
Model Theory Approach for Simulation 
: Development Procedure of Autonomous Distributed Systems 
 




















































































































e = (e1, e2, e3, ..., e30) 
とする．各項 ei (i=1,2,...,30) は数値0,1,2,3,4のいずれかを値としてとるものとす
る．数値の意味は， 
ei = 0  —— 空所 
ei = 1  —— ゴミ 
ei = 2  —— 壁 
ei = 3  —— ロボット3 
ei = 4  —— ロボット4 
であり，各数値を識別番号と呼ぶことにする．
例えば， 
e = (2,0,0,3,0,0,0,0,1,0,0,4,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2) 
は，両サイドが壁であり，位置4にロボット３がおり，位置９にゴミがあり，位置
12にロボット４がいることを表わしている． 




h = (e, c3) = (e, (3,u3,w3)) 
変数hはオートマトン理論では「状態」と呼ばれる．ここで 3つの集合を定義する． 
N4 = {0,1,2,3}, N30 = N4×N4×...×N4, E = { e | e∈N30, (∃! i)( ei = 3) }. 
 
δE 






H = E×({3}×{1, -1}×非負整数集合) 





合」は {1, -1}である． 
また，状況変化のダイナミクス（状態遷移関数）δE：H×{1,-1}→H を定式化する．
つまり，現在の「状態」がh = (e, (u3,w3))であるとき，r3が入力された場合，次の
時刻における状態 




e1 = (e の空所にランダムに1を記入する) 
次の時刻での方向は， 
u3' = r3*u3 
となる．またロボット n の現在の位置が x = projection-1(e1,n)であるとき，次の位
置は x' = x+u3'となるはずである．ここに，projection(e1,i)はベクトルeの中から第 i
項 ei の値を取り出す関数であり，projection-1(e1,n)はその逆関数である．しかしなが
ら，そこに障害物（壁２や他のロボット４）があるときには移動することができない
ので，x3' = x3となる．ロボット3の前方の識別番号は， 
p = projection(e1, x + u3') 
であり，前方が p=0（空所）または1（ゴミ）ならば，そこに移動することができ
るので， 
 x+u3'   if  p < 2 
x' = 
 x   otherwise 
となる．新しい位置 x'が確定すれば，状況 e'は e1の第 i 項を n ( = 3)に置き換えれば
よい．これは制約と相互作用を定式化している．さらにその位置 x'にゴミがあれば，
吸引量は１増加する． 
 w+1   if  projection(e1,x') = 1 
w' = 






δE ((e, (n, u, w)), r3) = (e', (n, u', w')) ⇔ 
e1 = (e の空所にランダムに1を記入する), 
u' = r3*u, 
x = projejection-1(e1, n), 
p = projection(e1, x + u'), 
( p < 2 ) → (x' = x + u') otherwise (x' = x), 
( p = 1 ) → (w' = w+1) otherwise (w' = w), 
e' = (e1の位置 x'に3を記入する). 
ここに，記号 ⇔ は必要十分条件を表わす論理記号であり，直感的には右辺で左辺を
定義していると考えればよい． 
以上により，実行プロセスのモデル <{1, -1}, H,δE > が定義された．この数理モデ














スの状況 h を認識し，次の行動のための方針 r3を決定する過程である．ロボットは
前面にセンサーを備えているので面前の障害物を発見することができる．実行プロセ
スの状況が h=(e, (3,u3,w3))であるとき，ロボット3の前方の識別番号は， 






ので，適度に直進し適度に方向転換する必要があろう．ここでは，確率 f3 ( 0≦f3≦1)
で前進を継続するものとしたい．実際には，一様乱数 t ( 0 < t < 1 )を発生させ，前方
に障害物がなく( p < 2 ) かつ乱数 t が数値 f3以下なら前進を継続することとしたい．
そこで，選択機能を表わす関数 decide3(h,f3) =を次のように定義する． 
182 
 1 if  p < 2かつ t < f3 
r3= 
 -1 otherwise 
したがって，集合 F を0以上1以下の実数の集合とすると，「入力集合」は H×F で
あり，「出力集合」は{1, -1}である．「（状態のない）状態遷移関数」の定義域と値域
は decide3: H×F→{1, -1} と書け，その内容を論理式で表現するなら， 
decide3([e,(3,u3,w3)],f3) = r3 ⇔ 
p = projection(e, projection-1(e,3)+u3), 
t = 乱数, 
(p < 2かつ t < f3) → (r3 = 1) otherwise (r3 = -1). 
と書くことができる．以上により，選択機能のオートマトンモデル < H×F, {1, -1}, 















の前進確率 f0, 過去（1001回前）のゴミ収集量w0の組とする．fws = (f3, f0, w0)．し
たがって，「状態集合」は，Fws = F×F×非負整数集合 である．また，「入力」は実質
的には1000サイクル毎のゴミ収集量 w3であるが，表面上は h である．したがって，
「状態遷移関数」の定義域と値域は learn3: Fws×H→Fws となる． 




 f3 if  w3≧0.9・w0 
f3' = 














learn3((f3, f0, w0), (e, (n,u,w))) = c' ⇔ 
( cycle%1000 = 1 ) → (  ( w≧0.9*w0 ) → ( c' = (f3, f3, w) ), 
 ( w < 0.9*w0 ) → ( tt = f0 + 小さな乱数, 
 ff3 = max(0, min(1, tt)), 
 c' = (ff3, f3, w) ) ) 
otherwise ( c' = (f3, f0, w0) ). 
以上により，学習機能のモデル < H, Fws, learn3 > が定義された．また，学習機







その「状態」は c = (h,fws) であり，「状態集合」は H×Fws である．入力は考えな
いので「状態遷移関数」は δ: H×Fws → H×Fws となり，それは次のように定式化で
きる． 
 
δ([h,fws]) = c' ⇔ 
fws' = learn3(fws, h), 
f3' = out(fws'), 
r3' = decide3(f3', h), 
h' =deltaE(h, r3'), 
c' = (h', fws').             ----- （1） 






ル（ファイル名 walker21.set）である．言語 CAST が数理モデルを記述する言語で
あることから，数理モデルとシミュレーションモデルがほとんど同形であることが特
























learn4(fw,h) = learn3(fw,h) 
decide4(f,h) = decide3(f,h) 







図表６ 前進確率 f3の変化 
 














は H×(Fw3×Fw4)である．また，「状態遷移関数」は  δ: H×(Fw3×Fw4) → 
H×(Fw3×Fw4) となり，次のように定義できる． 
δ([h,(fw3,fw4)]) = c' ⇔ 
(fw3', fw4') = ( learn3(fw3, h), learn4(fw4, h) ), 
(f3', f4') = ( out(fw3'), out(fw4') ), 
(r3', r4') = ( decide3(h, f3'), decide4(h, f4') ), 
h' =deltaE(h, (r3', r4')), 
c' = ( h', (fw3', fw4') ).             ----- （2） 
































図表９ 前進確率 f3, f4の変化 
 














































initialstate()=c0 <-> c3:=[3,-1,0],  
 [n,u,w]:=c3, e:=walker10wall.lib, 
 e0:=replaceList(e,4,n),  
 c0:=[[e0,c3],[0.2,0.2,60]], cycle.g:=0; 
delta([h,fws],a)=cc <->  






learn([f3,f0,w0],[e,c3])=fwss <->  
 (cycle.g%1000=1)->( 
    [n,u,w]:=c3, 
    (w>=0.9*w0)->(fwss:=[f3,f3,w]),  
    (w <0.9*w0)->( 
  tt:=f0+(2*myrandom()-1)/20, 
     ff3:=max([0,min([1,tt])]), 
  fwss:=[ff3,f3,w] ) )  //方針変更 
 otherwise (fwss:=[f3,f0,w0]); 
decide([e,c3],f3)=r3 <-> 
 [n,u,w]:=c3, 
 p:=project(e,invproject(e,n)+u),        //前方認識 
 myrandom(t), 
 (p<2,t<f3)->(r3:=1) otherwise (r3:=-1); //方向判断 
deltaE([e,c3],r3)=[ee,cc3] <->  
 (cycle.g%30=1)->(e1:=trash(e,3)) otherwise (e1:=e), 
 [ee,cc3]:=mover([e1,c3],r3); 
mover([e,c3],r3)=[ee,cc3] <->  
 [n,u,w]:=c3, uu:=r3*u, x:=invproject(e,n), 
 (cycle.g%1000=1)->(ws:=0) otherwise (ws:=w), 
 p:=project(e,x+uu),   //衝突有無 
 (p<2)->(xx:=x+uu) otherwise (xx:=x),//位置決定 
 (p=1)->(ww:=ws+1) otherwise (ww:=ws),//ゴミ吸引 
 [ee]:=replaceMatrix([e],[[1,x,0],[1,xx,n]]), 
 cc3:=[n,uu,ww]; 
trash(e,m)=e1 <->  
 L:=defList(p(z,n,[e]),member(n,genIndex(1,m))), 
 [e1]:=replaceMatrix([e],L); 








initialstate()=c0 <-> c3:=[3,-1,0], c4:=[4,1,0],  
 e:=walker30wall.lib, 
 [e0]:=replaceMatrix([e],[[1,4,3],[1,15,4]]),  
 c0:=[[e0,c3,c4],[0.2,0.2,30],[0.2,0.2,30]], cycle.g:=0; 
delta([h,fw3,fw4],a)=cc <->  
 cycle=cycle.g+1, cycle.g:=cycle, 
 [e,c3,c4]:=h, 
 fws:=[learn(fw3,[e,c3]), learn(fw4,[e,c4])], 
 [[f33,f3,w3], [f44,f4,w4]]:=fws, 
 [r3,r4]:=[decide([e,c3],f33), decide([e,c4],f44)], 
 hh:= deltaE(h,r3,r4), 
 cc:= [hh, [f33,f3,w3], [f44,f4,w4]]; 
learn([f33,f3,w3],[e,c3])=cc <-> 【付録 1 と同じ】 
decide([e,c3],f3)=r3 <-> 【付録 1 と同じ】  
deltaE([e,c3,c4],r3,r4)=[ee,cc3,cc4] <-> 
 (cycle.g%30=1)->(e1:=trash(e,2)) otherwise (e1:=e), 
 [e2,cc3]:=mover([e1,c3],r3), 
 [ee,cc4]:=mover([e2,c4],r4); 
mover([e,c3],r3)=[ee,cc3] <-> 【付録 1 と同じ】 
trash(e,m)=e1 <-> 【付録 1 と同じ】 
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