The current paper aims at investigating Fractional Hamiltonian Equations for a class of fractional optimal control problems with time delay. Furthermore, we introduce a method to solve the resulting two boundary values problem (TBVP) by extending Agrawal's fractional variational method in (Nonlinear Dyn. 38:323-337, 2004) and using Bernstein polynomials (BPs). In this paper we use the Caputo fractional derivative of order α where 0 < α < 1. Some numerical examples are included to demonstrate the validity of the present method.
Introduction
Fractional calculus is a branch of mathematics that generalizes the derivative and the integral of a function to a noninteger order [] . Fractional calculus has received considerable attention in recent years and there is hardly a field in science and engineering that has remained untouched by this field. It has been shown that materials with memory and hereditary effects and dynamical processes including gas diffusion and heat conduction can be more adequately modeled by fractional differential equations (FDEs) than by integer-order differential equations [, ] .
In fractional calculus the Caputo and Riemann-Liouville are two main kinds of derivatives where each presents some advantages and disadvantages (see, e.g., [] ). The Caputo fractional derivative is commonly used in modeling physical phenomena but it is possible to assign a physical interpretation meaning for the Riemann-Liouville fractional derivative too. For instance, Heymans and Podlubny in [] have illustrated some fractional differential equations with Riemann-Liouville fractional derivatives in the field of viscoelasticity.
A fractional optimal control problem (FOCP) is an optimal control problem in which the criterion and/or the differential equations governing the dynamics of the system contain at least one fractional derivative operator [] . Most FOCPs do not have exact solutions, so in these cases approximation methods and numerical techniques must be used. Recently, several approximation methods to solve FOCPs have been introduced. Agrawal in [] has introduced a general formula by making the TBVPs for some kinds of FOCP's. Tricaud and Chen have solved fractional order optimal control problems by means of rational approximation [] . Moreover, the effectiveness of using Legendre and Bernstein polynomials for approximating the solution of FOCPs has been demonstrated in [-] ). Real life phenomena have been described more precisely with delay differential equations, so the delay fractional optimal control problem (DFOCP) has become the focus of many researchers in the last decade. Baleanu et al. in [, ] analyzed the fractional variational principles for some kinds of DFOCPs within the Riemann-Liouville and Caputo fractional derivatives, respectively, and made their corresponding Euler-Lagrange equations.
In this paper, we extend the Agrawal method in [] and use Bernstein polynomials (BPs) to solve linear DFOCPs with time-varying coefficients and quadratic objective function. In fact we consider the following DFOCP:
subject to
where
respectively, r ×r and s×s time-varying matrices of the state and control coefficients in the cost function with continuous functions as their entries. Furthermore, a i,j (t), (a d ) i,j (t), and b i,k (t) are continuous functions which are, respectively, the coefficients of x j (t), x j (t -d) for ( ≤ j ≤ r) and u k (t) for ( ≤ k ≤ s) in the ith fractional differential equation (), and d >  is the given constant time delay. The state-control pair p = (x(·), u(·)) that satisfies () and () is called the state-control admissible pair. The target is to find the admissible pair
The fractional derivative is defined in the Caputo sense, i.e.,
This paper is organized as follows. In Section  some preliminaries and definitions in the fractional calculus that used in this manuscript are reviewed. Section  gives a general introduction to Bernstein polynomials and their properties. In Section  the TBVP for a FOCP with time delay is analyzed and it is solved by using BPs. Section  contains some numerical examples. Conclusions are presented in Section .
Some preliminaries in fractional calculus
This section consists of some basic definitions and properties in fractional calculus [, ] . In the sequel, represents the Gamma function. 
where α > , are, respectively, called the left-sided and right-sided Riemann-Liouville fractional integrals of order α. Also
The left-sided and right-sided Riemann-Liouville fractional derivatives of order α of the function ϕ(t) ∈ AC n ([, ]) are defined, respectively, as follows:
The left-sided and right-sided Caputo fractional derivatives of order α of the function ϕ(t) ∈ C n ([, ]) are defined, respectively, as follows:
The Riemann-Liouville fractional derivatives and the Caputo fractional derivatives are connected by the following relations:
Moreover, the Caputo fractional derivative of a constant function is zero.
is defined in the sense of Definition ..
Bernstein polynomials (BPs) and their properties
The Bernstein polynomial of degree n over the interval [a, b] is defined as follows:
So, within the interval [, ] we have
given delay) in terms of m (t), we state the following lemmas.
Lemma . ([, , ]) We can write m (t) = T m (t), where = (ϒ i,j ) m+ i,j= is an upper triangular (m + ) × (m + ) matrix, and
, then y has a unique best approximation of order m as follows:
where the unique vector C is defined as
and the entry of the matrix
is defined as follows:
Note that a polynomial of degree m can be expanded in terms of a linear combination of B i,m (t), (i = , , . . . , m) as follows:
we recall that the set {B ,m (t), B ,m (t), . . . , B m,m (t)} is a complete basis in Hilbert space 
and is the matrix presented in Lemma ..
Fractional optimal control problems with state delay
In this section, first we state some lemmas to investigate the variational method for DFOCP ()-() and make the corresponding TBVP, then two operational matrices to approximate the left-sided and right-sided Caputo fractional derivatives of m (t) are introduced to numerically solve the TBVP.
≤  + α (p =  and q =  in the case where
is valid and it is usually called the formula for fractional integration by parts. 
and
Proof Equations ( Remark Consider the DFOCP ()-() for α ∈ (, ). Define the following corresponding unconstrained problem:
with the initial condition
The problem ()-() and the unconstraint problem ()-() have the same optimal solution [].
Theorem . The necessary conditions forJ[x(·), u(·)] to possess the extremum is that the triple (x(t), u(t), λ(t)) fulfills the following TBVP:
R(t)u(t) + B T (t)λ(t) = ,  ≤ t ≤ , () c  D α t x(t) = A(t)x(t) + B(t)u(t) + A d (t)x(t -d),  ≤ t ≤ ,()
Q(t)x(t) + λ(t)A(t)
Proof Let the triple (u * (t), x * (t), λ * (t)) be the optimal solution of ()-(). To find the optimal control, we follow the traditional approach by making variations in the optimal solution of the problem ()-(). Assume δx, δu, and δλ are, respectively, the variations of x * (t), u * (t), and λ * (t), then a variation of the optimal control can be defined as follows:
Now it is possible to make these changes onJ, so we havē
SinceJ reaches its minimum at (x * (·), u * (·)), it can be concluded that δJ = . Moreover,
t δx (this can be proved easily by applying the definition of first variation) and δx() = , by applying Lemma .(a) and (b) one can obtain the following equivalent equation:
Note that the assumption λ() =  is necessary for applying the aforementioned lemmas. Now since δJ = , the proof will be completed by equalizing the coefficients of δx, δu, and δλ in () with zero.
According to Theorem . the necessary conditions for (x * (·), u * (·)) being the optimal solution of ()-() are to satisfy in ()-(). These conditions are also sufficient because of the convexity of the quadratic form of the objective function. To solve the system of equations () 
Furthermore, for any  < l ≤  there exists a (m + ) × (m + ) lower triangular matrix L where T m (l -t) = LT m (t). So we also have
and as a result
As a property of the left-sided and right-sided Caputo fractional derivative for α ∈ (, ) we have
and for any
One may define
where˜ is an (m + ) × (m + ) matrix andT  andT  are (m + ) ×  matrices, each one defined as follows:
, i, j = , . . . , m, and i = j,
In + η) , respectively. Also, we need to recall that the initial conditions x i () = x i, and λ i () =  in () can be written in term of the Bernstein basis as follows:
In order to solve the approximated system of equations ()-() we apply the Agrawal method in [] . First, using the characteristic functions χ [,-d] (t) and χ [-d,] (t) to incorporate equations () and (),
Then, by defining arbitrary virtual variations in the state and costate variables δx ≈
T m (t) and δλ ≈ ( λ) T m (t) and setting the coefficients of x and λ to zero one can obtain the following algebraic system with (m + ) linear equations and (m + ) unknowns:
for every j = , , . . . , m and i = , . . . , r with two boundary conditions X() = x  and (m) = .
Numerical examples
In this section we give some numerical examples and apply the method presented in Section  for solving them. Our examples are solved using Matlaba on an Intel Core i-M processor with  GB of DDR Memory. These test problems demonstrate the validity and efficiency of this technique.
Example  Consider the following two-dimensional FDOCP in which  < α ≤  (see [] ): Also by varying the value of α the obtained trajectories and control functions are shown, respectively, in Figure  and Figure  . Moreover, the optimal objective value and the end points of the optimal trajectories for these values of α are shown in Table  . Example  Consider the following FDOCP in which  < α ≤  (see [] ): . So by letting
and using
the above problem changes thus:
Note that in this example
For α = , this problem has been numerically solved by applying Bezier curves in [] and the objective value I = . has been achieved. In the presented method the solution has the objective value J * = . for α = . Thus, our results with m =  are in good agreement with the results demonstrated in [] for α = . In addition by varying the value of α we can obtain the optimal trajectory x(·) and the control function u(·) which are shown, respectively, for some values of α in Figure  and Figure  . Moreover, the optimal objective value and the end point of the optimal trajectory for these values of α are shown in Table  . 
Conclusion
In this paper, we introduce the TBVP for the fractional optimal control problem with constant delay on trajectory. In order to solve the TBVP we have extended the method used in [], then using Bernstein polynomials to approximate the solution. Since we use polynomials to approximate state and control, the approximating results are smooth and therefore no fitting curves are needed. We need to mention that in the case that the objective function is convex, the Hamiltonian condition would be necessary and sufficient. Thus by increasing the degree of Bernstein polynomials, the convergence should occur. Finally, some test problems are included to show the efficiency of this method.
