Collaboration of growing self-organizing maps (GSOM) and adaptive resonance theory maps (ART) is considered through traveling sales-person problems (TSP).The ART is used to parallelize the GSOM: it divides the input space of city positions into subspaces automatically. One GSOM is allocated to each subspace and grows following the input data. After all the GSOMs grow sufficiently they are connected and we obtain a tour. Basic experimental results suggest that we can find semi-optimal solution much faster than serial methods.
Introduction
Collaboration of two typical unsupervised learning algorithms is considered in this letter. The first one is the growing self-organizing map (GSOM, [1] , [2] ): it can extract features of input data based on incremental learning of a graphical object such as cells of ladder topology. The GSOM has a variety of applications including image skeletonizations [3] , network construction [4] and traveling sales-person problems (TSP) [5] - [7] . The second one is the adaptive resonance theory map (ART, [8] - [10] ): it can make categories of input data based on incremental learning of a body object such as a set of circles. The ARTs have interesting applications including image classifications, assignment of cellphone base stations and area measurement. Collaboration of the GSOM and ART may be a trigger to develop novel efficient algorithms, however, a general approach seems to be very hard.
We consider a first step towards collaboration using a basic example: TSP. The ART is used to parallelize the GSOM. Using a simple version of the ART [10] , an input space of city positions is divided automatically into several subspaces. In each input subspace, we prepare GSOM of ladder topology. Applying input data of city positions successively, the map can grow flexibly and the end cells of each GSOM approaches the neighboring subspaces. After the GSOMs grow sufficiently, they are merged and a tour is obtained. We have performed basic numerical experiments and can say the following: 1) the proposed algorithm can always find a solution if the parameters are selected suitably, 2) the parallel learning enables us to find semi-optimal solutions much faster than serial methods, and 3) There may exist a trade-off between tour length and computation time.
It should be noted that there exist few trials to collaborate GSOM and ART. Our aim is not finding an optimal solution of TSP but providing a trigger to develop flexible parallel processing systems based on the collaboration. Preliminary results along these lines can be found in [11] . Figure 1 (a) illustrates an input space consisting of city positions. Let S denote the input space and let P i denote the i-th city positions in S :
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where M denotes the number of cities. The input area is normalized as the unit square.
Main Routine
We explain the main routine with a definition of basic notations.
STEP 1: Applying the ART-subroutine defined afterward, S is divided into subspaces S j : 
where N S denotes the number of subspaces, P jk denotes the k-th city position in the j-th subspace S j and M j is the number of cities in S j . STEP 2: Applying a ring GSOM [7] to all the centers of subsets, we obtain a ring connection of S i as shown in Fig. 1(b) . This ring determines two neighbors of each subspace and is used to obtain the global tour in STEP 4.
STEP 3: One GSOM of ladder topology is allocated in each subspace as shown in Fig. 1(c) . The GSOM consists of cells and the number of cells is time variant. Let t be discrete time and let N i (t) be the number of cells of i-th GSOM at time t. In the i-th GSOM, the j-th cell is represented by its position w i j (t) ∈ R 2 and has the counter C i j (t) ∈ Z + that controls the growing of cells where R and Z + denote reals and positive integers, respectively. The j-th cell is connected with its closest neighbors { j − 1, j + 1} except for end cells. Applying the GSOM-subroutine defined afterward, cities are connected in each subspace S i .
STEP 4: After a local tour is obtained in all the subspaces as shown in Fig. 1(d) , each end cell is connected to the closest neighbor end cells and we obtain a (global) tour.
ART-Subroutine
The ART map consists of categories the number of which is time variant. Let N c (t) denote the number of categories at time t. i-th category at time t is characterized by a circle at center (x i , y i ) with radius r i where i = 1 ∼ N c (t). W i (t) ≡ (x i (t), y i (t), r i (t)) denotes the i-th category at time t.
Step 1:
Step 2: According to the order defined in the database, one city position P j = (x, y) is selected from S and is applied as an input. If the input belongs to some category then the situation is preserved and goto Step 5. If the input does not belong to any category, we find the closest category from the input.
Step 3 where ρ ∈ [0, 1] is the vigilant parameter. If d c > ρ then goto Step 4.
Step 3: The closest category is updated to include the input as shown in Fig. 2 and goto Step 5.
Step 4: New category with radius 0 is generated at position of the input. Step 5: Let t = t + 1. x c , y c and r c are replaced with x c , y c and r c , respectively. If t = t max then the subroutine is terminated where t max is the maximum time limit. If an input belongs to plural categories then the input is declared to belong to the closest category. If t < t max then goto Step 2.
GSOM-Subroutine
Learning of each subspace is evolved in parallel. The parallel learning is defined in Step 1 to Step 7 for the i-th subspace.
Step 1: Let t = 0 and let C i j (0)=0. N i (0) pieces of cells are set randomly in i-th subspace.
Step 2: One city position is selected randomly from S i and is applied as an input x(t).
Step 3: We find the cell whose weight vector is the closest to the input x(t) and declare it as the winner weight w ic : † The algorithm may be flexible using improved distance d i = d i − ar i where r i is the radius of i-th circle and a is the selection parameter [10] .
where || · || denotes the Euclidean distance. If there exist plural closest cells we select one of them randomly. Weight vectors of the winner and its closest neighbor(s) are updated ( Fig. 3(a) ) and the other weight vectors are preserved:
o t h e r w i s e (5) where α is the learning rate and B j ≡ {j − 1, j, j + 1} is the neighbor of the j-th cell. (The end cells have only one neighbor: j − 1 and j + 1 does not exist for the 1st and N i (t)-th cells, respectively). Counter of the winner is updated and the other counters are preserved.
Step 4: End cells are brought close to an end cell in the neighbor subspace with learning coefficient α (Fig. 3(b) ): the learning is described by replacing x(t) with an end cell in Eq. (5).
Step 5: At every T int time, we find the cell q having the maximum counter value where T int is the insertion time interval.
If there exist plural maximum counter values we select one of them randomly. This selection corresponds to inspection of learning history. A novel cell r is inserted between q and its neighbor f as shown in Fig. 3(c) . Let N i (t) = N i (t) + 1. If the cell q is an end cell then the neighbor is unique, otherwise f is the further neighbor. The weight vector of the new cell r is given by
Counter values of cells r and q are initialized.
Step 6: Let t = t + 1. w i j and C i j are replaced with w i j and C i j , respectively. If the number of cells exceeds M L then goto Step 7. Otherwise goto Step 2. M L is the iteration number and should be larger than the number of cities in the i-th subspace
Step 7: For each city, we find the closest cell. If there exist plural closest cells we select one of them randomly (the selection is only once for each cell). Since the GSOM has ladder topology, cities can be connected in this subspace as shown in Fig. 3(d) .
Experiments
In order to confirm performance of the algorithm, we have performed a basic experiment using for problem based on 1621 cities in Rwanda found on the web site http://www.tsp.gatech.edu//. The input space of city locations is shown in Fig. 4(a) for which the optimal tour length (a) 4 categories.
(b) t = 0.
(e) t = 5000. (f) t = 50000. is known and is normalized as 1 in the experiment. Note that our algorithm is characterized by 5 parameters: the vigilance parameter ρ, the maximum time limit t max , the learning coefficient alpha, the insertion time interval T int and the iteration number M L . In the experiment, ρ is used as a control parameter and the other four parameters are fixed after trial-and-errors:
where M max is the maximum number of cities for all the subspaces. In the GSOM subroutine we have used the initial condition N i (0) = 3. Figure 4 (a) illustrates a result of the ART-subroutine for ρ = 0.38: we obtain 4 subspaces characterized by 4 circles. Figure 5 suggests that the vigilant parameter ρ can control the category number. Since the space is limited, figures for the learning process are omitted. Figure 4(b) to (e) show the learning process of the GSOM-subroutine. First, 3 cells are allocated to each subspace at t = 0 and the map grows according to input data. It should be noted that map is not a ring but four ladders in the figures. In this ring-like shape of the map we can confirm the effects of bringing end cells close to neighboring subspaces. When the number of cells is twice as large as that of cities in a subspace the learning in the subspace is terminated. After learnings are terminated in all four of the GSOMs in subspaces are connected and we obtain a tour as shown in Fig. 4(f) . We have repeated similar numerical experiments with different random numbers for input selection and have confirmed that our algorithm runs successfully to find a semi-optimal tour. Table 1 summarizes the properties of execution time and tour length. The variation of average tour length (ATL) is not large for the number of subsets N S and the ATL seems to converge. The ART-based subroutine may find suitable division if parameters are selected suitably. We then can say that the average execution time (AET) decreases as N S increases. The execution time means the maximum value among all the subspaces and is averaged for 20 trials of input selection † . In summary we can say the following.
1) The algorithm can find a semi-optimal solution in almost all runs.
2) The parallel learning can find solutions much faster than serial methods.
Conclusions
We have studied the collaboration of GSOM and ART through TSP. Input space of the TSP can be divided into sub- † The AET decreases and the ATL does not increase as N S increases in this experiment, however, there may exist trade-off between the AET and ATL if input data have large imbalance. spaces automatically through a simple ART map and each GSOM can grow in each subspace. After all the GSOMs find a local tour, they are fused and we obtain a global tour. Typical numerical experiments suggest that our algorithm can find semi-optimal solutions much faster than serial methods. These results may be a first-step to collaboration of GSOM and ART for efficient learning.
Future problems are many, including the following: experiments of a variety of benchmarks including TSPs, analysis of learning process, automatic parameters setting and application to engineering problems.
