In an earlier work made by the first author with J. Turi (Degenerate Dirichlet Problems Related to the Invariant Measure of Elasto-Plastic Oscillators, AMO, 2008), the solution of a stochastic variational inequality modeling an elasto-perfectly-plastic oscillator has been studied. The existence and uniqueness of an invariant measure have been proven. Nonlocal problems have been introduced in this context. In this work, we present a new characterization of the invariant measure. The key finding is the connection between nonlocal PDEs and local PDEs which can be interpreted with short cycles of the Markov process solution of the stochastic variational inequality.
Introduction
In the engineering literature, the dynamics of the elastic-perfectly-plastic (EPP) oscillator has been formulated as a process x(t) which stands for the displacement of the oscillator, evolving with hysteresis. The evolution is defined by the problem x + c 0ẋ + F(x(s), 0 ≤ s ≤ t) =ẇ (1) with initial conditions of displacement and velocity x(0) = x,ẋ(0) = y. Here c 0 > 0 is the viscous damping coefficient, k > 0 the stiffness, w is a Wiener process; F(x(s), 0 ≤ s ≤ t) is a nonlinear functional which depends on the entire trajectory {x(s), 0 ≤ s ≤ t} up to time t. The plastic deformation denoted by ∆(t) at time t can be recovered from the pair (x(t), F(x(s), 0 ≤ s ≤ t)) by the following relationship:
F(x(s), 0 ≤ s ≤ t) =
   kY if x(t) = Y + ∆(t), k(x(t) − ∆(t)) if x(t) ∈] − Y + ∆(t), Y + ∆(t)[, −kY if x(t) = −Y + ∆(t).
( 2) where Y is an elasto-plastic bound. Such elasto-plastic oscillator is simple and representative of the elastoplastic behavior of a class of structure dominated by their first mode of vibration, they are employed to estimate prediction of failure of mechanical structures. Karnopp & Scharton [4] proposed a separation between elastic states and plastic states and introduced a fictitious variable z(t) := x(t) − ∆(t).
Recently, the right mathematical framework of stochastic variational inequalities (SVI) modeling an EPP oscillator with noise has been introduced by one of the authors in [2] . Although SVI have been already studied in [1] to represent reflection-diffusion processes in convex sets, no connection with random vibration had been made so far. The inequality governs the relationship between the velocity y(t) and the variable z(t):
Let us introduce some notations. In [2] , it has been shown that the probability distribution of (y(t), z(t)) converges to an asymptotic probability measure on D ∪ D + ∪ D − namely ν. Moreover, ν is the unique invariant distribution of (y(t), z(t)). In addition, from [3] we know also that there exists a unique solution u λ to the following partial differential equation (PDE)
with the nonlocal boundary conditions given by the fact that u λ (y, Y ) and u λ (y, −Y ) are continuous, where λ > 0 and f is a bounded measurable function. The function u λ satisfies u λ ∞ ≤ f ∞ λ , u λ is continuous and for all (η, ζ) ∈D, we have lim λ→0 λu λ (η, ζ) = ν(f ). We use the notation u λ (y, z; f ). Now, we introduce the short cycles to provide a new proof of the ergodic theory for (3) . In this context, we derive new formulas linking PDEs with nonlocal boundary conditions to local problems.
Short cycles
Let λ > 0, consider v λ (y, z) the solution of
with the local boundary conditions v λ (0 + , Y ) = 0 and v λ (0 − , −Y ) = 0. Also, if f is symmetric (resp. antisymmetric) then v λ is symmetric (resp. antisymmetric). We use the notation v λ (y, z; f ).
with the local boundary conditions v(0 + , Y ) = 0 and v(0 − , −Y ) = 0. We use the notation v(y, z; f ). We call v(y, z; f ) a short cycle. We detail the solution of (P v ) in the next section. We introduce next π + (y, z) and π − (y, z) such that
and
We have π + + π − = 1, so the existence and uniqueness of a bounded solution to (6) and (7) are clear. A new formulation of the invariant distribution is given by the following theorem. Theorem 1.1 (New formulation of the invariant distribution ν). Let f be a bounded measurable function onD, we have the following analytical characterization of the invariant distribution:
.
. As λ → 0,
where u satisfies
with the nonlocal boundary conditions given by the fact that u(y, Y ) and u(y, −Y ) are continuous.
Then, we obtain also the representation formula
Analysis of the short cycles
We describe the solution of (P v ). We can write v(y, z; f ) = v e (y, z;
where ϕ + (y; f ) and ϕ − (y; f ) are defined by
We check easily the formula ϕ + (y; f ) = 2
Solution to Problem (11)
The proof will be based on solving a sequence of Interior Exterior Dirichlet problems and a fixed point argument. Thus, we need to state the two following lemmas as preliminary results. It is sufficient to consider f = 1, with no loss of generality.
Interior Dirichlet problem
We begin with the interior problem, let We consider the problem
Lemma 2.1. There exists a unique bounded solution to the equation (16).
Proof. It is sufficient to prove an a priori bound. For that we can assume ϕ + , ϕ − = 0. Consider λ > 0 and the function θ(y, z) = exp(λc 0 (y
If we pick λ > max(1, 1 c0 ) the right hand side of (17) 
Exterior Dirichlet problems
with the condition η
We use the same notation η(y, z) for the two problems (18),(19) for the convenience of the reader. We have Lemma 2.2. For anyȳ > 0 there exists a unique bounded solution of (18),(19).
Proof. It is sufficient to prove the bound, we claim that ζ ∞ ≤ η(y, z) ≤ ζ ∞ + Y −z y , for y >ȳ and
. So in all cases we can assert that η ∞ ≤ ζ ∞ + Proof. Uniqueness comes from maximum principle. Setting Φ = (ϕ + (z), ϕ − (z)) and using the notation z) and ΓΦ(−ȳ 1 , z) = η(−ȳ 1 , z). We thus have defined a map Γ from C + 1 , C − 1 into itself. If Γ has a fixed point, then it is clear that the function v e (y, z) = ζ(y, z), −ȳ 1 < y <ȳ 1 , η(y, z), y >ȳ, y < −ȳ is a solution of (11) since ζ = η forȳ < y <ȳ 1 , z ∈ (−Y, Y ) and for −ȳ 1 < y < −ȳ, z ∈ (−Y, Y ) and the required regularity is available at boundary pointsȳ,ȳ 1 , −ȳ, −ȳ 1 . The result will follow from the property : Γ is a contraction mapping. This property will be an easy consequence of the following result.
Consider the exterior problem
where
, then the maximum is attained on the line y =ȳ 1 , and this is impossible because it cannot be at z = Y , nor at z = −Y , nor at the interior, by maximum principle considerations. (12) and (13) We now consider the function ϕ + and ϕ − solution of (14) and (15). Note that if y < 0, we have ϕ − (y; 1) = ϕ + (−y; 1). So it is sufficient to consider (14) and we easily see that
Solution to Problems
and we have ϕ
), if y > 0. We next want to solve the problem (12). We proceed as follow. We extend ϕ + for y < 0, by a function which is C 2 on R and with compact support on y < 0. It is convenient to call ϕ(y) the C 2 function on R, with compact support for y < 0 and ϕ(y) = ϕ + (y; 1) for y > 0. We set w + (y, z) = v + (y, z) − ϕ(y) then we obtain the problem
ϕ yy + (c 0 y + kz)ϕ y ) and thus, taking into account the definition of ϕ when y < 0, we can assert that g(y, z) is a bounded function. Again, from the definition of ϕ(y) when y < 0, we obtain that on the boundary, w + is bounded. It follows from what was done for Problem (11) that (21) has a unique solution. So we can state the following proposition. Proof. We just define ϕ(y) extension of ϕ + (y) for y < 0 as explained before and consider w + (y, z) solution of (21). We know that w + (y, z) is bounded and we have v + (y, z) = ϕ(y) + w + (y, z) = ϕ + (y)1 {y>0} + ϕ(y)1 {y<0} + w + (y, z) which is of the form (12) withṽ + (y, z) = ϕ(y)1 {y<0} + w + (y, z).
2.3. The complete Problem (P v ) Finally, we consider the complete Problem (P v ), we can state Theorem 2.1. There exists a unique solution of (P v ) of the form v(y, z; f ) = ϕ + (y; f )1 {y>0} +ϕ − (y; f )1 {y<0} + w(y, z) wherew(y, z) is a bounded function which can be written asw = v e + w + + w − .
Proof. We just collect the results of Propositions 2.1 and 2.2.
