An algebraic method is suggested to search for the optimal solution that maximizes a correlation criterion under a quadratic constraint. First it is shown that the problem formulated in a sample space can be reformulated in a parameter space, and then some properties of a matrix which specifies the quadratic constraint are provided along with its geometrical interpretation; the solution can be obtained by solving a nonlinear equation derived from the singular value decomposition of the matrix. Numerical results based on artificial data and entrance examination data are given to examine how our solution differs from the least squares solution under a quadratic constraint.
Introduction
In this paper we discuss the interrelation between a dependent variable y and a set of p concomitant variables z = (z 1 , z 2 , . . . , z p ) , where there exists some restriction on parameters. More precisely, we find the linear combination of concomitant variables that has maximum correlation with the dependent variable under a given quadratic constraint on the coefficients of the linear combination.
This kind of problem arises in some practical situations. For example, a university wants to assess the abilities of candidates in a particular field by the scores of several subjects in the entrance examination. The weighted totals of these subjects are sometimes used in such a case. The university may determine the weights so as to attain the maximum correlation between the abilities and the weighted totals. However, it may be better that the weights are not so much changed from the currently used weights. This is one of the simplest cases in canonical correlation analysis, but it has a quadratic constraint. This problem may also be considered as a prediction problem in regression analysis. Rao (1973) classified problems into the following three cases according to the criterion to be adopted; (i) Minimizing the mean squared error for predictor, (ii) Maximizing the correlation between a dependent variable and its predictor, (iii) Maximizing the expected performance in selection. If none of the restrictions is there, the solutions for these three cases are all given by the conditional mean of y given z (see Rao (1973) , section 4g.1).
For case (i), the least squares case, Golub and Van Loan (1996) investigated the optimization problem with a quadratic constraint, and gave the algorithm for solving it based on the Lagrangian method. Although it is easily seen that the optimal solutions for cases (i) and (ii) coincide with each other in a linear constraint case, how about in a quadratic constraint case?
For case (i), the optimization problems with quadratic or cone constraints have been addressed in the literature, including Golub and Van Loan mentioned above, Vavasis (1991) , Lawlor (1991) , Faraut and Koranyi (1994) , Shapiro (1997) , Kojima (1998) , and Vandenberghe and Boyd (1996) . In this paper we investigate the optimization problem for case (ii) , and show the solution of (ii) is, in general, different from that of (i) under a quadratic constraint. Note that the correlation coefficient between a dependent variable and its predictor is invariant for the scale transformation of these variables. This property must be quite preferable in many practical situations.
In Section 2, we first state the original problem in terms of a sample space. It is then translated to the problem in a parameter space, because the given constraint is on parameters. In Section 3, our problem is reformulated so as to make its handling easier, and some properties of a matrix which specifies the quadratic constraint are investigated in Section 4. Although these sections are preliminary, essential ideas for the solution are presented here. The main result is given in Section 5, where we also give its geometrical interpretation which is quite helpful for intuitive comprehension of our algorithm. The algorithm for calculating the solutions and numerical examples are given in Section 6, which should make clear the difference of cases (i) and (ii) mentioned above. In the final Section 7, a brief summary and some extensions of our problem are given as concluding remarks. The Appendix completes the validation of the algorithm in Section 6.
Formulation of the problem and the solutions in trivial cases
Suppose that a dataset (y i , z i ) is given for i = 1, 2, . . . , n, where y i and z i are the i-th observed values of a dependent variable y and a p-dimensional concomitant variable z (n ≥ p), respectively. The observation vector y and the design matrix Z are defined by y = (y 1 , y 2 , . . . , y n ) and Z = (z 1 , z 2 , . . . , z n ) , where all columns of Z are assumed to be linearly independent. Let us now denote a linear combination of the concomitant variables by w z, where w is a pdimensional coefficient (weight) column vector. The sample correlation coefficient R 0 between the dependent variable y and the composed variable w z is then given by
where I is an n×n identity matrix. Q is given by Q = 1 n 11 , and 1 = (1, 1, . . . , 1) . Note that the matrix Q and so I − Q is idempotent and symmetric; that is, I − Q is a projector.
The primary objective is to maximize the absolute value of R 0 , however we consider the case that the following quadratic constraint is imposed on the coefficient vector w;
where W , w 0 and r are given p×p positive definite matrix, p dimensional column vector and positive constant, respectively. Our problem is then as follows: Problem 0. Find w which maximizes |R 0 | subject to (2.2).
In Problem 0 the objective function |R 0 | is regarded as a function of w, which is a p-dimentional vector in the parameter space. Also the constraint (2.2) determines some region in the parameter space. On the other hand, (I − Q)y and (I − Q)Zw, which appear in the definition of R 0 , are vectors in the sample space.
Let us therefore consider to express Problem 0 by using the vectors in the parameter space. The singular value decomposition of the matrix (I − Q)Z is given by (I − Q)Z = U ΛV , where U and V are orthogonal matrices with size n and p, respectively. Λ is an n × p matrix and has the form Λ = [∆ 0] , where ∆ is the diagonal matrix of nonzero singular values δ i (i = 1, . . . , p) of (I − Q)Z, and 0 is a p × (n − p) zero matrix.
We now partition U as U = [U 1 U 2 ], where U 1 is n × p and U 2 is n × (n − p), and put T = ∆V . Using these notations, the numerator and the denominator of R 0 can be written as
where b = U 1 y and x = T w.
R 0 is then given by
Since √ b b/ y (I − Q)y does not depend on w, maximizing |R 0 | with respect to w is equivalent to maximizing |R 1 | = |b x|/( b x ) with respect to x.
As for the constraint (2.2), put a = T w 0 and Σ = T W T . Since T is nonsingular from our assumption, the constraint is give by
Note that Σ is positive definite. Thus, Problem 0 is now translated to the following Problem 1: Problem 1. Find x which maximizes |R 1 | subject to (2.4).
The optimal solution for this problem is trivial or does not exist in some cases, which we investigate here. First, let us consider the case that the origin of the parameter space is an inner point of the restriction region (2.4), that is, a Σ −1 a < r 2 holds. The optimal solution x * is then given by x * = cb, and the optimal value of |R 1 | is equal to 1, where the constant c must satisfy (cb − a) Σ −1 (cb − a) ≤ r 2 . Solving this inequality for c, we have
Second, we consider the case that the origin is a boundary point of the region (2.4), that is, a Σ −1 a = r 2 holds. If the vector b is not included in the tangent space of the surface (x − a) Σ −1 (x − a) = r 2 at the origin, the same discussion mentioned above holds. The optimal solution is given by x * = cb and |R 1 | = 1, where c must satisfy (2.5). We then examine the case that b is on the tangent plane of the surface (x − a) Σ −1 (x − a) = r 2 at the origin, which is given by a Σ −1 x = 0. Consider the vector x = c(kb − a), where c and k are some constants. For any fixed k, we can determine the value of c so as to satisfy (2.4). Using the relations a Σ −1 a = r 2 and a Σ −1 b = 0, we have
The value of |R 1 |, which depends on k in this case, is given by
and lim k→±∞ |R 1 | = 1 holds. This means that the value of |R 1 | can be as large as one likes, hence Problem 1 has no solution.
Let us now summarize the results obtained above as the following Theorem 1: This theorem states that our problem is rather trivial in the case of a Σ −1 a ≤ r 2 . Hence, in the following sections, we mainly focus on the case that a Σ −1 a > r 2 holds.
Some preparatory considerations
As described in Section 1, Golub and Van Loan (1996) solved the problem of least squares under a quadratic constraint by using the Lagrangian method. Considering the wide applicability of the method to constrained optimization problems, Problem 1 may be solved by the Lagrangian method. However, since the objective function in Problem 1 is rather complicated, the Lagrangian method will fail to give a simple algorithm for our problem. We therefore apply an algebraic method that is completely different from the Lagrangian method; more precisely, we first solve the following problem named Problem 2, and then obtain the solution for Problem 1 by using the solution for Problem 2. The validation of this procedure is given by Theorem 2 below.
subject to the constraint x P x ≤ 0, where
Theorem 2. Ifx is the solution for Problem 2, then the solution x * for Problem 1 is given by
Proof. Let M , N be the sets of points defined by
First we will show that x is a member of N if and only if x satisfies the condition x P x ≤ 0. From the definition of N , it is clear that x ∈ N if and only if there exists t ∈ R 1 that satisifies the condition
Since this condition is equivalent to the condition
we conclude that x ∈ N if and only if x satifies x P x ≤ 0, since a Σ −1 a > r 2 is assumed.
Next we prove the relation x * =x
Hence we conclude that x * is the solution for Problem 1, and |R(x * )| = |R(x)|.
Some algebraic properties of the matrix P
The matrix P defined in the previous section plays a significant role in the development of our algorithm for solving Problem 2. We here summarize its algebraic properties that will be used to validate our algorithm.
Theorem 3. Let Σ −1 be a p × p positive definite matrix , a ∈ R p be a nonzero vector , and r be a nonzero real number.
(i) If a Σ −1 a > r 2 , then the matrix P , defined by
has p − 1 positive and one negative eigenvalues.
(ii) If a Σ −1 a < r 2 , then all eigenvalues of P are positive.
Proof. Let Σ −1 and P be matrices with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ p > 0 and γ 1 ≥ γ 2 ≥ · · · ≥ γ p , respectively. Then, the second part of the theorem is trivial, since if a Σ −1 a < r 2 , then −(a Σ −1 a − r 2 ) −1 Σ −1 aa Σ −1 is nonnegative. If a Σ −1 a > r 2 , the eigenvalues γ 1 ≥ γ 2 ≥ · · · ≥ γ p satisfy the following inequalities (Golub and Van Loan (1996) , p. 442);
Hence we get that γ i is positive for i = 1, 2, . . . , p − 1.
Let us now show that γ p is negative when a Σ −1 a > r 2 : Let Σ e be the (p + 1) × (p + 1) matrix defined by
Then the determinant of Σ −1 e can be written as
From the latter equation, it is clear that |Σ −1 e | is negative. Hence we obtain that γ p is negative when a Σ −1 a > r 2 .
where v p is the eigenvector of the matrix P associated with its smallest eigenvalue γ p .
Proof. From the definition of the matrix P , we have (4.8) and hence the first result follows.
The second result can be obtained by showing a contradiction; that is, if a v p = 0, then we get a Σ −1 v p = 0 from (4.8), but this contradicts the assumption that the matrix Σ is positive definite, because by (i) it can be shown that Proof. First we note that the function g(α) can be rewritten as g(α) = αx P (2I + αP )P x, and its derivative g (α) is given by g (α) = 2x P (I + αP )P x. Hence it is clear that there exists an interval (θ, 0) in which g(α) is always negative, since g(α) is continuous, g(0) = 0, and g (0) > 0.
On the other hand, γ p is negative in the case of a Σ −1 a > r 2 , so all the eigenvalues of the matrix (2I + αP ) are positive for any α in (0, − 2 γp ). Hence we obtain g(α) > 0 for any α in this interval.
Lemma 2. Let α be a scalar , x be a vector that satisfies x P x > 0, and f (α) be the function of α defined by
Proof. Let T be an orthogonal matrix whose columns are the eigenvectors of the matrix P . Note that P = T ΓT and I + αP = T (I + αΓ)T , where Γ is the diagonal matrix with the i-th diagonal element γ i , and γ 1 ≥ γ 2 ≥ · · · ≥ γ p−1 > 0 > γ p are the eigenvalues of P . Then setting c = (c 1 , c 2 , . . . , c p ) = T x, f (α) can be rewritten as
The result directly follows from the fact that f (0) = x P x > 0, lim α→−1/γp f (α) = −∞, and
Main result and its geometrical interpretation
Based on the results given in the previous section, here we present the algebraic solution for Problem 2, and develop an algorithm for computing x * , that maximizes |R(x)| under the quadratic constraint on x.
Main result
When the vector b given in Section 2 is in the region defined by the constraint x P x ≤ 0, the solutionx of Problem 2 is trivial; i.e.,x = b. Hence our main concern is in the case of b for which b P b > 0. The following lemma and theorem give the solution of Problem 2 for this case. Proof. We give a proof by showing a contradiction. Let x 0 ( x 0 = 1) be the solution for Problem 2 satisfying x 0 P x 0 < 0, and r 0 be the value of |R(x)| at x 0 ; that is, r 0 = |x 0 b|/ b . Without loss of generality, we assume that b = 1, and x 0 b ≥ 0. If r 0 = 0, it contradicts the optimality of x 0 , because we can always take the vector such thatx Px = 0 and |R(x)| > 0. Then for any positive r 0 , we can find the vector x(t) = (1 − t)x 0 + r 0 tb where t is an appropriate value in (0, 1), satisfying x (t)P x(t) = 0. It is always possible to find such a t because f (t) = x (t)P x(t) is an at most second order polynomial of t with f (0) = x 0 P x 0 < 0 and f (1) = r 2 0 b P b > 0. Since x (t)x(t) = (1 − t) 2 (1 − r 2 0 ) + r 2 0 , we have
Then, noting that r 2 0 < (1 − t) 2 (1 − r 2 0 ) + r 2 0 < 1 for any t in (0, 1), we obtain R 2 (x(t)) > r 2 0 , which contradicts the assumption of x 0 being optimal. where α is a unique constant that satisfies Formally this result is very similar to that given by Golub and Van Loan (1996) . However, we may assert that essentially it is very different from their result, since we have derived it without assuming that P is positive.
Geometrical interpretations
As a means to getting an intuitive, or pictorial insight into our method, we here provide its geometrical interpretations. First, under the assumption a Σ −1 a > r 2 we define the following three sets of points in R p :
Proposition 1. (i) M is an ellipsoid that does not include the origin of R p , and N is an ellipsoidal cone defined by
Proposition 2. Let x be a point on ∂N . Then the point y α specified by
Proof. From Lemma 1, 2I +αP is positive definite for any α ∈ (0, −2/γ p ). So we have
Hence the result follows.
Proposition 3. Let x be a point on ∂N . Then y −1/γ i = x − 1/γ i P x is orthogonal to the i-th eigenvector v i of P .
Noting that the direction of the pth principal axis of N is given by the eigenvector v p , these propositions provide a simple graphical representation of our method. Figure 1 illustrates three typical cases which explain how the solution for Problem 2 depends on a quadratic constraint and a vector b. In Fig. 1, b 
Algorithm and numerical examples
As shown in Theorem 1, if the condition a Σ −1 a ≤ r 2 holds, then our optimization problem becomes rather trivial. In this section we hence restrict our probelm to the case that a Σ −1 a > r 2 is satisfied, and give a computational algorithm for this case. Then some artificial data and entrance examination data are analyzed to see how our optimal solution differs from the optimal solution for least squares case.
Algorithm
The results in preceding sections yield the following algorithm to compute the optimal solution:
Step 1. Calculate the matrix P = Σ −1 − (a Σ −1 a − r 2 ) −1 Σ −1 aa Σ −1 , and obtain the smallest eigenvalue γ p and the corresponding eigenvector v p .
Step
b; otherwise go to next step.
Step 3 
Numerical examples
Artificial data. Our solution x * usually differs from the least squares solution x LS . Since the difference between these two solutions depends on the parameters a, Σ, and b, our computation was carried out by changing these parameter values systematically. Let R * and R LS be the correlation coefficients corresponding to x * and x LS , respectively. These values might depend on the mutual relation of a and b, so we fixed a = (0, 0, 10) and changed the value of b = t(cos θ 1 cos θ 2 , sin θ 1 cos θ 2 , sin θ 2 ) , where t = 1, 10, 20, and θ i = 0, for i = 1, 2 (see Fig. 3) . The values of R * and R LS also depend on Σ and r, so we fixed r = 1 and changed the value of Σ = diag(σ 2 1 , σ 2 2 , σ 2 3 ), where σ i = 1, 4, 7 for i = 1, 2, 3. The numerical examination was carried out for all combinations of these values; that is, the total number of cases examined was 1296 (= 3 × 4 2 × 3 3 ). For each case we calculated x * and x LS respectively by using our method and that of Golub and Van Loan (1996) , and evaluated the difference of these two solutions by computing R * and R LS . 
As for the difference of R * and R LS , we obtain the following findings:
(1) The difference is large for t = 1; that is, when the length of b is short, R * is rather large compared with R LS .
(2) The difference is especially large for the cases (σ 2 , σ 3 ) = (7, 1) and (θ 1 , θ 2 ) = ( (3) For any fixed value of σ i s, the difference is monotone decreasing of θ 2 in most cases; that is, when the vector b is far from the ellipsoidal cone N , the difference of R * and R LS is large.
For the value of R * , the following findings are obtained: (4) The value of R * is large for large values of θ 2 , when the vector b is close to the ellipsoidal cone N . = 0.794. Entrance examination data. As a typical application of our method, we analyzed entrance examination data of 198 candidates, which were obtained from a university in Japan. The data consisted of two kinds of tests; one which was administered by the university, and the other that was administered by The National Center for University Entrance Examinations (NCUEE). For these examination data, we investigated how well we could predict the scores of the university examination from those of the NCUEE on five subjects (Japanese, Social Science, Mathematics, Natural Science, and English). Numerical computations were carried out under the assumptions that w 0 = (0.2, 0.2, . . . , 0.2) , and (w − w 0 ) Σ −1 (w − w 0 ) ≤ 1, where Σ = σI, σ = ( 
Concluding remarks
In this paper, we addressed one of the simplest canonical correlation problems in which the correlation between an observed variable and its linear predictor was optimized under a given quadratic constraint. We derived some algebraic properties of the optimal solution, together with a computational algorithm for it. We also confirmed the effectiveness of the algorithm by analyzing a set of systematically generated artificial data, and especially examined how our optimal solutions differ from least squares solutions.
Regarding natural extensions of our algorithm, we can consider at least two extensions. One is the extension to the algorithm that is applicable to the correlation maximization problem under quadratic and linear constraints. For this extension, we are expecting that the problem with quadratic and linear constraints may be transformed to that with a quadratic constraint. The other extension is to canonical correlation analysis. Although we have not considerd this extension in detail, we believe that our current approach will be helpful to see possibilities of the extension, since our algorithm is just a special case of it.
Appendix: Derivation of (5.3)
We give the solutionx for Problem 2 under the condition b v p = 0. As shown in the proof of Theorem 4, the solutionx must satisfy the following equations;
x Px = 0, andx + αPx = b.
Multiplying both sides of the latter by v p , we obtain α = −1/γ p , since P v p = γ p v p and v px = 0. Hence the solutionx satisfies the equation
Apparently the matrix I − The solutionx is given byx
where η is a constant that satisfies the conditionx Px = 0; that is, η satisfies the equation given by
since (I − 1 γp P ) + v p = 0. Hence, the solutionx is given bỹ
