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Abstract — To compete in the global market the manufacturers must introduce
new high quality products in short time. This ideal requires a fast evaluation of new
products and the guarantee of availability of the critical machines in a production
line, typically by reducing the maintenance shut-downs. Roughly, the diagnosis’ pro-
cess consist in comparing the machine’s actual behavior with the known one under a
speciﬁc (common) failure, namely monitoring any change of its dynamics. Unfortu-
nately, the manufacturers rarely supply any dynamical model and consequently it is
identiﬁed using naive transfer function structures of integer order. In this respective,
we evaluate an integer second order model and a similar structure of a fractional one
to identify a system under different types of failures. The fractional order model out-
performs the integer one, suggesting that it represents better the machine condition
when using compact equations.
1 Introduction
For competing in the global market industries must introduce high quality products and
have agile fabrication [1]. This ideal just may be approached by ensuring that the pro-
duction line is fully available at any time [2]. Unfortunately this is not always possible
as the machines get wear and fails, or must shut-down during a programed maintenance
task, reducing its availability. In the other hand, the quality of the new merchandise must
be quickly evaluated before being introduced in the market. In both cases, the main-
tenance/quality inspection must be done in short time in order to avoid increasing the
production time. Therefore, a competitive factory requires a fast and accurately quality
inspection technique that involves short training time and a simple interpretation by the
maintenance personal.
The classical approach to supervise condition in rotatory machines is the signature in-
spection technique. It consist of a frequency analysis of the vibratory/acoustic signal
emitted by the device [3, 4, 5, 6]. Typically this strategy needs trained technicians with
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a high knowledge of the machine operation: frequency of movement of each piece, ex-
pected harmonics in the vibratory/acoustic signal, among others [7, 8]. Another strategy
mentioned in the literature uses multiresolution analysis, that is to say, a good localization
of a failure signal both in time and frequency. However, that approach implies consider-
able additional data, that are typically complex to analyze, and consequently, requires
very specialized workers [9, 10]. Finally, another strategy is based in the model identi-
ﬁcation of the machine [11, 12, 13]. In that approach, it is possible to locale failures by
interpreting the different parameters of the model. Nevertheless, building accurate mod-
els is not always possible due to the non-linearities within and the inherent complexity
of many systems. Furthermore, the maintenance team may not know perfectly the dy-
namics of each machine in the product line. Alternately, a dynamical system with only a
few parameters is sometimes a valid approach to handling the real machine in a limited
frequency range [14]. The more accurate the model that represent the actual state, better
is the diagnosis associated with it [15].
Unfortunately a low Integer Order Model (IOM ) hardly captures high order dynamics
resulting of the complex interaction of several pieces within the machine. In contrast, the
literature reports that the Fractional Order Models (FOM ) deal with complex systems of
high order dynamics using a few parameters as shown in [16, 17, 18, 19].
In this work, we test the FOM ’s ability to accurately represents the data acquired from
a system with several known failures and compares the ﬁtting accuracy with an IOM .
Bearing this ideas in mind, the article is organized as follows. Section 2 introduces the
fundamentals of our method and the methodology used to evaluate it. Section 3 presents
the experimental case of study. Section 4 discusses the major results of identiﬁcation
based on data taken form a real device. Finally, section 5 outlines the main conclusions.
2 Methods
Nowadays, manufacturer’s recommendations guide the frequency of maintenance over a
particular machine with the aim of preventing damages on the machine due to well known
failures [20, 21, 22]. However, periodic maintenance is a low efﬁcient strategy, because
the action may be programed unnecessarily early, or so rarely that the failures appear
before a programed maintenance action [23]. Consequently, in the literature it is proposed
an alternative kind of strategy in which the machine is subjected to a maintenance action
just when it is necessary. To achieves this ideal, the maintenance experts monitor a set
of signals looking for anomalies corresponding to a failure signature, that is, a change in
the machine behavior [24, 25]. Unfortunately, this is a task that requires a considerable
experience of high qualiﬁed technicians.
It is well accepted that a change in the system dynamics explains deterministic changes
in any signal taken from the machine. Hence, an intuitive alternative is to compare a
dynamical model, obtained from the machine in a normal operation point, with the current
behavior. Although, obtaining accurate models is not a simple task, because the machines
components interact in a complex manner (memory effects, non-linear behavior, among
others) and lead to in a high order model that is difﬁcult to identify. A common solution
is to suppose that the entire system obeys a simple model, namely a second order model,
disregarding other effects. This scheme simpliﬁes the identiﬁcation task but penalizes the
model accuracy.
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It is presently known that fractional order models capture dynamical behaviors that the
integer ones overlook. In fact this is, due to the generality that gives an arbitrary order by
reducing or expanding the amount of memory and complexness related to each fractional
coefﬁcient. Consequently, this type of models not only represent complex behaviors with
compact equations, but also reduces the identiﬁcation effort.
2.1 Fractional Order Model
A FOM is deﬁned by set of differential equations of arbitrary order. A FOM allows the
Bode representation of systems with decaying/rising slopes different to 20dB per decade
which is typical in systems with multiples interactions [26, 27]. In the Laplace space,
the fractional order equations have a similar handling as the integer one. Formally, being
0D
α
t the differential α-order operator actuating between 0 and t, and F the Laplace’s
transform of the function f , the Laplace’s transform of a fractional order derivative is
deﬁned as [28]:
L{0D
α
t } = s
αF (s)−
n−1�
j=0
sj
�
0D
α−j−1f(0)
�
, n− 1 < α < n, n ∈ Z (1)
Note that this representation follows the Laplace’s transform of the integer order deriva-
tive if α ∈ Z+.
By extension, a linear invariant fractional order model is deﬁned as:
G(s) =
�N
i=0 ais
αi�M
j=0 bjs
βj
, {ai, bj} ∈ �, {αi, βj} ∈ �
+ (2)
2.2 Identiﬁcation Algorithm
In case of system identiﬁcation, it is necessary to follow four sequential steps [14]:
– To obtain and pre-process the data, this typically comes from several sensors lo-
cated strategically in the machine of interest. It is necessary to ﬁlter the data as it
maybe contaminated with noise from the sensors, the environment and the digital
acquisition.
– To suppose a model structure: it is a common practice to use physical knowledge
about the system, but it is not always possible, because the manufacturer rarely
shares this kind of information. In those cases it is common to suppose a system
with compact representation as the second order ones and to test how well it ﬁts the
data.
– To identify the parameters of the model. It is common to use a set of data to ﬁnd the
best set of parameters that explain the data.
– To validate the model by comparing it to a set of data that was not used to ﬁnd the
model’s parameters.
Accordingly, system identiﬁcation can be seen as a minimization of the error between
the data and the proposed model or, by other words, to, ﬁnd the best parameter vector
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�p that minimizes an objective function of error fe between actual system Ga(s) and the
model Gm(�p, s):
fe(�p) = |Ga(s)−Gm(�p, s)| (3)
Many alternatives can be applied to minimize the Eq. 3 without loosing generality.
Speciﬁcally, in this work we use the simplex search [29], that consists of an iterative
algorithm that looks for a candidate point by computing the centroid of three initial test
points. It is checked if the centroid is a better candidate than any of the test points.
Then, it replace the worst point of the initial set. The algorithm executes again until get a
convergence point or after a number of iteration speciﬁed by the user.
3 Case of Study
We propose simple mechanical transmission as experimental setup, because its ubiquity in
rotatory machines. Using it we compare the ﬁtting ability of IOM and FOM in systems
with known failure. The experiment consist in a permanent magnet DC motor as a torque
input to a four stage gearbox composed by four spur gears of nine teeth each. Figure
1 shows a detail of the transmission. The input signal is taken from an accelerometer
located at the output of the gearbox, sensing the vibration due to a given failure. In the
other hand, this anomalous vibration must change the motor current signature. Therefore,
it corresponds to the output system signal and it is sensed by a resistance in series with
the motor circuit. As it is impossible to acquire the failure signature directly in its source,
the signal is modulated by the transmission path, it is, the physical pathway that the wave
related to the failure travel across from the its source until a sensor. As an instance,
the Figure 2 introduce the transmission path between a failure located at the gear 4 and
the accelerometer (vibration sensor) and the resistance (motor’s current sensor). In this
conﬁguration, we acquired the vibration on the output bushing and motor motor-current
signals using and acquisition toolkit compatible with Labview�. In this work we analyze
four possible cases of failure:
Case 1. Normal condition. The system does not present any failure and it is working in
the normal conditions.
Case 2. A tooth broken in the gear 2. The second gear does not have one of the nine
teeth. The vibration signal, related to the failure, travels through the gears 2, 3 and
4 to be sensed by the accelerometer. Hence, it is the test failure that less affects
the accelerometer measurement. On the other hand, the signal signature makes a
shorter travel passing by the gears 1 and 2 and the motor circuit affecting the current
applied.
Case 3. A tooth broken in the gear 3. The pattern of the vibration signal related to a
failure in the gear 3 is modulated by the gear 3 and 4 (transmission path to the
accelerometer). The failure signal that affects the motor’s current travels through
the gears 1, 2, 3 and the motor’s circuit.
Case 4. A tooth broken in the gear 4. In the absence of a tooth in the gear 4, the trans-
mission path between the failure and the accelerometer is the is the body of the gear
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Figure 1: Principal components of the mechanical transmission. Here, the motor provides
the torque necessary to rotate the load. Each of the gears may have a known failure that
affects the vibration and current signatures.
4, and the gears 1,2,3 and the motor’s circuit to the current sensor as shown in Figure
2.
Each of those cases is tested at several speeds, in order to provide a signal composed
by a wide range of frequencies. After that, we ﬁlter each signal using a moving average
(MA) ﬁlter to reduce the environmental noise. Later we compute a windowed Fourier
transform over a Hanning’s window of one seconds lenght, in order to reduce the noise
due to the digitization process. Hence, for any of the cases, we take the motor current (I)
as the model output and the voltage generated at the accelerometer as the input (V ), we
deﬁne the actual system as the empirical transfer function estimate (ETFE) [14] as:
GETFEi(ω) =
F{Ii(t)}
F{Vi(t)}
i ∈ {1, 2, 3, 4} (4)
where F(·) represents the Fourier’s transform over a function, i denotes the i-th case and
ω the frequencies of analysis, in this cases between 100 to 1000 rad/s, because it was
veriﬁed that the meshing gear angular frequency lie in this bandwidth.
We propose the identiﬁcation of each ETFEi model using two types of structures:
a classical second order model as shown in (5) and a fractional order model with the
structure deﬁned in (6).
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Figure 2: Transmission line between a failure at the gear 4 and each sensor. In solid black
the transmission path to the accelerometer, the vibration wave travels through gear 4. In
dashed line, the path of the vibration wave until be sensed as a change in the motor current
signature.
Gi(s) =
1
as2 + bs+ c
, {a, b, c} ∈ � (5)
Gi(s) =
1
asα + bsβ + c
, {a, b, c, α, β} ∈ � (6)
Those models were adjusted using the algorithm explained in the section 2.2, adopting
20 aleatory sets of one second of duration to train and 10 sets of data to test.
4 Results
In order to evaluate the efﬁciency of FOM and IOM to describe complex dynamics and
how the they are sensitive to failures in a machine, we formulate naive models with the
structures presented in (5) and (6) for each case of failure using 20 aleatory sets of data.
After that the resultant models were tested with a new dataset of 10 ETFEs not previously
presented in order to ﬁnd the parameters. As result, Figure 3 shows the residuals of
each model with the test dataset using a logarithmic scale. Note that the FOM approach
consistently gets a better ﬁtting behavior to the data than the integer one. It is due to a
main reasons: The FOM actually captures very high order dynamics, in this case due to
the interaction between several pieces [30, 31].
Accordingly, an IOM requires a more careful structure choice, locating a priori enough
degrees of freedom (poles and zeros) increasing, therefore, the amount of knowledge in-
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Figure 3: Fractional and integer ﬁtting to the ETFE in each case of study. The more
negative the residual, the better the approximation.
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Train error ± deviation Test Error ± deviation
IOM FOM IOM FOM
Case 1 3.23± 0.18 1.84± 0.15 3.47± 0.27 2.06± 0.23
Case 2 2.26± 0.05 1.12± 0.05 2.17± 0.03 1.05± 0.02
Case 3 2.43± 0.38 1.44± 0.34 2.37± 0.10 1.41± 0.09
Case 4 1.36± 0.06 0.74± 0.05 1.51± 0.07 0.89± 0.07
Table 1: Train and test mean errors ± standard deviation of the integer and the fractional
order models when compared with real data. As expected the FOM ﬁts better the whole
dataset than the IOM .
volved in this process. Moreover, to model a high order degree system using integer order
equations, we need a large number of parameters, penalizing the identiﬁcation conver-
gence as it will be affected by the course of dimensionality [32]: the higher the number
of unknown parameters, the harder the identiﬁcation becomes.
Table 1 presents the mean square error (MSE) and the standard deviation between the
dataset and FOM and IOM approaches, it is computed as the difference between the
actual ETFE values with the model’s ones (Gmi) for the i-case at the angular frequency
(ω), and N sampling frequencies:
MSEi =
1
N
N�
n=1
(GETFEi(ωn)−Gmi(ωn))
2 i ∈ {1, 2, 3, 4} (7)
Although the results shows a comparable variability, the fractional order is in average
better suited to ﬁt the data. In fact, analysing the results, we verify that FOM outperforms
clearly the IOM approach both on the train and in the test datasets.
5 Conclusions
In this paper we compared the ﬁtting ﬂexibility of two models, namely, a second order
integer model and a fractional one with a similar structure and we use a common opti-
mization method to identify their parameters. The fractional order model demonstrate it
ability to lead with complex data, consistently better than the integer approach. It is owing
to the arbitrary order brings an additional degree of freedom that regulates by itself the
complexness represented by the model.
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