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Abstract
A new matrix Pad&e-type approximant (MPTA) is de1ned in the paper by introducing a generalized linear
functional in the inner product space. The expressions of MPTA are provided with the generating function
form and the determinant form. Moreover, a directional matrix Pad&e approximant is also established by giving
a set of linearly independent matrices. In the end, it is shown that the method of MPTA can be applied to
the reduction problems of the high degree multivariable linear system.
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1. Introduction
There are various de1nitions for matrix Pad&e-type approximants. We are concerned with those
suggested by Brezinski and other authors in the case of scalar quantities [1,3,4]. The scalar Pad&e-type
approximants are closely connected to general orthogonal polynomials. The study was generalized
to the noncommutative case by Draux [5] and the vector case by Salam [10]. Graves-Morris and
Roberts [7] extended their approach from vector Pad&e approximants to matrix Pad&e approximants by
exploiting an isomorphism between vectors and matrices by means of Cli@ord algebra representation.
In [8,9] we de1ned a generalized inverse matrix Pad&e approximant (GMPA) on the basis of the
scalar product of matrices. As compared to the existing matrix Pad&e approximants (cf. [2]), GMPA
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does not need multiplication of matrices in the construction process and it may be useful in the
noncommutatity problems of the matrix multiplication, however, it possesses the degree constraint
and the divisibility constraint, which is caused by its construction process. The constraints imply that
the method does not construct matrix Pad&e approximants of type [m=n] when n is an odd number.
The aim of this paper is to 1ll up this gap. We de1ne a new matrix Pad&e-type approximant
(MPTA) by introducing a generalized linear functional in the inner product space, which is di@erent
from Cli@ord algebra approach in vector case [10]. At the same time, it is also di@erent from
GMPA approach in matrix case [8,9] since it does not use the generalized inverse of matrices in its
computation. The expressions of MPTA are provided with the following forms: (i) the generating
function form, which is derived from the de1nition, (ii) the determinant form, which is connected to
the orthogonal polynomials. Directional vector Pad&e approximant of Graves-Morris [6] is naturally
extended to the matrix case by giving a set of linearly independent matrices. In the end, we point out
that the method of MPTA can be applied to the reduction problems of the high degree multivariable
linear system.
2. Matrix Pade-type approximants
Let A= (aij), B= (bij)∈Cs×t and de1ne the scalar product
(A; B) = A · B=
s∑
i=1
t∑
j=1
aijbij:
Note that the above de1nition is di@erent from the usual de1nition of the scalar product in the case
of complex matrices. Frobenius norm of the matrix A is given by
‖A‖=

 s∑
i=1
t∑
j=1
|aij|2


1=2
: (1)
It follows that
A · A∗ =
s∑
i=1
t∑
j=1
aij Haij =
s∑
i=1
t∑
j=1
|aij|2 = ‖A‖2; (2)
where A∗ denotes the complex conjugate of A. Following the same symbol in [9], on the basis of
(1) and (2) the generalized inverse of matrix A is de1ned as
A−1r = 1=A= A
∗=‖A‖2; A = 0; A∈Cs×t : (3)
Let f(z) be a given power series with s× t matrix coeJcients, i.e.,
f(z) = c0 + c1z + c2z2 + · · ·+ cnzn + · · · ; ci = (c(uv)i )∈Cs×t ; z ∈C: (4)
Let A; B∈Cs×t . As usual, we say that A is orthogonal to B if (A; B) = 0. Let P denote the set
of scalar polynomials in one real variable whose coeJcients belong to the complex 1eld C and Pk
denote the set of elements of P of degree less than or equal to k.
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Let  :P→ Cs×t be a generalized linear functional on P, acting on x, de1ned by
(xn) = cn; n= 0; 1; : : : : (5)
For the given power series (4), we obtain from (5) that
((1− xz)−1) =(1 + xz + (xz)2 + · · ·)
= c0 + c1z + c2z2 + · · ·+ cnzn + · · ·= f(z):
Let v be a scalar polynomial of Pn of degree n
v(z) = b0 + b1z + · · ·+ bnzn (6)
and assume the coeJcient bn = 0. In this case, v is said to be quasi-monic. De1ne the matrix
polynomial W by
W (z) = 
(
v(x)− v(z)
x − z
)
: (7)
Note that  acts on x and W is a matrix polynomial of degree n− 1. Set
v˜(z) = znv(z−1); W˜ (z) = zn−1W (z−1): (8)
Theorem 2.1. Let v˜(0) = 0, then
W˜ (z)=v˜(z)− f(z) = O(zn):
Proof. Expanding (v(x)− v(z))=(x − z) in (7) and applying , we deduce from (8) that
W˜ (z) =
n−1∑
l=0
(
n−l−1∑
i=0
bl+i+1ci
)
zl =
n−1∑
l=0
(
l∑
i=0
bn−l+ici
)
zl:
Computing v˜(z)f(z), we get
v˜(z)f(z) =

 n∑
j=0
bn−jzj

( ∞∑
i=0
cizi
)
=
∞∑
l=0
(
l∑
i=0
bn−l+ici
)
zl:
Thus, we have
v˜(z)f(z)− W˜ (z) = O(zn):
Denition 2.2. Rn−1; n(z) = W˜ (z)=v˜(z) is called a matrix Pad&e-type approximant (MPTA) for the
given power series (4) and is denoted by (n− 1=n)f(z).
Let (l) :P→ Cs×t be a generalized linear functional on P, acting on x, de1ned by
(l)(xk) = cl+k ; k = 0; 1; : : : :
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Set
Wl(z) = (m−n+1)
(
v(x)− v(z)
x − z
)
(9)
and
W˜ l(z) = zn−1Wl(z−1); l= m− n+ 1: (10)
On the basis of (10) and (8) we set
Pmn(z) = v˜(z)
m−n∑
i=0
cizi + zm−n+1W˜ l(z); m¿ n: (11)
Theorem 2.3. Let v˜(0) = 0, then
Pmn(z)=v˜(z)− f(z) = O(zm+1):
Proof. Let us denote by fm−n+1 the formal power series
fm−n+1(z) =
∞∑
j=0
cm−n+1+jzj:
It follows that
zm−n+1fm−n+1(z) = f(z)−
m−n∑
i=0
cizi: (12)
Applying (m−n+1) in (9) and using (10), we obtain
W˜ l(z) =
n−1∑
l=0
(
l∑
i=0
bn−l+ici+m−n+1
)
zl:
Computing the product v˜(z)fm−n+1(z), we 1nd that
v˜(z)fm−n+1(z) =
∞∑
l=0
(
l∑
i=0
bn−l+ici+m−n+1
)
zl:
From Theorem 2.1, that is,
W˜ l(z)=v˜(z) = (n− 1=n)fm−n+1(z):
Then, for m¿ n we deduce from (11) and (12) that
v˜(z)f(z)− Pmn(z)
=v˜(z)
{
m−n∑
i=0
cizi + zm−n+1fm−n+1(z)
}
−
{
v˜(z)
m−n∑
i=0
cizi + zm−n+1W˜ l(z)
}
=zm−n+1{v˜(z)fm−n+1(z)− W˜ l(z)}
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=zm−n+1
{ ∞∑
l=n
(
l∑
i=0
bn−l+ici+m−n+1
)
zl
}
=O(zm+1):
Denition 2.4. Rm;n(z) = Pmn(z)=v˜(z) is called an MPTA and is denoted by (m=n)f(z).
Example 2.5 (Graves-Morris, Example 3.2). Let
f(z) =
[−1 1
0 0
]
+
[
0 1
0 0
]
z +
[
1 1
−1 1
]
z2
+
[
1 2
0 1
]
z3 +
[
1 4
1 1
]
z4 +
[
2 7
1 2
]
z5 + · · ·
= c0 + c1z + c2z2 + c3z3 + c4z4 + c5z5 + · · · :
(i) For v(z) = z2 − 2z + 4, 1nd (m=2)f(z); m= 1; 2; (ii) for v(z) = z3 − 2z2 + z − 1, 1nd (3=3)f(z):
Solution (i): Here v˜(z) = 4z2 − 2z + 1: By (8), (10) and (11) we get
W˜ (z) =
[
2z − 1 1− z
0 0
]
; W˜ 1(z) =
[
z 1− z
−z z
]
;
(1=2)f(z) = W˜ (z)=v˜(z); v˜(z)f(z)− W˜ (z) = O(z2);
(2=2)f(z) = P22(z)=v˜(z); v˜(z)f(z)− P22(z) = O(z3);
where
P22(z) = v˜(z)c0 + zW˜ 1(z) =
[−3z2 + 2z − 1 3z2 − z + 1
−z2 z2
]
:
Solution (ii): Here v˜(z) = 1− 2z + z2 − z3: We get
(3=3)f(z) = P33(z)=v˜(z); v˜(z)f(z)− P33(z) = O(z4);
where
P33(z) = v˜(z)c0 + zW˜ 1(z) =
[
2z − 1 −z + 1
2z3 − z2 −z3 + z2
]
;
W˜ 1(z) =
[−z2 + z z2 − z + 1
2z2 − z −z2 + z
]
:
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Remark 2.6. We 1nd that (2=2)f(z) =P22(z)=v˜(z) in (i) of Example 2.5 is the same as [2=2]f(z) =
P(z)=Q(z) for GMPA in [9], where v(z) = z2Q(z−1): In [9], [2=2]f(z) = P(z)=Q(z) is computed by
the following three methods.
(I) Determinant method: Let [n=2k]f = P(z)=Q(z). Then
Q(z) = det


0 L01 · · · L0;2k−1 L0;2k
L10 0 · · · L1;2k−1 L1;2k
...
...
. . .
...
...
L2k−1;0 L2k−1;1 · · · 0 L2k−1;2k
z2k z2k−1 · · · z 1


and
P(z) = det


0 L01 · · · L0; n−1 L0; n
L10 0 · · · L1; n−1 L1; n
...
...
. . .
...
...
Ln−1;0 Ln−1;1 · · · 0 Ln−1; n
c0zn
1∑
i=0
cizi+n−1 · · ·
n−1∑
i=0
cizi+1
n∑
i=0
cizi


;
where
Lij =
j−i−1∑
l=0
cl+i+n−2k+1 · c∗j−l+n−2k ; j¿ i;
Lij =−Lij; j¡ i:
(II) -algorithm method: By using the generalized inverse (3) the matrix valued -algorithm is
de1ned by
( j)−1 = 0; j = 0; 1; 2; : : : ;
( j)0 =
j∑
i=0
cizi; j = 0; 1; 2; : : : ;
( j)k+1 = 
( j+1)
k−1 +
(
( j+1)k − ( j)k
)−1
r
; j; k¿ 0:
Then
( j)2k = [j + 2k=2k]f; j; k¿ 0:
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(III) Thiele-type continued fraction method: By using the generalized inverse (3) the nth conver-
gent of Thiele-type matrix valued continued fraction is constructed by
Rn(z) = B0 +
z
B1 +
z
B2 + · · ·+
z
Bn
;
where the coeJcient algorithm is de1ned by
A0(z) = f(z); B0 = B0(0) = A0(0);
A1(z) =
(
df(z)
dz
)−1
r
=
[
df(z)
dz
]∗/∣∣∣∣
∣∣∣∣df(z)dz
∣∣∣∣
∣∣∣∣
2
; B1 = B1(0) = A1(0);
k¿ 2; Bk = k
(
dAk−1(z)
dz
)−1
r
∣∣∣∣∣
z=0
= k
(
dAk−1(z)
dz
)∗/∣∣∣∣
∣∣∣∣dAk−1(z)dz
∣∣∣∣
∣∣∣∣
2
∣∣∣∣∣
z=0
;
Ak(z) = Bk(z) + Ak−2(z):
Then
Rn(z) = [n=2k]f =
{
[2k=2k]f; n= 2k; k = 0; 1; 2; : : : ;
[2k + 1=2k]f; n= 2k + 1; k = 0; 1; 2; : : : :
The above methods point out that the approach of GMPA does not construct Pad&e approximants
of type [m=n] when n is an odd number.
Remark 2.7. We also 1nd that (3=3)f(z) = P33(z)=v˜(z) in (ii) of Example 2.5 is the same as
[5=4]f(z) = P
[5=4](z)=Q[5=4](z) for directed vector Pad&e approximants in [6] (see Example 3.2, p.
219) where v(z) = z3Q[5=4](z−1):
Let us consider the relation between MPTA and the interpolating polynomials of the generating
function. Let
v(z) =
n∏
k=1
(z − zk) (13)
with distinct nodes zk ∈C; k=0; 1; : : : ; n and let the Lagrange interpolating polynomial be expressed
by
Ln(x) =
n∑
k=1
v(x)
x − zk
1
v′(zk)
1
1− zkz ;
where v′(zk) = dv(x)=dx|x=zk :
Theorem 2.8. Let v˜(0) = 0, then
(n− 1=n)f = W˜ (z)=v˜(z)
and
(Ln) = W˜ (z)=v˜(z) + O(zn);
where v(z) and W (z) are given by (13) and (7), respectively.
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Proof. Express v(z) in (13) as the form of (6):
v(z) =
n∏
k=1
(z − zk) = (z − z1)(z − z2) · · · (z − zn)
= zn − 1zn−1 + · · ·+ (−1)n−1n−1z + (−1)nn
= bnzn + bn−1zn−1 + · · ·+ b1z + b0;
where bi = (−1)n−in−i; i = 0; 1; : : : ; n and
0 = 1; 1 = z1 + z2 + · · ·+ zn;
2 = z1z2 + z1z3 + · · ·+ zn−1zn; : : : ; n = z1z2 · · · zn:
By the proof of Theorem 2.1 we obtain that W˜ (z) =
∑n−1
l=0 (
∑l
i=0 bn−l+ici)z
l and
v˜(z)f(z)− W˜ (z) =
∞∑
l=n
(
l∑
i=0
bn−l+ici
)
zl =O(zn):
That is, (n− 1=n)f = W˜ (z)=v˜(z):
On the other hand, for k = 1; 2; : : : ; n set
lk(x) =
v(x)
v′(zk)(x − zk)
=
(x − z1) · · · (x − zk−1)(x − zk+1) · · · (x − zn)
(zk − z1) · · · (zk − zk−1)(zk − zk+1) · · · (zk − zn) :
We 1nd that lk(x); k = 1; 2; : : : ; n is a polynomial of degree n− 1 and
n∑
k=1
ziklk(x) = x
i; i = 0; 1; : : : ; n− 1:
Thus, we derive from the above results that
(Ln) =
n∑
k=1
1
1− zkz (lk(x))
=
n∑
k=1
{ ∞∑
i=0
(zkz)i(lk(x))
}
=
∞∑
i=0
{
n∑
k=1
zik(lk(x))
}
zi
=
n−1∑
i=0
{

(
n∑
k=1
ziklk(x)
)}
zi +
∞∑
i=n
{

(
n∑
k=1
ziklk(x)
)}
zi
=
n−1∑
i=0
(xi)zi +O(zn) =
n−1∑
i=0
cizi +O(zn)
= W˜ (z)=v˜(z) + O(zn):
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According to the same method we can prove the following Theorem 2.9. Let
v(z) =
l∏
k=1
(z − zk)nk (14)
with distinct nodes zk ∈C; k = 1; 2; : : : ; l and
∑l
k=1 nk = n: Let Hn(x) be a Hermite interpolating
polynomial for 1=(1− xz) and be satis1ed by
H ( j)n (zk) =
dj
dxj
(
1
1− xz
)
x=zk
; k = 1; 2; : : : ; l; j = 0; 1; : : : ; nk :
Theorem 2.9. Let v˜(0) = 0; then
(n− 1=n)f(z) = W˜ (z)=v˜(z)
and
(Hn(x)) = W˜ (z)=v˜(z) + O(zn);
where v(z) and W (z) are given by (14) and (7), respectively.
Example 2.10. Let f(z) be given by Example 2.5. Find (2=3)f(z) for v(z) = (z − 1)2(z − 2).
Solution: By (14), (7) and (8) we get
(2=3)f(z) = W˜ (z)=v˜(z); v˜(z)f(z)− W˜ (z) = O(z3);
where
v˜(z) = 1− 4z + 5z2 − 2z3; W˜ (z) =
[−1 + 4z − 4z2 1− 3z + 2z2
−z2 z2
]
:
3. Algebraic properties
We will discuss some algebraic properties of MPTA. Let
g(z) =
∞∑
i=0
dizi; di = (d
(uv)
i )∈Cs×t ; z ∈C
be the reciprocal power series of f(z), where the series satis1es (g(z); f(z)) = (f(z); g(z)) = 1:
By using (3) we have g(z) = f∗(z)=‖f(z)‖2, then g(z) exists if and only if c0 = 0: The matrix
coeJcients di are given by
(d0; c0) = 1;
i∑
j=0
(dj; ci−j) = 0; i¿ 1: (15)
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Property 3.1. Let v∈Pn be a scalar polynomial and let
(n=n)f(z) = (c0v˜(z) + zW˜1(z))=v˜(z) = E˜(z)=v˜(z);
then ((n=n)f(z); (n=n)g(z)) = 1; where
(n=n)g(z) = v˜(z)E˜∗(z)=‖E˜(z)‖2:
Proof. By the de1nition
(n=n)f(z) = E˜(z)=v˜(z) =
n∑
i=0
cizi +O(zn+1):
Let (n=n)g(z) = N˜ (z)=d˜(z). Then we have
(n=n)g(z) = N˜ (z)=d˜(z) =
n∑
i=0
dizi +O(zn+1):
Applying (15) we easily deduce that ((n=n)g(z); (n=n)f(z)) = 1 and
N˜ (z)=d˜(z) = v˜(z)E˜∗(z)=‖E˜(z)‖2:
Property 3.2 (Uniqueness): Let E(z) be a matrix polynomial of degree m and let d(z)∈P be a scalar
polynomial of degree n such that d(0) = 0 and E(z)=d(z)−f(z)=O(zm+1); then E(z)=d(z)=(m=n)f(z)
with the generating polynomial d(z).
The following two properties are the consequences of uniqueness.
Property 3.3. Let f(z)=Ek(z)=dn(z) be a matrix rational function, where Ek(z) is a matrix polyno-
mial of degree k and dn(z)∈P is a scalar polynomial of degree n, then for m¿ k; (m=n)f = f(z)
with the generating polynomial dn(z).
Property 3.4. Let
v˜(z)f(z) =
m∑
k=0
akzk +O(zm+1);
then (m=n)f(z) =
∑m
k=0 akz
k=v˜(z):
Property 3.5 (Compact formula): Let A= (aij) be a n× n matrix with
aij = (ci−1; ((1− xz)xi+j−2)); ci = 0; i = n; n+ 1; : : : ; 2n− 1
and let
'˜ = ('1; '2; : : : ; 'n); 'i = (ci; 
(
xi−1
(
1− v(x)
v(z−1)
))
;
(˜= ((1; (2; : : : ; (n); (i = (xi−1); i = 1; 2; : : : ; n;
then
(n− 1=n)f(z) = (˜(; A−1'˜): (16)
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Proof. From the de1nition we have
(n− 1=n)f(z) = 1v(z−1)
(
v(z−1)− v(x)
1− xz
)
:
It is easy to 1nd that ((v(z−1)− v(x))=(1− xz))=v(z−1) is a scalar polynomial with respect to x of
degree n− 1. It can be written as
1
v(z−1)
(
v(z−1)− v(x)
1− xz
)
= g0 + g1x + · · ·+ gn−1xn−1 (17)
and we get that
(n− 1=n)f(z) = g0(1) + g1(x) + · · ·+ gn−1(xn−1): (18)
For i = 0; 1; : : : ; n− 1 we obtain from (17) and (18) that
(xi
(
1− v(x)
v(z−1)
)
= (xi(1− xz)(g0 + g1x + · · ·+ gn−1xn−1)): (19)
Forming the scalar product of both sides of (19) with c0; c1; : : : ; cn−1, respectively and using the
conditions ci = 0; i = n; n+ 1; : : : ; 2n− 1; we deduce the matrix equation as follows:

(c0; c0 − c1z) (c0; c1 − c2z) · · · (c0; cn−2 − cn−1z) (c0; cn−1)
(c1; c1 − c2z) (c1; c2 − c3z) · · · (c1; cn−1) 0
· · · · · · · · · · · · · · ·
(cn−1; cn−1) 0 · · · 0 0




g0
g1
...
gn−1


=


(c0; (1− v(x)=v(z−1))
(c0; (x(1− v(x)=v(z−1)))
· · ·
(cn−1; (xn−1(1− v(x)=v(z−1)))

 : (20)
Thus (16) is proved by solving system (20) and using (18).
Example 3.6. From Example 2.5, (n− 1=n)f(z) = W˜ (z)=v˜(z); where v(z) = z2 − 2z+ 4: By (20) we
get, [
g0
g1
]
=
[
(c0; c0 − c1z) (c0; c1)
(c1; c1) 0
]−1 [
(c0; 2c1z2 + c0(1− 2z)
(c1; (1− 2z)c1)
]/
v˜(z);
=
[
1− 2z
z
]/
v˜(z);
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so we have
(1=2)f(z) = g0(1) + g1(x) = g0c0 + g1c1
=
[
2z − 1 1− z
0 0
]/
4z2 − 2z + 1 = W˜ (z)=v˜(z):
Property 3.7 (Error formula): Let v˜(0) = 0, then
(i) f(z)− (n− 1=n)f(z) = znv˜(z) 
(
v(x)
1−xz
)
; and
(ii) f(z)− (m=n)f(z) = zm+1v˜(z) (m−n+1)
(
v(x)
1−xz
)
:
Proof. We only prove (i). Note that  is a generalized linear functional on P, only acting on x.
From (7) and (8) we deduce that
W˜ (z) = zn−1W (z−1) = zn−1
(
zv(z−1)− zv(x)
1− xz
)
=
(
znv(z−1)− znv(x)
1− xz
)
= v˜(z)f(z)− zn
(
v(x)
1− xz
)
;
then (i) holds by using the uniqueness (Property 3.2).
4. Orthogonal polynomials and determinant formulas
From the error formula (i) we obtain that
f(z)− (n− 1=n)f(z) = z
n
v˜(z)

(
v(x)
1− xz
)
=
zn
v˜(z)
((v) + (xv)z + (x2v)z2 + · · ·): (21)
We indicate that the generating polynomial v depends on n + 1 arbitrary constants, however, (n −
1=n)f(z) does not change if v is replaced by )v with constant ). It implies that (n−1=n)f(z) depends
on n arbitrary constants. So we assume
(xkv(x)) = 0; k = 0; 1; : : : ; n− 1: (22)
Denition 4.1. v(x) in (22) is called an orthogonal polynomial with respect to the generalized linear
functional  and (n− 1=n)f(z) in (21) is also called an MPTA for the given power series (4) when
(22) is satis1ed.
From (22) we have
(xkv(x)) =
n∑
i=0
bici+k = 0; k = 0; 1; : : : ; n− 1: (23)
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Let bn = 1 in (23), then it follows that
n−1∑
i=0
ci+kbi =−ck+n; k = 0; 1; : : : ; n− 1: (24)
Forming the scalar product of both sides of (24) with c0; c1; : : : ; cn−1, respectively, we get
n−1∑
i=0
(ci+k ; ck)bi =−(ck ; ck+n); k = 0; 1; : : : ; n− 1: (25)
Denote
Hn(c0) =


(c0; c0) (c0; c1) · · · (c0; cn−1)
(c1; c1) (c1; c2) · · · (c1; cn)
· · · · · · · · · · · ·
(cn−1; cn−1) (cn−1; cn) · · · (cn−1; c2n−2)

 (26)
and call det{Hn(c0)} the Hankel determinant of f(z) with respect to the coeJcients c0; c1; : : : ; cn−1.
The solution of Eq. (25) exists and is unique if det{Hn(c0)} = 0. From Eq. (25) along with (6) we
acquire that the determinant of the generating function is
v(z) = det
[
Hn(c0) *˜
+˜T zn
]/
detHn(c0); (27)
where
*˜= ((c0; cn); (c1; cn+1); : : : ; (cn−1; c2n−1))T; +˜T = (1; z; : : : ; zn−1):
Note that det{Hn(c0)} = 0 means that v˜(0) = 0: In fact, we have shown the following result.
Theorem 4.2. Let det{Hn(c0)} = 0, then
(n− 1=n)f(z) = W˜ (z)=v˜(z); (28)
where the generating polynomial v(z) is given by (27), W˜ (z) and v˜(z) are given by (8), respectively.
Similarly, we also deduce from the error formula (ii) that
f(z)− (m=n)f(z) = z
m+1
v˜(z)
(m−n+1)
(
v(x)
1− xz
)
=
zm+1
v˜(z)
((m−n+1)(v) + (m−n+1)(xv)z + (m−n+1)(x2v)z2 + · · ·): (29)
According to (29) we assume
(m−n+1)(xkv(x)) = 0; k = 0; 1; : : : ; n− 1
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and from (26) let the Hankel determinant of f(z) with respect to the coe:cients cm−n+1; cm−n+2; : : : ;
cm+n+1 be det{Hn(cm−n+1)}; where
Hn(cm−n+1) =


(cm−n+1; cm−n+1) (cm−n+1; cm−n+2) · · · (cm−n+1; cm)
(cm−n+2; cm−n+2) (cm−n+2; cm−n+3) · · · (cm−n+2; cm+1)
· · · · · · · · · · · ·
(cm; cm) (cm; cm+1) · · · (cm; cm+n−1)

 :
Theorem 4.3. Let det{Hn(cm−n+1)} = 0; then
(m=n)f(z) = Pmn(z)=qmn(z);
where
Pmn(z) = det


Hn(cm−n+1) -˜
.˜T
m∑
i=0
cizi

 ; qmn(z) = det
[
Hn(cm−n+1) -˜
/˜T 1
]
(30)
with
-˜= ((cm−n+1; cm); (cm−n+2; cm+1); : : : ; (cm; cm+n))T;
.˜T =
(
m∑
i=n
ci−nzi;
m∑
i=n−1
ci−n+1zi; : : : ;
m∑
i=1
ci−1zi
)
;
/˜T = (zn; zn−1; : : : ; z):
Proof. The proof of qmn(z) in (30) is similar to (27), so we only prove Pmn(z) in (30). Expanding
v˜(z)f(z) we 1nd that
v˜(z)f(z) = a0 + a1z + · · ·+ amzm +O(zm+1)
=(b0 + b1z + · · ·+ bnzn)
(
m∑
i=0
cizi
)
+O(zm+1)
and deduce that
P(z) = b0c0 + (b0c1 + b1c0)z + · · ·+ (b0cm + b1cm−1 + · · ·+ bncm−n)zm
=
(
m∑
i=0
cizi
)
b0 +
(
m∑
i=1
ci−1zi
)
b1 + · · ·+
(
m∑
i=n
ci−nzi
)
bn: (31)
Thus, the determinant formula of Pmn(z) in (30) is proved by applying the determinant formula of
qmn(z) in (31).
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Example 4.4. Seek (3=2)f(z) for
eAz =
[
1 0
0 1
]
+
[
0 1
0 −2
]
z +
[
0 −1
0 2
]
z2
+
[
0 23
0 − 43
]
z3 +
[
0 − 13
0 23
]
z4 +
[
0 215
0 − 415
]
z5 + · · · ;
where
A=
[
0 1
0 −2
]
:
Solution: Here det{H2(c2)}= 50=27 = 0: We get
q32(z) =
10
27
(z2 + 4z + 5); P32(z) =
10
27
[
z2 + 4z + 5 13z
3 − z2 + 5z
0 − 23z3 + 3z2 − 6z + 5
]
:
It is veri1ed that q32(z)f(z)− P32(z) = O(z4):
5. Directional matrix Pade-type approximants
In [6] Graves-Morris de1ned directional vector Pad&e approximants by means of the inner product
of vectors and treated the matrix-valued Pad&e approximants as a case of vector-valued Pad&e-type
approximants. In this section we shall apply our method to directional matrix Pad&e-type approximants
(DMPA’s) following the same ideas as in the vector case. For the given matrix series (4) a formal
directional matrix Pad&e-type approximation problem is that we seek a scalar denominator polynomial
q(NM)(z) and a matrix numerator polynomial P(NM)(z) such that
deg{(wk; P(NM)(z))}6N − mk; k = 1; 2; : : : ; kl; (32)
deg
{
q(NM)(z))
}
6M =
kl∑
k=1
mk; (33)
q(NM)(z)f(z)− P(NM)(z) = O(zN+1) ; (34)
where w(k); k = 1; 2; : : : ; kl is a set of linearly independent s × t matrices and a given multiplicity
mk is associated with each matrix w(k). The total multiplicity is M and it may not exceed N . De1ne
L= N −M:
Denition 5.1. P(NM)(z)=q(NM)(z) is called a DMPA for the given power series (4) with w(k); k =
1; 2; : : : ; kl if it satis1es the restrict conditions (32)–(34) and is denoted by (n=m)f;w(z).
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De1ne block matrices C(j); j = 1; 2; : : : ; M by
C(1) = (cN ; cN−1; : : : ; cL);
C(2) = (cN−1; cN−2; : : : ; cL−1); : : : ;
C(M) = (cL+1; cL; : : : ; cL−M+1)
with the usual de1nition that c(j)=0 if j¡ 0. Note that the elements ci; i=L−M+1; L−M+2; : : : ; N
above are the coeJcients of the given matrix series (4). De1ne the vector d˜(i) to be the elements
of != {d˜(i); i = 1; 2; : : : ; M}; so that vector d˜(i) is expressible as
d˜(i) = ((cN−ji+1; w
(ki)); (cN−ji ; w
(ki)); : : : ; (cL−ji+1; w
(ki)))T (35)
for some indices kl with 16 ki6 kl and ji with 16 ji6mki :
Let
q(NM)(z) = det


1 d(1)1 d
(2)
1 · · · d(M)1
z d(1)2 d
(2)
2 · · · d(M)2
· · · · · · · · · · · · · · ·
zM d(1)M+1 d
(2)
M+1 · · · d(M)M+1


(36)
and let
P(NM)(z) = det


N∑
i=0
cizi d
(1)
1 d
(2)
1 · · · d(M)1
N−1∑
i=0
cizi+1 d
(1)
2 d
(2)
2 · · · d(M)2
· · · · · · · · · · · · · · ·
L∑
i=0
cizi+M d
(1)
M+1 d
(2)
M+1 · · · d(M)M+1


: (37)
Theorem 5.2. Let w(k); k = 1; 2; : : : ; kl be a set of linearly independent s × t matrices and let a
given multiplicity mk be associated with each matrix w(k). If q(NM)(0) = 0 in (36), then
(n=m)f;w(z) = P(NM)(z)=q(NM)(z):
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Proof. It is easily found from (36) that deg{q(NM)(z)}6M . According to
(w(k); P(NM)(z)) = det


(
w(k);
N∑
i=0
cizi
)
d(1)1 d
(2)
1 · · · d(M)1
(
w(k);
N−1∑
i=0
cizi+1
)
d(1)2 d
(2)
2 · · · d(M)2
· · · · · · · · · · · · · · ·(
w(k);
L∑
i=0
cizi+M
)
d(1)M+1 d
(2)
M+1 · · · d(M)M+1


(38)
and (35) we have
deg{(w(k); P(NM)(z))}6N − mk; k = 1; 2; : : : ; kl:
On the basis of above result and (38), for the given power series (4) we deduce that
(w(k); q(NM)(z)f(z)− P(NM)(z))
=q(NM)(z)
(
w(k);
∞∑
i=0
cizi
)
− (w(k); P(NM)(z))
=det


(
w(k);
∞∑
i=0
cizi
)
d(1)1 d
(2)
1 · · · d(M)1
z
(
w(k);
∞∑
i=0
cizi
)
d(1)2 d
(2)
2 · · · d(M)2
· · · · · · · · · · · · · · ·
zM
(
w(k);
∞∑
i=0
cizi
)
d(1)M+1 d
(2)
M+1 · · · d(M)M+1


− (w(k); P(NM)(z))
=det


(
w(k);
∞∑
i=N+1
cizi
)
d(1)1 d
(2)
1 · · · d(M)1
(
w(k);
∞∑
i=N
cizi+1
)
d(1)2 d
(2)
2 · · · d(M)2
· · · · · · · · · · · · · · ·(
w(k);
∞∑
i=L+1
cizi+M
)
d(1)M+1 d
(2)
M+1 · · · d(M)M+1


: (39)
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By (39), (38) and known result (32) we prove that
q(NM)(z)
∞∑
i=0
cizi − P(NM)(z) = O(zN+1):
Then (n=m)f;w(z) = P(NM)(z)=q(NM)(z) since q(NM)(0) = 0:
Example 5.3. Let f(z) be given by Example 2.5 and let N =4; M =3 then L=1. Find (4=3)f;w(z)
for
w(1) =
[
1 0
0 0
]
; w(2) =
[
0 1
0 0
]
; w(3) =
[
0 0
1 0
]
with m1 = m2 = m3 = 1.
Solution: By (36) and (37) we get
q(43)(z) = det


1 (c4; w(1)) (c4; w(2)) (c4; w(3))
z (c3; w(1)) (c3; w(2)) (c3; w(3))
z2 (c2; w(1)) (c2; w(2)) (c2; w(3))
z3 (c1; w(1)) (c1; w(2)) (c1; w(3))

=−z
3 + z2 − 2z + 1;
P(43)(z) = det


4∑
i=0
cizi (c4; w(1)) (c4; w(2)) (c4; w(3))
3∑
i=0
cizi+1 (c3; w(1)) (c3; w(2)) (c3; w(3))
2∑
i=0
cizi+2 (c2; w(1)) (c2; w(2)) (c2; w(3))
1∑
i=0
cizi+3 (c1; w(1)) (c1; w(2)) (c1; w(3))


=
[
2z − 1 −z + 1
2z3 − z2 −z3 + z2
]
:
We verify that
(i) deg{(w(1); P(43)(z))}= 1¡ 3; deg{(w(2); P(43)(z))}= 1¡ 3; deg{(w(3); P(43)(z))}= 3;
(ii) deg{q(43)}= 3; deg{P(43)}= 3;
(iii) q(43)(z)f(z)− P(43)(z) = O(z5):
Remark 5.4. Note that (4=3)f;w(z) = P(43)(z)=q(43)(z) in Example 5.3 is the same as (3=3)f(z) =
P33(z)=v˜(z) in Example 2.5, where the generating function v(z) = z3q(43)(z−1). At the same time,
P(43)(z)=q(43)(z) is the same as P[5=4](z)=q[5=4](z) for directional vector Pad&e approximants in [6].
C. Gu / Journal of Computational and Applied Mathematics 164–165 (2004) 365–385 383
6. Multivariable system reduction via modal methods and MPTA
In the analysis and synthesis of a high degree multivariable system, it is often necessary to compute
a low degree model so that it may be used for an analogue or digital simulation of the system. For
the reduction of a high degree multivariable system, Shieh and Wei introduced a mixed approach
combining the dominant-eigenvalues with the continued fraction method in [12], Shamash proposed
a mixed approach combining the dominant-eigenvalues with Pad&e approximation method in [11]. We
will show that above two methods actually are the particular case of the MPTA method when it is
applied to multivariable system reduction.
Let the high-order system be described by the transfer function matrix
G(s) = P(s)=q(s) =
n∑
j=1
p2; js j−1
/
n+1∑
j=1
qjsj−1 ; (40)
where P(s) is an (×' polynomial matrix with p2j=(p(uv)2j )∈C(×' and q(s) is a scalar polynomial.
The method of Shieh and Wei consists of expanding G(s), assuming (= ', into a matrix continued
fraction of the form
G(s) =

h1 +

h2 1s +
[
h3 +
[
h4
1
s
+ [ · · · ]−1
]−1]−1
−1
 ;
where the hi; i=1; 2; : : : ; 2k; k6 n are matrix quotients which are obtained by the use of the Routh
algorithm formed from the matrices p2; j and p1; j = qjI as follows:
pi;j = pi−2; j+1 − hi−2pi−1; j+1; i = 3; 4; : : : ; j = 1; 2; : : : ;
hi = pi;1(pi+1;1)−1; i = 1; 2; : : : ; 2k; k6 n; detpi+1;1 = 0: (41)
When the matrix coeJcients p1; j in (40) and (41) and the matrix quotients hi in (41) are given,
the matrix coeJcients p2; j in (40) and (41) can be evaluated by the following new matrix Routh
algorithm:
pi+1;1 = (hi)−1pi;1; i = 1; 2; : : : ; l; l6 n;
pi+1; j+1 = (hi)−1[pi;j+1 − pi+2; j]; i = 1; 2; : : : ; l− j; j = 1; 2; : : : ; l− 1; p1; l+1 = I; (42)
where l is the degree of reduced model.
Reduction method 6.1 (Shieh and Wei): Step 1: Determine the dominant eigenvalues from q(s)=0.
The new common denominator polynomial of a reduced model is
+(s) = (s− )1)(s− )2) · · · (s− )l) =
l+1∑
j=1
bjsj−1; bl+1 = 1;
p1; j = bjI; j = 1; 2; : : : ; l;
where l is the degree of reduced model and p1; l+1 = I:
Step 2: Evaluate hi; i = 1; 2; : : : ; l; by the algorithm shown in (41).
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Step 3: Again apply the algorithm of (42) to evaluate p2; j ; j = 1; 2; : : : ; l: The reduced model is
R1(s) =

 l∑
j=1
p2; jsj−1

/ +(s):
Reduction method 6.2 (Shamash): Let the reduced model be given by
R2(s) = e(s)=+(s) =
l∑
j=1
ejs j−1
/
l+1∑
j=1
bjsj−1; bl+1 = 1;
the ei are (× ' constant matrices.
Step 1 is the same as method 6.1.
Step 2: Expand G(s) into a power series expansion of the form
G(s) =
∞∑
i=0
disi; (43)
where di; i = 0; 1; : : : ; are (× ' constant matrices which satisfy the relation
di =

p2; i − i−1∑
j=0
qi−jdj

/ q0; d−1 = 0:
Step 3: Let the ej; j = 0; 1; : : : ; l be chosen such that R2(s) is to agree with (44) as far as the
term in sl−1. Thus equating coeJcients we get
ej = b1dj−1 + b2dj−2 + · · ·+ bjd0; j = 0; 1; : : : ; l:
Reduction method 6.3 (MPTA): Let the dominant eigenvalues be solved from q(s) = 0.
Steps 1 and 2: Are the same as method 6.2.
Step 3: Let v˜(s) = +(s) =
∑l+1
j=1 bjs
j−1; bl+1 = 1, construct
W (s) = 
(
v(x)− v(s)
x − s
)
:
The reduced model is
R3(s) = (l− 1=l)G(s) = W˜ (s)=v˜(s)
with W˜ (s) = sl−1W (s−1).
Remark 6.4. It is seen that this is the same as the reduced model derived in the above three methods,
taking into account numerical round-o@ errors. However, when we do not solve out the eigenvalues
of the transfer functions, above three methods are defeated. It is often occured for the reduction
problems of a high-degree multivariable system. By using the information (the coeJcients of the
power series (43) and the determinant formulas (28) or (30) of MPTA), the reduction method in
the paper can obtain the denominator polynomials of the reduced model without solving out the
eigenvalues of the transfer functions.
C. Gu / Journal of Computational and Applied Mathematics 164–165 (2004) 365–385 385
Reduction method 6.5 (MPTA): Let the dominant eigenvalues not be solved from q(s) = 0.
Step 1: Expand G(s) into a power series expansion of the form as (43).
Step 2: Determine the degree of reduced model l. Using the coeJcients c0; c1; : : : ; c2l−1 of (43)
construct W˜ (z)=v˜(z) in (28). Then the reduced model is
R4(s) = (l− 1=l)G(s) = W˜ (s)=v˜(s):
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