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The interaction of light and gas and particle phase species plays an important role in 
climate change. Incoherent Broadband Cavity-Enhanced Absorbed Spectroscopy 
(IBBCEAS) was used to measure the gas phase absorption cross section of a number 
of atmospherically-relevant species and to investigate the optical properties. The 
investigated spectral region extended from 325 to 420 nm. 
Gas phase absorption cross section spectra of biacetyl, 1-nitronaphthalene, 2-
nitrophenol, acetaldehyde and acenaphthylene were measured. The gas phase 
spectra of 1-nitronaphthalene and acenaphthylene have not previously been 
reported, while the 2-nitrophenol and acetaldehyde absorption cross sections 
agreed closely with previous literature values. In addition, the absorption of water 
in the near-UV region was also investigated. In contrast to a recently report, no 
water vapour absorption was seen; however, upper limits were established for the 
water absorption cross section at a resolution of 0.5 nm. 
The optical properties of secondary organic aerosols (SOA) formed by ozonolysis of 
α-pinene were studied. The refractive index values for α-pinene/O3 SOA ranged 
from 1.40 at 410 nm to 1.43 at 320 nm, and are broadly consistent with previously 
reported values. The VOC precursor concentration, relative humidity, and the 
extent of oxidation were all found to affect the refractive index values.  
SOA formed from photochemical reaction of 2-NP was investigated. Nitro-aromatic 
SOA has been proposed to have a large impact on the UV irradiance in urban areas. 
The 2-NP loss rate followed second order kinetics which indicated that photolysis 
was not the only loss mechanism; this finding provided evidence for a proposed 
mechanism. Addition of acetaldehyde to the reaction suppressed particle 
formation. Off-line UV/Vis absorption measurements showed that SOA absorption 
increased towards shorter wavelengths, as is typical of brown carbon. The mass 
absorption coefficient and imaginary part of the complex refractive index indicate 






1.1. The atmosphere 
The atmosphere is the thin layer of gas that surrounds Earth. It is a mixture of 
different gases, predominantly nitrogen and oxygen which respectively comprise  
78 % and 21 % (by volume) of a dry atmosphere. The concentration of these two 
gases is controlled by geological and biological activity, and human activity has little 
impact on them. The remaining gases include argon, carbon dioxide (CO2), water 
vapour and a large number of trace gases. The concentration of water vapour varies 
from 0 to 4 % depending on the location, the concentration of argon is 1.28 % while 
that of CO2 is currently around 0.04 % (1-3). CO2 has been, and continues to be, 
strongly influenced by human activities, primarily combustion. 
The atmosphere extends to over 500 km above the surface of the Earth and can be 
divided into four distinct regions. These are the troposphere, the stratosphere, the 
mesosphere and the thermosphere (sometimes called the ionosphere). These 
layers extend from 0-15 km, 15-50 km, 50-85 km and 85-500 km above the surface 
of the earth respectively, and have characteristic thermal properties. Figure 1.1 
shows the temperature change in each of the layers of the atmosphere. As the 
altitude increases above Earth’s surface, the temperature decreases continuously 
for the lowest 10-15 km. The lower atmosphere is heated by the earth’s surface, 
which is heated by incoming solar radiation. As a result, the temperature decreases 
as the altitude increases (4). Above the tropopause, the stratospheric ozone layer 
produces a temperature inversion. Ozone absorbs high energy ultraviolet radiation, 
which heats the surrounding atmosphere. There is much less ozone in the 
mesosphere and, coupled with decreased air pressure, results in another decrease 
in temperature with altitude. In the outermost atmosphere, absorption of solar 
x-rays by molecules produces another temperature increase in the thermosphere.  
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Temperature is not the only difference between the atmosphere’s regions: they are 
also characterised by substantial differences in chemical composition, density and 
transport characteristics. The residence time of molecules in each layer help to 
dictate the composition of the layers. Most of the mass of the atmosphere is 
contained in the lower atmosphere, and the troposphere contains 85 % of the total 
atmospheric mass (5). The turbulent mixing and constant change in the 
troposphere is indicated in its etymology: ‘tropos’ is the Greek word for change. The 
focus of this work is on how the constituents of the troposphere interact with solar 
radiation. To address this question, it is first necessary to understand the spectrum 
of the Sun. 
 
Figure 1.1 Altitude and temperature profile of the different layers of the atmosphere showing the 
thermal characteristics of each region (Adapted from (6)). 
 
1.2. The Solar Spectrum 
The sun has a major impact on the chemical composition of each region of the 
atmosphere, and the interaction of solar radiation with atmospheric molecules 
initiates most atmospheric chemistry processes either directly or indirectly. Figure 
1.2 shows the solar radiation spectrum at different altitudes in the earth’s 
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atmosphere. The maximum intensity occurs at 550 nm and the top of the 
atmosphere (TOA) irradiance is about 1360 W m-2 (7). The solar radiation at sea 
level is lower than at the TOA owing to the absorption and scattering of gases and 
particles. Absorption by atmospheric gases, such as O2, O3 and H2O lead to the 
sharp drops in the solar radiation spectrum at sea-level shown in Figure 1.2. 
Different atmospheric constituents have different impacts on solar radiation. Some 
constituents cause decreases over broad spectral ranges while others have strongly 
structured spectra. What happens to this light between the outer atmosphere and 
the surface of the earth is of major interest to atmospheric chemists and climate 
scientists. 
 
Figure 1.2 Solar radiation spectrum at the top of the atmosphere (TOA) and at sea level. The 
difference between the two spectra is caused by atmospheric extinction. For comparison, the 






1.3. Tropospheric composition 
The large number of chemical species present in the troposphere can exist as either 
gases or particles. Gases range from naturally occurring gases like N2, to 
anthropogenic compounds such as chlorofluorocarbons (CFC) (9). Greenhouse 
gases are a particularly important group of gases because they trap more solar 
energy in the atmosphere than the much more abundant gases N2 and O2. They 
heat the earth to much higher levels than would otherwise be possible. These 
greenhouse gases raise the average temperature of the Earth by 30 K (10). Even 
very small amounts of these species can have an impact on the climate. Trace gases 
play an important role in the atmosphere, even though they may occur at mixing 
ratios ranging from parts-per-million (ppm) to parts-per-trillion (ppt) (11). 
1.3.1. Trace gases 
Trace gases may be inorganic or organic species and arise from diverse sources. 
Bromine and chlorine, for example, are emitted from the oceans, volcanoes, and 
biomass burning. These species react with ozone to form BrO and ClO (12). ClO and 
BrO act as catalysts in the removal of ozone through the ClOx and BrOx cycles (13). 
The combustion of biomass and fossil fuels are a large source of trace gases (14; 
15). These combustion emissions can include CO2, NOx and NH3 (16). There has been 
an increase in levels of CO2 in the atmosphere. Fossil fuel burning is the largest 
contributor to CO2, followed by industrial processes and land use changes (17). 
Nitrous oxide is emitted from a number of biogenic sources, such as tropical soil 
which is its largest emission source, and anthropogenic sources, primarily fossil fuel 
burning and agriculture (18). Methane is estimated to account for up to 20 % of 
radiative forcing linked to human greenhouse gas (19). Emissions from wetlands 
account for a large proportion of CH4 in the atmosphere (20). Fossil fuel burning 
and animal husbandry account for almost 60 % of the anthropogenic emissions of 
methane, with the remainder coming from landfills (16 %), biomass burning (11 %), 
paddy fields (9 %) and biofuels (4 %) (20). Sulphur plays an important role in the 
formation and growth of aerosol particles. It is emitted from both anthropogenic 
and biogenic sources. Biogenic sources for various sulphur gases include oceanic 
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surface water, wetlands, soil, volcanic activity and vegetation, although vegetation 
is the largest sulphur sink (21). Fuel combustion and industrial activity account for 
the majority of anthropogenic sulphur species. Fuel combustion accounted for 80 % 
of anthropogenic sulphur dioxide emissions in the United States, 17.9 % was 
attributed to industrial activity while the remaining 2 % was from transportation 
(22). In the Northern Hemisphere anthropogenic sources account for over 80 % of 
sulphur emissions (23). The oxidation of sulphur gases in the atmosphere lead to 
the formation of sulphate species. These sulphates can also be emitted from sea 
spray, soil dust etc. Volatile organic compounds (VOCs) are high vapour pressure 
organic species. They can become further oxidised in the atmosphere and this can 
lead to particle formation. The global annual VOC flux has been estimated at 1150 
Tg C yr-1. Isoprene is the largest contributor to VOCs in the atmosphere, accounting 
for 44 %. The remainder consists of monoterpenes (11 %), reactive VOCs (22.5 %) 
and other VOCs (22.5 %). Biogenic emissions of VOCs exceed anthropogenic 
sources. Woodlands account for 75 % of global isoprene and monoterpenes and   
66 % of other VOCs. Crop land, shrubs and oceans account for the remainder of 
biogenic emission sources (24). Anthropogenic sources include transportation, 
landfills and industrial activity (25). 
1.3.2. Aerosols 
In addition to gases, the atmosphere contains large amounts of particulate matter, 
or aerosols. Aerosols are a suspension of solid or liquid particles in a gas. These 
particles span a size range from 0.002 to 100 µm, i.e. five orders of magnitude (26). 
The lower limit of this size range is only an approximation because there is no fine 
line over which a small cluster of molecules becomes a particle. Size and mass, as 
well as chemical composition and particle morphology, are all important 
characteristics of particles and influence how a particle can interact with other 
species in the atmosphere and with incoming solar or outgoing terrestrial radiation.  
The size of particles has been described as the most important factor in terms of 
their effect in the atmosphere (26). Particles are generally divided into coarse 
particles, which have diameters greater than 2.5 µm, and fine particles, with 
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diameters below 2.5 µm. Fine particles can be further subdivided into the 
accumulation range (0.08 to 1-2 µm) and the Aitken nuclei range (0.01 to 0.08 µm). 
Furthermore, particles with diameters below 0.01 µm are often referred to as 
ultrafine or nucleation mode particles, Figure 1.3. These nucleation mode particles 
occur in the greatest number in the atmosphere and mostly consist of sulphate, 
nitrates, and organic compounds (27). The size of the particles affects their 
residence time in the atmosphere. Nucleation mode particles typically have very 
short residence times due to fast coagulation processes. This agglomeration of 
nucleation mode particles results in their growth into Aitken mode particles (28). 
Like nucleation mode particles, Aitken mode particles have short lifetimes, on the 
order of minutes. These particles can grow into the accumulation mode either 
through self-coagulation or through agglomeration into larger particles (26). Coarse 
particles cannot stay in suspension for long, as they require strong air currents to 
remain in the air to overcome gravitational settling. Measurements have found 
significant atmospheric lifetime differences based on particle sizes for silt particles. 
Particles of 1.5 µm have a lifetime of 179 hours while those of 8 µm have only a 28 
hour lifetime (29). Conversely, very small particles coagulate rapidly to form larger 
particles. For this reason, the size range that is most important for atmospheric 
chemistry is 0.002 to 10 µm. Particles in the accumulation mode account for 
approximately 5 % of the total number of particles but up to 50 % of the total mass. 
These are generally removed by rainout, when these ultrafine particles are 
scavenged by rain water and fall to the earth as precipitation (30). Fine particulates 
account for a large percentage of total particle number and mass, with 
contributions of up to 30 % in non-urban and 50 % in urban environments (26). 
Aerosols in the atmosphere can be categorised as either being directly emitted 
particles (primary emissions), or as secondary aerosols, which are formed in the 
atmosphere from processing of condensable gases. Emission sources for primary 
particles can be anthropogenic or biogenic. Anthropogenic sources include vehicle 
emissions, waste incineration, home heating, industrial activity and shipping (31-
34). Natural sources include volcanic activity, sea salt and wind-blown mineral dust 
(35; 36). Bioaerosols also contribute to primary aerosols and may arise from 
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bacteria, fungi, viruses, as well as organic debris (37; 38). The interaction of wind on 
continental land masses or ocean surfaces is the most important natural source of 
primary aerosols, and mineral dust is one of the largest contributors to particulate 
matter in the atmosphere (39). 
 
 
Figure 1.3 Schematic of the size distribution of atmospheric particles (Taken from(27)). 
 
Gas phase species in the atmosphere can undergo continuous chemical reactions. If 
this processing produces sufficiently low vapour pressure species, the gases will 
begin to form particles. These are known as secondary aerosols. An example of this 
is the formation of ammonium sulphate. Ammonia is released as a gas from 
agricultural sources throughout the world (40). It reacts with sulphuric acid to form 




NH3 + H2SO4  →  NH4HSO4  (R 1.1) 
2NH3 +  H2SO4 →  (NH4)2SO4   (R 1.2) 
 
This process results in particles from 0.1 to 1 µm (41). Sulphate particles constitute 
a large percentage of secondary particles in the atmosphere (37 %). Other 
components of fine aerosols include organic carbon (24 %), ammonium (11 %), 
elementary carbon (5 %), nitrates (4 %) and others (19 %), as shown in Figure 1.4 
(42). Organic carbon is also a major component of fine aerosol and depends 
strongly on location. It has been estimated that 20 to 50 % of the fine aerosol mass 
at continental mid latitudes and up to 90 % in tropical forested areas is due to 
organic material (43-45). Secondary organic aerosols (SOA), which result from the 
oxidation of volatile organic compounds (VOCs), account for a large portion of the 
organic carbon (46; 47). For this reason, they have been the focus of a large number 
of studies. Aromatic hydrocarbons, cycloalkanes and cyclic alkenes can all be 
oxidised to form secondary organic aerosols (SOAs) (48; 49). The type of SOA varies 
depending on location. Biogenic SOA estimates are in the order of 12 to 70 Tg yr-1  
and arise from the processing of biogenic VOCs (BVOCs) (50). Isoprene, terpenes 
and sesquiterpenes are the BVOCs that are most prevalent in rural environments 
due to emission from vegetation. Oxidation is one of the primary reaction routes 
for unsaturated compounds such as monoterpenes (51). For example, 80 % of 
atmospheric losses of α-pinene are due to reaction with ozone (52). 
With such a vast and varied collection of gases and particulate matter in the 
atmosphere, there will inevitably be interactions between these species and light. 
Any compound that affects the light balance has a potential impact on 










 Nitrate 4 %
 Ammonium 11 %
 Organic carbon 24 %
 Elementary carbon 5 %
 Other 19 %
 Sulphate 37 %
 
Figure 1.4 Composition of fine aerosol particulates over continental land masses. (Adapted from 
(42)). 
 
1.4. Extinction: Scattering and absorption 
As light passes though the atmosphere, it interacts with both gases and particles 
which change the amount of light that reaches the surface of the earth. The Beer-




 =  ε. c. L    (1.1) 
where I0 is the intensity before and I is the intensity after any interactions, L is the 
path length of the light beam (cm), 𝜺 is the molar extinction coefficient                     
(L mol-1 cm-1 ) and c is the concentration (mol L-1). The extinction coefficient is a 
measure of the total light reducing effect of the sample. In the atmosphere, the 
extinction coefficient (bext) is composed of contributions from extinction caused by 
gases and extinction caused by particles. Extinction arises from the two 
contributions of scattering and absorption: 
bext =  bs + babs     (1.2) 
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where bs denotes the extinction arising from scattering and babs denotes that from 
absorption processes.  
When light is scattered, its direction of propagation is altered. Light scattering in 
the atmosphere is generally elastic in nature. This means that the energy, and 
therefore the wavelength of the light, is not affected by the scattering. Although 
inelastic scattering also occurs, for instance, Raman scattering, it is a very weak 
phenomenon and of minor importance in the atmosphere. When an 
electromagnetic wave interacts with a particle or gas, it can induce a dipole 
moment, Figure 1.5. This induced dipole moment is an electromagnetic radiation 
source. The interaction between this electromagnetic source and the incident light 
causes scattering. Scattering depends on the wavelength of the light compared with 
the size of the particle. For species that are much smaller than the wavelength of 
light, Rayleigh scattering dominates, whereas Mie scattering dominates for species 
of comparable size to the wavelength (53). For light in the ultraviolet and visible 
(UV/Vis) region (190-750 nm), Rayleigh scattering relates to species with diameters 
less than 0.03 µm and Mie scattering dominates for particles between 0.03 µm and 
10 µm (26). As gas molecules are very small compared to the wavelengths of light in 
the UV/Vis region (190-750 nm), Rayleigh scattering is prevalent. Rayleigh 
scattering accounts for the blue colour of the sky, because shorter wavelengths are 
scattered much more efficiently than longer wavelengths. Scattering of light by 
particles (Mie scattering) has a major impact on the distribution of light in the 
atmosphere. Studies have shown that particles in the size range of 0.1 to 1 µm have 






Figure 1.5 Schematic depiction of light scattering by an induced moment due to an incident 
electromagnetic wave (Adapted from (56)). 
 
Absorption of light results in annihilation of the photon and transfer of the photon’s 
energy to the absorbing molecule. This energy can alter the rotational, vibrational, 
or electronic energy of the molecule. The energy levels of molecules are quantized 
and it takes a photon of specific energy to cause the increase to a higher energy 
level. The energy difference between two molecular energy levels must match the 
energy of the photon, which is related to its wavelength: 
E =  
hc
λ
      (1.3) 
where E is energy, h is Planck’s constant, c is the speed of light and 𝞴 is the 
wavelength of light. A molecule may have a broad or structured spectrum and each 
species absorbs light in a unique manner. The absorption cross section of a 
molecule characterises the likelihood of the molecule absorbing a photon of a given 
wavelength, and is expressed as the effective area (units of cm2 molecule-1) over 
which a molecule absorbs light. In addition to identifying and quantifying a species, 
the absorption cross section can be used to calculate its photolysis rate when the 
photolysis quantum yield is known. Photolysis can occur when light in the UV/Vis 
region of the spectra has sufficient energy to break chemical bonds in a molecule: 
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A + hυ → products    (R 1.3) 
The rate at which the concentration of compound A decreases is described as 
d[A]
dt
= J[A]     (1.4) 
where J is the photolysis rate coefficient and [A] is the concentration of substance 
A. Photolysis rates depend on the molecular properties of absorption cross section, 
σ, and photodissociation quantum yield, Φ, and on the spectral actinic flux, F. These 
properties are wavelength dependent, and J is the integral of these properties over 
all relevant wavelengths: 
J = ∫ ς(λ, T)Φ(λ, T)F(θ, λ)dλ  (1.5) 
Photolysis quantum yield, in nominal units of molecules photon-1, can be defined as 
the probability that an absorbed photon will cause the molecule to dissociate. 
Actinic flux, in units of photons cm-2s-1, represents the amount of light available to a 
molecule at a point in the atmosphere and includes both direct and indirect light. 
Actinic flux depends on location, season, meteorology, and time of day. It can be 
determined either by direct measurements or by spherically integrating the 
irradiance values. Irradiance is easier to measure directly and there is a method for 
converting it into usable actinic flux values (57). 
The photolysis rate of a species contributes to its overall atmospheric lifetime, 
which is the time taken to reduce its concentration to 1/e of its initial concentration 
(58; 59). The absorption cross sections of a number of atmospheric species, 
particularly those with a relatively low vapour pressure, are either unknown or 
rather uncertain. Chapter 3 of this thesis therefore focuses on determining the 
absorption cross sections of a number of atmospherically-relevant species. 
Visibility 
Light extinction is related to visibility in the atmosphere. Visibility is one of the most 
readily perceived effects of atmospheric constituents on light. The Koschmieder 




     (1.6) 
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where Vr is visibility and bext is the extinction coefficient. The extinction coefficient is 
averaged over the range of visible wavelengths but it is normally measured at 550 
nm. Visibility has been measured in many locations including Central Europe, North 
America and Asia and has been used to estimate atmospheric extinction (61-65). 
The different contributions for scattering and absorption for gases and particles to 
light in the atmosphere have been studied. For example, a monitoring campaign in 
Denver, Colorado determined that Rayleigh scattering by gases and absorption by 
nitrogen dioxide each accounted for 7 % of total extinction. A further 29 % of 
extinction was due to particle absorption with the remaining 64 % attributed to 
scattering by aerosols (66). Extinction by particles was therefore much larger than 
that from gases. Similar contributions to extinction from gases and particles were 
found in California (67). An example of reduced visibility due to light scattering is 
shown in Figure 1.6. 
 
 
Figure 1.6 Reduced visibility in Beijing as a result of extinction of light (68). 
 
Complex Refractive Index 
The absorption and scattering characteristics of particles are governed by their 
complex refractive index. The refractive index (RI) of a material is the ratio of the 






      (1.7) 
where n is the refractive index, c is the speed of light in a vacuum and v is the 
velocity of light in the target medium. RI values are wavelength dependent (69-71). 
If a species also absorbs light, the RI becomes complex in nature and is known as 
the complex refractive index (CRI). The CRI is described by: 
n∗ = n − ik     (1.8) 
where n* is the CRI, n is the real part of the CRI, which is associated with scattering, 
and k is the imaginary component of the CRI, which is associated with absorption. 
The CRI is an important property of a species because it can be used to determine 
its effects on radiative forcing.  
 
1.5. Climate effects 
The radiative balance is a measure of the amount of solar radiation entering and 
exiting the earth’s atmosphere. Any phenomenon that affects this balance is said to 
have a radiative forcing effect, and changes in the radiative balance alter the earth’s 
climate (1; 72; 73). The direct and indirect radiative forcing effects caused by 
tropospheric aerosols, the radiative forcing effects of particulates formed from 
biomass burning events, the radiative forcing of absorbing aerosol species and the 
influence of black carbon on aerosol models have all been reviewed in detail (45; 
74-78). Major contributions to radiative forcing are shown in Figure 1.7. The 
radiative forcing effect of some change can be positive, in which case it has a 
heating effect on the climate, or it can be negative, in which case it has a cooling 
effect. Since 1750, concentration levels of carbon dioxide, methane and nitrous 
oxide have increased (79-83). Due to the increase in concentration of these gases, 
their radiative forcing effects, owing to their absorption of longer wavelength 
radiation, have increased by +1.66, +0.48 and 0.16 Wm-2, respectively (84). These 
compounds have strong, positive radiative forcing effects. They are part of the 




Compared to gases, aerosols generally have a large negative radiative forcing effect 
and result in a net cooling effect on the environment. This is largely due to their 
scattering of light and contribution to cloud formation and albedo. In the latter 
case, particles act as cloud condensation nuclei (CCN), that is, as initial sites for 
condensation of water vapour into cloud droplets. These droplets can affect the 
lifetime, droplet size, and composition of clouds, which are good reflectors of light 
(26; 85-87). The best estimate for the radiative forcing of particles is -0.35 (-0.85 to 
+0.15) W m-2 for the direct effects of absorption and scattering of light. A further      
-0.45 (-1.2 to 0.0) W m-2 has been attributed to the indirect radiative forcing effects 
of particles, that is, to aerosol/cloud interactions (88). The combined aerosol 
radiative forcing effect of atmospheric particles is therefore -0.9 (-1.9 to 0.1) W m-2. 
This has the same magnitude (but opposite sign) as the radiative forcing effects of 
both methane and nitrous oxide. Secondary organic aerosols (SOA) account for a 
portion of these effects, -0.03 (-0.27 to +0.20) W m-2. While the effects for SOA are 
reported to be minor in relation to total aerosol, they have a large uncertainty 
associated with their measurements. There is also a large degree of uncertainty 
associated with the radiative forcing effects of aerosols in general. Between 2005 
and 2011 the total measured anthropogenic radiative forcing effect increased by  
44 % (88). This has been attributed in part to the decrease in estimated forcing by 
aerosols. 
For a long time, the effects of aerosols on radiative forcing were thought to be 
largely negative due to their strong scattering effect. While this is still the case, 
there has been a growing awareness of the importance of aerosol absorption (89-
93). The strongest absorbing component in atmospheric aerosols is black carbon 
(BC) (94). BC is formed during incomplete combustion from sources such as vehicle 
emissions, industrial activity, energy production and residential heating (95). BC 
absorbs solar radiation across a broad spectral range and has a strong, positive 
radiative forcing effect that, per unit mass, is up to 680 times larger than that of 
CO2 (95; 96). As a result, its contribution to radiative forcing is comparable to that of 
CH4 and second only to CO2 (97; 98). Due to the various emission sources, BC 
concentrations are highly variable across the globe (99-105). Besides existing in 
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atmospheric particles, BC also deposits on snow banks, where it darkens the 
surface of the snow. The resulting decrease in albedo produces a higher rate of 
melting of the snow (106). 
 
 
Figure 1.7 IPCC radiative forcing estimates and associated uncertainties in 2013 relative to 1750  
(From (88)). 
 
While BC has been the primary area of study of absorbing atmospheric aerosols, 
recently there has been an increase in interest in other absorbing organic matter in 
particles. The most important of these is brown carbon (BrC), which is sometimes 
referred to as HULIS (humic-like substances) or light absorbing carbonaceous 
matter (LAC) (107). BrC is characterised by a strong increase in light absorption 
from the visible to the UV (107-110). Due to the increased absorption of light at 
shorter wavelengths, Angstrom exponent (AE) values have been used to 
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differentiate between BC and BrC. BC tends to have AE values of 1, whereas BrC can 
have much higher values (111). Angstrom Exponent is a power law which can be 
used to determine the extinction at a given wavelength. This will be discussed in 
greater detail at a later point. The imaginary part of the CRI of BrC also increases 
towards shorter wavelengths. 
BrC may be emitted directly into the atmosphere as a result of biomass burning, 
forest fires, residential solid fuel burning and biogenic sources such as plant debris 
and humic material, and it can also be formed through further processing of gas 
species in the atmosphere to become SOA (112-120). The radiative forcing effect of 
BrC is estimated to range from + 0.1 to + 0.25 W m-2, making it comparable with 
nitrous oxide (96; 121). When BrC was included in some climate models, it changed 
the effect of organic carbon from having a net negative radiative forcing affect to a 
positive effect (121). Slight changes in the imaginary part of the refractive index can 
change the sign of the radiative forcing affect. Bond and Bergstrom reported that 
the simple forcing efficiency, which they describe as direct forcing in watts per 
gram, for a particle with a diameter of 150 nm, at a wavelength of 550 nm, is 
negative if the CRI is 1.55 + 0.05i but positive if it is 1.55 + 0.06i (122). This means 
that species that form BrC can have a potentially large climate effect. Reducing the 
large uncertainty associated with radiative forcing of aerosols is needed to better 
constrain estimates of the earth’s radiative balance. Many studies have measured 
the radiative forcing effects of aerosols (74; 123-125). Direct radiative forcing 
effects are determined using three parameters: the extinction coefficient, the single 
scattering albedo and the scattering phase function (74). The single scattering 
albedo (SSA) is a measure of the ratio of scattering to extinction. A value of unity 
indicates a purely scattering species. The scattering phase function determines the 
angular distribution of scattered radiation (126). 
The models used to calculate radiative forcing can be determined in two ways. 
Models either use direct measurements of spectral, temporal and spatial 
dependencies of all optical properties needed, or they calculate these properties 
based on averaged physical property data from a number of sources. The 
measurement method is the most direct, for example, in the case of the extinction 
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coefficient of humic-like substances with a cavity ring-down spectrometer (127). 
However, the sheer quantity of data needed makes computing the optical 
properties the best approach at present (128). By applying Mie theory to particles 
with a specific refractive index and measured size distribution, these parameters 
can be estimated. Mie theory was developed by Gustav Mie in 1908, although 
essentially the same calculations had been published by Ludvig Lorenz in 1890 (129; 
130). Mie theory provides an analytical solution to Maxwell’s equations for the 
scattering of electromagnetic radiation by particles in terms of an infinite series 
(131; 132). When using Mie theory a number of assumptions are applied to the 
particles, including; they are assumed to be spherical and homogeneous, the 
resulting scattering is elastic and that the optical properties are fully described by 
the complex refractive index. A number of light scattering theories have been set 
forth for particles that are non-spherical in nature, although it is still customary to 
use Mie theory when determining scattering of atmospheric species (53; 133-136). 
The refractive index is an essential pre-requisite for applying Mie theory to model 
radiative forcing. Studies have shown that a change in the refractive index value 
from 1.4 to 1.5 results in a decrease in radiative forcing by 12-19 % in 
non-absorbing aerosols, such as the SOA studied later in this work (89; 137; 138). 
There are a number of different techniques that have been used to measure the 
refractive index and other optical properties of atmospheric particles, as well as the 
absorption cross sections of molecules. These have been described in aerosol 
optical property measurement reviews (139; 140). Some of these techniques will be 
discussed in the following section before introducing incoherent broadband cavity-
enhanced absorption spectroscopy (IBBCEAS), the technique that was primarily 
used in this work. 
 
1.6. Measurement of sample extinction 
Optical spectroscopic techniques are by far the most widely used method of trace 
gas monitoring. This is due to their high sensitivity, wide applicability, and 
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quantitative results. Techniques that incorporate optical spectroscopy make choices 
on the light source and the wavelength range of light, the physical principle of 
detection (absorption or emission), and arrangement of the light path. Trace gas 
and aerosol monitoring techniques include tuneable diode laser spectroscopy, 
photoacoustic spectroscopy, light detection and ranging (LIDAR), laser-induced 
fluorescence (LIF), differential optical spectroscopy (DOAS) and cavity ring-down 
spectroscopy (CRDS) (141-154).  
Measuring the extinction of atmospheric samples is challenging because of the 
extremely low concentrations of atmospheric gases and particles, which in turn give 
rise to small absorption and scattering of gases and particles. The most successful 
approach to this problem is to artificially extend the pathlength of light through the 
sample by using an optical cavity. An optical cavity consists of an arrangement of 
highly reflective mirrors that allows a photon or beam of light to circulate in a 
closed path. The first spectroscopic use of optical cavities was based on cavity 
ring-down spectroscopy (CRDS). In the following, we briefly consider the CRDS 
principle of measurement as it is the forerunner of the method used in this study as 
well as other optical cavity methods. 
CRDS was developed by O’Keefe and Deacon in 1988 (155). A laser pulse is 
introduced into an optical cavity containing a sample. The pulse is reflected 
between a set of highly reflective mirrors, which extends the pathlength of the light 
in the cavity. A small fraction of the pulse is lost through the mirrors after each 
pass. Depending on the reflectivity of the mirrors used, a cavity of 1 m in length 
could have an effective pathlength of tens of kilometres. The extended pathlength 
allows for much more sensitive measurements than single pass instruments (156; 
157). Moreover, it is the rate of change of intensity that is monitored in CRDS, so 
the measurements are independent of the initial intensity (158). This improves 
sensitivity as light source variability is unimportant; such fluctuations in source 
intensity often limit the sensitivity of absorption techniques (159). The CRDS pulse 






     (1.9) 
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where I(t) is the intensity at a given time, t is time, and τ0 is the “ring-down” time, 
which is the characteristic time it takes the intensity to fall to 1/e of its initial 
intensity, I0. For a sample with negligible extinction, the only losses are due to light 
exiting the mirrors during each pass. When an absorbing species is present there 






    (1.10) 
where τ is the ring-down time in the sample filled cavity, α is the absorption 
coefficient and c is the speed of light. The absorption coefficient can be then 








      (1.11) 
By taking these measurements at different wavelengths a spectrum can be 
recorded. However, this approach has the disadvantage of requiring a tuneable 
laser system, and laser systems with broad spectral coverage are expensive. A basic 
schema for a CRDS set up, the relative time profiles of light loss, and a sample 
absorption spectrum are shown in Figure 1.8.  
Most CRDS work has focused on gas phase molecules, although recently there has 
been increased interest using the technique for aerosol optical measurements. It 
has been used to determine the complex refractive index, the extinction cross 
section and extinction coefficient of both bulk aerosol and single aerosol particles 
(127; 160-162). While CRDS is well established and has been used in a wide number 
of studies, a newer spectroscopic technique was used in this study, namely, 





Figure 1.8 Schema of typical CRDS experiment. Figure from Zalicki et al. (163). 
 
1.7. Cavity-enhanced absorption spectroscopy 
While CRDS is well established and has been used in a wide range of applications, 
other spectroscopic developments following CRDS have used optical cavities to 
achieve enhanced absorption sensitivity. The foremost of these methods is cavity-
enhanced absorption spectroscopy (CEAS). CEAS is a spectroscopic method based 
on measurement of the time-integrated intensity transmitted through a high 
finesse optical cavity. As in CRDS, photons trapped in the cavity typically undergo 
multiple passes through the sample to produce sensitive extinction measurements. 
The very high number of reflections through a high finesse optical cavity results in 
measurements that are usually much more sensitive than single or multipass 
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techniques. The light source is typically a CW-laser and need not be pulsed.  
Disadvantages of CEAS include spectral structure arising from the axial modes of 
the cavity. These need to be removed through averaging or careful experimental 
design. CEAS has been extensively used in the study of trace gases, gas phase 
kinetics and molecular dynamics (164-166). CEAS, which uses a laser to measure 
extinction at a single wavelength at a time, is the direct forerunner of the 
spectroscopic technique used in this study, namely, incoherent broadband cavity-
enhanced absorption spectroscopy (IBBCEAS). 
 
1.8. Incoherent broadband cavity-enhanced absorption 
spectroscopy (IBBCEAS) 
The principle spectroscopic technique used in this work was incoherent broadband 
cavity enhanced-absorption spectroscopy (IBBCEAS), which is an optical cavity 
method descending from CRDS. IBBCEAS is a spectroscopic technique that has been 
widely utilized in atmospheric chemistry. It is a non-invasive, in-situ monitoring 
technique with a wide range of applications. IBBCEAS was developed in 2003 by 
Ruth and co-workers, who demonstrated its utility by measuring the absorption 
spectrum of molecular oxygen and that of gaseous azulene between 628 and 670 
nm (167). Since then it has been used primarily for monitoring atmospheric trace 
gases, both in the field and in laboratory experiments. More recently, the use of 
IBBCEAS in aerosol experiments has been growing (168-174). In the following, the 
measurement principle of IBBCEAS will be described, and a description of the 
experimental IBBCEAS system used in this work will be presented in Chapter 2.  
In IBBCEAS, as in other optical cavity methods, an optical cavity is created by highly 
reflective dielectric mirrors, usually placed facing one another. The dielectric 
mirrors are highly reflective and are generally greater than 99 % reflective over 
their maximum reflectivity region. A beam of light is directed through one mirror 
and light in the cavity is trapped between the mirrors. The multiple reflections of 
light through the sample increase the pathlength, which allow the measurement of 
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much smaller extinctions than would be the case for a single pass through the 
sample. 
When studying compounds with broad absorption bands or when monitoring 
multiple species simultaneously, a wide spectral range is often of greater 
importance than high spectral resolution. Fiedler et al. stated that the IBBCEAS 
technique can be utilised in principle from the deep-UV to the far-IR (190 nm – 10 
μm) (167). Some example gas phase experiments that have been undertaken using 
the IBBCEAS technique are listed in Table 1.1. This table is not an exhaustive list, but 
simply illustrates the diversity of measurements and target gases studied with 
IBBCEAS, as well as the different spectral ranges used.  
Most IBBCEAS instruments have used relatively narrow spectral ranges. The two 
most common light sources used have been arc lamps and LEDs. LEDs are stable, 
relatively cheap and are available at a number of different wavelength ranges. They 
often do not require further optical filtering. However, their output covers relatively 
narrow spectral ranges, extending normally to just 15-40 nm. This is a disadvantage 
when monitoring compounds with broad absorption spectra or when monitoring 
multiple species concurrently. In contrast, the arc lamp is an extremely broadband 
light source with output from 185 to 2000 nm. The broad spectral range is better 
suited to monitoring multiple species. The wavelength range must be tailored to 
the experiment through the use of spectral filters and adds complexity to the 
instrument. Most of the experiments mentioned in Table 1.1 take place at 
wavelength ranges greater than 400 nm. Nonetheless, the near UV/Vis region is 
important for tropospheric chemistry. However, applying the method at shorter 
wavelengths is challenging owing to the more limited selection and performance of 
optics such as filters and dielectric mirrors, the lower brightness of light sources, 






Table 1.1 Examples of studies based on IBBCEAS, showing the diversity of target species, spectral 
regions and resolution, and light sources used. 
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IBBCEAS is a relatively new technique compared to some of the more established 
atmospheric monitoring methods. There have therefore been a number of 
intercomparisons to validate its accuracy and performance. Langridge et al. 
compared IBBCEAS measurements with those of a CRDS for NO2, and against a 
commercial hygrometer for monitoring the concentration of water vapour (175). 
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Although the IBBCEAS and the CRDS measured signals in different spectral regions 
(625-672 nm and 558-570 nm, respectively), there was exceptionally good 
agreement in determining the concentration of NO2 and the relative humidity. 
Another study compared the concentration of NO2 as determined by IBBCEAS and a 
traditional chemiluminescence detector (185). Again, this showed exceptional 
agreement between both techniques. Large intercomparison experiments have 
shown excellent agreement between IBBCEAS and a variety of other methods for 
determining NO3, NO2, and aerosol extinction (170; 185; 186). 
Besides being a useful laboratory tool, IBBCEAS has also been deployed during field 
campaigns. Its relatively low cost and ease of set up have allowed it to become a 
valuable field instrument. A three-channel IBBCEAS was installed aboard an 
atmospheric research aircraft to measure NO3, N2O5, H2O and NO2 (178). To combat 
the vibrations from the airplane, the cavities were mounted on an anti-vibration 
plate. NO2 levels were compared with an on board chemiluminescence detector 
and once again displayed extremely good agreement between the measurements. 
It was also successfully used to monitor a time series of NO2 over the course of the 
flight. During the RHaMBLe campaign in Brittany, France, the concentration of NO3 
plus the concentration of N2O5 that had been thermally decomposed into NO3 were 
measured (181). An advantage of cavity-based methods is that they allow pre-
processing of samples. The sum of NO3 and N2O5 concentrations were also 
measured from the roof of the BT Tower in London in the same way as described 
above (187). 
In recent years aerosol optical properties have been an increasing area of 
experimentation and the IBBCEAS technique has been applied to several aerosol 
studies. Established techniques, such as nephelometers, only record scattering at a 
few wavelengths, whereas IBBCEAS has the ability to perform in-situ, continuous, 
broadband extinction measurements (70; 188; 189). Table 1.2 shows that, although 
there have been some measurements in the near-UV, they usually incorporate dual 
cavities and are not fully continuous over their range due to the use of two cavities. 
Bluvstein et al. studied the optical properties and single scattering albedo of 
ambient aerosol, Suwannee river fulvic acid and Pahokee peat fulvic acid (169). 
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They combined an IBBCEAS, a photoacoustic cell coupled with a CRDS and a 
nephelometer. This allowed them to report results from 300-650 nm. Only the 
IBBCEAS measurements were over a continuous range, 315-345 and 360-390 nm. 
All other measurements are single wavelengths. Having an in-situ, non-invasive, 
broadband monitoring technique should contribute to a better understanding on 
the interaction between gases, particles and light.  
Table 1.2 List of IBBCEAS aerosol measurements. 
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1.9. Aims of this work 
This work focuses on using an IBBCEAS system in the near-UV and at blue 
wavelengths to investigate the absorption spectra of gases and the optical 
properties of secondary organic aerosol particles. The near-UV region has received 
relatively little attention, but is important in the troposphere because the high 
energy associated with these wavelengths initiates many atmospheric 
photochemical reactions. These short wavelengths are also strongly associated with 
brown carbon absorption.  
Chapter 2 describes the atmospheric simulation chamber and instrumentation, as 
well as the setup, calibration and validation of the IBBCEAS system. The 
determination of the absorption cross section of several atmospherically relevant 
compounds is presented in Chapter 3. This includes several gas phase absorption 
cross sections recorded for the first time. These absorption cross sections are useful 
in identifying and quantifying gas phase compounds. In Chapter 4, the optical 
properties of a biogenic SOA system are investigated. The ozonolysis of α-pinene 
was chosen as a representative system for purely scattering biogenic SOAs. The 
optical properties presented include the extinction, single scattering albedo, 
Angstrom exponent and complex refractive index. The effects of concentration, OH 
scavengers and elevated levels of water on the optical and physical properties of 
the SOA are also investigated.  
Chapter 5 contributes to the growing interest in the effects of absorbing aerosols in 
the atmosphere, especially in urban areas, by studying SOA formed by the 
photolysis of 2-nitrophenol. Such nitroaromatic species have been identified as 
having a major impact on levels of UV light in urban environments due to their 
ability to absorb as well as scatter light (190). The mass absorption coefficient, CRI, 
and SSA for these particles are presented, and the effect of changing the reaction 
pathway via the addition of OH scavengers, Criegee intermediate scavengers, and 
NO2, is investigated. These chapters illustrate not only the application of IBBCEAS in 
a number of measurements but also provide valuable information on the optical 
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properties of different particles and the absorption spectra of several gases of 
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Atmospheric simulation chambers are used to further the knowledge of complex 
atmospheric processes. These chambers allow much greater control over the 
chemical composition and physical properties of a sample than would be possible in 
the real atmosphere. Controlled variables include relative humidity and 
temperature, photolysis rate, and initial chemical composition. Atmospheric 
chambers (sometimes called smog chambers) first came into use in the 1950’s. 
There is a long and well documented history of the use of such chambers to study 
important atmospheric processes such as gas phase chemical mechanisms, aerosol 
formation from gaseous precursors, absorption cross section measurements, and 
the formation of ozone and secondary organic aerosols (1-6). The following 
chapters focus on direct spectroscopic measurements of the absorption cross 
sections of a number of atmospherically relevant gas phase compounds and optical 
properties of secondary organic aerosols. These measurements were performed 
inside an atmospheric simulation chamber.  
 
2.2. Atmospheric Simulation Chamber 
The atmospheric simulation chamber used for these measurements is located in the 
Centre for Research into Atmospheric Chemistry (CRAC) laboratory in the Chemistry 
Department of University College Cork (UCC). A detailed description of the chamber 
has been given previously and is summarised here (7). The chamber comprised a 
quasi-cylindrical bag that is 4.1 m in length with a diameter of 1.1 m and a volume 
of approximately 3.9 m3. The bag material was fluorinated ethylene propylene 
(FEP), which is chemically inert and minimises surface reactions, while also 
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transmitting visible and ultraviolet light, Figure 2.1. The FEP cylinder was 
surrounded by aluminium panelling to exclude ambient light from the chamber. The 
chamber was filled with dry air that had been passed through an air purification 
system. The purification system (Zander KMA 75) lowered the mixing ratios of NOx 
and non-methane hydrocarbons to less than 10 ppbv by passing the air through a 
series of scrubbers; water vapour was also removed to lower the relative humidity 
in the clean chamber to about 0.03 %. Purge air inlet lines combined with an 
extractive exhaust allowed the chamber contents to be replaced with clean air. 
The chamber was at ambient atmospheric pressure (ca. 101 kPa). 36 fluorescent 
lamps surrounded the chamber: 18 lamps with maximum emission at 254 nm (40 W 
Philips TUV) and 18 lamps with emission maximum at 360 nm (40 W Philips TL05). 
These lamps were used for photolysis and oxidation experiments. The temperature 
and the relative humidity were continuously monitored by a dew point meter 
(Vaisala DM70). There was no temperature control in the chamber. The chamber 
has a typical temperature of 19-21 °C all year round. Over the course of an 
experimental day (9:00 to 16:00) the temperature usually increased by 2 °C. When 
chamber lights were turned on, the temperature inside the chamber rose. This 
increase in temperature was related to the length of time the lights were on. Over a 
one hour period, the lights would increase the temperature in the chamber by 
about 8 °C.   
After each experiment, the chamber was cleaned by flushing with purified air for at 
least 8 hours. As large amounts of gases and particles were present after many 
experiments, additional measures were taken to clean the chamber volume and 
walls. A large amount of ozone was added to the chamber and the chamber lamps 
were turned on. This is a standard method for cleaning simulation chambers (8). 
However, some wall contaminants were difficult to remove due to the age and 
condition of the chamber. NO2 was regularly added to the chamber as a calibrant 
gas and remained on chamber walls at low levels even after extensive flushing. To 
reduce NO2 contamination on walls, high levels of water vapour were sometimes 
added to the chamber to convert residual NO2 to HONO, which was then removed 




Figure 2.1 Photograph of the CRAC laboratory atmospheric simulation chamber with associated 
instruments: Incoherent Broadband Cavity-Enhanced Absorption Spectroscopy (IBBCEAS), 
nephelometer, and Scanning Mobility Particle Sizer (SMPS). 
 
2.2.1. Standard chamber instrumentation 
Ozone monitor 
The mixing ratio of ozone in the chamber was monitored by a Thermo Scientific 
model 49i ozone analyser (O3). This instrument had a measurement range from 
0.05 ppbv to 200 ppmv and a precision of 1 ppbv. A time resolution of 20 seconds 
could be achieved. The measurement principle is based on absorption of 254 nm 
radiation, which occurs close to the maximum absorption for ozone in the Hartley 
band. Other compounds absorbing strongly in this region, including some of the 
aromatic compounds used in this research, gave rise to a spurious signal in the 
ozone monitor. Scientific insight and careful experimental control is therefore 




The mixing ratios of NOx, NO and NO2 in the chamber were monitored by a Thermo 
Scientific model 42i (NO-NO2-NOx) analyser. The measurement range is 0-100 ppmv 
with a precision of ± 0.4 ppbv and a response time of 40 seconds. The NOx 
measurement is based on the intensity of the chemiluminescent reaction of NO 
with ozone to determine the amount of NO present. All other NOx species are 
converted to NO on a molybdenum catalytic converter and are therefore indirect 
measurements. The instrument was calibrated using purified laboratory air for the 
zero point and calibrant gas from a cylinder containing a known, certified 
concentration of NO in a matrix gas (Air Liquide 99.99 % purity).   
Scanning Mobility Particle Sizer (SMPS) 
The evolution of the aerosol particle number, mass, diameter, volume and surface 
area in the chamber was monitored using a TSI SMPS model 3034. This instrument 
measured particles in the size range of 10 to 487 nm and up to a total aerosol 
concentration of 107 particles cm-3. The SMPS took 3 min to scan sequentially 
across the size range. The mass of particles was determined from the measured 
volume of particles and the particle density, which is set by the user. Therefore it is 
necessary to choose the most appropriate density based on the available literature.  
In general, reported densities for SOA vary from 0.9 to 1.6 g cm-3 (9). The density of 
secondary organic aerosols can change slightly over the course of an experiment, 
although this effect was not treated in our calculations. The densities used for each 
experiment were consistent with those used in reported literature and are given in 
the appropriate chapters.   
 
2.3. Incoherent Broadband Cavity-Enhanced Absorption 
Spectroscopy 
2.3.1. Instrument description 
The primary instrument used in this study was an Incoherent Broadband Cavity-
Enhanced Absorption Spectroscopy (IBBCEAS) system. It was installed directly 
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across the 4.1 m length of the CRAC chamber. The optical cavity in the IBBCEAS 
instrument was formed by two highly reflective mirrors, which enhance the 
sensitivity to light losses in the sample by reflecting light multiple times between 
the mirrors, thereby increasing the pathlength of broadband light through the 
sample. The IBBCEAS mirrors were supplied by Layertec GmbH: they were 25.4 mm 
diameter, fused silica, plano-concave (5.0 m radius of curvature) substrates and had 
a dielectric coating with an average reflectivity of 99.6 % between 290-450 nm on 
the concave surface.  
The mirrors were placed inside flexible mounts attached to the chamber. The 
mounts extended 32.5 cm from each end of the chamber. The total distance 
between the two reflective mirror surfaces was 475 cm, but the distance through 
the sample was 410 cm owing to the purged volume around the mirrors. Two 
micrometers on the mirror mounts allowed the angle of the mirrors to be adjusted 
and the cavity to be aligned, Figure 2.2. These mounts were connected to the 
chamber via KF25 vacuum connections to prevent leaks. To prevent contamination 
of the cavity mirror surfaces by gases or the deposition of particles, a flow of 
purified air was passed over the mirrors at a rate of 0.6 L min-1 per mirror. The 
airflow to the purge system and the chamber flush are connected to the same air 
supply. When the flush was on, the rate of air flow over the mirrors dropped from 
1.2 L min-1 to 0.2 L min-1. If the flush needed to be turned on during an experiment, 
a nitrogen gas cylinder was connected to the purge to ensure that the purge flow 
rate over the mirrors remained constant.   
The light source used in the IBBCEAS was a 75 W Osram XBO Xenon short-arc lamp 
which emitted light from 200 to 1300 nm, Figure 2.3. The wavelength range of this 
study was from 320 to 420 nm, covering most of the near UV and some of the 
visible spectrum. Arc lamps allow a degree of versatility in the experimental set up. 
LEDs have previously been used for IBBCEAS studies, and while these are a cheaper 
alternative light source, they transmit light over much narrower spectral ranges and 





Figure 2.2 Schema of the IBBCEAS optical system across the chamber. 
 
 
Figure 2.3 A close-up photograph of the lamp and filters at the optical entrance to the cavity.  The 
lamps and components were mounted onto a breadboard attached to the chamber and floor with a 
series of metal profiles. 
 
An enhanced aluminium mirror and a CVI Melles-Griot UR 2.00 UV cold mirror (M3) 
were used as positioning mirrors to direct the light beam through the first dielectric 
46 
 
mirror, into the chamber, and through the second dielectric mirror. This was 
reflected off another aluminium coated mirror (M4) and focused through a UV 
fused silica plano-convex lens (35.1 mm) into an Andor optical fibre. The optical 
fibre was connected to a Shamrock SR-163 spectrometer with a DU420A-BU2 CCD. 
The grating in the spectrometer was a 1200 lines mm-1 grating with a 300 nm blaze 
wavelength, giving spectral coverage of about 120 nm in the near-ultraviolet. 
2.3.2. Optical alignment and spectral filtering 
The sensitivity of the IBBCEAS system derives from the extended pathlength of the 
light in the cavity arising from multiple reflections of the broadband light between 
the two dielectric mirrors. To maximise the number of reflections, the mirrors need 
to be aligned to ensure that light is reflected accurately from one mirror to the 
other. A brief description of the alignment procedure is given here.   
The two mirror mounts, all the filters and a number of the aluminium side panels of 
the chamber were removed. An iris was placed over both openings in the chamber. 
The two external, positioning mirrors were used to direct a laser beam through the 
centre of the two irises; the beam was then reflected off M4 and focused into the 
fibre cable, Figure 2.2. Once this path height was established the M2 mirror mount 
was re-attached. With this mount and associated mirror in place, the mount was 
adjusted to reflect the light back on itself and through the opening on the opposite 
side of the chamber. Once the light path through the centre of the opening was 
established, mirror mount M1 was re-attached. The mirror alignment was again 
adjusted to direct the light path back along itself. This reflection, back and forth, of 
the light path between the dielectric mirrors, creates an aligned optical cavity. As 
the mirror separation was relatively long, the optical cavity could be aligned 
relatively straightforwardly. 
It was also necessary to spectrally filter the broadband light source to remove 
unwanted wavelengths. Light outside of the region of interest adversely affects the 
spectra by adding to background light in the spectrograph. The dielectric mirrors of 
the optical cavity reflect over 99 % of photons between from 300 to 450 nm, but 
transmit up to 95 % of light outside of this range. As a consequence, light outside of 
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the spectral region of interest is transmitted efficiently through the optical cavity to 
the spectrometer. Even though spectral dispersion by the grating in the 
spectrometer removes most unwanted wavelengths, scattering and multiple 
reflections within the spectrometer itself result in some light getting to the detector 
and contributing to background levels. A secondary reason for filtering is to prevent 
the detector from saturating.  
In order to reduce extraneous light, several optical filters were used to narrow the 
wavelength range of light in the optical system. Optical filtering across the very 
broadband output of the arc lamp is difficult to achieve, particularly in the near-UV 
where the choice of optical filters and other optical components is limited. No 
single filter was adequate across the lamp output spectrum, so several filters in 
series were used to remove undesired wavelengths from the optical system. These 
filters were Schott KG2, KG3 and BG3 and Edmund Optics NT47-256; transmission 
spectra of these filters are displayed in Figure 2.4.  
 
Figure 2.4 Transmission spectra of the filters used in the IBBCEAS system. The combination of the 
different light filters allowed most wavelengths outside of the region of interest to be eliminated. 
 
With these filters in place, most wavelengths outside of the high reflectivity range 
of the optical cavity were removed from the system. Some longer wavelengths, 

























 Region of interest
48 
 
particularly between 700 and 820 nm, were attenuated less efficiently. No way was 
found to remove these wavelengths with standard commercially available filters at 
that time. 
The transmission spectrum through the cavity after filtering is shown in Figure 2.5. 
The structure evident in the transmission spectrum arises mostly from the cavity 
mirror reflectivity spectra. The light intensity through the cavity drops rapidly below 
360 nm and is indistinguishable from the baseline below 300 nm. 
 



































Figure 2.5 IBBCEAS light intensity spectrum through the clean chamber. (a) shows the linear 
intensity curve. The logarithmic intensity curve (b) shows where significant intensity is available in 
the spectrum. (a) and (b) show the same light output. The pixel number and corresponding 
wavelength is shown on the x-axis. 
 
2.3.3. Wavelength calibration and instrument resolution 
The spectrometer records intensity of the light against pixel number of the CCD 
detector. The wavelength window of the spectrometer was calibrated by mapping 
each pixel number to a corresponding wavelength value. A reference spectrum was 
obtained from a low pressure mercury/argon lamp, which emits several strong 
mercury and argon atomic emission lines across the ultraviolet and visible spectral 
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region. The emission lines from the calibration lamp are much narrower than the 
resolution of our spectrograph and have well characterised emission wavelengths, 
allowing the wavelength scale of the spectrometer to be calibrated accurately and 
the resolution of the instrument to be determined. 
Light from an Ocean Optics HG-1 mercury/argon calibration lamp was coupled into 
the fibre cable and into the spectrograph. The resulting atomic emission spectrum 
Figure 2.6 was used for the wavelength calibration.  

































































Figure 2.6 Atomic emission spectrum of the Hg-Ar lamp, showing the positions of the seven emission 
lines used to calibrate the spectrograph wavelength scale. 
 
The Andor CCD software was used to assign the pixel numbers of each of the peaks 
to their corresponding wavelengths. The seven emission lines wavelengths and 
pixel positions in the atomic emission spectrum were fitted by a second-order 
polynomial fit, Figure 2.7. The R2 value of 0.99998 for the pixel-wavelength mapping 
indicated the excellent agreement between the pixel positions across the 
wavelength region. The uncertainty in wavelength position after the calibration was 
the standard deviation for the linear fit. It was determined to be 0.13 nm.  
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Figure 2.7 Linear regression of the pixel number/wavelength mapping of the peak maxima for six 
emission lines from the atomic emission lamp spectrum in Figure 2.6. 
 
The spectral resolution of a spectrograph depends on the width of the entrance slit, 
the focal length, the size and dispersion of the diffraction grating and the detector 
pixel width. The spectral resolution for our IBBCEAS system was also determined 
using the calibration lamp. A Gaussian fit was applied to the atomic emission lines 
to determine the Full Width at Half Maximum (FWHM) of the line as observed 
through the spectrometer, Figure 2.8. The resolution of the spectrometer quoted 
by the manufacturers was 0.19 nm at 546 nm when used in conjunction with a CCD 
with pixel width of 13.5 μm and a 10 μm entrance slit. The CCD used in this work 
had a greater pixel width of 26 μm, while the width of the entrance slit was 
determined by the 100 μm diameter of the fibre bundle. With our spectrograph 
configuration, the measured resolution at 296.75 nm was 0.5 nm. Knowing the 
resolution of our spectrometer allows us to convolute higher resolution absorption 
cross section spectra from the literature to closely approximate the spectra 
recorded with our instrument. Origin graphing software was used for convolutions. 
Figure 2.9 illustrates the loss of finer detail from the original spectra after the 
convolution.   
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Figure 2.8 The black symbols show the measured atomic emission line spectrum of Hg through the 
Andor spectrometer. The red line is a Gaussian fit to the experimental spectrum. The resolution of 
the spectrometer is indicated by the FWHM of the peak. The width of this peak was also 
representative of emission lines at longer wavelengths. 
 











































 Convoluted cross section
 Merienne et al.
 
Figure 2.9 Comparison between the raw NO2 absorption cross section from Merienne (red) and the 
processed, convoluted data (black) (11). Some of the sharper features in the original, higher 





When using the IBBCEAS system, a number of steps were taken to ensure data 
quality. The effects of dark current in the CCD need to be minimized in the 
spectrometer. Dark current occurs due to thermally generated charge in the silicon 
lattice of the CCD, which increases strongly with temperature. The temperature of 
the spectrometer was kept at -40 °C over the course of each experiment to 
minimise the dark current. The spectrometer software enables the exposure time, 
number of accumulations and number of spectra recorded to be set. Each spectrum 
for these experiments was recorded over a 30 s period. This corresponded to 1261 
accumulations of a 0.0084 s exposure each. 
The optical filters that were in place in this system completely removed light below 
300 nm. However during experimental monitoring it was noted that there was a 
measured intensity below 300 nm. This was assumed to be the result of longer 
wavelength light that had not been fully attenuated, affecting the spectrometer, 
through scattering or reflections within the spectrometer. The changes in 
intensities between 290 to 300 nm were used as a baseline for these experiments. 
The measured intensities between 290 and 300 nm were averaged and this was 
removed from the measured intensity at all other wavelengths. This can be seen in 
Figure 2.10. This was assumed to correct for possible changes in light intensity over 
time.  
The above procedure assumed that the baseline changed uniformly across the 
spectrum. This is not necessarily the case and could introduce uncertainties in the 
measured spectra. In future work, drifts in the lamp spectrum could be monitored 
separately (for example, by having a split fibre optic cable that would measure the 
raw output of the light before passing through the chamber). This approach would 
allow spectral variations in the lamp output to be accounted for and more accurate 
absorption measurements to be made.  
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Figure 2.10 The difference between the raw data and the same data after the baseline correction is 
applied is shown here and shows the shift in intensity to zero below 300 nm. 
 
2.4. Mirror reflectivity calibration 
The IBBCEAS system can record very sensitive extinction measurements due to its 
artificially extended pathlength. The enhanced sensitivity of these measurements 
relies on a pair of highly reflective mirrors, whose reflectivity must be calibrated 
before quantitative measurements can be made. The high mirror reflectivity 
increases the path length of the optical cavity. This is known as the effective 
pathlength, Leff: 
Leff  =  
L
1−R
     (2.1) 
where L is the length of the cavity and R is the mirror reflectivity. Based on the 
mirror manufacturer’s reflectivity specifications, the 4.10 m long cavity would have 
an effective pathlength of up to 1333 m at 350 nm. In practice, optical cavities do 
not usually achieve this level of performance (Figure 2.11). The reflectivity of the 
mirrors was calibrated for each experiment to ensure that systematic errors from 
changes in the cavity alignment did not affect measurements. Several calibration 
approaches were used throughout this study and are described below. 
54 
 
The mirror reflectivity can be determined by measuring the absorption caused by a 
known concentration of an absorbing species with a well-documented absorption 
cross section. An absorbing species causes the intensity of the light transmitted 
through the cavity to drop. By measuring the intensities before and after the 
absorption, the mirror reflectivity can be retrieved from the absorption of a single 
compound using the following equation:    






    (2.2) 
where R is the mirror reflectivity, N is the number density of the calibration 
compound in the sample, L is the length through the chamber, σ is the absorption 
cross section, I0 is the intensity of the light in a clean chamber and I is the intensity 
measured with the absorbing compound present. The mirror reflectivity therefore 
can be determined straightforwardly if the compound has a well-defined 
absorption cross section and its number density is known. 
The number density can be measured with another instrument, or calculated from 
the amount of calibration compound added to the chamber volume, which must 
also be known. Although the volume of the chamber had previously been 
determined to be 3910 L, the FEP bag did not have a rigid shape and could change 
shape and volume during the flushing and use of the chamber. To compensate for 
any variation in chamber volume, V, the volume was taken into account in some 
experiments using a modified version of Equation 2.2:  






    (2.3) 
Here V (1-R) is the property calibrated and n is the number of molecules. This new 
formula was applied to absorption cross section measurements in which a known 
amount of sample was added to the chamber. 
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Figure 2.11 Manufacturer’s (red) and measured (black) mirror reflectivity spectra, shown as (1 – R) in 
which higher reflectivities have lower values. The shape of the two reflectivity spectra match, 
although measured mirror reflectivities are lower than the manufacturer’s values. 
 
2.4.1. Nitrogen dioxide absorption 
Nitrogen dioxide absorbs strongly across ultraviolet and visible wavelengths and has 
a characteristic, structured absorption. It is volatile (21 °C boiling point), readily 
available and is easily added into the chamber by injecting the gas through a 
septum into the chamber (12).  
Spectra of the clean chamber were recorded for approximately 20 minutes prior to 
sample or calibrant addition. These spectra were used to determine I0. NO2 was 
added to the chamber from a gas tight syringe. NO2 was added twice to test the 
reproducibility of the reflectivity determination. NO2 absorbs light in a very 
structured way; this structure can be seen in Figure 2.12. 
The scan number for I0 and I were chosen based on the time profile of the fractional 
intensity change at a given wavelength, Figure 2.13. The two additions of NO2 to the 
chamber are readily seen. The NO2 mixing ratio in the chamber was stable for 
reasonably long times under most circumstances. 
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Figure 2.12 Spectra before (in black) and after (red) the addition of NO2 into the chamber. Some of 
the structure of the NO2 absorption in Figure 2.9 is visible in the small-scale structure in the red 
spectrum.  
 
























Figure 2.13 Time profile of the fractional intensity change in the chamber at two representative 
wavelengths, 340 nm and 400nm, showing the double addition of NO2. The fractional intensity 




The reflectivity of the mirrors was calculated using Equation 2.3. The NO2 
concentration in the chamber was measured with the chemiluminescent NOx 
detector. However, calibration with NO2 had several disadvantages. This approach 
did not give a reliable measurement when other NOx species were present.  
Moreover, chemiluminescent NOx measurements are known to be subject to 
interferences (13). In addition, the NOx detector was not operational for the 
majority of the experiments described. For this reason the absorption from NO2 was 
used as a relative calibration in conjunction with an absolute calibration from 
another species.  
 
2.4.2. Methyl vinyl ketone absorption 
Owing to the disadvantages of NO2 for calibration, a more reliable calibration 
compound was sought. Methyl vinyl ketone (MVK) was identified as a suitable 
calibration compound. It is a stable compound with a low boiling point (84 °C) 
allowing an accurate amount of MVK to be added to the chamber using the 
impinger (Section 2.6). MVK has a strong absorption across much of the region of 
interest, Figure 2.14. Its absorption is broad, reducing the need to convolute the 
spectra. Disadvantages of MVK are that its absorption drops to zero above 400nm, 
so MVK and NO2 were used together to give an accurate, robust mirror reflectivity 
calibration that extended across the operating spectral window of the IBBCEAS 
system. 
Mirror reflectivity calibrations based on MVK and NO2 (using the chemiluminescent 
NOx detector) produce consistent spectral features, but the absolute values of the 
mirror reflectivities varied (Figure 2.15). As discussed above, the NOx detector is 
prone to interferences from other absorbing species, whereas the amount of MVK 
added was known to a high degree of accuracy, allowing a higher degree of 
certainty in the mirror reflectivity determination. The procedure followed therefore 
used MVK to calibrate the mirror reflectivity at 360 nm. A relative reflectivity 
spectrum was then determined using NO2. This relative NO2 reflectivity spectrum 
was smoothed and then scaled to match the absolute MVK reflectivity at the 
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selected wavelength. This approach gave an accurate absolute reflectivity 
measurement spanning the full wavelength range of the IBBCEAS spectrometer 



















































Figure 2.14 IUPAC recommended absorption cross section of MVK, as determined by Gierczak (14). 
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Figure 2.15 Mirror reflectivity spectrum determined by MVK (red) and NO2 (black). Both calibrants 




2.4.3. Biacetyl absorption 
For a number of experiments, high levels of ozone were present in the chamber. As 
ozone reacts rapidly with MVK across its double bond, a different calibration 
compound was needed. Biacetyl was found to be a suitable alternative: like MVK, it 
absorbed strongly in the near-UV, was sufficiently stable to be stored for long time, 
and volatile enough (boiling point of 88 ° C) to be easily added to the chamber. 
However, there are fewer biacetyl literature cross section values than for MVK and 
some differences in their shapes were noted particularly at shorter wavelengths 
(15; 16). These differences will be addressed in Chapter 3.  
 
2.4.4. Calibration of mirror reflectivity before and after experiments 
Mirror reflectivities were initially calibrated at the start of each experiment. The 
chamber had to be cleaned after these calibrations and prior further 
measurements. This procedure was time-consuming and there were concerns that 
the chamber was not thoroughly cleaned prior to introducing reactants. If so, the 
presence of residual compounds could potentially affect the experiment. Moreover, 
it was possible that mechanical vibrations while flushing the chamber could affect 
the alignment of the optical system. For these reasons it was preferable to calibrate 
the reflectivity after each experiment.  
Before modifying the operating procedure, mirror reflectivity calibrations carried 
out at the start and at the end of the experiment were compared. The test case 
used was the formation of secondary organic aerosol (SOA) by the photolysis of 
2-nitrophenol (2NP). The mirrors were calibrated in the morning and the chamber 
was then flushed with clean air for 4 hours. 2NP was added to the chamber, the 
chamber lights were turned on, and SOA was formed. These particles caused 
extinction in the chamber. After several hours the mirrors were re-calibrated using 
the same calibration process as the earlier calibration.  
The two calibrated reflectivity spectra are compared in Figure 2.16. The overall 
shape of the reflectivity is the same for the morning and afternoon calibration. 
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However, there is a 15 % difference in the actual values. This was attributed to 
small changes in the optical alignment over the experimental period of 8 hours. 
Since most experiments were significantly shorter in duration than this experiment, 
changes in alignment were expected to be correspondingly smaller and the 
calibration was expected to be significantly more stable. Therefore, the 
post-experiment calibration timing was adopted. 
 
Figure 2.16 Mirror reflectivity spectra based on calibrations prior to (black) and after (red) an 
experiment in which SOA was formed. The shape of the reflectivity spectrum is the same for the 
morning and afternoon, with a 15% difference in the magnitude in the (1 – R) values. 
 
2.4.5. Linearity of measured extinction 
The concentration of absorbing or scattering species present in an optical cavity is 
known to reduce the effective pathlength of light in the cavity (17). When an 
absorbing compound is added rapidly to the chamber, the increase in sample 
absorption is quantified as the difference in absorption in the sample before and 
after the additional absorbing species was added: 
∆abs = absafter − absbefore   (2.4) 
 
 














This expression expands to: 






)   (2.5) 
where I0 is the intensity of light before any additions to the chamber, Ib is the 
intensity of light immediately before an addition of an absorbing species and Ia is 
the intensity of light after the addition on an absorbing species. Chen and co-
workers, (6), showed that this equation simplifies to  
∆abs = (I0  
Ib−Ia
Ib Ia
 )    (2.6) 
When Equation 2.6 is substituted into Equation 2.3 we get 






   (2.7) 
This modification of the absorption calculation, to correct for the changing effective 
path length, should maintain the linear relationship between measured absorption 
and concentration. To test whether the measured extinction in the IBBCEAS system 
across the chamber was indeed linear, multiple additions of methyl vinyl ketone 
(MVK) were added to the chamber (Figure 2.17). A linear fit of the first three points 
had an r2 value of 0.999. When compared with the fit for all 5 points, some 
deviation from linearity is evident at higher absorptions. The relationship between 
concentration and fractional intensity change becomes nonlinear for larger 
extinctions. In practice the relationship is linear up to a fractional intensity change 
of approximately 2.0, with retrieved values underestimated by about 15 % when 





Figure 2.17 Relationship between the absorption (at 360 nm) and mixing ratio of MVK for a number 
of additions of MVK. The linearity breaks down when the absorption (or extinction) exceeds 2. 
 
 
2.5. Validation of IBBCEAS 
The IBBCEAS measurements were validated by comparing the absorption cross 
section determined for a well-known absorbing compound against reported 
literature data. Benzaldehyde was chosen as reference because it is volatile and has 
a structured absorption in the region of interest. The absorption cross section was 
determined using the IBBCEAS chamber system and compared to published 
spectra(6; 18). The compound was added to the chamber using the impinger 
method (Section 2.6) and the mirror reflectivity was calibrated. The absorption 
cross sections (σ) from the literature were compared to the cross section 
determined from this, Figure 2.18. There is a very close match between our values 
and those of Chen et al., especially below 370 nm. There are slightly higher values 
above 380 nm in the Chen data compared to that of this work. However, above 380 
nm benzaldehyde has almost no absorption. The results from Xiang et al. only 
report values every 5 nm. As such, their spectrum does not capture the finer 
spectral structures. There is a good match below 355 nm and above 370 nm. The 
cross section determined via the IBBCEAS match previously reported cross sections 





















MVK mixing ratio (ppmv) 
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in both shape and magnitude, indicating the IBBCEAS system’s ability to perform 
accurate measurements.  
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Figure 2.18 Absorption cross section of benzaldehyde determined in the chamber compared to 
literature cross sections of Chen et al. and Xiang et al. (6; 18). 
 
2.6. Standard experimental procedure 
The routine of most of the experiments discussed here followed a similar process: 
the empty chamber was monitored; one or more species were added to the 
chamber, the mirror reflectivity calibration was undertaken and the chamber was 
cleaned. The Xenon short-arc lamp of the IBBCEAS system was turned on and 
allowed to warm-up for 1 hour to ensure stable output of light. Prior to recording 
spectra through the chamber, the light beam into the cavity was blocked and a 
background spectrum was measured. The chamber was sealed tightly and the 
spectrometer covered to reduce the intrusion of ambient light into the 
spectrometer. The background spectrum was subtracted from spectra measured 
during the experiment. The first 20 minutes of spectra were of the clean chamber 
and were used to define the reference intensity, I0, for the measurements. After 
this initial period, the calibration compound or sample was added to the chamber.  
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A glass impinger and glass vial were used for the addition of liquid and solid 
compounds, Figure 2.19. A known amount of the compound was added to a pre-
weighed vial and the vial was connected to the impinger assembly. The exact mass 
of the compound in the chamber was determined from the difference in mass of 
the vial and impinger before and after the sample addition. The impinger was 
connected through a flange in the chamber side and secured with Swagelok fittings. 
The vial and impinger were then carefully heated with a heat gun. Care was taken 
to avoid overheating, which could result in pyrolysis, thermal decomposition, or the 
formation of particles. The whole impinger was heated evenly to prevent 
condensation of low volatility compounds onto cold surfaces. The vial and impinger 
were heated until the compound was fully in the gas phase. A stream of purified air 
carried the evaporated compound into the chamber. Not all the calibrants needed 
pre-treating to add to the chamber. Nitrogen dioxide is already a gas at room 
temperature and pressure; it was injected directly into the chamber.  
In order to ensure the atmosphere inside the chamber was homogeneous in nature, 
two fans inside the chamber were turned on when a species was added. This 
speeded up the mixing of the chamber contents. However, the fans also increased 
the rate of wall losses and were therefore only turned on for 5 minutes before and 
after the introduction of sample compounds.  
 
Figure 2.19 Close-up photograph of the glass impinger system connected to the side of the chamber 
(left side of picture). The sample is held in the glass vial underneath the impinger. The inlet air line is 
to the right. 
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For a number of experiments the relative humidity in the chamber needed to be 
increased. To increase the relative humidity inside the chamber, deionised water 
was heated in a three necked round bottom flask that was submerged in a water 
filled beaker on a hot plate, Figure 2.20. The heated sample water evaporated into 
a stream of dry air and passed through a water trap to ensure that no liquid water 
entered the chamber. It took approximately 90 minutes to raise the relative 
humidity of the chamber to 70 %. This process did not raise the temperature of the 
chamber appreciably.  
 
 
Figure 2.20 The apparatus shown above allows the RH in the chamber to be increased in a controlled 
manner. The inlet on the left has laboratory air constantly flowing through it. This takes any water 
vapour directly out the outlet on the right, through a water trap, into the chamber. 
 
2.6.1. Filter sample extraction 
Numerous filter samples were collected for off line analysis. Ultra-high resolution 
mass spectrometry (UHRMS) was used to analyse the chemical composition of 
some chamber particles, while UV/Vis spectra of filter samples were used to study 
particle absorption. The resolution of the UHRMS was sufficiently high to determine 
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the stoichiometric formula for the components of the sample. UV/Vis spectrometry 
was used to measure the absorption caused by the species formed in the chamber. 
The filter holder was connected to the chamber via a denuder.  A pump was used to 
extract sample air at a flowrate of typically 21 L min-1 from the chamber, Figure 
2.21. The sample was passed through a denuder to remove any gas phase species 
present in the sample, and then through a heat-treated, grade 2500 QAT-UP 47 mm 
filter. The filters that were used were heated to 400 °C in a furnace for an 8 hour 
period to remove any impurities from the filter. Particulate matter was deposited 
onto the filters. The filters were wrapped in foil, sealed in Ziploc bags and stored in 
a freezer until further analysis. 
 
 
Figure 2.21 Set up used for collecting filter samples. The pump draws air from the chamber, through 
the denuder, and then the filter inside the filter holder. The flow rate of the extraction was set to 21 
L min
-1
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The electronic and nuclear structure of a molecule dictates how strongly light is 
absorbed and at what wavelengths the absorption occurs. The unique spectrum of 
this absorption is described by the absorption cross section, which can be used to 
identify a molecule and to quantify its concentration. Moreover, when the 
photolysis quantum yield is known, the absorption cross section is needed to 
determine the photolysis rate for the compound in a given radiation field.  
The absorption cross section spectrum of a molecule differs somewhat depending 
on whether the molecule is in the gas phase or dissolved in a solvent. When a 
compound is in solution, the solvent interacts with it and alters its energy levels and 
broadens spectral features. Solvent interaction with the absorbing molecule affects 
the frequency, intensity or shape of the absorption and is termed solvatochromism 
(1). The polarity of the solvent influences these changes by altering the interaction, 
particularly with the excited state (2). This solvent interaction often lowers the 
energy required for a transition and produces a shift in the absorption spectra. 
When the excited state energy is lowered, the position of the absorption is red-
shifted and is called a bathochromic shift (1). For example, the absorption peak of 
azobenzene occurs at 336 nm in acetonitrile but at 356 nm in dimethylformamide 
(3). This shift of 20 nm is large enough to significantly alter the amount of solar 
radiation that azobenzene would absorb in the near-UV, and could also affect the 
photolysis rate.  
This chapter presents measurements of the gas phase absorption cross sections of a 
number of important atmospheric species. The 6 compounds that were studied 
were biacetyl, 1-nitronapthalene (1-NN), 2-nitrophenol (2-NP), acetaldehyde, 
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acenaphthylene and water. These are all compounds of atmospheric interest, either 
as major constituents of the atmosphere, as for water, as directly emitted species 
like biacetyl and the aromatic compounds, or as atmospheric oxidation products, 
like ethanal. These absorption cross sections are needed to quantify these species, 
calculate photolysis rates, and model their influence on radiative transfer. 
There have been very few values reported for the vapour pressure of 
acenaphthylene. There is also very little agreement between these measurements 
which range from 9.12 x 10-4, 6.8 x 10-4, 3.6 x 10-3 and 1.67 x 10-2 mmHg (4-7). As 
acenaphthylene goes into the chamber easily and remains there in the gas phase 
for an extended period of time then we believe that the higher vapour pressures 
















Table 3.1 Molecular structures, purities, suppliers, and vapour pressures (at 25 °C) of the 
compounds measured in this chapter. 
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There are a number of sources through which biacetyl is introduced into the 
atmosphere. It is formed by direct emissions from medium duty truck diesel 
engines  and cigarette smoke (8; 9). Biacetyl is also formed as a product of ring 
cleavage of the NOx-air photooxidation of aromatic hydrocarbons (10; 11). One of 
its major tropospheric loss processes is photolysis (12). It has four main photolysis 
products: carbon monoxide, ethane, methane, and acetone, which are all 
greenhouse gases (13).  
Due to its broad absorption in the near-UV/Vis, its high vapour pressure, and its 
chemical stability, biacetyl was also one of the compounds used to calibrate the 
mirror reflectivity of the IBBCEAS system (as described in Chapter 2). As such, it is 
important to establish accurate values of the biacetyl absorption cross section. 
Three different experiments were undertaken to determine the absorption cross 
section of biacetyl. Mixing ratios between 5.97 and 7.6 ppmv of biacetyl were used 
for these experiments. These experiments allowed us to test the repeatability of 
the results obtained. We also checked the linearity of the IBBCEAS system to ensure 
that the results were not affected by instrumental artefacts or unexpected 
dimerization of the sample.  
 
3.2.1. Results 
Before the absorption cross section was determined, the linear relationship 
between concentration and absorption was examined. Over the course of a single 
experiment five different concentrations of the compound were added to the 
atmospheric simulation chamber. The temporal dependence of light intensity at 
360 nm over the entire experimental period is shown in Figure 3.1. 
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Figure 3.1 Temporal dependence of the intensity of light at 360 nm showing the initial reference 
intensity, I0, and the intensities before, Ib, and after, Ia, addition of known volumes of biacetyl. 
 
Each drop in intensity relates to an increase in the mixing ratio of biacetyl in the 
chamber. Initially the resulting intensity is stable after each addition. However, 
once the biacetyl concentration builds up following each addition, some of the 
biacetyl begins to partition to the walls. This can be seen by the slight increase in 
intensity between (for example) Ia4 and Ib5 in Figure 3.1. For this reason the 
intensity used to calculate the absorption was taken within a minute of each 
addition. This allowed time to ensure that biacetyl was homogeneously distributed 
within the chamber. The absorption was calculated using Equation 2.6.  
Figure 3.2 shows that there is a linear relationship between absorption and 
concentration. The r2 values reported indicate a high level of goodness of fit and the 
y-intercepts are close to zero. The linearity is slightly worse at shorter wavelengths 
because this is where the least light is present in our system. The low level of light, 
seen below 340 nm in Figure 2.5, results in smaller decreases in intensity and 
changes in the background light levels, which reduces the accuracy of absorption 
measurements at these wavelengths. Moreover, the absorption cross section of 
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biacetyl is quite weak below 350 nm, further complicating measurements in this 
spectral region.  
 





















Figure 3.2 The linearity of the measured absorption in the chamber as a function of biacetyl mixing 
ratio is shown for the multiple additions of biacetyl. Three wavelengths are shown: 340 nm (black), 
scaled by a factor of 10, 380 nm (blue) and 405 nm (red). The r
2
 values are 0.990, 0.997 and 0.995, 
respectively. 
 
Equation 2.7 describes the relationship between the absorption measured with the 
IBBCEAS and the values for the absorption cross section. Rearranging the formula in 
terms of the absorption cross section gives: 





    (3.1) 
where σ is the absorption cross section (cm2 molecule-1), V is the volume of the 
chamber, R is the mirror reflectivity, I0 is the intensity before any compound is 
added, Ib is the intensity before the compounds of interest was added, Ia is the 
intensity after the compound is added, n is the number of molecules of the 
absorbing compound and l is the length of the cavity (cm). The mirror reflectivity is 
determined for each experiment.  
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The absorption cross section was determined for the three concentrations of 
biacetyl and is shown in Figure 3.3. There was good agreement between the values 
despite the different concentrations and the measurements being taken on 
different days, showing the good repeatability of the results.  
 

















































Figure 3.3 The absorption cross section spectrum of biacetyl determined from three different 
experiments. The average of the measured spectra is shown in black. 
 
The absorption cross section increases strongly in going from shorter to longer 
wavelengths. Figure 3.3 shows that there is a 20-fold increase in absorption 
between 330 nm and 400 nm. The errors bars present in the above graph are based 
on the standard deviation of the averaged results. The consistency of the 
measurements is apparent. There is a standard deviation of 16 % at 340 nm and 6 % 
at 400 nm between the three measurements.  
There have been a few measurements of the biacetyl absorption cross section 
reported in the literature. These are compared to the results of this work in Figure 
3.4. The overall shape of the absorption spectrum in Figure 3.4 agrees very well 
with the other absorption cross section spectral shape. The magnitude of our 
measured cross-section is somewhat higher than literature spectra. As can be seen 
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in the log plot in Figure 3.4, with the exception of the values by Plum et al. below 
350 nm, our values are higher than previously reported values. The values by 
McMillan et al. arise from a personal communication to the editor of a 
photochemistry textbook from 1966 (14). As such, it was not possible to assess the 
quality of the data. The measurement by Horowitz et al. was taken under 0.5-1.0 
Torr of pressure (15). This is far lower than the ambient pressure (ca. 760 Torr) 
during our measurements, although the pressure should not strongly affect the 
magnitude of the absorption cross section in this spectral region. Increased 
pressure can cause a broadening of narrow spectral features, e.g. for vibrational 
absorption lines (16). The measurements made by the Plum group were taken in an 
atmospheric simulation chamber at 298 ± 2 K and 3-13 Torr (12). There is therefore 
no clear and apparent reason for the increase in the magnitude of the cross section, 
but we note that the spectrometer has been validated against a structured 
compound, benzaldehyde. As a consequence, there is some confidence in the 
reasonableness of our values.  
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Figure 3.4 A comparison of the absorption cross section spectra of biacetyl measured in this work 






1-nitronaphthalene (1-NN) is a polycyclic aromatic hydrocarbon (PAH) composed of 
two connected benzene rings and a nitro group in the 1 position. It has been 
observed in the atmosphere in a number of locations all over the world, including 
California, Marseille, Birmingham and Damascus (17-19). One of the reasons that 
1-NN has been so widely studied is that it has well documented effects on human 
health. Studies have shown that 1-NN has carcinogenic properties and also 
increases the mutagenic activity of the atmosphere (20; 21). Nitro-PAHs, including 
1-NN, have been found to increase the mutagenicity occurring in the modified 
Salmonella typhimurium assay used. This test is widely used to determine the 
tendency of a chemical to cause mutations in DNA (22). Nitro-PAHs and amino-
PAHs alter the cytokine and chemokine responses in human bronchial cells, and 
1-NN has also been found to cause pulmonary and hepatic toxicity in rats (23; 24). 
As 1-NN has potential to adversely impact public health, there have been 
widespread studies of its sources and abundance. 1-NN is amongst the most 
abundant nitro-PAHs in the atmosphere. The major contribution of 1-NN to the 
atmosphere comes from the exhaust of light and heavy diesel engines (23-26). 
There has been some concern that the PAHs measured in diesel exhaust were not a 
real product but an artefact (27). This has led to precautions being taken in a 
measurement campaign for nitro-PAHs. Sampling was carried out in a busy road 
tunnel and in the city centre in Birmingham, UK and also on the roof of a 20 m high 
building in the centre of Damascus, Syria (17). A study has found that the amount of 
nitro-PAHs formed as artefacts during the sampling process is only 2-3 % (19). Gas 
chromatography has been used to confirm the presence of 1-NN and 2-NN in diesel 
emissions (28). Measurements in Redlands, California recorded 1-NN at 424 pg m-3 
and 1906 pg m-3 for day and night time levels respectively, while measurements in 
Marseilles in July 2004 showed that 1-NN accounted for 30-50 % of the total 
nitro-PAH concentration (19; 29). Sample sites included an urban environment, a 
suburb and the countryside. As expected, concentration differences were found 
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between the three locations with the urban at 208 pgm-3, sub-urban 176 pgm-3 and 
rural 9.7pgm-3 (19). These results would reflect the contribution of diesel engines to 
1-NN concentrations. 1-NN can form in the atmosphere as a product of the reaction 
between naphthalene and OH or NO3 in the presence of NO2 or from dye 
manufacture (25; 30). As photolysis is one of main loss processes for 1-NN in the 
troposphere, the absorption cross section for the compound in the gas phase is an 
important property, along with the quantum photolysis yield, in determining the 
lifetime and radiative contributions of 1-NN (21). 
 
3.3.1. Results 
1-NN is a yellow solid at room temperature, with a melting point between 59-61 °C 
and a boiling point of 304 °C. Large crystals can form during storage. In our 
experiments, the crystals were crushed using a pestle and mortar before putting 
into the impinger. This ensured the largest possible surface area and aided in 
vapourising the sample. Owing to its very low vapour pressure, however, 1-NN 
proved difficult to add to the chamber and it deposited quickly to the walls (Table 
3.1). As the concentration of 1-NN in the gas phase decreased rapidly, its 
absorption was determined at the time immediately after the addition as the Ib 
(Figure 3.5). This did not allow the compound to be fully homogeneously 
distributed in the chamber nor did it account for losses during the addition of 1-NN. 
A number of different concentrations of 1-NN were used to calculate the cross 
section. Owing to the uncertainty in the concentration of gas phase 1-NN, the 
uncertainty in the magnitude (but not the spectral shape) of the absorption cross-
section is correspondingly large. Figure 3.5 shows the absorption time profile 
following multiple successive additions of 1-NN to the chamber. The absorption 
starts to fall immediately following each addition, and the rate of the decrease is 
more rapid at higher concentrations. This drop in absorption is due to the loss of 

























Figure 3.5 Time profile for absorption at 345 nm for four additions of 1-NN. The rate of loss of 1-NN 
to chamber surfaces increases at higher concentrations of gas phase 1-NN, as indicated by the 
higher absorption. 
 
Figure 3.6 shows the variation in measured absorption cross sections of 1-NN. The 
spectral shape is consistent across all the measurements, with maxima at shorter 
wavelengths, a shoulder at 340 nm and a tail that tends towards zero above 400 
nm. This large absorption is typical of nitrated aromatics as the nitro group shifts 
the absorption of the benzene ring to longer wavelengths. The loss of 1-NN to the 
chamber walls would lead to an overestimation of the number of molecules of gas 
phase 1-NN, and would thereby artificially lower the value for the cross section. For 
this reason, the highest measured cross section (for the addition of 112 ppbv in 
Figure 3.6) is likely to be closer to the true value of the absorption cross section. 
The standard deviation is between 6 and 14 %, at 340 and 400 nm, respectively, of 
the mean absorption cross section, despite a range of additions that span almost an 
order of magnitude in concentration. Considering the challenges of introducing 
1-NN into the chamber and the rapid changes in absorption following the 
introduction, we consider the mean spectrum to be a reasonable estimate of the 
1-NN absorption cross section within its stated uncertainty. Nevertheless, over-
estimating the concentration of 1-NN in the chamber is likely to give our 
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measurements a negative bias that should be borne in mind when using this cross 
section.  
 

























































Figure 3.6 Absorption cross section spectrum of 1-NN obtained in multiple experiments. The mean 
of the spectral measurements is shown in black. 
 
A series of UV/Vis solution phase measurements were also made for this 
compound. A 2.8 x 10-4 M stock solution of 1-NN and hexane was made in a 
volumetric flask and sonicated for 5 minutes to ensure the total dissolution of 1-NN. 
From the stock solution, five different concentrations were created with 80, 60, 40 
and 20% stock solution and the remainder was made up with the hexane solvent. 
Measurements of samples in quartz cuvettes were carried out in a Thermo 
Scientific Evolution 60 UV/Vis spectrometer. Each measurement consisted of a 
reference measurement of pure hexane along with one of the samples. After each 
sample was measured, the resulting absorbances were plotted against 
concentration for each wavelength (Figure 3.7).  
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Figure 3.7 Absorbance of 1-NN in hexane for five different concentrations in solution. The graph 
represents the absorbance at 333 nm, which is close to the absorption maximum, and at 390 nm, at 
which absorption is an order of magnitude weaker. The r
2
 values for the linear fits are 0.999 and 
0.988, respectively. 
 
As shown in Figure 3.7, there is a linear relationship between absorbance and 
concentration in accordance with the Beer-Lambert law. For solution spectra, this 




=  εlc    (3.2) 
where A is absorbance, I0 is the intensity of the reference and I is the intensity 
through the sample, ε is the molar absorption coefficient (L mol-1 cm-1), l is the 
length of the cuvette (1 cm), and c is the concentration of the sample (molL-1). The 
molar absorption coefficient is determined by the slope of this line. This property 
can be expressed as an absorption cross section (σ), which is more commonly used 




                                                         (3.3) 
where Na is the Avogadro’s number. The gas and solution phase absorption cross 
sections are compared in Figure 3.8. The shape of the absorption is similar, 
including shoulders at 340 nm (gas) and 360 nm (hexane) and a gradual decrease in 
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absorption towards longer wavelengths. There is a significant difference between 
the magnitude of the gas and solution phase absorption cross section, with the gas 
phase cross section a factor of 2 to 4 smaller than the solution phase. The maximum 
of the solution phase measurement appears at 325 nm, but no maximum is evident 
in the gas phase within the spectral range of the IBBCEAS system. As the maxima 
was not determined in the gas phase we cannot be sure that the solution phase 
measurement is not red shifted.   





















































Figure 3.8 The gas phase and solution phase absorption cross section for 1-NN. The difference in 
magnitude between the two is apparent. 
Zugazagoitia et al. have reported the solution phase cross section of 1-NN in a 
number of different solvents (31). These solvents ranged from non-polar 
(cyclohexane) to more polar solvents such as methanol, pentanol and acetonitrile. 
Our spectrum in hexane is compared to their spectrum in cyclohexane in Figure 3.9. 
The magnitudes of the absorption cross sections are very similar at the maxima. 
The absorption spectrum of Zugazagoitia and co-workers extends to longer 
wavelengths, probably a result of the slightly higher polarity of cyclohexane 
compared to hexane used in our study. In both cases, the solution phase absorption 
cross sections are appreciably larger than the gas phase cross section shown in 
Figure 3.6.   
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Figure 3.9 The 1-NN/hexane solution absorption cross section is compared here to that reported by 
Zugazagoitia et al. for 1-NN in cyclohexane(31).The magnitudes of the absorption maxima agree 
closely, although a slight red shift is seen in the cyclohexane solution. The polarities of hexane and 
cyclohexane are 0.1and 0.2, respectively. 
 
As discussed above, obtaining a consistent absorption cross section for gas phase 
1-NN was subject to significant negative bias owing to fast deposition to the walls. 
Nevertheless, the observed difference in magnitude of between the gas phase and 
solution cross section is probably too large to arise from this source, and the gas 
phase absorption cross section of 1-NN is still expected to be significantly lower 
than that of the solution phase. As a consequence, calculating the photolysis 
lifetime of 1-NN on the basis of the solution phase cross section would considerably 
underestimate the photolytic lifetime of the species and demonstrates the value of 
the gas phase absorption cross sections. 
 
3.4. 2-Nitrophenol 
Like 1-NN, 2-nitrophenol (2-NP) has a long history of being monitored in the 
atmosphere. It was first observed in rainwater in 1975 (32). 2-NP has phytotoxic 
properties, and causes headaches, respiratory problems and a reduction in the 
oxygen-carrying capacity of blood (33-35). Direct emission sources for 2-NP include 
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coal and wood combustion, and production of pharmaceuticals, disinfectants and 
explosives (33). A significant portion of the 2-NP in the atmosphere has been 
attributed to vehicle emissions. Nojima et al. measured 2-NP mixing ratios of 3.1 
ppbv in petrol engine exhausts and 6.4 ppbv in diesel engine exhausts (36). By 
monitoring the ratio of benzene, a known tracer of exhaust emissions, to 2-NP at 
the source and in the atmosphere, the 2-NP was deemed come from vehicular 
exhausts. In addition, atmospheric nitration of phenols is an indirect source of 2-NP, 
occurring either via night-time reaction with NO3 radicals (37; 38). 
The concentrations of 2-NP changes dramatically with location and local sources 
have a major impact on the prevalence of a compound. A number of monitoring 
campaigns have been undertaken in a variety of locations. In Portland, Oregon, 
2-NP was found at average concentrations of 58.5 ng L-1 and 24 ng m-3 in rain and 
air respectively over a seven day period (39). In contrast, a much lower gas phase 
concentration of 0.8-6.4 ng m-3 was observed at Great Dun Fell, a remote 
monitoring site in the English Pennines. These concentrations were lower than 
other European sites, likely owing to the site’s remoteness (40-42). 
The photophysical properties of 2-NP and other nitrated aromatics have received 
significant interest (43-45). The relatively long wavelength absorption of 2-NP is due 
to a combination of the delocalisation of the electrons around the benzene ring and 
the influence of the lone pairs on electrons on the OH and nitro groups. Some 
researchers have suggested that photolysis of 2-NP could alter the concentration of 
nitrous acid, HONO, in the atmosphere (43). The formation of HONO has previously 
been observed in the solution phase (46). Measured concentrations of HONO in the 
atmosphere exceed predicted concentrations based on known sources and sinks, 
and photolysis of 2-NP was proposed as a new gas phase source for HONO (43; 47). 
HONO is important in atmospheric chemistry because it is a photolytic precursor for 
the OH radical. Other researchers have observed instantaneous formation of HONO 
after the photolysis of 2-NP in a reaction flow tube (43). In addition, Chen et al. 
have proposed that the large absorption by 2-NP may have a significant impact on 
the available actinic flux when 2-NP concentrations are high. This attenuation of the 
actinic flux would slow primary photochemical processes, particularly in urban 
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environments (42). For these reasons the near-UV absorption cross section of 2-NP 
remains an important property that determines its environmental fate and impact. 
 
3.4.1. Results 
A number of experiments were carried out to determine the absorption cross 
section of 2-NP. Six different mixing ratios (41, 59, 81, 100, 126, 200 ppbv) were 
used to ensure that there was no concentration or other systematic effects in the 
measurements. Unlike 1-NN, there were no issues adding the 2-NP to the chamber 
in a reliable and consistent way because the vapour pressure of 2-NP is much 
greater than that of 1-NN. Figure 3.10 shows the linear relationship between the 
mixing ratio of 2-NP and its absorption. There is no evidence for concentration 
effects, such as dimerization, present during these experiments. These absorptions 
were used to calculate the absorption cross section.  























x5 for 380 nm
340 nm
 
Figure 3.10 Mixing ratio dependence of the absorption of gas phase 2-NP at 340 nm (black squares) 
and 380 nm (red circles).  The r
2
values of the linear fit were 0.999 (340 nm) and 0.998 (380 nm). 
Both wavelengths exhibit a strong linear relationship between mixing ratio and absorption. 
 
The absorption cross section of 2-NP has an absorption maximum at 339 nm and 
the absorption tails off quite slowly at longer wavelengths, extending into the 
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visible, Figure 3.11. The magnitude of the absorption is very large near the 
maximum and is comparable to ozone at its absorption maximum at 254 nm (48). 
There is a small drop in the absorption between 330 and 335 nm, although this 
feature is less certain owing to the weak light levels in the IBBCEAS system at this 
wavelength. A solution phase absorption cross section was measured in hexane in a 
similar fashion as for 1-NN. Its linear absorbance and concentration relationship is 
displayed in, Figure 3.12, and the gas and solution phase absorption cross section 
are compared in Figure 3.13. The magnitudes of the solution and gas phase cross 
sections are quite similar at their respective maxima. The absorption bands have 
similar shapes and no fine vibronic structures. The solution phase measurement is 
red shifted by about 20 nm relative to the gas phase. As the IBBCEAS 
measurements are of the gas phase compound, the observed shift in the solution 
spectra indicate the effect of the solvent molecules on the energy levels of the 
ground and excited states of 2-NP. The solution phase absorption cross section 
spectrum of 2-NP is therefore a poor approximation of the position and magnitude 
of that in the gas phase, highlighting the importance of measuring the gas phase 
absorption spectrum of species that occur to a significant extent as gases with 
sufficient vapour pressure. 
There is only one previously recorded gas phase absorption cross section value for 
2-NP in this region, which was made in our group using a modified IBBCEAS system, 
Figure 3.14 (42). One reason for the lack of other measurements is that the low 
vapour pressure of the compound results in large wall losses in typical flow 
spectrometers, making it difficult to estimate the concentration. The overall shape 
of the two cross sections is similar, although the magnitude of our spectrum is 
somewhat lower than that of the measurements reported by Chen et al. There are 
also two small shoulders in the measurements made by Chen et al. at 354 and 373 
nm that are not evident in either our gas phase or solution phase spectra. Chen et 
al. state that these features do not correspond to artefacts arising from mirror 
structure. However, on the basis of our results for the 2-NP SOA where some 
residual mirror structure is apparent, it is possible that small artefacts from the 



























































Figure 3.11 Absorption cross section spectra for the six measurements of 2-NP, along with the mean 
and standard deviation of the measurements. 
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Figure 3.12 Absorbance vs concentration for 2-NP/hexane solution at 340 nm (black) and 380 nm 
(red). Values of r
2
 for the linear regression were 0.997 (340 nm) and 0.998 (380 nm). 
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Figure 3.13 Comparison of the cross section of 2-NP in the gas phase (red) and in solution phase in 
hexane (black). 
 












































 Chen et al.
 
Figure 3.14 Comparison of the gas phase absorption cross section measurements of 2-NP from this 







Acetaldehyde, also known as ethanal, is one of the simplest aldehyde compounds. 
Measurements at urban sites have found that acetaldehyde accounts for almost 
one fifth (18-21 %) of the detected carbonyls in the atmosphere (49). Their 
prevalence in the atmosphere is important for several reasons, including playing a 
significant role in the formation of photochemical smog and other adverse health 
effects (50). The impact of acetaldehyde on health ranges from the relatively mild, 
such as eye irritation, to upper respiratory system problems and other toxic and 
carcinogenic effects (49; 51; 52). Acetaldehyde is an important precursor for 
peroxyacetyl nitrate, PAN, accounting for 44 % of its global production (53). PAN is 
a pollutant of concern owing to its mutagenic activity (52). 
Acetaldehyde is produced in the atmosphere through the oxidation of NOx and 
VOCs (18). One of the main direct sources is from vehicle emissions (51). 
Observations have been made in a number of cities. In Mexico City, the maximum 
mixing ratio of acetaldehyde was found at 8 am, with a daily average mixing ratio of 
15 ppbv (54). Much higher acetaldehyde levels were seen in Sao Paulo, Rio de 
Janeiro and Salvador in Brazil. Levels of up to 35 ppbv in outdoor areas and up to 
high levels of 240 ppbv in highway tunnels have been observed. These high mixing 
ratios have been attributed to the popularity of ethanol fuelled vehicles in the Brazil 
(55). Ambient measurements in six locations in Southern California were taken for 
24 hour periods over the course of a year-long campaign. The atmospheric mixing 
ratio of acetaldehyde was found to vary seasonally with an average of 2.9-4.8 ppbv, 
depending on location (56). These baseline studies were undertaken because of the 
increase in popularity of alcohols as fuels. As shown by Grosjean et al. increased 
alcohol fuels lead to increased formaldehyde and acetaldehyde production through 
secondary reactions of ethanol combustion emissions (56). The ambient levels of 
carbonyls in Los Angeles have been investigated in other studies (50). These 
measurements were taken in a number of different conditions from moderate 
levels of pollution to an extreme smog event. Levels of ≤ 35 ppbv were found with a 
large diurnal variation (50). While high levels of acetaldehyde have been observed 
90 
 
in California and Brazil, a study in Hong Kong found that over a 24 hour period the 
average mixing ratio was only 4.3 ppbv (49). Measurements in Atlanta, Georgia 
found that aldehydes are a crucial component in the study of photochemical 
pollution as they are a source of free radicals (57). 
The photochemical rate of acetaldehyde can be calculated as described in equation 
1.5. In order to determine this value an accurate absorption cross section value is 
needed. The determination of a broad spectral cross section can allow the 
determination of removal of acetaldehyde from the atmosphere. It is also used as a 
Criegee intermediate and OH radical scavenger in chamber experiments and the 
absorption cross section could be used to help monitor its mixing ratio during those 
experiments (58-60).  
3.5.1. Results 
Acetaldehyde has two prominent absorption peaks. One is centred at 180 nm, due 
to the π to π* transition, and the other is centred at 290 nm, due to the n to 
π*transition. The origin of the peak at 290 nm is due to the transition of the non 
bonding lone pair of electrons on the oxygen in the molecule to the carbonyl group. 
The n energy level has a higher level than π so the transition from n to π* occurs 
with lower energy at a longer wavelength. The tail end of the absorption peak 
occurs towards the short wavelength limit of the IBBCEAS spectral range.  
Acetaldehyde was used as an OH scavenger during SOA formation experiments. It 
was added in large excess, with mixing ratios of 20 and 28 ppmv. The general shape 
of the cross section spectrum shown in Figure 3.15 is consistent in both shape and 
magnitude for the two measurements. For the 20 ppmv measurement the 
absorption drops below zero above 340 nm due changes in I0 or mirror reflectivity 
during the experiment. Several vibronic structures are present in the spectra, with 
























































Figure 3.15 The absorption cross section spectra of ethanal measured for mixing ratios of 28 ppmv 
(red) and 20 ppmv (green). The mean of the measurements is shown in black. There is good 
agreement between the two measurements below 340 nm, while at longer wavelengths the 20 
ppmv measurement drops below zero. 
A number of measurements for the absorption cross section have been reported 
(61). These have been compared to the cross section determined in this work with 
the IBBCEAS/chamber combination. There is good agreement between the cross 
sections as determined with the IBBCEAS and those previously reported, Figure 
3.16. The spectral shape and intensity match well with the Schneider-Moortgat 
group (reported to a resolution of 0.08 nm) (62). There is also a high level of 
agreement for the peak position with the measurements from Libuda (1 nm 
resolution), while their intensity is higher than our own. The Meyrahn et al., 
Martinez et al. and Mc Millan et al. measurements (1.9, 0.5 and N/A nm resolution) 
all show intensities similar to ours, but spectral structures are much less noticeable 
and peak positions cannot be compared (63-65). The high resolution, low pressure 
(0.038-0.090 Torr) measurements over 113 – 413 nm made by Limao-Vieira using 
synchrotron radiation diverge from other measurements (66). Although there is 
broad agreement with the other measurements, much of the finer structure is not 
as apparent in their spectra.  
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Figure 3.16 Comparison of previously reported absorption cross sections of acetaldehyde with that 
determined in this work. Our results are broadly consistent in magnitude with all these spectra, and 
show the same spectral structure as a number of papers (61; 63-67). 
 
3.6. Acenaphthylene 
Acenaphthylene is a PAH consisting of two fused benzene rings with a further 
alkene bridge, Figure 3.17. The structure has a large degree of electron 
delocalisation due to the conjugation in the system, which extends the absorption 
of the π to π* band to longer wavelengths. Acenaphthylene is one of the 126 PAHs 
on the US EPA priority pollutant list (68). Phototoxicity, the result of light 
interactions with compounds causing toxic products, has been associated with 
PAHs. As with all PAHs, acenaphthylene has multiple emission sources. Burning of 
agricultural waste has been found to emit a large number of low molecular weight 
PAHs, of which acenaphthylene was one of the most prominent (69). It is also been 
found in liquid fuel, domestic waste, and landfill burning emissions (70). 
Acenaphthylene was amongst a large number of PAHs found in vehicle emissions 
(71). Numerous studies have found that acenaphthylene is the 3rd most prevalent 
PAH in cigarette emissions (72; 73). In areas where large numbers of smokers 
congregate, the concentrations of this compound and other PAHs like it would 
quickly increase. Overall concentration of PAHs was found to be 4725 ng cigarette-1 
93 
 
and 557 ng cigarette-1 for acenaphthylene (74). As well as being present in cigarette 
smoke, there is also a significant presence of acenaphthylene in coal tar (75). The 
phototoxicity of a molecule is affected by its ability to absorb light. Measuring the 
absorption cross section of acetaldehyde allows an assessment of its phototoxicity 
to be made (68). 
3.6.1. Results 
There were two different purities of acenaphthylene used for the absorption cross 
section measurements below. One was a mixture of 75 % acenaphthylene and 25 % 
acenaphthene, the other was ≥ 99 % acenaphthylene (Table 3.2). Acenaphthene, 
Figure 3.17, has a similar structure as that of acenaphthylene, but its lack of a 
bridging double bond reduces π-conjugation in the molecule. Consequently, 
acenaphthene absorbs at much shorter wavelengths than acenaphthylene and not 
in the range of the IBBCEAS instrument. As a result, the presence of acenaphthene 
should not affect the measured absorption spectrum. For the sample of 75 % 
purity, the rate of introduction of acenaphthylene and acenaphthene into the 
chamber was assumed to be the same based on the nearly identical boiling points 
of the two compounds (280 and 279°C, respectively) and their similar chemical 
structures. The compound was added to the chamber using the impinger in the 
same manner as described previously. For the lower purity sample, it was assumed 








Table 3.2 Experimental details for acenaphthylene absorption cross section measurement. 
Number Date Mixing ratio  (ppbv) Purity 
















≥ 99 % 
 
The absorption cross sections measured in the three experiments are shown in 
Figure 3.18. After controlling for the lower purity of one of the samples of 
acenaphthylene, there was close agreement between the three measurements of 
the different mixing ratios. The absorption spectrum has three prominent peaks in 
the spectral range of the IBBCEAS system. The peak maxima were at 327.2 nm 
(26,867 cm-1), 332.6 nm (30,066 cm-1) and 338.8 nm (29,516 cm-1) and had 
corresponding absorption cross sections of 1.94 x 10-17, 1.63 x 10-17, and 2.46 x 10-18 
cm2 molecule-1 respectively. In addition, a very weak peak is seen at 345 nm (28,986 
cm-1). The separation between this peak and the one centred at 338.83 nm matches 
the 530 cm-1 separation of other peaks, suggesting that it is a real vibronic 
absorption feature and not an experimental artefact. The vibrational progression 
therefore appears to include all these absorption bands. The magnitudes of the 327 
nm and 333 nm absorption peaks are similar, but a factor of six more intense than 
the peak at 339 nm. This suggests that the latter does not form part of the same 
progression. If this is the case, then the band origin occurs at 333 nm. The weak 
peak at 339 nm, and the very weak peak at 345 nm (Figure 3.19) therefore likely to 
be transitions from the v = 1 and v = 2 excited vibrational levels in the ground 
electronic state.  With energy level differences of about 530 cm-1, the population of 
these vibrational levels would be about 6 % (v = 1) and about 0.4 % (v = 2) in the 
ground electronic state. 
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Figure 3.19 An expanded view of Figure 3.19 to highlight a very weak absorption peak at 345 nm. 
 
A solution phase measurement was made with the 99 % pure acenaphthylene 
dissolved in hexane (Figure 3.21). A linear relationship was again observed between 
absorbance and concentration (Figure 3.20). Similar peaks were present in the 
solution phase as in the gas phase spectrum, with evident broadening of the peaks 
caused by the solvent. There is spectral shift of about 7 nm to longer wavelengths 
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in the hexane solution (Figure 3.21). The peak that is centred at 339.2 nm has a 
much larger intensity in the solution phase than the gas phase, and is likely to 
correspond to the band origin, while vibrationally excited levels in the solution 
would give rise to the shoulder around 345 nm. Thus, taking the spectral shift into 
account, the features of the gas and solution phase spectra display the same, broad 
pattern. 






















x 10 at 360 nm
 
Figure 3.20 Solution phase absorbance of acenaphthylene as a function of concentration at two 
wavelengths, 330 nm and 360 nm. The respective values of r
2 
are 0.999 and 0.997. 
To our knowledge no previous acenaphthylene gas phase absorption cross section 
has been reported. The closest comparison that can be made is to a paper which 
gives the shape of the absorption in a cyclohexane solution. While no values for the 
intensity are given, three peaks were reported at 325.8, 331.5 and 337.3 nm. Each 





















































Figure 3.21 Comparison of the gas phase and solution phase absorption cross sections. 
 
3.7. Water 
Water vapour is the most important greenhouse gas in the earth’s atmosphere and 
it is a major absorber of solar radiation (77). The details of its impact are still 
partially unknown. It has been proposed that as much as 25-30 % of the difference 
between theoretical and experimental solar radiation absorption in the near UV 
may be due to water vapour (78; 79). We can be confident that the extinction seen 
is almost exclusively due to absorption because water vapour scattering has a small 
effect under atmospheric conditions (80). While water vapour is present 
throughout the atmosphere, its concentration varies considerable depending on 
location, season, and altitude. It can range from trace levels to almost 4 % of the 
composition of the atmosphere. It is responsible for the removal of significant 
incoming solar radiation through absorption. This coupled with the fact that it is an 
extremely important absorber of out-going thermal radiation make it particularly 
important to fully and accurately characterise its full absorption spectrum (79). A 
recent study by Du et al. used CRDS to directly measure absorption from the ground 
vibrational state of the water monomer at short wavelengths, 290-350 nm (78). The 
measurements are in the near-UV region from 290 to 350 nm with a 5 nm interval, 
and seem to indicate that water absorption increased strongly below 335 nm. This 
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result is consistent with the same group’s study on the absorption of adsorbed 
water on fused silica (81). However, their result is surprising because theoretical 
calculations suggest that water absorption should get weaker in the near-UV. As the 
IBBCEAS allows for continuous measurements over a broad spectral range, the aim 
of this experiment was to test for the presence of any absorption caused by water, 
to compare it to the values reported in the literature, and to extend the spectrum 
to longer wavelengths (> 350 nm).  
Very recently, the long light paths through the atmosphere of long-path DOAS and 
MAX-DOAS measurements have been exploited to measure water absorption in the 
atmosphere down to 330 nm (82). These measurements reported an upper limit for 
the differential absorption cross section of 3×10-27 cm2 molecule-1 (at 0.45 nm 
resolution) and pointed to the need for further work on the near-UV water 
absorption spectrum. Integrating cavity measurements have reported very low 
levels of absorption in the blue spectra region with a further decrease towards 
shorter wavelengths (83). More importantly, theoretical calculations indicate that 
the near-UV absorption of the monomer is both weak and generally decreases 
further into the ultraviolet. 
 
3.7.1. Results 
The relative humidity (RH) of the chamber was raised to 80 % prior to the 
measurements using the method described in Chapter 2. To make multiple 
measurements over the course of a single experiment, the concentration of water 
was lowered a number of times by flushing in short bursts with dry air. A constant 
air flow was maintained across the dielectric mirrors to prevent contamination of 
mirror surfaces through deposition of particles or adsorption of gases. This air flow 
is usually connected to the same inlet line as the chamber purge air, but because 
the flow rate would be greatly reduced during flushing, for these experiments, 
nitrogen from a gas cylinder was used for the purge gas. By flushing the chamber, 
as shown in Figure 3.22, several measurements of the water absorption could be 
made during an experiment. Each change in the relative humidity corresponds to 
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approximately a 20 % drop, or to changes in the water monomer concentration of 
around 1 × 1017 cm-3. When the absorption for each step was determined, a 
number of narrow peaks were found. These were located at 341.6, 354.1, 368.2 
and 384.5 nm. These peaks arise from the formation of nitrous acid, HONO. HONO 
formation in atmospheric chambers is well known and occurs via reaction of 
adsorbed water and nitrogen oxides on chamber surfaces (84). 













































Figure 3.22 Time profile of the concentration of water monomer (black) and temperature in the 
chamber (red). The humidity was reduced in several steps by flushing the chamber. 
Figure 3.23 shows the absorption calculated for the three step changes in the 
experiment. There is no structure that is consistent for the three step changes. The 
shape of the mirror reflectivity is seen in the Step 1 absorption. There are a number 
of narrow peaks visible that are associated with HONO absorption (85). This is in 
stark comparison with the values reported by Du et al. which show a strong 
absorption in this region Figure 3.24.  
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Figure 3.23 The absorption spectra for the three step changes shown in Figure 3.22. There are no 
consistent absorptionfeatures present except for the narrow HONO peaks. 
 
The magnitude of the absorption reported by the Du et al. group should be visible 
in our measurement region(78). An absorption cross section was determined for 
the Step 1 extinction from Figure 3.23. The values this gave were in the region of     
1 x 10-25 cm2 molecule-1. This is an order of magnitude lower than the 
measurements reported by Du et al. However, the only structure that is visible from 
the IBBCEAS measurements is some structure from the mirror reflectivity. The 
discrepancy between the Du et al. measurements and our results may be 
attributable to an artefact arising from water vapour coming into contact with the 
cavity mirrors in their CRDS vacuum cell. The same authors observed successive 
water uptake on cavity mirrors even at low water pressures in another study (81). 
Such water adsorption on the mirrors would alter the mirror reflectivity and hence 
the ring-down times in the spectrometer, which would be interpreted as an 
absorption. A similar effect has previously been observed by our group involving 
the sensitivity of optical cavity spectrometer performance to water uptake on 
mirrors in the deep-UV (86). If the assumption is true, it implies that the absorption 
registered by the Du et al. group may be incorrect because absorption 
measurements at all wavelengths would be affected by water uptake on the 
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mirrors. Our IBBCEAS measurements, which we have published, can be taken as an 
upper limit for the absorption cross section for water (87).The values that are 
reported here do not support the values reported by Du et al. and are generally 
consistent with the theoretical absorption cross section levels reported by Lampel 
et al. (82). 
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Figure 3.24 Absorption cross section spectrum of water reported by Du et al. and absorption cross 
section determined by the Step 1 extinction from Figure 3.23. As well as a general absorption, there 
is a peak present at 330 nm that is not seen in our measurements. 
 
3.8. Conclusions 
The experiments presented in this chapter illustrate the use of IBBCEAS in 
conjunction with a simulation chamber to measure the absorption cross section for 
several compounds in the gas phase that are otherwise difficult to determine 
experimentally. This ranges from the broad absorption of 2-NP to the structured, 
weakly absorbing acetaldehyde. Some of these compounds have no reported gas 
phase cross sections, 1-NN and acenaphthylene, while others have very limited 
measurements, 2-NP. One of the reasons for the lack of measurements is the low 
vapour pressure of these compounds, Table 3.1. The difficulty of adding 1-NN to the 
chamber can be attributed to its low vapour pressure. The vapour pressure of 1-NN 
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is about 6 orders of magnitude lower than that of acetaldehyde, making it more 
difficult not only to add the compound to the chamber but also to keep the 
compound in the gas phase in the chamber. This is reflected in the large 
uncertainties associated with the 1-NN cross section as shown in Figure 3.6. The 
compounds needed to be heated with a heat gun prior to addition. This works well 
for compounds with relatively high vapour pressures, but with compounds such as 
1-NN that need to be heated for long periods of time, there is some risk of thermal 
decomposition of the compound. A more controllable heating process could help 
with this. Another avenue that should be looked at is adding the compound to the 
chamber as a solution, for instance, as droplets in a solvent. This could allow the 
consistent addition of very low vapour pressure compounds.  
The compounds used in these experiments were not purified after they were 
received from their suppliers. All compounds were purchased at the highest quality 
available at the time. However, for weakly absorbing species, an impurity that was 
highly absorbing could influence the measured absorption cross section. In our 
opinion, this does not seem likely in any of the cross sections shown in this chapter. 
There are no errant or unexpected peaks. However, in future the inclusion of an 
additional purification step to any compounds that are being used would allay any 
doubt about their purity. The purity of biacetyl and methyl vinyl ketone was 
checked with a proton NMR; these were found to be at least 97-98 % pure. The 
IBBCEAS measurement of absorption cross section has already been validated for 
benzaldehyde (Chapter 2). The short-wavelength absorption of water was also 
studied. Water is such a prominent atmospheric constituent that any absorption by 
it could have a significant radiative or photochemical effect. However, we were not 
able to confirm any absorption from water in the UV/Vis region our measurements. 
Instead, we have reported new upper limits for the water absorption cross section 
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4. Optical Properties of 
Secondary Organic Aerosol 





Volatile organic compounds are prevalent in the troposphere. Their relatively high 
vapour pressure ensures that they evaporate or sublime to the gas phase. An 
estimate of 1150 TgC per year are reported to be emitted into the atmosphere (1).  
This is composed of a range of compounds including isoprene (44 %), reactive or 
non-reactive VOCs (45 %), and monoterpenes (11 %) (2; 3). Monoterpenes have the 
molecular formula of C10H16 and consist of cyclic or linear alkenes. One of the most 
common monoterpenes is α-pinene, which contains a four membered ring and has 
an endocyclic double bond, Figure 4.1 (4).  
 
Figure 4.1 Structure of α-pinene. 
 
α-pinene is a biogenic VOC that is released from forests all over the world. It gets its 






for α-pinene into the environment has been measured as up to 50 TgC per year, 
which is equivalent to annual emissions of all anthropogenic hydrocarbons (6; 7). 
Although exposure to α-pinene can result in skin or mucous membrane irritation, 
allergic contact dermatitis or chronic lung function impairment, the direct health 
effects play a relatively small part in α-pinene’s global impact (8-11). Rather, the 
products of α-pinene oxidation result in secondary organic aerosol (SOA) formation 
that has significant climate and health effects.  
The formation of SOA from monoterpenes has been widely studied (12-17).  
Oxidation of monoterpenes accounts for a large proportion of their particle 
formation events (18-20). Particular attention has been paid to both α- and 
β-pinene as they contribute significantly to monoterpene emissions (21-23).  
The three main routes for α-pinene oxidation are reaction with OH, NO3, or ozone 
(24). The OH and NO3 radicals are important atmospheric oxidising agents. They are 
responsible for most day and night time oxidation of VOCs respectively. Their initial 
oxidation products include carbonyls, carboxylic acids, alcohols and organic nitrates 
(18; 20; 25-29). Reactions with ozone are an important loss process for alkenes in 
the atmosphere, and ozone is responsible for up to 80 % of the atmospheric losses 
of α-pinene (3; 30-32).  
The general mechanism of ozonolysis of α-pinene is well-known. Ozone attacks 
across the unsaturated double bond on the ring of the α-pinene to produce a 
primary ozonide. This ozonide decomposes to form an excited criegee 
intermediate, that is, a carbonyl oxide with two charged centres (33). These criegee 
intermediates are then either collisionally stabilised or decompose to form OH (34). 
Any OH formed is then an additional oxidising species present in the system and 
can influence the reaction in two ways. Firstly, OH can react with α-pinene directly. 
This reaction is faster than the ozone reaction and can form different products (30). 
Secondly, the OH radical can also age the SOA particles and interact with the 
oxidation products (35-37). The initial steps and oxidation products in the 
ozonolysis of α-pinene are shown in Figure 4.2 (38). Multiple generations of 
oxidation and species production continue the oxidation process beyond the 
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species shown in Figure 4.2. Even though the α-pinene/ozone system has been 
intensively studied, the full reaction scheme is complex and not fully understood. 
As these species are progressively oxidised, the vapour pressures of their products 
tend to decrease, which results in the formation of SOA through the partitioning 
between the gas and particle phase (39; 40).  
 
 
Figure 4.2 Reaction pathway for the ozonolysis of α-pinene. Reproduced from Kristensen et al. (38). 
 
The mass yield of α-pinene SOA from ozonolysis depends on a number of factors 
including hydrocarbon concentration, relative humidity, availability of OH, and 
temperature (41-45). Ozonolysis of α-pinene is efficient in SOA formation with 
reported yields of up to 0.67 (46). The reaction pathways can be modified by the 
addition of compounds to the α-pinene/ozone system. For example, cyclohexane 
can be used to remove the OH radical, while water vapour is an important criegee 
intermediate scavenger in the ambient atmosphere (35; 37).  
The focus of this chapter is on the optical properties of α-pinene SOA. The 
interaction between light and biogenic SOA particles was first reported by Went in 
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1960 (47). Went noticed a recurring blue haze present over large forested areas.  
There have been a number of field studies that have reported similar haze affects. 
These events occur widely, and have been observed, inter alia, in Canada, Finland, 
Portugal, and Australia (16; 48-50). The organic aerosols that are responsible for 
this haze also comprise a large fraction of the fine particulates in the atmosphere 
(39). The effects of different atmospheric species on the radiative balance, and the 
uncertainties associated with aerosols in particular, was discussed in Chapter 1 (51). 
To address these uncertainties, the optical properties of aerosols need to be 
characterised.  
The formation, composition, and optical properties of secondary organic aerosols 
have received a great deal of interest in the last few years and have been the 
subject of several reviews (52-55). SOA contributes 70-90 % of the aerosol mass 
loading in the lower troposphere (56-58). As a result it is necessary to know the 
impact these species have on the climate and one way to do this is through the 
study of their optical properties. The refractive indices of a number of SOA particles 
formed from prominent VOCs have been studied. These include SOA as a result of 
toluene photooxidation, toluene oxidation, limonene photooxidation, guaiacol OH 
oxidation, β-pinene NO3 oxidation, and α-pinene ozonolysis (59-67). A 
comprehensive list of these studies have been reported in a recent review article by 
Moise et al. (53).  
One of the fundamental properties of substances used to determine their optical 
properties is the complex refractive index (Chapter 1). The complex refractive index 
(CRI) of SOA varies over a wide range of values (1.35 to 1.60), making their 
contribution to radiative forcing extremely dependent on particle type (53).  
Moreover, a significant spectral dependence has also been reported for these types 
of particles at shorter wavelengths (62; 63). There have been a number of studies of 
the optical properties of SOA formed by the ozonolysis of α-pinene. Kim et al. used 
a nephelometer to determine the RI value of these particles at 670 nm (68). An OH 
scavenger was added and the aerosol mass concentration was varied. Neither 
condition was determined to affect the RI values. Nakayama et al. used a 
nephelometer for scattering measurements and a CRDS system for extinction 
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measurements in their optical property study of α-pinene/ozonolysis SOA (63). 
They found that there was no light absorption due to the SOA particles at the two 
wavelengths of their instruments, 355 and 532 nm. The LACIS (Leipzig Aerosol 
Cloud Interaction Simulator) optical particle spectrometer (OPS) was used to 
determine a RI value of 1.45 for α-pinene/ozonolysis SOA. LACIS is a laminar flow 
tube connected to a white-light optical particle spectrometer. The RI value was not 
determined directly: the OPS measures the amount of scattered light, which 
depends on the RI at a given mobility diameter. Measurements were taken for 
succinic acid (RI = 1.41) and ammonium sulphate (RI = 1.53), while the RI of 
α-pinene/ozone SOA of 1.45 fell between these values. Lambe et al. used a real 
time CRD photoacoustic spectrometry measurements at 405 and 532 nm to study 
the influence of oxidation level on RI values (61). They found that the real part of 
the RI decreased with increasing oxidation level. The effect of the aging of 
α-pinene/ozone SOA with ammonia on the RI values was studied by Flores et al. 
using a system very similar to an IBBCEAS which they called Broadband Cavity-
Enhanced Spectroscopy (BBCES), with a measurement range of 360 to 420 nm (64). 
They found the average RI value increased from 1.50 to 1.57 when the particles 
were aged by exposure to ammonia over a 15 hour period. This could have 
important real world implications as particles are aged over time.  
The aim of this chapter is to investigate the optical properties of the 
α-pinene/ozone SOA system in the near-UV and blue spectral regions. In particular, 
the work will focus on how the SOA mass yield, extinction, Angstrom exponent (AE) 
and refractive index evolve over time under different reaction conditions. The 
influence of the reactant concentration, presence of an OH scavenger, and relative 
humidity on the optical properties of SOA is studied, and our findings are compared 






4.2. Experimental Methods 
Reaction procedure and conditions 
Several experimental parameters were varied to investigate the effect on the 
optical properties, including (a) the reactant concentrations, (b) the effect of 
cyclohexane, an OH scavenger, and (c) the influence of water vapour (including as a 
criegee scavenger), on the α-pinene/ozone SOA system. The different experimental 
conditions are outlined in Table 4.1. 
 












1 24/04/15 300 300 Reference experiment 
 
2 30/04/15 400 400 Higher concentration 
 
3 05/05/15 300 300 Cyclohexane 
 
4 12/05/15 600 600 Highest concentration 
 
5 22/05/15 300 300 70 % relative humidity 
 
These experiments were performed in conjunction with Sakthivel Kartigueyane, a 
master’s student visiting from Laboratoire Interuniversitaire des Systèmes 
Atmosphériques (LISA) in Paris. α-pinene and cyclohexane were added to the 
chamber via the impinger as described in Chapter 3 and water vapour was added as 
previously described. Experiments followed the same initial procedure as in Chapter 
2. To promote homogeneous mixing of the sample in the chamber, the fans in the 
chamber were turned on before and left on for 10 minutes after the addition of 
reactants to the chamber. The compounds were added in the following order: first, 
any compounds that would change the reaction pathway were added (i.e. water 
vapour or OH scavenger), approximately 20 minutes later, α-pinene was added, a 
further 20 minutes were allowed for mixing and to establish a spectroscopic 
baseline, and then ozone was added.  
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Introduction of ozone 
Accurate control of the initial ozone concentration was necessary. Ozone 
concentrations in the chamber were monitored with a Thermo ozone monitor. 
However, the initial concentration of ozone could not be monitored directly 
because mixing in the chamber was not instantaneous and the ozone would 
immediately begin to react with the α-pinene. Instead, a calibration curve was 
determined of ozone concentration against the ozone generation time (Figure 4.3). 
Pure O2 flowed into the generator at a fixed flow rate of 2 L min
-1 and an electrical 
discharge converted a portion of the oxygen to ozone. Ozone was added to the 
chamber four times. The ozone generator produced a constant concentration of 
ozone at a given flow rate. The r2 fit value of the calibration curve was 0.996, 
showing that the addition time could be used to accurately add the desired 
concentration of ozone to the chamber. 




































Figure 4.3 Top: the dependence of stable ozone concentration on the duration that ozone was 
added. Bottom: the time profile of multiple additions of ozone into the chamber. The large peaks are 
a result of the close proximity of the sampling point to the injection port.  
 
Gas phase absorption 
The IBBCEAS measures the extinction caused by both gas and particle species in the 
chamber and cannot differentiate between scattering and absorption. For the 
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α-pinene/ozone system, primary reactants do not absorb in the spectral range of 
the IBBCEAS system. The absorption of α-pinene is negligible above 250 nm (69). 
This simplifies analysis of the resulting SOA extinction data as there is no α-pinene 
absorption structure present in the region of interest. Ozone has a structured 
absorption spectrum below about 340 nm, but its absorption cross section is small 
in this region and its contribution to the overall extinction is not significant at the 
concentrations used in these experiments. 
Particle size distributions 
The SMPS measures the electrical mobility of particles and by doing this is able to 
produce a size distribution. By using an assumed density of the particles we can 
estimate the mass of the particles formed in the chamber. SOA densities range 
from 1.07 to 1.69 µg m-3 (70). A density of 1.2 g cm-3 for α-pinene SOA has been 
widely reported and used (68; 71; 72). The density of SOA can change over the 
course of an experiment as gas phase species with differing molar masses condense 
onto the surface of existing particles. However, various studies have reported 
differing aging effects on density. In experiments with mass concentrations similar 
to ours, the density was found to be constant, although higher densities have also 
been reported in some circumstances and high mass loads are known to cause a 
decrease in density (70; 73). In this study, we use a constant particle density of   1.2 
g cm-3 in order to be able to compare results. In Figure 4.4 the change in particle 
number and mass concentration is shown over time. The ozone was added to the 
system at time = 0 min and is followed by instant and rapid formation of particles, 
as expected (45). The time resolution of the SMPS is three minutes per scan. As 
particle formation occurs rapidly, some of the initial phase of the reaction may be 
missed by the SMPS measurements. 
The size distribution evolves during each SOA experiment, as shown in Figure 4.5. 
Particle size increases as smaller particles coagulate with one another and explains 
the observed decrease in the number concentration of particles. The median 
particle diameter (MPD) is a commonly used metric for describing particle size, 
although it must be remembered that this number is only representative of a 
distribution of sizes (74) (Figure 4.5). 
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Sometimes instabilities were seen in the SMPS and other measurements. For 
example, there is a series of rapid changes to the mass and number plots after 68 
minutes in Figure 4.5. The same instability is seen in the ozone concentration and to 
a lesser extent in the IBBCEAS extinction data, Figure 4.6. There is no obvious 
reason for these changes. There were no reported electrical faults in any of the 
systems and no additional changes were made to the experimental system. A 
possible explanation for this is that the fans in the chamber were turned on at this 
point, but not recorded. This could cause agitation of the particles in the chamber 
which could change local concentrations, especially near the sampling ports for the 
SMPS and ozone monitor. This may be why the effects are not as pronounced in the 
IBBCEAS measurements, which takes its measurements across the entire length of 
the chamber and would be less effected by variation of local concentrations in the 
chamber. Where such instabilities occur in individual experiments, the analysis only 
extends up to the point when the instabilities are evident. 





















































Figure 4.4 The time profile of the mass concentration and particle concentration during an α-pinene 







































































Figure 4.5 Top: the size distribution at selected times over the course of the experiment. Bottom: 





















































































































Figure 4.6 Temporal profiles of extinction, ozone concentration, mass concentration and particle 




The SMPS was used in conjunction with the IBBCEAS extinction measurements to 
determine the SOA RI. To do so, the measured extinction was compared to the 
extinction calculated by using Mie theory. Mie theory uses the number distribution 
from the SMPS and an assumed RI. Although other models for the physical 
structure of the particles exist, we assume homogeneous spheres for the Mie 
calculations in common with most studies. The RI was identified as that value that 
produced the minimum difference between the calculated and measured extinction 
values. The continuous spectral range of the IBBCEAS allows us to monitor the RI 
values over both time and a wide spectral range. This is in contrast to most previous 
measurements that took place either at longer wavelengths, a small number of 
discrete wavelengths, or both, Table 4.2.  
Table 4.2 Reported RI values for α-pinene/ozonolysis SOA. 
Refractive index Wavelength (nm) Reference 










































Redmond and Thompson (67) 
 
Using a representative literature value of 1.45 for the RI, the Mie extinction was 
calculated for the particles formed from 300 ppbv of α-pinene and 300 ppbv of 
ozone after 60 minutes. Figure 4.7shows the comparison between the IBBCEAS 
extinction and the Mie based extinction. It is apparent that there is a large 
difference between the experimental and calculated spectra. When the Mie 
calculations were used to retrieve the RI from the experimental measurements, the 
best fit diverged widely from the literature consensus, giving a RI value of 1.7. This 
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value was far outside any reported values for the RI for this SOA in this or any other 
wavelength region. The following section considers possible causes for this 
discrepancy and solutions to treat the data in a reasonable fashion. 
There are three plausible explanations for the observed discrepancy between the 
calculated and measured extinctions. These are: (1) inaccuracies in the extinction 
measurement, (2) an incorrect algorithm for the Mie calculations, or (3) 
inaccuracies in the SMPS measurements used in the calculations. Each possibility 
will be examined in turn. 
 




























Figure 4.7 Comparison between the experimental extinction spectrum and that calculated from Mie 
theory using a RI value of 1.45. The large difference between the calculated and measured extinction 
is discussed in the text. 
 
The first possibility is that the IBBCEAS measurements were inaccurate. The 
IBBCEAS data could be inaccurate in terms of their wavelength or the extinction 
values. The wavelength was considered not to be a large source of uncertainty as its 
calibration is a standard procedure and uncertainties in wavelength are very small. 
The measured IBBCEAS extinction depends on the reflectivity of the mirrors 
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Equation 2.3, which must be calibrated for quantitative measurements. Mechanical 
instabilities could misalign the optical system or alter the effective mirror 
reflectivity. Alternatively, the calibration of the mirror reflectivities could be 
inaccurate. To ensure measurement quality, a daily mirror reflectivity calibration 
was performed to account for any long-term changes in the reflectivity. The mirror 
reflectivity was found to be reasonably stable from one calibration to another, 
suggesting that neither the calibration procedure nor temporal changes in cavity 
alignment were the cause of the discrepancy. Moreover, the accuracy of the 
IBBCEAS extinction measurements was good, as seen from a comparison of the 
measured absorption cross sections against those reported in the literature. In 
general, the IBBCEAS results agree with published absorption cross sections to 
within 7 % percent. Examples include the absorption cross sections of benzaldehyde 
Figure 2.18 and acetaldehyde (Figure 4.8). In the latter case, we note that 
acetaldehyde was used during aerosol experiments as an OH scavenger; as such, it 
was determined using the same mirror reflectivity calibration values as the aerosol. 
These cross sections were determined using the same technique used to measure 
the aerosol extinction. 
Considering the agreement to within a few percent between our results and the 
literature reported spectra, and that the mirror reflectivity was calibrated daily to 
ensure against longer term drifts, inaccuracies in the IBBCEAS measurements can 
be excluded as the source of the observed discrepancy.  
Another possible source of error was the code used to calculate the extinction 
based on Mie theory. The Mie theory code, as with most Mie theory algorithms, 
made a number of assumptions about the particles: that they were spherical, 
homogenous and internally mixed. This is generally true for particles in the 
accumulation mode (80). The code was developed for this project and was 
validated against a code that had been used previously during similar IBBCEAS 
measurements of aerosol optical properties. The code was applied during a 
campaign in the SAPHIR chamber in Jülich in Germany in which ammonium 
sulphate was used as a model aerosol (81). The CRI of ammonium sulphate is well 
known (e.g., 1.52 + 1 x 10-7 i at 680 nm (82)). Using this CRI value and size 
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distribution measurements from an SMPS, the extinction coefficient calculated with 
the code was in reasonable agreement with extinction measurements by an 
IBBCEAS and other instruments. These considerations therefore indicate that the 
Mie calculation code was likely free of errors. 
 













































Figure 4.8 Comparison of the acetaldehyde absorption cross section spectra from this work and 
from Schneider and Moortgat (83). 
 
The third likely source of the discrepancy lies in the accuracy of the SMPS 
measurements used in the Mie calculations. The SMPS model used, TSI 3034, is 
stated for use under both low and high particle concentrations up to a 
concentration of 2.4 x 106 particles cm-3. The highest particle concentration in our 
experiments was 3.7 x 105 particles cm-3 and within the normal operating range of 
the instrument. However, the SMPS had not been calibrated for a number of years, 
neither in terms of its sizing nor in terms of its counting accuracy. It had also not 
been compared against other similar instruments. Although particles could be lost 
to the tubing connecting the SMPS to the chamber and internally within the SMPS, 
this is considered unlikely because the sample inlet tubing was the standard 
antistatic tubing used for particles sampling with specific properties to minimise 
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such losses. The mechanism for size selecting the particles in the SMPS for counting 
could also result in inaccurate size distribution measurements. Particles are sized 
according to their electrical mobility assuming a charge of + 1. However, up to 10 % 
of particles above 200 nm may carry double charges. This would shift the apparent 
distribution to smaller sizes that interact much less strongly with light. 
Nevertheless, the effect of multiply-charged particles is well known and the sample 
distribution is corrected automatically by the SMPS software. This, too, is an 
unlikely cause of the discrepancy. 
Other possible sources of uncertainty are that the SMPS could be inaccurate in its 
sizing measurement, or in the counting accuracy of the condensation particle 
counter (CPC) unit. The likelihood of these measurements contributing to our SMPS 
results were discussed with experienced SMPS users at the Leibniz Institute for 
Tropospheric Research. Particle sizing was regarded as relatively robust and an 
unlikely source of a large deviation as seen in our Mie-observation discrepancy. On 
the other hand, they did consider it likely that the CPC unit and particle counter 
could explain the large difference. This is particularly true for using SMPS 
instrumentation in relatively dirty environments, as in our atmospheric simulation 
chamber studies. Under circumstances where the SMPS could get relatively dirty, 
there could be significant undercounting of particles. As this explanation is both 
consistent with the technical experience of other SMPS users, and is the only 
reasonable remaining explanation for the discrepancy, we consider that 
undercounting the number of particles in each size bin by the SMPS led to 
subsequent underestimation of the extinction in Mie calculations. 
This discrepancy between the IBBCEAS measured and Mie calculated extinctions 
has been noted previously in our chamber-IBBCEAS system. Previously, the 
extinction of ammonium sulphate was measured in the CRAC chamber using the 
IBBCEAS and the extinction was calculated using the same code as here (84). The 
discrepancy between the data in the work by Isaac et al. was handled by scaling the 
calculated Mie extinction spectra to match the experimental spectra. Doing so is 
equivalent to scaling the magnitude of the number distribution by the same factor. 
The Mie extinction calculations were scaled by a factor of 2.69 to match the 
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experimental extinction. This factor was used in subsequent measurements to 
correct the calculated extinction. The assumptions in this approach are that (a) the 
same factor applies across the size distribution, (b) the factor is relatively stable in 
time and (c) all sizes are affected equally. Although it was not possible to test these 
assumptions directly, the following sections show that the resulting RI for α-pinene 
SOA, a system that has been studied by numerous groups, is broadly in line with the 
reported literature values for the RI (63; 67; 68; 75-78; 85). We therefore consider 
this to be a sufficiently reliable approach to studying the aerosol optical properties. 
 
4.3. SOA evaluation and extinction 
The experiment for the oxidation of 300 ppbv of α-pinene with 300 ppbv of ozone 
will be referred to as the ‘reference’ experiment for the remainder of this chapter. 
Every other experiment will be compared to this to see how varying the 
experimental conditions affect the physical and optical properties.  
Particles formed almost instantaneously once the ozone was added. This is seen in 
the rapid increase in extinction measured by IBBCEAS, and also by the sharp change 
in the particle mass concentration, Figure 4.4. The extinction of the evolving 
α-pinene SOA is shown in Figure 4.9 and increased over time, following the increase 































Figure 4.9 The change in sample extinction spectra following the addition of ozone to α-pinene in 
the chamber. The time refers to minutes after ozone was added. 
 
4.3.1. Particle absorption 
The spectral shape of the extinction shown in Figure 4.9 is typical of purely 
scattering particles and increases monotonically to short wavelengths. SOA from   
α-pinene ozonolysis is widely reported as being purely scattering in the spectral 
region of interest here (63; 73; 75; 86). A UV/Vis spectrometer was used to analyse 
the particles and to confirm their non-absorbing nature. Particles were collected 
onto a filter for 30 minutes, as described in Chapter 2.  
Previous α-pinene SOA filter samples have been extracted into either water or 
methanol (25; 41). As there was no consistently used solvent, both solvents were 
tested here. The filter was cut in half; one half was extracted into methanol and the 
other half into water. Each filter was added to 10 ml of the solvent in a sample vial, 
which were capped and sonicated for 5 minutes each. The filter was then removed. 
During the sonication process, small pieces of the filter became suspended in the 
solution. These were removed by passing the solution through a 0.45 PTFE filter. 
This is a typical method used to extract particles into solution (87-90). Each sample 
was run through a Thermo Scientific Evolution 60 UV/Vis spectrometer as described 
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in Chapter 3. Updyke et al. measured the effects of ammonia aging of SOA species 
from biogenic and anthropogenic sources. They extracted particles from filters in 
the same manner as that undertaken in this work, i.e. placed filter in solvent, 
sonicated and pass solution through syringe filter (88). This solution was used to 
measure pure absorbance in a dual-beam spectrometer. The particles collected 
onto the surface of the filters are dissolved into solution. This ensures that there 
are no scattering effects associated with the UV/Vis spectrometer measurements 
(89). This type of UV/Vis spectrometer measurements have also been recorded by 
Nguyen et al. when determining the formation of nitrogen and sulfur containing 
absorbing particles (91). They did not report any scattering effects in their 
measurements. This enabled us to use the UV/Vis spectrometer to measure the 
absorption due to the SOA particles.  
 
Figure 4.10 Filter after SOA was impacted on it for 30 minutes. Note, there is no presence of any 































Figure 4.11 Absorbance spectrum of the α-pinene ozonolysis SOA after extraction into either water 
or methanol. The spectra indicate that there is no appreciable absorbance above 300 nm. 
 
Figure 4.11 shows the absorbance of the SOA particles. Above the lower limit of our 
spectrometer’s spectral range (325 nm), the absorption is minimal. This indicates 
the non-absorbing nature of the SOA particles formed in the reaction between 
ozone and α-pinene. At deep-UV wavelengths (below 300 nm), there is increased 
absorbance in the sample extracted into methanol. There have been instances of 
methanol forming new products when reacting with aerosol species but this does 
not affect our conclusions about the non-absorbing nature of the SOA above about 
300 nm (92). Based on our measurements as well as other literature reports, we 
conclude that the particles are purely scattering in the near-UV and visible spectral 
regions.  
As all the extinction caused by α-pinene ozonolysis SOA is purely scattering 
between 320 and 420 nm, we can already describe one of the fundamental optical 
properties, the single scattering albedo (SSA). The SSA is the ratio of the scattering 




       ( 4.1) 
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where σs is the scattering coefficient, σa is the absorption coefficient and ω0is the 
SSA. As the particles are purely scattering, the SSA is 1 in our region of interest. This 
indicates that these particles will tend to have a negative radiative forcing effect 
and therefore contribute to a cooling effect on climate.   
4.3.2. Optical properties 
Angstrom exponent 
An empirical formula to describe the approximate spectral dependence of 
extinction caused by aerosols was first proposed in 1929 (93): 
AODλ = βλ
−α      (4.2) 
where AOD𝞴 is the aerosol optical depth at a given wavelength 𝞴, β is the Angstrom 
turbidity coefficient which equal AOD at 𝞴 = 1 µm and α is the Angstrom exponent. 
This allows the calculation of an approximate AOD at any wavelength. The 
extinction at any point, assuming it is purely scattering, can also be determined in 
this manner by substituting the extinction coefficient, 𝜺, in place of the AOD (94). 









     (4.3) 
where, 𝜺𝞴1 is the extinction at wavelength 1, 𝜺𝞴2  is the extinction at wavelength 2 
and, 𝞴1 and 𝞴2 are wavelengths 1 and 2 respectively. The IBBCEAS measurement of 
extinctions over a broad wavelength region gives a wide range of values for the 
extinction. Calculating the slope of a double natural log plot of extinction against 
wavelength, over the full wavelength range, gives α. This linear relationship remains 
true for unimodal systems, such as the single particle source in this chamber 
experiment. In bimodal or multimodal samples, such as those found in real world 
environments, the relationship deviates from linearity due to multiple particle 
sources. In such instances a second order polynomial fit is applied to find a more 
accurate value for AE (95). The extinction data at 60 minutes was used to first 
determine the AE. The double natural log plot of extinction against wavelength was 
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graphed and the slope was determined for the range of 340 to 420 nm. The AE 
value is the negative of the slope, Figure 4.12.  The value of the (negative) slope is 
3.55 with an r2 of 0.993. The AE was calculated throughout the entire course of the 
experiment to monitor the change in AE value as a function of time, Figure 4.12. 
The AE starts off with an extremely high value of 6.5 and decreases throughout the 
experiment. It falls to 3.7 within 30 minutes and gradually decreases to 3.1 over the 
next 110 minutes.  
As well as being used to estimate extinction values at a given wavelength, AE has 
also been used as a qualitative indicator of particle size. In 1955 a relationship was 
proposed by Junge that relates particle size and the AE(96): 
dN
d(ln r)
= c. r−ʋ     (4.4) 
Here dN is the number concentration of particles with radii between r and r+dr, c 
and ʋ are fitting parameters and r is the particle radius. In 1983, Tomasi et al. 
showed that the relationship between the AE and the parameter ʋ was α ≈ ʋ + 2 for 
particles in the size range of 100 nm to 1 μm (97). This relationship has been used 
numerous times to estimate particle size distribution (98-101). In Brazil, the AE and 
MPD were measured for smoke particles. The AE was calculated from the AOD 
values as determined by the AERONET Sun Photometer between 338 and 437 nm. A 
Passive Cavity Aerosol Spectrometer Probe was used to measure the particle sizes 
(94). A good correlation was found between the AE and MPD values. 
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Figure 4.12 Top: the linear fit of the double natural log plot of extinction and wavelength after 60 
minutes. Bottom: the change in AE over time. 
 
Large AE values are associated with small particles and vice versa. Values of α ≤ 1 
typically indicate coarse particles, with radii ≥ 500 nm, whereas α ≥ 2 are typical of 
fine mode particles with radii ≤ 500 nm (101). The values in our experiments are 
initially very high (< 6) and then decrease to a steady level of ca. 3 after 30 minutes. 
This is consistent with an initial period of very small particles (< 100 nm) which 
increase rapidly in size, followed by a levelling off of particle growth. The MPD, 
Figure 4.4, follows the trend indicated by the AE measurements, i.e. small particles 
initially, rapid particle growth within the first 20 minutes, and then much slower 
particle growth over the next 110 minutes.  
The AE was plotted against the MPD to investigate the correlation between these 
values. The slope for the entire 140 minutes experiment was obtained and is shown 
in Figure 4.13. A high r2 value was found in this plot, 0.9324, demonstrating a 
reasonable correlation between AE and MPD. Nevertheless, there is a large 
deviation for approximately the first 30 points in the graph; that corresponds to the 
first 15 minutes of the experiment. This is a period of very rapid particle formation 
and growth, Figure 4.5. Once the initial 15 minutes of the experiment were 
removed, the r2 increased to 0.984. This deviation from the generally linear 
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AE/MPD relationship in the first 15 minutes may arise because the size distribution 
changes faster than the SMPS time resolution. The SMPS measures particle sizes 
sequentially from smallest to largest over a three minutes period. In contrast, the 
IBBCEAS measurements integrate the whole intensity spectrum over a shorter time 
period of 30 s. The three minute time period needed to record one scan with the 
SMPS would not accurately capture a size distribution that is evolving rapidly. This 
gives an indication of potential issues with the SMPS measurements in the initial 
particle formation period. As the determination of the RI depends in part on the 
SMPS measurements it was decided to only determine the RI values from 15 
minutes after initiating ozonolysis. 
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Figure 4.13 Top figure shows plot of AE and MPD for the full, 140 minute, reference experiment. The 
bottom figure shows AE after 20 minutes. 
 
There are a number of wobbles present in the AE against MPD plot, Figure 4.13. 
Possible reasons for these features include skewed size distributions or errors in the 
AE values arising from extinction errors or SMPS data. If the SMPS distribution was 
skewed then the MPD may not be a true reflection of the dominant particle size. 
The number distribution profile at a number of times is shown in Figure 4.5. The 
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particles grow in size and the spread of the distribution increases with time. Even 
with the increase in the distribution width, the distribution has the same level of 
skewness throughout the course of the experiment. Skewness is the measure of 
asymmetry present in a distribution. The skewness for a number of the measured 
distributions were determined, Figure 4.14, and found to be between 0.5 and 1 
during the experiment. Skewness values between -2 and 2 are considered not to be 
skewed (102). As the distribution did not become appreciably skewed during the 
course of the experiment the MPD should reflect the most dominant particle size 
and would not be the issue causing the wobbles.   












































Figure 4.14 Top figure displays a number of size distributions for the particles a number of minutes 
after particle formation. The bottom figure is the level of skewness for the distributions. 
 
There is some instability in the extinction, particle number and particle diameter 
after 68 minutes which has previously been discussed, Figure 4.7. As the extinction 
values and the MPD are affected by these instabilities it is likely that this is a factor 
in the presence of these wobbles.  
Refractive index 
RI values change as a function of wavelength, Figure 4.15 (77; 103). The RI values 
presented here cover a continuous spectral region, 340-420 nm, which is in contrast 
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to most previous RI determinations, which have been measured at one wavelength 
or a few discrete wavelengths, Table 4.2. Some of these other measurements were 
made with a nephelometer which can have up to 7 specific wavelengths of 
measurement, and are mostly outside of the near-UV wavelength region (63). Our 
results show that the RI increases towards shorter wavelengths, as expected (77).  
The shape of the RI values is not smooth, however; there is also spectral structure 
present that is likely an artefact of the optical system. A quadratic fit was found to 
give a good fit to overall spectral shape of the RI spectrum and was applied to the RI 
data to remove this structure and better show the trend in RI with wavelength. A 
quadratic progression of the RI values has also been used to describe the increase 
of RI for water from 280-420 nm (104).  

































Figure 4.15 Top: RI spectra at different times for the reference experiment. Bottom: Illustration of a 
quadratic line through the experimentally-derived RI values at 120 minutes. 
 
The residual structures bear strong similarities to the mirror reflectivity spectrum, 
Figure 4.16, peaks and troughs occur at similar wavelengths, especially around 380 
nm. While the positions of these structures are not a perfect match, the overall 
trends of the residual suggests that the structure present in the RI spectrum is due 
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to small contributions of the mirror reflectivity structure present in the IBBCEAS 
extinction. 




































Figure 4.16 Top: IBBCEAS mirror reflectivity spectrum. Bottom: Residual RI spectral structure at 21, 
60, 81 and 120 minutes after subtracting the quadratic fit from the experimental values. 
 
The residual structure is present to the same degree in all four RI measurements. 
The effects are small and are easily removed.   
With the residual structures removed, we are able to better show changes in RI 
values for the range of 325-420 nm, Figure 4.17. The shape of the spectral 
dependence of RI is nearly identical at 60, 81 and 120 minutes, but different for 21 
minutes. The shape difference could imply that either the size distribution is still 
evolving too quickly at this time for the SMPS measurements or that the larger 
number of smaller particles affects the RI values at shorter wavelengths. The 
differences in the values for the 81 and 120 minute RI stem from the instability of 
the SMPS data after 68 minutes Figure 4.6. Prior to the instability, the mass 
concentration had stopped increasing. Assuming there would not have been any 
increase or decrease in mass concentration and number distribution, at 81 minutes 
the values are the same as if there was no instability. The SMPS data at 60 minutes 
agree very closely with the values at 81 minutes, Figure 4.17. 
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Figure 4.17 Quadratic fit to the four RI plots shown in Figure 4.15. 
 
There is a reasonable agreement between the RI values at 60 and 81 minutes. 
These results were compared with literature results for this time period, Table 4.3. 
As most of these results are only at singular wavelengths our results can only be 
directly compared at these wavelengths. 
The values determined here are broadly similar to reported data but tend to be 
slightly lower. This may be due to the assumption that was made as to the SMPS 
correction factor. The values from the Schnaiter et al. paper were determined by 
comparing the extinction as measured by a nephelometer at three wavelengths, 
450, 550 and 700 nm, and the theoretical extinction determined through the use of 
Mie theory. The RI was first estimated by comparing the α-pinene SOA to similar 
species, pinic acid diethyl ester, cyclopropanedicarboxylic acid diethyl ester and 
octanedioic acid diethyl ester. The theoretical extinction was then matched to the 
measured nephelometer data to determine the RI. As the nephelometer only 
records at a limited number of wavelengths Schnaiter et al. could not account for 
the wavelength dependence of RI. As the RI values increase towards shorter 
wavelengths, their RI values found using nephelometer measurements at 450, 550 
and 700 nm may be too low. The Flores paper is the only paper that has highly 
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sensitive measurements over a spectral range similar to ours although they only 
reported an average RI. It should be noted that the values determined by Lambe et 
al. have a large range of values at one wavelength. They found that the RI varied 
with a change in the O/C ratio of the particles. The lower the O/C ratio the higher 
the RI, 1.45 was at high O/C and 1.51 was at low O/C ratio. They determined the RI 
values for a number of hydrocarbons and found the changes to be precursor 
specific. For α-pinene they determined the Δ (n) / Δ (O/C) was -0.11.  
 
Table 4.3 Comparison of RI values calculated for the reference experiment with literature values 
 Literature  This work  
Wavelength 
(nm) 















































































4.4. Concentration Effects 
In the reference experiment, 300 ppbv of α-pinene reacted with 300 ppbv of ozone. 
In the following experiments, the starting concentrations of the α-pinene and ozone 
136 
 
were both elevated to 400 ppbv and 600 ppbv of each species. This allowed the 
influence of concentration on the formation and optical properties of 
α-pinene/ozonolysis SOA to be tested. The results were then compared to the 
reference experiment.   
The maximum mass concentration of the SOA increased strongly as the 
concentration of the starting material increased, Figure 4.18. This is expected as 
higher precursor concentrations result in more low volatility products that can 
condense onto existing aerosols. There is also an increase in SOA mass yield (ϒ), 
Figure 4.18, which is defined as follows: 
ϒ =  
Δ[SOA ]
Δ[α−pinene ]
    (4.5) 
where Δ[SOA] is the change in SOA mass concentration between the beginning and 
end of the reaction and Δ[α-pinene] is the change in α-pinene during the same 
time. The mass concentration of the SOA was monitored continuously throughout 
the experiment whereas the α-pinene concentration was not directly monitored. 
There have been a number of experiments that have reported the loss of α-pinene 
due to reaction with ozone. Lambe et al. found that 90 % of α-pinene was used 
after 45 minutes (61). Another experiment states that after 1 hour the particle mass 
is at a maximum and that α-pinene is at 15 % of its original concentration (40). We 
use this assumed concentration (15 % of the original level remaining after one 
hour) to determine the yield of the experiments. Oxidation of α-pinene is fast and 
largely complete within 1 hour, whereas the loss rate of particles to walls is modest. 
Accordingly, and in common with other studies, the SMPS data was not corrected 
for wall losses (36; 43). 
The SOA mass yield increases with increasing precursor concentrations, as seen in 
previous studies (43). The aerosol yield of the oxidation of α-pinene has been 
studied extensively, and an increase in yield with precursor concentration has been 
repeatedly shown for both general SOA systems and for α-pinene/ozone SOA (40; 
43; 44; 105-107). This increase in yield, Figure 4.18, arises because the increased 
particle surface area promotes greater condensation of lower volatility species from 
the gas phase.  
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Starting -pinene mixing ratio (ppbv)
 
Figure 4.18 Top: SOA mass yield for different precursor mixing ratios of α-pinene. Bottom: Time 
profile of the SOA mass concentration at three different precursor concentrations. The ratio of α-
pinene and ozone was always 1:1. The rate and extent of SOA formation increases at higher mixing 
ratios. 
 
The yield for the 300 ppbv starting mixing ratio is consistent with values for 
experiments with similar mass concentration. It has also been shown that higher 
mass concentration lead to increasingly high yields, such as those seen here (68).   
The extinction of the particles also increases with increased concentration, as 
expected for the high mass concentrations and larger particles. The extinctions 
spectra 20 minutes after the introduction of ozone are shown in Figure 4.19. Large 
differences in extinction spectra are seen between the experiments. As previously 
observed, the extinction increases towards shorter wavelengths in keeping with the 
non-absorbing, purely scattering nature of the particles. Some residual structure 
from the mirror reflectivity is present in the extinction spectra, but does not affect 
the overall conclusions that can be drawn from the data. 
138 
 


























Figure 4.19 Extinction spectra for the 300, 400 and 600 ppbv α-pinene/ozonolysis experiments after 
20 minutes.  
 
The slopes of the extinction spectra decrease with increased starting mixing ratio, 
Figure 4.19. This leads to a smaller AE value at higher precursor mixing ratios. The 
mixing ratio experiments show the same trend in both AE and MPD as seen 
previously, although there is some divergence in the AE time profiles at early times. 
For example, in the 600 ppbv experiment the AE values remain constant from 5 to 
15 minutes, Figure 4.20. There is no clear reason for this behaviour or why it is 
present here and not in the other experiments. The fans in the chamber were 
turned off within this period for all experiments. The fans could influence the 
particle size distribution, for example, by forcing larger particles to the walls, or by 
the effect of turbulence on the rates of coagulation of particles. Such changes in the 
size distribution would influence the extinction spectra of the particles and hence 
the AE. It is possible that the high  mass concentration, high number distribution 
and large particle at this early time in the 600 ppbv experiment may be the reason 
that this shape change only appears here and not in the other experiments.  
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Figure 4.20 Comparison between the time profile of MPD and α for experiments with three different 
precursor mixing ratios. 
 
When AE was plotted against the MPD for the reference experiment, Figure 4.13, 
the relationship between them was weakest during the first 15 minutes. For the 
400 and 600 ppbv experiments there were similar periods of rapid initial particle 
growth, Figure 4.20. After this early period was removed from the AE vs. MPD plots 
for these two experiments. The AE varied linearly with MPD. The linear fits are 
quite good, with goodness of fit values of 0.984, 0.992 and 0.996 for the 300, 400 
and 600 ppbv experiments respectively. The goodness of fit for the points increases 
as the mixing ratio of precursor increases.  
In Table 4.4 a series of AE are compared to particles of the same MPD from the 
different experiments. Despite having the same MPD, the AE varies significantly for 
different experimental conditions. For example an AE value of 3.5 corresponds to 
both 126.7 nm, for the 400 ppbv experiment, and 148.8 nm for the 300 ppbv 
experiment. This could be a result of the different number distribution widths, since 
the MPD does not fully characterise the distribution. In order words, although the 
MPD may be the same for different experiments, the particle size distribution could 
have varying distribution widths with a wider spread of smaller and larger particles 
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at these times. However, the table shows several values with similar distributions, 
as indicated by the MPD and the distribution width.  In these cases with similar 
physical properties, the observed differences in the AE could reflect different 
chemical compositions and thus differences in RI between the different reactions 
conditions. 
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Figure 4.21 AE and MPD plot for the three concentration experiments after the initial period of rapid 











Table 4.4 Comparison of AE values and their corresponding particle diameter at similar MPD. Also 
included is the FWHM to represent the particle number distribution width. 
Starting mixing 
ratio (ppbv) 
Angstrom Exponent Median Particle 
Diameter (nm) 
Distribution 
width at FWHM 
(nm) 





















































The RI spectra for α-pinene SOA was reported for our reference experiment in 
Figure 4.17. However, a direct comparison with the experiments at 400 and 600 
ppbv is probably not meaningful because the RI depends on the progress of the 
reaction. RI values change with aging and can depend on the rate of reaction, and 
specifically on the production of OH radicals. For example, the different RI values 
after 21 minutes for the three mixing ratio experiments are shown in Figure 4.22.  
The RI values increase at higher precursor mixing ratios at this early reaction time, 
as does the MPD. A similar increase in the RI of SOA from α-pinene ozonolysis with 
higher mass concentrations has been observed before (68). The RI values for each 
of the three mixing ratio experiments increases as a function of time. The temporal 
change in the RI at 410 nm is shown in Figure 4.23 for the three experiments. 
Several factors may contribute to this effect. It is known that there is a link between 
larger dry aerosol particles and a larger real part of the RI (108; 109). A decrease in 
the imaginary part of the RI was also found, but this does not interest us here as the 
SOA particles are considered to be purely scattering. In addition, oxidative aging 
affects the density of the particles and chemical speciation (63; 110; 111). This 
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aging can occur in both the gas and particle phases, and the relatively lengthy 
reaction time allows significant aging to occur in our experiments. Particles age due 
to their interaction with, amongst other things, the OH radical, which is released 
during the ozonolysis of α-pinene. OH is the dominant atmospheric oxidant and has 
been found to increase the concentration of first generation SOAs (112). OH can 
then react with volatile species, to form lower volatility compounds and alter the 
composition of the particles (113). The change in the composition of the particles 
can also influence their optical properties. The particles are non-absorbing, as our 
dissolved filter samples indicate. This has also been shown during prolonged (29.5 
hour) aging of this type of SOA in the SAPHIR chamber in Jülich, Germany (85).  
 

























Figure 4.22 The spectral dependence of the RI values for the three mixing ratio experiments after 21 
min of reaction. Curves show the best quadratic fits to the experimental data, and not the 
experimental data itself. 
 
The CRI of SOA has been reported to change during particle ageing (79; 85). In a 
study that looked at the aging effects of SOA from α-pinene ozonolysis with 
ammonia, the average values of the real component of the RI rose from 1.50 to 
1.57 after a 15 hour exposure to ammonium. It has been shown that oxidation 
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reactions between OH radicals and semivolatile organic compounds occur as a 
result of the α-pinene/ozone reaction. The formation of these new particles change 
the composition of the SOA in the chamber over time (113). It is believed that this 
aging affect is responsible for the increase of RI over time. This increase in the RI 
values with OH aging has be attributed to the increased oxidation of the SOA (85). 
As OH is formed during the ozonolysis of α-pinene, there is a good indication that 
these particles undergo oxidative aging by reacting with this species. To investigate 
the possible effects of OH radical on the SOA particles, cyclohexane (an OH 
scavenger) was added in excess in the experiment described in the next section.  



























Figure 4.23 Temporal change in RI at 410 nm. Values after 63 minutes for the 300 ppbv experiment 
were removed for the reasons given in Section 4.2.  
 
4.5. The role of OH reactions 
The reaction pathway for the ozonolysis of α-pinene was discussed at the start of 
this chapter. In the initial phase of the reaction, criegee intermediates are formed 
when ozone reacts across a double bond. Criegee intermediates are short-lived  
carbonyl oxides with two charged centres which can go on to form the OH radical. 
Both OH radicals and criegee intermediates are highly reactive species and can 
strongly influence the physical, chemical and optical properties of SOA. Once OH is 
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formed during the reaction it reacts with α-pinene and its ozonolysis products at a 
much faster rate than ozone. Studies have found that at 298 K α-pinene reacts with 
ozone with a rate constant of 1.07 x 10-16 cm3 molecule-1 s-1 and with the OH radical 
with a rate constant of 5.38 x 10-11cm3 molecule-1 s-1 (114; 115). For this reason, 
once OH is formed, it becomes the most oxidising species in the system.  
To investigate the influence of these species on the production and optical 
properties of SOA, a scavenger species was added to the chamber prior to the 
addition of ozone or α-pinene. Common OH radical scavengers include alcohols, 
aldehydes or cyclohexane (37). In our experiments, cyclohexane was used as a 
scavenger and was in large excess (20ppmv). This mixing ratio was 160 times higher 
than that of α-pinene, while its respective rate coefficient for reaction with OH was 
7 times smaller than that for α-pinene (116). Therefore, the excess if cyclohexane 
ensures that almost all OH would be removed by the scavenger and not by 
α-pinene or its products. 
In our experiments, most but not all ozone is consumed during the reaction. The 
comparative losses in ozone in the first 20 minutes of the reaction show that ozone 
dominates oxidation in the early stages of both experiments Figure 4.24. After this 
time the ozone mixing ratios diverge. Less ozone is consumed in the absence of any 
scavenger, because of preferential reaction of the OH radical with the double bond 
consumes these primary reaction sites for ozone. In some cases, up to 50 % of the 
α-pinene has been measured as reacting with OH instead of ozone (36). 
The mass concentration, maximum number of particles and mass yield is lower 
when the OH scavenger is present in our chamber experiments, Table 4.5. The drop 
in yield is consistent with cyclohexane experiments with similar mass 
concentrations (117). OH radicals have been reported to react with volatile species 
to form lower volatility species capable of forming SOA (113). The drop in maximum 
number concentration, which occurs for each experiment within three minutes of 
the introduction of the ozone, is more unusual. Based on the time profile of ozone, 
Figure 4.24, it was assumed that ozonolysis was the major factor in particle 
formation within the first 20 minutes. However, OH radical chemistry increases the 
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maximum number of particles formed within the first three minutes. OH radicals 
have  been found to increase the concentration of first generation SOA species 
which suggests that even in the initial stages of the reaction there is still OH radical 
chemistry taking place (112). Both the maximum MPD and the size distribution in 
the reference and cyclohexane experiments were similar.  
 

































Figure 4.24 Temporal change in ozone concentration for the reference and scavenger experiments. 
 
Table 4.5 Comparison of physical properties for α-pinene ozonolysis with cyclohexane and reference 
experiment. 
 Reference Cyclohexane 
Maximum mass 

























Multiple studies have shown that the addition of OH scavengers to the system has 
an inconsistent effect on the SOA yield. Docherty et al. and Jenkin reported that 
scavengers had no affect on the yield, while Iinuma et al. reported an increase in 
yield (118-120). In general, higher volatility products are formed via OH/scavenger 
reactions and do not condense as readily to the particle phase (36). Several reasons 
have been given for the observed inconsistency in SOA yield. The position of the 
double bond in the molecule and the impact on the HO2:RO2 ratio in the reaction 
have both been cited as possible causes (37). Typically HO2 and RO2 radicals are 
formed as a result of the OH radical/scavenger interaction. Scavengers that produce 
a higher amount of HO2 radicals tend to have higher SOA yields. Traditional 
scavengers that have been used include carbon monoxide, 1 or 2-butanol and 
cyclohexane (37). These scavengers affect the HO2:RO2 balance differently: CO 
produces the most HO2, 1-and 2-butanol the next largest amount and cyclohexane 
the least. As the ambient environment tends to have a high HO2 to RO2 ratio, CO is 
the preferred scavenger for simulating real world conditions. However, in large 
simulation chambers, such as the one used in our experiments, the high levels of 
CO needed would pose a safety hazard. In contrast to CO, cyclohexane increases 
RO2 radical concentrations owing to the exclusive production of the 
cyclohexylperoxy radical (118). It should be noted that the products of OH radicals 
and cyclohexane have no direct effect on the SOA mass concentration. Some 
studies have shown that the use of cyclohexane reduces the yield. This effect on 
yield depends on the mass loading: no effects were observed at low concentrations 
typical of the atmosphere, but at higher mass concentrations there was a decrease 
in yield (45). The mass concentrations in our experiments are similar to those that 
saw drops in yield.  
Particle size differences are reflected in the different AE values in the presence and 
absence of a scavenger. The MPD is larger in the scavenger experiment than the 
reference experiment for the first 100 minutes. This is reflected in a lower AE value 
for the scavenger experiment in this time period. After this the MPD and AE values 
are nearly identical in the two experiments, Figure 4.25. The particles formed for 
147 
 
both the reference and cyclohexane have similarly sized particles at this time, 
although the mass concentration is lower.   










































Figure 4.25 Temporal trends in the particle diameter (top) and Angstrom exponent (bottom) in the 
reference and cyclohexane experiments. 
 
The extinction spectra after 120 minutes for the reference and cyclohexane 
experiments are shown in Figure 4.26. The particle sizes in both experiments are 
similar at this time, Figure 4.25. As stated, the presence of the OH scavenger 
reduces the number and mass concentration. However even with few particles 
present in the cyclohexane experiment, the measured extinction is between 14 
(340 nm) and 18 % (415 nm) higher than the reference experiment. This higher 
extinction likely results from different chemical composition of the particles as a 
result of the removal of OH radicals. Using the Master Chemical Mechanism, Jenkin 
determined a number of  potential chemical species as a result of the 
α-pinene/ozone reactions in the presence and absence of an excess of cyclohexane 
(118). The Jenkin’s study showed that there would be a decrease in the levels of 
pinonaldehyde and acetone and an increase in pinonic acid, pinalic-3-acid, pinic 
acid, 10-hydroxypinonic acid and formaldehyde. The decrease in pinonaldehyde is a 
possible reason for the drop in SOA mass concentration. Pinonaldehyde has a low 
148 
 
vapour pressure (0.0315 mmHg), which could lead to SOA formation (121). As well 
as being predicted to be a major product of the α-pinene/ozone reaction, it is also 
one of the main components of the SOA formed (122). The increase in pinonic acid, 
pinalic-3-acid, pinic acid, 10-hydroxypinonic acid and formaldehyde may cause the 
increase in scattering although we could not find any evidence to support this.   
 





























Figure 4.26 Extinction spectra 120 minutes after ozone addition to the chamber, showing the effects 
of OH scavenger (cyclohexane) compared to the reference experiment. 
 
The affects of these scavengers on the optical properties of the SOA are evident in 
the refractive index values. The RI values are larger by 0.02 on average at every 
wavelength, Figure 4.27. The size of the particles with and without the addition of 
cyclohexane are similar, Figure 4.25, so any differences in the RI likely arise from 
different chemical composition of the particles. Lambe et al. have reported  the 
effect of oxidation on the RI (78). They stated that oxidative effects change the RI or 
SOA by varying the mean molecular mass, the density as well as the polarizability of 
the particles. They found that the RI values decreased as the O/C ratio of the 
species increased. While we did not monitor the ratio of O/C in our experiments, 
the presence of an OH scavenger removes an important oxidation pathway. This 
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could reduce the overall O/C ratio in the system. Our findings, of increasing RI 
values in the presence of cyclohexane, differ from those of Kim et al. They used a 
polar nephelometer to determine the refractive index values of SOA from α-pinene 
ozonolysis with and without cyclohexane at 670 nm (68). Within the resolution of 
their measurements, they found that the scavenger made no difference to the SOA 
refractive index. However, their stated uncertainty of ± 0.03 may have been too 
large to determine the 0.02 difference in refractive index that we report here. 
Moreover, the influence of scavengers on the SOA refractive index at 670 nm may 
differ from that below 420 nm. 
It was previously stated that oxidative aging caused by reactions with OH increase 
the RI values with time (112). However, even with the OH radicals removed from 
the system the RI increased throughout the course of the experiment. Not much 
attention has been given to the potential oxidative aging effects of ozone. A study 
by Kourtchev et al. collected filter samples in an experiment that looked at the 
potential aging of the SOA formed by the ozonolysis of α-pinene. The molecular 
composition of these SOA particles was investigated through the use of ultra high 
resolution mass spectroscopy (54). They found no difference in the molecular 
composition of the SOA after long term exposure to excess ozone. A different study  
that looked at the aging effects ozone on the SOA formed from α-pinene oxidation, 
was performed by Denjean et al. in 2015 (123). They did not measure any change in 
the CRI when the SOA was aged with exposure to excess ozone. Their 
measurements had an uncertainty of ± 0.03, so the smaller changes in RI that we 
observe here would not be apparent. It is still unclear by what means the RI values 
of the particles increase over time in the absence of OH aging.   
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Figure 4.27 Refractive index spectra (after 21 minutes) and time profile of the refractive index at 340 
nm for the reference experiment and that with cyclohexane as an OH scavenger. 
 
 
4.6. Relative Humidity Effects 
Relative humidity (RH) is an important variable that can influence the production 
and properties of aerosol. Whereas chamber experiments are often performed 
under extremely dry (RH < 5 %) conditions, the RH in the lower troposphere is 
typically much higher. To test for the effects of high RH on the formation of SOA, 
water vapour was added to the chamber prior to the ozonolysis of α-pinene. The 
RH in the chamber was raised to 70 %, compared to the majority of the 
experiments discussed in this work where the RH was below 0.5 %.  
Differences in how the RH affects the particle size and mass concentrations are 
summarised in Table 4.6. Humidifying the sample air results in a large increase in 
the number of particles, but roughly equivalent mass concentration and mass yield, 
with a decrease observed in the median size of the particles. As the smaller particle 
size occurred concurrently with an equivalent mass concentration and yield, the 
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particles must necessarily be significantly more abundant if the density is similar.  
This is what is seen in Table 4.6.  
Table 4.6 Physical particle properties in the reference (RH ca. 0.3 %) and high RH reaction 
environments. The maximum number concentration occurs near the start of the experiment, while 




Mass yield Maximum 
number 
concentration   
( 105# cm-3) 
Median particle 
diameter (nm) 
Reference 732 0.52 5.78 180 
 










A number of studies have investigated the influence of RH on particle formation in 
the α-pinene/ozone SOA system. Li et al. studied the gas-particle partitioning for 
organic peroxides during the α-pinene ozonolysis process and found no change in 
the mass concentration or yield for SOA formed at 0 % or 60 % RH (124). This is 
consistent with our observations. Their measured mass yield was also comparable 
(0.41 for 275 ppbv of α-pinene) with our yield (0.52 for 300 ppbv of α-pinene). 
Another study of the refractive index of oxidised α and β-pinene and toluene saw 
similar physical changes as in our experiments. That is, for a  20 % increase in RH 
Kim et al. saw a large increase in number density, a decrease in particle size, and a 
slight increase in mass concentration (68). However, there are other conflicting 
reports on the effect of high RH on α-pinene SOA formation.  
The effects of relative humidity changes on SOA formation have been studied for 
other SOA systems. Cocker et al. investigated the effect of 50 % RH on the 
formation of SOA from m-xylene and 1,3,5-trimethylbenzene photooxidation and 
found the effect negligible (125). The SOA yield was found to increase for the 
photolysis of p-xylene in RH levels of 5 to 75 %, which they attributed to increased 
levels of HONO (125). High RH levels were also found to increase SOA formation for 
both toluene and xylene (126; 127). So, within general SOA formation experiments, 
humidity has no consistent effect on the SOA yield. The specific effects of RH on the 
α-pinene/ozone SOA system also have a thorough history of investigation. Jonsson 
et al. studied the effects of RH on particle formation for a series of monoterpenes, 
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including limonene, Δ-3-carene, and α-pinene (128). Ozone was used as the 
oxidising species in all three cases. In each case CI were also formed during the 
ozonolysis. Increased levels of water vapour were added to the system to measure 
its effect on particle formation. For α-pinene, and all of the other monoterpenes 
studied, increasing RH increased the number of particles, mass concentration, and 
particle size (128). While an increase in mass concentration at higher RH has been 
observed, the response of the particle number concentration is inconsistent, and 
may increase, decrease, or remain unchanged (35; 125; 128-130). It has been 
reported that during particle formation events, organic compounds can partition 
into the aqueous phase, which provides other possible oxidation routes that could 
lead to the formation of low volatility products (131). This may be a possible 
explanation for the increase in particle number concentration in our experiment. A 
number of compound types have been singled out as being especially important as 
aqSOA precursors, including aldehydes, acetone and monocarboxylic acids (132). 
Some species of these types occur in our system, including pinonaldehyde, pinonic 
acid and acetone, and could be the reason for the increased number of particles. 
High RH increased the SOA extinction especially in the initial particle formation 
period, Figure 4.28 and Figure 4.29. Extinction in the first 20 minutes was up to     
60 % larger across all wavelengths under humid conditions. This difference 
decreased to ca. 20 % after 80 minutes. The maximum mass concentration for the 
two experiments was similar, although the mass concentration increased more 
rapidly at high RH. This led to a higher mass concentration in the chamber in the 
initial 90 minutes of the experiment. The larger number of particles would also 
cause an increase in the measured extinction. However, this does not explain why 
the extinction remains higher at the end of the high RH experiment compared to 
the reference experiment, because the mass and number concentrations are 
approximately the same at this point. Coupled with the smaller MPD suggests that 





Figure 4.28 Temporal comparison of the extinction for the reference (black) and high RH (red) at 340 
nm (top) and 400 nm (bottom). 
 
Figure 4.29 Extinction spectra for low and high RH experiments. The extinction spectra are 
consistently higher during high RH experiments. 
 
The time profile of the MPD and AE is shown in Figure 4.30. The smaller median 
diameter under humid conditions in Table 4.6 is consistent with the higher 
angstrom exponents at the end of the experiments, Figure 4.30.  Under humid 
conditions, however, the Angstrom Exponent of newly formed SOA behaves 





























































 Reference 20 minutes
 70% RH 20 minutes
 Reference 140 minutes
 70% RH 140 minutes
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surprisingly differently to that under dry conditions. In the early stages of SOA 
formation (< 5 min), the AE is initially small but increases sharply, instead of 
decreasing monotonically from high initial values, as in other experiments. This 
suggests that there could be initial formation of relatively large particles, given that 
AE values of 2 are typical of particles with radii above 500 nm. Although the MPD of 
the particles increases from small to larger particles with time, the upper sizing limit 
of the SMPS was 487 nm (diameter), and very large particles could be missed. 
However, there is also no indication that any large particles were formed in the 
initial phase of particle formation. Indeed, the particles grew from small to large 
much in the same way as in the other α-pinene ozonolysis experiments.  
A study was undertaken that compared SOA size distribution in a dry smog chamber 
to measurements in Los Angeles of sulphate particles. Hering et al. found that the 
smog chamber data had a mass median diameter at 200 nm, which they attributed 
to the condensation mode. However, in the field measurement a mass median 
diameter of 700 nm was found which was attributed to the droplet mode (133). 
This finding is consistent with the hypothesis that high water vapour could promote 
the formation of a few, very large particles, which would  explain our low AE values 
as well as why the SMPS did not show an unusual particle size distribution at an 
early stage of the reaction. If the water surrounding the particles then evaporated, 
the SOA would remain but not the large particle size. 
These differences in the extinction and particle size distribution suggest that high 
humidity could alter the refractive index of α-pinene SOA. RI spectra were 
calculated based on the measured size distributions, Figure 4.31. The high RH 
experiment near the start of the experiment has an unusually large increase (0.133 
at 410 nm to 0.14 at 340 nm) in RI compared to the reference experiment. The RI 
remained higher in the high RH experiment than in the reference experiment  ( + 
0.104 at 410 nm to + 0.119 at 340 nm at the end of the experiment). The retrieved 
refractive index of high RH experiments varied somewhat erratically over time and 
no overall temporal trend in the refractive index was evident, Figure 4.32. In 
contrast, the refractive index increased with aging under dry conditions and could 




Figure 4.30 Top: Temporal trend for the MPD for the reference (black) and high RH (red) 
experiments. Bottom: AE values for the reference and high RH experiments over the same time. 
 
The presence of water in the chamber would lead to the uptake of water onto the 
particles. Exposing aerosols to high humidity can also change their chemical 
composition, and physical and optical properties. Water acts as a criegee 
intermediate scavenger during the experiment as it reacts with CI (128; 134). This in 
turn has been suggested to affect the formation of low volatility products and 
thereby to alter the mass yield of SOA. The removal of the CI would also impact the 
formation of OH radicals in the system. A number of studies have focused on the 
optical properties of purely scattering aerosols due to changes of RH (135-137), as 
well as the effect of high RH on the aerosol extinction of absorbing species (138). 
We have also seen how the presence of water can cause an increase in the 
formation of low volatility species.  
There is little consensus on the effect that increased RH has on the composition of 
the SOA particles. Pinonaldehyde is one of the major carbonyl products formed 
during the ozonolysis of α-pinene, but even so, there is no agreement as to whether 
it increases, decreases, or is unaffected by an increase in RH (139-141). One of the 
main additional products formed during the high RH reaction is 10 carbon multi 









































functional acid (128). This has been linked to the increase in SOA formation. A 
change in the HO2:RO2 balance may be involved with the formation pathway. The 
concentration of water has been shown to increase the self reaction of HO2 (128; 
142; 143). This would change the balance between HO2 and RO2. This same change 
in that balance was seen when the OH radical was removed. During that 
experiment there was an increase in the RI values, Figure 4.27. The change in this 
balance could be one of the reasons that there is once again an increase in the RI 
values. 
As discussed, the presence of water vapour in the system changes the products 
formed. The change in the composition of the particles can have a major impact on 
the optical properties of those particles. Water is a CI scavenger and due to the high 
concentration of water vapour in the ambient atmosphere, it will dominate the 
reactions with the CI (35). This will change the reaction pathway. The IBBCEAS 
system measured higher extinctions in the high RH experiments than the low RH. A 
similar increase in the RI values with increased levels of RH were found in two 
photooxidation of α-pinene in the presence of NOx studies ( 1.458 to 1.51) (77; 
144).   






























Figure 4.31 Spectral dependence of RI values at low and high RH values after 21 minutes (top) and 




Figure 4.32 Temporal profile of refractive index values for high and low RH experiments at 340 nm 
and 410 nm. Data for low RH was removed after 63 minutes due to instabilities in the SMPS 
measurements. 
 
Although it was not possible to provide a mechanism explaining why the RI values 
increased with RH, it is likely that this difference reflects a change in the reaction 
pathway and the products formed during the ozonolysis of α-pinene. This could 
result from increased concentrations of RO2 radicals, which were present in a 
previous experiment that also had higher RI values, Figure 4.27. Water has been 
reported as being one of the largest secondary pathways for CI in the atmosphere 
due to its abundance (145).  
 
4.7. Atmospheric implications 
Chemical, physical or optical differences in SOA can impact on the environment in 
which they are located. We have seen that changing the size of particles affects not 
only their scattering properties but also their refractive index values. This can also 
be said of the changes in chemical properties. Studies have shown that a change in 
the refractive index value from 1.4 to 1.5 results in a decrease in radiative forcing 
by 12-19 % in non-absorbing aerosols such as the SOA shown in this work (68; 146; 
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147). The values listed in Table 4.2 gives RI values ranging from 1.45 to 1.51 in our 
region of interest. This spread of values is relevant to ozonolysis reactions at low 
RH. When the conditions of the experiment were changed, high RH or scavengers, 
there was a change in the RI values. Again these differences in the RI values relate 
to different reaction conditions and can affect the radiative forcing properties of 
the SOA. The values for the high RH are approximately 0.1 higher than in the 
reference experiment. Due to the abundance of water vapour in the atmosphere, 
this could be an important reaction pathway for the ozonolysis of α-pinene and 
would impact the radiative forcing effects of the SOA.  
 
4.8. Conclusions 
The optical properties of SOA particle formation from the ozonolysis of α-pinene 
under a number of different conditions were examined. Due to the increased 
availability of SOA particles for low volatility gases to condense on, it was 
demonstrated that by increasing the amount of starting material there was a 
corresponding increase in the mass yield. Changes in the reaction pathway of the 
ozonolysis through the use of scavengers caused the overall yield to decrease. The 
optical properties of these SOA particles were studied. Filter extracts showed that 
the particles were non-absorbing in our region of interest. Using the IBBCEAS the 
spectral dependence has been shown for the RI values of these compounds in our 
wavelength region. Values for RI were determined to range from 1.45 (at 340 nm) 
to 1.42 (at 410 nm) 81 minutes after the initial particle formation. Our 
measurements differ from most previously reported RI values which are typically at 
single wavelengths. By measuring the RI values over a broad spectral range, a 
better sense of the radiative forcing effects of these types of particles can be 
achieved, along with the angstrom exponent in the near-UV. Lastly, the size 
distribution, aging and composition of the SOA particles have been shown to affect 
their optical properties. The aging of the SOA increases as a function of time in the 
presence of OH. At high RH, the RI increases by a sufficiently large amount that it 
would have a major impact on the radiative forcing affect of the SOA.  As the values 
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for the RI changed with each of these conditions, the composition and size of these 
particles need to be taken into account in any modelling study or climate impact 
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5. Physical and Optical Properties 
of Secondary Organic Aerosol 




The potential importance of nitrated and aromatic aerosol species on light 
absorption was first suggested by Jacobson in 1999 (1). His proposal originated 
from observations that UV light levels in the boundary layer in Los Angeles were 
significantly lower than those above the boundary layer. This difference could not 
be accounted for by known scattering or absorbing sources, but the UV solar 
irradiance was observed to decrease as aerosol concentrations increased. 
Moreover, there was an associated increase in the presence of nitrated or aromatic 
aerosol species as the UV irradiance decreased (1). Jacobson suggested that 
nitrated aromatic compounds could be responsible for this effect because they 
absorb strongly in the near-UV region (1). The measured UV irradiance reduction 
was compared to theoretical calculations of the UV irradiance reduction potential 
for several species. Nitrocresol was chosen as representative of nitroaromatic 
species: it has a low vapour pressure which results in either self-condensation or 
condensation onto the surface of existing aerosols. The influence of the nitrated 
and aromatic aerosols and the nitroaromatic gases was determined to account for 
up to 30 % of the UV irradiance reduction at the monitoring site (1).  
Aromatic VOCs are important precursors for particles in polluted atmospheres. 
These compounds contribute an estimated 25 % of total non-methane VOC 
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emissions in urban environments and play a vital role in SOA formation from 
anthropogenic sources (2-9). In a study of the aerosol forming potential of VOCs in 
Athens, Greece, aromatics were found to be responsible for 90 % of SOA formed 
from non-methane hydrocarbons (10). Of these aromatic species, 
nitrophenol-containing SOA comprised the largest portion of SOA measured in 
Athens. Therefore, nitrophenol compounds have received considerable attention 
recently (11-15). 2-nitrophenol (2-NP) has a strong absorption at shorter 
wavelengths (360 nm) in the gas phase; this could lead to similar absorptions in the 
particle phase and its absorption would be similar to that of brown carbon (BrC). 
The importance of BrC as an absorber of solar radiation in the troposphere, and the 
potential contribution of 2-NP to such absorbing SOA, motivate the study of the 
optical properties of 2-NP.  
Nitrophenols are phenols with one or more nitro-substituents attached to the ring. 
2-NP, the focus of this chapter, has the nitro group ortho to the OH group, Figure 
5.1. 2-NP has been measured at levels of up to µgL-1 in rainwater (16). Their high 
concentrations, good stability and low vapour pressure means they have been 
detected even in remote sites (17). They are found mostly in and around cities 
because vehicle exhausts are a common emission source (18; 19). Further 
information on additional sources, concentrations and health effects of 2-NP has 
already been described in Chapter 3, and the remainder of this section will focus on 
2-NP photolysis and associated SOA formation. 
 




2-NP absorbs strongly in the near-UV with an absorption maximum near 350 nm 
(20). As solar radiation extends to 290 nm in the troposphere, photochemical 
reactions initiated by 2-NP absorption could potentially play a role in the 
atmosphere. There have been a few studies of the photolysis of 2-, 3- and 4- 
nitrophenol (21-23). In 2006 Bejan et al. observed that photolysis of 2-NP produced 
HONO, which they postulated could be a missing HONO source in urban areas (24). 
HONO levels during the day are up to 64 times higher than at night and this 
difference cannot be accounted for by known HONO sources (25). HONO is 
important as a major precursor of the OH radical, which is the dominant oxidant in 
the atmosphere: 
HONO + hv → NO + OH   (R 5.1) 
 
The formation of the OH radical as a result of 2-NP photolysis was also reported in a 
2008 study by Wei et al. (26). A combination of theoretical calculations and laser-
induced fluorescence measurements by Cheng et al. found similar formation of OH 
radicals as a result of 2-NP photolysis (27).  
The production of HONO is not the only atmospherically relevant result of 2-NP 
photolysis. It can also form SOA as a result of photolysis. If these products have 
sufficiently low vapour pressures they can form particles. Bardini studied the 
formation of particles due to the photolysis of a number of nitroaromatic species, 
including 2-NP (28). She determined that 2-NP readily undergoes photolysis and has 
an atmospheric photolysis lifetime, in the absence of OH radicals, of ca. 1.5 hours. 
She reported an initial ‘burst’ of particles with mean diameters of 20-40 nm and a 
high mass yield for aerosol formation of 0.74.  
Photo-Fenton reactions have been used to remove 2-NP from the waste water (29; 
30). A Fenton reagent is ferrous iron in a solution of H2O2; UV light is used with this 
to make the reaction Photo-Fenton, which produces high levels of OH radicals 
which aid in the oxidation and eventual removal of 2-NP from the waste water. One 
of the proposed initial reaction products is nitrocatechol. Chen et al. studied the 
photolysis of a number of nitroaromatic species in aqueous solutions (31) and 
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found that 99.5 % of 2-NP was removed within 80 minutes. The products they 
reported included hydroquinone, benzoquinone, catechol, nitrocatechol, 
nitrohydroquinone, resorcinol, and 2- and 3-nitrosophenol (that is, with an NO 
group in place of the NO2 in nitrophenol), as well as nitrate and nitrite ions. The 
three main intermediate species were nitrohydroquinone (NHQ), catechol (CC) and 
nitrocatechol (NC), with yields decreasing in the order: NHQ > CC > NC. Alif and 
co-workers detected 2-nitrosophenol during photolysis in acidic solution, while the 
NC and NHQ have very low vapour pressures, which could lead to the formation of 
particles (32; 33).Some of these species degraded with further irradiation. Based on 
the yields for the three different nitrophenol isomers (2,3 and 4), there is an 
indication that the OH radical plays a role in the photochemical process (31). The 
reaction pathway for the formation of 3-nitrocatechol suggested by Chen et al. is 
shown in Figure 5.2. The presence of the OH group on the ring directs the attack of 
the 2-NP group to either the 2 or 4 positions. The position of the attack dictates the 
species that would be formed; an attack at the 2 position results in the formation of 
3-nitrocatechol while an attack at the 4 position forms nitrohydroquinone. 
 
Figure 5.2 Proposed reaction pathway for the formation of 3-nitrocatechol (adapted from the work 






































The aim of this chapter is to characterise the physical and short-wavelength optical 
properties of SOA formed from photolysis of 2-NP. A reference experiment was 
performed in which 200 ppbv of 2-NP was illuminated in the chamber. The 
extinction caused by these particles was monitored over the course of the 
experiment. Physical properties studied included the mass and number 
concentration, and mass yield. The work here quantified the extinction and 
absorption of the particles, as well as the complex refractive index. These quantities 
allowed the single scattering albedo (SSA) to be determined and the role of 2-NP in 
particles on the radiative balance to be better understood. As the reaction pathway 
for the photolysis of 2-NP is not well know, a number of compounds were added to 
the system to investigate their effect on the SOA. The effects of other reaction 
conditions on the SOA optical properties were investigated, including the influence 
of NO2, and of the presence of OH and criegee intermediate (CI) scavengers. 
 
5.2. Experimental method 
In the reference 2-NP SOA experiment, 200 ppbv of 2-NP was introduced into the 
dark chamber, allowed to stabilise for approx 20 minutes, and then the chamber 
lamps were turned on. A number of variations on the reference experiment were 
performed and the results reported here (Table 5.1). In some experiments NO2, or 
OH and criegee scavengers were also added to the chamber.  
Table 5.1 Experimental conditions for 2-NP photolysis. 
Experiment number 2-NP mixing ratio (ppbv) Additional reactants 


















400 ppbv NO2 
 
2-NP is a yellow crystal at room temperature and was added to the chamber in the 
same manner as described previously. However, the vapour pressure of 2-NP (0.11 
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mmHg) is much lower than that of α-pinene (4.75 mmHg at 25 °C) and it was more 
difficult to add a consistent amount of 2-NP to the chamber (34; 35). Wall losses 
were also greater. The chamber lights were turned on to initiate photochemical 
reactions. 2-NP absorbs strongly in the UV/Vis region (Chapter 3) and is readily 
photolysed, resulting in the prompt formation of SOA particles.  
The sample extinction in the chamber can be determined at any time over the full 
wavelength range. Due to the absorbing nature of the 2-NP and its moderate 
volatility, residual absorption structure from 2-NP in the gas phase was also present 
in the resulting extinction measurements, Figure 5.3. To determine the extinction 
caused by the particles, gas phase absorption had to be removed. A spectral fitting 
program was developed in order to remove the absorption of 2-NP and other 
potential absorbing gases. 






























Figure 5.3 Spectral dependence of measured extinction in the chamber at a number of times. 
 
 A number of fitting tests were performed with the program. In one test, 
acetaldehyde was added to the chamber. Acetaldehyde has a structured absorption 
spectrum which facilitated a robust spectral fit. The retrieved mixing ratio of 
acetaldehyde from the spectral fit (using the absorption cross section of Schneider 
and Moortgat (36)) was 24 ppmv, which was 20 % higher than the initial mixing 
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ratio in the chamber. In a similar test, the mixing ratio of MVK was determined 
during one of the SOA experiments using the absorption cross section of Giercsak et 
al. (37). Whereas 5.3 ppmv was added to the chamber, the retrieved mixing ratio 
was 6.9 ppmv. The fit overestimated the mixing ratio by 26 %. The measured and 
the calculated extinction for acetaldehyde and its residual are shown in Figure 5.4. 
The fitted extinction is higher than the measured extinction. When the calculated 
extinction is removed from the measured extinction the residual is small. This 
shows that we are able to effectively remove most of the 2-NP gas phase 





























Figure 5.4 The measured and calculated extinction for acetaldehyde and the residual is shown here. 
The residual mostly arises from the slight differences in the acetaldehyde spectral structure in the 
extinction measurement and in the reference absorption cross section. 
 
Off-line analysis 
Filter samples were also collected during the experiment in the same manner as 
described in Chapter 4. The SOA collected on the filters appeared to have a strong, 
yellow/brown colour that is similar to the description of brown carbon, Figure 5.5. 
These particles were extracted into a solvent to measure its absorbance in a UV/Vis 
spectrometer. As the composition of the particles was unknown, a test was 
performed to determine the best solvent for the extraction. Brown carbon SOA 
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species have previously been extracted into dichloromethane, acetonitrile, water, 
and methanol (38-41). A number of filters from a test experiment were cut in half. 
Extractions were undertaken in three solvents: methanol, deionised water, and a 
1:1 mixture of methanol and deionised water. This combination tested whether the 
SOA were water-soluble or soluble in organic solvents. A half filter was added to 5 
ml of each of the solvents and sonicated for 5 minutes. Sonication of samples has 
been shown to increase extraction efficiencies (42). After 5 minutes, the filter was 
removed. The coloured sample SOA was almost entirely removed for each solvent, 
Figure 5.5. The resulting solvent containing the SOA was passed through a cellulose 
acetate membrane filter to remove filter debris (43). The absorbance associated 
with each extracted SOA was measured in a UV/Vis spectrometer. The three solvent 
options results in approximately equivalent absorbances. The mixture of 1:1 
methanol to water was chosen to be the most appropriate solvent for the SOA 
extraction (Figure 5.16).  
 
Figure 5.5 Left: Filter sample after a 2-NP SOA photolysis experiment. Right: Filter after extraction in 
methanol, showing that visible absorbing SOA present on the filter had been removed. 
 
The chemical composition of the particles formed was also determined by analysing 
filter samples using ultra high resolution mass spectroscopy. The instrument 
resolution was sufficiently high to determine the molecular stoichiometry, but not 
necessarily the identity of the isomer. This analysis was carried out by Dr Ivan 






The results in this section will be subdivided into different sections. Initially a 
reference experiment will be presented and discussed. In this instance, the 
reference experiment was the photolysis of 200 ppbv of 2-NP with no additional 
species present. The results from this will then be compared to experiments in the 
presence of an OH scavenger (cyclohexane), and OH and criegee intermediate (CI) 
scavenger (acetaldehyde) and elevated levels of NO2. The addition of these species 
could affect the reaction pathways and influence the extinction potential of the 
SOA formed.  
5.4. Reference experiment 
When the 2-NP is added to the chamber, there is an instant increase in extinction at 
350 nm but minimal change in the extinction above 400 nm. Figure 5.6 (top) shows 
the absorption cross section spectrum for 2-NP. When the lights are turned on in 
the chamber at minute 0 in Figure 5.7, particles begin to form. These particles alter 
the extinction in the chamber, Figure 5.6 (bottom), with a drop in the extinction at 
shorter wavelengths when the lights are turned on. This arises because the strongly 
absorbing 2-NP gas is being removed more rapidly from the system. As 2-NP does 
not absorb at longer wavelengths (400 nm), the extinction coincides with SOA 
formation, Figure 5.6 (bottom). The SMPS measurements were corrected by a 
factor of 2.69, as discussed in Chapter 4. 
When the lights in the chamber were turned on, the 2-NP began to react 
immediately. If the new species produced have sufficiently low vapour pressure, 
they can form secondary particles. Particles were seen to form as soon as the lights 
were turned on (Figure 5.7) and immediately contributed to the extinction in the 
chamber. Not all the 2-NP underwent photodissociation or reaction. When the 
extinction was determined with the IBBCEAS, 2-NP gas phase absorption was 
present in the measured extinction. A small spectral feature centred at 385 nm was 
also observed. The instant formation of particles indicates that photochemical 
processes were the primary reaction initiator. Moreover, the time rate of change of 
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extinction responded immediately to turning the lights off and to starting the 
extraction of particles from the chamber by the filtering process.  
 
































































Figure 5.6 Top: Absorption cross section spectrum of 2-NP in the gas phase. Bottom: Extinction time 
profile at 350 and 400 nm. Chamber lights were switched on at 0 min. 
 






















































Figure 5.7 Mass and number concentration of SOA formed from the photolysis of 2-NP. The 




The fitting program was used to determine the mixing ratio of 2-NP remaining in 
the chamber as a function of time (Figure 5.8).The fitting results overestimated the 
mixing ratio of 2-NP by 18 %, similar to that for MVK and ethanal. The absorption 
cross section for 2-NP that was recorded earlier was fitted to the measured 
extinction. This enabled the determination of the mixing ratio of 2-NP present at all 
times during the experiment and its associated extinction. Being able to determine 
the mixing ratio of 2-NP throughout the experiment enabled us to investigate the 
kinetics of the reaction. While photochemistry is its major loss process, 2-NP also 
deposits to the chamber walls. Wall losses of gas phase species in simulation 
chambers are well documented and are evident in this experiment by the decrease 
in extinction between 0 and 900 seconds in Figure 5.8 (44; 45). The first order wall 
loss rate coefficient, kwall, was determined to be 1.07 x 10
-5 s-1 for 2-NP during this 
‘dark’ period, i.e. prior to the chamber lights being turned on. This value was used 
to correct the 2-NP mixing ratio and is also shown in Figure 5.8. The effects of 
photolysis and other chemical reactions, as well as filter sampling, are evident. The 
wall loss corrected 2-NP mixing ratios are stable (as they should be) both prior to 
illuminating the chamber and in the period between switching off the chamber 
lights and the filter sampling period. Once the filtering process began, both particles 
and 2-NP gas were removed from the chamber, resulting in a drop in concentration. 
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Figure 5.8 Temporal change in 2-NP mixing ratio over the course of the experiment. The calculated 
concentration of 2-NP is shown in black while a wall loss correction factor has been applied to the 
red line. 
 
Photolysis is potentially the method through which 2-NP is removed from the 







     (5.1) 
where t is time, J is the photolysis rate coefficient, and [2-NP]0 and [2-NP]t are the 
concentrations of 2-NP at time 0 and t respectively. An important atmospheric 
property of a species is its photolysis rate. The photolysis rate coefficient of a 
species is the product of its absorption cross section, radiative flux and quantum 
yield (eq. 1.5). We applied Eq. 5.1 to the 2-NP concentration time profile to see if 
the losses were as a result of a first order reaction. Figure 5.9 shows the resultant 
plot. Although the fit is generally fair (r2of 0.992), the data deviate significantly from 
linearity in the first 15 minutes. This could indicate that the loss processes are not 
determined simply by a first order photolysis mechanism. 
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Figure 5.9 Plot of natural log of change of [2-NP] as a function of time. The slope of the line is the 
photolysis rate constant. 
 






+ kt    (5.2) 
where k is the second order rate coefficient. This plot (Figure 5.10) better 
represented the concentration data (r2 of 0.997) than the first order plot over the 
entire kinetic data set. This could indicate a number of potential reaction pathways. 
OH has been supposed to form during the photolysis of 2-NP and these OH radicals 
could react with other 2-NP molecules to form products. This possibility was 
investigated in a later experiment through the addition of cyclohexane, an OH 
radical scavenger. Alternatively, the curvature of Figure 5.9 could be an indicator 
that there are two first order processes at work. These possibilities aside, a second-
order process is consistent with that in the proposed mechanism for the photolysis 
of 2-NP (Figure 5.2). In this reaction scheme, a 2-NP molecule and a radiatively 
excited 2-NP molecule react. Despite photolysis processes usually being first order 
processes, in this case the excited molecule must collide with another 2-NP 




































Figure 5.10 Second order reaction plot for the change in 2-NP concentration. This gives a much 
closer linear fit than the first order plot in Figure 5.9. 
 
After the lights in the system were switched off there was still some 2-NP present. 
65 % of the starting concentration of 2-NP remained in the chamber in the gas 
phase after 200 minutes. The mass concentration of SOA can be determined at any 
time during the experiment. The SMPS records the volume of particles and uses a 
user defined density to report the mass concentration. Bardini et al. measured the 
density for the SOA species formed by the photolysis of 2-NP in the EUPHORE 
chamber using a tapered element oscillating microbalance (TEOM) and an SMPS 
(28). By plotting these two values against one another, the density of the particles 
was determined to be 0.85 ± 0.01 g cm-3. This density changed little over the course 
of a three hour experiment. The increase in particle formation occurred 
concurrently with the decrease in 2-NP concentration. The temporal change in gas 
phase 2-NP mixing ratio and particle mass concentration is shown in Figure 5.11. 
There are aerosol wall losses starting prior to the filtering processes. However the 
aerosol loss rate could not be determined with a high enough degree of confidence 
so this was not accounted for in our data.  
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Figure 5.11 Concentration time profile for 2-NP gas phase and SOA particle species. After 117 
minutes there is a decrease in mass concentration due to filter samples being taken. 
 
As the concentration of the original 2-NP and the newly formed SOA particles can 
be determined at any time in the experiment, a yield curve was constructed to 
determine the overall yield of formation of SOA. The mass concentration of SOA 
formed was plotted against the amount of 2-NP reacted. The slope of this graph is 
the mass yield for the experiment. In this case the measured mass yield was 0.70, 
Figure 5.12, which is similar to the values recorded by Bardini et al. of 0.74. In their 
study they state that the aerosols formed from 2-NP photolysis are readily lost to 
the walls of the chamber. Unfortunately no measurements were made of the 
aerosol loss rate in the study presented here. Such wall losses could be the cause of 
the slight difference in the measurements.  
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Figure 5.12 Yield plot for the SOA formed from 2-NP photolysis. 
 
2-NP gas phase and artefact removal 
As the concentration of 2-NP is now known at any point during the experiment, its 
gas phase extinction can be removed to determine the remaining extinction. These 
changes to the spectra are shown in Figure 5.13, where the SOA extinction starts to 
become clearer. After the 2-NP extinction was removed there was still a strong 
extinction component present in the chamber. This extinction is due to both 
scattering and absorption of the SOA.  
Besides the prominent 2-NP gas phase absorption, a smaller spectral structure 
centred at 385 nm is apparent (Figure 5.13). The structure of this feature is 
inconsistent with the broad spectra associated with Mie scattering, but could 
indicate the presence of an absorbing species or an experimental artefact. The 
shape of the absorption was not consistent with any absorbing species that could 
be identified in this region. To check the latter possibility, the extinction spectra 
were measured in an empty chamber after turning on the chamber lights. A similar 
structure at the same position was found to occur in the empty chamber extinction 
spectra, indicating that the feature was an experimental artefact. In fact, the 
position of the main structure was located in a reflectivity maximum for the mirror 
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reflectivity. Fitting a (1-R) spectrum to the extinction removed much of this spectral 
structure entirely. The time dependence of the fit coefficient for (1 – R) changes 
synchronously with the chamber temperature, Figure 5.14. These observations are 
consistent with small, thermally-induced changes in the alignment of the optical 
system as the chamber and mirror mounts heat up and cool down. The position of 
the artefact peaks and the mirror reflectivity peaks can be seen in Figure 5.15. The 
apparent extinction caused by the mirror reflectivity was therefore removed from 
the measured extinction based on the (1 – R) fit. The remaining extinction was thus 
supposed to be due to SOA and gas phase species formed due to 2-NP photolysis. 
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Figure 5.13 Spectra of the measured extinction (red), the fitted2-NP contribution to gas phase 
absorption (black), and the extinction difference between these spectra (blue). These spectra are 












































Figure 5.14 Temporal profile of the fit parameter for (1 – R) and the chamber temperature. 
 

































Figure 5.15 Top figure is the spectral structure for (1-R) for the dielectric mirrors. The bottom figure 
shows the extinction before and after the (1-R) structure is removed. The circles indicate the 




Other gas phase species 
There have been few studies of the photolysis products of 2-NP. Bardini et al. 
studied the reaction with an FT-IR spectrometer and observed the formation of  
NO2, NO, O3 and formic acid, while Bejan and co-workers reported the formation of 
HONO from 2-NP (24; 28). Of these potential gas products NO2, O3, and HONO 
absorb in our region of interest while NO and formic acid do not (46-50). Therefore 
NO2, O3 and HONO were also included in the spectral fit of the extinction spectra.  
However, the results of these fits were inconclusive and the presence of these 
species could not be verified. Although the possibility exists that other, semivolatile 
nitroaromatic reaction products could contribute to the absorption spectra, there 
was no evidence in the spectra to indicate other gas phase species similar to 2-NP.   
 
5.4.1. SOA optical properties 
The optical properties of the SOA can be investigated more closely after removing 
the underlying 2-NP absorption and the artefact. The extinction can be mass 
corrected to determine its mass absorption coefficient (MAC) and mass scattering 
coefficient (MSC). As previously discussed, the IBBCEAS cannot differentiate 
between scattering and absorption, so the absorption of filter samples was 
quantified and used as a proxy measure of the SOA absorption.  
Off-line analysis 
Filter samples were taken after the chamber lights had been turned off and 
sampling took place over one hour at a flow rate of 20.9 L min-1. The particle mass 
collected onto the filter was too small to quantify directly by weighing the filter 
before and after the extraction. The mass was therefore estimated from the 
measured mass concentration and the total volume sampled. The sample volume 
was the product of the time and the flow rate, which was measured with an 
electronic flow meter. The decrease of mass concentration in the chamber was 
recorded by the SMPS. During the 60 minutes of sampling, the mass concentration 
in the chamber decreased from 275 to 165 µg m-3. The filters were added to a 
mixture of 2.5 ml of water and 2.5 ml of methanol and then sonicated to extract the 
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particles into the solvent. Several assumptions were made about this estimation of 
the mass concentration: 1) all SOA losses were due to the sampling process, 2) no 
particles were lost during the extraction process, 3) all of the particles were 
captured by the filter and 4) the particles dissolved completely in the solvent.   
The presence of coloured SOA on the filter indicated that the SOA formed had some 
visible absorption. Each of the solvent extractions resulted in a similar absorbance 
structure (Figure 5.16). Extraction efficiency for BrC has been found to be over 90 % 
when methanol was used as the solvent (43). In order to account for any water-
soluble SOA, a 1:1 methanol:water mixture was chosen as the extraction solvent. In 
contrast to the absorption of gas phase 2-NP, which is negligible above 400 nm, 
Figure 5.16 shows that the particle absorption extended to much longer 
wavelengths. There is even appreciable absorption beyond 500 nm. This new, long 
wavelength absorption suggests that new species cause this absorption.  
 
Figure 5.16 Comparison of absorbance spectra resulting from extraction of particles collected from 
the reference 2-NP SOA experiment into methanol, water, and methanol/water solution. 
 
The absorbance measurements allow the mass absorption coefficient (MAC) and 
the imaginary part of the complex refractive index of the SOA to be determined. 
The assumptions underlying the sample mass quantification imply that the 






















following MAC values should be treated as lower limits. The MAC is calculated from 
the following formula: 
𝑀𝐴𝐶 =  
𝐴𝜆 ln (10)
𝐶𝑏
       (5.3) 
 
where A𝞴 is the wavelength dependent absorbance, C is the concentration of the 
sample (g m-3) and b is the length of the cell (m) (43). The calculated MAC for the 
reference experiment is shown in Figure 5.17. The values determined range from 
0.335 m2 g-1 at 400 nm to 0.664 m2 g-1 at 300 nm. 
 
 
Figure 5.17 Spectral dependence of mass absorption coefficient of particles formed in the reference 
experiment. 
 
MAC values for various BrC species have been reported and are given in Table 5.2. 
Values were reported by Chen and Bond, Kirchstetter et al., while Feng and 
co-workers calculated their MAC to match these other values at 550 nm (43; 51; 
52). In our study, the MAC was 0.46 m2 g-1 at 350 nm, which is almost 5 times less 
than the reported ‘moderately absorbing BrC’. This indicates that the particles 


































formed by 2-NP in the chamber are not particularly strong absorbers in the 
near-UV. The particle sources and processing were quite different, however. Chen 
and Bond, and Kirchstetter et al. both studied particles formed directly by wood 
burning. Kirchstetter and co workers compared the light absorbing potential from 
particles collected from diesel vehicle emissions with particles from biomass 
combustion (including wood and savanna burning). Based on the wavelength 
dependence of absorption they concluded that the vehicle emissions produced BC 
particles while the biomass particles were a mixture of BC and BrC. Chen et al. 
investigated the effects of wood type, size, and combustion temperature on BrC 
formation. They found that increasing the temperature increased the production of 
BrC. Both of these BrC studies were conducted on particles formed as a result of 
combustion. These particles would therefore have not undergone extensive 
exposure to UV light, which could result in photobleaching of some particle 
constituents. Thus the chemical composition of these studies was likely dissimilar. 
Also, the density used for the particles in the Kirchstetter paper were reported as 
1.2 g cm-3 which is almost double the density (0.85 g cm-3) used in the 2-NP 
experiments. The Chen et al. MAC and CRI was determined with a density of       
1.65 g cm-3. 
The imaginary part of the refractive index, k, is determined from the MAC by: 
k =  
MAC .ρ .λ
4.π
     (5.4) 
where ρ is the density of the SOA (53). The spectrum of the imaginary part of the 
CRI is shown in Figure 5.18 and literature values are reported in Table 5.2. Again, 




Figure 5.18 Spectral dependence of calculated imaginary part of refractive index of particles formed 
in the reference experiment. 
 
Table 5.2 The measured and theoretical MAC and imaginary CRI values from a number of studies. 
This table was adapted from that in Feng et al. (51). 
 
Wavelength 
      Imaginary part CRI 
350 nm               450 nm 
          MAC (m2 g-1) 








0.168 0.063 3.4 1.6 
Chen and Bond 
(43) 
 
0.1 0.02 2.25 0.4 
Kirchstetter et al. 
(52) 
0.168 0.0063 5.0 1.5 
 
Single Scattering Albedo (SSA) 
The mass extinction coefficient (MEC) was determined at several times. The 
extinction between 5 and 20 minutes was not included due to the rapid change in 
size and mass of the aerosols within the first 20 minutes. The MAC was subtracted 
from the average MEC over the filtering period (117-177 minutes) to calculate the 
MSC. A quadratic fit was applied to the MSC to remove the residual mirror 













































reflectivity structure. The measured absorption accounts for almost 10 % of total 
extinction, Figure 5.20, which suggests that the particles are primarily scattering.  
The SSA is one of the key properties needed to determine the radiative forcing 
effect of an atmospheric component, (Section 1.5). The mass corrected values in 




)    (5.5) 
 
The resulting SSA values ranged from 0.89 to 0.90 between 340 and 410 nm. These 
values are comparable to SSA values measured over a biomass burning event in 
Southern Africa (0.89 at 550 nm), and to aerosols in semi-polluted locations (54). In 
these cases, BC is the dominant absorber in the particle phase. A change in the SSA 
of a particle from 0.9 to 0.8 can cause the sign of the affect to change (55). As the 
measured SSA value is above 0.8, the 2-NP SOA species likely have a small, negative 
radiative forcing affect.  
 










































Figure 5.19 Spectral mass extinction coefficient (MEC) at a number of different times. The values 
converge after 40 minutes. 
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Figure 5.20 Average spectra of the MAC and MSC obtained between 117 and 177 minutes in the 
reference 2-NP experiment. 
 
Complex refractive index 
The real part of the refractive index was determined for the 2-NP SOA in the same 
manner as described in Chapter 4. For this process, the number distribution of the 
particles and the imaginary part of the RI are needed. The number distribution was 
measured with the SMPS, while the imaginary part of the RI was determined from 
the filter samples as described above. The values for the real RI value were 
determined at 5 nm intervals, but the time dependence was not investigated 
because the imaginary RI was determined over a single time period. The spectrum 
of the real refractive index is shown in Figure 5.21 and increases with decreasing 
wavelength, as is commonly observed (56). This gives a range of values for the 





Figure 5.21 Spectral dependence of both imaginary and real components of complex refractive index 

























































Table 5.3 The complex refractive index of 2-NP SOA from the reference experiment. 
Wavelength (nm) Real Imaginary 























































































The chemical composition of the SOA was determined using ultra high resolution 
mass spectroscopy. For the standard experiments the top three masses determined 
were 155, 184 and 200 based on the molecular mass and the LC retention time. 
Two species which match the molecular mass of 155 g mol-1 are nitrocatechol and 
nitrohydroquinone, and both species have been found during the photolysis of 
2-NP in an aqueous solution (31). Both cases arise from addition of an hydroxyl 





The proposed species with a molar mass of 184 g mol-1 mass is 2,5-dinitrophenol. 
This could arise through the addition of an NO2 group para to the existing NO2 
group. The final main compound that has been suggested is 
3,5-dinitrobenzene-1,2-diol for the 200 group.  
 




5.4.2. Role of OH scavenger 
250 ppbv of 2-NP and 20 ppmv of cyclohexane were added to the chamber to test 
for the effect of the OH radical on the formation of particles. A large excess of 
cyclohexane was added to the chamber prior to the addition of 2-NP and acted as 
an OH scavenger by reacting with OH to form cyclohexanone and cyclohexanol (57). 
Studies involving the ozonolysis of terpenes have shown that the presence of OH 
scavengers have a significant influence on the SOA yield (58; 59). OH radicals arise 
































in the 2-NP system considered here, photolysis of 2-NP could also be a direct source 
of HONO, as Bejan et al. have shown (24).  
 
Physical properties and chemical composition 
There was a higher initial concentration of 2-NP added to the chamber compared to 
the reference experiment, so a higher particle mass concentration would be 
expected if the OH radicals did not influence SOA formation. Instead, a decrease in 
the overall mass concentration of the SOA formed was observed (Figure 5.22). The 
mass yield was determined to be 0.27 and is much lower than that for the 
reference experiment (0.70) or that reported by Bardini et al. of 0.74 (28). Wall 
losses of particles were not corrected, but would be too small to account for such a 
large difference. These observations indicate that OH oxidation plays a significant 
role in SOA formation in this system, as has been observed in a number of OH 
scavenger studies (60-62). 



































Figure 5.22 Temporal change in mass concentrations for the reference and OH scavenger 
(cyclohexane) experiments. The role of OH radical in the 2-NP system is indicated by the significant 




Kinetics of 2-NP loss 
The kinetics of the loss of 2-NP were tested in the same manner as above to 
investigate the contribution of OH chemistry. Figure 5.23 shows the first and 
second order fits to the 2-NP-time data. The first order fit was better with 
cyclohexane present than the reference experiment and the rate was slightly higher 
(1.5 x 10-4 s-1 against 1.0 x 10-4 s-1). The initial kinetics do not diverge as much from 
later behaviour, as was seen in Figure 5.9 when a scavenger was not present. 
Nevertheless, the kinetics are again better described by second order kinetics (r2 
0.999) than as a first order loss process (r2 0.990). The removal of OH radicals in this 
reaction does not affect the order of reaction significantly, suggesting that OH is not 
a dominant species in the removal of 2-NP. We therefore must look at the proposed 
reaction mechanism in (Figure 5.2) to find a more appropriate species for 2-NP 
reactions. This mechanism indicates the presence of a biradical 2-NP species that 
reacts with ground state 2-NP. The effect of this reaction on the order of reaction 
will be investigated in the next section. Bardini and co-workers proposed that as 
potential reactions with the OH radical were removed by the presence of excess 
cyclohexane, photolysis was proposed as the primary 2-NP loss process. The ratios 
of the photolysis of 2-NP to NO2 was measured as 1.8 x 10
-2. Our first order values 
for this experiment were 2.27 x 10-2. However, their data also has a change in slope 
in the initial photolysis period (0-1000 seconds). This was not addressed in their 
work and they did not explore the possibility of this being a second order reaction.  
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Figure 5.23 Top: First order fit for [2-NP] concentration data. Bottom: Second order fit for the same 
data set. 
 
Bardini et al. calculated the photolysis rate with the actinic flux, quantum yield and 
absorption cross section. They found that this over-estimated the photolysis rate 
constant by almost 1500. As the quantum yield assumed for the calculation was 
unity, this indicates that this process has a much lower quantum yield. 
 
Optical properties 
The effects of the OH scavenger are apparent in a large increase in the MEC (Figure 
5.24). This suggests that, despite the large mass concentrations associated with OH 
oxidation pathways, the products are not so strongly absorbing and scattering. In 
the same way as before, filter samples were collected after the end of the 
photolysis period and extracted into water/methanol solution. UV/Vis spectra were 
then recorded and the MAC calculated. The MAC spectra for the two reactions 
were quite similar, Figure 5.25.  
The SSA was determined using the MAC from the filter extractions and the MEC 
from the IBBCEAS spectra. The values in this case were 0.96 and relatively constant 
across the spectrum. This SSA is appreciably higher than the SSA of the reference 
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experiment, suggesting that the OH radical is somehow associated with the 
formation of absorbing species.  
The imaginary part of the refractive index was calculated from the MAC, Figure 
5.26. The imaginary part of the refractive index, the measured extinction and the 
measured number distribution were again used to determine the real part of the 
refractive index. The real component of the refractive index (Figure 5.27) was much 
higher for the OH scavenger experiment, but still within the range expected for 
many organic aerosols (63-66). 
 






































Figure 5.24 Comparison of MEC values for the reference and OH scavenger (cyclohexane addition) 





























































































Figure 5.26 Comparison of spectral imaginary component of the CRI for the reference (black) and OH 
scavenger (red) experiments. 
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Figure 5.27 Comparison of spectral real component of the CRI for the reference (bottom) and OH 
scavenged (top) experiment. The real component of the CRI is significantly higher when the OH 
scavenger is absent. 
 
 
5.5. Role of OH and Criegee Intermediates 
Acetaldehyde was added to the chamber prior the addition of 2-NP. Acetaldehyde 
is typically used as a scavenger for both OH radicals and criegee intermediates (CI) 
(62). Although it is unlikely a CI would form as a major intermediate product of the 
photolysis of 2-NP, biradical species that resemble CI could be formed in the 
process. As with cyclohexane, acetaldehyde was added in large excess (20 ppmv). 
The presence of acetaldehyde has a strikingly effect on SOA formation, with 
complete suppression of particle formation observed. Illuminating the chamber did 
not produce a change in the mass concentration, size, or the number concentration 
of particles. The 2-NP concentration was determined over the course of the 
experiment and it shown in Figure 5.28. 2-NP was lost when the lights were on 
indicating that the loss of 2-NP is photo-initiated. The mixing ratio data was 
corrected for wall losses, so once the lights had been turned off there were no 2-NP 
losses.   
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Lights on Filtering process
 
Figure 5.28 The temporal change in 2-NP mixing ratio. The data has been corrected for wall losses. 2-
NP is removed when the lights are on, after this there are no further losses until the filtering process 
begins. 
 
The kinetics of this reaction was once again investigated. First and second order 
plots were fitting to the data. In contrast to the reference experiment, a first order 
fit is a much closer fit to the experimental data in this instance. There is a very high 
degree of linearity with an r2 value of 0.9995 for the first order fit, while there is an 
r2 of 0.9953 for the second order fit, Figure 5.29. As the loss of 2-NP is more closely 
described by a first order loss process in this experiment we suggest that photolysis 
is the sole loss process (excluding wall losses). This also indicates that the 
radicalised form of 2-NP as proposed in Figure 5.2 may be responsible for 2-NP 
reaction and losses in typical 2-NP photochemical processes.  
The calculated extinction due to residual 2-NP and the thermal artefact was 
removed from the measured IBBCEAS extinction. This enables the extinction from 
any possible gas phase species or aerosols to be identified. However, as can be seen 
in Figure 5.30, the residual after the 2-NP and artefact extinction structure is 




















































Figure 5.29 Top: First order plot for 2-NP mixing ratio with an r
2
 of 0.9995. Bottom: Second order 
plot for the same data with an r
2
 of 0.9952. 
 
































Figure 5.30 Extinction spectra after 100 minutes. Extinction is minimal once the thermal artefact and 
2-NP extinction is removed.  
Suppression of particle formation was confirmed by analysis of the filter samples 
solution spectrum, where only minor absorbance was observed at short 
wavelengths (Figure 5.31). Such absorption could arise from deposition of low 
volatility species or from secondary reactions on the filter.  
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UHRMS analysis of filter samples indicated that 155 was again the dominant species 
present (3-NC and/or NHQ). However, as the proposed mechanism for the 
formation of 3-NC proceeds as described in Figure 5.2 then presence of 
acetaldehyde should inhibit its production. This is also supported by the 
determination of a first order loss rate for this experiment. There could be potential 
contamination in the sampling lines from previous experiments. There was no blank 
filter sample tested so there is no way to rule this out. Both the 200 species, 
3,5-dinitrobenzene-1,2-diol, and the 184 species, 2,5-dinitrophenol, were absent 
from the sample. This could indicate that these two species are responsible for the 
formation of particulate matter in the reference (and possibly cyclohexane) 
experiment. The vapour pressures of both species may be low enough to promote 
particle formation: that of 3,5-dinitrobenzene-1,2-diol could not be quantified, 
while the vapour pressure of 2,5-dinitrophenol is 1.22 x 10-4 mmHg, at 20 °C, 
indicating that it could readily form particles (67; 68). The IBBCEAS measurements 
did not show the presence of any extinction causing SOA. The gas phase 2-NP is 
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removed from the chamber due to photolysis but whatever species are formed do 
not react further to form SOA.  
 
5.6. Presence of NO2 
NO2 was added to the system prior to the photolysis of 2-NP to test the influence of 
photolysis in a nitrated environment. In polluted regions such as those where 2-NP 
would predominantly be found, elevated levels of NO2 would be expected, and 
could alter the physical or optical properties of the SOA and its associated radiative 
effect. 
 
Physical properties and chemical composition 
Prior to addition of 2-NP, ca. 400 ppbv of NO2 was added to the chamber. Particles 
formed after the lights were turned on; however, NO2 also had a suppressing effect 
on the formation of SOA particles and more than halved the maximum mass 
concentration (Figure 5.32).  
UHRMS analysis of filter extracts indicated that 184 (2,5-dinitrophenol) was the 
dominant species present in the sample. This compound has two nitro groups, in 
accordance with expectations that higher nitration would occur in the presence of 
elevated nitrogen oxides. Filter extracts also contained the 155 and 200 species, 
and this is the first instance of any of the experiments that 155 was not the most 
abundant species present.  
The formation of SOA particles in high NO2 studies has been reported previously. In 
the photochemical oxidation of monoterpenes and mono- and polycyclic species, 
higher NOx concentrations were associated with a decrease in SOA yield (6; 69-73). 
The suppression of SOA formation in high NOx environments has been attributed to 
the reaction between peroxy radicals and NO and HO2 to form volatile products, 
which prevents their condensation into particles (74). In our experiments, NO 
would be present in the chamber owing to photolysis of NO2 below 397 nm.  
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Figure 5.32 Time profile of the SOA mass concentration. Compared to the reference experiment, 
addition of NO2 reduces the formation of SOA. 
 
Optical properties 
The MAC absorption spectrum of filter extracts shows that, while fewer particles 
are formed, they have a much larger MAC (Figure 5.33). In particular, the 
absorption is 4 times greater at the short wavelength limit, but proportionally even 
larger at longer wavelengths. 
2,5-dinitrophenol is the major compound in the filter extracts, which could indicate 
that this species is responsible for an appreciable portion of the SOA absorption. 
The increase in the absorbing nature of the SOA could be important in real world 
environments. 2-NP and NOx are commonly co-emitted from vehicle exhaust and 
are both elevated in urban areas. The interaction of these components could 
increase the absorption of organic particulate matter. As the MAC value is larger in 
the high NO2 environment; the imaginary part of the CRI is also greater by over a 


























Figure 5.33 Comparison of the MAC spectra for high (red) and low (black) NO2 environments. 































Figure 5.34 Comparison of imaginary part of CRI for species formed in high and low NO2 
environments. 
 
The NO2 absorption could not be satisfactorily removed from the measured 
extinction. As such the MSC and the SSA could not be determined. However, as the 
MAC is over twice as strong across the entire spectral region, it is reasonable to 
conclude that the SSA values of the 2-NP SOA would be much lower in high-NOx 
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rather than low NOx environments. Compared to particles from the reference 
experiment, where SSA is close to 0.89, formation of these absorbing organic 
particles in high NOx environments would likely have a strongly positive radiative 
forcing.  
 
5.7. Conclusions and atmospheric implications 
The absorbing and scattering nature of the SOA formed through the photolysis of 
2-NP was investigated. Through the combination of on-line (IBBCEAS) and off-line 
(UV/Vis spectrometry) techniques the MEC, MSC and MAC values for these particles 
were determined. The mean value of the SSA value over our measurement 
spectrum was 0.89, indicating that the SOA formed would have a negative radiative 
forcing effect. The UHRMS analysis of filter samples identified the most prominent 
products formed during the photochemical experiments: 3-nitrocatechol, 
nitrohydroquinine, 2,5-dinitrophenol and 3,5-dinitrobenzene-1,2-diol. Some of 
these species have previously been found in 2-NP photolysis experiments.  
The presence of an OH scavenger (cyclohexane) reduces the mass concentration 
and imaginary part of the CRI but it increases the real part of the refractive index. 
This finding may indicate that OH reactions contribute to forming some of the 
absorbing species. Complete suppression of SOA was seen when acetaldehyde, an 
OH and criegee intermediate (CI) scavenger, was added to the system. This 
observation suggests that a biradical or other CI-like species play a key role in the 
formation of low volatility products in the 2-NP photochemical system. Elevated 
levels of NO2 in the chamber produced more absorbing SOA and increased the 
composition of 2,5-dinitrophenol. This species is likely responsible for a large 
portion of the absorbing nature of the SOA formed. The increased imaginary part of 
the CRI indicates that there would be a decrease in the SSA values for particles 
formed in the presence of high levels of NO2, which would be associated with many 
urban environments.   
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Brown carbon has become an increasingly important area of research owing to 
their ability to absorb light in the tropospherically relevant UV/Vis region. The SSA 
values reported here for the standard 2-NP photolysis experiment ranged from 0.89 
to 0.9 from 325 to 420 nm. At these values the general radiative forcing (RF) affect 
of SOA is probably still negative, albeit less so than for purely scattering aerosols. 
However, elevated levels of NO2 produced a large increase on the MAC and 
imaginary part of the CRI. This would reduce the SSA and ensure that the particles 
have a positive RF effect. Moreover, the absorbing nature of nitrated and aromatic 
SOA species has been reported as a possible source for reduction in UV light in 
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An incoherent broadband cavity-enhanced absorption spectroscopy (IBBCEAS) 
system was used in conjunction with an atmospheric simulation chamber to study 
the short-wavelength spectral properties of several atmospherically-relevant 
systems. In this thesis, the IBBCEAS system was used to measure the absorption 
cross section of a number of atmospherically relevant species, biacetyl, 
acetaldehyde, acenaphthylene, 1-nitronaphthalene, 2-nitrophenol and water, two 
of which had never been reported in the gas phase before. The IBBCEAS was also 
used to study the optical properties of secondary organic aerosol. Atmospheric 
particles play an important part in the radiative balance of the earth and a better 
understanding of their optical properties is necessary to reduce the large 
uncertainties associated with their influence on radiative forcing (1). 
While there have been a number of previous studies with IBBCEAS systems, these 
have typically been at longer wavelengths and covered much narrower 
measurement bands Table 1.1. Work at shorter wavelengths is associated with a 
number of technical challenges, including lower detector efficiencies, lower 
radiance light sources, and fewer suitable optics. The IBBCEAS system in this work 
covered a broad spectral region from 325 to 420 nm which is of particular 
importance for tropospheric photochemistry (2). As part of this work, a procedure 
was established to ensure the accuracy of the IBBCEAS measurements. To prevent 
errors associated with misalignment, the procedure included a mirror reflectivity 
calibration for each experiment using NO2 and either MVK or biacetyl. The accuracy 
of the measurements was validated by comparing the absorption cross sections of 
benzaldehyde and other species measured by IBBCEAS with previously reported 
literature spectra (3; 4). The good agreement between the measured and literature 




The first part of this work used IBBCEAS to measure gas phase absorption cross 
section values for biacetyl, 1-nitronapthalene (1-NN), 2-nitrophenol (2-NP), 
acetaldehyde, acenaphthylene and water. Several of these species have low vapour 
pressures and are difficult to study as gases. The absorption cross sections in the 
gas phase differ from those in solution because solution phase spectra are 
susceptible to peak broadening, peak shifts, and potential artefacts as a results of 
interactions between solvent and solute. Biacetyl and acetaldehyde showed good 
agreement with literature values. The absorption cross section of 2-NP has only 
been reported in the gas phase once before (3). The overall shape of the cross 
section is similar but the magnitude is lower (ca. 50 %) than the earlier 
measurement, indicating the challenges associated with the low volatility 
compounds. Due to the validation steps taken in Chapter 2, we have confidence in 
our values. Gas phase absorption cross section values for 1-NN and acenaphthylene 
have not been reported previously. A precise magnitude for the gas phase 
absorption cross section of 1-NN proved difficult to determine, although the shape 
of the spectra remained consistent over multiple experiments. Again, this variability 
was likely due to wall losses associated with the low vapour pressure. In contrast, 
acenaphthylene was added to the chamber with relative ease and the 
reproducibility of the acenaphthylene absorption cross section measurements was 
good. Clear vibronic structure was evident in the acenaphthylene spectra, with two 
intense peaks centred at 327 and 333 nm, and two much weaker peaks, 339 and 
345 nm.  
Measurements were also made to determine the absorption of water vapour, one 
of the most abundant and radiatively important species in the atmosphere. Water 
is reported to have a structured absorption in the near-UV region (5). Although no 
absorption by water vapour was observed, upper limit values for the absorption 
cross section in the near-UV region were determined on the basis of the instrument 
detection limits. The upper limits reported here are an order of magnitude lower 
than the values previously reported by Du et al., calling into question the accuracy 
of their values. Our findings for a much smaller water absorption are supported by 
theoretical studies which report a theoretical absorption 14-33 times smaller than 
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our upper limit and 200-600 times smaller than the values reported by Du et al. (6; 
7).  
The second part of this thesis investigated the optical properties of 
atmospherically-relevant particles. Aerosols have a strong influence on the earth’s 
radiative balance, although there remain large uncertainties associated with their 
impact (1). The optical properties of SOA formed by the ozonolysis of α-pinene 
were investigated in Chapter 4. These SOA species have been widely used as a 
model for biogenic SOA (8). The refractive index of these SOA particles was 
determined through a combination of IBBCEAS extinction measurements and SMPS 
number distributions. The retrieved refractive index values range from 1.40 at 410 
nm to 1.43 at 320 nm. These values are broadly similar to, albeit slightly lower than, 
previously reported values Table 4.2. The broad continuous measurement 
capabilities allowed us to determine the wavelength dependence of these 
refractive index values, in contrast to most RI values reported in the literature. 
Filter extracts of the SOA particles were determined to be non-absorbing in our 
region of interest, consistent with previous findings (9; 10). Due to the pure 
scattering nature of the particles in this region, their SSA is 1. Thus, the radiative 
forcing effect of these particles is negative. The Angstrom exponent (AE) of the 
extinction spectra was determined and was used as a qualitative measure of 
particle size. A good correlation was found between the measured AE values and 
the recorded median particle diameter. 
Varying the starting conditions of the ozonolysis reaction allowed an investigation 
into the effects of a change in precursor concentration, the presence of OH radicals 
and increased relative humidity (RH) on the optical properties of the SOA. The 
concentration increased the mass concentration and mass yield; this is to be 
expected as the increased particle surface area promotes condensation of a greater 
fraction of low volatility species to the particle phase. The increase in particle size 
from higher precursor mixing ratios matched the decrease in AE values. The 
addition of an OH scavenger, in the form of an excess of cyclohexane, was used to 
determine the influence of OH radicals on the SOA optical properties. OH reacts 
much faster with α-pinene than ozone does, and the removal of OH by cyclohexane 
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led to greater loss of ozone. The mass concentration and mass yield also decreased, 
while the measured extinction and RI values increased in the presence of 
cyclohexane. The changes in physical and optical properties in the absence of OH 
radicals show the important role that they play in the production of 
α-pinene/ozonolysis SOA.  
The RH of the simulation chamber was increased to 80 % to investigate the effects 
of high levels of water on SOA formation. The increased RH levels did not greatly 
affect the mass concentration, but did double the maximum number of particles 
formed. Similar results have been seen in some studies, although other studies 
found that the mass concentration changed with RH. The increase in particle 
concentration would, depending on size, increase the scattering caused by the 
particles. This is reflected in the increase in both extinction and RI values for the 
high RH experiment. As the levels of RH in the real atmosphere would be much 
higher than the low levels typical of our standard experiment, it is plausible that 
SOA particles would often have optical properties more similar to those found in 
the high RH experiment. The values are higher by about 0.1 at every wavelength. As 
changes in RI from 1.4 to 1.5 for non-absorbing species have been estimated to 
decrease RF by 12-19 %, the optical properties of SOA formed in high RH 
experiments is important for real world radiative forcing models (11).  
Chapter 5 described an investigation of an important anthropogenic SOA system 
initiated by photolysis of 2-nitrophenol (2-NP). The potential impact of 
nitroaromatic SOA species was first proposed by Jacobson and coincided with the 
rise in attention given to the effect of absorbing SOA species on radiative forcing 
(12). Solution extracts of 2-NP photolysis SOA filter samples showed that these 
particles absorb light well into the visible region, with the absorption band 
extending beyond 500 nm. This is in contrast to the 2-NP precursor, which absorbs 
almost exclusively in the near-UV. The broad absorption of the SOA could have a 
substantial impact on light extinction; particularly in urban environments. The SSA 
of the particles was determined using the mass absorption coefficient and the mass 
extinction coefficient. The calculated values ranged from 0.89 to 0.90 at 340 and 
410 nm, respectively. As the SOA formed here absorb as well as scatter light, we 
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determined both the real and imaginary parts of the CRI. A list of these values is 
given in Table 5.3. The mass absorption coefficient and imaginary part of the CRI for 
these SOA are up to five times weaker than that reported for ‘moderately 
absorbing’ brown carbon. However, the MAC is a lower limit as the mass is based 
on a number of assumptions as discussed in Chapter 5.  
The chemical composition of filter particles was analysed using an ultra-high 
resolution mass spectrometer. As with the previous SOA system, the reaction 
pathway was altered by adding a number of species to the chamber prior to 
photolysis: an OH radical scavenger in the form of cyclohexane or acetaldehyde, 
and increased levels of NO2. The addition of cyclohexane reduced the mass 
concentration and yield, resulting in a slightly lower MAC but a much higher MEC. 
This indicated that reactions with OH radicals produce a large portion of the 
absorbing particles but do not have much impact on the SOA scattering. In contrast, 
addition of acetaldehyde completely suppressed particle formation, highlighting the 
importance of radicals other than OH in the formation of SOA in this system. The 
presence of high levels of NO2 increased the MAC almost three-fold. The MAC 
increase leads to the same level of increase for the imaginary refractive index value, 
which would lead to a much lower SSA value for these SOA. The increased 
absorption of these particles would change the radiative forcing effect from 
negative to positive and thus have an overall heating effect. This effect is important 
as 2-NP is typically found in polluted urban areas as vehicle emissions are one of its 
primary sources. These areas typically also have elevated levels of NOx.  
6.1. Future work 
There are a number of ways to build on this work which highlights the versatility of 
IBBCEAS as a technique for measuring both gas and particle phase optical 
properties. The wavelength range used here is very broad and much shorter than 
most other optical instruments. However, it would be beneficial to extend this 
wavelength range even lower to cover all wavelengths of relevance to the 
troposphere. Extending the spectral coverage to lower wavelengths could also 
facilitate further measurements of the absorption cross section of VOCs and other 
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atmospherically relevant species. In addition, a system to reliably add low vapour 
pressure species to the chamber would be beneficial. The results of this work have 
shown that increases in RH and NOx levels drastically change the optical properties 
of the SOA. Experimental studies of SOA formation approaching more real world 
conditions could be performed to obtain optical properties more closely resembling 
what could be found in real environments. Finally, a system similar to this could be 
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The range of values for the absorption cross section for each of the compounds 
measured in Chapter 3, excluding water, is listed below. Spectra were recorded at 
0.12 nm intervals and are presented here in 0.5 nm intervals.  


















325 0.40262 - - 1.05776 1.02553 
325.5 0.41237 - - 0.99313 0.91443 
326 0.41871 - - 0.99476 0.81278 
326.5 0.40475 - - 1.0434 0.92257 
327 0.39815 - - 0.78811 1.84587 
327.5 0.4183 - - 0.72219 1.83464 
328 0.3997 - - 0.74751 1.58068 
328.5 0.37522 - - 0.57601 1.2362 
329 0.39068 - - 0.6755 0.95669 
329.5 0.37242 - - 0.71345 0.7263 
330 0.36308 4.88459 1.00863 0.62416 0.56964 
330.5 0.36221 4.72526 1.01552 0.69077 0.45535 
331 0.38294 4.63009 1.01576 0.56288 0.39664 
331.5 0.39918 4.50117 1.02566 0.51696 0.40712 
332 0.41808 4.34921 1.00045 0.54592 0.58362 
332.5 0.42323 4.21789 0.99109 0.36726 1.55299 
333 0.43953 4.08676 0.98547 0.34414 1.57942 
333.5 0.44623 4.01544 0.98499 0.43532 1.37795 
334 0.44257 3.98403 0.99385 0.31338 1.04171 
334.5 0.43918 3.94251 1.01651 0.27702 0.72513 
335 0.43008 3.95469 1.04461 0.366 0.49172 
335.5 0.42142 3.9389 1.07467 0.29221 0.35347 
336 0.41431 3.92729 1.09813 0.20554 0.26973 
336.5 0.41538 3.91826 1.1153 0.21529 0.21814 
337 0.40143 3.88688 1.13402 0.2198 0.18859 
337.5 0.41227 3.83528 1.13944 0.20431 0.17481 
338 0.40862 3.77981 1.14451 0.17625 0.17054 
338.5 0.41909 3.73562 1.14308 0.24043 0.22452 
339 0.41938 3.71193 1.14174 0.21521 0.2355 
339.5 0.42972 3.68514 1.13848 0.1778 0.21823 
340 0.43854 3.63097 1.13799 0.13607 0.19248 
340.5 0.44818 3.50331 1.13473 0.08204 0.167 
341 0.45711 3.30616 1.12649 0.04743 0.1489 
341.5 0.46762 3.07697 1.11894 0.06137 0.13777 
342 0.48522 2.86266 1.11273 0.05081 0.13003 
342.5 0.49743 2.6724 1.10476 0.04776 0.12506 
343 0.50843 2.51237 1.09381 0.04058 0.12223 
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343.5 0.52084 2.37656 1.08206 0.03505 0.1199 
344 0.53891 2.26198 1.06892 0.03392 0.11853 
344.5 0.55388 2.16443 1.05832 0.03391 0.11773 
345 0.56668 2.08095 1.04667 0.02803 0.1192 
345.5 0.5866 2.00586 1.03027 0.02253 0.1171 
346 0.60641 1.93677 1.0143 0.02513 0.11507 
346.5 0.62713 1.87885 1.0017 0.02439 0.1129 
347 0.65217 1.8278 0.99051 0.02013 0.11124 
347.5 0.67526 1.7804 0.97878 0.0201 0.11015 
348 0.69716 1.73765 0.96389 0.02151 0.10986 
348.5 0.71854 1.695 0.9496 0.02037 0.10974 
349 0.74184 1.65411 0.93414 0.01597 0.11057 
349.5 0.76311 1.61552 0.91766 0.01449 0.11 
350 0.79354 1.57778 0.90301 0.01302 0.10963 
350.5 0.8114 1.54333 0.88868 0.01214 0.10843 
351 0.83519 1.51148 0.87222 0.01102 0.10762 
351.5 0.8559 1.47952 0.85683 0.01011 0.10672 
352 0.87719 1.44622 0.84315 0.01072 0.10569 
352.5 0.90113 1.41385 0.82947 0.00836 0.10492 
353 0.92018 1.384 0.81576 0.00909 0.10417 
353.5 0.94086 1.35676 0.80103 0.00866 0.10414 
354 0.96527 1.32811 0.7854 0.00744 0.10387 
354.5 0.98743 1.30254 0.76852 0.00804 0.10359 
355 1.01925 1.275 0.75065 0.00801 0.10289 
355.5 1.03981 1.24852 0.73381 0.00745 0.10217 
356 1.06757 1.22232 0.71759 0.00769 0.10135 
356.5 1.09128 1.19806 0.70016 0.00607 0.10081 
357 1.11988 1.17346 0.68332 0.0052 0.10044 
357.5 1.14443 1.1506 0.66651 0.00561 0.09995 
358 1.17065 1.12637 0.64868 0.00544 0.09955 
358.5 1.19658 1.10262 0.62986 0.00417 0.09924 
359 1.2229 1.07818 0.6113 0.00368 0.09894 
359.5 1.25017 1.057 0.59304 0.00378 0.09856 
360 1.28046 1.03656 0.57563 0.00333 0.09842 
360.5 1.3139 1.01692 0.55991 0.00238 0.09858 
361 1.34853 0.99637 0.54471 0.00256 0.09834 
361.5 1.38804 0.97773 0.52876 0.00247 0.09766 
362 1.42909 0.95946 0.51256 0.00191 0.09714 
362.5 1.47371 0.94114 0.49596 0.00149 0.09627 
363 1.52048 0.92357 0.4786 0.00141 0.0955 
363.5 1.568 0.90545 0.46106 0.00166 0.0947 
364 1.61676 0.8888 0.44378 0.00183 0.09447 
364.5 1.66726 0.87091 0.42673 0.00105 0.09488 
365 1.71497 0.85193 0.41013 0.00113 0.09545 
365.5 1.76431 0.8342 0.39518 6.56576E-4 0.09593 
366 1.81373 0.81567 0.38177 1.24122E-4 0.09605 
366.5 1.86022 0.7973 0.36849 - 0.09632 
367 1.91385 0.77898 0.35465 - 0.09637 
367.5 1.9656 0.76109 0.34153 - 0.09623 
368 2.01856 0.74268 0.32917 - 0.09535 
368.5 2.07619 0.72542 0.31755 - 0.09422 
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369 2.13233 0.70797 0.30571 - 0.09289 
369.5 2.19249 0.69089 0.2936 - 0.09198 
370 2.24966 0.67423 0.2821 - 0.0912 
370.5 2.30777 0.65827 0.27195 - 0.09068 
371 2.36143 0.64301 0.26191 - 0.09076 
371.5 2.41305 0.62705 0.25169 - 0.09098 
372 2.45768 0.61252 0.24148 - 0.09102 
372.5 2.5084 0.59758 0.23135 - 0.09071 
373 2.5595 0.5828 0.22184 - 0.09019 
373.5 2.60987 0.56866 0.21277 - 0.08919 
374 2.6616 0.55428 0.20429 - 0.08815 
374.5 2.71672 0.53982 0.19609 - 0.08744 
375 2.77207 0.52656 0.18783 - 0.08747 
375.5 2.83099 0.51335 0.17876 - 0.08724 
376 2.88519 0.50048 0.16873 - 0.08683 
376.5 2.94089 0.487 0.15817 - 0.08644 
377 2.99653 0.47452 0.1477 - 0.08576 
377.5 3.05023 0.46115 0.13781 - 0.08477 
378 3.09907 0.44812 0.12881 - 0.08357 
378.5 3.14872 0.4349 0.12082 - 0.083 
379 3.19781 0.42231 0.11379 - 0.08307 
379.5 3.24716 0.40992 0.10755 - 0.08292 
380 3.30478 0.39683 0.10179 - 0.08237 
380.5 3.36821 0.38479 0.0964 - 0.08147 
381 3.43478 0.37227 0.09123 - 0.08032 
381.5 3.5109 0.36113 0.08627 - 0.07897 
382 3.58748 0.34985 0.08108 - 0.07728 
382.5 3.67051 0.33859 0.07592 - 0.07579 
383 3.75509 0.32698 0.07109 - 0.0752 
383.5 3.84404 0.3161 0.06667 - 0.07615 
384 3.93428 0.30537 0.06265 - 0.07702 
384.5 4.01952 0.2944 0.05895 - 0.07793 
385 4.10468 0.28367 0.05589 - 0.07818 
385.5 4.18672 0.27355 0.05319 - 0.07785 
386 4.26577 0.26443 0.05073 - 0.07841 
386.5 4.33739 0.25499 0.04832 - 0.07897 
387 4.41438 0.24594 0.04602 - 0.07888 
387.5 4.49151 0.23691 0.04377 - 0.07781 
388 4.57576 0.22734 0.04136 - 0.07589 
388.5 4.66341 0.21915 0.03919 - 0.07372 
389 4.75146 0.21035 0.03706 - 0.07198 
389.5 4.85742 0.2025 0.03502 - 0.07063 
390 4.95717 0.19405 0.03317 - 0.06928 
390.5 5.0572 0.18601 0.03148 - 0.06917 
391 5.16176 0.17769 0.02986 - 0.06954 
391.5 5.25067 0.17055 0.02822 - 0.07015 
392 5.33378 0.1625 0.02648 - 0.07041 
392.5 5.39953 0.15414 0.02477 - 0.06992 
393 5.44261 0.14726 0.02313 - 0.0686 
393.5 5.48432 0.13884 0.02159 - 0.06672 
394 5.51484 0.13109 0.02023 - 0.06471 
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394.5 5.54065 0.12282 0.01901 - 0.06327 
395 5.58031 0.11524 0.01799 - 0.06369 
395.5 5.62574 0.10766 0.01696 - 0.06476 
396 5.67522 0.09998 0.01592 - 0.0652 
396.5 5.73775 0.09267 0.01499 - 0.06482 
397 5.79657 0.08507 0.01401 - 0.06454 
397.5 5.85665 0.0785 0.01304 - 0.06361 
398 5.92432 0.07061 0.01206 - 0.06187 
398.5 5.98375 0.06383 0.01118 - 0.06001 
399 6.05317 0.05692 0.01035 - 0.05906 
399.5 6.12945 0.05031 0.00966 - 0.05976 
400 6.22767 0.04377 0.00897 - 0.06064 
400.5 - 0.03772 0.00844 - 0.06023 
401 - 0.03075 0.00789 - 0.059 
401.5 - 0.02427 0.00742 - 0.05753 
402 - 0.01902 0.00704 - 0.05556 
402.5 - 0.01251 0.00649 - 0.05339 
403 - 0.00631 0.00608 - 0.05136 
403.5 - 0.00116 0.00566 - 0.04986 
404 - - 0.00522 - 0.0494 
404.5 - - 0.00485 - 0.05075 
405 - - 0.00454 - 0.05258 
405.5 - - 0.00427 - 0.05417 
406 - - 0.004 - 0.05497 
406.5 - - 0.00383 - 0.05489 
407 - - 0.00366 - 0.05488 
407.5 - - 0.00352 - 0.05662 
408 - - 0.00335 - 0.05992 
408.5 - - 0.00319 - 0.06101 
409 - - 0.00302 - 0.0603 
409.5 - - 0.00284 - 0.0576 
410 - - 0.00273 - 0.05382 
410.5 - - 0.00254 - 0.05021 
411 - - 0.00246 - 0.04757 
411.5 - - 0.00233 - 0.0457 
412 - - 0.00224 - 0.04459 
412.5 - - - - 0.04492 
413 - - - - 0.04684 
413.5 - - - - 0.04804 
414 - - - - 0.04892 
414.5 - - - - 0.04957 
415 - - - - 0.04889 
415.5 - - - - 0.04773 
416 - - - - 0.04633 
416.5 - - - - 0.04495 
417 - - - - 0.04461 
417.5 - - - - 0.0455 
418 - - - - 0.04785 
418.5 - - - - 0.04861 
419 - - - - 0.0491 
419.5 - - - - 0.04877 
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