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Abstract
In the field of medicine, X-ray Computerised Tomography (CT) has been
applied to determine the density variation within a body non-destructively.
The internal structure o f many industrial objects is also of great
importance, for example the wing o f an aircraft. Thus CT is currently used in 
an industrial environment. This thesis investigates the methods by which the
scanner architecture and image reconstruction software can be optimised for 
real-time computerised tomography o f industrial objects using parallel
computing.
Since industrial objects are generally dense the choice o f radiation
source used to generate projection profiles o f such objects was examined.
The speed of image reconstruction is largely dependant on two factors;
one is the speed at which data can be acquired from the scanning system and
the other is the speed at which such data may be reconstructed to yield an
image. The speed of data acquisition can be enhanced by using a configuration
o f multiple detectors. This requirement has a great bearing on the choice o f
architecture o f the scanning system. Image reconstruction is a 
computationally intensive task, it therefore requires novel processing 
techniques to maximise the efficiency o f execution. This can be accommodated
by implementing the reconstruction algorithm on a multiple processor system.
A  scanning system that contains multiple detectors for data acquisition
and more than one processor to implement image reconstruction is • complex, the
method o f control of such hardware is described within this work.
The images reconstructed from data acquired using a purpose built fan
beam scanner are the subject o f qualitative and quantitative analysis. The
quality o f the images is related to the scan parameters architecture of the
fan beam scanner.
A  discussion of future work is included which outlines ways in which the
scanner hardware and software may be improved to further enhance the
speed o f real-time image reconstruction.
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C H A P T E R  O N E  
IN T R O D U C T IO N
Image reconstruction using computer tomography provides a 
non-destructive method o f imaging the internal structure o f a variety o f 
objects. Tomography is loosely derived from the greek word ’tomi’ meaning a 
cut or a slice. Computerised tomography (CT) is the method by which a 
2-dimensional cross-sectional image o f an object plane is generated from a 
set o f one dimensional projections through the object plane. Projection data 
may be generated by passing collimated beams of radiation through an object
plane at different projection angles and measuring the attenuation o f the 
radiation along the path o f each beam. Such projection data is processed by a 
reconstruction algorithm which calculates the distribution of linear 
attenuation coefficient within a 2-D object plane thus producing an image.
Image reconstruction using X-rays has been used to produce tomographic 
images in the medical field since Hounsfield produced the EMI brain scanner 
in 1973 (Hounsfield, 73). The potential use of CT techniques in the field of 
industrial scanning was subsequently investigated (Gilboy, 80, Maitz, 88). 
For the dense high Z  objects, often encountered in industrial applications,
y-radiation can be used to generate more accurate projection data than X-rays
due to the ready availability of higher energies and the monoenergetic nature
of the emitted photons. This research has been involved with the design and
construction o f a fan beam scanner which uses the radiation from a gamma
emitting radionuclide source to determine the internal structure o f dense
objects.
The speed with which image reconstruction of an object slice may be
completed relies on two properties of a scanning system; the speed o f data 
acquisition and also the speed at which the projection data is processed by a 
reconstruction algorithm implemented on a computing system to provide an
image. To enable projection data to be acquired in minimum time, many
scanning systems now allow more efficient use o f the source photons by
measuring transmitted intensities o f radiation through an object using
multiple detectors. The way in which the source and multiple detectors can be 
arranged about an object defines the geometry of the beam paths intersecting
the object and the type o f scanner used to acquire the projection data. The
simplest system uses a single source and detector moving along parallel paths
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on opposite sides of the object; alternatively an array o f several detectors
may be arranged in an arc centred on a point coinciding with the source ‘
position on the opposite side of the object. This second fan beam system
utilises a larger fraction o f the source photons which enables measurements
to be completed in a shorter time. This type o f geometry was used in the
design o f the scanning system described in this work.
Image reconstruction is a computationally intensive task and requires
innovative processing techniques to reconstruct images in a short period of
time. Ideally image reconstruction would be fast enough to enable the
real-time generation of images, ie at the rate at which projection data was 
acquired. To facilitate this the software written to control the scanning
system and reconstruct the image was parallelised and implemented on a
parallel computing system consisting o f transputers. The method o f 
implementation determines the efficiency of the execution o f the scanner 
software on the parallel computing hardware. Many possible ways of 
implementing the parallel software on a transputer network exist (Kingswood,
86). To decide which implementation will allow an optimal functioning of the 
software involves an examination of the processing requirements of each
component process within the scanner software and in particular the way in
which the parameters within the program are communicated between processes.
The scanner software includes a reconstruction algorithm which 
implements a method o f image reconstruction theoretically derived from the
physics of tomography. A  number o f different techniques by which images may 
be reconstructed from projection data have been developed. The choice of 
reconstruction algorithm depends on whether an image is to be reconstructed
from a complete data set of projections or whether an image is to be 
reconstructed as data is being acquired. I f  image reconstruction can take
place during data acquisition the image representing the object distribution
can be displayed continuously as the scan of an object proceeds. The 
algorithm chosen to reconstruct the data acquired by the y-ray fan beam 
scanner was the filtered back-projection algorithm. This allowed the
reconstruction of an image to occur in real time as the scanning system was
operating.
The filtered back-projection algorithm may be split into a number of 
component. processes, it therefore had the potential for parallel 
implementation since these processes could be configured on a multi 
transputer system so that they could be executed in parallel with one
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another.
Chapter 2 introduces the theory o f tomography. The different approaches 
to the reconstruction o f images using projection data are outlined together 
with their relative merits and disadvantages. Chapter 3 introduces the 
concept of parallel processing and outlines the different types o f 
architecture currently used to link processors in a multi processor network. 
Such computing systems may be used to implement parallel programs. The
requirements of a parallel language such as OCCAM necessary to enable optimum 
exploitation of such hardware for parallel processing are also described.
The transputer was chosen as the component processor within the parallel 
hardware on which the parallelised reconstruction algorithm was implemented, 
chapter 4 describes the internal architecture of the transputer chip and the
method used within a transputer to schedule parallel processes. The method by 
which processes are distributed on a transputer network using OCCAM
constructs and configuration statements is also included in this chapter.
The way in which parallel control o f the fan beam scanner was achieved is 
described in chapter 5. The operation o f the fan beam scanner components was
determined by control sequences output from a transputer. To enable this a
microprocessor controlled interface was designed which connected the links o f 
a transputer chip to an IEEE-488 interface. The transputer was able to
control the fan beam scanner hardware by sending microcode to the interface.
This enabled the fan beam scanner hardware to be controlled by an OCCAM 
process within the reconstruction algorithm which could operate in parallel 
with other processes. Thus parallel control o f the fan beam scanner hardware 
was achieved.
The hardware used to construct the fan beam scanner is described in 
chapter 6. This chapter outlines the way in which the projection data is 
acquired and how the angle o f projection o f the ray-paths through which the 
radiation traverses the object plane is varied by the motion of an object 
platform and a second platform on which the source and the detectors rest. 
The physics governing the choice o f source and the collimation of the source
and the detectors is also reviewed.
Chapter 7 includes a description o f the reconstruction algorithm used to 
reconstruct an image from the projection data acquired using the fan beam 
scanner. Since the method of implementing the filtered back-projection 
algorithm on the projection data is related to the geometry of the fan beam 
scanner, an outline of the relationship between the filtered back-projection
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algorithm and the fan beam scanner geometry is also included.
The quality o f the reconstruction algorithm can be assessed by 
reconstructing an image from simulated projection data which includes a 
minimal noise content due to computer approximation. An image reconstructed
from an infinite number o f samples o f perfect projection . data should 
theoretically be an exact representation of the density distribution within 
the object plane scanned. Sampled and effectively noiseless projection data
can be generated using the software described in chapter 8. This chapter
shows the method by which software phantoms were constructed and gives
examples o f the images reconstructed from the ’noiseless’ projection data
derived from such phantoms. The quality of the reconstructed images o f the
software phantoms is discussed in relation to the performance o f the 
reconstruction algorithm.
The last chapter includes examples of images reconstructed from 
projection data acquired using the fan beam scanner. The quality o f the
images is assessed using qualitative and quantitative methods. A  variety o f 
real objects were scanned using the fan beam scanner so that different 
properties o f the scanner could be examined. A  three dimensional 
representation o f an object volume is also generated using data acquired by 
the fan beam scanner. Finally possible improvements to the scanner hardware
and software are suggested.
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C H A P T E R  TWO 
T H E  T H E O R Y  O F  T O M O G R A P H Y
2.1. Introduction.
In 1917 the mathematician J Radon showed theoretically that an object
can be reconstructed from an infinite set o f its projections (Radon, 17). It
was not until 1956 however that Bracewell, working independently o f Radon,
obtained the first reconstructed images (Bracewell, 56). The problem of
reconstructing images occurs in many areas o f science, indeed Radon was
working on Gravitational theory in 1917 and Bracewell was concerned with
Radio-Astronomy in 1956. Image reconstruction has subsequently been applied
in the areas o f Optics and Medicine.
Image reconstruction using tomography provides a non-destructive method
of reconstructing an image o f the density distribution within the internal
structure o f an object. The theory o f Tomography can be divided into three
groups o f methods used to determine the internal structure of an object from
its projections :-
a. Summation methods
b. Iterative methods
c. Analytical methods
These methods o f image reconstruction are described below.
2.2 Formation of Projections.
Computer Tomography provides a non-destructive method of reconstructing
an image o f an object plane representing the distribution of a physical
property within the object. The property chosen has a value which varies as a
function o f position and is referred to as the imaging function. The choice
o f property depends on the method by which projection data is generated
through the object plane. m  =, 0ften used to produce projection
from objects containing radioactive isotopes. In the case of Transmission 
Tomography, the function o f linear- attenuation coefficient [I is used as the 
imaging function.
When X  or y-rays (see section 6 .2.1) are the photons transmitted through 
an object to yield projection data, the attenuation of the photons within 
the object results from a number o f different attenuation mechanisms. The 
attenuation due to each of these mechanisms add to give the overall
information, Ultra sound, Resonance and radiation emitted
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attenuation o f the transmitted radiation. The three main attenuating
mechanisms for y-ray photons are the Photoelectric effect, Compton Scatter
and Pati Production. Thus:-
|l(E,Z) = jlpo(E,Z) +  |Xcs(E,Z) + |iPP(E,Z)
where |ipe(E,Z), |ICS(E,Z) and |i.pp(E,Z) are the attenuation coefficients for the 
Photoelectric Effect, Compton Scatter and Pair Production attenuating
mechanisms. Since the contribution o f each attenuating mechanism to the 
overall attenuation is dependant on the energy o f the incident photons and
the atomic number o f the absorber material, the total attenuation coefficient 
|i(E,Z) is also a function o f photon energy and atomic number.
A  brief description o f the main attenuation interactions o f y-ray
photons is included below.
2 2 .1  The Photoelectric Effect.
Photoelectric absorption occurs when a photon is completely absorbed by
an atom. This results in the production of a photoelectron from one o f the
electron shells within an atom of the absorber. The photoelectron has a
kinetic energy equal to the energy o f the absorbed photon minus the binding 
energy o f the atom:-
E = hv - Eb
where E = energy o f photoelectron, hv = incident photon energy and Eb is the
binding energy o f the absorber atom.
Photoelectrons are most likely to emerge from the K  shell o f an atom.
These have binding energies which vary between a few KeV to a few tens o f KeV  
depending on the atomic number o f the ^absorber material.
The vacancy left by the emission o f a photoelectron is quickly filled by
rearrangement o f other electrons within the atom. This results in
characteristic X-rays or Auger electrons being emitted from the atom. Such 
emissions have low energies and are therefore mostly reabsorbed within the
absorber material.
2.2.2. Compton Scatter.
Compton scattering occurs when a photon interacts with a free or loosely 
bound electron within the absorber material. The result o f Compton Scattering
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is the generation o f a recoil election and a scattered y-ray photon. The
energy o f each o f these is determined by the angle at which the photon is
deviated from its incident path. Equations relating the energy o f the
emerging photon and recoil electron to scattering angle are included in 
(Knoll 79).
A t small scattering angles 0 approaching 0° the recoil electron has very
little energy and the scattered photon has virtually the same energy as the 
incident photon. At 0 = tc the photon is backscattered along its original path
and the recoil electron travels along the direction o f incidence with
maximum energy.
2.2.3 Pair Production.
Pair production results from the interaction o f a photon with the nucleus 
o f an absorbing atom. The photon is completely absorbed and the creation of
an electron-position pair occurs. This process requires a minimum energy of
2moc2, this interaction cannot therefore take place with photons o f energy
less than 1.02MeV. The energy of the incident photon minus the energy 
required for Pair Production is equally shared between the electron and 
positron: -
Ee- + Eel- = hv - 2moC2
where Ee- is the kinetic energy o f the electron, Ee+ is the kinetic energy of 
the positron and hv is the energy of the incident photon. The kinetic energy 
o f the positron and electron is such tsfiat they move only for a few milimetres
within the absorber material. The positron then becomes unstable and 
annihilation occurs. This results in the emission of two photons with energy
equal to m0c2 = 0.511MeV.
2.2.4 Rayleigh Scatter.
There is also a fourth interaction of y-rays with matter in addition to
the above. Rayleigh Scattering is also known as elastic scattering since this
type o f interaction results in a negligible change o f the photon energy
The y photon interacts with the elections o f an absorber atom. This
gives rise to a small deviation in the direction of travel o f the photon
which suffers negligible change in energy during the interaction. Rayleigh 
scattering does not therefore adversely effect the attenuation o f y-rays,
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however this type o f scattering is important in X-ray diffraction where
scattered photons interfere to generate diffraction patterns.
A  more detailed analysis o f the above attenuation mechanisms may be 
found in (Bieser, 81) or (Knoll, 79).
When a beam o f photons or ray is transmitted through a plane within the
object, the total reduction in intensity o f a . ray is equivalent to the sum of
all the attenuations at individual points along the ray path. This is shown
in f ig (2 .1 )  The total reduction in intensity along a ray is equivalent to
the line integral o f attenuation along the ray path, and is known as the
ray-sum value.
Io = I n c i d e n t  intensity  o f  radiation.
It = T ra n sm i t t ed  intensity o f radiation,
s = R a y  path .
f ( x , y )  = Im ag in g  function
r & 0  = P o l a r  coordinates specifying the direction 
o f  a ray  path.
F ig (2 .1 )  The formation o f projections.
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For the generation o f projection data by transmission of y rays or X
rays through an object, the imaging function f(x,y) is the distribution o f
lineai' attenuation coefficient within the object plane.
The line integral o f f(x,y) along a ray of direction s is the raysum
value and is given by equation(2.7):-
The reduction in intensity of a mono-energetic beam of photons
transmitted through a inhomogeneous object is given by Lambert’s law,
(Steward, 87):-
where X(-]it)ds is the sum of all attenuation along the ray path defined by s.
Since the total attenuation within the object with a distribution o f 
linear attenuation coefficients defined by Jl(x,y) is given by equation/ / )
(-Jit) can be substituted in Lambert’s law to yield
p(r,0) = Jf(x,y)ds (2.1)
1=1 e
t 0 s
I, = I0 exp _[ -  J |X(x,y)ds ]_
i.e.
It
Jl(x,y)ds = p(r,0) (2.2)
Since the time taken for a number o f photons to be detected is inversely 
proportional to the intensity o f radiation then :
2.3 Summation Methods
Simple Back-projection estimates the value of linear attenuation 
coefficient at a point within the object slice by summing all of the ray-sums 
of the rays that pass through the point. This is shown in f ig (2 .2 )
i
<  
M r
\  
y ~ \
F ig (2 .2 ) Simple Back-projection.
An estimate o f the distribution o f the linear attenuation coefficients
within the object resulting from simple back-projection is shown as jX*(x,y) 
in equation (2.4)\-
M-’ ( x , y )  =  [ p ( i \ 0 ) d 0  (2.4)
2n
where (l ’ (x,y) is an estimate o f the object point |i(x,y) derived by
summing the ray-sums p(r,0) over all projection angles. Cartesian coordinates 
may also be used as shown in equation (2.5).
!A*(x,y) = fp(x cos 0 + y sin 0 ,0)d0 (2.5) 
2n
Simple back-projection allows image points not corresponding to an
original object point to receive some of its back-projected intensity, this
produces blurred images due to the formation of artifacts. F ig (2 .6 ) shows how
the projections o f a small dense object are back-projected to produce a star
shaped image. This is known as the star shaped artifact. In the case where an 
infinite number o f projections are made, the star artifact tends to a 1/r
distribution, where r is the distance from the correct location of the image
centre.
2.4 Iterative methods
2.4.1 General approach to iterative reconstruction.
These methods use successive approximation to reconstruct a two 
dimensional image array from projection data. Initially, all pixels o f the
image are set to an arbitrary value. The value of each pixel is then
adjusted according to the projection data to which it contributes. Since a
given pixel may intersect many ray paths along which projection data is 
measured, the value within the pixel is adjusted so that its contribution to 
all relevant projection data is approximately correct. The level o f 
approximation within the pixel data can be set within the iterative
reconstruction algorithm. When all image data values are such that they agree 
within this approximation limit, these values provide an estimate o f the
distribution o f the imaging function within the object.
The object, estimated as an N  by N  pixel image array, has each ray-sum
path approximated as a strip o f width 1/N in a direction given by the
projection angle Pj as shown in f ig ( 2 3 )  The pixels representing the object
area are numbered from left to right and from top to bottom so that the top 
left hand pixel is fi and the bottom right hand pixel is fn? f i  denotes an 
arbitrary pixel.
Since the ray-sums are equal to the sum of the contributions from all
pixels which lie along the ray path, the raysum value for a ray path at an
angle Pj and a position x is given by equation(2.6):-
N
p(x,p.) =  W j f i +  w2 f2 + w 3 f... . + w Na f N2 
N2
p(x,p )  = £  w f  ( 2 . 6 )
N  J i 1 1
w is a weighting factor for the ith pixel for the above ray path. This is
used to calculate the contribution o f the ith pixel to the ray-sum
corresponding to the above ray path. Weighting factors are used to prevent
pixels from affecting the values o f ray-sums measured along ray paths which
they do not intersect.
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F ig (2 .3 )  The approximation o f an imaging function within an
object using an iterative method.
Weighting factors may be calculated in a number o f ways. They may be
derived by determining the area o f the ray which intersects a pixel, the
length o f the ray which intersects a pixel or the proximity of the ray to 
the centre o f the pixel.(see section 7 .4 .4 4 )
To evaluate f  in equation (2.6 ) for all projection angles by iteration,
an arbitrary value is initially chosen and assigned to each pixel o f the
image. A ll ray-sums at each projection angle are calculated using the
calculated weights w. and the initial pixel values. The estimated ray-sum
values are compared with their conesponding experimentally determined value
and difference between the experimental and estimated raysum values is used
to correct the estimated value. This involves correcting each pixel which
contributes to the estimated ray sum value. When this process has been
completed for each ray-sum o f all the projection data sets the first
iteration is complete. As corrections made for a particular ray-sum affect
the pixels which contribute to other ray-sums, the whole process is then
repeated. Further iterative cycles are required to converge to an acceptable
level o f agreement between all calculated and experimental ray-sum data.
2.4.2 Iterative reconstruction techniques.
There are three basic groups o f iterative reconstruction algorithms.
These are Algebraic Reconstruction Techniques, (ART) Iterative Least Square 
Technique (ILST), and the Simultaneous Iterative Reconstruction Technique
(SIRT).
The Algebraic Reconstruction Technique is the most widely used method
and is illustrated in (Sanders, 82) and (Kusminato, 86). The method of
correction in ART is to calculate a ray-sum value and then correct, i f
necessary, all cells that contribute to the calculation o f its value. This is
repeated for all the ray-sums in a projection, and then for each projection 
with previous collections included in each calculation. In the implementation
of this method it is advisable to take a projection sequence so that there is
a large angle between successive projections. This avoids error accumulation
as the corrections made in this way are independent of each other.
ILST is the simplest o f the iterative reconstruction techniques. A ll
projections are calculated at the beginning o f the iteration and corrections 
are applied simultaneously to all pixels. This method leads to an oscillation
of the pixel value about its correct solution. This may be rectified by
applying a damping factor to all corrections to produce the best least
squares fit of the image data after each iteration.
The final technique is the Simultaneous Iterative Reconstruction
Technique or point by point correction method. Each iteration ’ starts by
considering a particular pixel and amending all ray-sums which contribute to
it. Every other pixel is treated similarly whilst previous corrections are 
taken into account. Finally each pixel receives a correction in proportion to
its estimated density.
Iterative reconstruction procedures can often be improved by inserting
other processes in between the iterations. Many of these processes are used
to smooth the image by averaging or taking the median of a cell with its
surrounding cells. These ideas are introduced in (Balanis, 86),
2.5 Analytical techniques
Analytical methods involve the derivation o f formulae which may be
applied to projection data to generate a reconstructed image. Two generally
used analytical techniques are :-
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a. Two dimensional Fourier reconstruction.
b. Filtered Back-projection.
2.5.1 Fourier reconstruction.
The imaging function f(x,y) can be expressed as a 2-dimensional 
superposition o f sinusoidal waves by applying the Fourier integral, 
equation//).
CO CO
f(x,y) = J- J- F(u,v) e‘ 27tl(ux +  vy)dudv (2 .7)
-OO -CO
where u and v are the spatial frequencies in the x and y directions.
The Fourier coefficients F(u,v) o f the imaging function may be 
determined by deriving the inverse transform o f equation (2.7).
°o 09
F(u,v) =  X X f(x,y) e' 2ra(ux + vy)dxdy (2.8)
-OO -OO
By rotating the x y axis by an angle of 0 = tan_1(^) so that the
directions of integration become those o f the R,S axis in fig (2 .4 ) equation 
(2.8) can be simplified to:-
oo oo
F(u,v) =  S S f(x,y) e"2mwrdrds (2.9)
-OO -OQ
Where w = (u2 + v2)1/2 and is the spatial frequencv in the r direction.y
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of equation (2 .1 ) which represents a ray-sum value P(r,0)
00 o •
F(u,v) -  S P(r,0)e“27Uwrdr (2.10)
The s integral within equation (2.9) is equivalent to the integral
The Fourier transform o f P(r,0) with respect to r is defined by
00 o •
P(w,0) = S p(r,0)e rawrdr (2.11)
-CO
By compaiing equations (2 .10 ) and (2 .1 1 ) it can be seen that
P(w,0) =  F(u,v) (2.12)
Equation (2 .1 2 ) implies that for a constant angle, the Fourier
coefficient o f the imaging function is equal to the Fourier coefficient of
the corresponding projection. Reconstruction may therefore be achieved by:-
a. Evaluate the 1-dimensional Fourier coefficients o f all 
projections using equation (2.10)
b. Interpolate to provide a 2-dimensional array of Fourier
coefficients
c. Evaluate the inverse transform of the Fourier coefficients to 
derive the imaging function f(x,y).
This process is shown in f ig ( 2 5 )
F ig ( 2 J j )  An illustration o f 2-D Fourier image reconstruction.
15
2.5.2 Filtered Back-projection.
The simple back-projection method or summation method gives rise to
images containing artifacts which are superimposed onto the distribution o f
the imaging function. An example o f this is the star artifact where the
back-projection o f an infinite number o f projections of a point object leads
to a 1/r density distribution as shown in f ig ( 2 . / j .
Artifacts result in a blurring of the image. This effect may be
countered by filtering the projected data set prior to back-projection. There
are three methods o f filtering used in filtered back-projection (Herman, 80).
a Fourier filtering
b Convolution filtering
c Radon filtering
It can be shown that these three approaches are mathematically
equivalent (Natterer, 89), however the implementation o f each is different.
2.5.2.1 Fourier filtering
The Fouiier transform can be used to derive a relationship between the
distribution o f the imaging function represented by a reconstructed image
after simple back-projection with the actual distribution within the object.
By replacing P(r,0) o f equation (2.4) by its Fourier transform:-
31 °° 0 •
|l’ (x,y) = J* S P(w,0)e dwd0 (2 .13)
0 -OO
where Jl’ (x,y) is an estimate o f the attenuation coefficient distribution 
used as the imaging function. Multiplying the numerator and denominator by 
the maximum spatial frequency component |w| gives:-
n 00
|l’ (x,y) = X SP( w , 6)e2mwr | w [ dwd6 (2.14)
-OO0 I w|
Applying the Fourier transform to equation (2.14) yields:-
F ’ (u,v) = P (w , 0 )  (2.15)
|w|
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Where F ’ (u,v) are the Fourier coefficients of the estimated imaging 
function |i’ (x,y). Using the result o f equation (2 .13) the above expression 
is equivalent to:-
F ’ (u,v) = F (u  ,v)
|w|
=> F(u,v) -  | w | F ’ (u,v) (2.16)
This result shows that the Fourier coefficients o f the true imaging
function may be obtained by multiplying the Fourier coefficients o f the
imaging function obtained using simple back-projection by |w|. This process
is known as Fourier filtering.
2,5.2.2 Convolution filtering
The Fomier integral o f equation (2 .7 ) may be expressed in terms o f
polar coordinates:-
TT OO
f(x,y) = S S F(u,v)e[27tiw(xcos0 + ysin0>] I w I dwd6 
0 -OO
By comparing this with equation (2.4) it can be seen that:-
71
f (x,y) = S P ’ (r,0)d0 (2 .1 7)
0
00 [27iiw(xcos0 + ysin0)]
where P ’ (r,0) = S F(u,v)e |w|dw (2.18)
-OO
Equation (2.18 ) can be considered as the convolution of the two Fomier
transforms o f F(u,v) and |w| since it is the Fomier transform of the product
F(u,v) * | w | (Steward, 87).
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P ’ (:r,0) = S? F(u,v) X SF F | w | (2.19)
Substituting in equation (2.19) for the Fourier transforms gives:-
P ’ (r,0) = I  F(u.v)e2" iw (xoos0 +  ysin0>dw ( 2 . 2 0 )
* J-|W| e 27xiw(xcos0 + ysin0lw
By considering the fiist transform of equation (2.20) and using the
result o f equation (2.12)
V F(u,v) = J" P(w,0)e27liw x^cos0 + ysin0W  = P(r,0)
The second transform of equation (2.20) has limits which are band
limited by the scanner characteristics. Since |w| has a maximum value set by 
the maximum spatial frequency component wmax. Substituting in the limits
gives
^ | w | = f  (xcos0 + ysin0) =
(2.21)
S wmax e27riwmax<xcos0 + ysin0)dw - JVmax e2rawmax(xcos0 -  ysin0)dw
This equation is solved to give the general form o f a filter function
(Barrett, 81) equation (2.22).
f (x ’ ) = w2max [2sinc(2 wmax x ’ ) - sine2 (wmax x ’ )] (2.22)
where x ’ = xcos0 + ysin0
Using the results o f equations (2.21) and (2.22) and substituting 
for V F(u,v) and ^|w| in equation (2.19 ) yields:-
P 5(r,0) = P(r,0) © f(x ’ ) (2.23)
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Equation (2.23) together with equation (2 .1 7 ) imply that i f  a projection 
data set P(r,01 is convolved with a filter function f (x ’ ) to yield a filtered 
projection P ’ (r,0), the back-projection o f the filtered projections will
give a good approximation to the true distribution of the imaging function 
within the object.
2.5.2.3. Radon filtering
Radon filtering is achieved by applying the inverse Radon transform to 
the projection data sets to give the 2-D distribution o f the imaging
function. Full details of the derivation o f the Radon transform may be found 
in (Natterer, 89).
2 .5 .2 A  Filter functions.
The continuous filter function given by equation (2.22) can be
manipulated to give many different expressions. When the filter is used with 
a discrete sampled set of ray-sums at each projection angle, equation (2.22) 
may be simplified to a discrete filter function. I f  projections consist o f
a set o f ray-sum values spaced at intervals o f s, the maximum spatial 
frequency component is wmax, where wmax = l/2s. By substituting for wmax in
equation (2.22)
1
f (x ’) = {s2 [2 sine ( | ) - sine2 ( ^ ) ]
This is known as the Bracewell filter function (Bracewell, 67). The 
Bracewell filter function can be simplified for use with a discrete set o f 
projection data since only the filter values for each interval o f sampling s
are required to filter a sampled projection data set. This method of data 
acquisition means that any value o f x is given by a multiple of sampling 
interval s. The Bracewell function therefore becomes
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x = ns n = 0 ,^  1, *  2, ^  3  etc.
f (ns) = 0 when n is even and n is not zero
f(ns) = -l/(jms)2 when n is odd
f(ns) =  l/ (2 s )2 when n is zero
Other filters have been developed to enhance or depress specific
features within a reconstructed image by manipulating the projection data
prior to back-projection. The filter developed by Shepp and Logan in 1974
(Logan,74 ) suppresses the effects of noise within the projection data. This
filter has the discrete form:-
f(ns) = — f —   1
-2(jis)2 4n2- 1
fig (2 .6 ) illustrates the above filter functions.
Bracewell filter function Shepp Logan filter function
F ig (2 .6 ) Filter functions
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The discussion o f filters has been restricted to one dimensional filter
functions, two dimensional filter functions can be generated by interpolating
the 1-D filter in the x and y directions. Two dimensional filters derived in
this way may be used to filter 2-D images which have been reconstructed from
unfiltered projection data using the simple back-projection technique.
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C H A P T E R  T H R E E  
P A R A L L E L  P R O C ESSIN G .
3.1  Introduction.
Parallel processing can be defined as the processing of many tasks 
simultaneously. The method o f parallel processing of tasks is in many cases 
quicker than performing each task in sequence. This holds true for many 
situations outside the domain o f parallel computing, for example, consider a
busy office. Sequential mode o f operation would mean that whilst the 
secretary was typing a letter all other office workers would be redundant
until the letter had been completed. I f  all operations within the office were 
to be performed sequentially, the overall throughput of work would be 
substantially reduced. Parallelism does not however give a viable solution to 
the processing o f all tasks. I f  tasks are dependent on one another then an
order of processing may still be necessary, for example when lighting a
bunsen burner one cannot light the bunsen burner before turning on the gas
supply. For tasks to be completely parallel their variables must be
completely independent o f one another. I f  an operation has component tasks 
that are dependent on one another parallel processing is still possible i f
each task is executed to a point where it requires data from another task.
A  parallel processing computer may be defined simply as one that can
execute more than one task simultaneously using one or more processors. The 
concept of a computer containing many processors which may execute in 
parallel is in fact quite old. In the 1920’s Venevar Bush of M IT showed that 
an analogue computer used to solve differential equations consisted of many 
components working in parallel. Later, in the 1940’s Von Neumann showed it 
was possible to solve differential equations on a discrete grid in which all 
grid points were treated in parallel. The ILLIAC  IV  computer in the
1960’s,which consisted o f 64 processors, was designed for parallel processing.
In the 1970’s came the advent o f Very Large Scale Integration (VLSI)
which enabled the manufacture o f low cost processor chips. This made the
construction o f multi-processor computers financially viable for many 
organisations.
Parallel computers came about through the demands for more processing 
power to solve complex computational problems such as Monte Carlo simulation. 
It has been argued that sequential computers which execute one instruction at
a time on a single processor chip will reach a limit on the number o f
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floating point operations possible (Wilson, 88). The speed o f execution on
such a processor system relies on the speed at which the processor chip 
executes instructions. A  parallel computer consisting o f many processors 
running in parallel does not have this limitation.
Parallel computers can be classified by their mode o f operation. A
Single Instruction Multiple Data (SIMD) processor is one which executes the 
same processes on many different data streams at one time. A  Multiple
Instruction Multiple Data (M IMD) processor is one which may execute separate 
processes on different data streams at one time, (Flynn, 72) (Wallace, 88).
This chapter describes some of the various architectures and software 
used to implement parallel processing. Many o f the architectures discussed
below may be found in (HockneyJesshope, 83)
3.2  Parallel Architectures
F ig ( 3 .1 )  Shows some of the commonly used architectures in parallel 
processing.
F ig ( 3 .1 )  Parallel processing architectures, diagram from (Obermeier, 88)
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3.2.1 Distributed Memory Architecture
The good availability o f low cost VLSI processor chips has enabled the 
development o f computer systems which consist of many programmable processors 
linked together. Since these systems contain many processors their control 
can be complex. Some systems employ self contained processors which each have 
an operating system stored within their own local memory. These processors 
are controlled by the use o f a scheduler which assigns jobs to them. This
type o f multiple processor system has the disadvantage of inflexibility 
due to limitations on the number of possible connections between processors
and inefficient memory usage, since the memory within such a system is split
into local memoiy within the processors. These systems are known as
distributed memory architectures.
3.2.2 Shared Memory Architecture.
Other systems use memoiy which is common to all component processors, 
such systems are known as shared memoiy architecture systems. A  master 
processor sets the links between slave processors comprising the system to
which it schedules tasks. The disadvantage with this type of system is that
the number of slave processors is limited since the master processor will 
become overloaded when controlling large numbers o f slave processors. The 
operating systems for computers which use shared memory can be very complex 
to facilitate the synchronisation needed for mutual access to the shared
memory.
3.2.3  Mesh Architecture.
I f  two processors are used to execute a task rather than one the 
implication is that the processing time will be reduced by half. This may not
however be true as this assumption does not take into account the
communication between the two processors. The efficiency of communication 
relies on the communication network connecting the processors together.
Many network configurations have been developed for a varying number of 
processors in an attempt to minimise the number o f connections within the
processor architecture. A  simple method of connecting many processors 
together is to connect them to a common bus. This is often not a viable 
solution as two processors may communicate large amounts of data over the bus 
thereby restricting the communication o f other processors. This problem can 
be partially overcome by using processors which continually monitor all
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information on the bus which have a high speed cache memory. Alternatively 
communication between processors can be achieved through a mesh architecture 
in which processors at the edge o f the mesh are connected to three other
processors and those within the mesh connect to four other processors. 
Communication between processors is achieved by passing data through the mesh 
structure until it reaches the receiving processor. Any processors that
occupy a node within the mesh through which the data passes, but do not take 
part in the communication, just pass it to the next link in the mesh between 
the communicating processors.
3.2 .4  The Crossbar Connection.
The method of connecting many processors via a common bus was briefly
mentioned in section 3.2.3 above. A  processor may be linked to a common bus
using a Crossbar connection. The Cogent XTM  (Hayes, 88) uses such a crossbar
connection with four INMOS T800 transputer processors, each having four high 
speed serial communication channels. This is shown in fig (3 .2 ). These 
channels are arranged into a particular configuration by a switching system
implemented by the crossbar connection. This enables communication between 
transputers via the bus or via the specific switching system. The 
configuration o f connections between two transputers can be achieved in 40}is 
with the crossbar switching system. These links may be used to transfer large
quantities o f data without tying up the bus. Due to the ability of this
system to be reconfigured, only a small number o f channels are required to 
connect many processors. For example a 1000 processor system only requires 
500 serial connections.
F ig (3 .2 )  The crossbar connection.
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3.2.5 The Hypercube Architecture.
A  network of processors devised to restrict the number o f 
interconnecting links between processors is called the Hypercube structure. 
The Hypercube structure links processors so that they are positioned at the 
comers o f the cube where the cube edges represented high speed communication 
links. This architecture was implemented within the Connection Machine 
developed at Thinking Machines (Hillis 86). Two examples o f the Hypercube 
structure shown in f ig (3 .3 ).
Each processor connects with n others where n is the number o f 
processors and the longest path between any two processors spans n links.
The Hypercube architecture was also adopted by Floating Point Systems in
1986 for the construction o f their Hypercube computer. This computer used the 
Hypercube architecture to link 64 transputers and was capable o f 1 GFLOP 
(Denning, 86).
3.2.6  Systolic Architectures.
Systolic architectures came about through the advent o f VLSI chips and 
the subsequent possibility o f producing low cost replicated circuits on 
silicon. Systolic architectures are composed o f many replicated processors 
which communicate within a link network where each processor is connected to 
its neighboring processors. The method of connection between the processors
is fixed by the hardware and is often determined by the task for which they 
are to be used. For example, the way in which the processor connections may
be linked can be optimised for matrix operations or Fourier Transforms. The
algorithms designed to execute on a specific systolic architecture are known
8 Node Hypercube
F ig ( 3 .3 )  The Hypercube architecture.
16 Node Hypercube
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as systolic algorithms. Because systolic arrays are hardware configured for a 
specific operation they are very hardware efficient with few idle processors 
at any processing stage. This enables high processing speeds and minimal 
power consumption. However, the rigid architecture is inflexible which may 
make it difficult for a particular systolic array to be used for other 
purposes. Two examples o f commonly implemented systolic architectures are the 
grid and tree architectures, F ig (3 .4 ). Each node within these architectures 
corresponds to the position o f a processor.
8 by 8 2-D grid structure 5 level tree structure
F ig (3 .4 )  Systolic Architectures.
As the name suggests, a two dimensional grid structure arranges 
processors at the nodes o f a grid structure. In such a structure 
communication takes place by passing data through the grid via links and 
non-communicating processors to the processor requiring information.
The tree architecture starts with the first processor linking to two 
processors, these processors then link with a further two processors as do
all subsequent processors in the structure. In this way a tree like structure 
o f processors is created. Such architectures lend themselves to soiling
operations since the result o f a particular operation on the data within a
processor can be used to determine which of the connecting processors it 
communicates the data.
3 .2 .7  Switching networks.
Configurable architectures incorporate a method o f implementing a 
switching system so that the communication links between processor elements 
within such architectures are flexible. This allows a configurable 
architecture by setting the communication channels between the processing
27
elements so that the architecture is optimised for a particular task. One 
example of a configurable architecture is the SPRINT (De Groot, 87). SPRINT 
is a Systolic Processor with a Reconfigurable Interconnection Network of 
Transputers. This system is comprised of an array of 64 Transputers which may 
be organised into a systolic structure, such as a tree or grid architecture, 
using the switching network connecting the transputers within the SPRINT 
machine. Another example of reconfigurable architecture is the RPA project 
(Jesshope, 86). The Reconfigurable Processor Array is constructed from
processing elements connected by a lattice of data paths and switches. The 
switches are set by a controller enabling reconfiguration of the data path to 
an optimum for a particular task. Each switch has a local memory containing 
information used by the switch to change to different configurations. The
controller instructs each switch to adopt one of these settings by sending
control codes to each of the switches. The restriction with this method is 
the number of connections that each switch can make.
Another configurable architecture was developed by Southampton 
University (Hey, 88) where clusters of transputers are connected together to
give what has been termed as a supemode. The connections of the transputers 
within the supemode are configured by a system of switches enabling a 
supemode to be optimised for a particular task. Supemodes are also 
connected by a configurable network of data paths.
3.3 Pipeline Architectures
3.3.1 Linear pipeline architecture.
A  pipeline consists of a number of processes which execute when data is
input to them, such processes may be implemented on one or more processors.
Pipelines are used to introduce parallelism into algorithms which are 
composed of a number of processes where each process uses the data from its 
predecessor. The data to be processed by a pipeline is input as data segments
so that different processes within the pipeline may execute simultaneously on 
different data segments. The method used to segment the data may be
determined from the operation of the algorithm to be implemented on a
pipeline, or may be devised to enable efficient execution of the pipeline.
When the initial process within the pipeline has completed executing on the 
first data segment the results are communicated to the second process. The 
initial process then inputs the second data segment and executes on this data
whilst the second process operates on the data input to it. After the number
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of data segments input equals the number of processes within the pipeline, 
all processes execute in parallel.
Fig{3.5) shows the implementation of the filtered back-projection
algorithm as a six process pipeline. Each box represents a process containing
the index of data segment on which it operates. The diagram shows the 
operation of the pipeline after 7 data segments have been input.
Fig(3.5) The filtered back-projection algorithm implemented as a 
pipeline of 6 processes.
The operation of a pipeline on input data can be clarified by examining
the determination of the roots of quadratic equations of the form
ax + bx + c = 0 using the quadratic formula:-
x = -b + J  b2- 4ac (for real roots) (3.1)
2a---------
To implement the above as a pipeline it is first necessary to examine
the method by which the quadratic formula is solved. The solution of this
formula can be split into five operations:- 1. Solving b2 - 4ac 2.
Subtracting the above result from -b. 3. Adding the above result to -b. 4.
Dividing the result of operation 2 by 2a. 5. Dividing the result of operation
3 by 2a.
Since operations 2 and 3. are independent from one another they may be
processed simultaneously. These operations can therefore be combined in one
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process of the pipeline, this is also tine of operations 4 and 5. The
pipeline shown in fig(3.6) can therefore be regarded as a three process
pipeline. Data is input to the pipeline as a sequence of quadratic
coefficients ai bi and ci. Fig(3.6) shows the operation of the pipeline
implementing equation^ J ) after 3 sets of quadratic coefficients have been
input.
PROCESS 1 PROCESS 2 PROCESS 3
Fig(3.6) A three process pipeline
After 3 inputs 
to the pipeline
Rs = -bi - •/ b i -  4aici
2ai
T 3 = -bi + J  b i -  4aici
2ai
G 3 = ~b2 + y  b l -  4a2C2
F 3 = -b2 - y  b l -  4a2C2
S 3 rr /  b§- 4a3C3
The operation of a pipeline can be compared with that of a manufacturing 
line since each process of the pipeline has to be completed before the next 
process is able to commence. The total execution time for a pipeline is 
dependent on the execution time of its slowest or bottleneck process. If in 
the example above the time taken for the slowest process within the pipeline 
to complete is T then the initial results will emerge from the pipeline after 
3T and all subsequent result will be output at intervals of T. The total time 
taken for the pipeline to output the results for N quadratic coefficients is 
therefore given by
Total Time = 3T + (N - 1)T
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A more general expression can be obtained by replacing 3 with P where P 
is the number of processes of which the pipeline is composed
Total Time = PT + (N - 1)T (3.2)
3.3.2 The Ring architecture.
The ring architecture consists of a pipeline in which the last component 
process in the pipeline is connected to the processor in which the initial 
process in the pipeline executes. The architecture of the processes can thus
be represented by a ring. The ring architecture is particularly useful for
processing iterative functions as data may be passed round the ring a number 
of times by communicating data from the last to first process. This can be 
continued until convergence in the results is achieved. Alternatively the
ring structure may be connected to a processor which passes data to the first 
process in the pipeline and gathers data from the last process in the 
pipeline. In this way the process connected to the pipeline can accomplish 
other operations whilst the pipeline processes the data input. The 
architecture for a ring structure is shown in Fig(3.7). The same example used 
to demonstrate the operation of a linear pipeline is used to show the
functioning of a ring pipeline. The diagram shows how equation/3, i ) can be 
distributed into three processes within a ring architecture. Once again the
boxes represent component processes and the lines between them represent 
input and output from the processes.
Fig(3.7) The evaluation of equation/3.1) using a ring 
pipeline architecture.
31
3.4 Software for parallel hardware.
3.4.1 Parallel Languages.
The computer languages used to write programs which execute on sequential 
processor systems do not include instructions which enable the exploitation
of a multiple processor computing system. Such languages are designed to 
implement programs on a single processor system one instruction at a time.
As a result new languages have been designed to enable the execution of more 
than one instruction at a time. One class of languages implemented on multi
processor systems are para functional languages (Hudak 86). These languages
allow a programmer to specify an algorithm as a number of functions which are
partitioned onto a multiple processor network at runtime.
The para functional languages heat a multiple processor system as a 
single autonomous computer. However, parallel languages for the 
implementation of programs on specific hardware have also been designed. One 
of the first high level languages developed to be used with a parallel
computer was Tranquil. Tranquil was used to write software for the Illiac IV 
computer. Since Tranquil was designed to exploit the capacity for parallel
processing within this computer (Denning, 86), the language allowed the 
programmer to make optimal use of the hardware. Tranquil was replaced by an 
amended version of the existing language Fortran which included alterations
to the input and output statements enabling parallel processing.
Fortran had the advantage over Tranquil that it was a widely used 
language and also that Fortran code could be amended to enable existing code 
to run on a parallel machine. Such amendments were later incorporated into a 
Fortran compiler so that standard Fortran code could be compiled to yield an 
executable program which could run on a parallel computer.
Occam, like Tranquil, was a language written to enable the programmer to 
exploit parallelism using a defined model of parallel processors. The Occam 
language uses constructs that enable parallel configuration of code which it 
can then allocate to specific processors. The Occam language is described in 
more detail in section 4.5.1.
Operating systems for parallel processing systems have also been 
developed, one such example is Linda (Ahuja, 86) .The Linda operating system 
incorporates special commands which can be added to sequential code to 
convert it into a parallel form able to run on a parallel machine. The Linda 
operating system also consists of a run time kernel which handles process
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management and communication.
3.4.2 Implementing programs on parallel systems.
A  number of restrictions limit the method of implementation of programs 
on parallel systems. Programs cannot easily use globally shared variables 
when executing on parallel systems as simultaneous accessing of a central 
memoiy may coixupt the variables and could lead to a saturation of the 
communication network. A  solution to this problem is . to generate a set of
variables local to each process and to communicate any variables between 
processes using communication channels. This method was put forward as the
communicating sequential processes (CSP) model by C.A.R Hoare. (Hoare, 78).
One method of enhancing the implementation of an algorithm on a parallel 
processing system is to optimize the method used to partition the program 
into segments of executable code or processes which are able to execute in 
parallel. There are many approaches to determining the optimum partitioning 
of a given algorithm. One such method is data flow analysis. (Bokhari, 88) A  
data flow graph for a particular algorithm can be drawn where the nodes of 
the graph represent processes and the lines connecting the nodes represent 
communication channels. Each process is executed when incoming data is
present. To illustrate how such an approach is used, the percentage of the 
sum of four numbers out of 150 can be used to demonstrate the use of a data 
flow graph.Fzg(3.S)
D1 D2 D3 D4
Fig(3.8) A  data flow diagram for the operation of finding the percentage 
of four marks out of a possible 150 using four different processes.
The summation of the two data pairs Dl, D2 and D3, D4 occurs when the
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data is input to these processes. The data flow diagram fig(3.8) shows that
the summation of each data pair is independent of any other process and 
therefore may be executed in parallel.
If the processing times of each of the processes represented by the
boxes are included in the data flow graph, data flow analysis can be used to
determine the optimal distribution of the algorithm on a given parallel
architecture. For many algorithms the optimal distribution involves 
partitioning the code into component processes with similar processing times
and allocating these processes to different processors thus avoiding the 
creation of a bottleneck.
The method employed to split an algorithm into component processes
depends on properties of the algorithm to be parallelised. An algorithm can 
be said to include many potential properties which may lead to the
introduction of parallel execution. An algorithm may be best suited to a
pipeline solution, a geometric solution, or a farm solution (Hey, 88).
The suitability of an algorithm for pipeline operation can be determined
by considering the algorithm as a sequence of component processes or events.
Event parallelism can be determined using data flow analysis since the
execution of an event relies on the flow of data through the program. If an
event's data is exclusive it can be executed in parallel with any other process, 
if an event has to wait for data output by another process the event cannot 
be processed in parallel with all other processes.. This analysis suggest the
suitability for introducing a pipeline solution to parallelise an algorithm.
If an algorithm inputs the data as multiple data streams which undergo
the same processes before they are combined to produce an output the
algorithm can be parallelised using a geometrical solution. A  geometric
solution involves dividing the input data into segments, processing each data 
segment on a separate processor simultaneously and synchronizing the outputs
so that they can be combined if necessary to produce the desired output from
the algorithm. Unfortunately this approach may cause inefficient operation of
a multi-processor system if the processing load is unevenly shared between
the component processors. The best implementation of an algorithm using such 
a system would be to introduce data segments of the same size so that the 
processing required to process each data segment would be similar and the 
difference between processing loads of the processor's would be reduced.
An algorithm may consist of a number of major independent operations in
which case each of these processes can be exported onto a separate processor.
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This is known as the farm solution and is analogous to the management 
operation of delegation of work. Again for this to be successful the 
processing load of each major operation must be similar in order to avoid 
inefficient execution of the algorithm..
More than one of the above types of parallelism can be used to 
incorporate parallel processing into an algorithm. Such methods are known as 
hybrid solutions.
3.5 Measuring the performance of parallel systems
The performance of a concurrent processing system may be quantified by 
the speed up and efficiency parameters, equations (3.3) & (3.4).
Speed up is a ratio of the time taken for the most efficient sequential 
program implementing a given algorithm to terminate with the execution time 
for an equivalent parallel program.
S = T s e q  (3.3)
1 P A R
The efficiency of the processors in the network is determined by the 
speed up ratio divided by the number of processors. This indicates the level 
of redundancy of the processors during execution of the parallel program
E = S (3.4)
n
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CHAPTER FOUR 
THE TRANSPUTER AND OCCAM
4.1 Introduction.
A  transputer is a single VLSI chip containing a processor, memory and 
communication links for connection to other members of the transputer family.
Transputers and associated peripheral chips are developed by Inmos and 
include processor chips such as the 16 bit IMS T212 transputer, the 32 bit 
IMS T414 transputer and the 32 bit IMS T800 transputer which includes a 
floating point unit. Inmos have also developed chips enabling communication 
between the above processor chips with the parallel and serial ports of other 
processors. These are known as the link adaptor chips IMS COll and IMS C012 
Chips dedicated to the management of peripheral devices have also been 
developed such as the IMS M212 disk processor chip.
The architecture of the T800 transputer and T414 transputer is shown in
IMS T800 IMS T414
Fig(4.1) Transputer architecture Diagram taken from (Inmost, 89).
Each transputer consists of a CPU, links, memory interface, and RAM. The 
T800 also includes an FPU. The CPU and FPU contain three registers used in 
integer and address arithmetic. These registers operate as a stack so that 
data is stored or retrieved by pushing and popping values into the fust 
register in the CPU. The use of the stack enables instructions to be 
processed by the CPU with non complex addressing of operands.
The CPU also contains a further three registers. These registers control 
the operation of the CPU, and are the workspace pointer, the instruction 
pointer and the operand register. Fig (4 .2 ) shows the six registers within each 
transputer CPU.
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Registers
A
B
C
Workspace 
Next inst 
Operand
Fig (4.2/The CPU registers.
The memory interface consists of a parallel bus through which the 
transputer communicates to external memory. For the T800 transputer the 
memoiy interface is 32 bits wide and for the T414 transputer it is 16 bits 
wide. The transputers also include some fast on chip memory. The T800 includes 
4Kbyte of internal RAM and the T414 has 2Kbytes of internal memoiy.
All transputers can communicate to other transputer chips using the 
links. The T414 and T800 transputers each possess 4 links which consist of
two serial communication lines one for output and the other for input. These 
links can achieve data transfers of 2.4 Mbytes/s when communicating in both 
directions (Inmosa, 89).
Transputers are generally programmed in a high level language, so the
assembler for the transputers was designed to provide simple and efficient 
compilation using a small instruction set. The instruction set is independent 
of processor word length, allowing the same microcode to be used for all 
transputers.
This chapter describes the operation of the transputer processor chips 
when implementing sequential and parallel processes. The method used to
program the transputer and how a number of transputers can be configured to 
execute different processes of a task in parallel is described.
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4.2 Sequential processing on a single transputer.
Three registers are used to control sequential processing within a 
transputer CPU. The workspace pointer points to an area of memoiy which is 
used to store the local variables for a process. This segment of memoiy is
known as a workspace, and each process has its own workspace. The instruction 
pointer holds the address of the next instruction to be executed, and the 
operand. register is used to store the current operand. Registers A, B and C
provide the evaluation stack used for most arithmetical and logical
operations. Fig(4.3) shows the function of the workspace and instruction 
registers during sequential operation of the transputer CPU.
During sequential operation of the transputer CPU the instruction
pointer holds the address of each instruction in turn which comprise a
sequential process. On reading the instruction from the process the CPU
interrogates the local workspace of the process to input any variables
required to the operand register. If any arithmetic or logical operations 
result from the execution of the instruction these are performed using the
evaluation stack A, B and C
Fig(4.3) The function of the workspace and instruction registers 
during sequential operation of the transputer.
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43 Parallel processing on a single transputer.
The transputer CPU uses a scheduler to enable a number of concurrent 
processes to be executed on the same processor. At any time a concurrent 
process may be
Active -being executed
on a waiting list
Inactive -ready to input 
ready to output
waiting until a specified time
The scheduler is organised so that inactive processes do not use
processor time. Active processors waiting to be executed are held on a 
scheduler list, this is a linked list of process workspaces implemented using 
two registers. One of these registers points to the first process workspace
on the scheduler list, the other points to the last.
A  process is executed until it is unable to proceed because it is either 
waiting for an input, waiting for an output or waiting for a delay. Whenever
a process is unable to proceed its instruction pointer is saved in its 
workspace and the next process is taken from the scheduler list. Fig(4.4)
shows the arrangement for concurrent execution of four processes on a single 
transputer
Processes may be added to the scheduler list using the start process
instruction provided by the processor. A  start process instruction creates a
new process by adding a new workspace to the end of the scheduling list. This
enables a new concurrent process to be executed together with the ones
already included in the list.
To ensure correct operation, the CPU uses a workspace location as a
counter of the number of parallel construct components which are not
executing, but have still to terminate. Each component ends with an end 
process instruction which decrements the counter. For all but the last
component the counter is non zero, and a component is descheduled when it 
becomes inactive. For the last component, the counter is zero and the
component is allowed to continue to termination.
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Fig(4.4) The concurrent execution of four processes on a single 
transputer CPU.
Fig(4.4) shows four processes P, Q, R and S implemented on a single
transputer CPU when S is being executed and P, Q and R are held in a queue. 
The workspaces of P, Q and R are stored in CPU memoiy as a scheduler list. The 
first address of the workspace for each process holds the contents of its 
instruction pointer when the process became inactive. Process P is the first 
inactive process on the scheduler list and therefore has the address of its
workspace stored in the front register. Since process R is the last process 
its workspace address is stored in the back register. The CPU workspace and
instruction registers are used to execute process S thus the workspace of the 
CPU points to the workspace of S and the instruction register holds the 
address of the next instruction of process S to be executed.
4.4 Process communication using one or more transputers.
Communication between processes is achieved by the use of channels. A 
channel between two processes executing on the same transputer uses a single 
word within the memory to enable process communication. This is known as a 
soft channel. A  channel between processes executing on separate transputers is 
implemented by a link. A  link constitutes a hard channel. The low level 
instructions used to support message communication between processes use the 
address of a channel to determine whether the channel is internal or external. 
This enables the same instructions to be used to communicate through hard or 
soft channels.
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4.4.1 Internal channel communication.
An internal channel, implemented by a word within memoiy, contains either 
the identity of a process, or an empty value. The empty value is present when 
an internal channel is initialised for communication. When a process P 
requires to communicate through an internal channel it reads the contents of 
the channel word to test for the presence of the empty value. If the empty 
value is present P places a pointer into its workspace in the channel word. 
The value of this pointer is known as the . process i.d. The method of 
communication using internal channels is shown in Fig(4.5).
Channel word
Workspace for P Workspace for Q
Fig(4.5) Process P initialises communication using an internal
channel.
The processor then starts to execute the next process on the schedule
list while P waits. When the second process Q involved in communication
becomes ready, it finds that the channel word does not contain the empty
value, and therefore knows that there is another process P waiting to transfer
data. Process Q has access to the i.d. of P from the channel word and can
initiate a transfer in either direction. As shown in Fig(4.6). The message is
then copied, P is released from its wait state and Q continues execution. In
this way synchronisation is achieved.
Workspace for P Workspace for Q
Fig(4.6) Communication between the processes P and Q using an 
internal channel.
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4.4.2 External communication channels.
When the channel used for communication is an external channel, the 
processor uses a link interface to control the communication. This link 
interface is responsible for the transfer of messages and the scheduling of 
processes requiring communication. Each link interface has three registers. 
One stores a pointer to a workspace, another stores a pointer to a message and 
the last stores a count of the number of bytes to be transferred. These 
registers are used to control the message passing between two ready processes 
on separate transputers. The autonomy of the interface enables a transputer to 
continue processing while communication takes place.
Workspace for P Workspace for Q
Fig(4.7) Communication using external channels.
The link interface of one transputer is connected to the link interface 
of another by two unidirectional wires (fig(4.7)). These provide a signal 
wire for each direction and enable messages to be sent, and acknowledgments 
received. The links are designed to use only two wires so that wiring is kept 
to a minimum and the speed of data transfer is enhanced.
A  message consists of a sequence of bytes, each byte consists of a start 
bit, a one bit, eight data bits and a stop bit, fig(4.8).When a message has
been recognised by a receiver, the receiver sends back an acknowledgment for
each byte, this consists of a start bit followed by a stop bit. Since each
data message is acknowledged by the receiving transputer, communication is
synchronised and unbuffered.
Inpul Link j 0
1 1
1 1 1 I I I
.. n»T*
1 .......
1 , 1  1 1 ........L..... 1 .....
time
Fig(4.8) Message passing using transputer links.
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4.5.1 OCCAM.
OCCAM is a high level language which was developed at Cambridge 
University as a parallel computing language (May, 89). OCCAM includes
constructs which allow a programmer to specify parallelism in a program
explicitly. OCCAM also includes instructions which allow the user to
configure a program on a network of processors thus enabling an optimal 
distribution of the program in a multi processor environment. Below is a 
brief summary of the OCCAM language.
The main building block used with OCCAM is known as a process. These are 
comprised of one or more instructions. Any Occam program includes three 
primitive processes, these processes are assignment, input and output. An
input process receives data from a channel and an output process sends data to
a channel. An assignment is the process used to manipulate the value of a
variable.
An assignment is denoted by the symbol :=
a := z
This sets the value of variable a equal to the value of the expression
represented by z
An input is denoted by the symbol ?
chi ? b
The channel chi is used to receive a value which is assigned to b
An output is denoted by the symbol !
cho ! c
The value represented by c is output to channel cho
4.5.2 OCCAM constructs.
A  number of these processes may be combined to form a construct. There 
are four main types of construct, these are the sequential, parallel, 
conditional and alternative constructs. An individual process is denoted in 
the source text by a change in the indentation.The process code is written two 
spaces further right in relation to the position of the construct. Once 
formed, a construct itself may be regarded as a process and can therefore be 
used within other constructs.
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A  sequential construct is written as 
SEQ 
PI 
P2 
P3
The processes PI, P2 and P3 included within the sequential construct are 
executed in sequence, one after the other. Each process starts executing 
after the previous process has terminated and the construct ends when the
last process has finished executing. Programs written in Occam using only 
sequential constructs are similar to programs written using conventional 
programming languages.
A  parallel construct is written as 
PAR 
PI 
P2 
P3
All processes of which a PAR construct is comprised are executed on a 
single processor using the process scheduler. If the PAR construct is used 
with a multiple processor network process PI, P2 and P3 may be processed
simultaneously.The PAR construct finishes when all concurrent processes have
terminated.
A  conditional construct is written as 
IF
condition 1 
PI
condition2
P2
PI is executed only when condition 1 is true. Similarly P2 is executed 
when condition 2 is true. Only one process within the IF construct is
executed before the construct terminates.
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An alternative construct is written as 
ALT 
inputl 
PI 
input2 
P2 
input3 
P3
This construct waits for any input to become ready. Once an input is
ready, the data is read, and the corresponding process is executed. If inputl
becomes ready, the data from inputl is read and the process PI is executed.
Similarly if  input2 becomes ready, input 2 is read and process P2 is 
executed. The construct executes one process corresponding to the first
available input and terminates.
In addition to the four constructs outlined above, occam includes
constructs which may be used to control the order in which processes may be
executed. A  loop may be introduced into an Occam program using a WHILE
construct.
A  WHILE construct is written as
WHILE condition 
P
This construct executes P repeatedly until the condition becomes false
An Occam program can select a process using a selection construct. The
selection construct is written as
CASE s
n
PI
m,z
P2
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This operates so that PI is executed if s = n, else P2 is executed if s = 
m or z.
A  replicator may be used with any of the four constructs SEQ, PAR, IF 
and ALT. using a replicator enables each component process within one of the 
four constructs to be replicated a number of times. The effect of a 
replicator on a SEQ and PAR construct is shown in fig(4.9).
SEQ i = 0 FOR n PAR i = 0 FOR n
P Pi
causes P to be executed n times causes n identical
processes PO to P(n-l).
Fig(4.9) The SEQ and PAR replicators.
4.5.3 Procedures and functions.
A  process may be assigned a name which can be used to define it 
elsewhere in the OCCAM program. A process may be defined as a procedure or as 
a function.
The form of a procedure is
PROC name (procedure parameters) 
process
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The form of a function is
TYPE FUNCTION name (function parameters) 
process
•
When defined, procedures and functions can be implemented like any other 
process using OCCAM constructs. Most functions incorporate expressions which 
use operators. A  full list of operators available in Occam is given (Bums,
88)
4.5.4 Implementation of Occam programs on transputer networks.
Transputers can be programmed in most high level languages using Occam to 
implement concurrency. This is achieved by using Occam constructs to link 
together high level language modules. Alternatively all the code can be 
programmed in Occam enabling maximum program efficiency since parallelism can
be introduced into the program explicitly. An Occam process is equivalent to a 
program running within a transputer. There may be more than one process within 
a transputer communicating via internal channels, or the processes may be in
separate transputers connected by a link through which they communicate using 
point to point communication. Whether hard or soft channels are used does not 
affect the Occam language used for communication. This enables Occam programs 
to be configured for execution on one or many transputers using the Transputer
Development System (Inmost, 88)
OCCAM provides instructions which may be used to distribute a program 
onto a transputer network. The PLACED PAR construct can be used to place each 
component process on a different transputer. The components within a PAR may 
also be prioritised using the PRI PAR construct. The first process within 
this construct has the highest priority and the last process has the lowest 
priority. The links between transputers in a network are assigned to channels 
used by the Occam processes by using a PLACE instruction.
PLACE linkOinput AT 4:
Assigns the channel linkOinput to link 4 of the transputer executing 
this instruction. The type of processor at each node within the transputer 
network is specified using the PROCESSOR instruction. This has the form
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PROCESSOR 0 T8
Specifies the type of transputer at node 0 being a IMS T800 transputer.
A  configuration uses processes as standard building blocks, therefore a 
transputer system is designed in terms of an interconnected set of processes.
Fig(4J0) shows three processes distributed onto one and three transputers.
This approach involves the configuration of the hardware to allow the optimal
interconnection of processes. Since processes need not be OCCAM programs it 
is possible to connect with hardware using a link adaptor. This enables any
such hardware to be treated by the parallel processing system like any other 
concurrent process.
Fig(4.10) The mapping of three processes P,Q and R onto one and
three transputers.
4.6J TDS.
The Transputer Development System (Inmost, 88) is an integrated
development system which can be used to develop OCCAM programs for a 
transputer network. By using the TDS a programmer can edit, compile and run 
OCCAM programs entirely within the development system. Once an OCCAM program 
has been written its component processes can be loaded onto a transputer
network in a user defined configuration using the TDS. Standalone programs 
can also be generated.
OCCAM source code can be written using the editor within TDS. When TDS is 
initialised on the host PC the user is placed in the editing environment. All 
program editing, compilation, and running can be carried out within this 
environment by the use of function keys. The editor interface is based on a
48
concept called ’folding’ . The editor has functions to enter, exit, delete and 
create folds.
Just as a sheet of paper may be folded so that portions of the sheet are 
hidden from view, the folding editor provides the ability to hide blocks of 
text. A  fold contains a block of text which may be displayed in two ways; 
open, when the text is displayed in between two creases, or closed when the 
text is replaced by a fold line. Folds can contain text or folds enabling 
folds to be nested.
Folding and the nesting of folds provides a way of organising a large 
document or program as a hierarchy, which may reflect the structure of a
program.
TDS provides a toolkit and utilities contained in an autoload fold.
These utilities and tools allow the user to load code into TDS or store data 
and OCCAM programs on the disk of the host PC. The utilities also enable
manipulation of the source code.
4.6.2 The OCCAM compiler used in the TDS environment.
The compiler utility provided within TDS enables the user to compile and 
link OCCAM programs. If successful compilation of the code is achieved the 
compiler creates an executable file which may be run on a single transputer. 
TDS enables such programs to be loaded and executed on transputer networks 
with a user defined configuration.
I f  the OCCAM program is to be run on a transputer network the OCCAM
source may be split into blocks of code which are individually compiled into
Separate Compilation units. An SC unit consists of one or more OCCAM
procedures or functions. A  library may be used within a compilation unit by
means of a #USE directive. If, for example, "#USE userio" is included within
an OCCAM process, this process is able to use any userio procedure or
function. The OCCAM configuration instructions described above can then be
used to specify the method in which the separately compiled units are to be
exported onto a transputer network.
Any transputer network must ensure that all transputers have a path to
the root transputer. This is the transputer in the network which connects to
the host transputer which is mounted on a card in the back of the host PC.
This ensures that the inter-process channels are mapped onto the transputer
links such that TDS is able to download the SC’s to all transputers in the
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transputer network.
4.6.3 The OCCAM debugger.
TDS provides a source-level debugger which can inspect the process
running on each transputer within a network. Any process may be inspected as
Occam code or at the transputer assembler level. The debugger can also display
the contents of variables, channels and other data items, for any process
running on any transputer.
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CHAPTER FIVE 
INTERFACING A T800 TRANSPUTER TO AN IEEE-488 GPIB 
INTERFACE BUS.
5.1 Introduction
In many real-time experimental control systems it is desirable to 
manipulate components of the system while concurrently processing data. This 
enables a data acquisition system to acquire data whilst previously gathered 
data can be processed simultaneously. The interface described in this chapter
was designed to enable control of the components of a multiple detector fan 
beam scanning system while image reconstruction was implemented.
A  common method of controlling many system components using a single bus 
for communication is the IEEE-488 standard interface otherwise known as the 
General Purpose Interface Bus (GPIB) (Maine, 86). The GPIB originally 
developed by Hewlett Packard in the 70’s enables up to 15 devices and a bus 
controller to be linked. The controller determines the order of communication 
along the common bus. The interface to be described enables a T800 transputer 
to control the operation of the GPIB and subsequently all connecting devices.
Since control of the GPIB is not trivial the interface includes a 
microprocessor chip to act as a interpreter between the T800 transputer and 
the GPIB. The Z8 was chosen for this purpose due to the 32 pins of
programmable input/output which it supports. (These pins enable the Z8 to 
successfully control communication with a COll link adaptor chip, and the 
GPIB.) The CO ll link adaptor chip converts the serial data sent through the 
transputer links of the T800 into byte wide parallel data suitable for
communication with the Z8. This is so since communication using parallel 
ports is supported within the modes of operation of the Z8.
The software used for control of the interface is written in two parts. 
The software for the Z8 is written in assembler language and is stored 
within a piggy-back EPROM mounted on the Z8. This program manipulates the 
lines of the GPIB according to the information sent from the transputer. The 
information from the transputer takes the form of a string of bytes, sent 
though the transputer links to the interface. The transputer implements an 
OCCAM process to supply these bytes. Since the process supplying the string 
of bytes can be run concurrently with other processes, it is possible to 
control the components of the scanning system whilst other processing is
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taking place.
This chapter includes a full description of the interface hardware and
software, and also explains the operation of the interface.
5.2 The Z8 series of microprocessors.
The Z8 (Ziloga, 84) chips are a series of single chip microcomputers
having an architecture as shown in fig (5.1). The address and data bus are
merged with several input/output ports allowing their operation to be either
input/output or memory intensive.
OUTPUT INPUT VCc  CNO XTAl AS OS R/W RESET
(BIT PROGRAMMABLE! (NIBBLE PROGRAMMABLE} (B YTE  PROGRAMMABLE)
Fig (5.1) The architecture of the Z8 microprocessors.
Diagram from (Ziloga, 84).
The Z8 memory access supports three address spaces, these are program 
memory, data memory and the register file. The Z8 program memory spans the 
full 64Kbytes of memory accessible by the Z8, the first 2K or 4K of this 
memory is on chip RAM depending on which Z8 processor is used. Data memory is 
restricted to the external memoiy within the 64Kbytes.
The register file resides in the first 256 consecutive bytes of internal
memory. The Z8 implements 144 of these locations as registers. These comprise 
of four input/output ports (R0-R3), 124 general purpose registers (R4-R127),
nine peripheral registers (R240-R248) and seven control registers (R249-R255)
as shown in fig(5.3).
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Fig(52) Z8 program and data memory .Diagram from (Ziloga, 84).
STACK POINTER (BITS 7-0)
STACK POINTER (BITS 15-6)
REGISTER POINTER
PROGRAM CONTROL FLAGS
INTERRUPT MASK REGISTER
INTERRUPT REQUEST REGISTER
INTERRUPT PRIORITY REGISTER
PORTS 0-1 MODE
PORT 3 MODE
TIMER/COUNTER 0
TlMERfCOUNTER 1
IDENTIFIERS
SPL
SPH
RP
FLAGS
IMR
IRQ
IPR
POtM
P3M
P2M
PREO
TO
PRE1
T1
TMR
SIO
Fig(53) The register file.Diagram from (Ziloga, 84).
All of the registers can be accessed as 8 bit registers or as 16 bit
jgister pairs by a variety of addressing modes. Since the ports of the Z8
ppear as registers R0-R3, Z8 input and output is achieved by reading and
writing to these memory locations.
To facilitate programming, the register file of the Z8 is divided into
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nine groups consisting of 16 registers. This allows any register of a chosen 
group to be specified by R0-R15. Registers addressed in this way are known as 
working registers, and are specified by the lower four bits of an 8 bit 
address. The upper four bits of the address are used to determine which group 
of registers is to be addressed. The upper four bits of the address are 
stored in the register pointer(R253) which is concatenated with any 
instruction to give the full 8 bit address (fig(5.4)).
REGISTER R2S3 I 0 1
Fig(5.4) Register addressing.Diagram from (Ziloga, 84).
The instruction set for the Z8 provides a comprehensive range of
arithmetical and logical operations. These include binary coded decimal
operations, 16 bit operations and bit manipulation. No special instructions 
are needed to access the ports at registers R0-R3.
The four eight bit ports of the Z8 combine to give 32 bits of
programmable input/output. These can be configured in many ways allowing
flexibility in the use of the Z8 chip. Ports 0 and 1 are commonly used to
supply 16 address lines to connect the Z8 to external RAM if required. All of 
the 32 bits which comprise the four ports may be dedicated to input or
output. Any possible configuration of the pins may be implemented by 
programming the port mode registers. This enables dynamic software control of 
a port’s operation. For example each nibble of port 0 may be configured
independently for input or output by setting and dealing appropriate bits of
the port 0 mode register. If both nibbles of port 0 are configured for the
same direction of data transfer port 0 becomes a byte wide port for input or
output. Port 0 may then implement two bits of port 3 as handshake lines which 
control data transfer between port 0 and an external handshaking device. 
Similarly port 1 may use another two lines of port 3 for the purpose of
handshaking, but unlike port 0 it may only be configured for byte wide input 
or output.
0 0 0 0
R6 OPC
F 1 1 0
T
1 1 1 0 INSTRUCTION (INC R6)
1 1 0 1 1 o ]  REGISTER ADDRESS (R118)
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Fig(5.5) Configurations for
Port 1
port 0 and port 1.Diagram from
(Ziloga, 84).
Port 2 is the most flexible of the four ports of the Z8 as each 
of its pins may be independently configured for input or output using the 
port 2 mode register. When all bits of port 2 are set to the same direction
it may use a third pair of line of port 3 for handshake.
Port 3 is different to the other ports of the Z8 since it has four lines
fixed for input (P3o-P33) and four lines fixed for output (P34-P37). The
purposes for which these lines are used are determined by the contents of the
port 3 mode register. In addition to input and output, the lines of port 3
may be used to provide handshaking for other ports, or they may be used to
provide other specialised functions such as serial communications.
The method of handshaking implemented using port 3 is described in
fig(5.7) This includes the timing diagram for the input and output handshake
with a brief description of the handshaking sequence used to achieve data
communication.
PORT 2(1/0)
\ HANDSHAKE CONTROLS 
}  DAV2 AND RDY2 
I (P3t AND P3g)
Fig(5.6) Configurations for port 2.Diagram from (Ziloga, 84).
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Input handshake using two lines of port 3.
Output handshake using two lines of port 3.
Fig(5.7) Handshake sequence using port 3 handshake lines. 
Diagram from (Ziloga, 84).
The Z8 supports a total of six interrupts, 
three of which are internally generated. The input lines of port three may 
be used to monitor the presence of an external interrupt. Interrupts may be 
globally disabled by resetting the master enable interrupt bit in the 
interrupt mask register. Individual interrupts may be masked using the 
remaining six bits of the interrupt mask register. In addition they can be
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prioritised using the interrupt priority register. The Z8 allows vectored and
polled treatment of interrupts.
53 The GPIB.
The General Purpose Interface Bus (GPIB) was originally developed by
Hewlett Packard for use with its own computers and peripherals. It is a
parallel bus interface which allows all devices mounted on it to communicate
with one another. There are three types of device on the GPIB, these are
talkers, listeners and controllers. A computer, for example can assume the
role of talker, listener or controller and a printer may typically assume the
role of a listener.
A  controller may assign the role of active talker or active listener to
any mounted device. Active talkers are able to drive the data lines of the
GPIB, and active listeners are able to receive data from these lines. At any
one time there may be many listeners active but there may only be one active
talker and one active controller to avoid data corruption.
The GPIB consists of 16 lines. These are split into 3 groups according
to their function, and are shown in fig(5.8).
BUS LIN E S IG N A L
Data bus DI01
DI02
DI03
DI04
DI05
DIOS
DI07
DI08
Data input output 1 
Data input output 2 
Data input output 3 
Data input output 4 
Data input output 5 
Data input output 6 
Data input output 7 
Data input output 8
Data byte transfer control D AV
N D A C
NFRD
Data valid 
Not data accepted 
Not ready for data
General interface 
management
A TN
IFC
SRQ
REN
EOI
Attention 
Interface clear 
Service request 
Remote enable 
End or identify
Fig(5.8) The GPIB lines. Diagram from (Maine, 86).
One group of 8 lines comprises a byte wide bidirectional data bus which 
is used to transfer data between devices. The second group of three lines 
enables control of the data transfer between active devices. These are the 
GPIB control lines:- Data Valid (DAV), Not Ready For Data (NRFD) and Not Data 
Accepted (NDAC). Since there may be several active listeners on the bus data 
transfer must be controlled so that all active listeners have received a data
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byte before the next is placed on the data lines. To ensure this, the slowest 
active listener must control the speed of data transfer. This is achieved by 
using a wired OR configuration to connect the NRFD and NDAC lines to each 
IEEE device. The control of data transfer using the DAV, NDAC and NRFD lines 
is shown in fig(5.9).
D I 0 1 - D I 0 8
Fa lse  
DAV True
NRFD True
False  ,->-y
 !U
NDAC
F alse
True
Fig(5.9) The control of data transfer on a GPIB. Diagram from
(Maine, 86).
When all active 'listeners are ready to accept data, the NRFD line is
allowed to float at a logic high voltage level. The active talker responds by
putting valid data on the data lines. Two milliseconds after the data has
been placed on the data lines the talker sets the DAV line low signaling that
the data is stable and ready to be read by the listeners. The listeners
acknowledge the presence of data by pulling the NRFD line low. The listeners
read the data, and once the slowest listener has read the data the NDAC line
is allowed to float high. The talker acknowledges the acceptance of data by
returning DAV high. The listeners respond by pulling the NDAC line low to
complete the handshake.
The remaining five lines of the GPIB are the bus management lines. These
lines are used to configure the interface. The ATN line signals whether data
present on the data lines is to be interpreted by a device as data or a
control byte. The ATN line is asserted when active low. When asserted, all
devices on the bus release their hold on the DAV handshake line to the
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controller. The controller then has all of the devices listening to the bytes 
it sends onto the data lines. In this way the controller sends bytes known as 
Universal Commands which may be used to address devices to talk, listen, or 
become dormant. The form of a universal command is shown below.
INFO RM ATIO N  TYPE BIT 7 6 5 4 3 2 1 0
Bus command 
Listen address 
Talk address 
Secondary address
x O O C C C C C  
x 0 1 T T T T T  
x 1 0 T  T  T  T  T  
x l  1 S S S S S
Fig(5J0) GPIB universal command structure Diagram from
(Maine, 86).
The 7th bit of the universal command is not used, but the 6th and 5th
bits determine whether the command is a bus command, a listen address
command, a talk address command or a secondary address command. The remaining 
bits are used to set the address of the device to which the command applies.
The lower four bits are used to address up to 15 devices mounted on the GPIB. 
Addresses 16 to 31 are used to address secondary devices which are sub units
of the system components at addresses 0 to 15.
The address of a device is normally set by switches so that each mounted
device has its own unique address. If a device on the bus capable of 
listening observes its address while the 5 and 6 bits of the command are
set to 0 and 1 respectively, the device becomes an active listener. In a
similar way devices are instructed to talk, untalk and unlisten.
When the ATN line is negated, bytes are sent from a talker or a
controller to a listener using the normal handshake method. The controller 
may send data or a device command. Device commands often consist of a string
of bytes which are recognised by the listening device as an instruction. For
example a readout instruction might be sent to a particular device as the
string of ASCII characters ’RYEYAYDYOYUYT’,. This type of command 
is normally specific to a particular device.
Secondary commands are used to control sub units within a device which 
is capable of performing multiple functions simultaneously.
The four remaining management lines are IFC (Interface Clear), REN
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(Remote Enable), SRQ (Status Request) and EOI (End Or Identify). These lines 
are used to control the operation of the GPIB and mounted devices. Details 
may be found in (Maine, 86).
5.4 The IMS CO ll link adaptor chip.
The IMS COll chip (Inmosa, 89) is a link adaptor which connects the 
serial links of members of the Inmos family such as the T800 transputer to 
parallel data buses. The IMS COll converts the high speed serial link data 
into byte wide parallel.
The link adaptor may operate in one of two modes. In mode 1 the link 
adaptor may be used to connect the serial link of a transputer to two 
unidirectional byte wide parallel ports, one of which is dedicated to output, 
the other to input. In mode 2 the link adaptor can connect the serial links 
of a transputer to a single byte-wide bidirectional port. Both modes of 
operation are shown in fig(5.1J.).
IM S C 0 1 t Mode 1 block diagram
LinkOut
Unkin
IM S C 0 1 1 Mode 2 block diagram
Fig(5.11) The CO ll link adaptor operating modes. Diagram from
(Inmosa, 89).
In mode 1, both input and output ports of the link adaptor use two
handshake lines to regulate the transfer of data between them and any
peripheral device connected to the two byte wide ports of the COll chip. The
input port uses the lines IValid and IAck as shown in fig(5.12).
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Fig(5.12) The handshake for data transfer using the input port
of the CO ll link adaptor in mode 1. Diagram from (Maine, 86).
When the peripheral device has placed valid data on the data lines
10-17, it sets Ivalid high. The CO ll link adaptor inputs the data through 
the input port (10-17) and converts it to a serial format which is sent
through the serial link to the transputer. Once the transputer has received
the data, it sends an acknowledgment through it’s link to the COll. The CO ll
responds by setting the IAck handshake line high. The peripheral device 
acknowledges that the transputer has received it’s data and signals this by
setting IValid low. The CO ll link adaptor prepares to receive another 
byte by returning IAck low to complete the handshake.
The output port of the CO ll also uses two handshake lines to control the
output of data to a peripheral device. The handshake lines used for this
purpose are QValid and QAck. The operation of these is shown in fig(5J3).
A serial data packet is sent from the transputer, to the CO ll which
converts the data into an eight bit parallel form which is driven onto the
data lines Q0-Q7. The link adaptor indicates the presence of data to the
peripheral device by setting the Qvalid line high. The peripheral device
responds by reading the data, and setting IAck high Once the COll detects
that the data has been read by the peripheral device, it sends an
acknowledgment bit through the serial link of the transputer. When this has
been sent the transputer becomes ready to send the next data and so the CO ll
returns QValid low to re-initialise the handshake.
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L ln k ln  1 Data | | Data 1
-
Q O -7 X X
Q V a lid \
Q A c k X \
L in k O u t S M  X . 1
IM S C 0 1 1 M ode 1 parallel d a la  output from link adaptor
Fig(5.13 ) The handshake for data transfer using the output
port of the CO ll link adaptor in mode 1. Diagram from (Inmosa, 89).
In mode 2, the CO ll link adaptor chip uses internal registers to control
the flow of data through the 8 bit bidirectional port D0-D7. The contents of
the registers may be changed or examined by writing to, or reading from the
bidirectional port when the register is accessed by setting the RSO, RSI,
and RnotW lines as shown in fig(5.14).
RS1 RSO RnotW Register
0 0 1 Read data
0 0 0 Invalid
0 1 1 Invalid
0 1 0 Write data
1 0 1 Read input status
1 0 0 Write input status
1 1 1 Read output status
1 1 0 Write output status
Fig(5J4) The IMSC011 Mode 2 register selection. Diagram from
(Inmosa, 89).
The registers of the CO ll link adaptor chip contain data or information 
about the state of the chip. The input data register holds the last data
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packet received from the serial link. When this register contains valid data 
the ’data present flag’ in the input status register is set. This flag may
only be cleared by reading the data from the input register, or by resetting 
the chip. The input status register also contains an ’interrupt enable bit’
which may be changed explicitly by writing to the input status register. When 
the interrupt enable bit is set, the Inputint pin is enabled and has a
logic state equal to the AND of the data present flag with the interrupt 
enable bit. When this pin is asserted it indicates that a data packet has
been sent by the transputer to the COll chip.
The output data register acts as a buffer between the peripheral device
and the transputer. When data is written to the output data register via the
data lines D0-D7, the contents of this register is converted to a data packet 
which is sent to the transputer through the serial link. To prevent data 
corruption, there is a bit within the output status register which signals
the readiness of the transputer to accept further data. This bit is called
the output ready bit. By setting the interrupt enable bit in the output
status register, one of the pins of the COll chip may be enabled to assume
the state of the output ready bit. The result of ANDING the inten*upt enable
bit with the output ready bit is displayed on the Outputint pin. The state 
of this line therefore indicates when the transputer is ready to receive
data.
The timing diagram for a data read from the CO ll link adaptor to a 
peripheral device is shown in fig(5.16).
In p u t in t
R S O -1
R n o tW
| Data | Data ]
/
v  X X X X
n o t C S X . y  m \
D O -7
I Aek |
Fig(5J6) Timing for data output to a peripheral. Diagram from
(Inmosa, 89).
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A data packet is sent from the serial link of the transputer to the link
adaptor, which acknowledges the receipt of data by setting the data present
flag high. If the interrupt enable flag of the input status register has also
been set, the Inputint line of the CO 11 chip is pulled high. The peripheral
device then reads the contents of the register specified by the state of the
RSO and RSI lines from data lines (D0-D7) on the rising edge of notCS, (Inmos
(a)). This resets the data present flag and the interrupt line Inputint. The
C O ll link adaptor then transmits an acknowledgment packet to the transputer.
The timing diagram for transfer of data from a peripheral to the
transputer is given in fig(5.11).
R S O -1 Xx. x xxxxxxxx
R n o tW \  . X xxxxxxxx
n o t C S _ /  \\\\\\\\\\
D O -7
v.. X
L in k O u t | Data |
L ln k ln | Ack |
Fig(5.17) Timing for data input from a peripheral. Diagram 
from (Inmosa, 89).
The presence of the output ready flag within the output status register
signals the output buffer is empty and that the transputer is ready to 
receive new data. The state of the output ready flag is reflected in the
state of the Outputint line providing the interrupt enable bit of the output 
status register is set. The peripheral responds to this interrupt line by 
writing data onto the lines D0-D7. This is read into the register defined by 
the state of the RSO and RSI lines on the rising edge of notCS. Whilst the 
peripheral writes to the link adaptor chip the output ready flag is set low. 
If data is sent to the output data register this data is converted to a
serial data packet which is sent through the serial link of the transputer. 
The output ready flag remains low until the acknowledgment from the 
transputer link is received by the COll link adaptor chip.
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5.5 The interface between the IMS CO ll link adapter chip and the Z8 
microprocessor chip.
Communication between the transputer and the Z8 microprocessor could be
achieved by 4 different methods of interfacing the IMS COll link adaptor to
the Z8. The choice of which method to implement depended on several critical 
factors.
The complexity of the signals needed to control the flow of data to and 
from the COll was important since complex communication protocol would 
require a large assembler program within the Z8. The complexity of the Z8
software has a direct effect on the speed at which the program is executed 
and hence the rate of data transfer. The Z8 and the COll chips both however 
supported handshaking. Using handshaking to control the flow of data allowed 
simple communication since handshaking required only two signals. Automatic
handshaking enabled data transfer to be controlled using a simple Z8 
assembler program. When such handshaking is implemented the Z8 software only 
has to respond to interrupts generated by the CO ll handshake lines to control
the flow of data.
Since the GPIB required 16 lines and the COll required up to 20 lines
for communication the number of pins of I/O supported by the Z8 was also an
important consideration. If the COll chip was implemented in a mode requiring
20 lines the total number of lines required for communication between the 
COll and the GPIB would be 36. This is more than the 32 pins of I/O available 
on the Z8. To overcome this possible limitation a byte wide data port of the
Z8 could be multiplexed to an 8 bit parallel port of the COll and 8 lines of 
the GPIB. Crosstalk could then be avoided by isolating the Z8 from the GPIB 
whilst the lines of the Z8 controlled the transfer of data with the COll.
In considering the above points, the following method of connecting the 
CO ll link adaptor chip with the Z8 microprocessor was adopted. The input bus 
of the COll in mode 1 was connected to port 2 of the Z8 and the output bus of 
the COll was connected to the Z8’s portl. The handshake lines IValid, lack, 
Qvalid and Qack of the COll Unidirectional data buses, were connected to the 
dedicated handshake lines of port 3 of the Z8. this method uses 20 lines for
communication between the two chips, this therefore gave rise to the need for 
multiplexing between the Z8 and the GPIB, however the simple method of
communication using dedicated handshake lines allowed easy Z8 assembler
control and enabled fast data transfer between the transputer and the Z8.
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Once initialisation of the Z8 had been completed, data transfer between the 
Z8 and the transputer was controlled by a program consisting of only five Z8 
assembly instructions.
Unfortunately, once the link adaptor had been connected to the Z8 as 
outlined above there were only 12 input/output lines of the Z8 free. This was 
less than the 16 required for control of the GPIB. This problem was overcome
by connecting port 2 to both the link adaptor parallel input bus, and the 3
handshake, and 5 control lines of the GPIB. Port 2 was therefore used for two
purposes, firstly to provide the handshake and control lines of the GPIB, and 
secondly to output data to the COll link adaptor chip. To achieve this port 2 
had to be isolated from the GPIB lines whilst writing to the link
adaptor. This was done using buffer chips and is discussed in section 5.6.
A  schematic circuit diagram showing the connections between the CO ll 
link adaptor and the Z8 is given in fig(5.18). This circuit also includes a
5Mhz clock module which supplies a clock pulse to the COll chip.
The Z8 generates its own clock from internal circuitry connected to a
8Mhz crystal oscillator via pins 2 and 3. Reset circuitry is also included in
the circuit for both the Z8 and COll. This circuitry provides a reset pulse
on power up, and also at anytime when the reset switches are set. The
inverter chip is included to amend the handshake signals between the CO ll and 
the Z8 so that they are compatible.
5.6 The interface between the Z8 microprocessor chip and the GPIB.
The GPIB consists of 16 lines including 8 data lines, 5 control lines
and 3 handshake lines. The electrical characteristics of the Z8 line drivers
do not meet the GPIB electrical specifications and the Z8 lines are not
capable of asserting and negating the GPIB lines. To solve this problem a
number of buffer chips were included within the circuit These buffer chips
could also be controlled by the Z8 so that Port 2 was isolated from the GPIB 
when communicating with the COll chip. It was not necessary to isolate the
input port of the COll chip when port 2 of the Z8 was communicating with the 
GPIB since handshaking with the COll was not activated in this circumstance. 
The interface between port 2 of the Z8 and the GPIB is shown in fig(5.19).
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Port 0 of the Z8 supplies the data to be sent to the GPIB via an IEEE 
standard buffer chip. Bits 5 and 7 of port 3 of the Z8 are used to configure 
the buffer chips which isolate port 2 from the GPIB handshake and control 
lines whilst the Z8 communicates with the input port of the CO ll link adaptor
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chip. Bit 7 (3P?) is used to globally enable these buffer chips and latches. 
This bit when asserted, isolates port 0 and port 2 from the GPIB leaving port
2 free to communicate with the COll. The fifth bit of port 3 (3Ps) has no 
function when 3P7 is asserted, however when 3P7 is negated the state of 3Ps 
determines the direction in which data may flow between the Z8 and the GPIB. 
When enabled for connection to the GPIB lines, port two of the Z8 controls 
the lines of the GPIB as shown in fig(5.20).
Z8 PORT 2 
fATN |IFCJREN | SRQ | KO 1| DAV | NRED 1NDAC|
b 7 b 6 bs b 4 b3 b 2 b i bo
Fig(5.20) Port 2 connections to the GPIB
The direction of the control lines ATN, IFC, REN and SRQ are constant,
the states of ATN, IFC and REN are output from the Z8 and the SRQ line is 
always input from the GPIB.
Since the operation of the GPIB is always dependant on the states of the 
ATN, IFC and REN lines, bits 7,6 and 5 of port 2 of the Z8 are connected to 
the inputs of a latch. Thus control lines may be latched whilst the GPIB is 
isolated from port 2 of the Z8 by asserting bit 7 of port 3.
The SRQ line is connected to the Z8 directly from the buffer to bit 4 of
port 2 of the Z8 to enable continuous monitoring of the status request line
of the GPIB.
The direction of the handshake lines DAV, NRFD and NDAC depends on the 
direction of data between the Z8 and the GPIB. When the Z8 is receiving data 
from the GPIB it must act as an listener and therefore has to control the 
lines NRFD and NDAC whilst monitoring the state of the DAV line. Conversely, 
when the Z8 is to write data to the GPIB it assumes the role of a talker and 
as such it must control the state of the DAV line whilst monitoring the NRFD 
and NDAC lines.
Two buffer chips are used to achieve the desired configuration of the
handshake lines. One buffer chip controls the direction of the DAV and EOI
lines, the other controls the direction of the NRFD and NDAC lines.
The buffer chips are enabled by the logical OR of 3Ps and 3P7. Since
the enable for each buffer is active low, the handshake lines are effectively
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isolated from port 2 of the Z8 when 3P7 is asserted.
When enabled, the buffer chips allow handshake signals to function for 
the Z8 operating as a listener or a talker, depending on the state of 3Ps of 
the Z8. Fig(5.21) shows the direction of the lines NRFD, NDAC, EOI and DAV 
for each combination of 3Ps and 3P7.
3P7 3Ps Configuration of Buffers
0 0 Output from Z8 to GPIB
0 1 Input to Z8 from GPIB
1 0 Z8 and GPIB isolated
1 1 Z8 and GPIB isolated
Fig(5.21) Z8 configuration of the buffer chips.
5.7 Software control of the interface.
The software used to control the interface is written in two parts. One 
part is an OCCAM process which executes within the transputer connected to 
the interface via a link, the other part is written in Z8 assembler language 
(ZilogA 84) and stored within a EPROM mounted on the back of the Z8 
microprocessor chip.
The OCCAM process outputs control sequences and data to the Z8 via the 
link adaptor as a stream of bytes. Data is input as a stream of bytes read 
from the interface. The Z8 program controls the flow of data across the 
interface.
The operation of the Z8 program is determined by a control sequence sent 
from tire transputer. Each control sequence includes a number of control 
bytes followed by a stream of data bytes. A list of the control bytes used 
is supplied in fig(5.22). The control bytes were given the values between 01H 
and 07H since any GPIB command has a value greater than or equal to 30H. This 
is the case because GPIB bus commands are solely comprised of alphanumeric 
characters.
Control byte Value HEX Z8 operation on GPIB
cwh 01 output command bytes with handshake
dwh 02 output data bytes with handshake
lwh 03 output MUD with handshake
rwh 04 receive data bytes with handshake
hit 05 signal end of bytes from transputer
rbh 06 input a single byte from IEEE GPIB
srq 07 monitor srq line of IEEE-488 GPIB
Fig(5.22) The control byte functions
The control bytes instruct the Z8 how to treat any further bytes sent
from the transputer. For example, if a control sequence sent from the
transputer to the Z8 included a cwh control byte, all further bytes in the
sequence would be sent to the GPIB as command bytes using handshaking. This
would continue until a different control character is sent by the transputer
to the Z8. The OCCAM process executing within the transputer can therefore
control the lines of the GPIB by sending the required pattern of control and
data bytes. Since, like any other OCCAM process it may be run concurrently
with other independent processes, the control of the GPIB can be implemented
as a parallel process. The control of the GPIB can therefore be achieved
concurrent with other processes such as data manipulation.
The bytes sent from the transputer are read by the Z8 as a string of 
bytes. These bytes are stored within the general purpose registers of the Z8
register file not used by the Z8 assembler program. This method of receiving
bytes frees the transputer whilst the Z8 program operates according to the
control or data bytes it reads from its own memoiy. In this way the interface
itself introduces parallelism into the transputer control of the GPIB.
The Z8 program consists of a number of subroutines which are called 
according to the control character sent from the transputer. If another
control character is received while a subroutine is being executed, the 
program returns from this subroutine and calls the subroutine corresponding
to the new control byte.
All subroutines fust initialise the control registers within the Z8 to
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enable the Z8 to perform the required operation. The main 
of the Z8 are to transfer bytes sent from the transputer to 
talker, and to receive data from the GPIB as a listener. The 
data transfer between an talker and a listener is given in fig(5.23).
Fig(5.23) IEEE talker/listener data transfer.
functions required 
the GPIB as a 
flow diagram for
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Any data streams communicated from talker to listener using the GPIB 
have a special sequence of characters at the end of the data message to 
signal the end of the data transfer. This sequence of characters is called 
the Message Unit Delimiter. The Message Unit Delimiter (MUD) can be set to a
single character or a character combination. In this interface the message
unit delimiter is an ASCII carriage return, followed by a line feed. When the
Z8 encounters this message unit delimiter the Z8 program returns from the 
subroutine controlling the data transfer, and waits for the next control byte
from the transputer.
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CHAPTER SIX 
Th e  Sc a n n in g  Sy s t e m .
6.1 Introduction.
The components of the fan-beam scanner equipment can be broadly 
eatagorised by the purposes for which they were used. The two main functions 
of the scanning system are data acquisition and the relative movement of the 
object in relation to the position of the source and detectors. The
components of the scanning system involved in acquiring data are described in
section 6.2 and section 6.3 describes the scanner equipment used to control
the motion of the object, source and detectors.
Both the data acquisition and the scanner movement are placed under the
control of a transputer by connecting a stepper motor driver and a 
multi-channel analyser to a GPIB. Refer to Chapter 5 for the details of the 
GPIB. The method of operation of the fan-beam scanner is described in section
6.4.
6.2 The acquisition of projection data using the fan beam scanner.
6.2.1 The radiation source.
The most commonly used ionising radiation for tomography are X-rays, 
however y-rays were chosen as the radiation source for this fan beam scanner.
A  y-ray source was chosen as it has a number of significant advantages 
over X-rays, even though the photon intensity from radionuclide sources is
much less than from a typical X-ray tube. This is so because X-ray tubes
produce a large flux of photons proportional to the current supplied to the 
tube target. A  X-ray tube which is commonly used in a commercial CT scanner
produces the same amount of useful flux as a nuclear source with an activity 
of approximately 15000 Ci (Holloway 89). Even if such a nuclear source were 
available it would not be practical to use safely in an experimental
environment since it cannot be switched off. The activity of many nuclide
sources used within the department is in the mCi range.
One advantage is that the y-ray source provides radiation that can be
regarded as essentially mono energetic. The radiation from a X-ray tube is 
distributed about a mean energy which results in non-exponential attenuation
of the beam during transmission through an object. This is due to lower
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energy components of the X-ray being attenuated in the outer layers of the
object, a phenomenon known as ’beam-hardening’ . Beam hardening can be 
corrected by pre-calibration for given types of object, particularly if their
atomic composition is homogeneous. However, many industrial objects are
heterogeneous and it is better to avoid beam hardening effects altogether by
using mono energetic photons. X-ray tube spectra also suffer from variations 
in the voltage supply and ageing effects. There is also a variation of energy 
and intensity with the take off angle from the anode. It is important with
fan beam geometry to ensure a constant photon energy across the divergent
field of radiation is used when scanning an object. Provided the isotope used 
has a long half life, then complete beam stability is ensured during the
scan. Using compact isotope sources also gives a high degree of portability 
and obviates the need for the bulky high voltage equipment associated with
X-ray sets.
The source chosen to supply y-rays with an energy of 59.6keV was a
200mCi Americium-241 source. In the chosen source-detector geometry this 
source was chosen since its activity was high enough to produce a count rate
of approximately 1000 counts per second at each detector through air,
facilitating data acquisition in the order of a few seconds, and the energy 
was such that the radiation was able to penetrate light metals such as 
aluminium. This radiation was used to determine the distribution of
attenuation coefficient within an object.
Americium emits y-rays from a nucleus during transitions from an excited
nuclear state to a lower energy nuclear state. These emissions occur after a 
emission which has left the daughter nucleus in an excited state. The decay
of 951A m  is given by equation (6.1).
*
“ sAm — > wNp + a (6.1)
The asterisk indicates the excited daughter nucleus. This source emits 
most of its y-rays at energies of 59.6keV. The full decay scheme of
Americium-241 is shown in fig(6.1) (Brodsky, 78). Fig(6.2) gives the
proportion of each y-ray emitted by the Americium_241 source. It can be seen 
that 80% of the y-rays emitted have an energy of 59.6keV. To ensure that such 
a source only emits photons with energies of 59.6keV and above the
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Americium-241 source may be encapsulated in stainless steel. This absorbs all 
y-rays and characteristic X-rays emitted during the above decay process below 
the 59.6keV line. An Americium-241 source mounted in this way can be regarded 
as a monoenergetic source of 59.6keV y-ray photons. S4i -
*
Fig (6.1) 295An decay.
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Fig(6.2) Emissions of Am95 .(Brodsky, 78)
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Fig(6.3) The fan beam geometry.
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6.2.2 Collimation
Both the source and the detectors were collimated. The source had a 
circular area of 3mm diameter emitting y-rays in the direction of the
detectors. This was placed within a lead container which had a horizontal 
slit collimator cut into the side facing the detectors. The rectangular slit 
allowed the source to transmit radiation along divergent paths across the
object plane. The angle of divergence of the beam was fixed by the length of 
the slit in the source collimator and the distance of the source from the
slit as shown in the diagram of the fan-beam geometry, fig(6.3).
The detectors were collimated using two parallel lead strips curved into 
arcs centred at the source position. These were separated by a curved block
of wood 2cm thick. The lead strips and wooden former were drilled with holes 
at positions corresponding to the detector axis thereby creating a solid 
angle collimator for each detector fig(6.4). The solid angle collimators 
defined the shortest path along which y-radiation would have to travel from
the source in order to reach the detector. The diameter of the holes in the 
lead and wooden collimator were 5mm. This diameter was chosen so that the
probability of detecting scattered radiation was low whilst allowing enough
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6.2.3 Gamma ray detectors
The transmitted y-radiation was detected using 13 . scintillation 
counters. A  scintillation counter is composed of two parts, a scintillator
and a photo-multiplier tube.
6.2.3J  Scintillators for y-ray detection.
A  y-ray may be detected by the scintillation it produces in certain
materials known as scintillators. When a y-ray is absorbed by a scintillator,
the energy raises an atom of the scintillator material to an excited state.
The atom subsequently decays to its ground state re-emitting the energy in
the form of a photon. A  commonly used crystalline scintillation material is
sodium iodide which includes a 0.5% concentration of thallium. The thallium 
atoms form luminescent recombination centres in which electrons and holes 
recombine radiatively, emitting scintillation light at wavelengths which
escape from the crystal with minimal self-absorption. The activator material 
is also chosen to match the scintillation light to the peak sensitivity of
the associated photo-detector.
The scintillator used to detect y-rays in the fan-beam scanner is Gesium 
Iodide doped with 0.5% of Thallium CsI(Tl). This material was chosen due to 
its high detection efficiency (10%) and because it is a much more stable 
material than Nal(Tl) (Gooda, 88). Unlike Nal(Tl), CsI(Tl) is only weakly
hygroscopic and does not need to be hermetically sealed.
CsI(Tl) has its peak emission at 580nm, in the yellow region, which is 
more suited to photo-diode response but Hamamatsu photo-multipliers were
found to respond quite well to this material, while obviating the complexity 
and expense of low noise amplifier for each channel (Foster, 81). Each
CsI(Tl) ciystal was 1cm in diameter by 3mm thick, this thickness gives close
to 100% intrinsic efficiency at 60keV.
6.22.3 Photo-multiplier tubes (PMT’s)
Since the intensity and duration of each scintillation event is too small 
for convenient observation and counting, each scintillation is amplified 
using a photo-multiplier tube fig(6.5)). Some of the photons emitted from the 
scintillation material with energies in the visible region of the
electromagnetic spectrum fall on the photo-multiplier’s photo cathode, a thin 
layer of semiconductor material deposited on the inner surface of the 
photo-multiplier tube face. About 10% - 25% of the incident photons eject
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photo elections from the cathode which is either grounded or at a negative
potential. These photo elections are then accelerated towards the first of a 
series of electrodes or dynodes which are at increasing positive potentials
with respect to the photo cathode. An energetic election incident on a dynode 
surface ejects 2 to 5 secondary elections which are in turn accelerated to
the next dynode. These also eject more electrons which continue towards the 
next dynode. The combined effect along a chain of 10 dynodes means that a 
large number of electrons reach the anode. The overall gain of such an a 
photo-multiplier tube is 210— > 510 (103- 107).
Fig(6.5) A  photo-multiplier tube.
Since each initial pulse of light is amplified by the same factor the 
output electrical pulse from the photo-multiplier is proportional to the 
original energy deposited in the scintillator; furthermore, the entire 
amplification process is very rapid and the resolution between 
distinguishable scintillations is of the order of 10"9seconds.
The photo-multiplier tubes used in the fan-beam scanner were Hamamatsu 
640-01 type. These were chosen because of their suitability and size. Since 
13 of these tubes were close packed within the divergent fan of radiation it 
was necessary that the diameter of the photo-multiplier tubes was not greater 
than 1cm.
Each 64$-01 photo-multiplier tube was connected to a Hamamatsu E849-36 
photo-multiplier tube base fig(6.6), which connected -1.25kV to the
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photo-cathode, the anode to ground. The E849-36 base also included a resistor 
chain which determined the voltage drop from one dynode to the next. Further 
details of the Hamamatsu photo-multiplier tubes can be found in the Hamamatsu 
catalogue (Hamamatsu, 90).
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Fig(6.6) The Hamamatsu dynode chain.
6.2.33 Practical considerations.
In order to optimise the efficiency of the scintillation counters good 
optical contact between the scintillator and the end window of the 
photo-multiplier is essential. This is achieved by the addition of a film of 
low refractive index, non water based, transparent grease between the 
scintillator and photo-multiplier tube face. This is known as optical 
coupling compound. To enhance the scintillator efficiency even further, all 
sides of the scintillator not in contact with the photo-multiplier tube are 
covered by white PTFE tape. Since the scintillator material is transparent 
and the PTFE tape is reflective, any pulses of light within the scintillator 
are directed towards the photo-cathode.
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When no light is present, a finite dark current within the PMT is always 
present due to thermionic emissions from the photo cathode and dynodes as 
well as stray penetration radiation. The stray radiation effect was reduced 
by shielding the photo-multiplier tube in a copper tube. Thermionic emission 
effects were found to be negligible at room temperature.
6.2.4 The pre-amplifier circuit.
In order to count the number of pulses from the photo-multiplier tubes 
the PMT outputs were amplified. This was achieved by connecting the PMT tubes 
to amplification circuits. The rack mounted circuit boards each contained a 
negative high voltage power supply which provided voltage to the 
photo-cathodes ofapair of PMTs and connected the PMT anodes to ground. They 
also included two inverting OP-AMP circuits with variable gain control. Each 
board was capable of driving two PMTs and amplifying their signal outputs. A 
diagram of the circuit comprising each pre-amplifier board is shown in 
M 6 7 ).
Fig(6.7) The pre-amplifier circuit.
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The gain of each OP-AMP circuit was individually controllable. This
enabled the incoming signal from each PMT to be amplified so that the output
pulses from each PMT output were observed to have the same average amplitude 
using a cathode ray oscilloscope.
62.5 The multi-channel analyser (MCA).
All multi-channel analyser applications can be placed into one of two
categories, pulse height analysis (PHA) or multi channel scaling (MCS) 
(Canberran, 78). These analysis modes and their applications are discussed 
below.
6.2.5.1 Pulse Height Analysis,
In the PHA operating mode, a train of pulses from a radiation detector 
or mixer router are applied to the input of the MCA. These pulses have
amplitudes which are proportional to the energies of the incident photons. By
counting the frequency of pulse heights and forming a histogram, the MCA
records the radiation energy spectrum as seen by the detector.
The primary application of PHA operation is in the quantification of the
output signals from the class of radiation detectors whose output is a
current or voltage pulse proportional in amplitude to the energy absorbed by 
the detector. Typical of such detectors are scintillations counters such as
CsI(Tl) and Nal(Tl).
The Canberra series 35 MCA includes up to 4096 channels which combine to 
form a maximum 4096 energy spectrum in PHA mode.
The MCA converts pulses into digital values using an analogue to digital 
converter (ADC). The analogue to digital converter takes a finite time to
convert a pulse amplitude into a digital value stored within a channel, some
pulses will arrive at the ADC whilst it is busy processing the previous 
pulse. The ADC is effectively "dead" and this pulse is lost. Because of this
"dead time" phenomenon, a time correction circuit is required to compensate
for the fact that the number of input pulses per unit time can vary
considerably from the number of events detected per unit time. This time 
correction circuit, called the live time clock extends the total elapsed 
counting time to compensate for the percentage of time that the ADC is busy.
6.2.52 Multi channel Scaling
MCS analysis yields a histogram representing the number of events
(radiation intensity) against time. Just as in PHA, the input signal is a 
train of pulses, each representing a single event. However, MCS analysis does
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not concern itself with amplitude of these pulses, the data stored is simply
the number of individual pulses which were received in a given period of 
time.
6.2.5 Mixer router.
After amplification, each of the PMT output pulses were segmented 
according to their amplitudes to give an energy spectrum. To enable all 13
spectra to be displayed using the Canberra series 35 multi-channel
analyser (MCA) in pulse height analysis mode, four mixer router modules are 
used. Each mixer router module is designed to input up to 4 analogue inputs 
and multiplex these into a single signal which is input to the MCA. The 
internal circuitry of the MCA is amended by the use of jumpers so that the 
multiplexed signals can be separated and displayed as 4 energy spectra. When
four mixer routers were used as in the fan-beam scanning system, the MCA was 
able to display the 13 detector spectra at the same time (unless successive 
events were lost during the dead time accompanying the preceding pulse).
6.3. Control of the fan-beam scanning system.
6.3.1 The MCA and the General Purpose Interface Bus (GPIB)
The MCA used in the scanning system included a GPIB interface card. This 
enabled the MCA to be controlled by a process executing in the transputer 
linked to the GPIB via the interface described in chapter 5. The GPIB card 
mounted in the MCA included software which was able to recognise MCA commands 
to start data acquisition, stop data acquisition, clear data in all channels 
and readout data from a specified section of memory. For full details of the 
MCA GPIB card refer to (Canberra/), 78). The MCA thus provided a source of 
data that could be read by the transputer system which included information 
about the detected radiation from each of the 13 scintillation counters 
within the fan beam scanner.
6.3.2 Stepping motor control.
Movement of the fan-beam scanner components was provided by two stepping 
motors where each moved a horizontal rotary stage. One rotary stage was used 
as the object platform thus facilitating rotation of the object, the other 
was connected to a perspex platform on which the source and detectors were 
positioned fig(6.8). The collimated source was positioned on the perspex 
platform such that it coincided with the centre of revolution of the rotary 
stage. The 13 scintillation counters, enclosed within a light tight plastic
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former, were placed on the opposing side of the perspex platform to the
source. An area of the centre of the perspex was removed to allow an object 
mounted on the object platform access to the field of y radiation between the 
source and detectors. The rotational movement of the source detector platform 
enabled the divergent ray path from the source to each detector to be moved 
relative to the object area. Hence 13 detectors could be used to acquire 
projection data along many divergent ray paths at each orientation of the 
object by displacement of the source/detectors position using this rotary 
stage.
DETECTOR HOLDER PERSPEX PLATFORM PLATFORM MOTOR
MIXER ROUTER PRE AMP BOARDS COLLIMATED SOURCE
Fig(6.8) The fan-beam scanner components.
Both stepping motors were supplied with power from a Digiplan stepping 
motor driver. The Digiplan unit controlled the speed, direction and
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acceleration of the motors. It also included a GPIB card allowing the stepper
motors to be controlled by a process within the transputer using the purpose
built interface. Control is achieved by sending the Digiplan unit a control 
sequence composed of a string of ASCII characters. Full details of the
control sequences used may be found in the Digiplan manual (Digiplan, 80).A
block diagram of the scanner components showing their connection to the GPIB 
is illustrated by fig(6.9).
Pre-amplifier Circuit Boards
PC
Fig(6.9) Connections to the IEEE-488 bus.
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63.4 Software control and operation.
Since the components of the fan-beam scanning system were controlled via 
a GPIB it was possible to control the scanning system via the transputer to 
GPIB interface. The scanning system was controlled by outputting a control
sequence from the transputer to the transputer/GPIB interface (see chapter 
5). The software required to output such control sequences was written as a 
single OCCAM process. This process named ’scan’ was placed within OCCAM 
parallel constructs so that it could be executed simultaneously with other 
processes. This enabled the operation of the scanner to be achieved whilst
other processes such as filtered back-projection of previously acquired data
sets were executed in parallel. The process ’scan’ was itself composed of a 
number of different processes structured within OCCAM constructs fig(6.10). 
Because the acquisition of projection data involves a sequence of operations 
the ’scan’ process itself does not include any parallel constructs.
The above lists the component processes of the ’scan’ process and
provides an outline of their function. Using these processes in the order 
shown within the structure outlined above, the operation of the scanner was
as follows:-
Initially the user was prompted to input the scan parameters which
include the number of projections (nproj) and the number of orientations of 
the platform on which the source and detectors were mounted for each
projection (noren). Several orientations of the source/detectors platform for
each projection angle were necessary so that projection data was acquired at 
angular intervals less than the fixed 3.5° angular spacing between adjacent 
detector positions. The operation of moving the platform holding the source
and detectors may be described as infilling. Once ’nproj’ and ’noren’ had 
been input, the angular displacement between successive positions of the
source/detector platform (infill angle) and the angular displacement between 
projections (Proj_inc) were calculated. The user was then asked to ensure
that no object was present within the field of radiation. After this had been 
acknowledged by the user, the intensity of radiation through air at each
detector was measured (IQ). I was evaluated by enabling the MCA for data 
acquisition for a preset livetime. This was repeated five times and an
average of the number of counts detected by each detector was calculated to 
give each a value of Iq. The averaging avoided corruption of the I values
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Strings
Proj_inc
Coll_st ar t
AQ-Data
CO_Rotion
AO_Rotion
Delay
SEQ r = 1 F O R  5 
SEQ
Col 1 - s t a r t 
Delay 
AQ-dat a
SEQ r = 1 FOR 13
r e f e r  =: re fer/5.0 (REAL64)
SEQ np = 1 FOR nproj 
SEQ
SEQ no = 1 FOR noren 
SEQ
Co ll_s tart 
Delay 
AQ_da t a 
Output ! data 
CO_Ro t ion 
AO_Roti on 
Pro j_inc
Strings Input parameters of scan from user
Proj_inc Rotate object platform to next projection
Coll start Start MCA counting incoming pulses
AQ_data Stop MCA acquiring data, read the data and
clear MCA
CO_Rotion Clockwise motion of detector platform
AO Rotion Anti_clockwise motion of detector platform
to zero infill position
Delay Set time of acquisition
Fig(6.10) The structure and component processes of scan.
due to statistical fluctuations. The user was then asked to place the object
on the object platform. When the object was in position the MCA was again
enabled to acquire data for the same livetime as used in the determination of
the values of I . The number of counts from each of the detectors recorded byo J
the MCA were related to the density distribution within the object and were
the values of transmitted intensity X  Once values of I t had been determined
for the first position, the source/detector platform was rotated clockwise by
the infill angle and new values of I t were acquired. The optimum number of
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infill positions per projection angle for the given fan beam scanner geometry 
is three, (see chapter 7). After the last infill had been completed the
source/detector platform was moved back to its initial position and the
object was rotated to the next projection angle. The operation of acquiring 
values of I t for each detector at each infill position was repeated at all 
projection angles.
6.5. Practical considerations.
In order to obtain values of I from each detector which were related tot
the attenuation of the radiation through the object, the spectrum obtained by 
the MCA for each detector had to windowed about the channel representing the 
energy of 59.6keV for the ^ Am  source. If the energy window for each
detector is not narrow, scattered y-rays of lower energies which get
deflected within the object so that they pass through the solid angle
collimation of a detector may be recorded as counts generated by y-rays which 
transmit directly from the source. When this occurs data can become corrupted
leading to a degradation in image quality. If the window is too narrow 
however, the number of counts recorded may be reduced and the system becomes
sensitive to gain variations; again this can result in poor images. In this
scanner system a window of eight channels corresponding to a distribution of
5keV about the 59.6KeV energy was chosen for each of the 13 spectra. To 
increase the number of counts recorded, the area underneath the eight channel
window of each detector’s spectrum was integrated.
The mechanical components of the fan-beam scanner also presented a
problem due to backlash of the motors. Backlash is caused by a small gap
between interlocking cogs within a gearing device. This gap is needed to
ensure smooth running of the movement so that interlocking cogs mesh without 
jamming. With the stepping motors, the backlash may cause an error in the 
position of the motor after a large number of movements in one direction
followed by movements in the opposite direction. This was eliminated by
evaluating the displacement due to the backlash effect experimentally and
correcting the motion of the motors each time they were rotated by 
additionally moving them by a correction displacement. The displacement due
to backlash was evaluated by rotating the motors clockwise by an arbitrary
angle and rotating it back by the same angle 300 times, the resultant angular 
displacement was then measured and the correction displacement evaluated by
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dividing this angular displacement by 300.
To avoid wear on the gears of the motor connected to the source/detector 
platform, the acceleration with which the motor moved the platform was set to 
a low value. This avoids excessive wear on the gear cogs due to the high 
inertia of the platform at the start of motion.
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C H A P T E R  S E V E N  
T H E  R E C O N S T R U C T I O N  A L G O R I T H M .
7.1 Introduction.
The implementation o f the reconstruction techniques introduced in 
chapter 2 may depend on the method by which projection data is input to a 
reconstruction algorithm. This in turn may depend on the way in which 
projection data is acquired i f  the reconstruction algorithm executes in
real-time. When data is acquired by a scanning system, the operation o f a 
reconstruction algortihm depends on the geometry o f the detectors and source 
and the operation o f the scanning system. Consider the back-projection 
algorithm. Since back-projecting involves projecting ray-sum data back along 
the ray paths from which the line integral ray sum values are derived, the 
method by which the back-projection algorithm is implemented is related to 
the geometry o f the scanner used for data acquisition.
The two main types o f scanner geometry are the parallel beam scanner and 
the fan beam scanner. The parallel beam scanner f ig (7 .1 )  acquires data by 
detecting transmitted parallel beams o f radiation through an object at equal
spatial intervals across the object. Data is acquired by detecting the 
transmitted photons at each position during a constant time interval. The 
object is then rotated to a new projection angle and the above parallel
scanning process is repeated. A ll the ray-sum values sampled at the same
angle are known collectively as a projection.
Fan beam scanners (f ig (7 .2 ))  use a single source collimated with a slit
collimator. The slit collimator allows a plane o f divergent radiation to be
emitted from the source. Detectors are spaced at equal angular intervals 
along an arc normally with a circumference such that detectors are located at 
radial distances from the centre o f the source. Raysum data is acquired for 
each orientation o f the object within the divergent beam o f radiation. A  set
o f ray-sum data acquired when the object is at a given orientation within the 
field o f radiation is known collectively as a projection.
The scanner described in chapter 6 is a fan beam scanner and the data 
acquired using this scanner was processed by a Filtered Back-projection
algorithm to reconstruct an image. The Filtered Back-projection algorithm was 
therefore derived from the geometry o f this scanner. This chapter outlines 
this reconstruction algorithm and how it was related to the geometry o f the
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Detector Detectors
Source Source
F i g ( 7 J )  Parallel beam scanner. F ig (7 .2 )  Fan beam scanner,
fan beam scanner used to acquire the ray sum data. The method by which this
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algorithm was parallelised and implemented on a transputer network is
included in this chapter.
7.2 Fan Beam Geometry.
Before implementing the Filtered Back-projection algorithm it was 
necessary to examine the geometry o f the fan beam scanner as shown in
The detectors are spaced at equal angular intervals o f yo along an arc 
with a centre coinciding with the source position. The path mapped out from a 
detector to the source position in this geometry will be referred to as a 
divergent ray path. The detector positions are labelled by the index i. This 
enables the angle between a divergent ray path o f a particular detector with 
the detector which has a ray path perpendicular to the object plane to be 
denoted by yi where
A  path from the ith detector to the source position is known as the ith
divergent ray path.
I f  the projection data were to be gathered at j discrete intervals the
successive projection angles are given by 0(i,j) where
j is the projection number, initially 1, which is incremented to the total 
number o f projection angles denoted by J. The data acquired from the fan beam 
scanner is stored as a 2-dimensional array using i and j as the indexes.
f ig ( 7 .3 )
detectors
o
F ig ( 7 .3 )  The fan beam scanner geometry.
yi = iyo
J
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7 .3  Reconstruction o f reordered fan beam projection data.
Image reconstruction using back-projection on data acquired by a fan
beam scanner can be achieved by reordering the projection data. This method
involves sorting the fan beam data into data sets comprising o f ray-sum data
acquired at the same angle with respect to the object and implementing a
parallel beam algorithm on the reordered data sets. Reordering the fan beam
data may only take place when fan beam ray-sum data has been acquired at all
projection angles. Reordering is sometimes referred to as re-binning.
Once a complete fan beam data set has been acquired the polar
coordinates o f each divergent ray path with respect to an origin coinciding
with the centre o f the object are calculated. Data with the same angular
polar coordinates are re-binned into groups o f parallel data. F ig (7 .4 ) shows
the orientation o f the divergent ray paths o f a fan beam scanner for two
projection angles 30°and 10? The 1st divergent ray path o f the projection at
30° f ig (7 .4 a )  and the -3rd divergent ray path o f the projection at 10°
f ig (7 .4 b )  both make the same angle with a line bisecting the centre o f the
object area, they therefore become elements o f the same parallel data set
after re-binning. The distance o f each o f the fans from the object area
centre is calculated from the angle o f the divergent ray path with respect to
the line through the centre o f the object and the distance between the object
area centre and the source. The parallel data resulting from re-binning the
two divergent ray paths outlined above is shown in f ig (7 .4 c ).
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f i g ( 7 . 4 a )  Fan beam p ro je c t ion  30° f i g ( 7 . 4 b )  Fan beam p r o j e c t i o n  10°
r = perpendicular distance o f  1st d ivergent  ray path from orig in,  
r = perpendicular  distance o f  -3rd d ivergent ray path f r o m  origin. 
0 = p ro je c t ion  an g le  o f  ray paths. /  /
f i g ( 7 A c )  Re-binned para l le l  data s e t
F i g ( 7 . 4 ) The re-b inning o f  fan beam data into p a r a l l e l  data sets 
Once all o f the data acquired by a fan beam scanner has been reordered 
in this way, the image may be reconstructed from the parallel data sets using
a parallel beam reconstruction algorithm.
7.4 The fan beam Filtered Back-projection algorithm.
Image reconstruction from the fan beam scanner projection data was 
achieved by implementation o f the Filtered Back-Projection algorithm. This
algorithm was chosen since it enabled the reconstruction o f an image after
each set o f fan beam projection data had been processed. This enabled an 
image to be reconstructed as an object was being scanned and made real time
imaging using the fan beam scanner possible. The Filtered Back-Projection 
algorithm was composed o f 5 distinct processes, parallel processing could be 
introduced by executing the processes concurrently using a transputer 
network. The component processes o f which the fan beam Filtered 
Back-projection was comprised were:-
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R a y  sum  
F i l t e r  se t
S ca n Control o f  scanner hardware ,  (see chapter 6). 
Calculate  ray-sum va lu e s  f rom  data. 
Calcula te  F i l t e r  values .
F i l t e r  -- Convolve ray-sum data w i t h  f i l t e r .  
B a c k p r o je c t  — Back-project  the f i l t e r e d  ray-sums. 
G r e y s c a le  — Greyscale the r e s u l t i n g  image.
7.4.1 Raysum
E q u a tio n (2 .2 ) states that the natural logarithm o f the ratio o f the
incident intensity o f radiation with the transmitted intensity through an
object is equal to the line integral o f attenuation along the ray path
travelled by the transmitted radiation.
This value is known as the ray-sum value.
Data is acquired from the detectors o f the fan beam scanner in the form 
o f a photon count. The photon counts are converted into ray-sum data by the 
process raysum  which implements equation/2.2 ). The incident and transmitted 
intensities are derived from the photon count recorded by each detector in a 
set time interval through air ( IQ) and through an object (I t) respectively. 
The process Raysum  divides the value o f I for each detector by the values o f 
I and generates the ray-sum data by calculating the natural logarithm o f 
these ratios equation/7.7).
where p(0,i) is the ray-sum data value for the data acquired by the ith 
detector at a projection angle o f 0.
7.4.2 F ilte rse t
The process F ilte rset calculates the values o f a discrete filter 
function which was used to filter the projection data prior to 
back-projection. Filtering counteracts the effect o f artifacts inherent
p(r,0) = In IQ
I
(7 .1 )
95
within the process o f simple back-projection. In chapter 2 the general
equation for a filter function was given by equation/2.?).
f(x ) = co2 ^ J2sinc(2cOmX^  - sine (co2x^] (2 .2 3 )
By substituting the maximum spatial frequency component encountered 
during the operation o f the fan beam scanner and the ray sum number in
the projection data (x) in equation/2.?),the discrete filter function for
the fan bean geometry above is given by equation/2)  (Barrett, 81).
r tt/4
f ( i )  =
n = 0 
n odd
K sin (n l )
L 0 n even-i
where I  = angular sampling interval which equals the infi l l  angle.
(7.2)
The number o f discrete samples comprising the filter was set to equal
the number o f ray-sum values per projection angle. This enables easy
convolution o f the filter and projection data. Once the discrete filter
function values were calculated in F ilte rs e t the values were stored in
processor memory as a look-up table.
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7.4.3 Filter
The F ilt e r  process performs a convolution o f the discrete filter function 
generated by the process F ilte rs e t with the projection data sets calculated 
from the experimental data by the Raysum  process. Convolution involves the 
multiplication o f each ordinate o f a function with all the ordinates o f 
another function and summing the products (Boas, 66) equation(7.3).
where N  is the number o f projection angles, i is the divergent ray path index
and x ’ is the discrete filter index.
7.4.4 B a ck p ro je ct
The backproject process performs simple back-projection on the filtered 
ray-sum data. Back-projecting involves assigning each pixel a value equal to 
the sum o f all the ray-sums integrated along ray paths which intersect object 
area represented by the pixel. It is therefore necessary to evaluate the
contribution o f each pixel area within the object to a given ray-sum value. 
The contribution o f a pixel area within the object plane to a ray-sum value
can be represented by a weighting factor. The weighting values for a given 
pixel area are dependant on the geometry o f a scanner, the width o f a pixel 
area, the object area size and the angular intervals between projections and 
infills. The relation o f the fan beam scanner geometry to the factors
outlined above is investigated below.
7.4.4 J  O b ject area  size
The geometry o f the fan beam scanner determines the maximum size o f 
object which can be scanned. The extreme positions o f the end detectors 
during operation o f the scanner in relation to the source define the limits
o f the fan o f radiation that can be used to determine the distribution o f 
attenuation within an object. The centre o f the object platform corresponds 
to the centre o f the image reconstructed from the projection data. For the 
experimental fan beam scanner the centre o f the object platform is 0.15m from
the position o f the source. Since there are six detectors either side o f the 
central detector, the fixed angle between the ray paths defined by the
collimation o f the edge detectors and the central detector detectors is 6 x
3.5°= 21? In the process o f infilling the divergent fan o f radiation in which
N
p(0,(i - x ’ ) *  f (x ’ ) (7 .3 )
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projection data may be acquired is enlarged by a rotation o f 3 infill angles 
3 x 1.146°« 3.5? (The infill angle is equal to the field o f view o f a single 
detector when collimated as descrided in chapter 6). The total angular spread 
o f the fan o f radiation is therefore as shown in f ig (7 .5 ) . This shows that 
the object area for such a fan beam scanner is a circular area with a 
diameter o f 0.12m.
F ig ( 7 .5 )  The evaluation o f object area for the fan beam scanner.
7 .4 .4 2  P ix e l size
The image representing the object area is composed o f pixels displayed 
as a greyscale with a greylevel determined from the corresponding data value
within a 2-dimensional image array. Each pixel in the image represents a
small area o f the object density distribution. Pixels o f an image have a
square shape, these therefore combine to give a square image representing the 
object distribution within the square surrounding the object area in
F ig ( 7 .5 ). The optimum size o f pixels within an image is derived from the 
resolution o f the fan beam scanner which in turn depends on the collimation
o f the detectors. Each detector positioned along an arc at a radial distance
o f 0.25m from the source, is collimated by a circular aperture o f 0.005m cut
into a two strips o f lead separated by a curved drilled wooden former.
The solid angle collimation o f each detector is discussed in chapter 6.
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DF ig ( 7 .6 )  The collimation o f the detectors and its relation to the 
size o f the image pixels.
D = width o f collimation at each detector, d = distance from source to start 
o f object area, x = smallest possible resolution within object area or pixel 
size and T = field o f view of a single detector.
The effective area o f the source is 2mm. Since the centre o f the object 
area is 15cm from the source the source can be regarded as a point source 
where all radiation is assumed to eminate from the source centre. The field 
o f view o f a single detector is divergent from the point source to the 
detector collimator. The smallest size for a detectable object will be equal 
to the divergence o f the field o f view at the point in the object area
nearest the source. The object area begins d = 0.09m away from the source 
position and the angle o f divergence o f the field o f view for a single
detector is x = 1.146°. by substituting these values into equation(7 .4):-
x = d * sin(x) (7 .4 )
where x = pixel width, d = distance from source and x = angle o f
divergence o f field o f view
x = 0.09 * sin( 1.146)
x = 2mm
The object resolution at the furthest point in the object area scanned
by a detector with the collimation described is = 4.5mm.
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Since the image representing the object area is a square with a side 
length o f 0.1175m the number o f pixels from which the image can be composed 
is given by:-
N  = 0.12 
0.0022
60 * 60 =  3600
The image may therefore be btimposed o f a 60 * 60 array o f numbers each 
corresponding to a pixel representing a square o f object area = 2mm * 2mm.
7.4 .4 .3  The number o f infills.
The process o f infilling, (described in chapter 6), is shown in 
f ig ( 7 .7 )  which shows the initial position o f the fans o f two detectors and 
the subsequent fan positions after a two infills o f angle I.
The number o f infills required to fully scan an object is determined by 
the divergent field o f view o f the detectors and the fixed angular spacing 
between neighbouring detectors (70). To ensure optimum scanning o f the object 
using infilling, the angular movement between infills or infill angle (I) 
must be such that the displacement at the face o f the detectors is not 
greater than the diameter o f the circular collimator (D).
D 2D
Fig(7.7) The number of infills for each projection angle.
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D  >_ ("Iii) * 2nr
where r = radial distance from the detector face to the source 
position.
t 2tcD D
1 < _  2 5 F F  < _  T
Substituting D = 0.005m and r = 0.25m:-
I  <= 0.02radians or 1.146°
The maximum infill angle is equal to the field o f view for a detector as 
previously calculated.
The fixed angle between neighbouring detectors = yo = 3.5°, the
minimum number o f infills is thus given by the integer Ni where:-
3.5 1Ni = 17146 = 3
7 A A A  W eighting.
To ensure correct back-projection o f a ray-sum it is necessary to 
evaluate the contribution o f each pixel area within an object to the line 
integral o f attenuation along a ray path. The value assigned to a pixel area
according to its contribution to a given ray-sum value is known as the 
pixel’ s weighting. The weighting o f pixels for a given ray path is determined 
from the intersection o f the ray path with each pixel area. The simplest
method o f weighting is to assign a weighting value o f 1 to all pixel areas
within the object intersected by the ray path. To achieve a more accurate 
method o f determining weighting values weightings can be evaluated by 
calculating the proportion o f the total length o f a ray path within each
pixel area. This was the method adopted to incorporate weighting into this
fan beam reconstruction algorithm. The proportion o f the ray path in each
pixel area was calculated by evaluating the total length o f the ray path
through the object space and the length o f the ray path intersecting each
pixel area. This method is expressed by equation{7.5).
wK= ( A  (7.5)
( l l
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Where w is the weighting for the kth pixel, I is the length o f the rayK K-
path within the area defined by the kth pixel and L  is the total length o f 
the ray path within the object area.
The centre o f the object space was defined as the origin o f the polar 
coordinate system used to indicate the positions o f the pixel areas and the
ray paths. Since the size o f object area occupied by each pixel area had been
determined (section 7A .4 .2 ), using the coordinates o f a ray path it was
possible to determine the weightings for all pixel areas. A  formula was 
derived from the geometry to allow the calculation o f the weighting o f all 
pixel areas for a given ray path as shown below.
f ig ( 7 .8 )  The determination o f pixel weights from the geometry o f 
the fan beam scanner.
F ig  (7 .8 ) shows a square region representing the object area represented 
by the reconstructed image. Also included are 3 lines representing 3 ray
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paths. The line labelled p(0) shows the ray path along which photons would
travel from the source to the central detector at a projection angle o f 0. 
The line labelled p(0,I) shows the ray path o f the central fan at a
projection angle o f 0 and an infill angle o f I. The line labelled p(0,I,yi)
shows the ray path for photons travelling from the source to the ith detector 
when the projection angle is 0 and the infill angle is I. Since an equation
for the line representing a ray path in terms o f 0, I, y  and r is required,
where r is the distance from source to detector, an analysis o f the line
p(0,I,y) in f ig ( 7 .8 ) is used to derive the required equation.
Initially it is necessary to find the distance between the point at 
which p(0,I,y) intersects the x axis and the centre o f the object area
(Xfan) as shown in f ig (7 .8 ). Using simple trigonometric relationships it can 
be seen that:-
Xfan = X t  - X s
Xs -  r s i n  0 
Y  t
X t  = v „ „  / o n and Y t  = r cos 0 t a n (p  )
where p = ( ( (9 0  - 0) - I )  - y t )
By substituting f o r  X t  andXs in the equation for Xfan
Xfan - -r t a n ( P >  - r s i n 6  <7-6>
The distance between a point which is at a distance X ’ along the x axis 
from the intersection o f p(0,i,y) with the x axis is given by:-
Xp = Xfan - X ’
The gradient o f the line p(0,i,y) is given by tan(p). The general
equation o f a straight line is y = mx + c where m is the gradient, x is the 
horizontal distance from the coordinate system origin and c is the vertical y
displacement at x = 0. Since the point o f intersection o f ray path p(0,I,y)
with the x axis is known it is possible to find the y displacement o f the ray 
path for a given X ’ by multiplying the gradient o f the ray path by Xp,
Y  = tan(p) Xp ( 7 .7 )
As the pixels representing the object area correspond to a specific
object size it is possible to substitute the x coordinates o f the pixel edges
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into equation ( 7 .7 )  to find the y coordinates o f the ray path at these
positions o f x. Consider the pixel in f ig (7 .9 )
I f  the y coordinate o f the ray path is below YD  at X L  and XR  or above 
YTJ at X L  and XR then the ray path does not intersect the pixel, otherwise 
the ray path does intersect the pixel and the length o f the ray path within 
the area represented by the pixel can be determined from equation/#).
Y U  = y coordinate o f top edge o f pixel, YD  = y coordinate o f bottom 
edge o f pixel XI = x coordinate o f left edge o f pixel, XR = x 
coordinate o f right edge o f pixel
f ig (7 .9 )  The coordinate system for a pixel. (Ray path <= 45°)
horizontal sides o f a pixel area, the ray path has a y value less than the
pixel lower edge at X L  and greater than the pixel upper edge at XR as shown
in f ig (7 .9 b ). In this circumstance the x value at the intersection o f the ray
path with the lower and upper boundaries o f the pixel is found using
equation(7.9).
D = /  ( (X R  - X L )2 + (y2 - y l ) 2) (7 .8 )
I f  the ray path has an angle greater than 45° with respect to the
Tan(p) “
(7 .9 )
X L XR
Xb YD
fig(7.9b) The coordinate system for a pixel.(Ray path > 45°)
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The length o f a ray path > 45° within a pixel area is given by equation 
(7 .1 0 ).
D = /  ( (X t  - Xb)2 + ( Y U  - Y D )2) (7 .1 0 )
There are many other ways in which a ray path may intersect a pixel; 
for example a ray path may enter a pixel by its left edge and exit from its 
bottom edge. Ray paths may also intersect at the comers o f pixels. The 
weighting routine is able to work out the intersection o f a ray path with a 
pixel for all possible conditions by implementing the principles outlined in 
the two cases above.
7 .4 .4 5  Summation
Once pixels comprising the object area have been weighted for a 
particular ray path, its ray-sum value is multiplied by the weighting o f each 
pixel and the result is stored in the corresponding data element o f the image 
array . This process is back-projection and is repeated for all the ray-sums. 
The weighted ray-sum values for each pixel are summed together and stored as 
image data. The value o f the k,kth data element o f the image array I(k,k) is 
found according to equation/7.77)
2 k  13
I(k,k) = 1  l  W(k,k, X, 6) *  p(0.i) (7 .1 1 )  
dB di
where W(k,k, i, 0) is the weighting o f the k,kth pixel for a ray path o f 
the ith fan at a projection angle o f 0, (which includes any infill angle) and 
p(0,i) is the filtered ray-sum value o f the data acquired by transmission 
through the above ray path.
7.4.5 G reyscale
The greyscale process converts the 60 x 60 array o f pixel values into an 
array o f 16 greyscale levels. This is achieved by finding the difference 
between the minimum and maximum image array values and dividing it by 16 to 
give a scale factor, each pixel is then divided by this scale factor to give 
a greyscale value of between 0 to 15. Fifteen greyscale values were chosen 
due to the display apparatus having the capacity to display images with 16
greyscale levels.
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7.5  Data sampling requirements for a fan beam scanner.
I f  we consider an object plane as a 2-dimensional lattice o f points 
spaced at intervals o f r, where r is the spatial resolution o f the fan beam 
scanner derived in section 7 .4 .4 2 , it is possible to determine the number o f 
samples per projection and the number o f projections required to avoid under 
or over sampling an object o f given dimensions.
F ig ( 7 .1 0 )  shows a grid o f points where each point corresponds to the 
centre o f a pixel area within the object. The distance from the centre o f 
the object area to two points at the edge o f the grid is given by 
half the diameter o f the object.
v
F ig { 7 .1 0 )  Determination o f the data sampling requirements using the 
fan beam scanner.
The number o f steps per projection N  is simply the length o f the side
o f the object plane divided by the resolution r o f the fan beam scanner
N  = D 
r
The resolution o f the fan beam scanner is related to the field o f view 
o f each detector % and the distance o f the object from the source S by 
equation (7 .4 ).
N  = D 
d sin(x)
The number o f projections required to avoid under sampling an object can
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be determined by considering two points at the edge o f 
angular interval between successive projection angles must be 
edge points o f the grid move by a distance not greater than 
f i g ( 7 .1 0 ) .
for small angles m = sin(m) = 2r
T 5
The total number o f equi- spaced projection angles is given by:-
M  = 2 jc 
m
M  = rcP 
r
The ratio o f the number o f samples per projection angle to 
projection angles can be evaluated by substituting for D 
equation.
D = Nr 
M  = tcN
the grid. The 
such that the 
r as shown in
the number o f 
in the above
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7.6  Parallelism within the Filtered Back-projection algorithm.
Initially the Filtered Back-projection algorithm was implemented as a
sequential program, this enabled each process to be timed and a comparison o f 
the sequential processing times between processes to be made. These results, 
-shown in f ig (7 .1 1 ), provided a benchmark from which the performance o f 
parallel algorithms could be assessed in terms o f execution time.
P r o  c e d u r e Processing t ime 
per  pro ject ion 
/secs
S C A N 10 + acquisit ion t im e
F I L T E R  - SET 2
R A Y S U M 0.006
F I L T R A Y S 0.03
B A C K P R O J E C T 21
G R E Y S C A L E 0.45
f ig (7 .1 1 )  The processing times o f the component processes o f the
Filtered Back-projection algorithm.
The processing time for the scan process is variable since it depends on
the choice o f acquisition time for the detection o f photons from which the 
ray-sum data is calculated.
The Filtered Back-projection algorithm was parallelised in two ways. The
algorithm was split into 6 component processes and implemented as a pipeline
o f processes. This is described in section 7.6.1. In addition to this the
back-projection process was also parallelised so that all o f the ray-sums
corresponding to the detection o f photons through the 13 detectors were 
back-projected in parallel as described in section 7.6.2.
A  quantitative analysis o f the reduction in execution time resulting
from implementing the Filtered Back-projection algorithm as a pipeline on two
processors is included in section 7 .6 .3 .
7.6.1 The Filtered Back-projection algorithm implemented as a pipeline.
The method of execution o f the Filtered Back-projection algorithm was 
such that it offered the opportunity o f introducing parallel processing by
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using a pipeline technique. This was the case since five o f the six processes
within the program implementing the algorithm, require the data from a 
previous process before they can commence execution, for example the filtra y s
process needs the filter values and ray-sum values before it can convolve the
two data sets. F ilte rs e t is independent from all other processes and the 
F ilte rs e t values only need to be calculated once, it is therefore only 
executed once at the start o f processing the algorithm in parallel with the
other ' processes. It is in fact possible to calculate the weights for the
backproject process prior to execution o f filtered back-projection i f  the
geometry o f the scan is known. Unfortunately it is not possible to implement
this since a weighting value is required for each pixel corresponding to each 
raysum at all projection angles (including infilling). In the case o f a 90
projection angle scan there would be 90 x  3 x 13 x  3600 = 12636000 weighting 
values. I f  these values were stored within a computer as REAL64 each value
would require 8 bytes o f storage so to store all the weighting values for a
90 projection scan would need over lOOMbytes o f memory. Such a large memory 
capacity is not available on the transputer boards and besides ideally 120
projection angles are needed to avoid undersampling the object (section 7.5).
To avoid large memory requirements for the weighting values such values are 
calculated at runtime for each pixel corresponding to all raysums acquired
for a given projection angle.
A  pipeline can introduce parallelism into an algorithm by allowing
component processes o f an algorithm to execute on different data
concurrently. In order to facilitate the operation o f a pipeline, data to be
processed within the pipeline has to be divided into segments. The operation
o f a pipeline is such that whilst a data segment is being manipulated by the
initial stage o f the pipeline, the results determined from the previous data
segment have been passed onto the second process where the are simultaneously
operated upon. After a number o f data segments have been input, all processes 
o f the pipeline are in operation simultaneously achieving parallel execution
o f an algorithm.
The method by which the projection data from the fan beam scanner was
split into segments to be input to the pipeline was suggested by the method
used to scan the object. As explained in section 3, the data is collected at 
N  projection angles where I * 13 line integrals are taken at regular angular
intervals corresponding to the detector positions along an arc centered at
the source position. N  is the number o f projection angles and I is the number
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o f infills per projection. Therefore the data was partitioned into N  segments 
o f I * 13 line integral values corresponding to the N  projection angles.
This enables reconstruction to occur projection by projection, so that the
image is built up over each cycle o f the pipeline.
When the pipeline is implemented on a single transputer there may be no 
decrease in the time o f execution o f the Filtered Back-projection since all
instructions o f which the algorithm is composed are executed on a single
processor. It may still be useful to execute such a pipeline on a single
processor to enable simple debugging. The method by which the Filtered
Back-projection algorithm was implemented as a pipeline is shown in f ig (7 .1 2 ).
The operation o f a pipeline can be compared with that o f a manufacturing 
line since for a given data segment, each process has to finish executing
before the results are passed to the next process for further manipulation.
The overall speed o f output is limited by the slowest process in the program, 
therefore if  the pipeline is implemented on one processor which executes all 
processes in the pipeline, the rate o f image reconstruction depends on the 
execution time o f the slowest or bottleneck process. I f  the bottleneck 
process is exported onto another processor the processing will be shared,
enabling image reconstruction to be achieved in a shorter time.
The bottleneck process in the Filtered Back-projection algorithm is the
B a ck p ro je ct process since this takes the most time to produce an output, see
f i g ( 7 J l ). The execution o f the algorithm can therefore be speeded up by
configuring the component processes on a transputer network so that the
processing o f the bottleneck process is distributed onto a further processor.
By allocating the bottleneck process in this way the processing time o f the
rest o f the pipeline is reduced, which in turn reduces the overall time o f 
image reconstruction.
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FAN BEAM SCANNING SYSTEM
F ig ( 7 .1 2 )  The Filtered Back-projection algorithm implemented as a 
pipeline o f processes.
I l l
FAN BEAM SCANNING SYSTEM
F ig ( 7 .1 3 )  A  pipeline implementing the filtered back-projection algorithm 
configured on a multi transputer network.
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7.6.2 Parallel processing within the B a ck p ro ject process.
The B a ck p ro ject process performs the back-projection o f the ray-sum 
values calculated from projection data acquired along a divergent ray-path at 
a given infill and projection angle. The back-projection o f each ray-sum data 
can be executed independently by declaring 13 sets o f variables each 
dedicated to the back-projection o f a ray-sum along the divergent ray-path 
through which the ray-sum data was acquired. This involves the declaration o f 
13 image arrays which each hold the results o f back-projecting a ray-sum 
value along the corresponding divergent ray-path. These images can then be 
superimposed to generate an image displaying the back-projection o f the 
ray-sums calculated from the projection data acquired along the 13 divergent 
ray-paths.
The use o f independent variables for back-projection along ray-paths
corresponding to each divergent ray-path enables the B a ck p ro je ct process to
back-project appropriate ray-sum data along each divergent ray-path in
parallel. The method o f processing within the B a ck p ro je ct process is shown in
f i g ( 7 J 4 ) .  Since the result o f summation o f the images is not dependent on
the order in which images are summed, the images generated from
baek-projection along each divergent ray-path are summed once back-projection
has completed. In p u t  ray-sum [n]
where n = 1 — 13 
and n = fan number
R ay-su m [5 ] 
Ray -sum [4 ]  
Ray-svim [3 ] /
R ay-su m [2 ]
R ay -su m [ 1 ] /
RAY
1
RAY
2
I m a g e [1 ]  |
I m a g e [2 ]  
si mage [3 ]
I m a g e [4 ]
I m a g e [5 ]
I m a g e [6 ]
\ I m a g e [7 ]  /
Sum Im ages [1 -  13]
Fig(7.14) Parallelism within the backproject process.
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7.6 .3  The performance o f the Filtered Back-projection algorithm.
The performance o f the back-projection program on the transputer network
was assessed by the speed up and efficiency equations, introduced in
chapter 3.
F i g ( 7 J 5 )  shows a table which provides a comparison o f the processing
time o f the Filtered Back-projection algorithm when implemented as a
pipeline executing on a transputer net w ork, with the time taken for an
equivalent sequential program to finish executing. Since the execution time
for the algorithm is dependent on the choice o f acquisition time used within
the scan  process, the acquisition time affects the values o f speed up and
efficiency for the algorithm. F ig (7 .1 5 )  includes the speed up and efficiency
values for the Filtered Back-projection algorithm when an acquisition time o f
5 and 10 seconds is used.
D A T A  A C Q U IS IT IO N  T I M E
5 s e c s 10 s e c s
Sequenti a 1 
execut ion T 3 8 s e c s 43 s e c s
P a r a l l e l  
p i p e l i n e  T 2 2 s e c s 22 s e c s
Speed
up 1 . 7 3 1 . 9 5
E f f i c i e n c y 86% 9 8%
F ig ( 7 .1 5 )  Processing times for the Filtered Back-projection algorithm 
It can be seen from the above table that the sequential execution time
o f image reconstruction is dependent on the choice o f acquisition time used
to gather projection data from the fan beam scanner. This is because the
’sca n ’ process which is used to acquire the data has an execution time o f 10
seconds + the acquisition time. As a result o f this the speed-up and
efficiency o f the image reconstruction program is also dependent on the
choice o f acquisition time.
The effect o f exporting the B a ck p ro ject process to another processor
reduced the time for image reconstruction using the fan beam scanner by 42% 
per projection for an acquisition time o f 5 seconds and 49% for an
acquisition time o f 10 seconds. Once the bottleneck B a ck p ro ject process was
exported onto another transputer, the processing burden on the transputer on
which the rest o f the pipeline was executed was reduced, hence the time for
image reconstruction using the Filtered Back-projection algorithm was also
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Even though the exported B a ck p ro je ct process had been parallelised in
the way described in 7.5.2, this by itself did not significantly reduce its
execution time since all the instructions comprising the B a ck p ro ject process 
were still being executed on a single processor. To reduce the execution time
o f the Filtered Back-projection algorithm further, it would be necessary to
partition the B a ckp roject process into component processes which could then
be exported onto further processors. One method would be to allocate the 
back-projection o f each divergent ray-path to a separate processor.
The results above show that once the B a ck p ro je ct process has been
exported to a second processor the overall execution time o f the Filtered
Back-projection algorithm is unaffected by the data acquisition times o f 5 
and 10 seconds. This is the case since the execution time o f the B a ckp roject
process, which is not dependent on the data acquisition time, has a greater
execution time than the rest o f the pipeline for such acquisition times. The
total execution time o f the algorithm is therefore not affected when
acquisition times o f 10 seconds or less are implemented. Once an acquisition 
time o f greater than 10 seconds is used the execution time o f the pipeline
within the first processor is greater than that o f the B a ck p ro ject process
due to the execution time o f the 's c a n ’ process, which is equal to the
acquisition time + 10 seconds. The optimum efficiency o f the processors
implementing the pipeline will occur when the execution time o f the processes 
on each processor is the same. This occurs when a data acquisition time o f 10 
seconds is used within the scan process.
An acquisition time o f 10 seconds or more is necessary when using the
present source strength so that the average number o f photons detected is
such that the statistical error within such results is o f the order o f a few
percent, see section 9.3.1.
reduced.
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C H A P T E R  E I G H T .  
T H E  G E N E R A T I O N  O F  A  S O F T W A R E  P H A N T O M  A N D  U S  U S E  I N  
E V A L U A T I N G  T H E  Q U A L I T Y  O F  T H E  R E C O N S T R U C T I O N  A L G O R I T H M
8.1. Introduction
Experimental ray-sum data values are evaluated from the number o f 
photons detected along each ray path through an object. The direction o f the 
ray paths are defined by the method o f operation o f the fan beam scanner and 
its geometry. A ll experimental ray-sum data will include noise manifested as
statistical variations in the intensity o f detected photons. Such noise may
be due to statistical variations in source output, statistical variations in
the fraction o f photons detected and variations in the background radiation.
The ray-sum data may also include Compton scattered photons within the
detected photon counts and electrical noise present within the scanner
electronics. Any noise within the experimental ray-sum data is propagated 
through the reconstruction algorithm causing a degradation o f image quality 
ipf the reconstructed image.
The evaluation o f the effect o f noise within the experimental ray-sum
data on the quality o f an image reconstructed from the data set may be the 
subject o f rigorous mathematical analysis such as the analytical approach 
using statistical methods outlined in (Barford, 85). A  quantitative analysis
o f the effect o f noise on the reconstructed image quality was possible by the
comparison o f an image reconstructed from ray-sum data devoid o f noise with 
an image reconstructed using experimental ray-sum data. Ray-sum data which 
included no experimental noise was generated by calculation using formulae 
derived from the physics o f photon interactions for monoenergetic photons as
they travel along a given ray path. Ray-sum data generated in this way will 
include calculation noise due to rounding errors. The computer on which the 
ray-sum data was calculated used real numbers with an accuracy o f 10 decimal 
places so that a rounding operation results in an error o f the order o f
10"10. The calculation noise introduced by these rounding errors is therefore 
negligible compared to the noise content within an experimental ray-sum which 
may be as large as *3%  for an average detector count o f 1000. The average 
detector photon count acquired during a scan o f an object using the method
described in chapter 6 was o f the order o f 103photons giving rise to a
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statistical error o f around 3 % .
Any artifacts which may be present within an image reconstructed from 
calculated ray-sum data are caused by approximation within the
reconstruction algorithm. Nevertheless the quality o f the reconstructed image 
for simple cases provides an indication o f the performance o f the 
reconstruction algorithm.
This chapter outlines the generation o f a 2-dimensional phantom density 
distribution, known as the software phantom, and the method by which ray-sum 
data is calculated for a given software phantom using a given set o f scan 
- parameters. Ray-sum data calculated from a software phantom distribution will 
be referred to as phantom data. A  comparison o f an image reconstructed from
the ray-sum data generated during a simulated scan o f a software phantom with
that reconstructed from experimental ray-sum data acquired during a scan o f a
real object with the same density distribution is included in this chapter.
This comparison is used to demonstrate that the phantom programs can be used 
to detect errors within the reconstruction algorithm or in the setup o f the 
fan beam scanner prior to a scan.
8.2. The generation o f a software phantom and the simulated projection data.
8.2.1. The software phantom:- Initially a method for simulating a
2-dimensional density distribution is required. A  2-dimensional array o f 
integer values is used to represent a such a density distribution .
Each element o f the 2-D array o f integers can be set to a value between
0 and 15 where each value represents a different material. The advantage in 
using integer values between 0 and 15 is that the 2-D integer array can be
displayed on a screen as a greyscaled image.
When the 2-D integer array is displayed as a greyscale image, each
element o f the 2-D array corresponds to a pixel representing an area o f the 
software phantom distribution. This is referred to as a pixel area. The
pixels areas are set to represent different materials by varying the values
o f the corresponding elements within the integer array. I f  the elements o f 
the 2-Dimensional integer array are printed out in a row/column format using
the array indexes, the value o f each array element is shown as the greyscale
within the pixel at a corresponding position within the image. F ig (8 .1 )  shows
a software phantom comprised o f two greyscale levels where the lighter region 
(greyscale = 1) occupies a square surrounded by a darker region (greyscale = 
0). I f  a value 0 within a software phantom corresponds to a material with a
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linear attenuation coefficient o f 0 and the value 1 corresponds to a material 
with a linear attenuation coefficient o f 0.2986cm"! when the software phantom
is plotted as the 2-D greyscale image, the image represents a cross section 
through a solid aluminium block in air. The values o f linear attenuation
coefficient chosen above assume a photon energy o f 60KeV.
The mass attenuation coefficients for elements and simple compounds can 
be found by referring to the tables o f mass attenuation coefficients collated 
by the U.S National Bureau o f Standards (Hubbell, 69). The linear
attenuation coefficient o f a substance for photons o f a given energy can be
determined be dividing the mass attenuation coefficient o f the substance by 
its density.
f ig (8 .1 ) The greyscale image o f a square.
8.2.2 The calculation o f simulated projection data from a phantom
density distribution:-
From the theory o f Tomography reviewed in chapter 2, a ray-sum value is
equal to the line integral o f attenuation along a ray path. The total
attenuation along a path through an object is equal to the sum o f all the
attenuations at each point along the path, equation(2.2). This process can be
applied to the software phantom with a density distribution specified by 
the 2-D array o f numbers as shown in f ig (8 .2 ).
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F ig (8 .2 )  A  ray path through a simple software phantom.
F ig (8 .2 )  shows a phantom object composed o f a grid o f pixel areas.
Each pixel area contains the value o f the corresponding element o f the 
integer array which defines the distribution o f materials within the software 
phantom. The oblique line passing through the grid represents a ray path 
through the phantom and the distance travelled by the ray path within each
pixel area it intersects is labeled di-d9.
I f  all pixel areas assigned an integer value 0 represent a material with 
a linear attenuation coefficient o f po and the pixel areas assigned the value 
1 represent a material with linear attenuation coefficient pi, the 
attenuation o f radiation along the ray path drawn can be calculated as 
follows. Using Lamberts Law (chapter 2) the intensity o f transmitted photons 
along the ray path after passing through pixel 1,1 is
i = I exp (-po * di)
After attenuation o f the photons in pixels 1.1 and 2.1 the transmitted 
photon intensity will be:-
1 = 1 exp (-po * d2)B A
By substituting into this equation for ia:-
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i0 = IQ exp(-jio * di) exp (-po * d2) 
ig = IQ exp(-po * di - po * cb)
I f  this type o f analysis is continued along the total length o f the ray 
path It can be found in terms o f Io.
I  =  IQ exp(-podi -pod2 -pid3 -pid4 -pids -pid6 
-pid7 -pods -pod9)
By applying equation(2.2) and setting Io = 1:-
p(r,0) = ln (I) = (-podi -pod2 -pid3 -pid4 -pids -pide
-pid7 -pods -pod9) (8.1)
p(r,0) = X  p.. d. . (8.2)
i = i l *J
j = i
where p(r,0) is the ray-sum value for the ray with a direction denoted
by the polar coordinates r and 0, n is the number o f pixels intersected by 
the ray, p. is the attenuation coefficient o f the material within the i,j
pixel area and d. .is the length o f the ray path bisecting the i,j pixel.i, j
The program used to generate the phantom projection data implements 
equation(8.2). The length o f the ray path within each pixel area is evaluated
using the geometry o f each pixel area and the position o f a ray path. The
attenuation coefficient o f the material represented by each pixel area is 
defined by the corresponding software phantom data value. The product o f the 
length o f the ray path within a pixel area and the appropriate value o f
attenuation coefficient are summed for each ray path. The result gives the 
total attenuation o f monoenergetic photons along the length o f the ray path
which is also the ray-sum value. The phantom ray-sum data is calculated for 
each o f the ray path positions encountered during a real scan o f an object
using a chosen set o f scan parameters. In this way a phantom data set is
generated which can then be used to reconstruct an image.
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8.3 The phantoms used to test the reconstruction algorithm.
To assess the Filtered Back-projection algorithm a number o f phantom 
density distributions were generated. The first phantom was comprised o f a 
single square region o f one material surrounded by a second material, the 
greyscale image o f this software phantom is included as fig (8 .1 ). This 
phantom was chosen as the initial test phantom since the simple density 
distribution would enable any gross errors within the reconstruction 
algorithm to be more easily detected from the appearance o f the reconstructed 
image. Once confidence in the reconstruction algorithm had been established 
using the first test phantom more complex software phantoms were constructed.
Six further test phantoms were generated. Each phantom included 4
materials, one material was a background material and the other three were 
defined by regions within the phantom in the shape o f a square, ellipse and
triangle. The materials represented within these shapes were distributed so 
that different materials were placed within one another. The six test
phantoms using these shapes are therefore the six possible combinations o f 
the three shapes used to outline the boundary o f the three materials. The 
elliptical region was used as it tested the reconstruction algorithm’s 
ability to reconstruct curves from projection data, the triangle assesses the 
reconstruction algorithm’s performance when reconstructing sharp angular
regions and the square can be used to determine the algorithms reconstruction 
o f straight edges within a density distribution which are parallel or 
perpendicular to the pixel area sides.
The seven test software phantoms are shown as greyscale images at the 
top o f the next 7 pages. Below each greyscale image there is an image showing 
the contrast between the linear attenuation coefficients assigned to each 
region within the phantom. The values o f linear attenuation coefficient were 
chosen arbitrarily since the software phantom was used to compare the 
simulated distribution o f linear attenuation coefficients and the distribution 
within an image reconstructed from the phantom projection data. The 
reconstructed image is shown as the bottom image on the preceding pages
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F ig (8 .3 a ) Software phantom 1.
F ig (8 .3 b )  Distribution o f linear attenuation coefficients in phantom 1.
Fig(8.3c) Reconstructed image of software phantom 1 from phantom data.
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F ig (8 .3 d ) Software phantom 2.
F ig (8 .3 e ) Distribution o f linear attenuation coefficients in phantom 2.
Fig(8.3f) Reconstructed image of software phantom 2 from phantom data.
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F ig (8 .3 g )  Software phantom 3.
fi
F ig (8 .3 h ) Distribution o f linear attenuation coefficients in phantom 3.
Fig(8.3i) Reconstructed image of software phantom 3 from phantom data.
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Fig(8.3l) Reconstructed image of software phantom 4 from phantom data.
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Fig(8.3m) Software phantom 5.
7  5
.:
F ig (8 .3 n ) Distribution o f linear attenuation coefficients in phantom 5.
Fig(8.3p) Reconstructed image of software phantom 5 from phantom data.
126
F ig (8 .3 q ) Software phantom 6.
F ig (8 .3 r ) Distribution o f linear attenuation coefficients in phantom 6.
Fig(8.3s) Reconstructed image of software phantom 6 from phantom data.
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Fig(8.3t) Software phantom 7.
F ig (8 .3 u ) Distribution o f linear attenuation coefficients in phantom 7.
Fig(8.3v) Reconstructed image of software phantom 7 from phantom data.
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Some differences between the simulated distribution o f linear 
attenuation coefficient values and the corresponding reconstructed 
distribution do exist. These differences are due to the operation o f the 
reconstruction algorithm and the method o f sampling the phantom to generate
the projection data. For each phantom, 7020 ray-sum data elements were
calculated to generate the data set corresponding to a simulated scan o f a
given distribution o f |i at 180 projection angles with three infills per
projection. Such a simulated scan took 4hours to complete on a single 
processor. For a perfect reconstructed image with infinitely small resolution
the reconstruction algorithm would require an infinite set o f ray-sum data 
values, however, it is not possible to collect an infinite data set in a
finite time. The fan beam geometry o f the ray paths along which ray-sums are
calculated causes pixels nearer the centre o f the phantom distribution to be 
included in the calculation o f a ray-sum data value more often than pixels 
near the edges o f the phantom distribution. This phenomenon leads to the
production o f artifacts: in the reconstructed image.
The reconstruction algorithm includes a process which filters the
ray-sum data prior to back-projection. The filter function implemented in 
the above process is used in a discrete sampled form which only approximates 
the continuous form o f the filter function and the accuracy o f the discrete
filter function will depend on the number o f samples o f which it is composed.
Since the number o f samples o f the discrete filter function is set equal to 
the number o f ray-sum samples acquired at each projection angle, the
convolution o f the discrete filter function with ray-sum data values
therefore only leads to an estimate o f the ideal filtered projection values.
The last stage o f the Filtered Back-projection algorithm involves the
greyscaling o f the image. The process o f greyscaling introduces a form of 
quantisation into the reconstructed image by assigning a single greyscale 
value to all pixels within an image array having a value within a range o f 
values.
Despite all the potential drawbacks there is generally good correlation 
between the simulated distribution o f linear attenuation coefficients with
that portrayed in the corresponding reconstructed image. This can be observed 
by visually comparing the images.
8 .4 . Error analysis using the phantom programs.
The methods used to generate software phantoms and ray-sum data outlined
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in sections 8.2.1 and 8.2.2 were implemented as two OCCAM programs. These 
programs can be used to analyse errors caused by approximation within the
Filtered Back-projection algorithm or incorrect operation o f the scanning
system during acquisition o f ray-sum data.
The phantom programs may be used to determine the cause o f errors 
observed within a reconstructed image as artifacts in one o f two ways. The
phantom programs can be used to replicate an error, thereby determining its 
cause, or the phantom programs can be used to create a correct simulated 
projection data set which is compared with the corrupt experimental data set. 
The phantom programs can be used to generate a density distribution simulating 
the density distribution o f a plane within a real object. Such a simulated 
distribution can then be used to calculate ray-sum data along the same ray 
paths through which the experimental ray-sum data is measured during the 
scan o f the real object. I f  the real object and the corresponding phantom
distribution are sampled an identical number o f times in the same directions 
the differences between the experimental ray-sum data and phantom ray-sum 
data will be minimal providing the fan beam scanner is correctly aligned 
before the scan. I f  the differences between the data sets are not minimal
such differences can be analysed to give information about the errors within
the experimental ray-sum data which cause artifacts within the image.
To investigate these methods an aluminum block was chosen as a real
object with a square cross section o f 3.5 *10 m . The ray-sum data through 
the aluminium block was sampled through 180 projection angles at 3 infill 
positions. An equivalent phantom data set was calculated by determining the 
line integrals o f attenuation along the same ray paths as those defined by
the fan beam scan o f the real object.
Prior to the scan o f the aluminium block a deliberate error was
introduced into the method o f scanning by moving the platform holding the 
source and detectors anti clockwise by 2°. This meant that the central fan 
which originally bisected the centre o f the object at 90° was offset by 2°. 
The data gathered from the scan set up in this way therefore included a
systematic error caused by this offset. The reconstruction from the
experimental ray-sum data is shown in fig (8 .4 a ). The experimental ray-sum 
data from which this image is reconstructed contains errors due to the offset 
o f the source/detector platform. The reconstruction from the phantom ray-sum 
data set acquired along ray paths without an offset is shown in f ig (8 .4 b ).
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fig (8 .4 a ) Image o f a cross section o f an aluminium block displaying 
artifacts caused by misalignment o f the scanner prior to the scan.
f ig (8 .4 b ) Reconstruction from correct fig (8 .4 c ) Reconstruction from corrupted
phantom data. phantom data.
fig (8 -5 ) An image o f the cross section o f an aluminium block using 
a corrected set o f experimental ray-sum data.
The fault was replicated using the phantom programs by introducing an 
offset to the infill angles o f 2° at each o f the projection angle during the 
calculation o f ray-sum values. The image reconstructed from this phantom data
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is shown as f ig (8 .4 c ) which exhibits a similar artifact to that within the 
image reconstructed from the corrupt experimental data f ig (8 .4 a ).
The differences between the correct calculated ray-sums and the 
corresponding experimental ray-sums were compared and the trend in the
differences with the position o f the ray-path through which the ray-sums were 
acquired was examined. It was found that the phantom data had a consistently
greater value thqn its experimental counterpart acquired through ray
paths to the left o f the object area centre. Experimental ray-sum data 
measured through ray paths positioned to the right of the object area centre
have a greater value than the corresponding phantom data. Since the object
used for this analysis was placed in the centre o f the object area and has a
square cross-section, it is possible to say that the general trend in the 
difference between the experimental and phantom ray-sum data values with the 
position o f the ray paths is consistent with a displacement o f the object
area in relation to the source detector platform. These trends are therefore 
consistent with the 2° anti clockwise rotation o f the source/detectors
platform prior to the scan in which the experimental data was acquired.
The above methods were particularly useful during the course o f this
work since a problem a misalignment o f the fan beam scanner existed when the
software and hardware o f the scanner was first implemented. Since the
operation o f the Filtered Back-projection algorithm was known to be correct
from the results o f the image reconstruction using the phantom data derived 
from the software phantoms, it was not at first possible to identify the 
eiTor. After using the phantom programs to compare the data sets and 
observing the relation between the difference in the experimental and phantom 
data and ray-path position it was decided that such artifacts may o f been due 
to scanner misalignment. By introducing an offset into the position o f the
ray-paths along which phantom ray-sum data was calculated the same type o f
artifact was observed in the reconstructed image. The alignment o f the fan
beam scanner was therefore corrected before any further scans.
The differences between corrupt experimental ray-sum data and ideal
phantom ray-sum data may be used to calculate correction factors which may be
applied to the experimental data. A  crude correction factor which may be
applied is to calculate the mode o f the differences corresponding to the
acquisition through a given detector. This correction factor may be applied 
to each experimental ray-sum value acquired using the detector to yield a
corrected experimental ray-sum data set.
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C H A P T E R  N I N E  
R E S U L T S  A N D  C O N C L U S I O N S
9.1 Introduction
This chapter discusses some typical images reconstructed from ray-sum 
data acquired using the fan beam scanner. The images are displayed as 256 by 
256 pixel greyscale images which include 15 greyscale levels. Two examples o f 
such images are f ig s (9 .1 a ) and (9.1b). F ig (9 .1 a ) represents the density
distribution through a plane bisecting the centre of an orange. F ig (9 .1 b )  
shows a cross section through a aluminium block with a cylinder of aluminium
removed from its centre. These images demonstrate that the fan beam scanner
can be used to scan objects composed o f a variety of materials with different
densities. F ig (9 .1 b ) also shows that an image can be reconstructed using 
ray-sum data acquired by the fan beam scanner during the scan of an object
not centred within the object area. Using mono-energetic photons, this is 
known as absolute tomography since any density distribution within the object 
area can be reconstructed from experimental ray-sum data and the measured 
linear attenuation coefficients correspond to a known photon energy.
The quality of the reconstructed images was assessed using quantitative 
and qualitative analysis to determine the effect o f the scan parameters on 
the quality o f the image. Two important scan parameters are the average
photon count recorded by detectors at each ray-sum position and the number o f
ray-sum samples acquired during the scan of an object.
The fan beam scanning system has been used to generate a 3-dimensional
representation of density distribution within an object volume by using
2-dimensional reconstructed images representing parallel planes within the 
object. The fan beam scanner was used to scan consecutive planes within an
object volume by altering the height o f the object within the divergent plane 
o f radiation between successive scans. The data from these scans was used to 
reconstruct an image o f the density distribution within each plane. These
images were then superimposed to produce a image representing the
distribution o f density within the scanned object volume. A  3-dimensional 
representation o f the object was generated using a surface plot of the pixel 
values within the final image.
The advantages and disadvantages o f fan beam scanner geometry compared 
with a parallel beam geometry were examined. A  major reason for this 
comparison was to determine whether the use of multiple detectors within the
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fan beam scanning system enabled the total acquisition time for a given 
quality of image reconstructed from the ray-sum data to be less that that for 
a single source/detector parallel beam system.
Methods which may be used to improve the operation of the fan beam 
scanner are also reviewed by considering alternatives to the existing fan 
beam scanner hardware and modification o f the reconstruction algorithm.
F ig (9 .1 a ) An image o f the plane bisecting the centre of an orange.
Fig(9.1b) An image of a hollow aluminium block.
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9.2 Qualitative analysis.
9.2.7 Qualitative analysis o f the effect o f altering the scan parameters 
on the visual appearance o f the reconstructed image.
To qualitatively assess the effect o f sampling on the quality o f an 
image reconstructed from the sampled data, the number o f ray-sums samples 
acquired during a scan o f an object was varied and the effect on the quality 
o f images reconstructed from the ray-sum samples were visually assessed.
The object used to examine the above relationship consisted o f a 
rectangular aluminium block with a cylindrical hole drilled through its 
centre. To make the object more complex a small block o f aluminium was placed 
within the central hole. The object is shown in fig (9 .2 ).
V
F ig (9 .2 ) A  photograph of an object distribution created using two
aluminium blocks.
The fan beam scanner was used to scan a plane through the centre o f the
aluminium object. The object was scanned four times using the fan beam 
scanner, the first scan involved sampling ray-sum values at 30 different
projection angles spread over 360? Since the fan beam scanner uses 13
detectors at 4 infill positions for each projection angle the total number of
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detectors at 4 infill positions for each projection angle the total number o f
ray-sum samples for a scan o f 30 projection angles is 1560. Using the
scanning procedure outlined in chapter 6, the fan beam scanner completes a
scan o f 30 projection angles in 44 minutes. The second scan of the object was 
set to gather data at 90 projection angles, the third scan gathered data over 
180 projection angles and the last scan of the object acquired data at 360 
different projection angles. F ig (9 .3 )  gives the number of samples and the 
time taken by the fan beam scanner to acquire the data for each of the above 
scans. These scanning times correspond to a counting livetime of 10 seconds 
at each ray-sum position. The average photon count recorded through air in a
livetime o f ten seconds was approximately 2000 counts.
Proj ect Samples Scan . t lm e f ig Pho£gp?-ox NP I 1  P er
30 15 60 44mi n s 9.3a 3.12X106 3.4%
90 4680 2hrs 12m 9.3b 9.36xl06 1.96%
180 9360 4hrs 24m 9.3c 1.872X107 1.39%
360 18720 8hrs 48m V73d ' 3.744X107 0.98%
F ig (9 .3 ) A  table showing the scan parameters used for each scan.
From the reconstructed images 9.4a - 9 A d  it can be seen that the quality 
of the image is enhanced by the number of sampled ray-sums used to
reconstruct the image. The greyscaling within each image is autoscaled to
enhance the contrast between the object and background. The slight blurring
on the edges between pixels representing the area within the object
distribution occupied by aluminium and those representing the presence o f air 
is due to a smoothing function applied during scaling the image from a 60 by 
60 array o f greyscales to a 256 by 256 array. Such a scale up was necessary
to obtain a hard copy o f each image o f adequate size for visual inspection.
The first reconstruction from 52 ray-sums per projection gathered at 30
projection angles is shown as fig (9 .4 a ). This clearly represents the cross 
section through the centre o f the object distribution in fig (9 .2 ), however,
the image is not a perfect representation of the object distribution as it 
also contains artifacts. The most prominent artifact within this image is a
stripe pattern known as streaking.
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F ig (9 .4 a ) 30 projections F ig (9 .4 b ) 90 projections
F ig (9 .4 c ) 180 projections F ig (9 .4 d ) 360 projections
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The streaking within fig (9 .4 a ) is due to undersampling o f the object.
The probability that any given pixel area within the object distribution is
intersected by a ray path increases with the number o f ray paths crossing the
object plane. This in turn depends on the number of samples used to scan the
object. When 1560 ray-sum samples are acquired over 30 projection angles 
during a scan o f the object some pixels areas within the object are not
intersected by any o f the ray paths defined during the scan. This is known as
undersampling. The image data representing these pixel areas consequently
do not receive any o f the back-projected ray-sum values during the
back-projection process These pixels combine to give dark regions causing a
striped pattern within the reconstructed image. The stripe pattern is
therefore more noticeable within the edges of the image where the pixels are
sampled even less than those representing the centre of the object
distribution.
An artifact also present within all the images can be observed as a
faint dark circle just within the image. This corresponds to the limits o f
the object area defined by the fan beam scanner geometry as described in
chapter 6. Any pixels representing pixel areas outside the circular- object 
area are undersampled. This causes the pixels areas within the object area to
have a different greyscale than those outside the object area.
The effects o f undersampling were reduced by increasing the number o f 
samples from which the image was reconstructed to 4680. These ray-sum data
values were acquired at 90 projection angles. The contrast between pixels
representing areas o f aluminium and air was improved by increasing the number 
o f samples. This is so because the number of ray-sum data samples is such
that most pixel areas within the object contribute to at least one ray-sum
data element acquired along a ray path. The process of back projecting the
filtered ray-sum data values therefore gives a better estimate o f the value
of linear attenuation coefficient for the material represented by the pixel
area. This therefore means that the pixels within the image representing
aluminium and air have a better contrast.
The images reconstructed from data sets of data gathered at 180 and 360
projection angles show no artifacts due to under sampling and the contrast on 
these images between pixels representing the presence o f aluminium and air
appears to be the same. This is consistent with the minimum sampling
requirements for the fan beam scanner introduced in section 7.5. This section
derived the ratio o f the number o f projection angles (M ) to the number o f
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ray-sums per projection (N ) as 7t for a divergent scanning system. Since the
images above were constructed from projections consisting o f 52 ray-sum 
values the minimum number o f projections required to avoid undersampling is 
164.
The quality o f the image reconstructed from the ray-sum data depends on 
the total photon count detected during the entire scan. The number o f photons
detected during a scan has a direct effect on the amount o f statistical noise 
present within the reconstructed image. The number of photons per ray-sum was 
approximately 2000 counts in air, it is therefore possible to derive an
estimate o f the total photon count during a scan by multiplying the total 
number o f ray-sums by 2000. This is however an approximation since the actual
photon count for a given ray-sum position will be determined by the 
attenuation o f photons along the corresponding ray-path. The number o f 
photons per pixel can be calculated by dividing the total photon count by
3600 (60 x  60). The noise within each pixel for a given number o f ray-sums 
can be evaluated according to equation/7) (see section 9.3.1). This has
been done for each o f the images fig(9..4a) - fig (9 .4 d ) and the results are
included in f ig (9 .3 ). The estimates of the noise content per pixel for each
image are consistent with the quality o f the reconstructed images.
139
9.2.2 The effect of the number of ray-sum samples on the resolution
possible using the fan beam scanner.
A  specially designed test object was constructed to determine the 
relationship between the number o f ray-sum samples acquired during a scan and
the spatial resolution of small areas of different density within the object
distribution. This test object consisted of a cylinder of perspex with holes
of various diameters drilled through it vertically. The diameter o f the
cylinder was set to equal the diameter of the object area (0.12m) defined by 
the geometry o f the fan beam scanner. This ensured that a plane within the 
perspex block filled the object space completely. The diameters of the holes 
drilled into the perspex cylinder were 19mm, 10mm, 8mm, 5mm and 2mm. Holes of 
the same diameter were clustered within localised regions of the perspex
block. This characteristic pattern made comparison between the distribution 
o f linear attenuation coefficients represented by the image with the position
of the holes within the test object possible. The perspex block used to test
the resolution o f the scanning system is shown in fig (9 .5 ).
f ig (9 .5 ) The object used to test the resolution of the fan 
beam scanner using different numbers of ray-sum samples.
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f ig (9 .6 a ) 30 projections f ig (9 .6 b ) 90 projections
f ig (9 .6 c ) 180 projections fig (9 .6 d ) 360 projections
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The perspex object was scanned four times using 30, 90, 180 and 360
different projection angles. The scan parameters are summarised in fig (9 .7 ).
Proj ect Samples Scan, .t im e f ig Pho£ g ^ o x Ng 5 l l l  per. 3(J
15 60 44m i n s 9.6a 3.12X106 3.4%
" .90 4680 2hrs 12 m 9.6b 9.36X106 1.96%
' 180 ' 9360 4hrs 24m 9.6 c 1.872X107 1.39%
360" 18 720 8hrs 48m 9.6 d 3.744X107 0.98%
F ig (9 .7 )  A  table showing the scan parameters used for each scan.
F ig (9 .6 a ) is reconstructed from sampled ray-sum data acquired at 30
projection angles. It is just possible to distinguish the pixels within
f ig (9 .6 a ) representing the pixel areas corresponding to the location o f 
holes with diameters as small as 5mm within the object distribution.
The image generated from sampled ray-sum data gathered at 90 different 
projection angles is shown in f ig (9 .6 b ). It is also now easier to see a
representation o f the object distribution which includes holes with diameters
down to 5mm in this image. Next to the region representing the 5mm holes dark 
pixels can be observed within the image. This area within f ig (9 .6 b )  
represents the cluster o f 2mm holes within the perspex test object. The
darker pixels are due to a lower attenuation of radiation within this region
o f the test object caused by the presence o f the 2mm holes. The attenuation
due to a given 2mm hole is however distributed such that it is not possible 
to resolve a 2mm hole within the reconstructed image.
The ray-sum data sampled at 180 and 360 projection angles was 
reconstructed to yield the fig s (9 .6 c) and (9.6d) respectively. These clearer 
images also show the distribution o f the holes within the perspex block with
diameters o f down to 5mm and a speckle pattern in region o f the image
representing the distribution o f the 2mm holes.
From fig s(9 .6 b  - 9.6d) it is possible to see that the spatial resolution
o f the fan beam scanner was not substantially improved by increasing the 
number of samples beyond 90 projections. This is because the ultimate
resolution o f the fan beam scanning system relies on the geometry o f the
scanner and in particular on the diameter o f the collimators at the detector
faces. I f  the object is not under-sampled the minimum possible resolution o f
the fan beam scanner with the geometry described in chapter 6 is 2mm.
Therefore each minimum resolvable area within the object space is 4 * 10‘6m2
This also equals a pixel area.
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It is not possible to easily distinguish the pixels representing the 
location o f the 2mm holes within the object in any o f the figs(9.6a-9.6d).
This is because the side of a pixel area has a length equal to the diameter 
o f the 2mm holes. The probability that a single pixel area coincides exactly 
with the position of a 2mm hole is small. It is more probable that the area 
within a 2mm hole will be represented by more that one pixel area. I f  this is 
the case, the value o f linear attenuation coefficient corresponding to the
presence o f a hole will be back projected so that it is shared between the 
pixel areas in which the hole is situated. This effect results in a blurring
o f the image amongst the pixels representing the location o f the 2mm holes.
The maximum number of pixel areas which can represent the attenuation due to 
the presence o f a single hole is 4, this is shown as f ig (9 .7 ).
F ig ( 9 .7 )  Four pixels areas representing the position o f a hole where the
diameter o f the hole and the side o f a pixel have the same dimensions.
The bright ring within each image representing the position o f the
circumference of the perspex cylinder may be due to back-scatter o f the
incident radiation as it interacts with the surface o f the perspex cylinder.
This effect causes the back-projection process to generate higher values of
linear attenuation coefficient than the correct values for the pixel areas at
the edge o f the perspex cylinder and thus causes the pixels representing
these areas to be brighter than the body o f the perspex object.
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9.3 Quantitative analysis.
To determine the relationship between the average number o f photons
detected at each ray-sum position and the quality of the image reconstructed 
from such data a third object was scanned. This object was comprised of an
aluminium cylinder with two small aluminium blocks of 2mm arid 3mm thick
placed within it. The object is shown in fig (9 .8 ).
F ig (9 .8 ) An object used to quantitatively asses the effect of 
noise within the ray-sum data on the quality of the reconstructed image
A  cross section through the centre of the object was scanned twice using 
120 different projection angles for both scans. During the first scan the 
detectors were allowed to count for a livetime of 2s at each ray-sum 
position. In the second scan detectors were allowed to count for a livetime 
of 20s at the same ray-sum positions. In this way the number of photons 
detected at each ray-sum position was increased since the longer acquisition 
time resulted in a higher detected photon count at each position of sampling.
144
The average detected photon count through air with an acquisition time
of 2s was 400, in contrast the photon count through air for a livetime o f 20s
was 4000. These results were used to estimate the total photon count during
the two scans, included in f ig (9 .9 ). The noise content per pixel was also
evaluated.
Proj ect Samples S c a n • tim e f i g p n g g f o x Wg i l §  1 P er
120 6240 2hrs 5 6m "9 7 8  c 2.50x10s 3.8%
120 6240 6hrs 56m 9 .8 J 2.50X107 1.20%
F ig (9 .9 ) The scan parameters for scans using different acquisition times.
The images reconstructed from the two sets o f data derived as described
above are shown as fig s(9 .8 c) and (9.8f). The visual appearance o f both
reconstructed images is similar so a quantitative analysis was required to 
examine the effect o f increasing the average photon count at each ray-sum 
position on the quality o f the reconstructed images.
9.3.1 The relationship between error and photon count.
The nuclear decay processes within the source occur randomly in time so
that a measurement made of the number of emitted photons in a given time 
interval represents an average number of photons plus an uncertainty. Since 
the intensity o f emitted photons has a Poisson distribution it can be shown
that the relative standard deviation is equal to the average number o f
detected photons divided by its square root (Knoll, 89), equation/9.I). The 
effect o f doubling the acquisition time results in a V ~ 1 reduction o f 
uncertainty within the detected photon count.
o  = V JN / N  a  = relative standard deviation (9.1)
aiT= aT / (9.2)
where a l T  is the percentage error after i equal intervals o f counting time t ,
a  is the percentage error after time t  and N  is the number o f counts detected 
in a time t .
The average detected photon count for an acquisition livetime of 2s was
400 counts. By substituting this value in to equation/9.1) the percentage 
error within the count and hence the sampled ray-sum data acquired during the
first scan was:-
Q2s = v0OU / 400 = +/- 5.0%
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p(cm2/g) |l(cm2/g)
F ig (9 .8 a ) The distribution of mass attenuation coefficient values
within the back-projected pixels using the 2s scan data.
of pixels
F ig (9 .8 c ) The image reconstructed from data with a sampling time of 2s.
146
F ig (9 .8 b ) The cross-section through the central row 
within the f ig (9 .8 c ).
F ig (9 .8 d ) The distribution of mass attenuation coefficient values 
within the back-projected pixels using the 40s scan data.
F ig (9 .8 e ) The cross-section through 
within the fig (9 .8 f).
the central row of pixels
F ig (9 .8 f) The image reconstructed from data with a sampling time of 40s.
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When the sampling livetime was increased to 40 seconds the time of
acquisition was increased by a factor of 20. Using equation(9.2) the
percentage error present within the data acquired during the second scan
was:- O40s = 5.0 v' 20 = +/- 1.12%
Thus the effect of increasing the acquisition time from 2s to 40s
resulted a decrease of the uncertainty within the ray-sum data from +/- 5.0% 
to +/- 1.12%.
9.3 Quantitative analysis o f the images reconstructed using an 
acquisition time o f 2s and 40s at each ray-sum position.
Two quantitative analysis methods were used to determine the quality of 
the images reconstructed from the ray-sum data sets sampled using acquisition
times o f 2s and 40s. An analysis of the distribution of the values o f 
attenuation coefficient within the reconstructed image data sets was 
performed and an analysis o f the distribution of attenuation coefficients
along the row of pixels through the centre of each image was also carried 
out. To enable direct comparison between the values of linear attenuation 
coefficient derived from the image reconstruction with the mass attenuation
coefficient for aluminium given in Hubbell,s data, (2.78 X lO^cmVg),  the 
linear attenuation coefficients resulting from image reconstruction are 
divided by the density of aluminium to yield mass attenuation coefficients.
I f  a perfect reconstruction were possible with the spatial resolution of 
the fan beam scanner, the distribution o f the values o f mass attenuation
coefficient within image data, reconstructed from ray-sum data acquired 
during a scan o f an aluminium object in air, should only included two values; 
one corresponding to the attenuation coefficient o f air and the other to the 
attenuation coefficient o f aluminium. The distribution of the values 
represented by the image pixels should ideally have a distribution as shown
F ig (9 .9 )  The ideal distribution o f linear attenuation coefficient values represented 
by the pixels within a perfectly reconstructed image.
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N ai is the number o f pixels representing the presence of Aluminium
within the object distribution with a mass attenuation coefficient of |!ai and
Nak is the number of pixels representing areas occupied by air. The above
graph shows that the mass attenuation coefficient value for air is 0. This is
so since the values o f I , used to determine the ratio of I /I for eacho t o
ray-sum value, were measured through air. It is not possible to measure the
mass attenuation coefficient o f air unless the values o f I are determined byo J
counting detected photons in a vacuum.
F ig s  (9.8a) and (9.8d) show the distribution of values of mass 
attenuation coefficient within the two sets of image data. Both graphs show 
that the values o f mass attenuation coefficient represented by the greyscale
images fig s (9 .8 c ) and (9.8f) occupy two peaks located about the values of the
mass attenuation coefficient for aluminium and zero for air. The distribution
o f mass attenuation coefficient values around the values corresponding to air 
and aluminium are due to reconstruction errors and statistical noise within
the image data. F ig s(9 .8 a ) and (9.8d) do not differ from one another
significantly and the spread o f values around the values of JIai and 0 is 
similar in both distributions. This implies that the uncertainty within the
image data represented by the greyscale images o f fig s(9 .8 c) and (9.8f) does 
not differ significantly Therefore increasing the sampling time from 2s to
40s does not seem to improve the quality o f the image in this case.
To analyse the mode value o f mass attenuation coefficient for aluminium
in each distribution the scale o f the graph of values about this region was
expanded. The mode value o f mass attenuation coefficient for aluminium within 
the distribution of values corresponding to the acquisition livetime of 2s is 
0.25cm2/g. The corresponding value for an acquisition time of 40s was
0.24cm /g. Both o f these values are lower than the value of mass attenuation
coefficient for aluminium at 60KeV predicted by Hubbell (0.278cm 2/g). This 
may be due to the fact that the distribution of aluminium within the object
was such that only very few voxels within the object were occupied solely by 
aluminium. Pixels not representing a voxel composed entirely of aluminium
would therefore have a lower value o f [i than the value for aluminium.
Furthermore the metal object, assumed to be aluminium, may in fact include a
number o f different alloys and trace elements introduced during its
production. Such constituents would effect the value o f the ’ true’ mass
attenuation coefficient for the object material.
A  further analysis used to determine the level o f noise which may be
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present within the image data sets represented by fig s (9 .8 c) and (9.8f)
involved plotting the image data values represented by the pixels along the
central row o f these images. These plots are shown as fig s(9 .8 b ) and (9.8e). 
Ideally any pixel representing the presence of air should have a image data 
value corresponding to a value of zero and any pixel representing the
presence o f aluminium should have an image data value o f |!ai. The plot of the
central row o f an ideal image is shown in f ig ( 9 J 0 ) .
jlAl -
0-
0~ “58
F ig (9 .1 0 ) The ideal distribution along the central row of an ideal 
image for perfect spatial resolution.
The graphs o f the values o f linear attenuation coefficient represented 
by the image pixels along the central rows o f fig s (9 .8 c) and (9.8f) differ 
from the ideal distribution o f fig (9 .1 0 ). The inner peaks corresponding to
the presence o f the small aluminium blocks situated inside the aluminium 
cylinder show a lower mass attenuation coefficient value than those
representing the aluminium cylinder. This is because the widths of the cross
section o f the small aluminium blocks are close to the spatial resolution
limit o f the fan beam scanner. Since the position o f each aluminium block
within the object plane is such that it coincides with a number o f voxel
boundaries, the values o f mass attenuation coefficient corresponding to these
pixels areas is set to equal the mass attenuation coefficient for the
proportion o f air and aluminium within the voxels they represent. These 
pixels consequently have a different value of \L than those representing a 
voxel composed solely of air or aluminium. Indeed the ideal distribution o f
f ig ( 9 J 0 )  assumes that all pixels along the central row represent voxels
composed solely of air or aluminium, ie perfect spatial resolution.
The values of the mass attenuation coefficient values corresponding to 
the central row of pixels within the images (9.8 c) and (9.8f) do not differ
from one another greatly, this implies that the uncertainty present within
the two sets o f image data is similar.
150
From the quantitative analysis above, the effect of increasing the
sampling time from 2s to 40s when acquiring the ray-sum data on the noise
content within the reconstructed image data is negligible. A t first this
seems to be at odds with the relationship between the sampling time and
percentage error within the ray-sum data reviewed in section 9 3 .  The
percentage error within a given ray-sum data value varies between the
boundaries o f +/- ct where a  is the percentage error. When the object is 
scanned at 6240 ray-sum positions, the overall error in the ray-sum data is 
diminished since averaging out occurs between some of the positive errors and
the negative errors during the back-projection process. This means that the
effect o f increasing the acquisition time from 2s to 40s which reduces the
percentage error within each ray-sum value does not have an overall effect on
the amount o f noise within the reconstructed image data.
Since the number o f voxels occupied exclusively by aluminium within the
object was minimal due to the small width o f the aluminium cylinder and
blocks o f which the object was composed, the accuracy o f the estimate o f
noise corresponding to scans of different acquisition times is limited. A
more accurate estimate of the effect of sampling time on noise content within 
the final reconstructed image may be possible by scanning a different type o f
object using different acquisition times. An ideal object would be a large
circular receptacle o f water which has a diameter equal to the diameter of
the object area. The reconstructed images of such an object would represent a
uniform distribution o f mass attenuation coefficient values o f water where 
each pixel corresponded to a voxel entirely composed of water. A  similar 
analysis o f these images may give a more accurate assessment of the
statistical level o f noise resulting from the choice of sampling livetime.
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9.4 The generation o f 3-dimensional representations using the fan beam 
scanner.
The fan beam scanner can be used to acquire ray-sum data from which a
2-D image of the density distribution within a horizontal cross section o f a
real object can be reconstructed. I f  the fan beam scanner is used to gather
ray-sum data through object planes situated at equal intervals along the 
height o f a 3-D object, the resulting images of the consecutive object planes 
can be combined to generate information about the density distribution 
throughout the object volume. This type o f approach is currently used in the 
field o f medical imaging to enable trans-axial tomography. The combination o f 
parallel slices to determine the density distribution within an object volume
is particularly useful when imaging partially hidden objects which may only 
be scanned through planes in a given orientation. I f  a number of parallel
planes are scanned at a given spatial frequency the combination o f these
planes can be used to give the density distribution within the obscured 
object. For example the human body cannot be scanned from head to foot since
the path lengths required are to great for successful transmission of 
photons. It is however possible to image organs along the length of the body
by combining horizontal planes or slices and interrogating the pixels which 
combine to give the density distribution within the plane o f interest. This 
work shows that in principle the same approach can be adopted for dense 
objects such as metal blocks which may occur in industrial tomography.
An aluminium cube with a cylinder o f removed from its centre was used as 
the object from which a three dimensional representation was to be generated,
see fig(9.11). The cube was placed at 45°to the x and y axis of object area
so that its hole was bisected by the fan beam of radiation.
The object was scanned 7 times using the fan beam scanner. For each scan 
the ray-sum data was acquired at 90 projection angles. The object was
positioned within the scanner so that the initial object plane bisected the 
centre o f the object. Once the first scan had been completed the object was
raised by 2mm, which was equal to the resolution o f the scanner, and the
object was scanned again. This process was repeated between successive scans 
o f the object. After 7 scans the reconstructed images o f the object planes at
successive intervals o f 2mm below the level o f the initial plane had been
generated figs(9.12a) -  (9.12g). Each o f these images can be regarded as a
representation o f a slice through the object at the vertical position o f each
scan.
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Fig(9.11) An aluminium block with a cylinder o f aluminium 
removed from its centre.
Since the section of the object volume scanned using the fan beam
scanner consisted of a simple distribution of aluminium in air, it was
possible to generate an image representing the linear attenuation
coefficients o f the materials present within the scanned object volume by
superimposing the slices to produce fig(9.12h). The image data value
corresponding to each pixel position within fig(9.12h) has a value equal to 
the sum of the image data values represented at the same pixel position
within each slice. These values therefore represent the sum of the linear
attenuation coefficients of the materials represented by each column of pixel
values which comprise the object volume section. This means that plotting
the superimposed image as a histogram or surface plot gives a 3-dimensional
representation of the attenuation coefficients present within the scanned
section o f the object volume.
It is noted that this method of producing a 3-dimensional representation 
o f the density distribution is crude and in fact would not work when imaging
a more oblique 3-dimensional distribution. Ideally a number o f parallel
planes would undergo further reconstruction to produce a genuine
representation o f the density distribution within an object volume.
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Fig(9.12a) Slice 1 Fig(9.12b) Slice 2
Fig(9.12c) Slice 3 Fig(9.12d) Slice 4
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Fig(9.12e) Slice 5 Fig(9.12f) Slice 6
Fig(9J2g) Slice 7 Fig(9.4h) Combination of
slices 1 to 7.
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(9.12i) 3-D Histogram plot of (9.12h).
(9.12j) 3-D Surface plot of (9.12h).
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(9.12k) 3-D Histogram plot of the filtered image data
(9.121) 3-D Surface plot of the filtered image data
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Fig(9J2i) is a representation o f the scanned section o f aluminium cube 
plotted as a histogram. The same representation is displayed in fig(9J2j) as 
a surface plot. Assuming the lowest values o f attenuation coefficient within 
the image data of (9.12h) are due to noise such data values can be filtered 
out. By also filtering out the few high values o f attenuation coefficient
causing the peaks at the top o f the histogram and smface representations the 
resulting histograms and surface plots strongly resemble the section of the
3-d object scanned. These plots are included as figs(9.12k) and (9.121).
9.5 A  comparison between the fan beam scanner and parallel beam scanner.
A  reason for constructing the fan beam scanning system was to assess the 
advantage o f using multiple detectors against the single detector parallel
beam scanning system. The geometry of the fan beam scanning system is
restrictive since the detectors are in fixed positions with respect to the
source position. The radial distance from the face o f each detector to the 
source is set causing a limitation o f the size of the scanning area and hence
maximum object size. With a parallel beam scanning system the single 
detector can be moved closer to the source o f radiation. As this does not
alter the direction o f ray paths along which ray-sum values are acquired the
reconstruction algorithm for a parallel beam geometry is unaffected by such
movement. Unfortunately the movement o f the arc o f detectors towards the
source changes the geometry of a fan beam scanning system. This would 
therefore effect the reconstruction algorithm which would be required to
reconstruct an image from projection data acquired by the modified fan beam 
scanner.
The inflexibility o f the fan beam scanning geometry also gives rise to a 
disadvantage when a small object is to be scanned. I f  a small object is
scanned using the fan beam scanner most o f the fan beam of incident radiation 
does not transmit through any part o f the object and therefore such radiation 
serves no useful pmpose. The transmitted photon count detected during the 
scan o f a small object does not solely rely on attenuation through the object 
as photons are depleted according to the inverse square law along the 
distance between the source and detector.
The geometry o f a fan beam scanner is such that a rotation of the object 
o f 360° is necessary to enable the acquisition o f data at the required 
projection angles. The single detector parallel beam scanner need only rotate
the object by 180° to enable the acquisition o f a full data set. Since the
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source and detector of a single detector parallel scanning system can be
positioned on opposite sides o f an object at a distance just greater than the 
maximum width o f an object encountered during the 180° rotation, the 
transmitted intensity o f photons at the detector face is maximised and the
ray-sum values are more accurate since the ray paths are situated mainly
within the body of the object.
I f  the object size is similar to the object area defined by the geometry
o f the fan beam scanner then the acquisition of data using the fan beam
scanner is N  times faster than the single detector parallel system, where N
is the number o f detectors in the fan beam scanning system.
Another major advantage o f the fan beam scanner over the single detector 
parallel scanner is that it does not need any careful alignment o f the
divergent beam source since the detectors are fixed into position along an
arc in the path of the divergent beam o f radiation originating from the slit
collimated source. The parallel beam scanner however, uses a point collimated
source with a point collimated detector to define the direction which
photons must travel from the source to the detector. This arrangement needs
careful alignment of the point source with the point collimation o f the
detector to avoid loss of transmitted photon intensity. I f  both collimators
are not in exact alignment then the photon flux transmitting from the source 
to the detector face is substantially depleted. Most parallel beam systems 
with such collimation are aligned before a scan with a similarly collimated
laser which is mounted in the source position. Once the position of the laser 
has been manually adjusted so that the detector detects a maximum number o f
photons the laser is substituted by the source thereby achieving alignment o f
the point source with the detector collimation. This process o f alignment can 
often be very tedious.
The advantage of using a fan beam scanner with multiple detectors
against using a single detector parallel beam scanner to scan an object was
determined by experiment by scanning the same object with both types o f 
scanner. The object chosen was an aluminium block with dimensions of 38mm by
38mm by 65mm. The maximum distance across the cross section of the aluminium
block encountered during a 360° rotation was 54mm. Thus the block occupied
half the object area defined by the geometry o f the fan beam scanner
A  single detector parallel beam scanner had previously been constructed 
at the University o f Surrey. This scanner was also used to scan the aluminium
block at 90 different projection angles and at each projection angle 30
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ray-sum values were acquired by linear motion of the source and detector 
across the object in 2mm steps. The step size o f 2mm was chosen so that both 
the parallel beam scanner and the fan beam scanner had a resolution o f 2mm. 
The time of data acquisition at each of the sampling positions was chosen to 
be the livetime taken to count 2000 photons though air using both scanning 
systems.
Similar scan parameters were used to scan the object using the fan beam 
scanning system. The object was scanned at 90 different projection angles 
with 54 ray-sum samples acquired at each, corresponding to the 13 detector
positions at the four infill positions. The parallel scanning system took 
18hrs and 47minutes to complete the acquisition o f data necessary for the 
reconstruction o f an image. The fan beam scanner took 2hrs 12minutes to scan 
the same object with the parameters described above. It was possible to
display the image reconstructed from data acquired using the parallel beam 
scanner on the screen of its controlling computer. By comparing this with 
the image reconstructed from the fan beam scanner it was obseived that the
quality o f the reconstructed images was visually the same, however it was not 
possible to generate a hard copy of the image reconstructed from the parallel 
data set due to a problem within the software written for the parallel beam 
scanner and incompatibility o f the computer used by the parallel beam scanner 
with the computing systems now used within the university. A  photograph of 
the object is included as fig(9J3) and the image reconstructed from the data
acquired using the fan beam scanner is shown as fig(9.14).
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Fig(9.13) A solid aluminium block.
Fig(9.14) The image of the aluminium block reconstructed from 
data acquired at 90 projection angles using the fan beam scanning system.
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9.6 Modifications to the fan beam scanning system and further work.
9.6.1 Hardware.
A  way in which the fan beam scanning system could be improved would be 
to reduce the time taken to acquire the data necessary to reconstruct an 
image at each projection angle. The bottleneck in the process used to acquire 
the data called ’scan’ is inputting the data from the 13 detectors using the 
MCA. This part of the scan process is slow due to the speed at which data
transfers from the M CA to and from the IEEE-488 interface. This has been 
measured at llObytes per second. The M CA also has a high dead time due to the 
communication demands placed upon it by the mixer router which enables the 
M CA  to input data from the 13 detectors. These problems may be eradicated
from the fan beam scanning system by replacing the M CA and mixer router 
module with purpose built hardware for each detector. Separate hardware for 
each detector would make the acquisition of data from the detectors
completely independent and therefore parallel. An example o f possible 
hardware which could be used to achieve this is shown in fig(9.15).
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Fig(9J5) Parallel hardware for the acquisition of data using the 
fan beam detector scanning system.
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The pulses from each detector would initially have to be amplified to a
suitable level for input to an ADC board. The ADC board would convert the 
amplified pulses into digital values representing the amplitude o f the pulse.
The digital information from the ADC board would then be passed to a 
transputer which could sort the digital information into groups of values in 
specified ranges. This is analogous to the operation of the M CA recording the
incoming pulses into channels according to their energy. The transputer could 
also be used to do other processing such as summing the digital values within
a given range o f values to give a digital ray-sum value. This would be
equivalent to windowing the spectrum of detected photon counts and
integrating under the peak to give an integrated count.
The transputers which communicate with the ADC boards would be connected 
to other transputers through a tree network with a root transputer connected
to a PC, a graphics card and the IEEE-488 interface. Such a tree network of
transputers would offer the potential for splitting ■ the back-projection
process. Each ray-sum value calculated from the photon count at each
detector could be independently back— projected across an image array. Each 
could be implemented as an autonomous process executing on a dedicated
processor. The resultant images could then be superimposed by the processors
further down the tree structure towards the root which could display the 
images using the graphics card and save them to a file in the hard disk of
the PC. Unfortunately such a system would be expensive as 21 T800
transputers, 13 ADC boards and 13 Op-amp circuits would be required for such
a system.
A  simple alteration to the hardware which may increase the photon count 
from each detector and thereby reduce the effect of statistical error on the
ray-sum data would be to change the shape of the collimators from a circular
aperture to a slit aperture. A t present the circular aperture means that the
collimators have the same maximum horizontal and vertical dimensions. The 
horizontal width o f the collimator determines the resolution of the fan beam
scanner however the height o f the collimator aperture does not effect the
characteristics of the scanner at all. I f  the shape of the collimators within
the fan beam scanning system were changed to slits with a uniform width equal
to the width o f the circular collimators and a height of 2-3cm the resolution
of the scanner would not be altered, however the area o f detector scintilator
exposed to the transmitted photons would be increased leading to a greater 
photon count and lower statistical noise within the ray-sum values. This
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approach would have to be used with caution since amending the collimation 
as outlined above with increase the beam height. This may allow corruption o f
the ray-sum data for objects with non-uniform density distributions in a
direction perpendicular to the scanning plane.
Since a reconstruction o f an image using the fan beam scanner data is 
possible after each projection it would be desirable to generate an image
which resembled the object distribution after the minimum number o f 
projections. This may be achieved by altering the angular motion o f the 
object within the fan beam scanning system between projections so that the
angle o f projection is varied. This method of scanning is known as
non-sequential scanning.
9.6.2 Software.
The Filtered Back-projection algorithm used to perform image 
reconstruction from the ray-sum data acquired by the fan beam scanner can 
also be improved. The discrete version o f the Bracewell filter function used
to filter the ray-sum data prior to back-projection is a general filter
function. Other filters have been developed to enhance certain features 
within a reconstructed image. An example of such a filter is the Shepp Logan
filter which produces a sharper representation of edges within a
reconstructed image. The algorithm could therefore be optimised to highlight 
particular features within the object distribution by the choice o f the 
filter function. The process o f back-projection could also be improved by
amending the process used to determine the weighting for each pixel area for
a particular- ray path. At present the weighting for all pixels areas within
the object distribution are calculated for each ray path. This is a time 
consuming process. This method of weighting, however does not slow the 
present reconstruction algorithm since the bottleneck within the entire
process once the back-projection process has been exported onto a second
processor is the acquisition o f data from the detectors via the MCA. The 
calculation of weighting values for all o f the pixel areas for each ray path 
is unnecessary since the ray path only intersects a minority o f pixel areas.
An algorithm can be included within the weighting process which determines
which pixel areas are likely to be intersected by the ray path from the 
direction o f the ray path and the position of the pixel areas. Such a 
selective weighting approach can reduce the time for back-projection
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considerably since many pixels areas will not have a weighting value and will
automatically be assigned a zero weighting.
Image processing may also be incorporated into the software. The subject 
of image processing offers many ways of manipulating the image data to yield 
useful information on the object distribution represented by the image. The 
images shown within this thesis include a limited amount o f smoothing 
resulting from scaling the images from a small to large size using the Surrey 
Graphics System. Processing o f the reconstructed image to enhance edges or 
smooth the area representing the background within the image could be 
incoiporated into the software used to generate the image. Pattern
recognition could also be included in the image processing to enable the
scanner to check for the presence of certain shapes and/or materials within
an object distribution. Such a scanning system could possibly be used to 
monitor the internal structure of objects on a production line.
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Wiring diagram for Transputer to GPIB interface.
APPEND IX  B
Image artifacts resulting from errors in the scanning of an object or 
incorrect implementation of the Filtered Back-projection algorithm.
Fig (A2 ) Blurring o f image caused by incorrect filtering of ray-sum 
data prior to back-projection.
F ig (A 3 ) Ears artifact caused by incorrect back-projection 
filtered raysum data.
Fig(A.4) Artifacts caused by incorrect allignment o f the fan 
scanner during acquisition of projection data.
