Keywords: Quadratic eigenvalue problem Inverse eigenvalue problem Monic quadratic pencil Partially prescribed spectral information Given n + 1 pairs of complex numbers and vectors (closed under complex conjugation), the inverse quadratic eigenvalue problem is to construct real symmetric or anti-symmetric matrix C and real symmetric matrix K of size n × n so that the quadratic pencil Q (λ) = λ 2 I n + λC + K has the given n + 1 pairs as eigenpairs.
Introduction
Given n × n real matrices M, C and K, let
Then Q (λ) is called a quadratic pencil defined by M, C and K. If M is the n × n identity matrix I n , Q(λ) is said to be a monic quadratic pencil. Q (λ) = λ 2 I n + λC + K is called a monic gyroscopic quadratic ୋ Supported by the Natural Science Foundation of Jiangsu Province of China under Grant BK2009364.
spectral problems of determining real symmetric matrices C and K so that the monic quadratic pencil Q (λ) = λ 2 I n + λC + K possesses the complete spectral information have been solved by Lancaster and Ye [26] , Starek and Inman [30, 31] . In a large or complicated structural system, however, it is often impossible to measure complete spectral information due to the finite bandwidth of measuring devices. It might be more reasonable to consider an IQEP where only partial spectral information is prescribed. Chu et al. [6] considered the problem of recovering a serially linked, damped mass-spring system from two prescribed eigenpairs. Bai [2] discussed the problem of constructing a damped mass-spring system from two real eigenvalues and three real eigenvectors, two complex conjugate eigenpairs and a real eigenvector, and k (k 3) eigenpairs, respectively. Bai [3] considered the problem of determining real symmetric tridiagonal matrices C and K so that the monic quadratic pencil Q (λ) = λ 2 I n + λC + K possesses partially described eigenpairs. Given k pairs of complex numbers and vectors (closed under conjugation), an IQEP of constructing n × n real symmetric matrices M, C, and K so that the quadratic pencil Q (λ) has the given k pairs as eigenpairs has been studied. For the IQEP with k(k n) prescribed eigenpairs, special symmetric solutions M, C, and K with M and K being symmetric positive definite, a general solution and some particular solutions with additional eigeninformation have been derived in [9] and [20] , respectively. For the IQEP with k(n < k 2n) prescribed eigenpairs, the solubility theory of the problem and the general symmetric solution have been given in [4] . An IQEP of interest here is that where the leading matrix coefficient M is known and is real symmetric positive definite and only C and K are to be determined. Note that the symmetry of C and K implies that there are totally n(n + 1) unknowns involved in the inverse problem. It is natural to conjecture that the quadratic pencil could be determined from given n + 1 eigenpairs closed under complex conjugation. The goal of this paper is to derive the conditions on the spectral information under which the IQEP can be solved and solved uniquely. Let M = LL T denote the Cholesky decomposition of M, then the QEP is equivalent to
where
Without loss of generality, we may assume that the given matrix M in our inverse problem is the identity matrix. Depending upon whether the desired matrix C is real symmetric or anti-symmetric, we consider the following inverse monic quadratic eigenvalue problems (IMQEPs).
IMQEP-1.
Given a pair of matrices (Λ, X) in the form
and
where diagonal elements of Λ are all distinct, X is of full row rank n, and both Λ and X are closed under complex conjugation in the sense that λ 2j =λ 2j−1 ∈ C, x 2j =x 2j−1 ∈ C n for j = 1, . . . , l, and λ k ∈ R, x k ∈ R n for k = 2l + 1, . . . , n + 1, find real symmetric matrices C and K that satisfy the equation
is an eigenpair of the monic quadratic pencil
IMQEP-2. Given a pair of matrices (Λ, X) in the form 6) where diagonal elements of Λ are all distinct, X is of full row rank n, and both Λ and X are closed under complex conjugation in the sense that λ 2j =λ 2j−1 ∈ C, x 2j =x 2j−1 ∈ C n for j = 1, . . . , l, and
, and x k ∈ R n for k = 2l + 1, . . . , n + 1, find real anti-symmetric matrices C and real symmetric K that satisfy the Eq. (1.3). The IMQEP-1 was first presented and considered by Chu et al. in [9] . They gave some sufficient conditions under which the problem is uniquely solvable. In this paper, we use a different method to derive necessary and sufficient conditions for the solvability of the IMQEP-1. Some necessary and sufficient conditions for the solvability of the IMQEP-2 are established in this investigation. The expression of the general solution of both IMQEP-1 and IMQEP-2 is given. Furthermore, numerical algorithms for solving the IMQEP-1 and IMQEP-2 are developed, and three numerical examples are presented to illustrate our results.
Throughout this paper, we shall adopt the following notation. C m×n , R m×n denote the set of all m × n complex and real matrices, respectively. OR n×n denotes the set of all orthogonal matrices in 
IMQEP-1
Then the Eq. (1.3) is equivalent to the following equation:
Since rank(X) = rank X = n, the singular value decomposition (SVD) of X is of the form
(2.5)
, we obtain the equation:
For convenience, we shall denote
then the Eq. (2.6) can be written as
where C, K are yet to be determined. It is obvious that the Eq. (2.8) with unknown matrix K has a symmetric solution if and only if
It is easy to verify that C 0 = − Λ T G − G Λ is a particular symmetric solution to the Eq. (2.9). Consider the following homogeneous equation: 11) then the Eq. (2.10) is equivalent to the following three matrix equations:
12)
13)
(2.14)
Since the matrix H 3 can be commuted with the diagonal matrix Λ 2 and the diagonal elements of Λ 2 are distinct, it follows from the Eq. (2.12) that (2.15) where the scalars ξ j (j = 2l + 1, . . . , n + 1) are arbitrary real numbers. 
Now, we are ready to deal with the Eq. (2.14). Let
, it follows from the Eq. (2.14) that
After some manipulation this results in
Hence, from the Eq. (2.19), we obtain
namely,
, it follows from the Eq. (2.14) that 20) where the scalars ε 2i−1 , δ 2i−1 (i = 1, . . . , l) are arbitrary real numbers.
Thus, the general symmetric solution to the Eq. (2.10) with unknown matrix H can be expressed as
The general symmetric solution to the Eq. (2.9) with unknown matrix C becomes
Combining (2.22) with (2.8), we have
Inserting (2.22) and (2.23) into (2.7), we obtain
and 
Then, the Eq. (2.28) with respect to unknowns
has a solution if and only if 30) and has a unique solution if and only if 31) or equivalently,
From above discussion, and noting that X + = Q 1 −1 U T , we summarize our first major result as follows: 
33) 
The above discussion offers a constructive way to solve IMQEP-1. Based on the Theorem 2.1, we develop an algorithm for finding the unique solution to IMQEP-1 as follows.
Algorithm 2.1
(1) Form the matrices Λ and X as in (2.1) and (2.2) from the given data Λ and X. 
IMQEP-2
In this section, we will solve IMQEP-2. We consider first the case where n is odd. Let n = 2m + 1,
Then the Eq. (1.3) is equivalent to the Eq. (2.3). Let the SVD of the matrix X be of the form (2.4). Upon substitution and using the notations in (2.7), the Eq. (2.3) can also be written as (2.8) . Similarly, if the unknown matrix K is desired to be symmetric then the unknown matrix C must also satisfy the relation (2.9). It is easily verified that
is a particular anti-symmetric solution to the Eq. (2.9). Consider the following homogeneous equation:
then the Eq. (3.3) is equivalent to the following equations:
6)
Similarly solving the Eqs. (2.12)-(2.14), it follows that the general anti-symmetric solution to the Eq. (3.3) can be expressed as
Therefore, the general anti-symmetric solution to the equation
respect to unknown matrix C becomes
where the scalars δ i (i = 1, 3, . . . , n) are arbitrary real numbers.
Combining (3.9) with (2.8), we get
Inserting (3.9) and (3.10) into (2.7), we have
Using again Theorem 2.1 in [11] , it follows that the Eq. (3.11) has an anti-symmetric solution C and the Eq. (3.12) has a symmetric solution K if and only if Hq = G Λq (3.13) and
hold. Note that if the Eq. (3.13) has a solution, say H 0 , then H 0 must be a solution to the Eq. (3.14) due to the symmetry of matrix H 0 Λ. Therefore, we only need to consider the solvability of the Eq. (3.13). Let
It is easy to check that the Eq. (3.13) is equivalent to the following linear equation system: 
20) Based on the Theorem 3.1, we present the following algorithm for finding the unique solution to IMQEP-2 with n being odd.
Algorithm 3.1
(1) Form the matrices Λ and X as in (3.1) and (3.2) from the given data Λ and X. Now, we consider the case where n is even. Let n = 2m,
Using the SVD (2.4) of the matrix X and the notations in (2.7), we can obtain the general anti-symmetric
T with respect to unknown matrix C by a similar
where (3.25) with the scalars δ i (i = 1, 2, . . . , m) being arbitrary real numbers.
It follows from (3.24) that the general symmetric solution to the Eq. (2.8) with respect to unknown matrix K can be expressed as
Similarly, it follows from Theorem 2.1 in [11] that the following equations:
and holds. Let
G Λq, and e n+1 is the last column of the (n + 1) × (n + 1) identity matrix.
It is easy to verify that the Eq. (3.29) is equivalent to
Nδ =g, g n+1 = 0. By now, we obtain the following result.
be given as in (1.5) and (1.6) and n be even.
Separate the matrices Λ and X into real parts and imaginary parts resulting Λ and Xexpressed as in (3.22) and (3.23) . Let From the Theorem 3.2, we can give an algorithm for finding the unique solution to IMQEP-2 with n being even.
Algorithm 3.2
(1) Form the matrices Λ and X as in (3.22) and (3.23) from the given data Λ and X. Remark 3.1. In Algorithm 3.1 and Algorithm 3.2, the SVD of the matrix X is also replaced by the QR factorization. The unit vector q in the null space of the matrix X may be effectively computed by using the QR factorization of X, see, e.g. [10] .
Numerical examples
In this section, we present three numerical examples to illustrate the solutions constructed in Sections 2 and 3. For presentation, we report all numbers in five significant digits only, though all computations are carried out in MATLAB with full precision on a personal computer.
Example 4.1 [9] . Consider IMQEP-1 where the partial eigeninformation (Λ,
given by 
We consider IMQEP-2 where the partial eigeninformation is given by
It is easy to construct the matrices X and Λ according to (3.1) and (3.2) . We obtain the vector It is easy to check that the condition (3.19) holds. Then it follows from Theorem 3.1 that IMQEP-2 has a unique solution. We reconstruct the unique real monic quadratic pencil Q (λ) = λ 2 I 5 + λ C + K by Algorithm 3.1, and obtain the difference C − C 2 = 2.0640e − 014, K − K 2 = 2.9068e − 013, and the residual X Λ 2 + C X Λ + K X 2 = 7.8421e − 014. In Table 4 .1, we show the residuals Q (λ j )x j 2 , where (λ j , x j )(j = 1, . . . , 10) are the "exact" eigenpairs of Q (λ).
Suppose the prescribed spectral information is given by
Note that all eigenvalues and corresponding eigenvectors are real in the latter case. It can be verified that both the cases satisfy the condition (3.19) . Using Algorithm 3.1, we reconstruct the unique real quadratic pencils
for both the cases, respectively, and get the differences
, and the residuals It can be checked that both the cases satisfy the condition (3.33). Using Algorithm 3.2, we reconstruct the unique real quadratic pencils Q (λ) = λ 2 I 4 + λ C + K, Q (λ) = λ 2 I 4 + λ C + K for both the cases, respectively, and obtain the errors C − C 2 = 3.4466e − 015, K − K 2 = 1.0430e − 014, C − C 2 = 9.7663e − 015, K − K 2 = 1.3713e − 014, and the residuals X Λ 2 + C X Λ + K X 2 = 3.0873e − 015, X Λ 2 + C X Λ + K X 2 = 5.5693e − 015. In Table 4 .3, we show the residuals Q (λ j )x j 2 , Q (λ j )x j 2 , where (λ j , x j )(j = 1, . . . , 8) are the "exact" eigenpairs of Q (λ). 
