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A FINITE DIFFERENCE METHOD FOR PIECEWISE
DETERMINISTIC PROCESSES WITH MEMORY
MARIO ANNUNZIATO ∗
Abstract. In this paper the numerical approximation of solutions of Liouville-Master Equations
for time-dependent distribution functions of Piecewise Deterministic Processes with memory is con-
sidered. These equations are linear hyperbolic PDEs with non-constant coefficients, and boundary
conditions that depend on integrals over the interior of the integration domain. We construct a finite
difference method of the first order, by a combination of the upwind method, for PDEs, and by a
direct quadrature, for the boundary condition. We analyse convergence of the numerical solution for
distribution functions evolving towards an equilibrium. Numerical results for two problems, whose
analytical solutions are known in closed form, illustrate the theoretical finding.
Key words. Piecewise-deterministic process, dichotomic noise, random telegraph process, bi-
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1. Introduction. We deal with the following system of PDEs:
∂tFs(x, y, t) +As(x) ∂xFs(x, y, t) + ∂yFs(x, y, t) = −λs(y)Fs(x, y, t)(1.1)
with Cauchy initial conditions:
Fs(x, y, t0) = F0,s(x)δ(y)(1.2)
and boundary conditions:
Fs(x, 0, t) =
S∑
j=1
qsj
∫ t−t0
0
dy Fj(x, y, t)λj(y)(1.3)
for the s = {1, . . . , S} unknowns Fs : D → R, with (x, y, t) ∈ D := (Ω× [0, T − t0]×
[t0, T ]) ⊂ R3, where Ω = [Ωa,Ωb] ⊂ R. qsj are the elements of a stochastic matrix
having the following fundamental properties: 0 ≤ qsj ≤ 1 and
∑
s qsj = 1. The known
functions F0,s(x), As(x) and λs(y) ≥ 0, will be discussed later.
Eq. (1.1), jointly with boundary conditions, is the Liouville-Master equation 1 for
the probability distribution functions Fs(x, y, t) of a continuous piecewise-deterministic
process (PDP), that has been introduced by Davis [2, 16]. Indeed, here we deal with a
simplified version of Davis’ PDPs, but still enough general to cover many interesting
models. The definition of PDP is more popular between researchers working on op-
erations research and probability calculus (see, e.g., [14]), rather than others outside
these fields, even though the latter unknowingly use it, at least in a simplified form.
Before to proceed with the discussion of the numerical solution of our problem, we
give a short introduction of the underling PDP process we are considering here. 2
Definition 1.1. We name X(t), X : R→ R, be a continuous PDP if:
∗Dipartimento di Matematica ed Informatica, Universita` degli Studi di Salerno, Via Ponte Don
Melillo, 84084 Fisciano (SA), Italy (mannunzi@unisa.it). Preprint n. 11-2006.
1In general, equations for density probability of random processes are derived from the Chapman-
Kolmogorov equation. As discussed in Ref. [3] the same equation turns into a Liouville equation in
absence of randomness, and into a Master Equation, if only jump processes are involved. We use
both terms in order to stress the deterministic and the random character of the processes considered
here.
2The author acknowledges Prof. M.H.A. Davis for some explanations about the definition of
PDP.
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(a) X(t) satisfies the equation:
X˙(t) = As(X), s = 1, . . . , S(1.4)
where As : R → R is a function chosen randomly on a set of {A1, . . . , AS}
known functions. Given As, we say that the dynamics is in the (deterministic)
state s. We require that As(x) be Lipschitz continuous, so that, for fixed s,
X(t) exists, is unique and non-explosive solution.
(b) The initial condition is settled by the Cauchy problem to Eq. (1.4), i.e.
X(t0) = X0, and by the initial state s = s0 of the same equation.
(c) Each state s is characterised by an its own probability density function (PDF)
ψs : R
+ → R+ of “transition events”:
ψs(t), with
∫ ∞
0
ψs(t)dt = 1.(1.5)
(d) When a transition event occurs, the dynamics switches instantaneously from
the state j (Aj) to a new state i (Ai), given randomly by the transition prob-
ability matrix (or transition measure):
qij(1.6)
The position X(t) of the process is not affected when the state switches.
Assumptions (1.4), (1.5) and (1.6) define the three local characteristics of the
PDP. We see that Eq. (1.4) can be integrated as an ordinary differential equation,
provided that not any switching event happen inside the integration interval. There-
fore, with the exceptions of switching times, the process is deterministic, continuous
and composed of pieces of solutions of Eq. (1.4). Anyway, the whole resulting process
X(t) is not deterministic, it represents a random sample path on a probability space.
3
The statistical description of the process is given by the unknown functions
Fs(x, y, t): each represents the probability to find the process X(t), in the state s, at
time t in a position less than x, being past the time Y since the last switching event.
Formally we write:
Fs(x, y, t) := P(X(t) ≤ x, y ≤ Y < y + dy, state = s)
where P is a probability measure of a probability space for the process. If we are
interested only in the position x of the process, we can integrate over all values of y,
and the distribution function for the process, regardless the time y, reads as:
Fs(x, t) :=
∫ t−t0
0
dy Fs(x, y, t).(1.7)
With the further hypothesis X(t) ∈ Ω, we have:
∂xFs(x, y, t)|x=∂Ω = 0(1.8)
since there is a null probability for the process to be outside the interval Ω. Besides,
the probability measure have to be conserved during the evolution, so that:
lim
x→Ωb
S∑
s=1
Fs(x, t) = 1, ∀t(1.9)
3For our pourposes, we do not need to specify what the abstract probability space is.
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and
lim
x→Ωa
S∑
s=1
Fs(x, t) = 0, ∀t(1.10)
have to be satisfied. This three last equations are boundary conditions for (1.1), that
complete the definition of the problem we approach to treat here.
The function λ(y), named hazard function (or hazard rate), is related to the
statistics of the PDF switching times (1.5) by:
λs(y) :=
ψs(y)∫∞
y
ψs(τ) dτ
.(1.11)
It represents the probability per unit of time that a transition event will occur, i.e. a
transition rate, having past the time y since the last event. The explicit dependence
of λ on y makes both the statistics of the switching events and the process X(t) be
non-Markovian, so that y plays the role of memory.
The main aim of this article is to solve Eq. (1.1), jointly to all the above men-
tioned boundary conditions, by a finite difference scheme of the first order and prove
convergence of the numerical solution. We note that numerical methods for solving
linear hyperbolic PDEs with non-constant coefficient, such as (1.1), are well known
in literature [4, 5], but what makes this problem a little special is the boundary con-
dition (1.3): the value of the unknowns Fs, on the boundary y = 0, depend on an
integration of the Fs over the interior of the domain. This means that the numerical
scheme for Eq. (1.1) have to be supported by one for (1.3), so that conditions for
convergence of the numerical solution have to be investigated again. As a result we
found a Courant-Friedrichs-Lewy (CFL) condition for ensuring linear convergence.
The secondary, but not of minor importance, aim of this article is to provide
a connection bridge between PDPs as known by experts of the field and, as above
mentioned, the same processes as known by others, who apply them to modelling in
several areas of science and engineering. Here we give a sample of quotas, for which
PDPs can be concerned by others, grouped in two categories: diffusive processes
and systems having an equilibrium. We mention: anomalous diffusion [11], reaction-
diffusion [18], scattering of radiation [19], biological dispersal [27], for the former
category, and non-Maxwellian equilibriums [8, 9, 13, 17, 21, 31], diagnostic techniques
for semiconductor lasers [20], filtered telegraph signals [28, 20], harmonic oscillators
[23], ecological systems [22], for the latter. Many of the models involved in such
references, concern the application of a two-state noise to a dynamical equation. 4
The common end of all these researches, consists in extracting statistical prop-
erties from process governed by that equation. Generally an approximation method
can be applied to the original model: such as by the projector technique [6, 24, 9],
by a “coarse-grain” technique, (see, e.g., [26]), an asymptotic analysis (see, e.g., [11]).
However not always these techniques provide a satisfactory description. In some cases
an exact analytical result can obtained as in Refs. [28, 20, 25] and more recently by the
characteristic functional method [12]. Obviously, computations can also be performed
by Monte Carlo’s simulations, but, at the best of our knowledge, few or nothing it
has been devoted to a direct calculation of the time-dependent distribution function
4For more related citations, the reader can search the following key words: dichotomic/binary
noise/process, random telegraph process, coloured noise.
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comprensive of an explicit memory variable. Concerning this, we remark that the
main alternative is based on the inclusion of supplementary variables [2, 15], that
turns PDP into Markovian, i.e. a memoryless process.
In the next section we provide an example that emphatizes the connection between
PDPs and models with dichotomic noise, and a conjecture that ensures the existence
of a stationary solution of Eq. (1.1). In Sect. 3 we establish the numerical scheme.
We introduce definitions in Sect. 4 and in Sect. 5 some theoretical results about
the related convergence. In Sect. 6 we present numerical results to two problems for
which an analytical stationary solution is known in closed form, and verify the stated
convergence properties.
2. Explanatory example. Let us consider a dissipative process X(t) subject
to a noised input ξ(t), described by the equation:
dX
dt
= −X(t) + ξ(t).(2.1)
If ξ(t) is taken as the random telegraph signal, Eq. (2.1) act as filter, and X(t) is
referred as filtered random telegraph process [28, 19]. The same equation is elsewhere
referred as Langevin equation [8, 13] subject to a dichotomous noise. ξ(t) alternately
takes on values ±1, with an exponential (or Poisson) statistics for the transition events
(1.5): ψ(τ) = µ e−µτ , where µ−1 is the average time 〈τ〉 between transitions. The
processX(t) results composed of pieces of increasing and decreasing exponentials. The
statistical properties of the process X(t) can be found by the associated probability
density distributions p±(x, t), governed by a Liouville-Master Equation [32, 20, 8]:{
∂tp
+ − (x− 1)∂xp+ = (1 − µ)p+ + µp−
∂tp
− − (x+ 1)∂xp− = µp+ + (1− µ)p−.(2.2)
Now let us to see the same process from the point of view of PDPs. The exponen-
tial statistics for ψ(t) makes the process of transitons be Markovian and the hazard
function constant: λ(t) = µ. Eq. (1.1) turns into:
∂tFs(x, y, t) +As(x) ∂xFs(x, y, t) + ∂yFs(x, y, t) = −µFs(x, y, t).
By integrating this equation over all the values of y, we get:
∂tFs(x, t) +As(x) ∂xFs(x, t)− Fs(x, 0, t) = −µFs(x, t),
having used the property Fs(x, y, t) = 0 if y > 0, since the process is memoryless.
From Eq.(1.3) we have:
Fs(x, 0, t) = µ
S∑
j=1
qsj
∫ t
0
dy Fj(x, y, t) = µ
S∑
j=1
qsjFj(x, t)
and inserting it into the previous:
∂tFs(x, t) +As(x) ∂xFs(x, t) = µ
S∑
j=1
(qsj − δsj)Fj(x, t)
If S = 2, with the known functions:
A1(x) = (1− x), A2(x) = −(1 + x),(2.3)
4
and transition measure:
q11 = q22 = 0, q12 = q21 = 1,(2.4)
provided that p±(x, t) = ∂xF1,2(x, t), we obtain just the equation (2.2). This show
the connection between PDPs and processes driven by dichotomous noise.
2.1. Remarks on equilibrium solutions. In what follows we focus our atten-
tion on solutions F (x, y, t) having an equilibrium, but we presume that the numerical
scheme can be extended to diffusion processes too. Conditions for the existence of
equilibrium solution can be conjectured by using simple dynamical arguments [25, 10].
If all dynamical equations (1.4) own only attraction points and all these are contained
into the intersection of the basin of attraction of each, then a process starting from this
region will never escape. Whence, there should exists a region Ω where the process is
confined and a stationary distribution Feq(x) = limt→∞F(x, t) exists.
3. The finite-difference scheme. In this section we show the numerical scheme
to solve Eqs. (1.1) and (1.3) based on a finite difference method of first order.
For the shake of simplicity we take t0 = 0 and the domain of Fs becomes D :=
{Ω × [0, T ] × [0, T ]}. It is convenient to perform the numerical integration along
the characteristic lines ξ = t − y. With this new variable, we define the unknowns
φs(x, y, ξ) = φs(x, y, t− y) := Fs(x, y, t), so that Eq. (1.1) transforms as:
As(x) ∂xφs(x, y, ξ) + ∂yφs(x, y, ξ) = −λs(y)φs(x, y, ξ).(3.1)
This equation is valid for 0 < ξ < t and 0 < y < t. The initial condition is given on
φs(x, y, ξ)|ξ=−y = F0,s(x)δ(y)(3.2)
With the new variable we get φs(x, 0, ξ)|ξ=t = Fs(x, 0, t), and the boundary condition
Eq. (1.3) becomes:
φs(x, 0, t) =
S∑
l=1
qsl
∫ t
0
dy φ(x, y, ξ)|ξ=t−yλl(y)(3.3)
We will assume that similar conditions of Eqs. (1.7), (1.9) and (1.10) are satisfied for
φs(x, y, ξ), and a stationary solution exists.
On the domain D, we introduce a uniform mesh:
(xk, yj, tn)
{
k = 0, . . . , Nk
j, n = 0, . . . , N, N = T/∆t
(3.4)
with step size ∆x and ∆y = ∆t, so that we define the discrete known functions as
lAk := Al(xk) and
lλj := λl(yj), and the discrete solution:
lFnkj , n = 0, . . . , N, j < n
as an approximation of Fl(xk, yj, tn) at the mesh points.
The change of variable ξ = t − y corresponds to the following discrete mapping
on the mesh:
(k, j, n) = (k, j, i)|i=n−j ,(3.5)
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therefore we get the following relation:
Fl(xk, yj , tn) = φl(xk, yj, tn − yj) = φl(xk, yj , ξi)⇒ lFnkj = lφn−jkj = lφikj(3.6)
between the discrete solutions. Here the index i identifies the set of mesh points lying
on the characteristics lines.
The numerical scheme is obtained by discretizating both equations (3.1) and (3.3).
We apply upwind to the first, and get:
lφik,j+1 =
lφikj − lAk
∆y
∆x
(
lφik+ν,j − lφik+ν−1,j
)− lλj lφikj∆y(3.7)
i = 0, . . . , N
where ν = 1 if lAk < 0, and ν = 0 if
lAk > 0. The boundary condition (1.8) is
included by requiring that lφi0j =
lφi1j and
lφiNk−1,j =
lφiNk,j .
For the second, we substitute integral with a quadrature scheme:
sφik,0 = ∆y
S∑
l=1
qsl
i∑
j=0
w
(i)
j
lφi−jk j
lλj i > 0(3.8)
where w
(i)
j ≥ 0 is a sequence of weights.
The integration proceeds as follows. Given the initial condition lφ0k,0 = φl(xk, 0, 0)
= Fl(xk, 0, 0), Eq. (3.7) allow us to calculate all the
lφikj starting from j = 1 up to
N , for the fixed characteristic line i = 0. In general given the values on the boundary
j = 0: lφik,0, we can find all
lφikj starting from j = 1 up to N − i, for a fixed
characteristic line i (see curved arrows of Fig. (3.1)). But starting values lφikj for
upwind are unknown and have to be estimated by using the boundary integration
(3.8) (see vertical dot-dashed arrows of Fig. (3.1)). This is a system of equations for
the unknowns lφik,0. When all
lφikj are known, the discrete distribution function can
be retrieved by lFnk,j =
lφikj |i=n−j , and also the discrete countrepart of (1.7):
lFnk :=
n∑
j=0
v
(n)
j
lFnk,j ∆y,(3.9)
can be estimated by a quadrature formula of weights v
(n)
j .
4. Preliminary definitions.
4.1. Global errors and convergence. We are interested in how well lφikj ,
lFnk,j and
lFnk approximate the corresponding analytical solutions. We consider the
global pointwise error:
leik,j := φl(xk, yj, ξi)− lφikj(4.1)
for the transformed solution. The same value defines the global error for lFnk,j under
the discrete mapping (3.5).
In order to prove convergence, we introduce norms for measuring errors. For
spatial xk and memory variable yj the ∞−norm is used. The discrete 1-norm for
the states s of the system is the natural choice, because of the conservation of the
6
ti=0
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j
Fig. 3.1. Representation of the integration scheme on the regular mesh of the (t, y) plane. Full
curved arrows: upwind step of Eq. (3.7). Dot-dashed vertical arrows: quadrature of Eq. (3.8)
probability of Eq. (1.9). For convenience of notation we define the global error for
the state l at time ti and time memory yj as:
lEij := max
k
| leik,j |(4.2)
and the global error regardless states as:
‖Eij‖1 :=
S∑
l=1
lEij(4.3)
We say that lFnk,j converges to Fl(xk, yj , tn) in the norm ‖ · ‖ if:
‖Ei‖ = max
j
‖Eij‖1 → 0, as ∆x,∆y → 0.(4.4)
The global error for the distribution function (3.9) is defined as:
Eˆnk := F(xk, tn)−Fnk =
∫ tn
0
dy
∑
l
Fl(xk, y, tn)−∆y
n∑
j=0
v
(n)
j
∑
l
lFnk,j(4.5)
and the associated convergence is stated by:
‖Eˆn‖∞ = max
k
|Eˆnk | → 0, as ∆x,∆y → 0.(4.6)
4.2. Local truncation error and quadrature error. As usual [4, 5], the local
truncation error is defined by inserting the true solution φl(x, y, ξ) into the discrete
scheme of Eq. (3.7), i.e.:
lεikj :=
φl(xk, yi +∆y, ξi)− φl(xk, yi, ξi)
∆y
−Al(xk)φl(xk + ν∆x, yi, ξi)− φl(xk + (ν − 1)∆x, yi, ξi)
∆x
(4.7)
−λl(yj)φl(xk, yi, ξi).
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By evaluating the rest with respect to lφikj , we get:
lεikj =
1
2
∆x
(|Al(xk)|∂2xφl(ηk, yj , ξi)− α∂2yφl(xk, ηj , ξi))(4.8)
where α := ∆y/∆x, and ηk, ηj are unknown points.
The quadrature error committed from (3.8) for the evaluation of the boundary
integral (3.3) is defined as:
lRik :=Miti∆yβ∂βy (φl(xk, η˜j , ξi)λl(η˜j))(4.9)
whereMi are some constants that can depend on i, and η˜j are unknown points of the
local integration interval. β defines the order of repeated quadrature formulas (3.8).
The quadrature error committed from (3.9) for the evaluation of (1.7) is defined
as:
lRˆnk := Mˆntn∆tβˆ∂βˆyFl(xk, ηˆj , tn),(4.10)
where, as for the previous error, Mˆn are some values that can depend on n, and ηˆj
are unknown points. βˆ defines the order of (3.9).
5. Analysis of convergence. In this section we show first a lemma for conver-
gence of the numerical solution lφikj for the transformed equation (3.7), then proof
a theorem for the convergence order of the numerical solution Fnk to the distribution
function F(xk, tn). Proofs are based on classical arguments by finding bounds for
global errors.
Lemma 5.1. Let φl(x, y, ξ) ∈ C2,β¯,2(D) be a solution of Eq. (3.1) under the
boundary conditions (3.2), with β¯ = max{β, 2}, maxl ‖Al(x)‖∞ ≤M , and
maxl ‖λl(y)‖∞ ≤ Lu, for x ∈ Ω and l ∈ {1, . . . , S}. Let (xk, yj , tn) be an uniform
mesh on D defined in (3.4), of step sizes ∆x and ∆y = ∆t. Let lφikj be the numerical
solution resulting from the scheme as defined in Eqs. (3.7) and (3.8), under the
transformed mesh of Eq. (3.5).
If the Courant-Friedrichs-Lewy (CFL) condition
∆y <
(
M
∆x
+ Lu
)−1
(5.1)
is satisfied then:
1. Given the error ‖Ei0‖1 at boundary y = 0, the error ‖Eim‖1 computed at time
step ti+m along the characteristic ξi, is bounded by:
‖Eim‖1 ≤ ‖Ei0‖1(1− Lu∆y)m +m∆y‖E i‖1(5.2)
where ‖E i‖1 = O(∆x), ∀i.
2. If ∆y−1 > maxi(w
(i)
0 )maxl λl(0), there exist constants Ld, K, such that the
error computed at time ti along the boundary y = 0 is bounded by:
‖Ei0‖1 ≤ ‖R¯‖1 exp (Kti) + ‖E¯‖1K
t2i+1
2
exp ((K − Ld)ti)(5.3)
where ‖R¯‖1 = O(∆xβ) and ‖E¯‖1 := maxi ‖E i‖1 = O(∆x).
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This lemma states that the numerical solution lφikj converges to analytical with
a linear order. Errors calculated for φ are same for F . Being interested in finding the
probability regardless of memory and state at fixed time tn, we search an estimate for
the error ‖Eˆn‖∞ as defined in Eq. (4.6).
Theorem 5.2. Let the hypothesis of the Lemma 5.1 be satisfied, then for the
problem of Eq. (1.1) the numerical solution (3.9), obtained as discussed in Sec. 3,
converges to analytical (1.7) in the sense (4.6), with order O(∆x).
Proof. We substitute the integration of Eq. (1.7) over the memory state with a
sequence of quadrature formulas of weights v
(n)
j :∫ tn
0
dy
∑
l
Fl(xk, y, tn) = ∆y
n∑
j=0
v
(n)
j
∑
l
Fl(xk, yj, tn) +
∑
l
lRˆnk(5.4)
so that:
‖Eˆn‖∞ = max
k
∣∣∣∣∣∣∆y
∑
j
v
(n)
j
∑
l
Fl(xk, yj , tn) +
∑
l
lRˆnk −∆y
∑
j
v
(n)
j
∑
l
lFnk,j
∣∣∣∣∣∣
Let v¯(n) := maxj |v(n)j | and Rˆn :=
∑
lmaxk | lRˆnk |, from the triangle inequality:
‖Eˆn‖∞ ≤ v¯(n)∆y
∑
j
∑
l
max
k
|Fl(xk, yj, tn)− lFnk,j |+ Rˆn
by using the discrete mapping (3.5) and the definition of the error (4.3), we get:
‖Eˆn‖∞ ≤ v¯(n)∆y
n∑
j=0
‖En−jj ‖1 + Rˆn.
By inserting Eq. (5.2) we find:
‖Eˆn‖∞ ≤ v¯(n)∆y
n∑
j=0
(‖En−j0 ‖1(1− Lu∆y)j + j∆y‖E i‖1) + Rˆn
and
‖Eˆn‖∞ ≤ v¯(n)∆y
n∑
m=0
‖Em0 ‖1(1− Lu∆y)n−m + v¯(n)‖E¯‖1
t2n+1
2
+ Rˆn
where ‖E¯‖1 := maxj ‖En−j‖1. This inequality relates the searched probability error
to errors along the boundary j = 0. Now we insert the second result of the previous
lemma stated by Eq. (5.3) and find the order of the error for vanishing ∆y. From the
summation we get:
n∑
i=0
(1− Lu∆y)n−i
(
‖R¯‖1eKti + ‖E¯‖1K
t2i+1
2
e(K−Ld)ti
)
that is of order:
‖R¯‖1 e
Ktn − 1
(K + Lu)∆y
+ ‖E¯‖1K t
2
ne
(K−Ld)tn
2(K + Lu − Ld)∆y .
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Finally, we get an order of convergence for the error:
‖Eˆn‖∞ . v¯(n)‖R¯‖1 exp(Ktn)− 1
K + Lu
+ Rˆn +(5.5)
v¯(n)‖E¯‖1K t
2
n exp((K − Ld)tn)
2(K + Lu − Ld) + v¯
(n)‖E¯‖1 t
2
n
2
6. Computational results. In what follows we present results of the numerical
scheme, applied to the examples considered in Ref. [29]. For quadrature of Eqs. (3.8)
and (5.4), we adopt the rectangle scheme:
w
(i)
j = v
(i)
j =
{
0 for j = 0
1 for j > 0
i > 0(6.1)
whose quadrature error (4.9) is:
lRik =
1
2
ti∆y∂y(φl(xk, η˜j , ξi)λl(η˜j)).
Note that despite the low order (β = 1) of approximation for quadrature, the global
error of the numerical solution is not degradated, because the same order apply to
upwind. The choice w
(i)
0 = 0 makes the equation (3.8) be explicit. This can be
consistent, because for vanishing ∆y the contribution to integral is also vanishing for
a limited lφik,0. For the explicit scheme the computational cost can be evaluated as
follows: at time step i all upwinds take 2NkSi operations, the boundary quadrature
takes NkS
2i. By summing over i we get:
Computational Cost ≈ NkS2N2.
The Cauchy problem for starting the numerical integration is set, according to
Eq. (1.2), as follows:
sF 0k0 =


0, k < 0
0.5/(S∆y), k = 0
1/(S∆y), k > 0
sF 0kj = 0, j > 0
(6.2)
for all s = 1, . . . , S. This choice is an approximation of (1.2) with F0,s(x) = H(x),
where H(x) is the Heaviside function. Such Cauchy conditions for the Liouville-
Master Equation correspond to having placed the process X(t) at the initial position
X0 = 0, to an equiprobable random initial state , having spent the time zero (i.e. δ(y)
in (1.2)). This is a common choice when studying the motion of a particle subject to
a random fluctuating force, but is not a good mathematical hypothesis for applying
Lemma 5.1. However, it is well known the upwind methods tends to regularise the
solution (numerical viscosity) around discontinuities [5, 7], and, for the problems we
are approaching to solve, a unique stationary solution exists regardless the initial state
of the process. In this way we are enabled to use such “non-regular” Cauchy condition
for our numerical convergence tests. lFnk,j are then integrated by (5.4).
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Fig. 6.1. Six snapshots of the temporal evolution of pn
k
for the Langevin equation driven by
Poisson distribution time intervals of Sec. 6.1 (horizontal axis: xk; tn = 0, 4, 8, 12, 16, 20).
We are interested in plotting the density probability function of the process,
regardless memory and states, defined as:
p(x, t) := ∂xF(x, t) := ∂x
S∑
l=1
Fl(x, t).(6.3)
The discrete version of this operation is:
pnk :=
1
∆x
(Fnk+1 −Fnk ) :=
1
∆x
S∑
l=1
( lFnk+1 − lFnk )(6.4)
that is the first order right-derivative of the numerical distribution function.
6.1. RC-filter subject to Markovian process (Poisson PDF). In Fig. (6.1)
are plotted six snapshots of the temporal evolution related to the four states process:
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Fig. 6.2. Six snapshots of the temporal evolution of pn
k
for filtering of dichotomous noise driven
by the McFadden distribution time intervals (horizontal axis: xk).
As(x) = −γsx+Ws, studied in [7]. Parameters are: W0 = 1,W1 = −1,W2 = 2,W3 =
−2, λs = 0.2 and γs = 0.1 ∀s. Results are comparable with that of the cited
reference. Note the broadening of the four peaks due to the numerical viscosity of the
upwind method.
6.2. Filtering of non-Markov dichotomous noise with McFadden inter-
val PDF. For this example the process is described by the Langevin equation (2.1),
with functions of Eq. (2.3) and transition measure of Eq. (2.4). Intervals between
switching time have the McFadden PDF: ψ(t) = 3 e−t(1 − e−t)2. The equilibrium
density distribution has the form [29]:
peq(x) = lim
t→∞
p(x, t) =
3
44
(7 + x2), |x| < 1(6.5)
12
and its integral:
Feq(x) = lim
t→∞
F(x, t) = 1
44
(x3 + 21x+ 22), |x| ≤ 1(6.6)
The hazard function related to the density for switching intervals is:
λ(t) =
3(1− e−t)2
2− e−t + (1− e−t)2 .
We note that is λ(0) = 0, so that the error committed from the choice w
(i)
0 = 0 (see
(6.1)), is further improved. Beside it is λ(t) ≤ 4/9 and the convergence lemma give
us more guarantee that the errors does not grows fastly.
Here the grid step sizes are ∆x = 0.002 and ∆y = 8 · 10−4. Integration starts
with a concentrated initial density (6.2) and stops at time T = 7.37.
In Fig. 6.2 we see six snapshots of the numerical solution of the PDF (6.4).
At time t = 0 the density of the process is concentrated to x = 0, then two peaks,
corresponding to the two dynamical states, moves towards the attraction points x±1,
and at last the stationary distribution appears.
6.3. Filtering of non-Markov dichotomous noise with “gamma” interval
PDF. For this example the process is described by the same Langevin equation as
that the previous one, but the intervals between switching times of ξ(t) of Eq. (2.1)
are taken as the gamma density ψ(t) = µ2te−µt for both states [29]. Provided that
µ = 1/2, the equilibrium solution for the total density distribution function is:
peq(x) = lim
t→∞
p(x, t) =
|Γ(1 − r)|2
pi3/2
(1− x2)−1/2 2F1(r, r∗; 1
2
;x2),(6.7)
r = (1 +
√−1)/4, |x| ≤ 1
in which 2F1 is a hypergeometric function.
The hazard function (1.11) related to ψ(t) is:
λ(t) =
µ2t
1 + µt
We see from the convergence theorem that the error does not grow so fastly, because
the maximum value of λ(t) is λmax = µ/e. We perform the numerical integration on
a mesh with spatial discretization step ∆x = 0.004 and temporal step ∆t = 0.0015.
Integration starts with a (6.2) and stops time T = 12, where the equilibrium is
supposed to be reached in good approximation.
In Fig. 6.3 are plotted six snapshots of the total density distribution (6.4). The
evolution behaves as the previous example, with the exception of singularities at x±1,
for the equilibrium.
6.4. Convergence tests. Since for the above mentioned problems we know
two analytical results, we can calculate the global error ‖Eˆ‖∞ for the stationary
distribution functions of Eqs. (6.6) and (6.7). The analytical solution of Eq. (6.7)
is evaluated by using MATLABr5 with libraries for calculating the Hypergeometric
function [30]. We calculate the solution with the numerical scheme until the time
T = 20. At this time we experienced that the stationary solution is reached. This
5MATLABr is a trade mark of “The Matworks, Inc.”
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Fig. 6.3. Six snapshots of the temporal evolution of pn
k
for filtering of dichotomous noise driven
by the gamma distribution time intervals (horizontal axis: xk).
integration is repeated for some spatial step size ∆x, with the temporal step size
constraint α = ∆y/∆x = 0.9 (M + Lu∆x)
−1, satisfying the CFL condition (5.1).
In Fig. (6.4) we show the global error Eˆk plotted for ∆x = {0.1, 0.04, 0.008} for
the McFadden intervals. We see clearly that the maximum error decreases as ∆x
decreases. In Fig. (6.5) we show the same test for gamma distributed intervals. Also
here the error decreases, but it shows a sort of divergence near x = ±1.
In order to stress convergence, in Fig. (6.6), we plot the error ‖Eˆ‖∞ versus the
step size ∆x. We see that the McFadden’s data’s have unitary slope, i.e. linear con-
vergence, as we expected from Theorem (5.2). Instead gamma’s data’s are arranged
with approximately 1/2 slope. This can be explained as follows. We know [29] that
the PDF of Eq. (6.7) is ∪-shaped having (1− x2)−1/2 ln(1− x2) infinities near x± 1.
As δx := 1− x approaches to zero, the second spatial derivative of Feq behaves as:
∂xpeq = ∂
2
xFeq ∝ δx−3/2(1 + ln(2 δx)).
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Being A1(δx) ≈ δx and by considering ∆x = δx, we get for the error:
‖Eˆ‖∞ ≈
√
∆x(1 + ln(2∆x)),
that explain what we see from the results. If we remove the endpoints from the
measure of the error, we see from “gamma 90%” of Fig. 6.6, that, e.g., for the
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Fig. 6.6. Test for global error ‖Eˆ‖∞ vs. mesh step size ∆x.
interval x ∈ [−0.9, 0.9] the linear convergence order is recovered.
Appendix A. Proof of Lemma 5.1.
Proof.
We study convergence in two parts: the first concerns the accumulation of the
error along the characteristic lines of Eq. (3.7); the second concern the error cumulated
on the boundary integration of Eq. (3.8).
Let leik,j be the global error (4.1) between exact and discrete solutions. By
considering the standard procedure [5, 4] that puts in relation local and global errors,
we find from Eqs. (3.1) and (3.7):
leik,j+1 =
leik,j − lAkα
(
leik+ν,j − leik+ν−1,j
)− lλj leik,j∆y + lεikj∆y(A.1)
where lεikj is defined in (4.7). We start our analysis from Eq. (A.1), fixed i and given
j we find leik,j+1. The error for
leik,0 is found from the boundary integral condition.
The first step is to limit the error along the characteristic line i. From Eq. (A.1)
we study the case lAk > 0 (ν = 0):
| leik,j+1| ≤
∣∣1− lAkα− lλj∆y∣∣ | leik,j |+ lAkα| leik−1,j |+ | lεikj |∆y
Let lEij = maxk | leik,j | and lE ij = maxk | lεikj | then:
| leik,j+1| ≤
(∣∣1− lAkα− lλj∆y∣∣+ lAkα) lEij + lE ij∆y
If we set 1− lAkα− lλj∆y > 0 ∀l, j, k, i.e. the CFL condition, we get:
| leik,j+1| ≤ (1− lλj∆y) lEij + lE ij∆y ∀k, j, l
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because of it is valid for all k, we can write:
lEij+1 ≤ (1− lλj∆y) lEij + lE ij∆y(A.2)
that is verified for j = 0, . . . , n and i = 0, . . . , n. Now we have to find lEn+10 .
The case ν = 1 gives the same result:
| leik,j+1| ≤ |1 + lAkα− lλj∆y|| leik,j | − lAkα| leik+1,j |+ | lE ij |∆y
and for the maximum error on x:
| leik,j+1| ≤
(∣∣1− | lAk|α− lλj∆y∣∣+ | lAk|α) lEij + lE ij∆y
Let 1 − | lAk|α − lλj∆y > 0, we get Eq. (A.2), so that it is valid independently by
the sign of Al(x).
By iterating this expression we find:
lEim+1 ≤ Πmj=0(1− lλj∆y) lEi0 + (m+ 1)∆y lE i(A.3)
where lE i = maxj lE ij . When the norm over all states is considered:
‖Eim‖1 ≤ ‖Ei0‖1(1− Lu∆y)m +m∆y‖E i‖1(A.4)
Being lλj ≥ 0 we have good chances to get an upper bound to the error for
increasing time.
Now we study the second step, i.e. the error leik,0 (or
lEi0) along the boundary
condition. Here j = 0 then n = i.
From Eq. (3.3) as calculated with quadrature on the exact solution φl(x, y, ξ), we
can write:
φs(xk, 0, ti) =
S∑
l=1
qsl

 i∑
j=0
∆yw
(i)
j
lλ(yj)φl(xk, yj, ti − yj) + lRik


Subtracting side by side this equation and (3.8):
seik,0 =
S∑
l=1
qsl

 i∑
j=0
∆yw
(i)
j
lλj
lei−jkj +
lRik


and by applying the triangle inequality:
| seik,0| ≤
S∑
l=1
qsl

 i∑
j=1
∆yw
(i)
j
lλj | lei−jkj |+ | lRik|

 .
Let lRi = maxk | lRik| and being qsl ≥ 0, w(i)j ≥ 0, we get:
sEi0 ≤
S∑
l=1
qsl

 i∑
j=0
∆yw
(i)
j
lλj
lEi−jj +
lRi

(A.5)
Let lλ = minj
lλj , from Eq. (A.3) is:
lEij+1 ≤ (1− lλ∆y)j+1 lEi0 + (j + 1)∆y lE i
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and inserting it in (A.5), we find:
sEi0 ≤
S∑
l=1
qsl

∆y i∑
j=0
w
(i)
j
lλj [(1− lλ∆y)j lEi−j0 + j∆y lE i−j ] + lRi

 .(A.6)
This inequality puts in relation the error on the boundary condition (j = 0) with
those at early times.
Let w¯(i) = maxj≥1 w
(i)
j and
l¯λ = maxj≥1
lλj , then:
sEi0 ≤
S∑
l=1
qsl

∆yw¯(i) l¯λ i∑
j=1
[(1− lλ∆y)j lEi−j0 +j∆y lE i−j ]
+∆yw
(i)
0
lλ0
lEi0 +
lRi
)
valid for i ≥ 1. We have introduced the sum starting from j = 0, so that, in order to
find sEi0 , we have to solve a system of equation. However for convergence we do not
need to solve it at all. By moving lEi0 to the left hand side and summing over the
states, we find:∑
s
sEi0 −
∑
s,l
qsl∆yw
(i)
0
lλ0
lEi0 ≤
∑
s
S∑
l=1
qsl

∆yw¯(i) l¯λ i∑
j=1
[(1− lλ∆y)j lEi−j0 + j∆y lE i−j ] + lRi


By using the fundamental property of stochastic matrix:∑
l
(1− w¯0L0∆y) lEi0 ≤
i∑
j=1
∆yw¯(i)
∑
l
l¯λ[(1 − lλ∆y)j lEi−j0 + j∆y lE i−j ] +
∑
l
lRi
where w¯0 = maxiw
(i)
0 , L0 = maxl λ0. Let a := 1− w¯0L0∆y > 0, we get:
∑
l
lEi0 ≤ a−1∆y
i∑
j=1
w¯(i)
∑
l
l¯λ[(1 − lλ∆y)j lEi−j0 + j∆y lE i−j ] +
∑
l
lRi
where 0 < a < 1. Let Lu = maxl
l¯λ, Ld = minl
lλ, b = (1 − Ld∆y) provided that
from CFL it is surely Ld∆y ≤ 1, we have:
‖Ei0‖1 ≤ a−1∆yw¯(i) Lu
i∑
j=1
[bj‖Ei−j0 ‖1 + j∆y‖E i−j‖1] + ‖Ri‖1(A.7)
and with the summation index change m = i− j, it becomes:
b−i‖Ei0‖1 ≤ K∆y
(
∆y
i(i+ 1)
2
‖E¯‖1 +
i−1∑
m=0
b−m‖Em0 ‖1
)
+ ‖Ri‖1b−i
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where ‖E¯‖1 = maxi ‖E i‖1, and K = maxi(a−1w¯(i) Lu). From the discrete Gronwall
lemma (cf. in Th. 1.5.4 e Corol. 1.5.1 of [1]), we obtain:
b−i‖Ei0‖1 ≤
(
K∆y2
i(i+ 1)
2
‖E¯‖1 + ‖Ri‖1b−i
)
(1 +K∆y)i.
Let ‖R¯‖1 = maxi ‖Ri‖1, we find:
‖Ei0‖1 ≤ ‖R¯‖1(1 +K∆y)i + ‖E¯‖1K∆y2
(i+ 1)i
2
[b(1 +K∆y)]i
and finally:
‖Ei0‖1 ≤ ‖R¯‖1 exp (Kti) + ‖E¯‖1K
t2i+1
2
exp ((K − Ld) ti)(A.8)
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