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We investigate current fluctuations in nondegenerate semiconductors, on length scales intermediate between 
the elastic and inelastic mean free paths. We present an exact solution of the nonlinear kinetic equations in the 
regime of space-charge limited conduction, without resorting to the drift approximation of previous work. By 
including the effects of a finite voltage and carrier density in the contact region, a quantitative agreement is 
obtained with Monte Carlo simulations by Gonzalez et al., for a model of an energy-independent elastic 
scattering rate. The shot-noise power P is suppressed below the Poisson value PPoisson= 2 e l  (at mean current
7) by the Coulomb repulsion of the carriers. The exact suppression factor is close to 1/3 in a three-dimensional 
system, in agreement with the simulations and with the drift approximation. Including an energy dependence 
of the scattering rate has a small effect on the suppression factor for the case of short-range scattering by 
uncharged impurities or quasielastic scattering by acoustic phonons. Long-range scattering by charged impu­
rities remains an open problem. [S0163-1829(99)02931-8]
I. INTRODUCTION
The kinetic theory of nonequilibrium fluctuations in an 
electron gas was pioneered by Kadomtsev in 1957 (Ref. 1) 
and fully developed ten years later.2,3 The theory has been 
comprehensively reviewed by Kogan.4 In recent years there 
has been a revival of interest in this field because of the 
discovery of fundamental effects on the mesoscopic length 
scale. See Ref. 5 for a recent review. One of these effects is 
the sub-Poissonian shot noise in degenerate electron gases on 
length scales intermediate between the mean free path l  for 
elastic impurity scattering and the inelastic mean free path l in 
for electron-phonon or electron-electron scattering. The uni­
versal one-third suppression of the shot-noise power pre­
dicted theoretically6,7 has been observed in experiments on 
semiconductor or metal wires of micrometer length.811
The electron density in these experiments is sufficiently 
high that the electron gas is degenerate. The reduction of the 
shot-noise power
P = 2 J  d t '  S I ( t ) S I ( t + t ' )  (1.1)
[with SI  ( t ) being the fluctuations of the current around the 
mean current 7] below the Poisson value P Poisson= 2 e l  is 
then the result of correlations induced by the Pauli exclusion 
principle. When the electron density is reduced, the Pauli 
principle becomes ineffective. One enters then the regime of 
a nondegenerate electron gas, studied recently in Monte 
Carlo simulations by Gonzalez et al.12 In a model of energy- 
independent three-dimensional elastic impurity scattering, 
these authors found the very same ratio P / P Poisson 1/3 as in
the degenerate case. The origin of the suppression is quite 
different, however, being due to correlations induced by 
long-range Coulomb repulsion—rather than by the Pauli 
principle. The one-third suppression of shot noise in the 
computer simulations required a large voltage and short 
screening length, but was found to be otherwise independent 
of material parameters.
Subsequent analytical work by one of the authors13 ex­
plained this universality as a feature of the regime of space- 
charge limited conduction. The kinetic equations in this re­
gime are highly nonlinear and could only be solved in the 
approximation that the diffusion term is neglected compared 
to the drift term. This is a questionable approximation: The 
ratio of the two terms is 1/d , with d  the dimensionality of the 
density of states. The result of Ref. 13,
12 3 d 2 + 22d + 64
P/PPoisson=y  (d + 2 )(3 d +  4 )(3 d +  8) ’ (L2)
becomes exact in the large-d limit, when P / P Poisson 4/5d , 
but has an error of unknown magnitude for the physically 
relevant value d  3.
The main purpose of the present paper is to report the 
exact solution of the kinetic equations in the space-charge 
limited transport regime. We find that inclusion of the diffu­
sion term has a pronounced effect on the spatial dependence 
of the electric field, although the ultimate effect on the noise 
power turns out to be relatively small: The exact suppression 
factor differs from Eq. (1.2) by about 10% for d =  3. We find
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P  / P Poisson
f 0.6857 for d = 1 
0.4440 for d = 2 
0.3097 for d = 3,
(1.3)
close to the values reported by Gonzalez et al. (although 
their surmise that P / P  Poisson is a simple fraction 1/d for d 
= 2, 3 is not borne out by this exact calculation. By includ­
ing the effects of a finite temperature and screening length, 
we obtain excellent agreement with the electric-field profiles 
in the simulations (which could not be achieved in the drift 
approximation of Ref. 13 and determine the conditions for 
space-charge limited conduction. We also go beyond previ­
ous work by calculating to what extent the shot-noise sup­
pression factor varies with the energy dependence of the 
scattering rate. (This breakdown of universality was antici­
pated in Refs. 13 and 14.)
The paper is organized as follows. The kinetic theory is 
introduced in Sec. II, where we summarize the basic equa­
tions and emphasize the differences with the degenerate case. 
In Sec. III we formulate the problem for the regime of space- 
charge limited conduction. In Sec. IV we solve the kinetic 
equations for the case of an energy-independent scattering 
rate and compare with the Monte Carlo simulations.12 We 
study separately the capacitance fluctuations. The effect of 
deviations from the conditions of space-charge limited con­
duction is also investigated. Energy dependence in the scat­
tering rate is considered in Sec. V. We conclude in Sec. VI 
with a discussion of the experimental observability in con­
nection with electron-phonon scattering.
II. KINETIC THEORY
A. Boltzmann-Langevin equation
Our starting point is the same kinetic theory1-4 used to 
study shot noise in degenerate conductors.5,715-21 We sum­
marize the basic equations, emphasizing the differences in 
the nondegenerate case. The density f (  r, p, t) of carriers at 
position r  and momentum p =  m  v at time t (where m  is the 
effective mass and v is the velocity satisfies the Boltzmann- 
Langevin equation
d d d 
-T- + v- — + e E (r, t) —  
t r  p
f (  r, p, t) = S + 8 J . (2.1)
Here E(r, t ) is the electric field (we take the charge of the 
carriers positive , ( r ,p , t ) is the collision integral, and 
S J (r ,p , t) is a fluctuating source (or ‘‘Langevin current’’). 
The collision integral describes the average effect of elastic 
impurity scattering,
d  n '
2.2
The integral over the direction n = p / p  of the momentum 
extends over the surface of the unit sphere in d  dimensions, 
with surface area 0  = 277d/2/ r ( 2 d ). The scattering rate 
W e(n - n ') depends on the kinetic energy e = p 2/2m and on 
the scattering angle n - n '. The effective mass m  is assumed 
to be energy independent.
The stochastic Langevin current J  vanishes on average, 
S J =  0, and has correlator2
J  r, p, t J  r  , p , t
r  r  t t
v ( s )
S ( n - n ' )  d n " W e( n - n " ) ( f + f '  — 2 f  f " )
- w (  n -n ')  ( f + f -  i f f ) 2.3
determined by the mean occupation number f . We abbrevi­
ated f '= f ( r , p ' , t ) and analogously for f  J  The density of 
states in d  dimensions is ( ) m  (2 m  )d/2 1, where we 
set Planck’s constant ^  1.
A nondegenerate electron gas is characterized by f  1. In 
contrast to the degenerate case, the Pauli exclusion principle 
is then of no effect. One consequence is that we may omit 
the terms quadratic in f  in the correlator 2.3 . A second 
consequence is that deviations from equilibrium are no 
longer restricted to a narrow energy range around the Fermi 
level, but extend over a broad range of . One cannot, there­
fore, eliminate as an independent variable from the outset, 
as in the degenerate case.
B. Diffusion approximation
We assume that the elastic mean free path is short com­
pared to the dimensions of the conductor, so that we can 
make the diffusion approximation. This consists in keeping 
only the two leading terms,
f (  r, nV 2 m s, t) + n- f(r,e , t) , (2.4)
of a multipole expansion in the momentum direction n .W e 
substitute Eq. (2.4) into the Boltzmann-Langevin equation 
(2 .1) and integrate over n to obtain the continuity equation,
d d d 
— p (r ,s , t) + — j ( r ^ ,  t) + e E r ,  t)— j ( r ^ ,  t) = 0 ,
t r d s '
2.5
for the energy-resolved charge and current densities
r, , t e r, ,t , 2.6
1
j ( r ^ ,  t)=  d e  v v ( s  )f( r,e , t) , 2.7
with  ^= V 2s/m . In the zero-frequency limit we may omit 
the time derivative in Eq. 2.5 .
Multiplication by n followed by integration gives a sec­
ond relation between p and j :22
j ( r ^ ,  t) = - D ( e ) — p (r,e , t ) - a (  e ) E r ,  t)
X — t) +  J ( r ^ , t ) , 2.8
1
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FIG. 1. Semiconducting slab (grey between two metal contacts 
(black at x = 0 and x = L . The (d — 1)-dimensional cross-sectional 
area is A. The current flows from left to right in response to a 
voltage V applied between the contacts.
a combination of Fick’s law and Ohm’s law with a fluctuat­
ing current source. The conductivity cr(s) = e 2v ( s ) D (s) is 
the product of the density of states and the diffusion constant 
D (s) = v 2t /d  = (2 s /m d )r(s ) . The scattering rate is given 
by
1 f  dn' _  _
r ( s )  = J o - ^ e ( n - n ' ) ( l - n . n ') .  (2.9)
The energy-resolved Langevin current
f  dn  „ „ ;------
SJ[r,s,t) = e t[s )v v[s) I -^-nSJ[r,nyl2m s,t)
(2 .10)
is correlated as
8Ji(r , s , t) SJm( r '  , s t ’)
= 2&( s  ) T (  r ,s ,  t ) S lmS( r —r ' ) S ( t - t ' ) S ( s  — s ') ,
2.11
where we have omitted terms quadratic in T.




with p (r , t ) = i d s  p ( r ,s ,t)  the integrated charge density, k 
the dielectric constant, and eq the mean charge density in 
equilibrium. The Langevin current J  induces fluctuations in 
p  and hence in E. The need to take the fluctuations in the 
electric field into account self-consistently is a severe com­
plication of the problem.
=A_ ^ dr± E x( r , t ). The vector rx of transverse coordinates 
has d — 1 dimensions. The physically relevant case is d =  3, 
but in computer simulations one can consider other values of 
d. For example, in Ref. 12 the case d = 2 was also studied,
corresponding to a hypothetical ‘‘flatland. To compare 
with the simulations, we will also consider arbitrary d .
For any d  the fluctuating Ohm-Fick law 2.8 takes the 
one-dimensional form
d  D  r, , t
+ E ( x , t )  dr, dsJR f^s, t )— a ( s )  + S J ( x , t ) , 
d
2.13
where we used that the averages of and E depend on x  
only and neglected terms quadratic in the fluctuations. The 
Poisson equation (2.12) becomes
fl
kA — E ( x  , t) = p ( x , t ) - A p  eq, 
and the correlator (2 .11) becomes
(2.14)
J  x  , t J  x  , t
= 2 A S ( t  — t ’) S ( x  — x ’) j  d s a { s ) J :{ x , s ) .  (2.15)
Our problem is to compute from Eqs. (2.13)-(2.15) the shot- 
noise power 1.1 .
D. Energy-independent scattering time
The Ohm-Fick law (2.13) simplifies in the model of an 
energy-independent scattering time ( ) . Then the de­
rivative of the conductivity der/d s  = ^  v ( s )  is proportional 
to the density of states and contains the energy-independent 
mobility f i  = e r / m . Equation (2.13) becomes
fl
dr, d s  D ( s ) p ( r , s , t )
x  , t E  x  , t J  x  , t . (2.16)
The drift term now has the same form E  as for inelastic 
scattering.24 This simple form does not hold for the more 
general case of energy-dependent elastic scattering.
C. Slab geometry
We consider the slab geometry of Fig. 1, consisting of a 
semiconductor aligned along the x  axis with uniform cross­
sectional area A. A nonfluctuating potential difference V  is 
maintained between the metal contacts at x  0 and x  L  , 
with the current source at x  0. The contacts are in equilib­
rium at temperature T. It is convenient to integrate over en­
ergy and the coordinates rx perpendicular to the x axis. 
We define the linear charge density p ( x , t ) = f d rx p ( r, t) 
and the currents I ( t)=  f d r ± f d s j x( r , s , t) and S J (x , t ) 
= / d r x / d s S J x( r , s , t). The current I  is x independent in the 
zero-frequency limit because of the continuity equation (2.5). 
We also define the electric-field profile E  (x , t)
III. SPACE-CHARGE LIMITED CONDUCTION
For a large voltage drop V  between the two metal contacts 
and a high carrier density pc in the contacts, the charge in­
jected into the semiconductor is much higher than the equi­
librium charge peq, which can then be neglected. For suffi­
ciently high V  and p c, the system enters the regime of space- 
charge limited conduction,25 defined by the boundary 
condition
E(x, t) = 0 at x = 0. (3.1)
Equation (3.1) states that the space charge g  = J^p (x ) d x  in 
the semiconductor is precisely balanced by the surface
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charge at the current drain. The accuracy of this boundary 
condition at finite V  and p c is examined in Sec. IV E. At the 
drain we have the absorbing boundary condition
p (x ,  t) = 0 at x  = L . (3.2)
This is the diffusion approximation to the condition of zero 
flux incident from the current drain. Here we neglect the 
small thermal contribution to the noise from carriers that are 
injected and collected at the drain at kinetic energies ~  kT,  
as well as the negligible fraction ~ exp(—eV/kT) of carriers 
injected from the drain that can overcome the potential bar­
rier.
To determine the electric field inside the semiconductor, 
we proceed as follows. The potential gain -  e<f)(x , t) (with 
E =  — d <f>/dx) dominates over the initial thermal excitation 
energy of order k T  with Boltzmann's constant k ) almost 
throughout the whole semiconductor; only close to the cur­
rent source in a thin boundary layer this is not the case. We 
can therefore approximate the kinetic energy e 
and introduce this into D (e) and d<r/de. We assume a 
power-law energy dependence of the scattering time
Then D ( s )  = (2T0 / m d ) ^ + l ^  — ( 2 ^ 0 /d)■ T 0 S
( — e ) a$ a 1 and d a / d s  = ( 2 a  + d ) ( r0 /md) e 2s a v(s)**
— ( 2 a +  d ) ( ^ 0 /  d)( —e ) a+l$ av ( s ) ,  where we have defined 
/n0 = e r 0 / m . Substituting into Eq. (2.13 and using the Pois­
son equation -  x A d 2$ / d x 2 = p,  we find the third-order, non­
linear, inhomogeneous differential equation
d l d f i y  d l  + , d 2cf>\
^2 a + d ) ^ ( ^ )  - 4^ r  ^
2 d
( - e ) “ /xq/cA
[ I ( t ) ~  S J ( x ,t)] 3.3
for the potential profile <f>(x, t).
Since the potential difference V  between source and drain 
does not fluctuate, we have the two boundary conditions:
<f>(x, t) = 0 at x = 0 ,
x  , t V  at x  L .
(3.4)
(3.5)
Equations 3.1 and 3.2 imply two additional boundary 
conditions:
~ , * {x • t ) - 0 at x = 0 , (3.6)
IV. ENERGY-INDEPENDENT SCATTERING TIME
A. Average profiles
For a  = 0 the averaged equation (3.3) can be integrated 
once to obtain the second-order differential equation
d $ \ 2 4 _ d 2 $  21
dx d  d x 2 A
4.1
for the mean potential $ (x). In this case of an energy- 
independent scattering time ( ) , we may identify 0 
with the mobility e /m  introduced in Sec. II D. No inte­
gration constant appears in Eq. 4.1 , since only then the 
boundary conditions 3.4 and 3.6 at x  0 can be fulfilled 
simultaneously. In Ref. 13 the second term on the left-hand 
side of Eq. 4.1 the diffusion term was neglected relative 
to the first term the drift term . This approximation is rigor­
ously justified only in the formal limit d  . It has the 
drawback of reducing the order of the equation by one, so 
that no longer can all boundary conditions be fulfilled. Al­
though the solution in Ref. 13 violates the absorbing bound­
ary condition (3.7), the final result for the shot-noise power 
turns out to be close to the exact result obtained here.
Before solving this nonlinear differential equation ex­
actly, we discuss two scaling properties that help us along 









d * d x 2
4.2
4.3
the rescaled Eq. 4.1 generates a one-parameter family of 
solutions 3/2 (x / ). Thus, if we find a solution that fulfills 
the three boundary conditions (0 ) 0 , (0 ) 0 , ( 1)
0 primes denoting differentiation with respect to x ), then 
the potential
2 I L 3 
A
1/2
x / L 4.4
solves Eq. 4.1 with boundary conditions 3.4 , 3.6 , and 
3.7 . The remaining boundary condition 3.5 determines 
the current-voltage characteristic
— -  M x , t) = 0 at x  = L . x2 3.7
We will now solve this boundary value problem for
, first for the mean and then for the fluctuations, in 
both cases neglecting terms quadratic in . The case
0 of an energy-independent scattering time is considered 
first, in Sec. IV. The more complicated case of nonzero a  is 
treated in Sec. V.




The quadratic dependence of 7  on V  is the Mott-Gurney law 
of space-charge limited conduction.26
We now construct a solution (x ). One obvious solution
is ^ 0(x) = a 0x3/2, with
21  4 \ _1/2
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This solution satisfies the boundary conditions at x = 0, but 
;^0(x)#0 for any finite x. Close to the singular point x =  0 
any solution will approach ^ 0(x ) provided that d >  4/3. Let 
us discuss first this range of d , containing the physically 
relevant dimension d  3.
We substitute into Eq. 4.3 the ansatz
x l= 0
4.7
consisting of 0(x ) times a power series in x  , with a 
positive power to be determined. This ansatz proves fruitful 
since both terms on the left-hand side of Eq. 4.3 give the 
same powers of x , starting with order x 1 in coincidence with 
the right-hand side. Power matching gives Eq. 4.6 for a 0, 
and for l 1 it gives the conditions
b lma ma l — m 0 , 4.8
9 3
b lm = 4 “  d  + \ M 1 + ^ I m 2f32 + ml /32.
4.9
The relation with l 1 is special: It determines the power ,
3 3 9
+ d + d =  0 , 4.10
but leaves the coefficient a 1 as a free parameter to be deter­
mined by demanding that (1) 0 . The positive solution 
of Eq. (4.10 is
3 1 r - 2--------------(3= - d -  1 + tt\I9 d  2 + 2 4 d -  32. 
8 8
4.11
We find £ = ( N/1 3 - 1)/4 for d = 2 and £ = 3 /2  for d =  3. For 
l 2 we solve for al to obtain the recursion relation
l 1
a l
a l (b ll + b l0)a c
4.12
Interestingly enough, the power series terminates for d  
12/5, and the solution for this dimension is (x ) x 3/2
— 5x5/2. For arbitrary dimension d > 4/3, the coefficients a t 
fall off with l, the more rapidly so the larger d  is. We find 
numerically that the solution with ^ " (1) = 0 has a 1 
= 0.3261 for d = 2 and a ^ 0 .1 1 6 6  for d =  3.
For d  4/3 we substitute into Eq. 4.3 the ansatz
*(x) = E  c ^  (3^ )/2, 
l 0
4.13
with y = (4  —3d)/(4  —d). Now the coefficient c0 is free. 




and the recursion relation
FIG. 2. Profile of the mean electrical potential p  [in units of 
(2 IL 3/p,kA )1/^ , the electric field E  [in units of (2 IL/fxkA ) m \  
and the charge density p [in units of (2 I k//jlL A )1/2], following 
from Eq. 4.1 for different values of d . The drift approximation of 
Ref. 13 corresponds to the case d in this plot.
l 1









for coefficients with l 2. For d  1 the solution with 
*"(1) = 0 has c0 = 1.3628.
In Fig. 2 the profiles of the potential , the electric 
field E  , and the charge density are plotted for d
1 , 2 , and 3 . We also show the result for d  , corre­
sponding to the drift approximation of Ref. 13. The coeffi­
cient (1 ) appearing in the current-voltage characteristic
4.5 can be read off from this plot. We find (1) 8/9 for 
d =  1, *(1) = 0.8180 for d = 2, and *(1) = 0.7796 for d = 3. 
The limiting value for d=oc i ^ ( 1 ^ 2 / 3 .
B. Fluctuations
For the fluctuations it is again convenient to work with the 
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We linearize Eq. 3.3 with 0 around the mean values 
and integrate once to obtain the second-order inhomoge- 
neous linear differential equation
c y ,y -
4 y i2il> i d x y i i l *  (4  d 2x \  
d  *)  fix2 \ "" d x ) fix \ d d x 1
x 8 I ( t ) - 8 J ( x ' , t)
d x ' --------- z---------
0 I
(4.18)
The integration constant vanishes as a consequence of the 
boundary condition
ip(x, t) = 0 at x = 0 (4.19)
and the requirement that the fluctuating electric field / x  
stays finite at x  0. The latter condition actually implies 
fitp/fix = 0 at x = 0.] We will solve Eq. (4.18) with the addi­
tional condition of a nonfluctuating voltage,
ip(x, t) = 0 at x  = L . 
The remaining constraint
2
— -<p{x, t) = 0 at x  = L x2
4.20
4.21
(the absorbing boundary condition) will be used later to re­
late I  to J .
We need the Green function G  (x , x ' ), satisfying for each 
x '  the equation £ [G (x ,x ’)] = <5( x — x ’). In view of Eq. (4.3) 
for the mean potential one recognizes
d
(M x) = 3 x  ( x ) -  2 x ~ x { x ) 4.22
as a solution 1 0, which already satisfies Eq. 4.19 .
Using a standard prescription,27 we find from ij/1(x) a sec 
ond, independent, homogeneous solution
.Xd,2(x ' )
ifj2( x ) = i f j l ( x)  \ d x '
21 x
4.23
which fulfills Eq. 4.20 . The Wronskian is
d d
x ) ^ ^  ^  ^  x)dTx'P ^  x ) = "
d/2 x  . 4.24
The Green function also contains the factor — 4 ^ /d that ap­
pears in Eq. (4.18) in front of the second-order derivative of 
ip. We find
G x  , x
d
- [0 ( x - x ')  ifo( x) ^ (  x ')4 d /2 1 x  
+ 0 ( x '- x )  ^ (  x) ^ (  x ')  ], 4.25
where (x ) 1 for x  0 and (x ) 0 for x  0 .
The solution of the inhomogeneous equation (4.18) with 
boundary conditions (4.19), (4.20) is then
: L (V 8 I ( t ) - 8 J ( x ”, t ) 
ij/(x,t)= | d x ' G ( x , x ' )  dx"--------- —--------- .
From the extra condition 4.21 we find




d x ‘ (L) f L xifti{x)
C = \ w X ( L ) - L y 2 } + - ' 1 A- I dx-
4 sfL Jo " x d'2+li x Y
4.28
(3 x ( L )  f—\ d Xdl2(L)  f i  ^ ( x ' )
S u H ^ - ' £ ) + 4 ^ r J / '  / S y i '
4.29
Equation 4.27 is the relation between the fluctuating total 
current <5I and the Langevin current <5J that we need to com­
pute the shot-noise power.
C. Shot-noise power
The shot-noise power is found by substituting Eq. 4.27 
into Eq. (1.1) and invoking the correlator (2.15) for the 
Langevin current. This results in
f i  /0 ( x ) \2 
P = 2 j  rfxj—  H(x) ,  (4.30)
4.31H{x)  = 2A d s a ( s ) J :(x , s ) .
In order to determine the mean occupation number (x , ) 
out of equilibrium, it is convenient to change variables from 
kinetic energy e to total energy u = s + e $ ( x , t ). In the new 




j ( x , u) = ---- o\_u — e $ ( x ) ] — $ ( x , u ) . (4.33)
e x
The derivatives with respect to x  are taken at constant u . The 
solution is
$ ( x , u) = e j ( u )
dx
4.34
ix <x[f( — e<f>(x')\
where we used the absorbing boundary condition 3.7 
which implies (L ,u ) 0 .
As before [in the derivation of Eq. (3.3) from Eq. (2.13)] 
we approximate u — e $ (x) ^  -  e $ ( x ) in the argument of <r. 
(This is justified because 0 <  u ^ k T < e V )  Then $ (x ,u ) fac- 
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FIG. 3. Shot-noise power P for an energy-independent scatter­
ing rate as a function of d . The exact result solid curve is com­
pared with the approximate result 1.2 dashed curve . Both curves 
approach 4/5d for d . The data points are the results of numeri­
cal simulations Ref. 12 .
P  / P Poisson
0.6857 for d =  1 
0.4440 for d  2 
0.3097 for d =  3.
4.43
In Fig. 3 we plot Eq. 4.42 as a function of the dimension d  
and compare it with the approximate formula 1.2 , obtained 
in Ref. 13 by neglecting the diffusion term in Eq. 4.1 . The 
exact result 4.42 is smaller than the approximate result 
(1 .2  by about 10%, 15%, and 25% for d = 3, 2, and 1, 
respectively. For d  , the drift approximation that leads to 
Eq. (1 .2  becomes strictly justified, and P / P Poisson ap­
proaches 4/5d. The data points in Fig. 3 are the result of the 
numerical simulation.12 The agreement with the theory pre­
sented here is quite satisfactory, although our findings do not 
support the conclusion of Ref. 12 that P =  j  P Poisson in three 
dimensions.
H { x ) =  2 e l x  ix-' ) d x ’x ~ dr\ x ’), 4.35
where we expressed the result in terms of the rescaled po­
tential . In this equation we recognize the Poissonian shot- 
noise power P  Poisson= 2 eI.
The integrals in the expressions (4.28), (4.29), and (4.35) 
for , , and can be performed with the help of the fact 
that solves the differential equation 4.3 . In view of this 
equation,
4 d





x  1 4 d
t 2 + I = d d x {^ X ' X X ' - x x x ' l x - dl2l  (4.38)




The fluctuations <5! ( t) in the current I  ( t) are due in part to 
fluctuations in the total charge Q ( t ) = f d x p  (x , t ) in the 
semiconductor. The contribution from this source to the cur­
rent fluctuations is 8 I q = ( 8 Q / Q )!. Fluctuations in the car­
rier velocities account for the remaining current fluctuations 
I V I  I Q . Since the fluctuations in Q could be mea­
sured capacitatively, it is of interest to compute their magni­
tude separately. Because we have assumed that there is no 
charge present in equilibrium in the semiconductor, Q ( t ) 
= C( t) V  is directly proportional to the applied voltage V. 
The proportionality constant C ( t) is the fluctuating capaci­
tance of the semiconductor. The voltage does not fluctuate.
With the Poisson equation 2.14 and the boundary con­
dition 3.1 we have
A
C ( t ) = ~ V - E ( L , t ) .
The correlator of the capacitance fluctuations,
P c = 2 d t S C ( 0 ) S C ( t ) ,
J —oc
is related to the correlator of I Q ,




1 2 L d/2 3 L
g w  = — [ S x M W - x  ' ( x ) ] ( ^ J  + ~ 2 L ~  •
4.41




d x \ L ) J o
f L 2 d  
dxQ  2( x ) x ( x ) — x  W .
J0 d x 2
4.42
The scaling properties of imply that this result does not 
depend on the length L . For d  1 , 2, and 3 it evaluates to
by P  q -  (/jlI V 2/2 kA L ) P c . We also define the correlators
P y — 2 I d t S I y ( 0 ) S I y ( t ) ,
P  Q V ~ 4 I d t  S I  q ( 0 )  S l y ( t ) ,
4.47
4.48
such that P = P q + P v + P qV .
In view of Eqs. 3.3 , 4.18 and the boundary conditions 
(3.5), (3.7), one obtains E (L ) and S E (L , t ) as a function of 
I  and J , and hence
L
x
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FIG. 4. Contribution P q from charge fluctuations to the shot- 
noise power P. The correlator P C of the capacitance fluctuations is
related to P q by P c= (4e*AL/p,V2)P q /P P0iss0n.
1 / CL d x  \
S IN( t ) =  — S J ( x , t ) \ ,
1 L dx
(57y( f ) = -  (57(f) + J — d/ (x , t )  .
With the help of Eq. 4.27 we find
P c ~  H P ^ P ^ 2P /j) ,
P ^  H  P  + P j + 2 P / J ,






16 f i  d x  dr
F /J = d x (L )FpoissoaJ 0 ~ r g (x )x (x )^ 2 x (x )’ *-4 '54)
8 r L dx rf2
P j = ~ j P  Poisson —  * (* )—T *(*)- (4-55) 
« Jo L-  dx -
The integrals can be evaluated by using that (x ) solves Eq. 
4.3 , with the result
3/248L  3/2 L d  36
P ,=  4
d  4 1 5d
2 L“ 3/^ (  L ) -  1 
d + 4
P Poisson . 4.57
In Fig. 4 the correlator of the capacitance fluctuations is 
plotted as a function of d. For d = 3 we find P C 
= 0.0184e/<AL/pV2. The corresponding contribution P q 
= 0.0071PPoisson is relatively small, being less than 3% of 
the contribution from the velocity fluctuations P V 
= 0.3076PPoisson. (Incidentally, we find that charge and ve­
locity fluctuations are anticorrelated, P qV~  
-0 .0049P Poisson.) Our calculation thus confirms the numeri­
cal finding of Ref. 12, that the charge fluctuations are 
strongly suppressed as a result of Coulomb repulsion. How­
ever, we do not find the exact cancellation of P q and P qV 
surmised in that paper.
E. Effects of a finite voltage and carrier density
For comparison with realistic systems and with computer 
simulations, one has to account for a finite voltage V  and a
finite carrier density c in the metal contacts. The density c 
is the charge density at the semiconducting side of the inter­
face with the metal contact. It depends on temperature ac­
cording to26 pc — 2 e (m k T /lw ft2) 3/2 exp(— W/kT),  where W is 
the work function of the interface. The relevant parameters 
are the ratios L c / L  and L s / L , with L c = ( K k T / epc) 1/2 the 
Debye screening length in the contact and L s = ( k V / p c) 1/2 
the screening length in the semiconductor. The theory of 
space-charge limited conduction applies to the regime L  
> L s> L c (or k T < e V  and p c> K V /L 2—the combination 
k V /L 2 characterizing the mean charge density in the semi­
conductor . In this section we will show that, within this 
regime, the effects of a finite voltage and carrier density are 
restricted to a narrow boundary layer near the current source. 
We will examine the deviations from the boundary condition 
(3.1) and compare with the numerical simulations.12
To investigate the accuracy of the boundary condition 
3.1 , we start from the more fundamental condition of ther­
mal equilibrium,
x  ,
A p cv ( s  )exp( —s / kT)  
d  exp / k T
at x  0 .
4.58
We keep the absorbing boundary condition (L , ) 0 at the 
current drain, since thermally excited carriers injected from 
the contact at x  L  make only a small contribution to the 
current when e V  k T . To simplify the problem, we assume 
that all carriers at the current source have the same kinetic 
energy 2dkT ,  in essence replacing the Boltzmann factor 
exp(-e/kT) in Eq. (4.58) by a delta function at e = (d /2)kT.  
We restrict ourselves to the physically relevant case d  3 
and substitute e = f  k T - e  p ( x ) in the argument of D (e) in 
Eq. (2.16). Repeating the steps that resulted in Eq. (4.1), we 
arrive at the differential equation
d p  \ 2 / 4 _  k T \ d  2p  2 /
d  - {--3p- 2 - ) d 2 =  H Z ' 1 - *  (459’
In comparison to Eq. 4.1 , an integration constant appears 
now on the right-hand side. This constant and the current I  
have to be determined from the four boundary conditions 
p (0 ) = 0, #fp "(0) = -  p c, p (L ) = - V ,  and p "(L ) = 0.
We have integrated Eq. 4.59 numerically. In Fig. 5 we 
show the electric field for d  3 and parameters as in the 
simulations of Ref. 12, corresponding to L /L c 48.9 and 
(L s / L c)2 = e V / k T  ranging between 40 and 300. We find ex­
cellent agreement, the better so the larger e V / k T  is, without  
any adjustable parameter.
The boundary condition 3.1 of zero electric field at the 
current source assumes that the surface charge in the current 
drain is fully screened by the space charge in the semicon­
ductor. With increasing e V / k T  for fixed L /L c one observes 
in Fig. 5 a transition from overscreening (E =  0 at a point 
inside the semiconductor to underscreening (E  extrapolates 
to zero at a point inside the metal contact . We can approxi­
mate E (x) = -  p 0(x— £), where p 0 solves Eq. (4.1) with the 
boundary conditions of space-charge limited conduction.
0
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FIG. 5. Electric-field profiles for eV/kT=  40, 60, 80, 100, 200, 
and 300, at parameter values d= 3, T=  300 K, pc/e= 1024 m 3, 
L 200 nm, and 11.7 0 with 0 the dielectric constant of 
vacuum . The solid curves follow from Eq. 4.59 . The data points 
are the result of numerical simulations Ref. 28 . There are no fit­
ting parameters in this comparison.
the relative magnitude of L c / L  and (L s /L )4. Overscreening 
occurs when L c / L > (L s / L )4. Then E 0^ - ( 2 k T p c/ e/<)112, 
^ ~ (2 e /9 k T ) 1I2(pc /k )312, and £ « £ ' = O (L c). The differ­
ence = O (L4/L At the matching point, $  
= O(k T / e ), E = O ( V 2K/pcL 3), and p = O ( p c). Under­
screening occurs when L c / L<s (L s / L )4. Then E  0 
A  A. — n t  T 3/,.3t/2\= O (V2 /</pL3 ) <  V / L , <£3 = O (p 3 L  3/k 3V2), £=
— O(L ^ L 3), and £' = O(L^ 4/L3). At the matching point, p  
= O(V4/c3/p 3L6), ^ O (E0), and ^ O ( p c). In between 
these two subregimes, when L ^ L 3Lc is of order unity, 
vanishes and p asym(x) becomes an exact solution of Eq. 
(4.59), which also fulfills all boundary conditions. In the 
same range, changes sign from positive to negative values.
We conclude that the width of the boundary layer is of 
order max(L c ,L 4, / L 3). At the matching point, E<sV/L . The 
boundary condition 3.1 , used to calculate the shot-noise 
power P , ignores the boundary layer. This is justified be­
cause P  is a bulk property. We estimate the contribution to 
P / P  Poisson coming from the boundary layer to be of order 
max(Lc/L , ( L s I L )4) (possibly to some positive power), 
hence to be 1 in the regime of space-charge limited con­
duction.
This is an excellent approximation for e V I k T =  200 (£/L 
= 0.02) and e V I k T =  300 (£/L =  -0 .004), practically indis­
tinguishable from the curves in Fig. 5 top panel .
To demonstrate analytically that space-charge limited 
conduction is characterized by the conditions L > L s> L c , 
we will now compute the width of the boundary layer and 
show that it becomes L  in this regime. We need to distin­
guish between two length scales and to fully character­
ize the boundary layer. The length determines the shift in 
the asymptotic solution
p asym(x) = p 0(x -  £) + 3kT I 2 e , 4.60
while the size characterizes the range 0 x  where the 
exact solution p (x) deviates substantially from p asym(x).
The values of and are found by comparing Eq. 4.60 
with the Taylor series
2 3  c x  2 x  3
p (x)  = — E0x — y  + ^ 3y  + O (x  ). (4.61)
The coefficients in the Taylor series are determined from Eq. 
4.59 ,




’ /ukA  ’
2 I
w E  0---- 1" 2—  p 3 = ---- —,3 0 e 3 A
4.62
4.63
where 2 I / ^  kA ^  V2/L 3 up to a coefficient of order unity [cf. 
Eq. 4.5 .
We match the two functions 4.60 and 4.61 at x  , 
demanding that potential and electric field are continuous at 
x  . These two conditions determine and . Within the 
regime L > L s> L c we find two subregimes, depending on
V. ENERGY-DEPENDENT SCATTERING TIME
We consider now an energy-dependent scattering time. 
We restrict ourselves to d  3 and assume a power-law de­
pendence ( ) 0 . The energy-dependence of the rate 
1/ t  is governed by the product of the scattering cross section 
and the density of states. For short-range impurity scattering 
the cross section is energy independent, hence a =  - 1/2 . 
This applies to uncharged impurities in semiconductors. For 
scattering by a Coulomb potential, the cross section is 2, 
hence a  =3/2. This applies to scattering by charged impuri­
ties in semiconductors.29 The case 0 considered so far 
lies between these two extremes.30 We have found an exact 
analytical solution for the case of short-range scattering, to 
be presented below. The case of long-range impurity scatter­
ing remains an open problem, as discussed at the end of this 
section.
For short-range impurity scattering, the technical steps are 
similar to those of Sec. IV. We first determine the mean 
potential p (x ). The scaling properties of Eq. (3.3) are ex­
ploited by introducing the rescaled potential (x ), with
x
3 e 1I2L3 I  
2 jj,0KA
—\ 2I3
x ( x  / l )  . 5.1
In this way we eliminate the dependence on the current I  and 
the length of the conductor L . The rescaled potential fulfills 
the differential equation
X
-112 ^ d ^ _ v 1i^ =1
d x  dx
2 d ^ x  
dx 3
5.2
with boundary conditions (0 ) 0 , (0 ) 0 , and ( 1)
0 .
We substitute
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FIG. 6. Profile of the mean electrical potential in units of 
L2(3e m 7/2(i0KA )2/^ , the electric field E  [in units of 
L (3e 1/17/2fji0KA)m \  and the charge density p [in units of 
(3e 1/2I k 1/1/2p,0A for a three-dimensional conductor with short- 
range impurity scattering, computed from Eq. 5.2 .
x d
>!h(x ) = X(x ) ~  2  d x X ^ '
f i  x m ix')<l^(x')
fa ( x ) =  (/'i(x) J d x ' -------------------
Jx W  (x ')
, % f 1 , , X m (x ' ) ^ i ( x ' )
-l fM(x) dx  ------------------- .
Jx W 2(x ' )
where we have defined




The special solution which fulfills t//(0,t) = tp' (0, t) = ^(1 ,t) 
= 0 is
x ;2  glx  l 0
l 2 5.3
into Eq. 5.2 . Power matching gives in the first order g 0 
=  ^ 2 /3. The second order leaves g  1 as a free coefficient, but 
fixes the power ^ = ( 1/ 13- 1)/2. The coefficients g l for l 
2 are then determined recursively as a function of g 1. 
From the condition x"(1) = 0, we obtain g ^  -0.1808. The 
resulting series expansion converges rapidly, with the coef­
ficient g  12 already of order 10-12.
The averaged potential and its first and second derivative 
are plotted in Fig. 6. The electric field (x ) increases now 
linearly at the current source, hence the charge density 
(x ) remains finite there. The current-voltage character­
istic is
p 2 ^ 0kA
3 e 1/2L M x C1)
V 3/2
5.4
with ^(1 ) = 0.4559. This is a slower increase of I  with V  than 
the quadratic increase 4.5 in systems with energy- 
independent scattering.
The rescaled fluctuations i^(x, t), introduced by
x  , t
3 e 1/2L3 I
2 ^ ^ A  )
fulfill the linear differential equation
ip(x / L , t ) , 5.5




2 1/2 x 2 2 1/2 x
yn + 2 ~ ] ^
X X I
I  t J  x  , t
5.6
The solution of the inhomogeneous equation is found with 
the help of the three independent solutions of the homoge­
neous equation 0,
5.7
% f 1 , ,Xm(x') 
m x , t ) =  d x  — ------
Jo >V (x ')
0 ( x - x ')  (^(x) lp2( x ' )
+ ® ( x '  —x)  ij/^ x ' )  tp2( x)-
1 1
x I dx"  
10
21
S / ( t ) - S J ( x ' ', t ) W ( x " )
I
2 x  2 x
5.11
The condition (1,t) 0 relates the fluctuating current 
I  to the Langevin current J . The resulting expression is 
again of the form 4.27 , with now
5.12C= d x Q ( x ) ,
^  % > V (X )  * ' 2( l )  f 1 , ^ ' V ) ^ * ' )
5 U ’ -  T u T  r + « i t J , dx m f  I ■
(5.13)
The shot-noise power is given by Eq. (4.30) with H ( x ) as 
defined in Eq. 4.31 and the mean occupation number still 
given by Eq. 4.34 . Instead of Eq. 4.35 we now have
1
‘H (x )  = 2 e l x ( x )  d x '
x
P Poisson 1/2 x  x  , 5.14
where we integrated with the help of Eq. 5.2 and used 
(1) 0.
Collecting results, we obtain the shot-noise suppression 
factor
P / P Poisson 0.3777, 5.15
which is about 20% larger than the result obtained in Sec. IV 
for an energy-independent scattering time in three dimen­
sions. Equation 5.15 can be compared with the 
-dependent result in the drift approximation
P / P Poisson
6 (a  — 1 ^ ^  +  ^ ( 1 ^ ^ 3 ^ — 157) 
' 5 ( ^ - 5 X 8 ^ 1 7 X 1 3  + 80;)
5.16
x
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For a =  - 1/2 the drift approximation gives P 
= 0.4071PPoisson, about 10% larger than the exact result 
5.15 .
We now turn briefly to the case of long-range impurity 
scattering. The kinetic equation 3.3 , on which our analysis 
is based, predicts a logarithmically diverging electric field 
oc_ln1/3x at the current source for a = 1 .  In the range a  
>  1, which includes the case a =  3/2 of scattering by charged 
impurities, we could not determine the low-x behavior. A 
behavior (f>^ Cx& is ruled out because Eq. (3 .3  cannot be 
satisfied with a real coefficient C.] In the drift approximation, 
the shot-noise power (5.16) vanishes as a —► 1. Presumably, a 
nonzero answer for P  would follow for 1 if the nonzero 
thermal energy and finite charge density at the current source 
is accounted for. This remains an open problem.
VI. DISCUSSION
We have computed the shot-noise power in a nondegen­
erate diffusive semiconductor, in the regime of space-charge 
limited conduction, for two types of elastic impurity scatter­
ing. In three-dimensional systems the shot-noise suppression 
factor P / P Poisson is close to 1/3 both for the case of an 
energy-independent scattering rate (P / P Poisson= 0.3097) and 
for the case of short-range scattering by uncharged impurities 
(P / P Poisson= 0.3777). (The latter case also applies to quasi­
elastic scattering by acoustic phonons, discussed below. Our 
results are in good agreement with the numerical simulations 
for energy-independent scattering by Gonzalez e t a l . 12 The 
results in the drift approximation13 are about 10% larger. We 
found that capacitance fluctuations are strongly suppressed 
by the long-range Coulomb interaction. We discussed the 
effects of a nonzero thermal excitation energy and a finite 
carrier density in the current source and determined the re­
gime L > L S> L C for space-charge limited conduction (L s 
and L c being the screening lengths in the semiconductor and
current source, respectively . Two subregimes of overscreen­
ing and underscreening were identified, again in quantitative 
agreement with the numerical simulations.12
Let us discuss the conditions for experimental observabil­
ity. We have neglected inelastic-scattering events. These 
drive the gas of charge carriers towards local thermal equi­
librium and result in a suppression of the shot noise down to 
thermal noise, P = 8k T d l / dV .13 Inelastic scattering by opti­
cal phonons can be neglected for voltages V < k T D / e , with 
T d the Debye temperature. Scattering by acoustic phonons is 
quasielastic as long as the sound velocity v s is much smaller 
than the typical electron velocity v«*(e V / m ) 1/2. For large 
enough temperatures T > m v v s / k , the elastic-scattering time 
1/2 depends on energy in the same way as for short-
31range impurity scattering.
All requirements appear to be realistic for a semiconduct­
ing sample with a sufficiently low carrier density: The elec­
tron gas is degenerate even at quite low temperatures a few 
Kelvin). Short-range electron-electron scattering is rare due 
to the diluteness of the carriers. Scattering by phonons is 
predominantly elastic. If the dopant charged impurities is 
sufficiently dilute, the impurity scattering is predominantly 
short ranged. Under these conditions we would expect the 
shot-noise power to be about one-third of the Poisson value.
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