ABSTRACT Concealing a message in the APPn markers of a JPEG image not only protects the security of the message but also induces no change to the quality of the image. However, from the existing literature, whether it is a plaintext message or a ciphertext message hidden in APPn, it is easy for an attacker to identify the confidentiality of the hidden message, which is not conducive to the security of the message. Inspired by the natural language processing (NLP) and format-preserving encryption (FPE), this paper proposes a data hiding method, which is focused on the quality assurance of the host image and the concealment of the plain text having complete semantics based on the NLP and FPE. This method first uses the NLP and FPE to identify and encrypt the sensitive words in the plain text and then hides the ciphertext text with the plaintext style in the APPn of a JPEG image after replacing the plaintext words with the ciphertext words that have the plaintext style. The experimental results confirm that the structure, size, and quality of the host image do not show any changes before or after the data hiding and the recovered host image is also identical to its original appearance. In addition, the strategy that the semantic similarity is regulated autonomously by the user also makes it possible to obtain the ideal ciphertext words with very low similarity. Moreover, more than 80% of the ciphertext texts have reasonable semantics. Compared with the existing literature, our algorithm has a better performance.
I. INTRODUCTION
It is well known that data hiding is one of the effective measures used to protect image data or other messages. An image is one kind of the important carriers for data hiding, according to many algorithms that have been proposed in recent decades; for example, algorithms that hide messages in the spatial domain or transform domain of the host image. However, we find that the quality of the host image can be reduced, and the structure of the image can be changed regardless of the algorithm, and the host image also has difficulty returning to its initial state after the secret information is extracted [1] - [5] . This causes serious damage to the host image, especially a medical carrier image. Therefore, in order to ensure the visual quality and structure of the host image and to protect the restored host image from being damaged,
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the message has to be hidden in a domain that is outside of the spatial or transform domain of the host image.
Hiding a message in the APPn of a JPEG image can meet the requirements mentioned above, and it is also very easy to find the right JPEG host images. From the existing literature [6] , the JPEG standard has defined many markers for the application, such as the markers for SOI, DQT, EOI fields, as well as the markers APP0 (JFIF application data block) and APPn (other application data blocks, n = 1 − 15). Where APPn is the reserved marker of application, it can be used to store some data information, and the content of data information is uncertain. For example, APPn can be used to store a copy of an image, or the metadata of an image. In addition, APPn is a non-essential marker when decoding JPEG images. At the same time, JPEG is also an image compression format that is widely used in imaging devices, such as digital cameras and smart phones. Furthermore, these advantages of JPEG images have already sparked interest among researchers [7] - [11] .
However, we find that the hidden messages can be obtained easily with professional tools such as JPEGsnoop and MagicEXIF, if we hide a plaintext message in the APPn of a JPEG image. Moreover, if we hide a message encrypted with conventional encryption algorithms (such as DES and AES) in the APPn, the attacker then would infer the confidentiality of the hidden data when he/she sees the garbled characteristics of the hidden data, and then he/she would destroy the data. Obviously, the effective protection of these kinds of methods is debatable. Therefore, we think that if we could display the ciphertext with a plaintext style, and then hide it in the APPn of a JPEG image, it will not destroy the visual quality or structure of the host image, and the ciphertext would have a plaintext style, thus protecting the message better.
FPE can be used to accomplish the requirements mentioned above for encrypting plaintext, because FPE is a symmetric encryption technology, it can present the user with the ciphertext with a plaintext style while retaining the original format of the message. For example, the ciphertext would still be an integer, when the plaintext integer is encrypted by FPE. FPE already has good security effectiveness in the protection of digital character data, such as social security numbers, credit card numbers, IP addresses, and strings with a special format. However, as far as we know, FPE for a common text with full semantics has not been provided. For instance, the method for encrypting ''I will wait for you with a red umbrella at the gate of MIT and give you ***information'' has not been provided consistently.
NLP is a technology that uses the computers to perform a variety of processing on the written or spoken language. This technology can perform parsing, semantic analysis, automatic summarization, entity recognition, part-of-speech tagging, information extraction, etc. As far as we know, there is no case of introducing NLP technology into FPE so far.
So, inspired by the techniques of NLP, such as semantic analysis, entity recognition, and information extraction, and the encryption methods of FPE for encrypting integers and characters, in this paper, we propose a technique for hiding common text information in the APPn markers of a JPEG image after it is encrypted with FPE, i.e., a data hiding technology based on NLP and FPE. This technology first analyses the category of each word in the text message using the NLP technology, and then identifies the key words and sensitive words in these analysed words (or sets the sensitive words according to users' needs). Next, the technique obtains the numbers of these sensitive words in the vocabulary, and encrypts these numbers with FPE, which encrypts the integers with the help of unbalanced Feistel network. Thereafter, the method obtains the ciphertext words through seeking the corresponding words in the vocabulary according to the numbers of words encrypted; with that, the algorithm determines whether to use the current words as the ciphertext words, according to the semantic similarities between the plaintext words and the ciphertext words (the reference value of similarity can be set by the user). Finally, the ciphertext text is hidden in some APPn markers of the host JPEG image after successful encryption. The experimental results show that there is no influence on the structure, size, and image quality of the host image after hiding the ciphertext text in the APPn, and the restored host image is exactly the same as its original appearance. Furthermore, the hidden ciphertext text is also a text message, which has a plaintext style and reasonable semantics, thus protecting the security of the message better. The main contributions of this article are as follows:
1) A method that hides the ciphertext text in the APPn markers after being encrypted with FPE is proposed for the first time, thereby ensuring the image quality and better message security.
2) FPE that is based on NLP is proposed for the first time.
3) DES and AES are combined to construct the doubleencrypted unbalanced Feistel network.
4) A method is implemented to control the semantic similarity between the plaintext words and ciphertext words by the users.
5) The security of FPE proposed in this paper is demonstrated.
The rest of this paper is organized as follows. Related works are discussed in Section 2. The basic knowledge is given in Section 3. In addition, the framework is proposed in Section 4, followed by FPE based on the double-encryption unbalanced Feistel network in Section 5. The experiment and discussion are in Section 6. Finally, Section 7 finishes this article with the conclusion and the future work.
II. RELATED WORK
In this section, we give the related work from two aspects, namely, data hiding using APPn markers and FPE.
A. HIDING DATA USING APPn MARKERS
The marker section of a JPEG image was used to embed the icons and the metadata related to the icons in [8] , so that the recipients could use the thumbnails of the icons to display the metadata associated with each icon when the image was sent to them. A JPEG transmorphing algorithm was provided in [7] . In this algorithm, part of the information about the original image was inserted into the APPn markers of the processed image, which could ensure the recovery of the original image while saving communication bandwith. The JPEG image was encrypted first in [9] , and the padding data generated in the encryption process were hidden in the APPn markers after the padding data were encrypted. Next, the secret data were hidden in the encrypted padding data; then, an encrypted JPEG bitstream was generated after the key and image parameters were also hidden in APPn. The method proposed in [9] could preserve the format of the image, and it had little impact on PSNR for some images. In view of the fact that some areas in an image were the region of interest(ROI) and other regions were unprotected areas, the method proposed in [10] first blurred the appearance of the ROIs of the image, and then saved the information of the ROIs in the APPn markers of the blurred image. In this way, the ROIs of the blurred image can be recovered without distortion. A black box approach was used to select the candidate from APP0-APPn to hide the secret information in [11] , so that the execution efficiency of the algorithm could be improved without destroying the structure of the image.
B. FORMAT-PRESERVING ENCRYPTION
An identity-based format-preserving encryption was proposed in [12] , with the key-derivation function, and this algorithm combined the identity of the device and the master key used by the user to generate the key used in FPE, thereby limiting the damage to the FPE due to key exposure and increasing the lifetime of the key. The data from the first row of the database were extracted to generate the derived key in [13] , and the subkey for the first encryption was generated by combining the first derived key with the static key. Furthermore, the sensitive areas in the first line of data were encrypted with FPE in [13] . The authors in [14] proposed to encrypt a Base64 binary plaintext as a ciphertext with the Base64 format using FFX, VAES3, BPS-BC, and Visa FPE, and the Base64 ciphertext could be verified by the Base64 validator. A novel, similarity recoverable and format-preserving string encryption framework was proposed in [15] , and this framework first grouped the secret string into a plaintext pair, then encrypted the plaintext pair to obtain a ciphertext pair. This encryption algorithm made the Levenshtein distance between the two strings in the plaintext pair equal to the Levenshtein distance between the two strings in the ciphertext pair, as well as the Q-gram based distance between the two strings in the ciphertext pair and the plaintext pair. Therefore, there was a certain similarity between the ciphertext string and the plaintext string in that the ciphertext was still a string in [15] . Cycle Slicer was introduced in [16] to solve two important problems in FPE, namely, domain targeting and domain completion. In domain targeting, Cycle Slicer was used to construct the ciphertexts in large domains into ciphertexts in small domains, which improved the efficiency of the algorithm. In domain completion, the authors used Cycle Slicer to provide an alternative construction scheme that was more efficient than the Zig-Zag construction in keeping with the existing mappings. The authors proposed a modification method that could guarantee the function of the original encryption algorithm in [17] . This method used a new Cycle walking technology to encrypt the plaintext, and the Cycle walking could generate correspondence among the plaintext set−→the original ciphertext set−→the new ciphertext set−→and the plaintext set, so that the original ciphertext could still be correctly decrypted after the ciphertext space of the encryption algorithm was amended. BPS model was proposed in [18] , which was similar to the Cipher-Block Chaining model. The BPS model used a 16-bit counter to XOR the 16-bit highly significant bits of the left and right blocks of the unbalanced Feistel network, and it could encrypt a string with a radix of 2 48 . Dworkin recommended three FPE modes of FF1, FF2, and FF3 in [19] , and guided the round number of the Feistel network. An encryption method suitable for high-speed optical communication was proposed to guarantee the collection and transmission of data in Gigabit Ethernet in [20] . This method used the FPE block cipher algorithm to realize the symmetrical encryption of the 8b/10b data stream at the level of physical coding sublayer. It not only realized the security of the physical layer but also introduced no overhead during encryption. Furthermore, FPE in FFX mode was proposed in [21] , and FPE for encrypting characters was proposed in [22] . Moreover, Iyer et al. improved the data security of FPE by embedding specific key identifiers for rotating keys in [23] .
III. PRELIMINARIES
In this section, we provide the basic knowledge used in this article.
A. SYMBOLS AND THEIR MEANINGS
In this section, we give the symbols used in this article and their meanings, as shown in Table 1 .
In addition, L DES i refers to the encryption result of DES for the left part of the Feistel network in the i th round data processing; R AES i refers to the encryption result of AES for the right part of the Feistel network in the i th round data processing; and common text denotes text which has digits, entity, and words having common meanings, and this text has the complete semantics.
B. FEISTEL NETWORK AND ITS ROUND NUMBER FOR SECURITY
There are three types of Feistel networks used in FPE, namely, the classical Feistel network [24] , the unbalanced Feistel network [25] , and the interactive Feistel network [26] , [27] . We use the unbalanced Feistel network in this paper. Since there are no researchers to use DES and AES to construct the unbalanced Feistel network in the existing cases of FPE using an unbalanced Feistel network, we adopt the double encryption scheme with DES and AES in our Feistel network. Therefore, the Feistel network we use is named the Double Encryption Unbalanced Feistel Network (DEUF).
As far as we know, the document [19] published by NIST pointed out that when AES was used as the scrambling function of the unbalanced Feistel network, it could provide 128-bit security for the FF1 model after 10 rounds of transformation; also, it could provide 128-bit security for the FF3 model after 8 rounds of transformation. However, the authors of [28] pointed out that the FF3 model used in [19] could not provide 128-bit security for a small character set (less than 2 17 ) when the round number is 8; also, the FF1 model could not achieve 128-bit security when the round number is 10, if the size of the character set is less than 2 11 . Additionally, Durak et al. pointed out the same results mentioned above in [29] . To this end, we introduce two encryption methods, namely, DES and AES, in DEUF to construct the round functions. As shown in Fig. 1 , DES is used in g(y), and AES is used in f (x). We also improve the confusion of data by shifting left and data exchanging after the data are encrypted by DES and AES. Therefore, we take 8 rounds of transformation in DEUF. Moreover, since the digits encrypted in character format are not always in the radix range [19] , we encrypt the injective results of the plaintext words in the vocabulary in the decimal integer format. It should be noted that the left half of the initial input data processed by DEUF is less than or equal to 7 bytes, and the right one is less than or equal to 15 bytes; this is to prevent the results of DES and AES encryption from exceeding the range that the radix can express. According to the knowledge mentioned above, we give the encryption and decryption processes of DEUF below.
1) THE I TH round encryption of DEUF
The encryption process of DEUF is shown in Fig. 1 . We give the process in detail as follows.
Step 1: Divide the plaintext into two parts, namely, L i (m bits) and R i (n bits, and m = n). If the input data are less than m + n bits in the beginning, they will be automatically filled into m + n bits.
Step Step 6: Exchange the m-bit in L i and the last m-bit in R i to generate L i and R i .
Step 7: Use L i and R i as the inputs of the L half and the R half of the next round of the Feistel network, respectively. The in the Feistel network above performs the XOR, shift, and exchanging operations to the data generated by the f , g functions. Here, the m(< n) bits data are the position of the plaintext word in the vocabulary, and the n bits data are used as a tweak factor to enhance the security of the position of the plaintext word.
2) THE i th ROUND DECRYPTION OF DEUF
The decryption process of DEUF is shown in Fig. 2 . We give the process in detail as follows.
Step 1: Read the ciphertext and divide it into left L i bits and the right R i bits.
Step 2: Exchange the left m bits and the last m bits of the right n bits to generate L i and R i .
Step 3: Read L e i and R e i recorded at the time of encryption from the recording slot.
Step 4 The in Fig. 2 executes the data exchanging, shift, and XOR operations, which is the inverse of the operation in the encryption process. Obviously, the decryption operation here starts with the last round of the encryption operation. Therefore, we set the initial value of i to 7, and the meaning of each symbol here is the same as the one in the encryption process.
IV. PROPOSED FRAMEWORK
The framework proposed in this paper includes three modules, namely, the image input module, the information encryption module, and the image output module. A detailed introduction is given below. 
A. MODEL
The model of the framework proposed in this article is shown in Fig. 3 , in which the red dotted frame is the image input module, the green dotted frame is the information encryption module, and the blue one is the image output module.
1) MODEL ANALYSIS
In this section, we analyse the framework given above in detail.
a: IMAGE INPUT MODULE
The function of this module is to rationally choose the carrier for data hiding. Therefore, in this module, we first select the image which is intended to be used as the carrier; then, we check whether there is enough space in the APPn of the image. If so, the image will be used as a carrier; otherwise, a new image will be selected and checked. Finally, the image that can be used as the carrier is selected, and then we wait for the embedding of the encrypted data.
b: INFORMATION ENCRYPTION MODULE
This module is responsible for implementing DEUF-based FPE encryption on the confidential information. It first uses the Stanford NLP to segment the input plaintext and to mark the property of the words in the text. Then, the sensitive words are extracted according to the requirements of the user, and these words are prepared for encryption with FPE. Next, the DEUF-based FPE encryption is performed on the extracted sensitive words. The model of DEUF-based FPE is shown in Fig. 4 .
In the encryption process, if the encryption is performed c times on the same word or the similarity of the words for the i th encryption satisfies the demand of the user, for instance, sim(i) ∈ Q as shown in Fig. 3 , then the encryption is stopped. Next, we replace the sensitive words in the plain text with the ciphertext of the sensitive words (if the encryption is successful), thus obtaining the ciphertext. Here, the semantic similarity between words is calculated using the formula (as shown in Equation 1) in [30] based on WordNet 2.1, c denotes the maximum number of encryptions set by the user, sim(i) is the semantic similarity between the ciphertext words and the plaintext words during the i th encryption, and Q represents the range of sim(i).
Simila(word, word
where sw1 and sw2 mean all the senses of word and word , respectively; |swi| denotes the number of swi(i = 1, 2); max1 refers to the maximum similarity between a sense in sw1 and all the senses in sw2, as well as max2.
c: IMAGE OUTPUT MODULE
The function of this module is to embed the ciphertext in the APPn markers of the JPEG image to generate the stego image. The host image used here is an image that has been prepared in the image input module.
V. DEUF-BASED FPE
The DEUF-based FPE proposed in this paper is shown in Fig. 4 . There are three steps for the implementation of DEUF-based FPE as follows. First, the sensitive word word is mapped to its number word j in the vocabulary. Next, the DEUF operation is performed in r rounds, and there are three steps for the operation of the DEUF as follows.
Step 1, word j is taken as the left half L of the Feistel network, and the tweak factor is taken as the right half R of the Feistel network, where |L| = |R|.
Step 2, R and L are processed using the DEUF, and the outputs are R and L , respectively.
Step 3, L and R are concatenated to obtain L ||R , which is taken as the input of the next round of DEUF.
Second, the function h(L , s) is run on the left half of the final output of the DEUF to obtain the number word k of the ciphertext word correspon-ding to the sensitive word. Here, h(L , s) = per(L ) + s, where per() is the permutation on the finite field G p (p represents the radix of the finite field), and s is a device-independent quantum random number.
Third, the encryption result word of the sensitive word is obtained by the inverse mapping of word k .
It is worth pointing out that the decryption process of DEUF-based FPE is the reverse of its encryption process. Theorem 1: Encryption for word j can achieve more than 128 bits AES security under the DEUF-based mode.
Proof: First, it is known from the implementation process of the Feistel network(it includes encryption, XOR, shift, and exchanging) that the encryption with AES in the DEUF can guarantee the AES security of word j . Second, according to the knowledge about the security number of the rounds of the Feistel network discussed in Section 3.2, and about the number of English words being higher than 2 17 (there are approximately 170000 English words) and the discussion in [19] , [28] , [29] about the security requirement of the Feistel network, our Feistel can achieve 128-bit AES security. Furthermore, since we use DES and AES to encrypt the data in the Feistel network, the security of our algorithm is higher than that of only encrypting the data of the right (or left) half of the Feistel network. Therefore, the security strength of our Feistel network is higher than that of 128 bits AES. At the same time, the random number s with an uncertain size and the permutation over finite field G p also enhance the ability for protecting the word number word j . Hence, the DEUF-based FPE mode proposed in this paper can provide more than 128 bits AES security for word j .
VI. EXPERIMENT AND DISCUSSION
The computer used in our experimentation is equipped with Win 10 OS and an Intel(R) Celer-on(R) CPU with a frequency of 2.81 GHz. The algorithm runs on JAVA 7. We collect 1000 images independently taken by 30 students for these experiments, and some of them and their corresponding stego images are shown in Fig. 5 . To ensure the diversity of the plain text, we ask the students to embed the original plain text in the APPn of JPEG (we use the user comment of Exif, which is located in APP1 [6] ) when they collect the images and ask the length of each plain text to be approximately 15 words. During the experiment, we first read the plaintext text embedded in these images for encryption. After encryption, we embed the ciphertext into the corresponding image again. The detailed processes of extraction and embedding are shown in Fig. 6 .
In addition, we mainly encrypt the nouns(i.e., singular nouns) in the text due to the importance of the nouns in understanding the semantics of the text; for example, the semantics of ''red notebook'' will be changed tremendously if we change it to ''red toy''. To this end, more than 3600 nouns are put into the vocabulary to conduct the experiments in this article. In addition, we use 10 random numbers in the experiments, and we take 0 as the first random number. To better observe the performance of our algorithm, we have conducted experiments on 1000 images for each random number; therefore, a total of 10000 experiments is performed in this paper. The experimental results from seven aspects are shown below.
A. NUMBER OF NOUNS IN TEXT
Since there is no specific requirement when collecting the images and the plain text, the plain texts embedded in the images all have rich sentence structures. To this end, we first check the number of nouns in each plaintext text, as shown in Fig. 7 .
It can be seen from Fig. 7 that at least one noun needs to be encrypted in these 1000 plaintext texts. Moreover, the diversity of the number of nouns would further demonstrate the reliability of the experimental results.
B. WORDS THAT FAILED TO BE MATCHED
In the experiment, we set the range of similarity between the plaintext words and the ciphertext words to be [0.05, 0.20]. Since the current data set is not rich enough, the corresponding ciphertext word for some nouns cannot be found within the given encryption times under the condition of sim(i) ∈ [0.05, 0.20]. For example, the corresponding ciphertext words for something, anything, everything, anyone, and oneself all fail to be found in each set of experiments. Furthermore, some words whose matching words could not be found are due to their special natures, for example, the words belonging to a special field such as paper-cutting or calligraphy. Certainly, some words that cannot be found with the matching object are due to the too low similarity (for example, 0), while other words are due to the too high similarity; for example, the lowest value of the similarities between the word truth and its matching objects is higher than 0.20. Hence the lowest and highest values of similarity are not in the range of [0.05, 0.20].
C. SEMANTIC SIMILARITY BETWEEN WORDS
Three criteria were used in [15] to measure the similarity between the plaintext string and the ciphertext string, and their similarity values are Cosine 0.033, Jaccard 0.011, and Sorensen Dice 0.013. Although these types of values make the plaintext and the ciphertext almost irrelevant, it is difficult to ensure reasonable semantics for the ciphertext. Therefore, in order to mask the information contained in the plain text and make the ciphertext text have reasonable semantics to enhance the credibility of the ciphertext, we set the range of semantic similarity to be [0.05, 0.20]. That is, only those words with a semantic similarity to the plaintext words in [0.05, 0.20] are selected as the ciphertext words when using WordNet 2.1 to find the ciphertext words. We show the ratios of successful encryptions in which the plaintext words can be successfully encrypted in each of the 10 groups in Fig. 8 .
As seen from Fig. 8 , in the 10 experiment groups, there are at least 82% plaintext words that successfully find the ciphertext words, so our experimental results are very good, and the method that selects the ciphertext words based on the semantic similarity of words is feasible.
In addition, the corresponding semantic similarities of the 10 groups under the condition of words being successfully encrypted are shown in Fig. 9 . To obtain a more detailed understanding for the semantic similarity of the selected words, we present the 10 highest and 10 lowest values of word semantic similarities in the first encryption group as shown in Fig. 10 . From the experimental results, we can see that both the highest value and the lowest value of word similarities are belong to [0.05, 0.2]. This shows that our method can enable users to control the similarities between the plaintext words and the ciphertext words. 
D. TEXT SIMILARITY BEFORE AND AFTER ENCRYPTION
In this section, we only test four similarities for the texts that successfully match all the singular nouns, namely, cosine similarity based on word frequency (called S1), TFIDF cosine similarity (called S2), Jaccard Similarity (called S3), and the similarity based on the common substring (called S4).
When calculating these similarities, we use the common formulas. For example, we use Equation 2 to calculate the cosine similarities. In addition, among these similarities, we all test the highest, lowest, and average values, as shown in Fig. 11 .
where θ means the angle between the vectors Vx and Vy;
As seen from Fig. 11 , the ciphertext text and the plaintext text all have a certain semantic relevance by using the encryption method provided by us, which ensures that the encrypted texts still meet the grammatical rules, thus avoiding the confusion of the ciphertext content. Moreover, from the effect of artificial recognition, more than 80% of the ciphertext texts that are successfully encrypted have reasonable semantics in the case of three students, who have passed CET-6, by reading the ciphertext texts carefully.
For a more detailed understanding of the similarity of the text before and after encryption, we take the first set of data as an example to show the highest, lowest, and average values of similarities, when the numbers of encrypted words are 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10, respectively, as shown in Table 2 to Table 5 .
Combined with Fig. 7 , Table 2 to Table 5 , and the experimental results of the rest of the nine groups, we can find that, by and large, the lower the number of words encrypted in the texts, the higher the similarity between the texts before and after encryption, when the lengths of the sentences are the same.
E. DIFFERENCE IN BYTES BETWEEN PLAINTEXT TEXT AND CIPHERTEXT TEXT
In the experiment of this section, we only consider the case that all the singular nouns in plaintext text are encrypted effectively using DEUF-based FPE. In the experiments of 10 groups, the details of changing bytes are shown in Table 6 , where Byte t means the total number of texts which have been successfully encrypted, Byte + denotes the number of texts whose number of bytes are increased, Byte − represents the number of texts whose number of bytes are reduced, and Byte 0 is the number of texts whose number of bytes are not changed. The average values of the number of bytes changed are shown in Fig. 12 .
In general, it can be seen from Fig. 12 that, regardless of whether the sign is in view, the changes in the number of bytes of the original plaintexts are all extremely small with respect to the amounts of data of the host images after encryption. This shows that our FPE algorithm has a superior performance in keeping with the small difference in size between plaintext and ciphertext. 
F. QUALITY OF IMAGE BEFORE AND AFTER ENCRYPTION
In this section, we focus on the structural similarity index Measure (SSIM), image size, PSNR regarding the quality of the image. Moreover, we evaluate the change of image entropy. From the case of successful encryption and hiding, the SSIMs, sizes, and entropy of the images in all cases have not been changed, and the values of PSNR are all ∞. The experimental results are shown in Table 7 .
G. COMPARISON WITH OTHER ALGORITHMS
We compare our algorithm with [9] and [10] , the results are shown as ours 1 in Table 7 . To better reflect the advantages of our algorithm, we hide the image data of 2*32*32 pixels in APPn to test the performance of our algorithm with the help of IWT (the original data of the tested image data is blurred after IWT). The experimental results are shown in Table 7 , and we label these experimental results as ours 2. It should be noted that the value ∞ of PSNR in [9] means lossless recovery, and 53.6 dB is the highest value of PSNR provided by the authors when their host images were recovered with distortion. And the values 0.02 bit/pixel and 0.06 bit/pixel of the changes of image entropy mean the average values of the image entropies that are reduced after the images being recovered with distortion; and 0 means the lossless recovery. Their SSIM values have the same meanings. Table 7 shows that regardless of whether the data hidden in the APPn are the data of the image itself or the data out of the image, our method keeps the original values of the SSIM and size of the host image. Moreover, the appearance of the host image also maintains its original shape due to the value ∞ of PSNR and the unchanged entropy values. This result is obviously better than the comparison objects.
VII. CONCLUSION AND FUTURE WORK
Information security is an ever-present theme in the information age. A popular method to achieve information security is by hiding confidential information in images. In this paper, we introduce NLP technology combined with FPE to propose a data hiding technology that is based on NLP and FPE. We achieve the purpose of protecting the security of information from both the appearance and the internal aspects with our technology, because we can encrypt common plaintext text into ciphertext that still has a plaintext style. To be specific, when the ciphertext with the plaintext style is hidden in the APPn of a JPEG image, it not only can make the attacker unaware of the existence of ciphertext, but the plaintext-style text is also only seen when using professional software to analyse the stego image. Furthermore, our algorithm not only can avoid the confusion form of the hidden information due to encryption using the traditional method, such as DES or AES, but can also avoid the harmful consequences due to the degradation of image quality caused by hiding the information in the spatial or transform domain of the image. The experimental results demonstrate the superior performance of our algorithm in maintaining the SSIM, visual quality, and size of the image, and demonstrate the effectiveness of our algorithm in ensuring the format of ciphertext and maintaining the reasonable semantics of the ciphertext text.
In the future, we will make efforts in multi-noun recognition, entity recognition and encryption, the completeness of word set, the delicacy of word classification, encryption for verbs and adjectives, and improving the processing speed of the system, to provide a more perfect encryption system and a higher encryption efficiency. In addition, we will strive to study the technology for encrypting the long text.
