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Abstract-In this paper, we propose a new controller design approach for a special class of 
nonlinear systems. The controller design is simple and systematic and is based on the construction 
of a similarity transformation which is used in finding canonical forms for linear controllable systems. 
In addition, the design does not require any coordinate transformation and is directly applied on 
the original structure of the system. The performance of the proposed controller is shown via a 
simulation example dealing with a typical synchronous generator. @ 2001 Elsevier Science Ltd. All 
rights reserved. 
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1. INTRODUCTION 
We consider the problem of a controller design for the following special class of systems: 
f = F(z)z + g(z) + B (cp(x) + $(x)21) 7 (1) 
where 2 E R”, u E R. The (n x 1) matrix B and the function g(x) has the following structure: 
B = col( 0 . . . 0 1)) g(Z)=col(gi(Z) . . . St&-l(~) 0) > (2) 
with gi(z) := gi(zI, . . . ,Q) for i = 1,. . . , n - 1. The state dependent (n x n) matrix I’(Z) is as 
follows: 
r(z)= [: n(x) jl_ -;_;(x)l 1 
with yi(x) := ~i(xi,. . . ,xi) for i = 1,. . . , n - 1. In other words, the functions pi and gi depend 
triangularly on 2. 
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We assume the following. 
(Al) There exist positive constants cl, cz, 0 < cl 5 cz < 00, such that for all 2 E Rn: 0 < cl < 
[-/i( < q 5 co, i = 1,. . . ,n - 1. 
(A2) g(0) = 0 and ~(0) = 0, for u = 0. 
(A3) The partial derivatives of g with respect to z and their respective time derivatives are 
bounded. 
Assumption A2 implies that the origin is an isolated equilibrium point for the autonomous 
system. It is important to note that, when J?(Z) = A and g(z) = 0 where 
. . . 
we have a feedback linearisable system. In this case, the design of a feedback law, which globally 
stabilize the system at 0, is trivial provided that $J(z) # 0, for all z E Rn. When g(s) .# 0, a 
controller can be designed by using the integrator backstepping approach (see, e.g., [l]). Other 
interesting results exist in the literature concerning the existence of a stabilizing feedback law 
for the above system (see, e.g., [2,3]). In [2], in particular, it is shown that, under some general 
assumptions, there exists a linear feedback which globally exponentially stabilizes system (1) at 
its equilibrium point. In [3], on the other hand, it is shown that the above class of systems are 
input to state stabilizable. In addition, such systems are referred to as strict feedback systems. 
However, the definition of strict feedback systems was later extended to a more general class of 
systems (see e.g. [l]). 
In this paper, we propose an alternative approach for constructing a stabilizing feedback for 
system (1) under very mild assumptions. The design consists of the construction of a similarity 
transformation which transforms the original system into a partly linear system. Part of the 
nonlinearities appearing in the transformed system is compensated by the controller. The effect 
of the remaining nonlinearities is made negligible by choosing appropriately the controller design 
parameters via a high gain approach. Consequently, the design is simple and easy to implement 
since it involves only some matrix computations. The design is applied to a synchronous generator 
to control the power angle at its equilibrium position. Simulation results are provided to show 
the performance of the controller. 
The outline of the paper is as follows. In the next section, the main result of the paper is 
presented. The control design algorithm is given. In Section 3, we apply the result obtained to 
a synchronous generator. Finally, some conclusions are drawn on the design algorithm. 
2. CONTROLLER DESIGN 
In this section, we are going to design a controller for the special class of nonlinear systems 
described by (1). The design is related to some notions on similarity transformations which are 
used in finding canonical forms for linear controllable systems (see, e.g., [4]). For this, we shall 
adopt the following notations. 
NOTATIONS. The Jacobian matrix of g with respect to x evaluated at a point [ E Rn is denoted 
by G(J). That is, G(t) = g(E). 
2.1. Controller Design Algorithm 
Set F(t) = l?(c) + G(c) and define the following matrices successively. 
(i) First, compute U(c) = [B F(E)B . . . F(<)“-lB], where F(t) is defined as above. 
(ii) Next, set Vo = [B AB . . . A”-lB], where A is as in (3). 
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(iii) Compute Q(t) = VoU-‘(E)F(S)U(S)V~‘(E) - A. 
(iv) Calculate NC(E) = RcQT(5)Rc, where 
R,=[B AB . . . An-lB]. 
(v) Compute B(t) = [B ii(<)B . . . iindl(<)B], where A([) = A + N,(J). 
(vi) Finally, define M(t) = P(e)U-l(c), which is the desired similarity matrix. 
REMARK 1. 
(1) Using Assumption Al, it can be checked that the invertibility of U(s), v(c), and hence, 
of M(t) is assured. 
(2) It can be verified that the matrix NC(<) can be decomposed as N,(c) = BL,(<) for 
some row vector depending on <. Matrix M(c) has the following special properties: 
M(c)F(.$W1(<) = A + B&(c) and M(<)B = B for all < E Rn. 
Now, consider the following control law defined by 
4x1 = $;x) - [-L(s)M(x)x - KcAaWx>x - v(x)], (5) 
where K, is a row vector chosen such that the matrix A - BK, is Hurwitz; L,(Z) is the row 
vector; and M(z) is the matrix given in (v) and (vii) above, respectively; A, is a diagonal matrix 
givenbyA,=diag(cP...a)witha>l. 
THEOREM 1. Assume that system (I) satisfies Assumptions Al-A3. Then there exist a0 > 0 
such that for all a > a0 the origin x = 0 of the following closed-loop system: 
i = r(x)x + g(x) + B (V(Z) + $(x)+)) , (6) 
where u(x) is defined as in (51, is locally asymptotically stable. 
PROOF. Using the fact that g is continuously differentiable, we can rewrite system (6) as 
i = I++ + g(x) + B (4~) + ti(44x)) 
= l?(x)x + g(0) + %I d;c (rl)z + B (V(X) + @(x)4x)) 7 
for some r] E S(0, z) where S(0, Z) is the segment whose end points are 0 and 2. Since g(0) = 0, 
we have 
i = I?(z)x + $)x + B (cp(x) + mu) 
= F(x)x + B (4~) + $(x)4x)) + f (G 7) x, 
where +, 77) = @(71) - ~<x)L 
Hereafter, the arguments of the various matrices will be suppressed for the sake of simplicity 
and they will be mentioned only when necessary. 
Let 3 = A,M(x)x. Then, 
2 = A,M(x)$ + A&+)x 
= AJKWM-~A,~? + A,MB (p(x) + $(x)u(x)) + A,hiM-‘A,% + A,MrM-‘A,% 
= A, [A + BL,(z)] A,% + A,B (p(x) + $(x)u(x)) + A,l\;ii@A,% + A,MTM-~A,~%, 
by Remark 1 above. 
Using the fact that A,AA;l = CYA, A,B = aB and replacing u(z) = l/q!~(x)[-L,(z)A;% - 
K,Z - p(z)], we get 
& = ok (A - BK,) z + A,ti;iM-‘A,lz + A,MrM-‘A,%. 
On the other hand, since A - BK, is Hurwitz, there exists a symmetric positive definite matrix P 
such that 
(A - BKJT P + P (A - BK,) = -In, 
where In is the n x n identity matrix. 
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Let V(Z) = zTPZ be a candidate Lyapunov function. Then, 
V(Z) = 2ZTPk 
= -a 11~11~ + ~z~PA&M-‘A,% + ~z~PA,M~M-‘A,% 
I --Q IElI + 2 IlP~lI (1 A,tiM-lA,’ II ]]Z]] + 2 l[Pzll ](A,MrM-iA,‘]] ]]z]] . 
Since r(z, 11) is lower triangular, it can easily be shown, using A3, that SUP,>~ ]]A,lMrM-lA;l ]] 
5 k, for some positive constant k, which depends on the upper bound of F and which is inde- 
pendent on a. Similarly, using A3, it can be shown that SUP,>~ I] A,n;fM-’ Ai1 ]] 5 k, for some 
- positive constant k, which is independent on o.:. Hence, 
I+) I -a ]]Z]]2 + 2k, IlPzll IIZ[I + 2k, IIP3ll ~~~~~. (7) 
Now, using the fact that X~]]Z]]~ I V(Z) i X,1j%112 and that llP~l[ i &‘m where Xi and X, 
is the smallest and largest eigenvalue of P, respectively, we get 
I+) I -gv (3) + 2c0v (3) ) 
s 
where c = (k, + k,) and u = ,/m. Thus, by choosing (Y > QO = 2coX,, we obtain p(3) < 0. 
This ends the proof of Theorem 1. 
REMARK. If I’(z) = A and g(z) = 0, then M(z) = 1, and L, = 0. In this case, we can choose 
any positive value for the design parameter (Y since the residual term T = 0 and A? = 0 and the 
control U(Z) becomes the usual feedback linearising law. 
3. APPLICATION TO THE SYNCHRONOUS GENERATOR 
We consider a synchronous generator connected through purely reactive transmission lines to 
the rest of the network which is represented by an infinite bus. Such a generator can be modelled 
by the following differential equations [5]: 
xi =x2 -w,, 
f2 = ml - (m2za + ms cos(xi)} sin(zi), (8) 
i3 = -m&c3 + m5 coS(z1) + m6u, 
where xi = S, is the generator rotor angle referred to the infinite bus (also called power angle), 
22 = w = 8, is the rotor angular speed and xs = ]EA] is the stator voltage which, in some cases, 
coincides with the generator terminal voltage and finally u = Efd is the field excitation voltage. 
The constant mi, i = 1, . . . ,6 are the machine parameters and wB is the synchronous speed. 
3.1. Rotor Angular Position Control 
For the controller design Assumption A2 has to be satisfied. As mentioned above, system (8) 
possesses a set of equilibrium points depending on the value of the excitation voltage. On the 
other hand, for a given excitation voltage Efd = U* there are two equilibrium values for the 
rotor position-one stable and one unstable. Throughout this paper, we shall concentrate in 
the stabilisation of the generator at the corresponding stable equilibrium point (Sk, w*, IE~l*,u*) 
even though the result can also be applied to the unstable equilibrium point. We make a small 
transformation so as to bring the equilibrium point of the system at zero. For this we set 
Zi = xi - S7fi) z2 =x2 -w*, zs = x3 - IEij*, and u, = u-u*. We then obtain 
21 = Z2, 
i2 = ml - (m2 (~3 + [EL/*) + m3 cos (21 + 6;)) sin (~1 + SL) , (9) 
i3 = -m4 (23 + IEiI*) + m5 cos (zl + 6:) + m6 (UC + u*) . 
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We now have system which is of form (1) which satisfies A2 with yi (zi) = 1, ys(zi, ~2) = 
-mzsin(zi + 6;), gi(zi) = ml - {rn2lELl* + m3cos(zi + &)}sin(zi + S&), ~(2) = -mJ(zs + 
IE~I*)+mscos(zi+6~)+mezl*, and $(z) = ma. Hence, a controller of form (5) can be designed 
for system (9) to stabilize the system around the equilibrium point (a;, w*, [,?$I*). 
By following the computation steps given in the previous section and choosing KC as KC = 
[l 3 31, weobtain 
u,(z) = $ I-o(z) - b(z) - (P(z)] 7 
where 
with 
a(z) = C(Z)Zi + ( -3a2 m2 sin (zi + 6;) ) z2 + 3az3, 
c(z) = 
-a3 + 3am2 (z3 + lEAI*) cos (~1 + 6;) + 6am3 cos2 (~1 + 8;) - 3crms 
m2 sin (zi + 6;) 
and 
b(z) = 
m2 (z3 + Il$J*) cos (ZI + 6;) + 2m3 cos2(z1 + 6;) - m3 
m2 sin (zi + Sk) 
4. SIMULATION 
A simulation of the above controller was performed for the following numerical values: ml = 1, 
ms = 3.333, ms = -2.222, rn4 = 0.750, ms = 0.500, me = 0.250. For Efd = u* = 1.1773, 
the stable equilibrium point was found to be Sl = {Sk = 0.8702, ws = 1, [ELI* = 0.8222). 
The initial condition of the system is: ~1s = 0.7, 220 = 1.0, ~30 = 0.5. The controller gain was 
chosen as : Q = 4. Figures 1-3, shows the performance of the controller. It can be seen that the 
respective state variables converge quickly to the desired equilibrium point. 
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Figure 3. Controlled IELI. 
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