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Abstract-The convexity of a minimum sum "inverse Weber" objective functional is demon-
strated . Newton's method is then applied using symbolic computation to determine the solution
point of the functional .
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Consider the following class of optimization problems :
d((xo,yo)1 Li) =
laixo + biyo + ci
,v`a 2 + b2
and t i is a positive number associated with Ai or L i . We denote an arbitrary point set by
S„1 = {A1 , . . . , A„1}, and a convex polygon with A,, . . . '
A ... as its vertices by Pm = {A1 , . . . , Am } .
Since a convex polygon can also be represented by the line segments that compose its boundary,
we will write P,',1 = {L1	Ln } when this representation is used, and by analogy with 5m, we
denote a random set of line segments by T,,, _ {L 1 , . . ., L,,,} .
The solution to (1) for n = 2 is called the 0-D center-of-gravity (or o-D centroid) of the point
set S,,, . The 0-D centroid p o (S,a ) is unique and an elementary exercise in calculus yields the
algebraic characterization :
E
tixi
Etiyi
(3)Po(Sm)=
Eti
,
Eti
In the case of a convex polygon, the term generalized median point (or barycenter) is also some-
times used to describe the solution (the terminology arises from the triangular case) [1, p . 212] .
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minE ta d ((x, y), A i ) n ,
'=t
along with its "dual" model :
(1)
771
min tid((x, y), Li )
n
,
i=t
where d((x, y), A 1 ) is the Euclidean distance from (x, y) to A i = (x i , yi) :
(2)
d((xi, yi), A1)
= V/ (x - xi)2 + (y - y,) 2 ,
d((x, y), Li) is the perpendicular projection from (x, y) to L1 : a ix + b iy + ci = 0, i = 1, . . . , in,
m > 3 :
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The solution to (2) for n = 2 is called (by analogy) the generalized symmedian point (or Lhuilier-
Lemoine point [2]) of the convex polygon P; = {L,, . . . , L }, and motivated by the charac-
terization (3), it is not surprising that an algebraic characterization can also be derived . Using
calculus or the theory of least-squares, it can be shown [3] that the generalized symmedian point
L(P;,) is located at
_ (b, c) (a, b) - (a, c) bl12 (a, c) (a, b) - (b, c) Ja 2l
L(I ) - (
Ilall 2 llbll 2 -
(a, b)2 '
IJaII 2 IIbll 2
-
(a,
b)2
/ '
(4)
when II (a i , b i ) II = 1, i = 1, . . . , m and where a = (a i , . . . , am ), b = (bl , . . . , b,,,), c = (c l , . . . , c, n ),
( •, .) represents the inner product and
II . I
is the usual norm . In complete analogy with (2),
characterization (4) is also true for a random system of lines T. .
The solution to (1) for n = 1 is called the Fermat-Steiner-Weber point, and has been extensively
investigated (e.g ., see the references in [4]) . It is not difficult to show that the objective function is
convex, and an iterative (essentially steepest descent) solution to this problem was first proposed
by Weiszfeld [5], and rediscovered and improved by several later researchers [6] . Indeed, this
problem is still being examined [7,8] . The objective function for (2) for n = 1 and problem
representation P;, is linear', and so the solution point will reside at a vertex of P,'„ or along a
boundary element .
For n = -1 the optimization models (1) and (2) admit a natural interpretation in terms of
locating noxious facilities. To minimize the terms of summation (1), the facility will "stay away"
from the respective sites A i since as (x, y) -* A i , d((x, y), Ai ) ~ 0 and the inverse distance
will "blow up." A similar argument is true for (2) . The form of the functionals, however, are
not immediately obvious and the uniqueness of the solution point is in question. With this
background, we now characterize and solve model (2) for n = -1 .
PROPOSITION . For a convex polygon P,'„ = {L,, . . . , L,,, }, the functional
m ti
,P(x, Y)
_ E
d((x, y), L
i)
is convex, where (x, y) E P;, and ti > 0, i = 1, . . . , m .
PROOF . The distance between a point (xo, yo) E R2 and the line L : ax + by + c = 0 is
d((xo, yo), L) =
laxo + byo + cl
Jag+
b2
Since P,' = {L 1 , . . ., L,,,}, we can choose ai , b i , c; so that :
(i) L i : a ix + b iy + c i = 0,
(ii) Pr ={(x,y)Iai x+biy+ci>0, i=1, . . .,m},and
(iii) a,?+ b ; = 1 .
	 1	Now set pi(x, y) =	 By the choice of a i , bi, ci , we have
d((x, y), L1)
1
wi(x, y)
= aix + biy + c 1 '
CLAIM. 'pi is a convex function, i = I,-, m.
Recall that a function 'c is convex over a convex region 0 if and only if the Hessian of Ip, H'c,
is positive semidefinite over S2 ; i .e .,
(u,v) .HP(v) =(u,v) .
(ca= `Pyy/ (v/
(u,v)(w=zu +
'p v,'pyXu
+ wyyv)
=
ws.zu2 + 'p
syuv +
N,=uv
+
ccyyv2
> 0, V(u,v) E Q . (5)
'The solution point is constrained to P,,, and so it is easy to eliminate the absolute value terms.
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Figure 1 . Graph P6 =
We first compute the Hessian of gyp, :
Now let (u, v) e P,° , then
u 2(a,u + b,v) 2
(u, v) Hp, (v)
(a,x+b,y+c")3 .
Since (x, y) c P°,, a,x+biy+ci > 0 by the choice of a i , bi , c;, and therefore, (u, v) Hip,
v
(u)
> 0,
which proves the claim . Multiplication by a positive number does not change the convexity of
the function, and since the sum of convex functions is convex, W (x, y) is convex. I
To solve the optimization model, we can use the convexity of the functional and Newton's
method to obtain an efficient quadratically convergent algorithm . This is illustrated through the
following example .
~~
-a, -bi
(aix+biy+c;) 2 ' (aix+bay+c,)2
82 pi 82 p i 2a2 2aib i
H~Pi =
8x2 8xOy (aix + b iy + ci) 3 (aix + bi y + c i ) 3
82 'pi 82 (p, 2a,b, 2bq
ayex 8y2 (aix+biy+c,)3 (aix+biy+c i) 3
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Figure 2 . The graph of the distance functional w corresponding to Ps .
EXAMPLE. P6 = (( 0, 0), (4,O),(5,2),(3,4),(1,3), (-1, 1)} .
P6 yields the following linear representation
y=0,
-2x+y+8=0 .
-x-y+7=0 .
x-2y+5=0,
x-y+2=0,
x+y=0,
as depicted in Figure 1 . The graph of the functional is shown in Figure 2 . From Pe, we obtain
Table 1 . Iterates for Newton's method .
k (x k ,y k)
V
( 2 k , ) y7( .z'k,'yk)
0
1
(2,1 .6)
/
(-.180039,- .0488102) 2 .0525
1 (2 .62, 1 .84) ( .006646_021878) 1.9924
2 (2 .600007, 1 .809826) ( .00017882, - .000038619) 1.99194
3 (2 .599489, 1 .809838) (1 .3 x 10 - s,-
	
0-9 ) 1.99194
[al = 0, b 1 = 1, cl = 0], [a2 = -2, b2 = 1, c2 = 8], [a3 =
-1, b = -1, c3 = 7], [a4 = 1, b4 =
-2, c4 = 5], [a5 = 1, b5 = - 1, c5 = 2], and [a6 = 1, b6 =
method [9] yield the convergence data shown in Table 1 .
1, c6 = 0] . Application of Newton's
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