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For a smooth projective variety X over a field k, we denote by Db(X) =
DbCoh(X) the bounded derived category of coherent sheaves on X. We say
smooth projective varieties X and Y are D-equivalent if Db(X) ∼= Db(Y )
as k-linear triangulated categories. It is a fundamental question that which
invariant is preserved under D-equivalence. In order to consider this question,
we use the Grothendieck ring of varieties and its localization.
The Grothendieck ring of varieties K0(Vark) is generated as an abelian
group by isomorphism classes of varieties over k, subject to relation [X] =
[Z] + [U ] for every closed subvariety Z ⊂ X with U = X \ Z. The product
in K0(Vark) is given by the product of varieties. We write [Spec k] = 1, and
[A1] = L, the class of the affine line.
It is known that K0(Vark) is not a domain. In particular, L is a zero
divisor, i.e. the natural morphism of localization K0(Vark) → K0(Vark)[L−1]
is not injective. Indeed, in [5] Borisov constructed a pair of Calabi–Yau
three-folds X and Y which satisfies the following:
L6([X]− [Y ]) = 0, [X] ̸= [Y ]
(Note that Borisov in fact showed a slightly weaker equation, and Martin
improved this equation in [19].) We say smooth projective varieties X and
Y are L-equivalent if the difference [X] − [Y ] vanishes in the localization
K0(Vark)[L−1], in other words Ln([X]− [Y ]) = 0 in K0(Vark) for some n > 0.
The above Calabi–Yau three-folds X and Y constructed in [5] are D-
equivalent. In addition to the example, there exist some pairs of Calabi–Yau
three-folds or K3 surfaces which are D-equivalent and L-equivalent, con-
structed in [15], [17], and so on. So it is natural to expect that D-equivalence
and L-equivalence are closely related. Kuznetsov and Shinder conjectured
the following in [17]:
Conjecture 1.1. Let X and Y be simply connected smooth projective va-
rieties. If X and Y are D-equivalent, X and Y are also L-equivalent.
On the other hand, in [9] and [15], a pair of D-equivalent but not L-
equivalent abelian varieties is constructed independently. Taking this exam-
ple into account, Kuznetsov and Shinder assumed the simply connectedness
in Conjecture 1.1.
According to [9], for an abelian variety A whose endomorphism ring is
isomorphic to Z, the L-equivalence between A and Â implies an isomorphism
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between A and Â. This is a conclusion of arguments of the Grothendieck
group of an additive category, which is closely related to the cancellation
problem, i.e. when does the equation X ⊕ Z ∼= Y ⊕ Z imply X ∼= Y in a
certain additive category. In this paper, we consider the cancellation problem
and get several results about the L-equivalence as follows:
Theorem 1.2 (=Corollary 4.1). Let X and Y be smooth projective vari-
eties. If X and Y are L-equivalent, then Pic0(X) and Pic0(Y ) are isogenous.
In particular, L-equivalence between abelian varieties A and B implies an
isogeny between A and B.
Theorem 1.3 (=Corollary 4.2). Let X and Y be smooth projective varieties
such that the ring End(Pic0(X)) is isomorphic to a product of finitely many
Dedekind domains. If X and Y are L-equivalent, then Pic0(X) ∼= Pic0(Y ).
In particular, L-equivalence between abelian varieties A and B implies an
isomorphism A ∼= B if End(Â) is isomorphic to a product of finitely many
Dedekind domains.
Moreover, we can construct a pair of D-equivalent but not L-equivalent
abelian varieties different from [9, 15]. See Remark 4.4 for details.
2 Rings and modules
2.1 Semi-simple rings and semi-local rings
In this subsection, we recall some basic facts of rings and modules. We refer
the reader to [2, 18] for details.
Definition 2.1. Let R be a ring and M be a right R-module.
(1) M ̸= 0 is a right simple module if M has no non-trivial submodules.
(2) M is a right semi-simple module if M is a direct sum of simple sub-
modules.
(3) R is a right simple ring (resp. right semi-simple ring) if R is right
simple (resp. right semi-simple) as a right R-module.
Two conditions left simple and left semi-simple are defined analogously.
Theorem 2.2. Let R be a ring. The following statements are equivalent:
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(1) R is a right semi-simple ring;
(2) all right R-modules are projective.
Theorem 2.3. Let R be a right semi-simple ring. Then there exist division
rings k1, . . . , kn and positive integers r1, . . . , rn such that
R ∼= Mr1(k1)× · · · ×Mrn(kn),
where Mri(ki) is the ring of ri × ri matrices over ki.
From this theorem, we see that a ring is a right semi-simple ring if and
only if it is a left semi-simple ring. Hence in the sequel, we do not distinguish
these two conditions.
Definition 2.4. A ring R is a semi-local ring if the quotient R/J(R) is a
semi-simple ring, where J(R) is the Jacobson ideal of R.
Remark 2.5. If R is a semi-simple ring, then J(R) = 0. Hence a semi-simple
ring is a semi-local ring.
2.2 Dedekind domains
In this subsection, we mainly treat (commutative) integral domains and its
fractional ideals. We refer the reader to [1, 3, 20] for details.
Definition 2.6. Let R be an integral domain and K be its quotient field.
An R-submodule I of K is a fractinoal ideal if rI ⊂ R for some r ̸= 0. A
fractional ideal I is invertible if there exists a fractional ideal J such that
IJ = R.
Proposition 2.7. For an integral domain R which is not a field, the following
statements are equivalent:
(1) R is Noetherian, integrally closed and Krull dimension 1;
(2) R is Noetherian and its localization Rp at any prime ideal p ̸= 0 is a
DVR;
(3) every non-zero fractional ideal of R is invertible.
Definition 2.8. An integral domain R is a Dedekind domain if R satisfies
the conditions of Proposition 2.7.
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Example 2.9. (1) The ring of integers Z is a Dedekind domain.
(2) Let K be an algebraic number field (i.e. a finite algebraic extension of
Q), then its integer ring is a Dedekind domain.
If R is a Dedekind domain, the set of isomorphism classes of fractional
ideals over R forms a group with natural multiplication. Its quotient group
by the subgroup of principal fractional ideals is denoted by Cl(R), which is
called the ideal class group.
Theorem 2.10. Let R be a Dedekind domain and let M be a finitely gener-
ated R-module. Then the following statements are equivalent:
(1) M is torsion free;
(2) M is flat;
(3) M is projective.
Theorem 2.11. Let R be a Dedekind domain and let M be a finitely gener-
ated R-module. Then
M ∼= T (M)⊕M/T (M),
where T (M) is the torsion submodule of M .
Proof. By Theorem 2.10, the torsion-free module M/T (M) is projective.
Hence the short exact sequence
0 → T (M) → M → M/T (M) → 0
splits.
Lemma 2.12. Let R be a Dedekind domain and let I1, . . . , In be fractional
ideals. Then:
I1 ⊕ · · · ⊕ In ∼= Rn−1 ⊕ I1 · · · In.
Let R be an integral domain and K be its quotient field. For a finitely
generated R-module M , the rank of M is defined by dimK(M ⊗K).
Theorem 2.13. Let R be a Dedekind domain and let P be a finitely generated
projective R-module of rank n. Then
P ∼= Rn−1 ⊕ I,
where I is a non-zero fractional ideal. The class [I] ∈ Cl(R) is uniquely de-
termined. In particular, a finitely projective R-module of rank 1 is isomorphic
to some fractional ideal.
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2.3 The structure of modules over a ring
In this subsection, we consider the categories of modules over a ring (not
necessarily commutative). For a ring R, we denote by modR the category
of finitely generated right R-modules and denote by projR the category of
finitely generated projective right R-modules.
Theorem 2.14. Let R1 and R2 be rings. Then there exists an equivalence
of categories:
modR1 ×modR2
∼=−→ mod (R1 ×R2).
Moreover, this equivalence restricts to an equivalence:
projR1 × projR2
∼=−→ proj (R1 ×R2).
Proof. We define a functor Φ: modR1 × modR2 → mod (R1 × R2) which
sends an ordered pair (M1,M2) to M1 ×M2 considered as R1 × R2-module
naturally. We also define a functor Ψ: mod (R1 × R2) → modR1 ×modR2
which sends R1×R2-module M to (M(1, 0),M(0, 1)), where M(1, 0) consists
of m(1, 0) for all m ∈ M and M(0, 1) consists of m(0, 1) for all m ∈ M . We
will show that Φ and Ψ are quasi-inverse functors of each other.
So it is enough to show that M(1, 0)×M(0, 1) ∼= M . This map is clearly
surjective, so we will check this map is injective. Suppose m1,m2 ∈ M and
(m1(1, 0),m2(0, 1)) 7→ 0. Then m1(1, 0) + m2(0, 1) = 0 and left hand side
equals m1 − (m1 −m2)(0, 1). So m1(1, 0) = 0, hence m2(0, 1) = 0.
If Pi is a projective Ri-module for i = 1, 2, then Pi is a direct summand
of Rkii for some ki. Then P1 × P2 is a direct summand of (R1 × R2)k1+k2 ,
which is projective. Conversely, if P is a projective (R1 × R2)-module, P is
a direct summand of Rk1 ×Rk2 for some k. Then P (1, 0) is a direct summand
of Rk1 and P (0, 1) is a direct summand of R
k
2 , which are also projective.
Two rings R1 and R2 are Morita equivalent if there exists an equivalence
of categories modR1 ∼= modR2. Note that this condition is equivalent to the
equivalence of categories of left modules. Note also that projective modules
corresponds to projective modules in the Morita equivalence.
Theorem 2.15 ([18]). Let R be a ring and n be a positive integer. Then R
and Mn(R) are Morita equivalent.
Next, we collect some basic facts about projective covers which we will
use later.
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Definition 2.16. A submodule N of M is superfluous if for any submodule
L ⊂ M ,
L+N = M ⇒ L = M.
Let P be a right projective module. For a right module M , a surjective
homomorphism θ : P → M is a projective cover if Ker(θ) is a superfluous
submodule of P .
Remark 2.17. In the above notation, Ker(θ) is superfluous if and only if
for any submodule P ′ ⊂ P ,
θ(P ′) = M ⇒ P ′ = P.
Proposition 2.18. Let P and P ′ be right projective modules, M be a right
module, θ : P → M be a projective cover, and θ′ : P ′ → M be a surjective
homomorphism. Then there exists a split surjective homomorphism α : P ′ →
P such that θ ◦ α = θ′.
Proof. Since P ′ is projective, there exists a homomorphism α : P ′ → P such
that θ ◦ α = θ′. Because θ′ is surjective, we see that M = θ′(P ′) = θ(α(P ′)).
Hence using the assumption that θ is a projective cover, we can get α(P ′) = P
by Remark 2.17. That is, α is surjective. Since P is projective, it is a split
surjective homomorphism.
Corollary 2.19. Let P and P ′ be right projective modules, θ : P → M and
θ′ : P ′ → M be both projective covers. Then we get P ∼= P ′.
3 Grothendieck group of an additive cate-
gory
First, we recall the group completion of a commutative monoid. For a com-
mutative monoid M , the group completion K of M is constructed as follows:
put K = M × M/ ∼, where (m1,m2) ∼ (n1, n2) if there exists l ∈ M
such that m1 + n2 + l = m2 + n1 + l. Then there exists a natural monoid
homomorphism
M → K, m 7→ (m, 0),
and K is an abelian group. Moreover, K has a universal property with
respect to monoid homomorphisms from M to abelian groups.
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For an essentially small additive category A, we denote by K+(A) the
monoid of isomorphism classes of objects in A subject to the operation [X]+
[Y ] = [X ⊕ Y ]. We also denote by Kadd0 (A) the group completion of K+(A),
which we call the Grothendieck group of A.
Remark 3.1. By the construction, X and Y have the same class in Kadd0 (A)
if and only if there exists Z ∈ A such that X⊕Z ∼= Y ⊕Z. In particular, if A
is a Krull–Schmidt category, there exists a natural isomorphism Kadd0 (A) ∼=
Z(S), where S is the set of isomorphism classes of indecomposable objects in
A. Hence [X] = [Y ] in Kadd0 (A) implies X ∼= Y .
Next, we recall the idempotent completion of an additive category. For
more details, we refer the reader to [6, 16]. An additive category A is idempo-
tent complete if for any X ∈ A and for any idempotent e of X, i.e. e : X → X
satisfying e ◦ e = e, we have a decomposition X ∼= Im(e)⊕Ker(e).
LetA be an additive category, the idempotent completionA ofA is an ad-
ditive category whose objects are pairs (X, e), where X ∈ A and e : X → X
is an idempotent morphism. A morphism α from (X, e) to (Y, f) means a















X α // Y
Then there exists a fully faithful functor
A → A, X 7→ (X, idX),
and A is idempotent complete. Moreover, A has the universal property with
respect to a functor from A to an idempotent complete category.
Proposition 3.2 ([9]). For any essentially small additive category A, the
natural morphism Kadd0 (A) → Kadd0 (A) is injective.
Proof. Suppose that X,Y ∈ A, and [X] − [Y ] 7→ 0 (now we think of [X] as
positive part and [Y ] as negative part). Then there exists an object (Z, e) ∈ A
such that
(X, idX)⊕ (Z, e) = (Y, idY )⊕ (Z, e).
By adding (Z, idZ − e) to both sides of the equation, we get
(X, idX)⊕ (Z, e)⊕ (Z, idZ − e) = (Y, idY )⊕ (Z, e)⊕ (Z, idZ − e).
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Now we can see that (Z, e) ⊕ (Z, idZ − e) ∼= (Z, idZ) in A, which is in (the
image of) A. So X and Y have the same class in Kadd0 (A).
For an additive category A and a ring S, we denote by AS the category
A⊗S whose objects are the same as A and the set of morphisms is given by
HomAS(X,Y ) = HomA(X,Y )⊗ S.
From now on, we assume that A is an essentially small additive category
such that for any X,Y ∈ A, Hom(X,Y ) is finitely generated. Note that for
any prime number p, the category AFp is a Krull–Schmidt category. (See
[16].)
Lemma 3.3 ([9]). Let X,Y ∈ A. If [X] = [Y ] in Kadd0 (A), then Y is a
retract of Xn for some n > 0.
Proof. Let I ⊂ End(Y ) be a two-sided ideal generated by the compositions
Y → X → Y . It suffices to show that I = End(Y ). Indeed, if this is in
the case, there exist f1, . . . , fn : Y → X and g1, . . . gn : X → Y such that
g1f1 + · · · + gnfn = idY . Then we get f = (f1, . . . , fn) : Y → Xn and
g = (g1, . . . , gn) : X
n → Y such that g ◦ f = idY .
Now, assume the inclusion I ⊂ End(Y ) is strict. Then we can find a
prime number p such that (End(Y )/I)⊗Fp ̸= 0. We denote by pr : A → AFp
the natural functor. Let I ′ ⊂ End(pr(Y )) be an ideal generated by the
compositions pr(Y ) → pr(X) → pr(Y ), which equals Im(I⊗Fp → End(Y )⊗
Fp). Consider the exact sequence
I → End(Y ) → End(Y )/I → 0.
Applying the functor -⊗ Fp, we get the exact sequence
I ⊗ Fp → End(Y )⊗ Fp → (End(Y )/I)⊗ Fp → 0.
So we get (End(Y )/I) ⊗ Fp ∼= (End(Y ) ⊗ Fp)/I ′. By our assumption, it is
not equal to 0. Hence the inclusion I ′ ⊂ End(pr(Y )) is strict. In particular,
pr(X) is not isomorphic to pr(Y ) in AFp because there are not any automor-
phisms of pr(Y ) in I ′. So pr(X) is not isomorphic to pr(Y ) in AFp either.
Since AFp is Krull–Schmidt, [pr(X)] ̸= [pr(Y )] in Kadd0 (AFp) by Remark 3.1.
Moreover, [pr(X)] ̸= [pr(Y )] in Kadd0 (AFp) by Proposition 3.2. On the other
hand, [X] = [Y ] in Kadd0 (A) implies [pr(X)] = [pr(Y )] in Kadd0 (AFp), this is
a contradiction.
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Let X ∈ A and we put R := End(X). Now we consider the functor
HomA(X, -) : A → modR.
We denote by add(X) ⊂ A the full subcategory of A consisting of direct
summands of direct sums of copies of X and denote by F the restriction of
HomA(X, -) to add(X). Note that for any object Y ∈ add(X), the R-module
HomA(X,Y ) is projective since any projective module is a direct summands
of Rn for some n > 0. Namely,
F : add(X) → projR.
Lemma 3.4 ([16]). The functor F is fully faithful. Moreover, if the category
A is idempotent complete, then the functor F is an equivalence of categories.
Proof. Firstly, we will show that for all Y, Z ∈ add(X), the natural homo-
morphism Hom(Y, Z) → Hom(F (Y ), F (Z)) is an isomorphism. It is clear if
Y = X. The general case follows from this since F is an additive functor.
Next, suppose that A is idempotent complete. For any projective R-
module P , there exist homomorphisms p : Rn → P and i : P → Rn such
that i ◦ p is idempotent. Since Hom(Rn, Rn) ∼= Hom(Xn, Xn), we define ϕ ∈
Hom(Xn, Xn) as the image of i◦p, which is an idempotent morphism. Hence
Im(ϕ) ∈ A since A is idempotent complete, and we see that F (Im(ϕ)) ∼=
P .
Now let us consider the question: when does [X] = [Y ] in Kadd0 (A) imply
an isomorphism X ∼= Y ? The following theorem is the heart of this paper.
Theorem 3.5. Let X ∈ A and we put R := End(X). Let S be a ring.
Suppose R ⊗ S is Morita equivalent to either (i) a product of finitely many
Dedekind domains or (ii) a semi-local ring. Then for any object Y ∈ A such
that [X] = [Y ] in Kadd0 (A), we have X ∼= Y in AS.
Proof. We may assume AS is idempotent complete since for any X,Y ∈ AS
an isomorphism X ∼= Y in AS induces an isomorphism X ∼= Y in AS.
For simplicity, we denote R⊗S by RS and denote by add(X)S ⊂ AS the
full subcategory consisting of direct summands of direct sums of copies of X
as objects of AS. Consider the functor
HomAS(X, -) : AS → modRS.
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This functor restricts to an equivalence add(X)S
∼=−→ projRS by Lemma 3.4.
Since Y ∈ add(X)S by Lemma 3.3, the module HomAS(X,Y ) is in
projRS. On the other hand, considering the map
Kadd0 (AS) → Kadd0 (modRS)
induced by the functor HomAS(X, -), we see that [RS] = [HomAS(X,Y )] in
Kadd0 (modRS). Hence there exists M ∈ modRS such that
RS ⊕M ∼= HomAS(X,Y )⊕M.
It suffices to show that RS ∼= HomAS(X,Y ) because if it holds, the equiv-
alence projRS
∼=−→ add(X)S induces X ∼= Y in AS. In the sequel, we may
assume that the ring RS is (i) a product of finitely many Dedekind domains
or (ii) a semi-local ring.
First, we treat the case (i). If the ring RS is just a Dedekind domain, by
Theorem 2.10 and Theorem 2.11, we have
RS ⊕ P ∼= HomAS(X,Y )⊕ P,
where P is torsion-free part of M which is projective. Let r be rank of P ,
then
RrS ⊕ I ∼= Rr−1S ⊕ HomAS(X,Y )⊕ I,
where I is a fractional ideal by Theorem 2.13. Applying Lemma 2.12, we see
that the right hand side is isomorphic to RrS ⊕ HomAS(X,Y ) · I. Then by
Theorem 2.13, we get HomAS(X,Y ) · I · I−1 is a principal fractional ideal.
Hence RS ∼= HomAS(X,Y ).
If the ring RS is the product of m Dedekind domains R1, . . . , Rm, namely
RS =
∏m
i=1Ri. Consider the functor
mod (R1 × · · · ×Rm)
∼=−→ modR1 × · · · ×modRm (∗)
as in Theorem 2.14. Then we get
Ri ⊕Mi ∼= Hi ⊕Mi,
where Mi, Hi ∈ modRi and M =
∏m
i=1 Mi, HomAS(X,Y ) =
∏m
i=1Hi. Note
that each Hi is projective. Then the same discussion as above induces Ri ∼=
Hi for all i = 1, . . . ,m. Using the functor (∗) again in the converse direction,
we get the desired isomorphism RS ∼= HomAS(X,Y ).
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In the above diagram, fi are natural homomorphisms induced by the func-
tor - ⊗ RS/J(RS), gi are the homomorphisms associated with group com-
pletion, and hi are associated with the natural injection. Note that since
RS/J(RS) is semi-simple, any right module over RS/J(RS) is projective,
hence Kadd0 (projRS/J(RS)) = K
add
0 (modRS/J(RS)). Since we have [RS] =
[HomAS(X,Y )] in K
add
0 (modRS), it is enough to show that f1 and g2 are
both injective.
At first, we show the injectivity of g2. By Theorem 2.3, we can get a
decomposition RS/J(RS) ∼= Mr1(k1) × · · · ×Mrn(kn), where ki are division
rings and Mri(ki) are rings of ri × ri matrices over ki. Hence by Theorem
2.14, we have an equivalence
projRS/J(RS) ∼= projMr1(k1)× · · · × projMrn(kn).
By Theorem 2.15 we have an equivalence projMri(ki) ∼= proj ki for all i and
it is easily seen that all right modules over a division ring are free. So we see
that K+(projRS/J(RS)) ∼= Zn≥0 and Kadd0 (projRS/J(RS)) ∼= Zn. Hence the
homomorphism g2 is injective.
The injectivity of the morphism f1 follows from Lemma 3.6 below.
Lemma 3.6. Let R be a ring. Consider the functor
-⊗RS/J(RS) : projRS → projRS/J(RS), P 7→ P/PJ(R).
Then the induced homomorphism Kadd0 (projRS) → Kadd0 (projRS/J(RS)) is
injective.
Proof. Let P, P ′ be right projective modules such that P/PJ(R) ∼= P ′/P ′J(R).
Note that two projections P → P/PJ(R) and P ′ → P ′/PJ(R) are both
projective covers by Nakayama’s lemma. Since projective cover is unique by
Corollary 2.19, we get P ∼= P ′. HenceKadd0 (projRS) → Kadd0 (projRS/J(RS))
is injective.
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4 Application to the Grothendieck ring of va-
rieties
In the sequel, we consider varieties over C. We denote by GS the additive
category of commutative group schemes over C whose identity component
is an abelian variety and whose group of geometric components is finitely
generated, and denote by AV the additive category of abelian varieties over
C.
Now we describe the useful homomorphisms Pic and Pic0 which are de-
scribed in [7, 10, 15]. Namely, there exists a group homomorphism
Pic : K0(VarC) → Kadd0 (GS), [X] 7→ [Pic(X)],
where X is a smooth projective variety. It extends to a homomorphism
Pic : K0(VarC)[L−1] → Kadd0 (GS). On the other hand, there exists a ho-
momorphism Kadd0 (GS) → Kadd0 (AV) which sends the class of commutative
algebraic group to its identity component. Composing these maps, we get a
homomorphism
Pic0 : K0(VarC)[L−1] → Kadd0 (AV), [X] 7→ [Pic0(X)],
where X is a smooth projective variety.
It is shown in [23] that the D-equivalence between smooth projective
varieties X and Y implies an isogeny between Pic0(X) and Pic0(Y ). We get
a similar result about the L-equivalence.
Corollary 4.1. Let X and Y be smooth projective varieties. If X and Y
are L-equivalent, then Pic0(X) and Pic0(Y ) are isogenous. In particular, the
L-equivalence between abelian varieties A and B implies an isogeny between
A and B.
Proof. By the homomorphism Pic0, we get [Pic0(X)] = [Pic0(Y )] in the group
Kadd0 (AV). Since End(Pic
0(X)) ⊗ Q is a semi-simple ring (see [4, Corollary
5.3.8]), we can apply Theorem 3.5 with S = Q. Then we have an isomorphism
between objects Pic0(X) and Pic0(Y ) in the category AVQ, which is nothing
but an isogeny between Pic0(X) and Pic0(Y ).
The following result is an extension of [9, Theorem 3.1] and [15, Corollary
6.4].
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Corollary 4.2. Let X and Y be smooth projective varieties such that the ring
End(Pic0(X)) is isomorphic to a product of finitely many Dedekind domains.
If X and Y are L-equivalent, then Pic0(X) ∼= Pic0(Y ). In particular, L-
equivalence between abelian varieties A and B implies an isomorphism A ∼= B
if End(Â) is isomorphic to a product of finitely many Dedekind domains.
Proof. By the homomorphism Pic0, we get [Pic0(X)] = [Pic0(Y )] in the group
Kadd0 (AV). Since End(Pic
0(X)) is a product of finitely many Dedekind do-
mains, applying Theorem 3.5 with S = Z we get an isomorphism Pic0(X) ∼=
Pic0(Y ).
In general, the endomorphism rings of elliptic curves are isomorphic to
Z or an integer order of a quadratic imaginary extension of Q (see [24]).
So we can apply Corollary 4.2 to elliptic curves if one of the endomorphism
rings of A and B is integrally closed. More precisely, let A and B be elliptic
curves and suppose that End(A) is isomorphic to Z or an integer ring of a
quadratic imaginary extension of Q. (Note that for any elliptic curve A, the
isomorphism A ∼= Â holds.) In any case, the ring End(A) is a Dedekind
domain (see Example 2.9). Hence by Corollary 4.2, the L-equivalence of A
and B implies an isomorphism A ∼= B.
Remark 4.3. If the base field is not algebraically closed, there exists a pair
of elliptic curves, which are L-equivalent but not isomorphic, constructed in
[26].
Remark 4.4. In [9] and [15], it is shown that there exists an abelian variety
A such that A and Â are not L-equivalent and End(Â) ∼= Z. This is the
counterexample of Conjecture 1.1 without assuming the simply connected-
ness, since in general A and Â are D-equivalent by [21].
By Corollary 4.2, we can construct another pair of D-equivalent but not
L-equivalent abelian varieties. For example, consider the following construc-
tion. There exist abelian varieties A1, A2 such that End(Âi) ∼= Z for i = 1, 2,
A1 and A2 are not isogenous and A1 ≇ Â1. We put A = A1 × A2, then
End(Â) ∼= Z × Z. Now, we suppose A and Â are L-equivalent. Then by
Corollary 4.2, we see that A ∼= Â. On the other hand, since A1 and A2 are
not isogenous, we get an isomorphism A1 ∼= Â1, this is contradiction. Hence
A and Â are not L-equivalent.
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