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Abstract 
Timely and accurate forecasting of short-time traffic volume is essential for Intelligent Transportation Systems (ITS). With 
previous traffic volume forecasting model, traffic agencies could make relevant decisions on traffic managements and 
controls. In the past decades, many advanced models have been proposed and achieved a significant improvement in 
forecasting. However, multiple-step ahead traffic forecasting has not attracted its deserved attention. In this paper, we 
proposed a Gaussian Mixed Model embedded Back Propagation network (GMM-BP) to implement multiple-step ahead traffic 
forecasting. To test the effectiveness of the proposed method, we have designed a numerical experiment using PeMS dataset 
and compared its performance to single Gaussian Mixed Model (GMM) and Back Propagation (BP) network with the Mean 
Relative Deviation (MRD) criterion and "acceptance region". The results show that our proposed method in this paper 
outperforms single GMM and BP network, and especially in multiple-step ahead traffic volume forecasting. 
© 2013 The Authors. Published by Elsevier B.V.  
Selection and/or peer-review under responsibility of Chinese Overseas Transportation Association (COTA). 
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1. Introduction 
Traffic forecasting is one of the core problems in the field of traffic system research. Timely and accurate 
forecasting of short-time traffic volume is essential for Intelligent Transportation Systems (ITS). With the 
accurate and timely forecasting information, the traffic manager could publish more exact traffic information to 
the public, provide more optimal travelling routes, optimize traffic management plans and improve traffic control 
systems, e.g., signal control in intersections. Because of these benefits, i
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attention to put forward more accurate and robust traffic forecasting models in the last decades. The short-time 
traffic forecasting variables are mainly about traffic volume, speed and occupancy. In this paper, we will only 
concentrate on the variable of traffic volume. 
In the last decades, many effective and functional short-time traffic volume forecasting models have been 
proposed. For example, the famous time series method, Autoregressive Moving Average (ARMA), has been 
widely used in traffic forecasting (Ahmed & Cook, 1979; Lee & Fambro, 1999; Zhong, et al. 2004; Chen, et al. 
2012) and achieved a good performance. Besides, there are also some popular nonparametric methods, e.g. 
Support Vector Regression (SVR), k-Nearest Neighboring (k-NN), being proved to be effective in forecasting 
(Sapankevych & Sankar, 2009; Chen, et al., 2012). As the rise of artificial intelligence, artificial neural network 
(ANN) is becoming popular in traffic research. For instant, the Back Propagation (BP) network, Genetic 
Algorithms (GA) (Vlahogianni et al., 2005) and Bayesian network (Zhang, et al., 2004) are especially popular in 
traffic forecasting because of their robustness and accuracy. In the recent years, multi-regime based traffic 
forecasting is arising (Kamarianakis et al., 2010; Kamarianakis et al., 2012) and indeed have improved the traffic 
forecasting accuracy. 
Though, various effective short-time forecasting models have been proved to be well working in the traffic 
system so far, the precondition is only one-step ahead based in the most of existing models. However, accurate 
and timely multiple-step ahead forecasting in traffic volume is more helpful and essential in traffic management 
and control as it could provide more time for traffic agencies to reply the coming traffic condition (forecasted).  
With the aim of improving multiple-step ahead forecasting accuracy in traffic volume, in this paper, we 
proposed a new forecasting model, i.e., Gaussian Mixed Model embedded BP network (GMM-BP). To verify its 
effectiveness, we have designed a numerical experiment with PeMS (Performance Measurement System, 
University of California, Berkeley. http://pems.eecs.berkeley.edu) dataset and compared its performance to single 
Gaussian Mixed Model (GMM) and Back Propagation (BP) network. The results show that our proposed method 
in this paper outperforms GMM and BP network in multiple-step ahead forecasting significantly. 
To give a clear presentation, we organize the rest of paper as following: introduction to the proposed GMM-
BP model is presented in section 2; followed is the design of our numerical experiment with PeMS dataset and 
forecasting performance compared with GMM and BP network. Last is the conclusion of the whole paper. 
2. Brief Introduction to Gaussian Mixed Model Embedded BP Network 
2.1. Notation 
In this section, we will introduction some symbols which will be used frequently in the rest of the paper.  The 
column vector TdNdiddd yyyyY ],...,,...,,[ 21  is the time series data of traffic volume collected from one detector 
in a day. In which diy  is the i th sample value in the d th day of our sampled dataset and N is the total sample 
number in a day. If the sampling period is 5 min, then N=288. 
Suppose we have sampled D days  traffic volume in sequence, then we obtain a big data matrix as equation (1) 
shows. The data arrangement strategy is applied to the training and testing traffic dataset in the following paper. 
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1 2
1 2
1 2
[ , ,..., ,..., ]
d D
d D
d D
i i di DI
N N dN DN
y y y y
y y y y
Y Y Y Y Y
y y y y
y y y y
 (1) 
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2.2. Single BP network
Back Propagation (BP) network is one of the classic artificial neural networks and has been widely applied in
traffic forecasting (Karlaftis & Vlahogianni, 2011) for these years. The BP network could self-adjust its structure 
to fit the training data to a large extent and has a good ability to extract features from training dataset. So, when
we apply a well-trained BP network to forecast traffic volume, it could achieve a better performance compared to 
naïve methods (Chen, et al. 2012).
The BP network structure applied in this paper is shown as Fig. 1. In which Idi=[ydi,yd(i+1), ,yd(i+M-1)]T is the
input vector of a training sample while Odi=[yd(i+M),yd(i+M+1), ,yd(i+M+S-1)]T is the corresponding output vector. In 
these two vectors, M is the number of last historical values being used to forecast the forthcoming S volume
values. We call yd(i+M) is the one-step ahead forecasting value at the time index of (i+M-1) in the d th day. 
Analogously, yd(i+M+S-1) is the S-step ahead forecasting value.
The specific BP network structure in Fig. 1 also defines the training sample collecting method. That is for a
given daily traffic volume vector Yd= [yd1, yd2, , ydi, , ydN]T, the i th training/testing sample Tdi obtained from 
this vector is right just the combination of input-output vector shown in Fig. 1, i.e., Tdi=[ydi,yd(i+1), ,yd(i+M-1),
yd(i+M),yd(i+M+1), ,yd(i+M+S-1)]T. Fig. 2 is a figure illustration of how training/testing samples are collected from a
daily traffic volume vector. The training/testing sample is obtained by a moving window with a time width of
(M+S). Thus from a time series data vector whose length is N, we can totally obtain (N-M-S+1) training/testing
samples.
It is a common knowledge that the better trained BP network, the better performance it will achieve in
forecasting. However, as our training samples collected with the method mentioned above are in different shapes,
for example the sample_1, sample_i and sample_n in Fig. 2, the BP network could not be well trained with all
these samples in spite of its good self-adaption, thus leading worse forecasting results. However, this drawback
could be avoided with our forthcoming GMM-BP model.
Input layer Output layer
...
... ......
...
Hidden layer
diy
)1( idy
)1( Midy
)( Midy
)1( Midy
)1( SMidy
Fig. 1. Three layers BP network structure
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Fig. 2. Illustration of moving window method to collect samples in a day
2.3. GMM-BP model
Gaussian Mixed Model (GMM) is one of the famous probabilistic models and has been commonly used to
classify and traffic forecasting known as Bayesian network (Zhang, 2004). It assumes a multivariable
]T T Tdi di di[ ,T follows the following mixed normal distributions:
1
( | ) ( | , )
Q
di k di k k
k
p (2)
where Tdi here has the same meaning as in BP network being made up of input-output vector. is the model
parameter set },,,{ kkkaQ , while Q is the Gaussian model number and ),|( kkdiTN is a multivariable
Gaussian distribution, whose mean is k and covariance is k . We can rewrite the mean and covariance as:
[ , ]T T Tk kI kO ,
kII kIO
k
kOI kOO
(3)
The role of GMM playing in the GMM-BP model is to category the entire training samples with different
shapes into different classes (i.e., different Gaussian Models). However, before classification, the GMM model
should be trained first. With an unknown model number, the algorithm of Split and Merge Expectation
Maximization (SMEM) (Ueda, et al. 1998) could estimate all the parameters in the GMM model well and 
automatically. Once the GMM is trained, then the most likely class (Gaussian Model) Cdi of Tdi is belonged to
will be determined as:
1
arg max ( | , )di di k k
k Q
C (4)
Fig. 3 is an example of sample classification result with GMM, which is only plotted with three dimensional
(first two and the last dimension) values of a sample. From the classification result we can find that GMM has
achieved a good performance in classifying samples.
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Fig. 3. Example of sample classification with GMM 
After classification, for each class, BP network will be trained separately with the training samples belong to 
the same class, i.e., totally Q  BP networks will be trained. With all these procedures, the drawback when only 
one BP network is trained with all the training samples figured out in the above can be avoided. This mainly 
because similar samples sharing the same BP network will improve the training performance of BP network. 
With a well-trained GMM-BP network, for a given input vector Idi, the forecasting is processed as: 
'
'1
1
( | , ) ( )
( | , )
Q
di k k k di
di Q
k
di m m
m
N T f IO
N T
  (5) 
where Idi is the input vector of the testing sample Tdi, and diO
~  is the corresponding multiple-step forecasting 
value while )(kf  is the input-output mapping function of a BP network belong to the k th class. What we will 
stress on is the symbol 'diT , which is not just the testing sample [ , ]
T T T
di di diT I O . As in practice, the forthcoming 
value diO  is not known. Thus, we will firstly estimate diO  with the GMM based Bayesian network: 
|
1
1
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( | , )
di di
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i di iI iI
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i
j di jI jI
j
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  (6) 
where:   
1
| ( )di diiO I iO iOI iII iI diI   (7) 
Then the 'diT  in Eq. (5) can be written as:  
' [ , ]T T Tdi di diT I O   (8) 
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Fig. 4. GMM-BP network training and forecasting procedures.
The whole procession of GMM-BP network is shown as .Fig. 4. In which the weight in forecasting procession
is determined by ),|( ' kkdiTNWeightk .
3. Numerical Experiment
3.1. Testing Dataset
To give a fair and repeatable test, in this paper we choose a traffic dataset from the public available PeMS
system. The specified dataset in this paper is chosen from the detector ID 100621 and the sampling period is
starting from October 1th, 2009 to November 30th, 2009. According to the literature (Chen, et al. 2012), we 
eliminate the weekends and holidays from this dataset. That is, there are 22 and 19 work days in October and
November separately being selected in our testing.
For the convenience of testing, in this paper we have done some pretreatments to this raw dataset. The freeway
where this specified detector is located has three lanes, so we first aggregate these three time series data into one
by just summing. Secondly, as the PeMS sampling period is 30s, in order to aggregate it with the time scale of 5
minutes, ten basic consecutive observations will be summed into one. As missing data is unavoidable in practice, 
if there is a missing value in the ten basic consecutive observations (only k basic observations are existing), then 
a simple algorithm: 10 /k (where is the sum of k basic observations) will be executed to obtain the final
aggregated value. If ten basic values are all missing, then the aggregated value is treated as missing data.
However, after aggregation, this missing ratio is so low that we just estimated them with average method. Thus
we got a "complete" dataset in our testing.
In practice, the traffic system in the midnight and before draw is so light that we are not care about. Thus, in
this paper, we only focus the traffic volume after 4:00 a.m. that is, the time index is starting from 49 (one unit is 5 
minutes) to 288 in each day. In our test, we choose the dataset from October as training dataset to train the model
1020   Yuebiao Li et al. /  Procedia - Social and Behavioral Sciences  96 ( 2013 )  1014 – 1024 
while the dataset from November as testing dataset to test the effectiveness of model with a popular performance 
criterion Mean Relative Deviation (MRD): 
1 49
1 D N di di
d i di
y y
MRD
D N y
  (9) 
where diy  is the forecasting value with respect to the real value diy . 
3.2. Forecasting Results 
To testing the effectiveness of the proposed model in this paper in multiple-step ahead traffic volume 
forecasting, we compare it to the performance of single GMM and BP network. In our testing, we set M as 10 and 
S as 3 directly, i.e., we use the last 50 minutes traffic data to forecasting the forthcoming 5 minutes, 10 minutes 
and 15 minutes traffic volumes. 
Table 1 shows the testing results with daily MRD values on three different models in different step ahead. In 
the GMM-BP column of this table, font in green means the daily MRD of GMM-BP is less than the  two GMM 
and BP network models. Similarly, font in red means daily MRD of GMM-BP is greater than the others. As a 
whole, GMM-BP network outperforms single GMM and BP models. Especially, there are more evident 
superiorities of GMM-BP in more than one-step ahead forecasting. In fact, in our testing, when forecasting with 
three-step ahead, the performance of GMM-BP only has 3 days out of 19 being slightly worse than GMM or BP, 
less than 5 out of 19 in two-step ahead and 6 out of 19 in one-step ahead, and the MRD difference between 
GMM-BP and GMM/BP is more significantly than one-step and two-step ahead. Fig. 5 is a graphical illustration 
of three models in three-step ahead forecasting. 
Table 1. Daily forecasting performance in multi-step ahead on different methods (font in green means GMM-BP outperforms other methods 
mentioned in this paper while font in red means GMM-BP is worse) 
Day Index 
MRD(%) Criterion 
One-Step Ahead Two-Step Ahead Three-Step Ahead 
GMM BP GMM-BP GMM BP GMM-BP GMM BP GMM-BP 
D1 9.04  8.79  9.01  10.06  9.73  10.14  10.77  10.48  10.57 
D2 9.04  9.03  8.60  9.84  9.96  9.17  10.79  10.99  9.61  
D3 7.90  8.17  7.52  9.54  9.67  8.33  10.70  10.57  8.84  
D4 8.19  8.62  8.18  9.33  9.49  8.79  10.78  10.60  9.70  
D5 6.85  7.28  6.81  7.94  8.12  7.59  9.13  8.86  8.50  
D6 12.99  12.87  13.00  14.30  13.71  13.64  15.09  15.02  13.75  
D7 11.78  10.69  10.94  13.08  12.30  12.86  14.24  13.83  13.33  
D8 11.34  11.07  11.09  12.62  11.89  11.66  13.01  11.96  12.29  
D9 9.42  9.80  8.90  10.48  10.33  9.66  11.02  11.29  10.20  
D10 8.08  8.63  7.84  9.30  9.66  8.79  10.23  10.67  9.32  
D11 8.22  8.35  8.13  9.35  9.39  8.67  10.32  10.43  9.42  
D12 8.12  8.17  7.77  9.09  8.98  8.60  10.61  10.37  9.57  
D13 10.24  10.21  9.96  11.32  11.28  11.10  12.85  12.57  11.81  
D14 8.02  8.28  7.68  9.01  9.41  8.32  10.07  10.43  9.22  
D15 10.32  8.91  9.57  12.14  10.42  11.13  13.37  11.97  12.07  
D16 8.93  9.02  8.65  9.43  9.27  9.39  11.26  11.56  10.57  
D17 8.22  8.07  8.13  9.71  9.35  9.19  10.64  10.33  9.63  
D18 8.46  8.55  8.43  9.31  9.22  9.50  10.43  10.44  9.94  
D19 9.71  9.57  9.29  9.97  10.35  9.37  10.72  11.41  10.29  
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Fig. 5. Graphical illustration in a day s forecasting with different methods. 
The phenomenon of that GMM-BP is more effective in multiple-step ahead forecasting also can be verified 
with the MRD value of total testing days as the Fig. 6 shows. From this figure, we can find out that the proposed 
method in this paper indeed has improved the forecasting accurate especially in multiple-step ahead forecasting.  
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Fig. 6. The MRD values of all the testing days with multi-step ahead on different methods. 
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Fig. 7. (a) Illustration of accepted region; (b) Acceptation ratio in One-Step Ahead forecasting; (c) Acceptation ratio in Two-Step Ahead 
forecasting; (d) Acceptation ratio in Three-Step Ahead forecasting
To check the forecasting performance of these three models more comprehensively, in this paper, we put 
forward an "acceptance region" just as Fig. 7 (a) shows. The region between upper and lower bound (dotted lines)
is the "acceptance region" with bound width of 2 . If our forecasting points fall into this region, i.e.:
~
didi yy (10)
then, we regared this forecasting point is acceptable. Thus, the percentage of acceptable points in the whole
forecasting ponits (acceptance rate) is also an effective criterion to assess the effectiveness of forecasting models.
Fig. 7 (b), (c), (d) are the figures of acceptance rate varying with the increasing of bound width on different
forecasting models. When forecasting in one-step ahead, the acceptance rates of three models are almost a tie.
And in two-step ahead forecasting, GMM-BP only wins slightly while in three-step ahead, the acceptance rate of 
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GMM-BP outperforms obviously especially when the bound width is between 20 and 80. This phenomenon is 
agreed with our findings in MRD comparison.  
A possible explanation for these two similar phenomena would be like that: In one-step ahead forecasting, 
only one forthcoming value needs to be estimated, thus, the uncertainty is low. The single GMM could handle it 
easily because its accurate forecasting value is highly based on the value just before the estimated point. That is, 
when estimating two-step ahead of value, the one-step ahead estimated value will greatly affect the accuracy. It is 
this mechanism that makes GMM perform not so well in multiple-step ahead forecasting as in one-step.  
As to the single BP network, because of its mechanism, it has a strong self-adaption ability in model training 
and testing. With various sample vectors, one single model can still handle the traffic features though not so 
accurately. However, when the forthcoming points need to forecasting is more than one, more uncertainties exist 
between historical and the one to be estimated. Thus, more accurate BP network is needed. 
Alternatively, our proposed model, GMM-BP, has combined the merits of GMM and BP network. GMM is 
used to classify the training samples into different classes, with more similar samples in each class, more accurate 
and well-trained BP network will be obtained. When forecasting, a sample will be tested with all the BP networks 
but the final value is weighted averaged. The method to obtain the weight value has been introduced above, and it 
highly depends on the GMM forecasting accuracy. Whatever, this model indeed has improved the multiple-step 
ahead forecasting. 
4. Conclusions 
In this paper, we have proposed a new multiple-step ahead forecasting model, i.e. GMM-BP network, and 
introduced how it works with GMM and BP network. To test its effectiveness, we adapted the public available 
traffic dataset PeMS as the data source to design a numerical experiment.  
With the testing results, we find out that GMM-BP model has a nearly the same performance in one-step 
ahead forecasting compared to single GMM and BP network. However, in multiple-step ahead forecasting, 
GMM-BP will outperform them and obviously in three-step ahead whether in MRD or "acceptance rate" in our 
testing. This is mainly because that with classified samples, individual BP network could be trained more 
accurate which will lead to a relatively accurate forecasting value in GMM-BP networking. 
However, as mentioned in this paper, the method of obtaining weight value in GMM-BP is so awkward that 
will worsen the forecasting value to some extent. How to improve this method will be one of the problems in our 
future research. 
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