Abstract-An MR-compatible automatic blood sampler prototype for quantifying radioactivity in blood has been built and tested. The determination of the so-called input function is necessary to investigate the kinetics of the administered radiotracer in PET studies. The counting detector consists of 2 coincident LSO blocks (50 × 40 × 30 mm 3 ) coupled each to a single APD (10 × 10 mm 2 active area). Preliminary experimental and numerical results indicate that a specific sensitivity of about 1 cps / (nCi / ml) can be achieved. Tests during bimodal simultaneous MR/PET scans will be carried out in the future with a Siemens 3T-Trio MR scanner and a brain PET insert.
I. INTRODUCTION

R ECENTLY, various designs for simultaneous Magnetic
Resonance Imaging and Positron Emission Tomography (MR/PET) have been developed and realized [1] , [2] . This new bimodal technique comes with the promise of yielding accurate structural and functional information at the same time. It is expected that existing neurological methods that use PET can be enhanced [3] . Some auxiliary devices for PET have to be re-designed in order to be MR-compatible.
This article describes the design and first results of an automatic blood sampling system for PET that can be operated in an MR environment. The device is used to measure the radiotracer concentration in arterial blood of a patient over time. This so-called PET input function is used for radiotracer kinetic modeling and is necessary for certain physiological measurements (e.g. cerebral blood flow, metabolic rates).
The system described in [4] has been used as a starting point for the design of our detector. The device is based on the coincident detection of annihilation photons following a β + decay. The 511 keV photons are stopped in two lutetium oxyorthosilicate (LSO) crystals. The scintillation light is collected by Avalanche Photo Diodes (APDs).
Besides MR-compatibility, the key features of the device are high sensitivity, stability, small size and easy handling.
II. BLOOD SAMPLER DESIGN
Blood is drawn out of the radial artery of the patient and lead through the detector unit. The blood transport will be performed by an MR-compatible infusion pump that is placed behind the detector unit to obtain a minimum distance between the patient and the detector. In a typical study, about 5 ml of blood will be pumped per minute. For hygienic reasons the blood is not cycled back into the patient.
The detector unit consists of two large LSO blocks (50 × 40 × 30 mm 3 ) that surround the catheter in a sandwich-like geometry (Fig. 2) . If a radiotracer decay occurs in the detector unit, the emitted positron moves at most a few millimeters before it annihilates with an electron. The two annihilation photons travel in nearly perfectly opposite direction, such that both LSO crystals absorb one of the photons each. The crystals are coupled each to a Hamamatsu S8664-1010 APD (10 × 10 mm 2 active area, 170 pF capacitance). To increase the amount of collected scintillation light the crystals are wrapped in 4 layers of teflon.
Pre-processed by a Charge-Sensitive Amplifier (CSA) and a differential driver, the signals are sent through a 12 m long cable to the MR filter plate. There, the signals are basically low-pass filtered to reduce the amplitude of signals that were picked up from the eventually running MR scanner. Also, the filter ensures that Radio Frequency (RF) noise does not enter the MR cabin.
The filter is followed by the pulse processing electronics. The latter is built with Nuclear Instrumentation Modules (NIM). Each of the two channels is processed by a Shaping Amplifier (100 ns shaping time) and a Constant Fraction Discriminator (CFD). The CFD trigger pulses are fed into a Time-to-Amplitude Converter (TAC), where one of the trigger pulses is delayed to ensure that the TAC start signal occurs always before the TAC stop signal. One of the CFD pulses is used as trigger for the Data Acquisition (DAQ) Card. Only the TAC signal is acquired from the DAQ, because energy discrimination is already provided by the arming threshold in the CFDs.
There are two principal sources of background events. A constant background exists due to an abundance of 176 Lu in LSO. This isotope shows a beta decay rate of about 300 counts per second (cps) per cm 3 of LSO. The residual 176 Hf nucleus is excited and typically emits a gamma cascade with energies of 307, 202, and 88 keV. If the emitted electron is absorbed in one crystal and a sufficient amount of the gamma energy is deposited in the other crystal, the detector registers a coincident event, although no positron decay occurred.
Another source of background is random coincidences of annihilation photons that originate from the patient. This effect can not be neglected, although the detector unit is surrounded by an MR-compatible gamma shielding material.
Solid RF shielding for the electronics in the detector unit is provided by a housing made of copper coated epoxy glass cloth laminated sheet.
III. PRELIMINARY RESULTS
A. Simulation
The blood sampler was simulated with a self-developed software. The cross-sections of the photon-matter interactions are taken from the National Institute of Standards and Technology (NIST) database. Photo-electric effect and Compton scattering are considered for photons with an energy of at least 10 keV. Photons with a lower energy are simply discarded. However, this is rare due to the low Compton scattering fraction at low energies. Compton scattering angles are determined according to the Klein-Nishina formula. Non-colinearity of annihilation photons is neglected. The effect of positron range is simplified to a normal distributed annihilation position around the point of decay. The coincidence criterion is that at least 200 keV of energy are deposited in each crystal.
For a 4×4×4 mm 3 source in the center between the crystals the probability of a coincidence detection was 33 %. If the source is distributed in a 1 mm wide cylinder between the crystals, the coincidence detection probability was determined to be 25 %.
The LSO background was also simulated. The kinetic energy of the emitted electron was calculated according to Fermi's theory of the beta decay. The probability of having a coincident event due to the decay of 176 Lu in one of the crystals is about 0.7 %. With about 36 kBq of activity in the total crystal volume of 120 cm 3 , the expected coincident background rate is about 250 cps.
It should be emphasized at this point that these simulation results are very sensitive to changes in positron range, energy threshold, and diverse other parameters. However, the simulation was helpful in order to optimize the geometrical design of the blood sampler.
B. Experiments
A prototype of the blood sampler was built and tested. A single crystal energy spectrum was acquired for a 0.8 μCi 68 Ge point source in the center between the crystals (Fig. 5) . The large background is due to the β − decay of 176 Lu and needs to be subtracted. The remaining spectrum shows an energy resolution of around 30 % FWHM. In the following tests, the arming threshold of the CFDs was set to about 200 keV.
The timing resolution was found to be about 22 ns FWHM (Fig. 6) . The timing window for coincidence detection was set to 27 ns, which results in a timing window efficiency of 77 %. Fig. 6 shows also the timing spectrum for the background only. The peak indicates clearly that coincident events are occurring, but the peak is much wider than the peaks in the timing spectra for the 68 Ge source. With a FWHM of about 57 ns, the timing window efficiency for background events is only about 40 %.
The measured total background count rate without any source was about 150 cps. This includes also a random coincidence rate of about 9 cps. In order to test the effectiveness of the shielding a 0.77 mCi 68 Ge rod source was attached directly to the front shielding. This increased the coincident background rate by 45 cps. The expected additional background coming from the patient activity is believed to be lower due to a larger distance to the detector unit. In the case without source, we obtained the characteristic LSO background spectrum. The 68 Ge spectrum can be calculated by subtraction of both spectra. This spectrum then shows a peak with a FWHM of around 30 % of the peak position. Fig. 6 . The timing spectra for the LSO background and for a 68 Ge source were measured for 200 s. The measured time resolution is 22 ns FWHM. Also, the background alone shows a peak in the timing spectrum. Since the probability of having coincident background events is much lower, the peak has a much smaller amplitude. To make it visible in this graph, the values were multiplied by 50. The FWHM for the peak is around 57 ns. Fig. 7 shows the count rate for the 0.8 μCi 68 Ge point source during warm-up. The count rate is corrected for dead time (5 μs per trigger), random coincidences, background, and timing window efficiency. The sensitivity (e.g. the ratio of corrected counts and real activity) is initially at 35 % and drops down to 32 % during the 270 min measurement. This can be explained by the temperature dependency of the APD gain. The electronics in the detector unit are not cooled (or purposely heated) to obtain a stable temperature. An increment of 1 K at the APDs causes a drop of about 3 to 4 % in gain. Therefore, less pulses can trigger the CFD, and, accordingly, the number of events drops down. In an additional experiment, the 511 keV peak position in the energy spectrum was tracked during the warm-up period. Judging from that, the temperature increase can be estimated to be around 10 to 14 K. Fig. 7 . The corrected count rate for a 0.8 μCi 68 Ge source was measured during warm-up. Each time frame was 10 s. A look at the time axis shows that the warm-up period is very long. However, it is very likely that the temperature dependency can be compensated with a suitable algorithm, if the pulse processing is done digitally.
C. Estimated count rate performance
From the experimental and numerical results, it is possible to make predictions for the accuracy of the count rate measurement. For an activity of 1000 nCi / ml of blood and an inner catheter diameter of 2 mm, the total activity between the crystals will be 5812 Bq. For the simulated sensitivity of 25 %, the measured timing window efficiency of 77 %, and the dead time effect being considered, the number of true counts should be around 950 cps. Accordingly, the specific count rate is estimated to be nearly 1 cps / (nCi / ml).
IV. DISCUSSION
All in all, the results of the simulation and the preliminary experiments show a good agreement. The sensitivity is sufficient to measure the PET input function with satisfying accuracy.
The background due to 176 Lu in LSO does not affect the measurement very much because the background count rate is relatively low and constant. LSO was chosen because it offers a high density, a high light output, and a small rise and decay time. The benefits of high density for the sensitivity are obvious. The high light output is necessary, since pick-up from the MR could have a higher amplitude than the actual APD signals. Therefore, BGO would have been a problematic candidate for the scintillator material of this device.
The use of an APD array was considered initially. However, the following problems occurred. If the APDs signals are first coupled and then amplified, the capacitance of the APDs sums up and results in a much longer rise and decay time. If the APD signals are amplified separately and summed afterwards, the heat produced by the electronics in the detector unit is much higher. This would make the installation of a cooling device necessary, which would cause further complications.
The relatively bad energy resolution of 30 % FWHM can be traced back to the fact that the active area of the APDs is much smaller than the surface of the LSO blocks. Therefore, only a small fraction of the light can be actually collected. In addition, the signal travels a long way of approximately 14 m between pre-amplifier and pulse processing electronics, which causes some degradation to the signal. However, since the main criterion for a true event is based on the coincidence, a good energy resolution is not required.
The timing spectra measured with the preliminary setup show a resolution of 22 ns. This is due to the long shaping time of 100 ns that was used in the NIM modules. An important point in the future work will be to improve the time resolution. This will probably help to reduce the background count rate. The assumption is here that the peak in the timing spectrum of the background events will keep its width.
In [5] a blood sampling system is presented that detects not only the annihilation photons, but also the positron itself. The registration of triple coincidences helps them to have extremely low background count rates. However, it is difficult to use this concept for an MR-compatible blood sampler because of the necessity of having an RF shield between the catheter and any suitable positron detector. The chosen RF shielding material is about 1 mm thick and would stop the positron before it could be detected.
V. OUTLOOK
Extensive tests of the MR-compatibility need to be carried out. Especially, interferences between MR signals and blood sampler signals have to be quantified.
The pulse processing electronics that are now realized with NIM modules will be probably replaced by digital pulse processing. Besides lower costs, this would allow adjusting many parameters (e.g. trigger thresholds, gains) digitally during scans. Hence, a suitable algorithm to correct for heating effects and baseline shifts could be implemented.
The final goal is to use the blood sampler for functional brain imaging with simultaneous MR/PET scans.
