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In this paper a diffusion approximation to the two-type Galton-Watson 
branching processes with mean matrix close to the identity is given in the form of 
Berstein stochastic differentials. An associated diffusion equation is found using an 
extension of the one-dimensional Bernstein technique. Expressions for the mean 
vector and covariance matrix of the diffusion approximation are derived. 
1. INTRODUCTION 
Feller [2] gave a diffusion approximation for the standard one-type 
Galton-Watson branching process. He was unable to extend the diffusion 
approximation to multitype Galton-Watson processes except in te trivial 
case where the various types reproduce only their own kind. In this paper we 
derive by way of stochastic differentials a diffusion approximation of certain 
multitype Galton-Watson branching processes. The technique is similar to 
that used in [ 11. The approximation applies to those multitype 
Galton-Watson processes where the individuals of a particular type 
reproduce mostly their own kind but occasionally produce individuals of 
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other types and where the average number of offspring per individual is 
nearly one. That is, the mean matrix is close to being the identity matrix. In 
fact, if any of the eigenvalues of the mean matrix is first order larger than 
one, the population will grow approximately exponentially and the process 
will become essentially deterministic with the passage of time. If any are 
smaller than one, the dimension of the type space is reduced over time. For a 
two-type process the limiting diffusion would be a one-dimensional diffusion. 
It is easily shown that eigenvalues close to one imply the matrix is close to 
the identity. 
The diffusion equation is used to derive expressions for the mean vector 
and covariance matrix of the process. 
2. THE MULTITYPE GALTON-WATSON PROCESS 
In this section we give the definition of the multitype Galton-Watson 
process. By process, we mean a continuous time space and discrete state 
space with changes in the state space occurring at the end of fixed length 
time intervals. The length of the time intervals is called the generation time. 
The derivation of the first three moment tensors’ of the process is 
straightforward but quite tedious and is omitted. The moments are used in 
the diffusion approximation. 
In the multitype Galton-Watson process assume the following properties: 
(1) Individuals reproduce syncronously (at the end of a generation 
time interval) and independently of each other and die as soon as the 
offspring appear. 
(2) Individuals of a given type give rise to a random number of 
offspring of various types according to a multivariate distribution fixed for 
that type. 
(3) The offspring distributions are independent’ of the population size 
and makeup, of the time and of previous generations. 
(4) Individuals live for one generation. 
Notation. Let q be the number of types of individuals possible in the 
reproducing. population. We shall denote by Z(z, k) the vector with q 
components, each component Z,(z, k) being the number of individuals of the 
ith type in.the kth generation, given that the initial state is z = (zi ,..., z,J. The 
zeroth generation is the initial state so we define Z(z, 0) = z. Note that 
I Let X = (X, ,..., X,) be a random vector. The first moment tensor is a vector with 
components mi = &7(X,), the second moment tensor is the matrix with components 
mij = E(X,Xj) and the third moment tensor has components mijx = E(XiXjX,). 
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Z(Z(z, k), 1) = Z(z, k + 1). Let e, be the q vector with ith component one 
and all the other components zero. Now we introduce notation for the 
moments of the process. The first moments of the first generation of the 
process conditioned by starting the process off in the elementary states e, are 
given by 
mij = E(Zj(ei, 1)). 
We shall denote by M the matrix M= (m,). It follows easily from the 
generating function that for the initial state z, 
E(Z(z, 1)) = zM 
and the mean at the kth generation is 
E(Z(z, k)) = zMk. 
For the rest of the paper, we now specialize the multitype G-W process to 
one with two types. The process with more than two types is conceptually 
the same as for the two-type process. 
For random variable Z, define Var Z = E[ (Z - J??(Z))~(Z - E(Z))] and 
define the matrices V, and V, by 
V,=VarZ(e,, l)= 011 ( P1~11~12  2 PI~l1~12 012 2 1 ’ 
V, = Var Z(e,, 1) = UZ1 
( P2U21(322 2 
P2~21~22 
022 )? 
where 
Uij = Var(Zj(f?i, l)), 
uTi = Var(Zi(ei, l)), 
and 
Pi = 
COV(Z,(ei, l>,Zdei9 1)) 
uf 1 ui2 
Then using probability generating functions it may be shown that 
VarZ(z, 1)=z,V,+z2V2. 
The second moment matrix 
C, = E(Z=(z, k) Z(z, k)) 
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with C, = zTz is given by 
c, = MkTC,Mk + 5 M(k-j)T (i ViE(Zi(Z, j - 1))) Mk-‘. 
j=l i=l 
In order to write the third moments in a compact way, we shall use the 
tensor product of three vectors. For general q-vectors X, Y and Z the tensor 
X@ Y @ Z has in general q3 different components. However the tensor 
X@ X@ X is symmetric and therefore for q = 2 has only four components 
which in general are different. For q > 2 the number of different components 
is q(q + l)(q + 2)/6. Let 
U(e,) = Z(ei, 1) - E(Z(e,, 1)) = Z(e,, 1) - e,M 
and 
Define 
and 
U(z) = Z(z, 1) - E(Z(z, 1)) = Z(z, 1) - ZM. 
di = E[ U(q) 0 U(q) 0 u(ei)] 
Thr Z(z, 1) = E(U(z) @ U(z) @ U(Z)) 
using Thr (third moment) in analogy with using Var for the covariance 
matrix. 
The third central moment tensor of the first generation of the two-type 
G-W process with initial state z = (z,, ZJ is given by 
Thr Z(z, 1) = z,I, + z2k’,. 
3. DIFFUSION APPROXIMATION 
OF THE BIVARIATE G-W PROCESSES 
Let {Z’“‘(c(n), k) k = 0, l,... }, n = 1, 2 ,..., be a sequence of two-type G-W 
processes. We shall suppose that 
E(Z(“)(z, l))=zM(n)=z (I+$A) 
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VarP)(z, l)=z,V, +z,v,, 
Thr Z(“)(z, 1) = ~~4, + z2k2, 
(1) 
where the quantities A, V,, V2, A, and A2 do not depend on n. We shall 
assume that all mixed moments of all the processes have uniform bound B. 
Define X’“‘(t) = (l/n) Z(“)(c(n), [nt]), w  ere h [ -1 is the greatest integer 
function so that for At = l/n, 
AX’“‘(t) = X’“‘(t + At) -X(‘)(t) 
=+ [Z(n) (c(n), [n (t+f)]) -Z’“‘@(n), [nt])], 
where it is supposed that Cm,,, c(n)/n = c = (cl, &). 
Further if at time t, Z(“‘(c(n), [nt]) = z(n) = (z,(n), z2(n)) define 
lim,, Wn)(zl(n)9 z2(4) = (xl9 x2). 
THEOREM 1. The pair of dlrerence equations 
AX?)(t) = i [Zy)(c(n), [n(t + At)]) - Z?‘@(n), [nt])], 
(2) 
A@‘(t) = i [Z$“‘(c(n), [n(t + At)]) - Zy’(c(n), [nt])] 
converge in distribution to a pair of correlated Bernstein dlrerentials (see 
Levy [W 
d&(t) = GW all +X20) a,,) dt 
+ wmbJll~l+ dmb2lt12)ti9 
dX,(O = (x,(t) al2 +X2(t) a22) dt 
+ hmb,2% + dmb22%) a 
where q, , v2, r,~~ and q4 are random processes such that 
(3) 
ah tl/W) = 09 t-fs 
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andfor t=s 
E(Vi) = O, Wf) = 1, i = 1,2,3,4, 
WI1 v2) = E(rl3 5%) = wh v3) = WI, 55) = 09 
Jw,?,)=Pl9 m, %I = P2 3 
(4) 
IE(?irlj)l =O (-j==), i,j= 1,2. 
The process X(t) is a two-dimensional dl@kion in the first quadrant with 
probability density f (x, t; {) satisfying the dtflusion equation 
a! G+x, + azlx2)f 1 Wa12xl + a2,x2)f 1 
at=- ax, - 3x2 
+ a’[@ 1~11~12x1 +P2~21%2X2)fl 
ax, ax2 
where 
ProoJ For At =‘l/n the moments of AX’“‘(t) are 
E(AX’“‘(t) 1 X’“‘(t) = x(n)) 
=E (+ [Zen) (c(n), [n (I+-!-)]) 
- Z(“)(c(n), [nt])] / Z’“‘(c(n), [nt]) = z(n)) 
= + (z(n) M(n) - z(n)Z) 
44 =- 
n ( 
z++ -z 
= x(n) A At, 
(5) 
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Var(AP”‘(t) 1 P)(t) = x(n)) 
=Var (+ [Z(“) (c(n), [n (I++)]) 
- z(n) M(n) ] 1 Z’“‘(cW, I41 = rcn,) 
= f (zl(n) VI + z*(n) V*) 
= (x,(n) v, + x2(n) vz) At 
and 
Thr(AX’“‘(t) 1 X(“)(t) =x(n)) = (x,(n) 4, + x*(n) A2)(At)2. 
Ifk+e=m>3, 
E[ (AXl”‘(t))A(A$“‘(t))’ 1 Xcn’(f) = x(n)] 
< (y;; x,(n)) %W” 
since all the mixed moments of Z’“‘(ei, 1) are bounded by B. 
From the moment information, we may write (2) as 
AXl”‘(t) = Xl”‘(t) a, 1 + X:“‘(t) azl + (a,, dm a,(n) 
+ 021 dm vh)) fi + o(4 
AX:“‘(t) = Xl”‘(t) a,, + X:“‘(t) a22 + (al2 dm q&z) 
+ 022 dm cb)) + + 4AG (6) 
where 
and 
E(?i(n)) = O9 E(r1,2(0 = 1, i = 1,2,3,4, 
WI,@) vh)) = Eh(n) v,(n)) =E(v,(n) ?h)) 
= Eh(n) cdn)) = 0 (7) 
WY,@) tl&)) = ~13 E(r12(n) r/b)) = ~2 9 
IE(rti(n) ~.f(n))l 
< 
maxk,f =l,2(x1(n)(i1)ktt ) X2(n)(k2)kIl)(Af)1’2 
min m.p+ 1.2(~t?w l&m)’ 
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provided no o,, = 0. If a CJ,,,~ = 0, then the corresponding q is not in the 
differential and will be taken to be zero. Further E(&n) q;(n)) = o(A), 
k + e > 3, i, j = 1,2. The first two moments of (6) converge to those of (3) 
with (7) converging to (4). The mixed moments of higher order than three of 
(6) and (3) agree in small (function theoretic) order At (i.e., o(At)) while the 
third moments agree in that they are of order o( l/G). * 
In order to derive the diffusion equation, we use the technique similar to 
the one developed in [ 11. Since the Bernstein differnentials have higher 
moments of small order in At, the processes generated by the differentials 
will not be affected by the higher moments. This implies that the first two 
moments essentially determine the process. Let 
where Q is an arbitrary function with three continuous derivatives on some 
region [a, b] x [c, d] of R2 and zero on the boundary and outside. 
dW) -= 
dt 
lim E Q(x, + AX, ' X2 + Ax*) - Q(x,, X2> 
AI-0 At I- (9) 
Now expand Q(x, + Ax,, x2 + Ax,) in a Taylor expansion where the 
argument has been deleted the partial derivative is evaluated at (x,, x2). 
Qtx, + Ax, 3 ~2 + Ax,) - Qtx, 9 ~2) 
=~Ax~+ ax ZAx, 
1 8Q 
1 2 +TxAx: 1 
+ a*Q -Ax, Ax, ++g 
ax* ax2 
Axz + L a3Qh 3 a2> Ax3 
2 6 ax: 1 
1 
+-Z- 
1 a3Qh a21 
a3e<a,, a21 Ax2 1 Ax 2 + 1 Ax, 
axtax, axlax: Ax; 
+ J- a3Qtal 9 a21 Ax3 
6 ax: 29 
where (a,, a2) is the appropriate point interior to [a, b] x ]c, d]. 
(10) 
* Note: The last expression in (7) is o(l/\/;il) since 
TWO-TYPE GALTON-WATSON PROCESS 501 
On substituting expansion (10) into (9) with differentials (3) substituted, 
noting that the q, are independent of X,(t) and using the definition of 
expected value one may verify that 
+ a*Q 
:. 
ax, ax* 
hu11u12x1 +P*%(J**x*) 
1 a*Q 
+ 2 ax; 
-- (u:~x~ + u:~x~) 1 j-(x1,x2; t)dx, dx,. (11) 
It is here that the third moment condition must be used. 
Integrating by parts term by term in (10) noting that Q and its first two 
derivatives are zero on the boundary gives 
a(ul,x, + a2,x*>f) 
ax 
I 
1 wG,v:,x*) _ a((z,*-% + a,*x*)f) + z-
ax2 
ax: 
+ m.ww7,2~1 +P*~*,~**x*V) 
axlax 
1 aW:,x, + d,x,)f) 
+-2- ax: I 
dx dx 1 2’ 
Now from applying the definition of expected value in (9) 
dM(t)=a b 
II 
* 
dt at (I c Q<x, 9 x2)& 9 xz ; t) h dx, 
= 
Ij b dQ~~,,~2,$‘+2. a c 
(12) 
Equating the right sides of (12) and (13) and noting that Q is an arbitrary 
function gives diffusion equation (5). 
The boundary conditions 
af =o and 
af 
axl x,=0 
=o 
ax, x,=0 
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ensure that the probability that either of the state variables becomes negative 
is zero. This reflects the physical constraint that the number of individuals of 
either type must be nonnegative. The condition that f(0, f; 0 = 0 is needed 
since the state (x,, XJ = (0,O) is an absorbing state. Once the population is 
totally extinct it stays that way. The singularity f(x, 0; {) = 
G, - a 4x2 - 6z) corresponds to the initial state of the process. 
Remark. The results may easily be generalized in various ways. For 
example, the constant matrices A and V, and V2 may be replaced by An, V, n 
and VZn such that 
A,= (lfo (+))A, 
v,n= (1 +o (i)) v,, 
vzn= (1 +o (i)) v,. 
4. MEAN AND VARIANCE 
OF THE BIVARIATE DIFFUSION APPROXIMATION 
The solution to the one-dimensional diffusion approximation given by 
Feller [2] is a rather complicated ‘expression which may be arrived at by 
probability arguments rather than the usual techniques for solving partial 
differential equations. It is not clear how to extend the probability argument 
to the bivariate case when there is correlation. One thing certain is the 
bivariate solution will be quite complicated. 
As in the one-dimensional case (see Feller [2]) it is possible to find 
expressions for the mean and variance without knowing the probability 
density explicitly. We now turn to this problem. 
DEFINITION. Let X(0) = r = (<, , &). We shall call 
m(t) = (ml(t), m,(t)) = GW) I WO) = 8 
the mean of X(t) and the matrix 
C(t) = E(.xY(f) X(f) 1 X(0) = <) 
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the second moment matrix. The matrix 
VarGW) I -W) = 4 
= E(WO) - m(t))T(X(o - m(t)) I Jw) = 0 
= C(t) - my?) m(t) 
will be called the variance matrix. Let A, I’, and I’, be as previously defined. 
THEOREM 2. Let X(t) be a d@ision with difSerentia1 representation (3) 
and with probability density satisfying (5). Then 
and 
m(t) = leAf (14) 
C(t) = eArt C(0) eat 
+ j: eATctps) (,f’, Vimi( eAcres) ds, 
where C(0) = <‘<. Also 
VarMO I -WV = 0 
= j: eArtfes) ( il Vimi( eActws) ds. 
(15) 
Remark. Before proving the theorem, we note that (14) and (15) are 
analogous to 
E(Z(z, k)) = zMk 
and 
c, = MkTc,Mk + i @k-N 
j=l 
(i ViE(Zi(Z? j- 1))) Mk-j 
i=l 
for the multitype Galton-Watson process. 
Remark. The following lemma allows one to evaluate the integral (16) 
by integrating ordinary exponential functions. 
LEMMA (Indicated in Feller [3, p. 43 1 I). Let A be a q x q matrix such 
that there exist q distinct eigenvalues 1,. Designate by X, and Y, the right 
and left eigenvalues of I,, respectively. Then if we let 
Pi = CiXi Yi) 
683/12/4-4 
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where ci is such that ci YiXi = 1, then 
Pi Pj = 0, if j. 
PiPi = Pi, 
and 
Furthermore 
eAt= \ “, (At)“= 2 eAitp, 
20 K!  
I* 
i=l 
Proof of the lemma is easy and will be omitted. 
Proof of Theorem 2. By definition 
m,(t) = jam jirn x,fdu, du, 
so that 
dm,(t) m 00 
--z---= 0 0 li 
XzfdXdX 
‘at 1 ** 
Using the diffusion equation and substituting 
dm,W 
co .m 
1^J I 
Ww, + a21x2Vl 7= o o --Xl axI 
- XI aKa12xl + az2x2)fl +x 
a*[(+, + f-7Lx2)fl 
ax2 I ax: 
+x a*[@ 1~11~12x1 +P2~21~22X*v1 1 axlax 
+x a*b:,x, + 4,~~kt-i 1 ax; I 
dx, dx,. 
Integrating each term by parts this reduces to 
dm,(t)= O3 m 
li dt oo hx, + a2,x2)Sh dx2 = a,,m,W + a,+,(t). 
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In vector form 
dh, 4 
dt 
= h 3 m*> 
or 
Wt) - = m(t)4 
dt 
with m(O) = r. 
This has solution 
m(t) = (eAt. 
For the second moments of X(t), 
C, At) = jam jom x:f k, dxz 
and 
dC,,(O m m 23, du 
dt=o oX1at I( 1 2 
a[@l,x, + a,,xz)fl = -x: 
3x1 
t *** tx: 
a2K42x, + ~:2x2>fl 
ax; I 
& 1 & 2’ 
Again integrating each term by parts (twice) we get 
dC,,(t)= O” 
li 
* 
dt oo 
2x,(a,,x, + az1x2) + (c&x, + &xz)fdx, dxz 
= 2a,,C,, + 2a*,C,, tu:,m, +o:,m,. 
Similarly 
dC,z G, --c-c 
dt dt 
a,, c,, t a21 c22 + a,,C,, + a22C,2 
+P*~,,~,,w +P2~21~22~2 
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and 
dc,, 
-= 2a,,C,, + 2a,,C,, + af,m, t &rn, 
dt 
which may be written in matrix form 
dC 
-=CAtATCt r' miVi. 
dt iT1 
To solve this system we note that 
d(emA”CewA’) 
dt 
= -ATe-Artce-A’ 
dC 
+ e-Art __ e-Ar _ e-Art~~e-At 
dt 
=e 
Therefore 
d(eeATtCeeAt) 
dt 
=eeAAt (g, miVi) eeAf. 
Integrating gives 
where C(0) = rTr. Premultiplying by eArf and postmultiplying by eAf gives 
C(t) = !I eAr(‘-‘) (i Vim,(s)) eA(‘-‘) ds t eAT’C(0) eA’. 
i=l 
Finally we note that 
eAT’C(0) eat = eArt~T(eA1 
= (teA’)T(teA’) 
= mT(t) m(t) 
so that the expression for Var(X(t) 1 X(0) = <) immediately follows. 
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