Abstract. This paper considers optimal (minimizing) control of stochastic linear quadratic regulators (LQRs). The assumption that the control weight costs must be positive definite, inherited from the deterministic case, has been taken for granted in the literature. It is, however, shown in this paper that some stochastic LQR problems with indefinite (in particular, negative) control weight costs may still be sensible and well-posed due to the deep nature of stochastic systems. New stochastic Riccati equations, which are backward stochastic differential equations involving complicated nonlinear terms, are presented and their solvability is proved to be sufficient for the wellposedness and the solutions of the optimal LQR problems. Existence and uniqueness of solutions to the Riccati equation for a special case are obtained. Finally, it is argued that, quite contrary to the deterministic systems, the stochastic maximum principle cannot fully characterize the optimality of the stochastic LQR problems.
1. Introduction. Consider the following stochastic linear quadratic regulator (LQR) problem: 
t)Q(t)x(t) + u ′ (t)R(t)u(t)]dt +

Subject to dx(t) = [A(t)x(t) + B(t)u(t)]dt + [C(t)x(t) + D(t)u(t)]dW (t),
x(0) = y.
Here W (t) is a Brownian motion and the control variable u(t) takes value in some Euclidean space. In the deterministic case (i.e., C = D = 0), it is well known that the matrix R(t), the so-called control weight, must be positive definite (for almost all t); otherwise the optimization problem would not be well-posed (or would become trivial) [8, 1] . To be precise, if R(t) is negative (which means a benefit rather than a cost), then the optimal control u can be shown to be such that |u(t)| = +∞, namely, "the larger the better." Stochastic LQR problems have been first studied by Wonham [13] and by many researchers later (cf., e.g., [2, 5] ), but the assumption that R(t) > 0 has been taken for granted in all of these works. Recently, we observed that some stochastic LQR problems with D = 0 are nontrivial even when R(t) < 0, i.e., the "the-larger-the-better" policy no longer applies. Let us look at a very simple example in one dimension. The following deterministic LQR problem 
Subject to dx(t) = 0, x(0) = 0,
where r(t) < 0, is not well-posed. In fact, J = 1 0 1 2 r(t)u 2 (t)dt → −∞ as |u(t)| → +∞. Now, consider a stochastic version of (1.1):
Subject to dx(t) = u(t)dW (t), x(0) = 0.
(1. Hence, when r(t) is a deterministic function with r(t) > t−2, the optimization problem is sensible (with the optimal control u * (t) = 0). In this case, the control weight cost, r(t), could be negative as long as, say, r(t) > −1. Certainly, r(t) cannot be too negative. For example, the problem would obviously become ill-posed if r(t) < −2.
The above seemingly surprising observation indeed makes perfect sense when we think a little deeper: the gain due to a larger control size may not outweigh the loss due to a greater uncertainty (because D = 0). It is emphasized that D = 0, which means that the controller can control the uncertainty or the decision made is going to affect the scale of the uncertainty in the system, plays a key role here. This kind of situation happens in real-world systems. In a stock market, for example, the trading made by the so-called "large investors" is going to influence the fluctuations of the stock prices. If D = 0, which is assumed in most of the previous work (see [5] and the references therein), then the control weight R must be positive definite for the wellposedness and the stochastic LQR problem can be treated almost completely parallel to the deterministic case. However, if D = 0, then R, even being negative, could be compensated by a quadratic term (which is related to D) by taking advantage of the underlying uncertainty. This observation reveals a fundamental difference between deterministic and stochastic systems.
Let us take a more concrete example to illustrate the above idea. Suppose an oil company is investing in an oil prospecting project. This project will cause a certain degree of pollution and suppose the pollution level x(t) during a period of time [0, T ] is described by dx(t) = (αx(t) + βu(t))dt + δu(t)dW (t),
where u(t) represents the investment level of the company at time t, x 0 is the initial pollution level, and α, β, and δ are given constants. Suppose that the investment is expected to be very profitable and the return in the time period [t, t+∆t] is r|u(t)| 2 ∆t with a constant r > 0, and the company has sufficient funds to make the investment so that u(t) ∈ (0, +∞). On the other hand, the environmental impact of the project is supervised and monitored by the government so that the pollution level x(t) cannot deviate too much from an allowable levelx(t) at any time. The objective of the company is on one hand to maximize the total expected return, E T 0 r|u(t)| 2 dt, and on the other hand to minimize the expected negative environmental impact, which in this case is measured by E T 0 |x(t) −x(t)| 2 dt. This is a multi-objective optimization problem and it may be converted into a single-objective problem by putting weights on the different objectives. Thus the following function is to be minimized:
where λ 1 , λ 2 ∈ (0, 1) with λ 1 + λ 2 = 1 represent the weights. Note that this is a stochastic minimizing LQR problem with a negative control cost. If the problem were deterministic (i.e., there was no risk), where a positive return is guaranteed, then by the deterministic LQR theory that the control cost −λ 2 r|u(t)| 2 would be overwhelming in the overall cost, when λ 1 is small enough. In this case, the optimal policy would be u(t) = +∞ (i.e., the larger the investment size the better) and the problem would become trivial. However, the problem is actually stochastic where the diffusion coefficient depends on the control (i.e., the risk of pollution increases as the investment level increases); then there is a trade-off (no matter how small λ 1 is) between the return (or the investment size) and the risk which makes the optimization problem sensible.
More generally, such a phenomenon can happen in the following situation. Suppose, in a deterministic (minimizing) optimization problem, that the cost decreases as the level of activity the decision maker carries out increases (a typical example of such situations is an investment that would be "guaranteed" to be profitable if the risk were to be excluded from consideration). Then it is not really an optimization problem because there is no trade-off in it, and the optimal decision is simply to take the maximum possible activity level. So the problem is trivial or ill-posed. However, in a stochastic environment, suppose that the uncertainty increases with increasing magnitude of the activity level and that the uncertainty results in certain additional cost (called risk adjustment in the terminology of economics); then there is a trade-off between the activity level and the uncertainty, and the decision maker has to carefully balance the two to achieve an optimal solution. The problem therefore becomes meaningful. Needless to say, such phenomena may occur in a much wider class of optimization problems that can go beyond linear systems and optimal control problems.
For LQR problems, it is natural to study an associated Riccati equation. The Riccati equation presented in this paper for the stochastic LQR problem with an indefinite control weight cost is a backward stochastic differential equation of the Pardoux and Peng type [11] and involves a term (R + D ′ P D) −1 (P is the unknown of the Riccati equation). In the present paper, we show that the stochastic LQR problem is well-posed if there are solutions to the Riccati equation, and an optimal feedback control can then be obtained. However, the existence and uniqueness of the solutions to the Riccati equation, in general, seem to be very difficult problems due to the presence of the complicated nonlinear term. In this paper, we shall solve the existence and uniqueness for a special case where C = 0 and all of the matrices A, B, D, Q, R, H are deterministic functions.
For the deterministic LQR problems (with R > 0), the Pontryagin maximum prin-ciple can completely characterize the optimality [1] . More precisely, the solvability of the so-called Hamiltonian system, which consists of the original state equation, the adjoint equation, and the maximum condition, is equivalent to the well-posedness of the LQR problem, and the solution to the Hamiltonian systems gives rise to an optimal feedback control. The stochastic maximum principle has been investigated since the 1960s [6, 9, 2, 7] . However, almost all of the results assume that the diffusion term does not depend on the control variable. Under this assumption, the statements of maximum principle (i.e., an optimal control should maximize pointwisely the usual Hamiltonian, which is linear in the drift term and independent of the diffusion term) and their proofs are very similar to those of the deterministic case. One does not see much difference between stochastic and deterministic systems from those results. The stochastic maximum principle for systems with control-dependent diffusion coefficients had long been an outstanding open problem until 1988 when Peng [12] first solved it (the proof of Peng was simplified by Zhou [15] ). It is observed in [12, 15] that, in addition to the usual (first-order) adjoint equation, one has to introduce an additional adjoint equation-called the second-order adjoint equation-to represent the risk factor due to the underlying uncertainty. The maximum principle is to maximize an extended Hamiltonian, which includes an additional term that is quadratic in the diffusion coefficient, to reflect the risk-averse or risk-seeking attitudes of the decision makers. Moreover, it is shown by Zhou [16] that Peng's maximum principle is sufficient under certain convex conditions. However, while Peng's maximum principle has been widely recognized as a significant new result as well as the best result so far, it cannot, as will be shown via an example in this paper, lead to an optimal solution for some stochastic LQR problems that are well-posed but with R < 0. This is quite different to the deterministic case, which suggests that Peng's maximum principle could be further improved to give tighter necessary conditions of optimality which in particular would be sufficient for the stochastic LQR model. The rest of the paper is organized as follows. In section 2 the optimal control problem of stochastic LQR models with indefinite control weight costs is formulated. In section 3 the corresponding stochastic Riccati equation is introduced and the existence of its solutions is shown to be sufficient for the LQR problem to be well-posed. Section 4 is devoted to the study of the Riccati equation for a special case. In section 5, the gap between Peng's maximum principle and the stochastic LQR problems is demonstrated. Finally, section 6 gives some concluding remarks.
2. Problem formulation and preliminaries. We consider in this paper a stochastic optimal control problem. The system is governed by the following linear Ito's stochastic differential equation (SDE)
where (s, y) ∈ [0, T ) × R n are the initial time and initial state, respectively, W (t) is a given one-dimensional Brownian motion on [0, T ], and u(·), the control, is a U -valued F t -adapted measurable process with
Here U = R m . The set of all such admissible controls is denoted by U ad . Note that we assumed the Brownian motion to be one-dimensional just for simplicity. There is no essential difficulty in the analysis below for the multidimensional case.
For each (s, y) and u(·) ∈ U ad , the associated cost is
where E s ≡ E(·|F s ). The solution x(·) of the SDE (2.1) is called the response of the control u(·) ∈ U ad , and (x(·), u(·)) is called an admissible pair. The objective of the optimal control problem is to minimize the cost function J(s, y; u(·)), for a given (s, y) ∈ [0, T ) × R n , over all u(·) ∈ U ad . We denote the above problem by C s,y to recall the dependence on the initial time s and the initial state y. The value function is defined as
Note that V is an F s -adapted process for each fixed y. An admissible pair (x
We make use of the following notation in this paper: Given a probability space (Ω, F, P ) with a filtration {F t : a ≤ t ≤ b} (−∞ ≤ a < b ≤ +∞), a Hilbert space X with the norm · X , and
with the norm
In the rest of this paper, we shall employ the usual convention of suppressing the ω-dependence of all random functions. Sometimes we even write A for a (deterministic or stochastic) process A(t), omitting the variable t, whenever no confusion arises. Under this convention, when A ∈ C(0, T ;
The following basic assumption will be in force throughout this paper:
(A) The data appearing in the LQR problem satisfy
We introduce the following stochastic Riccati equation:
is called a solution of the Riccati equation (3.1) if it satisfies all the constraints in (3.1).
Note that it is a backward stochastic differential equation (BSDE). This type of equation was originally proposed by Bismut [3, 4] for the linear case, then extended to the nonlinear case by Pardoux and Peng [11] , and has been further developed extensively in recent years. A distinctive feature of this type of equations is that their solutions are pairs (P, Λ), and the presence of Λ, which is derived by the martingale representation theorem, is necessary to reflect the uncertainty during the period between now and the given terminal time. Note that Λ itself may not satisfy any SDE. For details see [3, 4, 2, 12, 15, 11] . The Riccati equation (3.1) is nonlinear, and the nonlinearity does not satisfy the Lipschitz condition usually imposed in the literature due to the presence of the term (
) be any semimartingale with the following decomposition:
and let (x(·), u(·)) be any admissible pair. Applying Ito's formula, we obtain
Integrating from s to T , taking expectations E s on both sides, and dividing by 2, one gets
Adding this to (2.3) and, provided K ≡ R + D ′ P D > 0, using the square completion technique, we have J(s, y; u(·))
where
Therefore, the stochastic LQR problem is well-posed. Remark 3.1. We see from the above proof that if the Riccati equation (3.1) admits a solution (P, Λ), then the optimal feedback control would be
if the corresponding solutions to the system equation exist. In this case, the value function is V (t, x) = 1 2 x ′ P (t)x. Note that under (3.7), the system (2.1) reduces to
This is a linear stochastic differential equation. The existence and uniqueness of its solutions depend on some moment estimates of the coefficients A − BK −1 L and C − DK −1 L and, in particular, K −1 . While existence and uniqueness results are hard to obtain in general, they are indeed available in some special cases; see Theorem 3.2 below.
We see that the solutions to the Riccati equation are pairs (P, Λ). As mentioned, the presence of Λ is necessary when the coefficients A, B, C, D, Q, R, H of the equation are random so as to get an F t -adapted solution. However, if all the coefficients are deterministic, then we may have a deterministic Riccati equation as follows: 9) . Moreover, the following feedback control
which results in a unique solution of the state equation (3.8) , is optimal.
Proof. The first assertion comes directly from Theorem 3.1 since, if there exists a solution to (3.9), then there exists a solution to (3.1) with Λ = 0. As for the second assertion, note that by the conventional Riccati equation theory we have P ∈ C(0, T ; S n + ). Moreover, K −1 ∈ C(0, T ; S n + ). Hence, all the coefficients in (3.8) are uniformly bounded, which implies the existence and uniqueness of its solutions. This completes the proof.
By virtue of the newly introduced Riccati equation (3.1) or (3.9), one may now understand why the control weight cost R may be allowed to be indefinite. Indeed, even when R < 0, the presence of the term D ′ P D may offer compensation if it is positive enough so that R + D ′ P D > 0. This is possible, as we will see from the examples below. Note that D = 0 (namely, the diffusion term depends on the control) is vital for such phenomena to occur, which intuitively means that the controller must be able to control the variance of the uncertainty in dynamics. If D = 0, then R must be positive definite in order for the problem to be sensible.
Example 3.1. Consider the example (1.2) presented in the introduction. The corresponding Riccati equation (3.9) iṡ
Hence, P (t) = 2 − t. The problem is then well-posed if and only if r(t) + 2 − t > 0, which is consistent with the conclusion obtained from the direct computation. Example 3.2. Consider the following:
Here r is a given (deterministic) constant. We are going to show that the problem is well-posed if −1 ≤ r < 0, ln(−r) + 2 + r < 0 (or −0.1586 < r < 0 approximately). (3.12) To this end, we first see that the corresponding Riccati equation (3.9) reads
It should be noted that if r < −1, then the above equation is not solvable. Indeed, in this case, P (t) > −r > 1, so the terminal condition of (3.13) is violated.
The equation (3.13) is equivalent to ln P (t) − r P (t) = t − 1 − r, r + P (t) > 0. (3.14)
Define f t (p) = ln p − r p − t + 1 + r, p ∈ (0, +∞). Since f t (−r) = ln(−r) + 2 − t + r < 0,
we conclude that there is P (t) ∈ (−r, 1) (i.e., r + P (t) > 0) such that f t (P (t)) = 0 for t ∈ [0, 1). Moreover,ḟ
Thus the P (t) satisfying f t (P (t)) = 0 and r + P (t) > 0 is unique. Finally, f 1 (1) = 0 implies P (1) = 1. Hence, (3.14) or (3.13) does admit a solution. In this case, the optimal feedback control is (noting (3.7))
x(t).
Existence and uniqueness:
A special case. We conclude from the previous section that the study of the stochastic LQR problem may be reduced to that of the Riccati equation (3.1). However, (3.1) is so complicated that we are not able to prove the existence and uniqueness of its solutions at this moment. We can only prove the existence and uniqueness for a special case, where C(t) ≡ 0 and all the other coefficients A, B, D, Q, R, H are deterministic functions, which is the objective of this section.
First of all, when C(t) ≡ 0 and all the other coefficients are deterministic, the Riccati equation (3.9) is further reduced to
Theorem 4.1. If P is a solution to the Riccati equation (4.1), then P ∈ C(0, T ; S n + ) and it is the only solution. Proof. That P ∈ C(0, T ; S n + ) is clear from the conventional Riccati equation theory. Now supposeP is another solution of (4.1). SetP = P −P . ThenP satisfies
Since |K −1 (t)| and |K −1 (t)| are uniformly bounded due to their continuity, we can apply Gronwall's inequality to get P (t) ≡ 0. This proves the uniqueness. Now let us turn to the existence. We consider the conventional Riccati equation
. For each K ∈ K, we know from the classical Riccati theory that (4.2) admits a unique solution P ∈ C(0, T ; S n + ). Thus we can define a mapping Ψ : K → C(0, T ; S n ) as P = Ψ(K). Lemma 4.2. The operator Ψ is monotonely increasing and continuous. Proof. Let K,K ∈ K, P = Ψ(K) andP = Ψ(K). DenoteP = P −P . ThenP satisfies Ṗ +PÂ +Â ′P −P BK −1 B ′P +Q = 0,
Hence, the solution of the conventional Riccati equation (4.3) is nonnegative definite, namely,P ≥ 0. This proves the monotonicity. On the other hand, ifK → K, then by (4.3) and Gronwall's inequality it is easily seen that P −P =P → 0. This yields the desired continuity, and the proof is complete. 
Proof. The proof is obvious. 
Proof. Necessity. If (4.1) admits a solution P , then (4.5) trivially holds by letting 
By (4.5), we have
Since Ψ is increasing (Lemma 4.2), we also have
By induction, we obtain From (4.10), we see that K + i ∈ K and there exist K + ∈ K and P + such that
By Lemma 4.2, we have
From (4.9) we see P + ∈ C(0, T ; S n ), since it is a solution of Riccati equation (4.2) corresponding to K = K + . This in turn yields
. By Lemma 4.3, we conclude that P + is a solution to (4.1). Remark 4.1. By the same argument, the following limits exist
and P − is also a solution of (4.1). In view of the uniqueness of the solutions, P − = P + . Remark 4.2. If (4.5) holds, then we have the following algorithms to compute the solution of the stochastic Riccati equation:
The following proposition gives an estimate for the convergence speed of the algorithms (4.10) and (4.11).
Proposition 4.5. Suppose (4.5) holds. Let the sequence {P i } ⊂ C(0, T ; S n ) be constructed by either algorithm (4.10) or (4.11) and let P be the solution to the Riccati equation (4.1). Then
where C is a constant that depends only on the coefficients of (4.1).
Proof. We only prove the estimate (4.12) for the algorithm (4.10). The other one is the same. By definition,
In view of (4.7), the sequences {|P i |}, {|K i |}, and {|K −1 i |} are bounded. Hence,
Denote v i (t) = T t |P i (s)|ds. Then (4.14) readṡ
By induction, we deduce that
It then follows from (4.14) that
This easily yields (4.12).
Let us examine the condition (4.5) again. Indeed, the existence of K + is guaranteed. To see this, put K + = zI with z > 0. Since Ψ(K) is bounded uniformly for all K ∈ C(0, T ;Ŝ m + ), we see that
for z sufficiently large. Hence, we have the following result. 
This theorem says that while R can be indefinite (or negative definite) for the Riccati equation to have solutions, it cannot be too negative. Indeed, in any case, R cannot be smaller than inf K∈C(0,T ;Ŝ m
In particular, the condition (4.16) is satisfied automatically if R is positive definite, i.e., R ∈ C(0, T ;Ŝ m + ), so we have the following corollary. 
where Ψ(K) is the solution of the conventional Riccati equatioṅ
, one can rewrite (4.17) as
and substituting into (4.18), we obtain
Hence, f 1 must satisfy
It follows that
The above inequality gives an estimate on the interval where the Riccati equation (3.13) admits a solution, namely,
In particular, in order for (3.13) to be solvable on the whole interval [0,1], it must hold that
Therefore, while r is allowed to be negative, it cannot be too negative.
5.
The gap between stochastic maximum principle and LQR problem. This section is going to reveal a gap between Peng's stochastic maximum principle [12, 15] , which is regarded as the best result so far in terms of necessary conditions for stochastic optimality, and the solvability of the stochastic LQR problem.
For the reader's convenience, let us state here Peng's maximum principle for general nonlinear systems, and then specialize to the LQR model.
Given (s, y) ∈ [0, T ) × R n , we are to
The set of admissible controls U ad is defined similarly with U being a given closed set in R m . Peng's maximum principle asserts that if (x * (·), u * (·)) is optimal, then it must satisfy
where (p(·), q(·)) is the F t -adapted solution to the first-order adjoint equation
and (P 0 (t), Λ 0 (t)) is the F t -adapted solution to the second-order adjoint equation
In the above, we used the notation f * (t) = f (t, x * (t), u * (t)), etc. for simplicity. Define the generalized Hamiltonian
and an H-function corresponding to the optimal pair (x * (·), u * (·)) as follows:
where p(t), q(t), and P 0 (t) are determined by adjoint equations (5.4) and (5.5). Then (5.3) is equivalent to the following maximum condition:
In stochastic optimal control theory, the system consisting of the state equation (5.2), adjoint equations (5.4), (5.5) , and the maximum condition (5.8) is called a Hamiltonian system [14] .
Applying the above maximum principle to the LQR model (2.1)-(2.3), we obtain the following result.
Theorem 5.1. Let (x * (·), u * (·)) be an optimal pair for C s,y . Then there exist F t -adapted (p, q) and (P 0 , Λ 0 ) satisfying dp(t) = −(A ′ (t)p(t) + Q(t)x * (t) + C ′ (t)q(t))dt + q(t)dW (t),
Proof. First of all, it is clear that the first-and second-order adjoint equations in the present LQR case are (5.9) and (5.10), respectively. Moreover, H(t, x * (t), u) is a quadratic function in u, which attains its maximum at u * (t) by the maximum condition (5.8). Therefore, it is easily verified that (5.11) and (5.12) are nothing but the first-and second-order conditions, respectively, of the maximum point u * (t) for the quadratic function H(t, x * (t), ·). We note that the second-order adjoint equation (together with (5.12)) is similar in form to the stochastic Riccati equation (3.1), except that the latter has an additional nonlinear term in its drift coefficient. The relationship between P 0 (t) and P (t) is stated in the following proposition.
Proposition 5.2. If the LQR problem (2.1)-(2.3) is well-posed, then
Proof. Let (x * (·), u * (·)) be an optimal pair for the problem C 0,y . Then by [15, Theorem 3.1],
. Now that the LQR problem is well-posed, V (s, y) = 1 2 x ′ P (t)x, which is smooth enough with V xx (t, x * (t)) = P (t). The desired result follows.
The inequality in (5.14) (and, therefore, (5.13) for the LQR problem) could be strict. An example is given in [15, p. 159] , where the terminal cost is nonlinear. Another example is the LQR problem studied in Example 3.2. For that problem, it has been shown that P (t) < 1 for t ∈ [0, 1). However, The solution to (5.10) is P 0 (t) ≡ 1.
For deterministic LQR problems, it is well known that the Hamiltonian system completely characterizes the optimal control, namely, a solution of the Hamiltonian system is an optimal pair of the LQR problem and vice versa. In this sense, the maximum principle and the well-posedness of the LQR problem are actually equivalent to each other. It is then natural to expect that in the stochastic case, the solvability of the Hamiltonian system (5.9)-(5.12) would yield the well-posedness of the LQR problem. Unfortunately, it is not true. Indeed, due to Proposition 5.2 and the fact that the inequality therein could be strict, the condition (5.12) is weaker than the inequality involved in the Riccati equation (3.1). Now let us look at an example to make it precise.
Example 5.1. Consider the following
where C and D are bounded deterministic functions satisfying
The system (5.2), (5.9)-(5.12) in this case is
(5.17)
, the last inequality in the above system is satisfied by virtue of (5.16). Hence (5.17) reduces to dx * (t) = (C(t)x * (t) + D 2 (t)q(t))dW (t), x * (s) = y, dp(t) = −C(t)q(t)dt + q(t)dW (t), p(1) = x * (1). Noting that 6. Concluding remarks. In this paper, we have studied a general class of stochastic linear quadratic regulators with the diffusion coefficients dependent on the control variables. It is observed that the optimal control problem may be well-posed even when the control weight costs are indefinite by virtue of the uncertainty involved. A new stochastic Riccati equation is introduced, and the existence of solutions to it is shown to be sufficient for the well-posedness of the LQR problem. It is also found that the stochastic maximum principle cannot fully characterize the optimality. These distinctive features reveal some fundamental differences between the deterministic and stochastic situations.
Many interesting and challenging problems remain open. The first problem is the existence and uniqueness of solutions to the stochastic Riccati equation in a general situation. The resolution of this problem might have to involve some delicate analysis on the nonlinear backward SDEs. Second, how do we numerically solve the stochastic Riccati equation? For the special case (4.1), this paper gives an algorithm (Remark 4.2) along with its convergence speed (Proposition 4.5). Note that the algorithm involves computing the operator Ψ (i.e., the solution to the conventional Riccati equation), and numerical schemes have been widely available for solving Ψ. However, numerical solutions to the general Riccati equation (3.1) remain an interesting but perhaps difficult problem; to the best of our knowledge there has been few works on numerically solving nonlinear backward stochastic differential equations. Last but not least, what is a "better" stochastic maximum principle that can fully solve the LQR problem as in the deterministic case? These topics will be studied in forthcoming papers.
