Abstract. The present paper is concerned with the numerical solution of a shape identification problem for the heat equation. The goal is to determine of the shape of a void or an inclusion of zero temperature from measurements of the temperature and the heat flux at the exterior boundary. This nonlinear and ill-posed shape identification problem is reformulated in terms of three different shape optimization problems: (a) minimization of a least-squares energy variational functional, (b) tracking of the Dirichlet data, and (c) tracking of the Neumann data. The states and their adjoint equations are expressed as parabolic boundary integral equations and solved using a Nyström discretization and a space-time fast multipole method for the rapid evaluation of thermal potentials. Special quadrature rules are derived to handle singularities of the kernel and the solution. Numerical experiments are carried out to demonstrate and compare the different formulations. 1. Introduction. Recently shape optimization for elliptic boundary value problems has become a well-established mathematical and computational tool; see, e.g., [3, 15, 19, 26, 30] and the references therein. In this context boundary element methods have proved themselves to be an extremely effective tool for the solution of the associated state equation; see, e.g., [8, 13, 23, 25, 27] . The main reason is that no domain triangulation has to be computed. Moreover, fast methods to handle the associated dense matrix problems have reached a mature state and can be readily applied within the iterative solution of the minimization problem.
Introduction.
Recently shape optimization for elliptic boundary value problems has become a well-established mathematical and computational tool; see, e.g., [3, 15, 19, 26, 30] and the references therein. In this context boundary element methods have proved themselves to be an extremely effective tool for the solution of the associated state equation; see, e.g., [8, 13, 23, 25, 27] . The main reason is that no domain triangulation has to be computed. Moreover, fast methods to handle the associated dense matrix problems have reached a mature state and can be readily applied within the iterative solution of the minimization problem.
In contrast to elliptic shape optimization, the literature on parabolic shape optimization problems is rather limited. There are theoretical results (see, e.g., [5, 16, 17, 29] and the references therein), but the development of efficient numerical methods for shape optimization problems with a parabolic state equation is still in its beginning stages, especially for three-dimensional geometries. With the goal to develop such efficient methods, we consider in the present paper a shape identification problem for the heat equation. Specifically, we detect an inclusion or void of zero temperature inside a solid or liquid body by measurements of the temperature and the transient heat flux at the accessible outer boundary.
This problem is severely ill-posed and was discussed in a two-dimensional setting in [1, 2] , where the uniqueness of the inclusion and the differentiability with respect to its boundary was established. The approach in these papers is to use Newton's method to solve the nonlinear functional equation that maps the shape of the inclusion to the measured data. Thus each step of the iteration involves one forward problem A105 for the function and N forward problems for the gradient. Here N is the number of design parameters of the shape of the inclusion.
In contrast to the earlier approach, we reformulate the inverse problem under consideration as a shape optimization problem. To that end, we derive three different cost functionals, namely, a least-squares energy variational functional (which is the analogue of the Kohn-Vogelius functional for the Laplacian [21] ), a Dirichlet data tracking functional, and a Neumann data tracking functional.
For all these functionals we apply gradient-based optimization algorithms. To compute the related shape gradients we use a continuous adjoint method and thereby avoid solving a forward problem for each design parameter. Instead, depending on the particular functional, we solve either one or two state and adjoint equations in each step of the optimization procedure. We will formulate the associated adjoint equations by generalizing techniques for elliptic problems to the parabolic case. Finally, by numerical experiments we compare the functionals with respect to their reconstruction accuracy.
We further show that all state and adjoint equations, which enter the shape gradients, can be computed by boundary integral equations involving the heat kernel. It was shown in [11] that Fourier techniques can be used to ameliorate the high computational cost of evaluating the time convolution in thermal layer potentials. An application of this approach is reported in [22] . On the other hand, clustering techniques, which include the fast multipole method, H-matrices, and adaptive cross approximations, have proved to be extremely successful for solving integral formulations elliptic problems with complicated geometries. For parabolic problems, multipolebased space-time boundary element methods which cluster sources in space and time have become available recently [31, 32] and will be used here to evaluate thermal layer potentials efficiently.
The present paper is the continuation of our previous work on parabolic shape optimization techniques. In [14] we determined an unknown heat souce from measured temperatures and fluxes on the boundary. We note that uniqueness results have been established in [18] . While the numerical treatment of the inclusion problem involves the same general methodology, the functional and the adjoint equation considered here have a very different nature and require a significant modification of the boundary integral equation approach. In particular, the adjoint equations of the inclusion problem have singularities of the solution due to incompatibility of initial-and boundary conditions. To avoid a low convergence rate of the discretization method, we will derive a new singularity corrected quadrature rule.
The rest of the paper is organized as follows. Section 2 is devoted to problem formulation and the definition of the three cost functionals. In section 3, the related shape gradients are derived. The discretization of the free boundary and the solution of the associated discrete optimization problem is the topic of section 4. The numerical solution of the state and adjoint state equations is considered in section 5. Finally, in section 6, we present numerical results and compare the different formulations with respect to their efficiency and reconstruction quality. The inverse problem under consideration reads as follows: for given functions f and g, living at the fixed boundary Σ, find the free boundary Γ such that the overdetermined initial boundary value problem (2.1)
admits a solution u. The uniqueness of the solution to this shape identification problem has been proved in [1] .
In order to solve the given shape identification problem, we will reformulate it as a shape optimization problem. To this end, we shall introduce the states v and w satisfying the parabolic Dirichlet and Neumann problems (2.2)
We consider a classical setting, that is, f and g are smooth functions that vanish for t = 0. Thus the existence and uniqueness of continuous solutions in Ω × [0, T ] of (2.2) can be established using layer potential techniques; see, e.g., [20] . The following three shape optimization problems will lead to the optimal solution: (i) An energy variational formulation is given by the Kohn-Vogelius type functional (2.3)
, first proposed in [21] in the context of the inverse conductivity problem. The above equivalent formulation as a boundary integral follows from integration by parts:
(ii) One can also consider the solution v of the pure Dirichlet problem and track the Neumann data in a least-squares sense relative to
(iii) Correspondingly, if the Neumann datum g is assumed to be prescribed, the L 2 -least-square tracking of the Dirichlet boundary condition at Σ × (0, T ) reads as
We mention that all cost functionals are nonnegative and identical zero in case of
To solve the optimization problems (2.3)-(2.5) by means of a gradient-based iterative method, we have to compute the Hadamard representations of the related shape gradients. They are obtained by applying the so-called adjoint method. The shape gradients are scalar distributions on the free boundary Γ, involving only information on the state and the associated adjoint state.
3. Shape calculus. We will employ a shape calculus via boundary variations, developed in [6, 7] . For a general overview on shape calculus, mainly based on the perturbation of identity (Murat and Simon) or the speed method (Sokolowski and Zolesio), we refer the reader, for example, to [3, 24, 26, 28, 30] and the references therein.
For an arbitrary boundary perturbation field V : Γ → R n of C 2 -smoothness, we can define the perturbed domain Ω ε via its perturbed interior boundary Γ ε in accordance with
Then, the associated local shape derivatives δv = δv [V] and δw = δw[V] to the states (2.2) read as (3.1)
The characterization of δv has been proved [1] . Mimicking the proof given there for the state w gives the desired characterization of δw.
We shall first compute the shape gradient to the cost functional (2.3). Note that the shape gradient of the Kohn-Vogelius functional for the pure Laplacian has been derived in [27] .
Theorem 3.1. The shape gradient of the cost functional J 1 from (2.3) in the direction of the boundary perturbation V ∈ C 2 (Γ) is given by
where the adjoint states p of v and q of w satisfy the following parabolic boundary value problems, which are reverse in time: Proof. Differentiating the boundary integral representation (2.3) in terms of local derivatives yields immediately (3.4)
On the other hand, for > 0 it follows from (3.1), (3.3), and integration by parts that
Since δv p is bounded in Ω × [0, T ] and (δv p)(T − ) → 0 as → 0 pointwise in Ω, the Lebesgue dominated convergence theorem implies that the limit of the first integral vanishes. Moreover, the second and third integrals have continuous integrands. Thus it follows that (3.5)
Beginning with
one can show in a similar fashion that
Inserting (3.5) and (3.6) into (3.4) leads to
This implies the assertion due to the boundary conditions of δv and δw at Γ. Theorem 3.3. Consider the boundary perturbation V ∈ C 2 (Γ). Then, the Hadamard representation of the shape gradient to the cost functional J 2 , defined in (2.4), reads as
where the adjoint state satisfies
Proof. Derivation of J 2 (Ω) with respect to the boundary variation V ∈ C 2 (Γ) yields
Since the calculations of (3.5) are also valid in this case, the boundary conditions from (3.1) and (3.8) induce the identity
This concludes the proof in view of (3.9).
Finally, the shape gradient to the shape functional J 3 from (2.5) is computed.
where the adjoint state is given by
Proof. The derivative of J 3 (Ω) with respect to the boundary variation V ∈ C 2 (Γ) reads in terms of the local shape derivative as
In view of formula (3.6) and the boundary data in (3.1), we finally obtain
Discretization of the shape optimization problem.
From now on we restrict ourselves to the practically most important case of n = 3 and consider the minimization of the cost functionals over domains that are topologically equivalent to the unit sphere S 2 . In order to solve a shape optimization problem J(Ω) → inf we seek a stationary point Ω which satisfies
In what follows, we shall represent the domain Ω ⊂ R 3 by a parameterization γ : S 2 → Γ of its interior boundary Γ. By restricting the parameterization to a finite dimensional ansatz space V N , we arrive at the nonlinear Ritz-Galerkin scheme for (4.1):
For the numerical solution of this nonlinear variational equation we apply the quasiNewton method, updated by the inverse BFGS rule without damping. A second order approximation is used for performing the line search update if the descent does not satisfy the Armijo rule. Since we use a gradient-based iterative method, regularization is not necessary provided that we stop the iteration early enough. For all the details and a survey on available optimization algorithms, we refer to [4, 9, 10] and the references therein.
Following [14] , we will distinguish two types of parameterizations. The first type is of the form
and is able to represent any given star-shaped domain with center in 0. The discretization of Γ is based on the ansatz
where a m n ∈ R are the design parameters and Y m n ∈ C ∞ (S 2 ) denote the spherical harmonic functions of degree n and order m. This leads to the finite dimensional parameterization
The advantage of this approach is that the identification of the function r N , given by the design parameters, and the domain Ω is one-to-one. In particular, the distance between two domains can be simply measured via the 2 -norm of the difference of the associated design parameters. This approach is used in the first numerical example.
The second type, also referred to as flexible shape representation and used in the second numerical example, allows a more general boundary representation than the somehow restrictive approach (4.3). Namely, we choose
where a i ∈ R 3 are vector valued design parameters. The ansatz (4.4) does not impose any restriction to the topology of the domain except for its genus. However, we lose the one-to-one correspondence between the domain and the design parameters. For the boundary element method which is introduced in the next section, we will need a triangulation of the boundaries of the domain Ω. The triangulation of the varying boundary Γ is generated by mapping a triangulation of the unit sphere via the parametrization γ N to the boundary Γ. In order to prevent mesh degeneration in the case of the flexible shape representation (4.4), we shall perform a remeshing procedure after a certain number of steps. The particular remeshing procedure is based on the mesh functional presented in [14] .
Fast solution of parabolic boundary value problems.

Boundary integral equations.
The evaluation of all three functionals, as well as their gradients, involves solving a boundary value problem of the heat equation with homogeneous initial conditions, which is supplied with homogeneous Dirichlet boundary conditions on the free surface Γ and with either Dirichlet or Neumann conditions on the fixed surface Σ.
Note that the adjoint problems can be transformed into the standard heat equation with the change of variables t → T −t. Our approach to solving the heat equation is based on Green's representation formula, which is a time-dependent boundary integral equation that links the Dirichlet and Neumann data as follows:
Here V and K are the thermal single and double layer operators defined below, and φ is a solution to the source-free heat equation with homogeneous initial conditions. To solve (5.1) numerically we employ a Nyström discretization which is combined with the parabolic fast multipole method. The general methodology was discussed in the papers [31, 32] and [14] and can be applied without significant modifications to solve the boundary value problems of (2.2). However, the adjoint equation for q, formulated as a standard heat equation, can be singular at initial time; see Remark 3.2. This fact requires more significant modifications, which are described in the remainder of this section. Following [32] , the thermal layer potentials can be written in the form
Here, V (·) and K(·) denote parameter-dependent layer potentials, given by
The reason the thermal layer operators are written in this manner is that the potentials defined in (5.4) and (5.5) are smooth functions in ∂Ω × [0, T ] if the density ψ is smooth. Thus the operators in (5.2) and (5.3) can be regarded as generalized Abel integral operators in time with kernels that are surface integral operators. Specifically, the behavior of the kernels near t = 0 is given by
where H(x) is the mean curvature of the surface at x. The details of the derivation can be found in [32] .
Quadrature in time.
Since the kernels in (5.4) and (5.5) are smooth, the integral operators in (5.2) and (5.3) have a (t − τ ) −1/2 singularity, which suggests use of a singularity-corrected version of the trapezoidal rule for the time discretization. It is shown in [32] that the rule
where h is the time step length, t j = hj, and
has a quadrature error of h = O(h 3/2 ). Here the prime at the summation sign indicates that the j = 0 term in the sum is multiplied by the factor 1/2. The analogous result for the double layer operator is
This result is valid only if the solution φ is sufficiently regular on the boundary. Unfortunately, this is not the case for the adjoint problems (3.8) and the Dirichlet problem of (3.3), because the Dirichlet condition at t = 0 does not vanish in general and is therefore not compatible with the initial condition.
In fact, we now show that in this situation the normal derivative of the Dirichlet problem has a t −1/2 -singularity when φ(x, 0) = 0. This behavior can be seen by considering the expansion near t = 0 in Green's representation theorem: If φ(x, t) = φ(x, 0) + O(t) is smooth, then it follows from (5.3) and (5.7) that
Comparing the coefficients in the expansion of (5.1) as t → 0 then shows that
where the coefficients are given by
This expansion shows how to split the integrand in (5.2) into a part that is continuous at τ = 0 and a singular part that can be integrated analytically. This follows from the following calculation:
where φ is given by
Since the first term is O( √ τ ), it follows that φ is a continuous function with
Therefore φ can be integrated using the rule (5.8) without loosing the O(h 3/2 ) convergence. Thus, we obtain for t = t n , n ≥ 1, that
Upon substitution of
this rule appears in the form
Here, φ 0 is a function which is only determined by the initial condition and is defined by
,
is another singularity corrected quadrature weight.
Nyström method in space.
The quadrature rules (5.8) and (5.9) lead to a time discretization scheme that involves a number of surface integral operators. Since every operator in (5.8) and (5.9) has a smooth kernel, the space discretization can be accomplished with standard surface quadrature rules. To that end, we generate a quasi-uniform triangulation of the surface (see also section 4) and choose a quadrature rule which integrates piecewise quadratic polynomials on the triangularization of the surface exactly. It can be shown that if the spatial mesh width h s satisfies h s = o( √ h), then the error of the fully discrete quadrature is O(h 3/2 ). The Nyström method replaces integral operators by quadrature rules and enforces the resulting equations at the quadrature nodes. Thus the discretization of Green's representation theorem (5.1) is given by
where x k runs through all quadrature nodes on the surface ∂Ω and the functions
contain information about the time history of the solution. Here, subscript h denotes the discrete counterpart of the corresponding continuous quantity. The term H h (x k ) is a finite-difference approximation for the curvature. Solving (5.10) for the unknown function value on the quadrature nodes results in an explicit time stepping scheme. The main computational cost in each time step is to evaluate the history parts ψ 0 (x k , t n ) and ψ(x k , t n ). If there are K nodes in the spatial quadrature rule, the direct evaluation of these potentials has O(K 2 ) and O(nK 2 ) complexity, respectively, yielding an overall cost that grows quadratically in KM , where M is the number of time steps. However, ψ can also be evaluated with much lower cost if the parabolic fast multipole method is applied, which was introduced in [31] . Furthermore, the computation of ψ 0 can be accelerated with one of the many variants of the fast Gauss transform introduced in [12] . Thus, the overall complexity of evaluating the functional or gradient can be reduced to log-linear complexity in KM .
Numerical results.
6.1. Test of the forward solver. While the singularity subtraction technique ensures that the quadrature error is O(h 3/2 ), it is still necessary to discuss the convergence of the discretization error. For an integral equation of the second kind with compact operator the stability of the Nyström method can be established, which implies the convergence of the error at the same rate [32] . Here we solve problems in a more general setting and hence rely on numerics to assess the convergence behavior of the forward solver.
To illustrate the behavior of the solver for an integral equation of the first kind with singular solution we consider a problem on the unit sphere with density g(x, t) = Y The figure displays the error per time step and maximal error, defined by
where g h is the numerically obtained solution. The convergence of e h for a fixed time reproduces the theoretical O(h 3/2 ) well, whereas the convergence of the maximum error E h is rather slow, because the solution itself is singular. The maximal error occurs near the singularity at t = t 1 or t = t 2 . Figure 6 .2 shows the evolution of e h (t j ) for several meshes as time progresses. The cpu time for the fast solver grows nearly linearly with the number of discretization points, and even for the coarsest mesh the fast solver is more efficient than the direct evaluation.
First example.
We shall perform numerical experiments to compare the three cost functionals. To this end, we choose the cube (−1, 1)
3 with smooth edges and vertices as the computational domain Ω. In the first example, we try to reconstruct the "sea urchin" shown in Figure 6 .3. The time interval under consideration is (0, T ) = (0, 1). It is divided into N t = 60 time steps. For the spatial discretization, we subdivide each boundary into 768 isoparametric (quadratic) triangular boundary elements at each boundary, corresponding to 1538 spatial degrees of freedom each. Thus, we have about 185,000 unknowns in all on the boundary of the space-time cylinder.
We apply the Dirichlet data f (x, t) ≡ t which are consistent with the initial data u(x, 0) = 0 at t = 0. The (synthetic) Neumann data g are computed from these Dirichlet data by the indirect ansatz Vρ = u, which, due to the continuity of the single layer potential, leads to the boundary integral equation
The computation of the Neumann data then gives, in view of the jump condition, the identity
Finally, we add 1% random noise. In this example, we discretize the free boundary as a star-shaped domain with N = 400 spherical harmonics, which offers the possibility for computing the distance between different shapes. Therefore, by determining the Fourier coefficients of the exact inclusion, we are able to study the convergence of the schemes.
We use for all cost functionals the sphere of radius 0.8 as an initial guess of the optimization procedure and stop the iteration after 100 iterations. The computation requires about 25 minutes in the case of the Neumann tracking functional J 2 (2.4) and the Dirichlet tracking functional J 3 (2.5) and about 55 minutes in the case of the Kohn-Vogelius type functional J 1 (2.3). This is not surprising since two states and adjoints need to be computed per iteration step for the first functional instead of only one state and adjoint in case of the second and third functionals.
In Figure 6 .4, the histories of the cost functionals and the norms of the gradients are monitored. It turns out that the convergence behavior of the different cost functionals and of the associated gradient norms is quite similar. The difference of the iterates and the desired shape, measured by means of the 2 -difference of the discrete Fourier coefficients, is depicted in Figure 6 .5. Herein, we see that functional J 1 gives the best reconstruction, followed by functional J 2 , and finally by functional J 3 . In particular, the third functional exhibits a significantly slower error reduction. However, as one can see in Figure 6 .6, the most geometric details are reconstructed in the case of this cost functional. 
Second example.
We choose the same outer boundary Σ and the same time interval (0, T ) = (0, 1) as in the first example but now choose the cat seen in the left plots of Figure 6 .8 as the inclusion. We now use the flexible boundary discretization (4.4) with N = 100, which leads to 300 design parameters. All the other discretization parameters are set like before.
For all cost functionals, the sphere of radius 0.5 is used as an initial guess of the optimization procedure. After each five iteration steps, we perform a remeshing step as described in section 4 in order to ensure that the mesh does not degenerate. The iteration is finally stopped after 100 iterations. The histories of the cost functionals and the norms of the gradients are monitored in Figure 6 .7. Again, we observe that the convergence of the different cost functionals and of the associated gradient norms is quite similar. Note that the oscillations in the norms of the gradient are caused by the remeshing, which slightly changes the surface.
The computed reconstructions again look quite similar; however, we got the impression that the reconstruction by functional J 3 is slightly better. This is shown in the right plots of Figure 6 .8. It is apparent that the parts of the cat that lie closer to the outer boundary are reconstructed more precisely, while the interior parts, e.g., the cat's back, are more problematic. Note that the computing times are nearly the same as in the first example. Especially, the reconstruction by the first functional J 1 is about twice as time-consuming compared to the second functional J 2 and third functional J 3 . 
