Approximating general distributions by phase-type (PH) distributions is a popular technique in stochastic analysis, since the Markovian property of PH distributions often allows analytical tractability. This paper proposes an algorithm for mapping a general distribution, G, to a PH distribution, which matches the first three moments of G. Efficiency of our algorithm hinges on narrowing the search space to a particular subset of the PH distributions, which we refer to as EC distributions. The class of EC distributions has a small number of parameters, and we provide closed-form solutions for these. Our solution applies to any distribution whose first three moments can be matched by a PH distribution. Also, our resulting EC distribution requires a nearly minimal number of phases, within one of the minimal number of phases required by any acyclic PH distribution.
Motivation
There is a large body of literature on the topic of approximating general distributions by phase-type (PH) distributions, whose Markovian properties make them far more analytically tractable. Much of this research has focused on the specific problem of finding an algorithm which maps a general distribution, G, to a PH distribution, P , where P and G agree on the first three moments. Throughout this paper we say that G is well-represented by P if P and G agree on their first three moments. We choose to limit our discussion in this paper to three-moment matching, because matching the first three moments of an input distribution has been shown to be effective in predicting mean performance for variety of computer system models [4, 5, 21, 25, 31] . Clearly, however, three moments might not always suffice for every problem, and we leave the problem of matching more moments to future work.
Moment matching algorithms can be evaluated along four different measures: (i) The number of moments matched: In general matching more moments is more desirable. (ii) The computational efficiency of the algorithm: It is desirable that the algorithm have short running time. Ideally, one would like a closed-form solution for the parameters of the matching PH distribution.
(iii) The generality of the solution: Ideally the algorithm should work for as broad a class of distributions as possible. (iv) The minimality of the number of phases: It is desirable that the matching PH distribution, P , have a small number of phases. Recall that the goal is to find P which can replace the input distribution G in some stochastic process to model it as a Markov chain. Since it is desirable that the state space of this resulting Markov chain be kept small, we want to keep the number of phases in P low. This paper proposes moment matching algorithms which perform very well along all four of these measures. This constitutes the primary contribution of the paper. Our solution matches three moments, provides a closed form representation of the parameters of the matching PH distribution, applies to all distributions which can be well-represented by a PH distribution, and is nearly minimal in the number of phases required.
The general approach in designing moment matching algorithms in the literature is to start by defining a subset S of the PH distributions, and then match each input distribution G to a distribution in S. The reason for limiting the solution to a distribution in S is that this narrows the search space and thus improves the computational efficiency of the algorithm. Observe that n-phase PH distributions have Θ(n 2 ) free parameters [16] (see Figure 1 ), while S can be defined to have far fewer free parameters. One has to be careful in defining the subset S, however. If S is too small, it may limit the space of distributions which can be well-represented. Also, if S is too small, it may exclude solutions with a minimal number of phases.
In this paper we define a subset of PH distributions, which we call EC distributions. EC distributions have only six free parameters, which allows us to derive a closed-form solution for these parameters in terms of the input distribution. The set of EC distributions is general enough, however, that for all distributions G that can be well-represented by a PH distribution, there exists an EC distribution that well-represents G. Furthermore, the class of EC distributions is broad enough such that for any distribution, G, that is well-represented by an n-phase acyclic PH distribution, there exists an EC distribution, E, with at most n + 1 phases, such that G is well-represented by E.
It is not clear whether restricting our search space to the set of acyclic PH distributions (as is used throughout literature) is limiting. While it is theoretically possible that minimum phase solution is cyclic, in practice we have not been able to find a situation where minimal solution requires cycles, and this question is left as an open problem. However, note that an acyclic PH distribution has a computational advantage over a cyclic one, since the generator matrix of the underlying Markov chain of an acyclic PH distribution is upper triangular. Therefore, in some applications, one might prefer an acyclic PH distribution with more phases to a cyclic PH distribution with less phases. Thus, in this paper, we limit our focus to the set of acyclic PH distributions.
To prove that our moment matching algorithm results in a nearly minimal number of phases, we need to know the minimal number of phases needed to well-represent an input distribution by a PH distribution. Unfortunately, the minimal number of phases is not known for general distributions. This makes it difficult to evaluate the effectiveness of different algorithms and also makes the design of moment matching algorithms open-ended. As a secondary contribution, this paper provides a formal characterization of the set of distributions that are well-represented by an n-phase PH distribution, for each n = 1, 2, 3, .... This characterization is used to prove the minimality of the number of phases used in our moment matching algorithms.
Overview of key ideas and definitions
We start with some definitions that we use throughout the paper.
Definition 1 A PH distribution is the distribution of the absorption time in a continuous time Markov chain. A PH distribution, F , is specified by a generator matrix, T F , and an initial probability vector, τ F . Figure 1 shows a three-phase PH distribution, F , with τ F = (τ 1 , τ 2 , τ 3 ) and There are n = 3 internal states. With probability τ i we start in the ith state. The absorption time is the sum of the times spent in each of the states before reaching the absorption state.
An important subset of PH distributions is the set of acyclic PH distributions and the set of Coxian PH distributions, which are defined as follows.
Definition 2 An acyclic PH distribution is a PH distribution with λ ij = 0 for all i > j. An n-phase Coxian PH distribution is an n-phase acyclic PH distribution with τ i = 0 for i = 2, ..., n and λ ij = 0 for i + 1 < j ≤ n. An n-phase Coxian + PH distribution is a n-phase Coxian distribution with τ 1 = 1.
Observe that an acyclic PH distribution, F , has upper triangular T F . In providing a simple representation and analysis of our closed-form solution, it will be very helpful to start by defining an alternative to the standard moments, which we refer to as normalized moments. Notice the relationship between the normalized moments and the coefficient of variability C F and the skewness γ F of F : m Definition 4 A distribution G is well-represented by a distribution F if F and G agree on their first three moments.
Definition 3 Let µ
Definition 5 PH 3 refers to the set of distributions that are well-represented by a PH distribution.
Definition 6 OP T (G) is defined to be the minimum number of phases in a PH distribution that well-represents a distribution G.
Moment matching algorithms
Previous work on moment matching algorithms Prior work has contributed a large number of moment matching algorithms. While all of these algorithms excel with respect to some of the four measures mentioned earlier (number of moments matched; generality of the solution; computational efficiency of the algorithm; and minimality of the number of phases), they all are deficient in at least one of these measures as explained below.
In cases where matching only two moments suffices, it is possible to achieve solutions which perform very well along all the other three measures. Sauer and Chandy [23] provide a closed-form solution for matching two moments of a general distribution in PH 3 . They use a two-branch hyper-exponential distribution for matching distributions with squared coefficient of variability C 2 > 1 and a generalized Erlang distribution for matching distributions with C 2 < 1. Marie [15] provides a closed-form solution for matching two moments of a general distribution in PH 3 . He uses a two-phase Coxian + PH distribution for distributions with C 2 > 1 and a generalized Erlang distribution for distributions with C 2 < 1.
If one is willing to match only a subset of distributions, then again it is possible to achieve solutions which perform very well along the remaining three measures. Whitt [30] and Altiok [2] focus on the set of distributions with C 2 > 1 and sufficiently high third moment. They obtain a closed-form solution for matching three moments of any distribution in this set. Whitt matches to a two-branch hyper-exponential distribution, and Altiok matches to a two-phase Coxian + PH distribution. Telek and Heindl [27] focus on the set of distributions with C 2 ≥ 1 2
and various constraints on the third moment. They obtain a closed-form solution for matching three moments of any distribution in this set, by using a two-phase Coxian + PH distribution.
Johnson and Taaffe [9, 10] come closest to achieving all four measures. They provide a closed-form solution for matching the first three moments of any distribution G ∈ PH 3 . They use a mixed Erlang distribution with common order. Unfortunately, this mixed Erlang distribution requires 2OP T (G) + 2 phases in the worst case.
In complementary work, Johnson and Taaffe [11, 12] again look at the problem of matching the first three moments of any distribution G ∈ PH 3 , this time using three types of PH distributions: a mixture of Erlang distributions, a Coxian + PH distribution, and a general PH distribution. Their solution is Fig. 2 . The Markov chain underlying an n-phase EC distribution. The first box above depicts the underlying continuous time Markov chain in an Erlang-N distribution, where N = n−2, and the second box depicts the underlying continuous time Markov chain in a two-phase Coxian + PH distribution. Notice that the rates in the first box are the same for all states.
nearly minimal in that it requires at most OP T (G) + 2 phases. Unfortunately, their algorithm requires solving a nonlinear programing problem and hence is computationally inefficient, requiring time exponential in OP T (G).
Above we have described the prior work focusing on moment matching algorithms, which is the focus of this paper. There is also a large body of work focusing on fitting the shape of an input distribution using a PH distribution. Of particular recent interest has been work on fitting heavy-tailed distributions to PH distributions [3, 6, 7, 14, 22, 26] . There is also work which combines the goals of moment matching with the goal of fitting the shape of the distribution [8, 24] . The work above is clearly broader in its goals than simply matching three moments. Unfortunately there's a tradeoff: obtaining a more precise fit requires more phases. Additionally it can sometimes be computationally inefficient [8, 24] .
The key idea behind our algorithm: The EC distribution In all the prior work on computationally efficient moment matching algorithms, the approach is to match a general input distribution G to some subset, S, of the PH distributions. In this paper, we show that by using the set of EC distributions as our subset S, we achieve a solution which excels in all four desirable measures mentioned earlier. We also use the EC distribution as a building block in designing variants of our closed form solution. We define the EC distributions as follows:
Definition 7 An n-phase EC (Erlang-Coxian) distribution is a convolution of an (n − 2)-phase Erlang distribution and a 2-phase Coxian + distribution possibly with mass probability at zero. Figure 2 shows the underlying Markov chain of an n-phase EC distribution.
We now provide some intuition behind the creation of the EC distribution. Recall that a Coxian + PH distribution is very good for approximating a distribution with high variability. In particular, a two-phase Coxian + PH distribution is known to well-represent any distribution that has high second and third moments (any distribution G that satisfies m for n ≥ 1 (see Section 3) . The large number of phases needed implies that many free parameters must be determined, which implies that any algorithm that tries to well-represent an arbitrary distribution using a minimal number of phases is likely to suffer from computational inefficiency.
By contrast, an n-phase Erlang distribution has only two free parameters and is also known to have the least normalized second moment among all the nphase PH distributions [1, 17] . However the Erlang distribution is obviously limited in the set of distributions which it can well-represent.
Our approach is therefore to combine the Erlang distribution with the twophase Coxian + PH distribution, allowing us to represent distributions with all ranges of variability, while using only a small number of phases. Furthermore, the fact that the EC distribution has a small number of parameters allows us to obtain closed-from expressions for the parameters (n, p, λ Y , λ X1 , λ X2 , p X ) of the EC distribution that well-represents any given distribution in PH 3 .
Characterizing PH distributions
We now turn to our second goal of the paper, namely characterizing the set of distributions that are well-represented by an n-phase acyclic PH distribution.
Definition 8 Let S
(n) denote the set of distributions that are well-represented by an n-phase acyclic PH distribution for positive integer n.
All prior work on characterizing S
(n) has focused on characterizing S (2) * , where S (2) * is the set of distributions which are well-represented by a 2-phase Coxian 2) . Altiok [2] showed a sufficient condition for a distribution to be in S (2) * . More recently, Telek and Heindl [27] expanded Altiok's condition and proved the necessary and sufficient condition for a distribution to be in S (2) * . While neither Altiok nor Telek and Heindl expressed these conditions in terms of normalized moments, the results can be expressed more simply with our normalized moments:
(2) * iff G satisfies exactly one of the following three conditions: (i) Fig. 3 . (a) Solid lines delineate S (n) (which is irregular) and dashed lines delineate T (n) (which is regular -has a simple specification). Observe the nested structure of S (n) and T (n) :
is depicted as a function of the normalized moments. T (n) sets are delineated by solid lines, which includes the border, and dashed lines, which does not include the border (n = 2, 3, 32). Observe that all possible nonnegative distributions lie within the region delineated by the two dotted lines: m 2 ≥ 1 and m 3 ≥ m 2 .
Our Characterization of PH distributions While our goal is to characterize the set S (n) , this characterization turns out to be ugly. One of the key ideas is that there is a set T (n) ⊃ S (n) which is very close to S (n) in size, such that T (n) has a simple specification via normalized moments. Thus, much of the proofs in our characterization revolve around T (n) .
Definition 9
For integers n ≥ 2, let T (n) denote the set of distributions, F , that satisfy exactly one of the following two conditions: (i) m The main contribution of our characterization of PH distributions is a derivation of the nested relationship between S (n) and T (n) for all n ≥ 2. This relationship is illustrated in Figure 3 . Observe that S (n) is a proper subset of S (n+1) , and likewise T (n) is a proper subset of T (n+1) for all integers n ≥ 2. More importantly, the nested relationship between S (n) and T (n) is formally characterized in the next theorem.
The property S (n) ⊂ T (n) is important because it will allow us to prove that the EC distribution produced by our moment matching algorithm uses a nearly minimal number of phases. The property T (n) ⊂ S (n+1) is important in completing our characterization of S (n) . This property will follow immediately from our construction of a moment matching algorithm.
Outline of Paper
The first part of the paper will describe the characterization of S (n) . This is covered primarily in Section 3, and will be used in the second part of the paper, which involves the construction of moment matching algorithms (Section 4-6).
Our moment matching algorithms depend on properties of EC distributions, which will be discussed in depth in Section 4 We find that for the purpose of moment matching it suffices to narrow down the set of EC distributions further from six free parameters to five free parameters, by optimally fixing one of the parameters.
In Section 5-6, we present three variants of closed form solutions for the remaining free parameters of the EC distribution, each of which achieves slightly different goals. The first closed-form solution provided, which we refer to as the simple solution, (see Section 5) has the advantage of simplicity and readability; however it does not work for all distributions in PH 3 (although it works for almost all). This solution requires at most OP T (G) + 2 phases. The second closed-form solution provided, which we refer to as the improved solution, (see Section 6.1) is defined for all the input distributions in PH 3 and uses at most OP T (G) + 1 phases. The improved solution is only lacking in numerical stability for a small subset of PH 3 . In practice, this is not a problem, since distributions lying in the small subset can be perturbed to move out of the subset. In [18, 19] , we also provide numerically stable solutions.
In the simple solution and the improved solution, the matching EC distribution can have mass probability at zero (p < 1). In some applications, however, it is desirable that the matching PH distribution has no mass probability at zero. The third closed-form solution provided, which we refer to as the positive solution, (see Section 6.2) has no mass probability at zero (p = 1). This solution is defined for almost all distributions in PH 3 and uses at most OP T (G) + 1 phases.
Characterizing PH distributions
Set S (n) is characterized by Theorem 2:
In this section we prove the first part of the theorem, i.e. the following lemma:
The second part, T (n) ⊂ S (n+1) , follows immediately from the construction of a moment matching algorithm (see Corollary 3 in Section 6.1).
We begin by defining the ratio of the normalized moments.
Definition 10
The ratio of the normalized moments of a distribution F , r F , is defined as r
and is also referred to as the r-value of F .
One of the nice properties of the r-value is that it is insensitive to the mass probability at zero, as shown in the proposition below:
, where X is a nonnegative distribution with µ
To shed light on the expression
, consider a random variables V 1 whose distribution is X, Then, random variable
V 1 with probability p 0 with probability 1 − p.
has distribution Z, since Pr(V 2 < t) = p Pr(V 1 < t) + (1 − p).) Below, we use the notation O repeatedly.
Definition 11
Let O denote the distribution of the degenerate random variable V ≡ 0.
Note that, using the normalized second moment and the r-value, T (n) can be redefined as the set of distributions, F , that satisfy exactly one of the following two conditions: (i) m , or (ii) m .
To show S (n) ⊂ T (n) , consider an arbitrary distribution, X ∈ S (n) . Let P be an n-phase acyclic PH distribution that well-represents X. Then X ∈ T (n) iff P ∈ T (n) . Hence, it suffices to prove that all acyclic n-phase acyclic PH distributions are in T (n) . This can be shown by proving the two properties of the Erlang-n distribution: (i) the set of Erlang-n distributions is the unique class of n-phase PH distributions with the least normalized second moment among all the n-phase PH distributions and (ii) the Erlang-n distribution has the least r-value among all the n-phase acyclic PH distributions. Note that an Erlang-n distribution refers to the convolution of n i.i.d. exponential distributions (the distribution of the sum of n i.i.d. exponential random variables). Thus, the Erlang-n distribution, E n , has m .
Property (i) of the Erlang-n distribution immediately follows from the prior work by Aldous and Shepp [1] and O'Cinneide [17] , who prove that the set of Erlang-n distributions is the unique class of n-phase PH distributions with the least second moment among all the n-phase PH distributions with a fixed mean. Thus, all that remain is to prove property (ii).
Our approach is different from Aldous and Shepp [1] and O'Cinneide [17] . Aldous and Shepp prove the least variability of the Erlang-n distribution via quadratic variation (a property related to the second moment), and hence it is unlikely that their approach can be applied to prove property (ii), which relies on higher moments, in particular the r-value. O'Cinneide extends the work by Aldous and Shepp, considering a convex function, f (·), applied to a random variable with an n-phase PH distribution with a fixed mean. He proves that the expectation of f (V ) is minimized when the random variable V has an Erlang distribution. Unfortunately, the r-value of a distribution, G, is not an expectation of f (V ), where V is a random variable with distribution G, for a convex function f (·), and the theory of majorization does not directly apply to the r-value.
Our proof makes use of recursive structure of PH distributions and shows that an n-phase Erlang distribution has no greater r-value than any n-phase acyclic PH distribution. The key idea in our proof is that any acyclic PH distribution, P , can be seen as a mixture of convolutions of exponential distributions, and one of the convolutions of exponential distributions has no greater r-value than P . This allows us to related the minimal convolution to an Erlang distribution when all the rates of the exponential distributions are the same. The following lemma provides the key property of the r-value used in our proof.
, where n ≥ 2 and X i are nonnegative distributions with µ
Proof: We prove the lemma by induction on n. Without loss of generality, we let
Inductive case: Suppose that the lemma holds for n ≤ k. When n = k + 1, Z can be seen as a mixture of two distributions, 
Thus, the lemma holds for n = k + 1, which completes the proof.
We are now ready to prove that an m-phase Erlang distribution has no greater r-value than any n-phase PH distribution. We prove the following lemma.
Lemma 3
The Erlang distribution has the least r-value among all the acyclic PH distribution with a fixed number of phases, m, for all m ≥ 1. An Erlang distribution, either mixed with O or by itself, constitutes the unique class of acyclic PH distributions with the least r-value.
Proof: We prove the lemma by induction on m.
Base case (m = 1): Any PH distribution with one phase is a mixture of O and an exponential distribution, and the r-value is always Inductive case: Suppose that the lemma holds for m ≤ k. We show that the lemma holds for m = k + 1 as well.
Consider any (k + 1)-phase acyclic PH distribution, G, which is neither an Erlang distribution nor a mixture of O and an Erlang distribution. We first show that there exists a PH distribution, F 1 , with no greater r-value (i.e. r F 1 ≤ r G ) such that F 1 is a convolution of an exponential distribution, X, and an k-phase PH distribution, H 1 . The key idea is to see any PH distribution as a mixture of PH distributions whose τ vectors defined in Section 2 are base vectors. For example, the three-phase PH distribution, G, in Figure 1 , can be seen as a mixture of O and the three 3-phase PH distribution,
Proposition 2 and Lemma 2 imply that there exists
, and F 1 is a convolution of an exponential distribution, X, and an k-phase PH distribution, H 1 .
Next we show that if F 1 is neither an Erlang distribution nor a mixture of O and an Erlang distribution, then there exists a PH distribution, F 2 , with no greater r-value (i.e. r
, where p is chosen such that µ
2 . There always exists such an H 2 , since the Erlangk distribution has the least m 2 among all the PH distributions (in particular Finally, we show that a mixture of O and an Erlang distribution has the least r-value. F 2 is a convolution of X and H 2 , and it can also be seen as a mixture of X and a distribution, F 3 , where
, which will complete the proof.
It suffices to prove that r F 3 is minimized when µ
, where r
and m
Therefore,
EC distribution: Motivation and properties
The purpose of this section is twofold: to provide a detailed characterization of the EC distribution, and to discuss a narrowed-down subset of the EC distributions with only five free parameters (λ Y is fixed) which we will use in our moment matching algorithm. Both results are summarized in Theorem 3.
To motivate the theorem in this section, consider the following story. Suppose one is trying to match the first three moments of a given distribution, G, to a distribution, P , which is a convolution of exponential distributions (possibly with different rates) and a two-phase Coxian + PH distribution. If G has sufficiently high second and third moments, then a two-phase PH Coxian + distribution alone suffices and we need no exponential distributions. If the variability of G is lower, however, we might try appending an exponential distribution to the two-phase PH Coxian + distribution. If that doesn't suffice, we might append two exponential distributions to the two-phase Coxian + PH distribution. Thus, if G has very low variability, we might be forced to use many phases to get the variability of P to be low enough. Therefore, to minimize the number of phases in P , it seems desirable to choose the rates of the exponential distributions so that the overall variability of P is minimized.
Continuing with our story, one could express the appending of each exponential distribution as a "function" whose goal is to reduce the variability of P yet further. We call this "function φ." Definition 12 Let X be an arbitrary distribution. Function φ maps X to φ(X) such that φ(X) = Y * X, where Y is an exponential distribution with rate λ Y independent of X, Y * X is the convolution of Y and X, and λ Y is chosen so that the normalized second moment of φ(X) is minimized. Also,
Observe that, when X is a k-phase PH distribution, φ(X) is a (k + 1)-phase PH distribution. In theory, function φ allows each successive exponential distribution which is appended to have a different first moment. Surprisingly, however, the following theorem shows that if the exponential distribution Y being appended by function φ is chosen so as to minimize the normalized second moment of φ(X) (as specified by the definition), then the first moment of each successive Y is always the same and is defined by the simple formula shown the theorem below, which also characterizes the normalized moments of φ l (X).
. By the second part of the theorem, which is proved above, m
. Thus,
Corollary 1 suggests the number, N , of times that function φ must be applied to X to bring m
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A simple closed form solution
Theorem 3 implies that the parameter λ Y of the EC distribution can be fixed without excluding the distributions of lowest variability from the set of EC distributions. In the rest of the paper, we constrain λ Y as follows:
and derive closed form representations of the remaining free parameters (n, p, λ X1 , λ X2 , p X ), where these free parameters will determine m X 2 and µ X 1 , which in turn gives λ Y by (1) . Obviously, at least three degrees of freedom are necessary to match three moments. As we will see, the additional degrees of freedom allow us to accept all input distributions in PH 3 and use a smaller number of phases.
Set T (n) , which is used to characterize set S (n) , gives us a sense of how many phases are necessary to well-represent a given distribution. It turns out that it is useful to divide set T (n) into smaller subsets to describe the closed form solutions compactly. Roughly speaking, we divide the set T (n) \ T (n−1) into three subsets, U n−1 , M n−1 , and L n−1 (see Figure 4 ). More formally,
Definition 13
We define U i , M i , and L i as follows: 
for nonnegative integers i. Also, let
The next theorem provides the intuition behind the sets U, M, and L; namely, for any distribution X, X and φ(X) are in the same classification region (Figure 4) .
Proof: We prove the case when N = 1. The theorem then follows by induction. Let Z = φ(X). By Theorem 3, m 
= (respectively, <, and >) 2m
where the last equality follows from m
By Corollary 1 and Lemma 4, it follows that:
The corollary implies that for any G ∈ U N ∪ M N , G can be well-represented by an (N + 2)-phase EC distribution with no mass probability at zero (p = 1), because, for any F ∈ U 0 ∪ M 0 , F can be well-represented by a two-phase Coxian + PH distribution, and Z N = φ N (X) can be well-represented by a (2 + N )-phase EC distribution. It will also be shown that for any G ∈ L N , G can be well-represented by an (N + 2)-phase EC distribution with positive mass probability at zero (p < 1).
From these properties of φ N (X), it is relatively easy to provide a closed form solution for the parameters (n, p, λ X1 , λ X2 , p X ) of an EC distribution, Z, so that a given distribution is well-represented by Z. Essentially, one just needs to find an appropriate N and solve Z = φ N (X) for X in terms of normalized moments, which is immediate since N is given by Corollary 1 and the normalized moments of X can be obtained from Theorem 3. A little more effort is necessary to minimize the number of phases and to construct a solution with no mass probability at zero.
In this section, we give a simple solution, which assumes the following condition on the input distribution G: G ∈ PH Theorem 4 Under the simple solution, the number of phases used to wellrepresent any distribution G by an EC distribution is at most OP T (G) + 2.
The Closed Form Solution: The solution differs according to the classification of the input distribution G. When G ∈ U 0 ∪ M 0 , a two-phase Coxian + PH distribution suffices to match the first three moments. When G ∈ U + ∪ M + , G is well-represented by an EC distribution with p = 1. When G ∈ L, G is well-represented by an EC distribution with p < 1. For all cases, the parameters (n, p, λ X1 , λ X2 , p X ) are given by simple closed formulas.
then a two-phase Coxian
+ PH distribution suffices to match the first three moments, i.e., p = 1 and n = 2 (N = 0). The parameters (λ X1 , λ X2 , p X ) of the two-phase Coxian + PH distribution are chosen as follows [27, 20] :
.
(ii) If G ∈ U + ∪ M + , Corollary 1 specifies the number of phases needed:
. Next, we find the two-phase Coxian + PH distribution X ∈ U 0 ∪ M 0 such that G is well-represented by Z, where Z(·) = Y (n−2) * (·) * X(·) and Y is an exponential distribution with rate given by (1), Y (n−2) * is the (n − 2)-th convolution of Y , and Y (n−2) * * X is the convolution of Y (n−2) * and X. 2 By Theorem 3, this can be achieved by setting m
, and µ
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where Z is W = φ N (X) with probability p and 0 with probability 1 − p and X is a two-phase Coxian + PH distribution.
Thus, we set p = 1, and the parameters (λ X1 , λ X2 , p X ) of X are given by case (i), using m X 2 , m X 3 , and µ X 1 , specified above.
Observe that p satisfies 0 ≤ p < 1 and W satisfies W ∈ M. If W ∈ M 0 , the parameters of W are provided by case (i), using m 
. By (2), the EC distribution provided by the simple solution has at most l + 2 phases.
In this section, we present two refinements of the simple solution (Section 5), which we refer to as the improved solution and the positive solution.
An improved closed form solution
The improved solution is defined for all the input distributions G ∈ PH 3 and uses a smaller number of phases than the simple solution. Specifically, we prove that the number of phases required in the improved solution is characterized by the following theorem:
Theorem 5 Under the improved solution, the number of phases used to wellrepresent any distribution G by an EC distribution is at most OP T (G) + 1. Figure 6 is an implementation of the improved solution. In this section, we first elaborate on the improved solution. Then, we prove Theorem 5. In fact, the improved solution can be improved upon yet further for many distributions (see [19] for details), but it does not improve the worst case performance.
Consider an arbitrary distribution G ∈ PH 3 . Our approach consists of two steps, the first of which involves constructing a baseline EC distribution, and the second of which involves reducing the number of phases in this baseline solution. If G ∈ PH Next, we describe an idea to reduce the number of phases used in the baseline EC distribution. The simple solution (Section 5) is based on the fact that a distribution X is well-represented by a two-phase Coxian + PH distribution when X ∈ U 0 ∪M 0 . In fact, a wider range of distributions are well-represented by the set of two-phase Coxian + PH distributions. In particular, if X is in set F The above ideas lead to the following solution:
Input: the first three moments of a distribution G: µ
is an integer,
; µ
otherwise .
10. ( The parameters (n, µ X1 , µ X2 , p X ) of W are provided by the simple solution (Section 5). Also, set p = p W , since W has no mass probability at zero.
(iii) If G ∈ M ∪ L, then the simple solution (Section 5) provides the parameters (n, p, µ X1 , µ X2 , p X ), except that if the number n of phases calculated by (2) is n > 2, then n is decremented by one. The next theorem (Theorem 6) guarantees that parameters obtained with the reduced n are still feasible. The use of this type of extended EC distribution makes intuitive sense, since it can approximate the EC distribution with mass probability at zero arbitrarily closely by letting the mean of the exponential distributions approach zero. It turns out, however, that it is not always easy (or even possible) to find a closed form expression for the parameters of the EC distribution and the exponential distribution. We find that in such cases a convolution of an EC distribution and an exponential distribution leads to tractability, and we can find the closed form expression for the parameter of the EC distribution and the exponential distribution. Therefore, in this section, we extend the definition of the EC distribution and use the extended EC distribution to well-represent the input distribution.
Definition 14 An extended EC distribution has a distribution function Z(·) * (X(·) + (1 − p)W (·))), where Z and W are exponential distributions, and X is an EC distribution with no mass probability at zero. (See Figure 7 for the underlying Markov chain of an extended EC distribution.)
Note that the parameter n in an extended EC distribution denotes the number of phases in the EC portion of the extended EC distribution. Note also that in the positive solution exactly one of λ W and λ Z is set ∞, i.e. the distribution function of the extended EC distribution is F (·) = Z(·) * X(·) or F (·) = pX(·) + (1 − p)W (·). Therefore, the total number of phases in an extended EC distribution is n + 1. Figure 8 shows an implementation of the positive solution. The extended EC distribution given by the positive solution has no mass probability at zero. The positive solution is defined for almost all the input distributions PH 3 ; in particular it is defined for all distributions in U ∪ F m The number of phases required is characterized by the following theorem:
Theorem 7 Under the positive solution, the number of phases used to wellrepresent any distribution G by an extended EC distribution is ≤ OP T (G)+1. 
Closed form solution
When the input distribution is in U ∪ F | m the EC distribution produced by the improved solution does not have a mass probability at zero. Below, we focus on input distributions G ∈ L + with an additional assumption that r G = 3 2
We first consider the first approach of using a mixture of an EC distribution (with no mass probability at zero) and an exponential distribution (i.e. λ Z = ∞). Given a distribution G ∈ L k (see Definition 13), we seek m 
Conclusion
In this paper, we propose a closed form solution for the parameters of a PH distribution, P , that well-represents a given distribution G. Our solution is the first that achieves all of the following goals: (i) the first three moments of G and P agree, (ii) any distribution G that is well-represented by a PH distribution (i.e., G ∈ PH 3 ) can be well-represented by P , (iii) the number of phases used in P is at most OP T (G) + c, where c is a small constant, (iv) the solution is expressed in closed form.
The key idea is the definition and use of EC distributions, a subset of PH distributions. The set of EC distributions is defined so that it includes minimal PH distributions, in the sense that for any distribution, G, that is well-represented by n-phase acyclic PH distribution, there exists an EC distribution, E, with at most n + 1 phases such that G is well-represented by E. This property of the set of EC distributions is the key to achieving the above goals (i), (ii), and (iii). Also, the EC distribution is defined so that it has a small number (six) of free parameters. This property of the EC distribution is the key to achieving the above goal (iv).
We provide a complete characterization of the EC distribution with respect to the normalized moments; the characterization is enabled by the simple definition of the EC distribution. The analysis is an elegant induction based on the recursive definition of the EC distribution; the inductive analysis is enabled by a solution to a nontrivial recursive formula. Based on the characterization, we provide three variants of closed form solutions for the parameters of the EC distribution that well-represents the input distribution.
One take-home lesson from this paper is that the moment-matching problem is better solved with respect to the above four goals by sewing together two or more types of distributions, so that one can gain the best properties of both. The EC distribution sews the two-phase Coxian PH distribution and the Erlang distribution. The point is that these two distributions provide several different and complementary desirable properties.
The second contribution is a characterization of the set, S (n) , of distributions that are well-represented by an n-phase acyclic PH distribution. We introduce two ideas that help in creating a simple formulation of S (n) . The first is the concept of normalized moments and their ratio, r-value. The second is the notion of T (n) , which is a superset of S (n) , is close to S (n) in size, and has a simple characterization via normalized moments. The characterization of S (n) is used to prove the minimality of the number of phases used in our moment matching solutions. This characterization also has practical use in its own right, as it allows algorithm designers to determine how close their PH distribution is to the minimal PH distribution, and provides intuition for coming up with improved algorithms. We have ourselves benefitted from exactly this point in this paper. Another benefit of characterizing S (n) is that some existing moment matching algorithms, such as Johnson and Taaffe's nonlinear programming approach [12] , require knowing the number of phases, n, in the minimal PH distribution. The current approach involves simply iterating over all choices for n [12] , whereas our characterization would immediately specify n.
The closed form solutions proposed in this paper have been largely implemented and tested. Latest implementation of the solutions is available at an online code repository, http://www.cs.cmu.edu/∼osogami/code/.
