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Abstract
Monitoring ozone concentrations in the Earth’s atmosphere using spectro-
scopic methods is a major activity which undertaken both from the ground
and from space. However there are long-running issues of consistency between
measurements made at infrared (IR) and ultraviolet (UV) wavelengths. In
addition, key O3 IR bands at 10 µm, 5 µm and 3 µm also yield results
which differ by a few percent when used for retrievals. These problems
stem from the underlying laboratory measurements of the line intensities.
Here we use quantum chemical techniques, first principles electronic struc-
ture and variational nuclear-motion calculations, to address this problem. A
new high-accuracy ab initio dipole moment surface (DMS) is computed. Sev-
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eral spectroscopically-determined potential energy surfaces (PESs) are con-
structed by fitting to empirical energy levels in the region below 7000 cm−1
starting from an ab initio PES. Nuclear motion calculations using these new
surfaces allow the unambiguous determination of the intensities of 10 µm
band transitions, and the computation of the intensities of 10 µm and 5 µm
bands within their experimental error. A decrease in intensities within the 3
µm is predicted which appears consistent with atmospheric retrievals. The
PES and DMS form a suitable starting point both for the computation of
comprehensive ozone line lists and for future calculations of electronic tran-
sition intensities.
Keywords:
ozone, potential energy surface, dipole moment surfaces, line intensities, ab
initio calculations
1. Introduction
The ozone molecule, O3, is an important constituent of the Earth’s at-
mosphere. At high altitudes its ultraviolet (UV) absorption bands protect
life from deadly solar UV radiation, while at low altitude ozone represents
a dangerous, poisonous pollutant. Monitoring of ozone concentration in the
Earth’s atmosphere is thus a major and important activity [1] which under-
taken both from the ground and from space. Much of this monitoring is
based on the use of remote sensing and therefore relies on the availability of
reliable laboratory spectroscopic data.
Another potential use of ozone spectroscopy is provided by remote sensing
of other planets, particularly exoplanets. The use of spectra of key molecules
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whose presence in the atmosphere of an exoplanet could point towards the
possible presence of life, so-called biomarkers, is the subject of active discus-
sion [2]. One of the most important biomarkers is the presence of methane in
an oxygen-rich atmosphere [3]. As diatomic oxygen does not have a strong
IR spectrum due to its symmetry, oxygen’s first derivative ozone takes on
the role as an important biomarker [4] alongside the O2 A band.
Ozone can be monitored at both ultraviolet (UV) and infrared (IR) wave-
lengths. There are extensive compilations of spectroscopic data on ozone in
general spectroscopic databases such as HITRAN [5], GEISA [6] and the
UV/Vis+ Spectral data base [7], as well as the specialist compilations for
missions such as MIPAS [8] and the ozone-specific Spectroscopy and Molec-
ular Properties of Ozone (SMPO) database [9]. Recommended cross sections
for UV absorption by ozone are regularly reviewed [10, 11] and display a
reasonable measure of self-consistency [12]. The same is not true of the IR
transition intensities which are neither consistent between IR or bands be-
tween the IR and UV [13].
For atmospheric retrievals and monitoring, sub-1% accuracy in intensity
is highly desirable. However, the 3 to 4 % inconsistency between various
experimental observations of intensities of the ozone IR absorption lines rep-
resents the present state of knowledge. As described in detail by Smith et
al. [13], the major inconsistency is between several measurements of the
strong 10 µm absorption IR bands, which differ by 4 %. Some of these mea-
surements give atmospheric retrievals in line with the UV observation of the
Hartley band at 254 nm and some of them do not. The second important
inconsistency, between retrievals based on the 10 µm bands and 5 µm bands
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intensities, is described by Janssen et al. [14]. Based on measurements due
to Thomas et al. [15], it was shown by Janssen et al. that the concentration
of ozone determined by a retrieval based on data for the 10 µm band is 2 to
3 % different from that based on the 5 µm band when using spectroscopic
data from HITRAN 2012 [16].
Recently Drouin et al. [17] attempted to validate the 10 µm intensities by
the simultaneous measurement of IR and microwave absorption line intensi-
ties of ozone. This study confirmed the HITRAN 2012 intensities for the 10
µm band within 1.5 %; however, the accuracy was limited by the signal to
noise ratio of the IR data. As 10 µm band consists of two vibration bands,
namely ν1 and the much stronger ν3 band, the signal to noise limitations
should mean that for ν3 band the discrepancy should be even less.
Finally there also appears to be a consistency problem with ozone inten-
sities in the 3 µm region. For this band the HITRAN 2016 [5] compilation is
based on measurements due to Bouazza et al [18] and the SMPO database
[9]. However analysis by Toon [19] suggests that here too there are system-
atic differences with line intensities when compared with results for other
wavelengths, in this case in the region of 9%.
The ozone molecule has been studied extensively both experimentally and
theoretically, see Ref. [20] and references therein. In particular, an accurate
ground state potential energy surface (PES) of ozone was determined long
ago by Tyuterev and coworkers [21]. This PES was subsequently further
improved [22]. More recently Tyuterev et al. [20] calculated an ab initio
dipole moment surface (DMS) and used it to compute intensities of the 10 µm
band lines belonging to the ν1 and ν3 band. More details of and comparisons
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with this work are given below.
In this paper we concentrate only on 16O3. We present a new ab initio and
several fitted PESs for the ground electronic state of ozone, as well as a new
ab initio DMS constructed for the purpose of calculating the intensities of the
10 µm, 5 µm and 3 µm bands of ozone. Section II presents our ab initio PES
and DMS calculations. The ab initio PES is constructed mainly to be the
starting point for obtaining a spectroscopically-determined PES. Conversely,
semi-empirical adjustment of the DMS usually leads to a deterioration in the
intensity calculations [23, 24]. Thus we use our ab initio DMS for all intensity
calculations. Section III describes the fit of the ozone PES to spectroscopic
data; we also provide a comparison of the resulting PES with the existing
ones. Section IV describes the intensity calculations which are compared to
the experimental values and previous theoretical results. Section V gives our
conclusions and plans for further work.
2. Calculation of the ab initio PES and DMS
A completely global, ab initio, ozone PES was recently constructed [25]
which removed previous problems with a spurious hump in the dissocia-
tion region; this means that there is an available 16O3 PES which is well-
characterized for every geometry.
For our purposes we need both an analytical ab initio PES and the values
of the ab initio energies at hundreds of geometries, as both are used in our
procedure to fit the PES to experimental data; see, for example, Bubukina
et al. [26]. This is because our fit procedure uses both empirical energies
and ab initio points with a reduced weight; including these points prevents
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the final PES from moving too far away from the ab initio surface [27]. This
is done in order to both avoid “holes” in the resulting PES, and to be able
to fit more PES parameters than is possible when only a limited number of
vibrational band origins are known.
We calculated both the PES and DMS at the same level of quantum chem-
ical theory. Experience with calculations of the DMS for CO2 [28] shows that,
if the fundamental band origins of the molecule are predicted to better than
1 cm−1, one can expect the sub-percent accuracy in the intensity calculations
provided the same level of theory is used for the DMS calculation and very
accurate nuclear-motion wave functions are used from a spectroscopically-
determined PES.
These considerations resulted in the choice of the aug-cc-pwcVQZ basis
set [29] and of the multi-reference configuration interaction (MRCI) method
for both PES and DMS calculations. Specifically, we used the full-valence
complete active space, in which the 12 valence electrons are free to populate
all 18 valence orbitals; with this choice of active space the electronic wave
function comprises 8,029 configuration state functions at the complete active
space self-consistent field (CASSCF) and 109,785 ones at the MRCI level. We
used the newer MRCI code implemented in the Molpro package [30] using
the Celani-Werner internal contraction scheme [31, 32]. Calculations at this
level of theory took about 6 hours per geometry running on a single modern
CPU.
We performed ab initio calculations for 4300 geometries, 2637 of which
are below 7000 cm−1 with respect to the bottom of the potential well. The
Molpro package [30] was used for all electronic structure calculations.
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We fitted the ab initio energies to the following functional form
V (S1, S2, S3) = V0 +
[∑
i,j,k
KijkS
i
1S
j
2S
k
3 ] exp[−b1(∆r21 + ∆r22)
]
+
+E0[exp(−2α∆r1)− 2 exp(−α∆r1)]+
+E0[exp(−2α∆r2)− 2 exp(−α∆r2)]+
+ exp[−b2(θ − θe)] (1)
S1 = (r1 + r2)/2− re, S2 = (r1− r2)/2, S3 = cos θ− cos θe,∆ri = ri− re (2)
E0=11500 cm
−1, α = 3.31, b1 = 2.15, b2 = 10, re = 1.282 A˚, θe = 116.88
degrees.
Using 50 constants a root mean square (rms) for the ab initio energies of
1 cm−1 was obtained. Table 1 presents the J = 0 energy levels calculated
using the resulting ab initio PES and compares them to experimental values.
Details of the nuclear motion calculations for rovibrational energy levels are
given in the next section.
The dipole moment points were calculated using the finite field procedure.
We have demonstrated for both water [33] and carbon dioxide [28] that even
though the finite field method requires more calculations, the resulting DMS
is more accurate.
A polynomial functional form is used to represent the DMS:
µx(r1, r2, θ) =
∑
i,j,k
KxijkS
i
1S
j
2S˜
k
3 (3)
µy(r1, r2, θ) =
∑
i,j,k
KyijkS
i
1S
j
2S˜
k
3 (4)
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where the angular valence coordinates differs from that used for the potential
and is given by:
S˜3 = θe − θ (5)
where the X axis bisects the valence angle, the Y axis is perpendicular to
X, and the Z axis, for which µz = 0, is perpendicular to the molecular
plane. The X and Y components of the dipole were fitted separately. µx
has the symmetry properties µx(r1, r2, θ) = µx(r2, r1, θ); the indices were
therefore selected by j = 0, 2, 4, . . . . For µy, the symmetry property is
µx(r1, r2, θ) = −µx(r2, r1, θ) and the indices were restricted to j = 1, 3, 5, .
. . .
For µX , 53 constants were fitted and 730 ab initio points were used. The
root-mean-square (RMS) deviation of the fit was σ = 2.64 × 10−5 au. For
µy, 43 constants were fitted and 2404 ab initio points were used. The RMS
deviation of the fit was almost identical, σ = 2.65× 10−5 au. A Fortran file
containing the DMS is presented in the supplementary material.
3. Fitting the PES to experimental energy levels
In many different cases, such as for recent calculation for water [34], it
has been shown that the accuracy of the predicted intensities for computed
absorption lines depends on the quality of the wave functions used to rep-
resent the lower and upper states in the corresponding transitions. Our ab
initio PES is not good enough if we want to aim for intensity predictions
accurate to better than 1 %. Thus fitting of the PES to the empirical energy
levels is necessary. The ab initio PES was then fitted to selected experimen-
tal energy levels using an iterative procedure based on the method developed
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by Yurchenko et al. [27].
Studies on the water molecule [34] have shown that a significantly more
accurate PES can be obtained if we limit ourselves to a restricted set of em-
pirical energy levels. In particular for water, the highest energy involved in
the fitting procedure [34] was 15 000 cm−1, whereas the levels known from
conventional spectroscopy extends to 26 000 cm−1; indeed multi-resonance
spectra [35, 36] even reach and go beyond dissociation [37]. If we do not
aim at completeness or to cover all the available experimental data and con-
centrate on the lower energies, significantly more accurate results can be
obtained. In particular, for H2
16O when we fitted the data up to 26 000
cm−1 [26], the standard deviation of the fit was about 0.025 cm−1. While
limiting energies to below 15 000 cm−1, more than a twofold improvement
in accuracy was achieved with a standard deviation of 0.011 cm−1 [34]. Here
we opted to fit data significantly higher than the energies of the bands we
are interested in, but lower than the highest experimentally known energy
levels.
3.1. Nuclear motion calculations
The nuclear-motion Schro¨dinger equation was solved using program DVR3D
[38], which makes use of an exact kinetic energy operator. These calcula-
tions were performed in Radau coordinates and used Morse-like oscillators
[39] with the values of parameters re = 2.8, De = 0.1 and ωe = 0.0024 in
atomic units for both radial coordinates, and associated Legendre functions
for the angular coordinate as basis functions. The corresponding DVR grids
contained 20, 20 and 70 points for these coordinates, respectively. The final
diagonalized vibrational matrices had dimension 1500. For the rotational
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problem, the dimensions of the final matrices were obtained using the ex-
pression 400(J + 1 − p), where J is the total angular momentum quantum
number and p is the value of parity. Atomic masses equal to 15.994915 Da
were used for oxygen; using atomic rather than nuclear masses very approx-
imately accounts for non-adiabatic effects [40].
3.2. Optimization results
Empirical J=0 energy levels were taken from the table in SMPO data
base [9], J=2 and J=5 levels were obtained from HITRAN frequencies. This
gave a total of 371 levels with energies up to 6000 cm−1. We varied the values
of 36 non-zero potential parameters of the starting PES, henceforth PES ai,
to obtain best agreement with three separate sets of experimental energy
levels; as a result, we obtained three new potentials:
PES1 reproduces a set of 301 (70 were excluded from the fit) empirical energy
levels with a standard deviation of 0.027 cm−1.
PES2 reproduces a set of 350 (21 excluded) empirical energy levels with a
standard deviation of 0.225 cm−1.
PES3 reproduces the complete set of 371 empirical energy levels with a stan-
dard deviation of 0.693 cm−1. This rms is dominated by the residues
for so-called dark states which are only reproduced with an rms of 1.6
cm−1. The other levels have an rms of 0.3 cm−1.
Most of the excluded energy levels are highly excited or have high values of
bending quantum number ν2; these levels are not well-described within our
method which concentrated on getting a very accurate representation of the
stretching motions.
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The method by Yurchenko et al. [27] allows us to optimize simultaneously
with respect to both the experimental rovibrational energy levels and ab
initio energies. This avoids creating nonphysical features in the optimized
PES. For this purpose we used a set of 2637 ab initio electronic energies in
the energy region up to 7000 cm−1 (about 2.4% of ab initio points from the
original set of 2701 energies were excluded from the fit). Standard deviations
of our final PESs from this set of ab initio data are about 69 cm−1, 87.2 cm−1,
and 75.1 cm−1, respectively. At the final stages of our fits the weights of ab
initio points were 3× 10−9 for PES1 and 10−8 for PES2 and PES3, with the
empirical data unit weighted. This was sufficient to ensure the physically
correct behavior of the fitted potentials.
Table 1: Observed band origins, in cm−1, of 16O3 used
in the fitting procedures and differences between ob-
served and calculated values (in cm−1) for three new
spectroscopically-determined potentials.
ν1 ν2 ν3 Eobs PES ai PES1 PES2 PES3
0 1 0 700.9310 4.43 0.0174 0.0570 0.0627
1 0 0 1103.1370 -1.86 0.0160 0.0249 0.0291
0 2 0 1399.2730 8.70 -0.0092 -0.0120 -0.0330
1 1 0 1796.2620 2.51 0.0171 -0.0153 -0.0295
0 0 2 2057.8910 -9.38 0.0666 0.0453 0.0387
0 3 0 2094.9920 12.81 -0.0562 -0.0588 -0.1328
2 0 0 2201.1550 -3.92 -0.0103 0.0146 0.0347
1 2 0 2486.5760 6.72 -0.0499 -0.1087 -0.1443
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0 1 2 2726.1070 -5.13 0.0580 0.0983 0.1096
0 4 0 2787.9000 16.66 0.5974 0.4494
2 1 0 2886.1780 0.41 -0.0228 -0.0089 -0.0205
1 0 2 3083.7030 -9.80 0.0036 0.1731 0.1679
1 3 0 3173.9290 10.77 0.4359 0.3818
3 0 0 3289.9300 -5.63 0.0073 0.0254 0.0252
0 2 2 3390.9180 -0.97 0.0346 0.0494 0.0535
0 5 0 3478.4000 20.73 0.0972 -0.0892
2 2 0 3568.0700 9.42 0.2299 0.2006
1 1 2 3739.4270 -5.63 -0.0137 0.0236 -0.0082
1 4 0 3858.6000 15.19 -1.7993
3 1 0 3966.7000 -1.43 0.0021 0.0799 0.0479
0 0 4 4001.3140 -13.92 0.0155 -0.0096 -0.0403
2 0 2 4141.4180 -0.06 0.0271 -0.0015 -0.0045
2 3 0 4246.7000 8.84 -1.0634 -1.1265
4 0 0 4370.3000 -6.76 -0.4440 -0.5366
1 2 2 4390.5000 -1.43 -0.1839 -0.2234
0 1 4 4632.8880 -2.34 -0.0333 -0.1013
3 2 0 4643.8000 -4.54 0.0761 0.0251
2 1 2 4783.4610 -9.25 -0.0460 -0.0089 -0.0272
1 0 4 4922.5720 -11.67 0.1503 0.2291
4 1 0 5038.5000 -3.08 -1.2119 -1.2083
3 0 2 5172.0000 -13.28 -0.0653 -0.4313 -0.5617
0 2 4 5266.9000 -3.06 -0.7619 -0.8423
3 3 0 5310.5000 5.94 -0.1129 0.4639 0.6248
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5 0 0 5443.0000 -6.07 -3.0049
1 1 4 5540.8980 -6.23 1.6853
4 2 0 5701.6000 0.48 -0.0513 -0.1379
2 0 4 5766.3200 -9.90 0.8783 1.3582
3 1 2 5812.6000 -9.55 0.3437 0.3426
0 0 6 5997.0000 -3.61 -2.8861
5 1 0 6100.2100 -4.59 -0.4007 -0.5910
0 0 1 1042.0840 -5.10 -0.0082 -0.0696 -0.0794
0 1 1 1726.5220 -0.76 0.0054 -0.0051 0.0120
1 0 1 2110.7840 -6.45 0.0256 0.1036 0.1026
0 2 1 2407.9350 3.41 -0.0326 -0.0952 -0.0851
1 1 1 2785.2390 -2.25 0.0387 0.0256 0.0224
0 0 3 3046.0880 -12.59 0.0186 0.0639 0.0466
0 3 1 3086.2180 7.43 -0.0419 -0.1323 -0.1696
2 0 1 3186.4110 -8.92 0.0261 0.0822 0.0687
1 2 1 3455.8240 1.78 -0.0313 -0.1369 -0.1418
0 1 3 3698.2920 -8.33 -0.0006 0.0951 0.0638
2 1 1 3849.9110 -4.81 -0.0066 0.0304 0.0207
1 0 3 4021.8500 -11.70 0.0099 0.0544 0.0387
1 3 1 4122.0690 5.61 0.2899 0.2788
3 0 1 4250.2230 -10.27 -0.0069 -0.0404 -0.1484
0 2 3 4346.7270 -4.03 0.0997 0.2117 0.1666
2 2 1 4508.1320 -0.99 0.1729 0.1588
1 1 3 4658.9500 -7.15 0.0201 -0.1270 -0.1879
1 4 1 4783.2000 9.21 -0.9981 -0.9682
13
3 1 1 4897.2770 2.43 0.0222 -0.0288 -0.0254
0 0 5 4919.2030 -21.86 0.0359 0.0371
2 0 3 5077.0950 -4.79 -0.0087 -0.3957 -0.3887
1 2 3 5291.1710 -2.47 0.0076 0.0836 0.0483
4 0 1 5307.7900 -11.83 0.0217 -0.4022 -0.6822
0 1 5 5518.8120 -6.70 0.0990 0.2440
3 2 1 5562.0000 -1.18 -2.8649
2 1 3 5697.3230 -12.88 -0.0054 0.0216
1 0 5 5783.7850 -9.48 1.7396
4 1 1 5947.0700 -8.37 -0.7589 -0.8447
1 0 5 6063.9220 -5.57 -1.1198 -1.2258
Table 1 presents the values of the J = 0 band origins calculated using
the ab initio PES, PES1, PES2 and PES3. Fortran files representing all the
PESs are provided as part of the supplementary material. Figure 1 shows a
cuts through the potential (PES1) and ab initio DMS.
4. Intensity of ozone absorption lines in the 10 µm, 5 µm and 3
µm bands
All absolute intensities quoted in are in “HITRAN units” of cm2/(molecule
cm) and converted to 100 % 16O3.
In order to calculate line intensities analytical forms for both the PES
and DMS must be provided to the DVR3D program suite. Comparisons were
made for various PESs and DMSs: our ab initio DMS, PES1 and surfaces
from the recent work of Tyuterev et al. [20].
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Figure 1: Cuts through the PES1 potential (upper) and dipole moment surface (lower).
Plots are for isosceles triangle geometries with both bondlengths kept the same. The DMS
plot gives the “bisector” z-component of the dipole as for isosceles geometries the other
components of the dipole are zero.
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Table 2 and 3 present comparisons of calculated intensities with empirical
data used in HITRAN 2016 and which are taken from the SMPO [9] database.
Table 2 presents a comparison of the calculated intensities using DMS F2 of
Tyuterev et al. [20] and our DMS using the wave functions produced by
our PES1 for the 10 µm (001) band which is ozone’s strongest IR band.
Comparison of the results shows that use of DMS F2 gives results that differ
from those given by our DMS by almost 4 % when the same PES is used. We
do not have access to the PES used by Tyuterev et al. [20], hence we cannot
present the results using their PES and our DMS. The results using their
PES and DMS are therefore taken from the table X of their paper [20]. The
difference with our results (last column) is slightly lower – only 3 %. It would
seem that the difference of 4% between different DMSs is compensated by
about 1 % due to the use of different PESs. The discrepancy with experiment
given by our PES1 and DMS is significantly lower than other combinations:
less than 1 %.
Table 3 gives a similar comparison for the much weaker (100) band at
9 µm. The difference between calculations performed with Tyuterev et al.’s
DMS F2 and our DMS is the same 4 %. However, for this band the discrep-
ancy with HITRAN 2016 is slightly worse in our calculations.
Results for the 5 µm (101) band line intensities are presented in the
Table 4. One can see that as for the strong (001) 10 µm band, that our 5
µm band predicted intensities agree with the observed intensities within the
experimental uncertainties [15].
The last region of interest for the problem of retrieval inconsistencies is
2900 cm−1 – 3000 cm−1 region. As reported by Toon [19] “The 2900-3000
16
cm−1 also produce 8-9% too low 16O3 amounts in all line lists.” This means
that intensities of the experimental lines presented in these line lists are too
large by about 9%. Table 5 presents intensities for the (003) band. It can be
seen that our calculated intensities are between 7 and 11 % lower than the
HITRAN values. This indicates that our calculated intensities should solve
the 3000 cm−1 region inconsistency problem as well. We note that our results
show a distinct difference between P-branch transitions (difference relative to
HITRAN about 7%) and R-branch ones (difference 11%). At this stage it is
unclear if this issue is associated with the measurements or our calculations.
Table 2: Intensities of the 16O3 ν3 band calculated us-
ing PESs and DMSs from Tyuterev et al.[20] and this
work. HITRAN intensities are given as 100% abundance
in units of cm/molecule with powers of 10 in parenthesis.
Other intensities are given as a percentage difference to
these values.
Assignment ν˜ HITRAN (o-c)/c% (o-c)/c% (o-c)/c%
(001) (cm−1) DMS F2 [20] DMS F2 [20] DMS(this work)
PES [20] PES1(this work) PES1(this work)
15 0 14 0 1052.848 4.09(−20) -2.7 -3.6 0.8
17 0 16 0 1053.966 4.07(−20) -2.7 -3.7 0.8
16 1 15 1 1053.168 4.05(−20) -2.8 -3.7 0.8
15 1 14 1 1053.692 4.02(−20) -2.5 -3.5 0.9
14 1 13 1 1051.985 3.99(−20) -2.7 -3.6 0.8
17 1 16 1 1055.006 3.99(−20) -2.6 -3.5 0.9
17
18 1 17 1 1054.289 3.98(−20) -2.8 -3.7 0.8
13 0 12 0 1051.657 3.97(−20) -2.6 -3.6 0.8
15 0 16 0 1027.456 3.97(−20) -2.4 -3.3 1.0
14 1 15 1 1028.495 3.94(−20) -2.4 -3.3 1.1
13 0 14 0 1029.433 3.94(−20) -2.4 -3.3 1.0
19 0 18 0 1055.016 3.93(−20) -2.8 -3.7 0.8
16 1 17 1 1026.476 3.92(−20) -2.4 -3.2 1.1
13 1 12 1 1052.308 3.91(−20) -2.5 -3.5 0.9
17 0 18 0 1025.426 3.89(−20) -2.4 -3.3 1.1
19 1 18 1 1056.244 3.84(−20) -2.7 -3.6 0.9
12 1 13 1 1030.463 3.83(−20) -2.3 -3.3 1.0
16 2 15 2 1053.680 3.81(−20) -2.7 -3.6 0.8
15 2 14 2 1053.520 3.81(−20) -2.6 -3.5 0.9
17 2 16 2 1054.968 3.81(−20) -2.6 -3.5 0.9
20 1 19 1 1055.350 3.80(−20) -2.9 -3.7 0.8
15 1 16 1 1027.103 3.79(−20) -2.6 -3.5 0.9
12 1 11 1 1050.741 3.79(−20) -2.6 -3.6 0.8
18 1 19 1 1024.406 3.79(−20) -2.3 -3.6 0.7
13 1 14 1 1029.095 3.78(−20) -2.6 -3.5 0.9
11 0 12 0 1031.360 3.76(−20) -2.4 -2.2 1.0
14 2 13 2 1052.392 3.75(−20) -2.7 -3.6 0.8
18 2 17 2 1054.911 3.75(−20) -2.8 -3.6 0.9
11 0 10 0 1050.385 3.71(−20) -2.6 -3.6 0.8
19 0 20 0 1023.342 3.70(−20) -2.4 -3.2 1.1
21 0 20 0 1056.007 3.69(−20) -2.9 -3.7 0.8
18
17 1 18 1 1025.073 3.69(−20) -2.6 -3.4 0.9
19 2 18 2 1056.376 3.69(−20) -2.7 -3.5 0.9
13 2 12 2 1052.043 3.68(−20) -2.5 -3.5 0.9
14 2 15 2 1028.139 3.65(−20) -2.4 -3.4 1.0
11 1 10 1 1050.863 3.64(−20) -2.4 -3.5 0.9
16 2 17 2 1026.120 3.62(−20) -2.5 -3.4 1.0
11 1 12 1 1031.051 3.62(−20) -2.5 -3.5 0.9
15 2 16 2 1026.979 3.62(−20) -2.6 -3.4 0.9
21 1 20 1 1057.397 3.60(−20) -2.7 -3.6 0.9
13 2 14 2 1029.002 3.59(−20) -2.5 -3.5 0.9
20 2 19 2 1056.081 3.58(−20) -2.9 -3.6 0.8
10 1 11 1 1032.381 3.57(−20) -2.3 -3.3 1.0
20 1 21 1 1022.285 3.56(−20) -2.4 -3.9 0.9
12 2 11 2 1051.047 3.55(−20) -2.6 -3.6 0.9
12 2 13 2 1030.115 3.54(−20) -2.4 -3.4 1.0
22 1 21 1 1056.351 3.54(−20) -3.0 -3.7 0.7
17 2 18 2 1024.922 3.52(−20) -2.6 -3.5 0.9
18 2 19 2 1024.056 3.49(−20) -2.6 -3.3 1.0
19 1 20 1 1023.003 3.49(−20) -2.7 -3.4 0.9
19
Table 3: Intensities of the 16O3 ν1 band calculated us-
ing PESs and DMSs from Tyuterev et al.[20] and this
work. HITRAN intensities are given as 100% abundance
in units of cm/molecule with powers of 10 in parenthesis.
Other intensities are given as a percentage difference to
these values.
Assignment ν˜ HITRAN (o-c)/c% (o-c)/c% (o-c)/c%
(100) (cm−1) DMS F2 [20] DMS F2 [20] DMS(this work)
PES [20] PES1(this work) PES1(this work)
25 1 24 0 1123.946 2.04(−21) 2.3 1.4 5.4
26 0 25 1 1124.295 2.03(−21) 2.1 1.3 5.3
24 0 23 1 1122.544 2.01(−21) 2.4 0.8 6.4
27 1 26 0 1125.524 2.01(−21) 2.0 1.2 5.0
23 1 22 0 1122.401 1.99(−21) 2.6 1.7 5.6
28 0 27 1 1126.022 1.98(−21) 1.9 1.1 5.1
22 0 21 1 1120.763 1.95(−21) 2.7 1.8 5.7
29 1 28 0 1127.129 1.93(−21) 1.8 1.1 5.1
21 1 20 0 1120.899 1.88(−21) 2.9 2.0 5.9
30 0 29 1 1127.731 1.87(−21) 1.6 1.1 5.0
20 0 19 1 1118.945 1.80(−21) 3.0 2.1 6.0
31 1 30 0 1128.752 1.79(−21) 1.5 4.9
32 0 31 1 1129.426 1.72(−21) 1.4 5.7
19 1 18 0 1119.446 1.70(−21) 3.2 2.3 6.2
18 0 17 1 1117.083 1.60(−21) 3.3 2.4 6.3
20
32 0 31 1 1129.426 1.72(−21) 1.2 1.7 5.7
34 0 33 1 1131.110 1.54(−21) 3.6 4.6
17 1 16 0 1118.049 1.48(−21) 1.1 2.7 6.5
35 1 34 0 1132.024 1.44(−21) 3.7 4.7
16 0 15 1 1115.177 1.35(−21) 1.1 2.8 6.6
36 0 35 1 1132.786 1.34(−21) 0.9 4.6
37 1 36 0 1133.671 1.24(−21) 4.0 4.6
15 1 14 0 1116.703 1.22(−21) 0.8 3.1 6.8
38 0 37 1 1134.454 1.14(−21) 1.9 4.5
28 1 27 2 1123.772 1.11(−21) 2.0 1.3 5.3
29 2 28 1 1129.009 1.10(−21) 1.8 1.3 5.3
30 1 29 2 1125.905 1.10(−21) 2.3 1.1 5.2
27 2 26 1 1127.967 1.09(−21) 2.3 1.4 5.4
26 1 25 2 1121.562 1.09(−21) 4.1 1.4 5.5
14 0 13 1 1113.231 1.08(−21) 1.8 3.3 7.0
31 2 30 1 1130.139 1.07(−21) 2.4 5.1
25 2 24 1 1127.001 1.06(−21) 1.6 2.6 6.5
32 1 31 2 1127.953 1.05(−21) 0.7 0.9 5.0
39 1 38 0 1135.318 1.05(−21) 2.4 4.5
24 1 23 2 1119.287 1.03(−21) 1.6 1.6 5.6
33 2 32 1 1131.357 1.01(−21) 2.8 1.0 5.0
23 2 22 1 1126.090 9.75(−22) 1.4 1.9 5.8
34 1 33 2 1129.918 9.65(−22) 4.5 4.9
13 1 12 0 1115.399 9.61(−22) 0.6 3.6
40 0 39 1 1136.114 9.50(−22) 2.6
21
22 1 21 2 1116.967 9.44(−22) 1.3 1.8 5.8
35 2 34 1 1132.657 9.17(−22) 3.1 4.9
21 2 20 1 1125.209 8.81(−22) 1.2 2.2 6.0
36 1 35 2 1131.808 8.65(−22) 0.5 4.9
41 1 40 0 1136.964 8.60(−22) 2.9
20 1 19 2 1114.626 8.35(−22) 4.6 2.1 6.0
12 0 11 1 1111.255 8.19(−22) 1.1 3.8
37 2 36 1 1134.029 8.10(−22) 3.5 4.8
19 2 18 1 1124.329 7.74(−22) 0.4 2.5 6.3
42 0 41 1 1137.768 7.74(−22) 1.0 4.4
38 1 37 2 1133.632 7.52(−22) 4.8
Table 4: Calculated 16O3 intensities (PES1 and our
DMS) of the (001), (100) and (101) bands compared
with the measurements of Thomas et al. [15]. Mea-
sured intensities are given as 100% abundance in units
of cm/molecule with powers of 10 in parenthesis. Our
intensities are given as a percentage difference to these
values.
ν˜ (cm−1) Intensity exp. unc.% Assign Eup Assign Elow (o-c)/c %
973.0979 1.94(−22) 2.3 58 2 57 (001) 59 2 58 (000) 2.6
974.5576 2.92(−22) 2.2 57 0 57 (001) 58 0 58 (000) 1.5
974.5809 2.36(−22) 1.5 57 1 56 (001) 58 1 57 (000) 0.6
974.5987 8.80(−23) 3.9 55 9 46 (001) 56 9 47 (000) -1.9
22
988.8183 1.07(−21) 0.8 47 5 42 (001) 48 5 43 (000) 0.6
994.5107 1.09(−21) 1.1 39 10 29 (001) 40 10 30 (000) 0.2
1048.6125 1.53(−21) 1.6 19 13 6 (001) 18 13 5 (000) 0.6
1051.3383 1.15(−21) 0.8 27 12 15 (001) 26 12 14 (000)
1054.0585 1.63(−21) 1.6 23 12 11 (001) 22 12 10 (000) 1.0
1058.0241 1.27(−21) 1.5 36 11 26 (001) 35 11 25 (000) 0.0
1059.5267 1.99(−21) 1.1 36 10 27 (001) 35 10 26 (000) 0.1
1065.9838 1.63(−21) 1.4 44 7 38 (001) 43 7 37 (000) -0.1
1066.0126 2.14(−21) 1.5 47 1 46 (001) 46 1 45 (000) -0.8
1070.4355 1.83(−21) 1.4 47 3 44 (001) 46 3 43 (000) 0.4
1071.0834 1.71(−21) 1.0 47 4 43 (001) 46 4 42 (000)
1071.9168 1.19(−21) 0.8 49 4 45 (001) 48 4 44 (000) 0.0
1077.9813 3.69(−22) 1.1 33 8 26 (100) 32 9 23 (000) 4.5
1078.8580 3.44(−22) 1.2 30 0 30 (100) 31 1 31 (000) -4.9
1079.4090 4.06(−22) 0.9 20 6 14 (100) 19 7 13 (000) 4.8
1083.0592 3.39(−22) 1.3 17 5 13 (100) 16 6 10 (000) 5.2
1100.0901 5.00(−22) 0.8 22 3 19 (100) 21 4 18 (000) 4.5
1101.7616 4.93(−22) 0.7 25 3 23 (100) 24 4 20 (000) 4.5
1104.0767 4.94(−22) 0.9 26 3 23 (100) 25 4 22 (000) 4.4
1109.2699 5.71(−22) 0.7 10 0 10 (100) 9 1 9 (000) 6.7
1111.5000 3.25(−22) 1.4 7 1 7 (100) 6 0 6 (000) 8.2
1115.1773 1.32(−21) 0.7 16 0 16 (100) 15 1 15 (000) 4.2
1116.7032 1.20(−21) 1.2 15 1 15 (100) 14 0 14 (000) 5.3
1118.0486 1.45(−21) 1.1 17 1 17 (100) 16 0 16 (000) 4.6
23
1119.2868 1.02(−21) 0.8 24 1 23 (100) 23 2 22 (000) 4.4
1119.4463 1.67(−21) 1.0 19 1 19 (100) 18 0 18 (000) 4.3
1121.5617 1.07(−21) 0.9 26 1 25 (100) 25 2 24 (000) 3.7
1122.4009 1.95(−21) 1.3 23 1 23 (100) 22 0 22 (000) 3.6
1122.5439 1.98(−21) 1.3 24 0 24 (100) 23 1 23 (000) 3.3
1123.8503 1.51(−22) 1.0 6 3 3 (100) 5 2 4 (000) 8.2
1123.9457 2.00(−21) 1.2 25 1 25 (100) 24 0 24 (000) 3.6
1124.2947 1.99(−21) 1.3 26 0 26 (100) 25 1 25 (000) 3.2
1124.3286 7.61(−22) 1.0 19 2 18 (100) 18 1 17 (000) 4.5
1126.6751 4.60(−22) 36 2 34 (100) 35 3 33 (000) 5.5
1127.2348 2.64(−22) 10 3 7 (100) 9 2 8 (000) 8.1
1129.2358 3.53(−22) 13 3 11 (100) 12 2 10 (000) 7.0
1129.2765 1.37(−22) 5 4 2 (100) 4 3 1 (000) 8.9
1132.6569 9.07(−22) 0.5 35 2 34(100) 34 1 33 (000) 3.7
1132.7860 1.33(−21) 0.5 36 0 36 (100) 35 1 35 (000) 3.6
1132.8114 4.83(−22) 0.7 19 3 17 (100) 18 2 16 (000) 5.7
1133.4335 2.65(−22) 0.7 10 4 6 (100) 9 3 7 (000) 8.1
1133.5869 1.37(−22) 1.2 18 2 16 (100) 17 1 17 (000) 5.2
1133.6317 7.44(−22) 1.1 38 1 37 (100) 37 2 36 (000) 3.6
1133.6712 1.23(−21) 1.0 37 1 37 (100) 36 0 36 (000) 3.7
1133.7245 5.04(−22) 0.4 21 3 19 (100) 20 2 18 (000) 4.5
1133.9786 3.02(−22) 1.4 42 2 40 (100) 41 3 39 (000) 3.1
1134.0288 8.00(−22) 1.2 37 2 36 (100) 36 1 35 (000) 3.4
1134.2514 2.91(−22) 0.6 11 4 8 (100) 10 3 7 (000) 7.5
24
2086.1304 4.94(−22) 0.5 19 10 9 (101) 20 10 10 (000) -1.4
2086.4723 8.82(−22) 0.5 21 8 13 (101) 22 8 14 (000) -2.1
2086.9846 3.64(−22) 0.9 18 9 10 (101) 19 9 11 (000) -1.0
2087.5873 9.23(−22) 0.8 20 8 13 (101) 21 8 14 (000) -1.4
2088.2490 3.68(−22) 0.3 17 9 8 (101) 18 9 9 (000) -0.8
2088.6874 9.44(−22) 0.5 19 8 11 (101) 20 8 12 (000) -2.0
2089.7729 9.59(−22) 0.7 18 8 11 (101) 19 8 12 (000) -2.4
2103.2106 7.43(−22) 0.4 12 12 1 (101) 12 12 0 (000) -0.7
2106.5742 8.25(−22) 0.2 14 8 7 (101) 14 8 6 (000) -2.3
2116.8712 4.77(−22) 0.7 15 10 5 (101) 14 10 4 (000) -1.7
2116.9201 9.11(−22) 0.8 11 7 4 (101) 10 7 3 (000) -2.8
2117.4047 5.21(−22) 0.7 16 10 7 (101) 15 10 6 (000) -1.8
2117.9200 5.54(−22) 0.9 17 10 7 (101) 16 10 6 (000) -1.7
2125.2044 6.59(−22) 0.7 26 8 19 (101) 25 8 18 (000) -5.2
2125.6791 6.33(−22) 2.0 27 8 19 (101) 26 8 18 (000)
2132.7605 1.97(−22) 0.9 44 5 40 (101) 43 5 39 (000) -3.6
2132.8026 2.36(−22) 1.0 43 5 38 (101) 42 5 37 (000) -1.2
Table 5: Calculated intensities (PES1 and our DMS) of
the 16O3 (003) band compared with the HITRAN 2016.
HITRAN intensities are given as 100% abundance in
units of cm/molecule with powers of 10 in parenthesis.
Our intensities are given as a percentage difference to
these values.
25
ν˜ intensity Assignment Assignment (o-c)/c %
(cm−1) HITRAN upper lower
3002.8414 1.39(−22) 32 2 31 (003) 33 2 32 (000) 10.1
3007.9106 1.73(−22) 29 3 26 (003) 30 3 27 (000) 10.8
3014.1642 2.41(−22) 25 3 22 (003) 26 3 23 (000) 10.7
3020.9156 3.46(−22) 21 1 20 (003) 22 1 21 (000) 11.5
3022.5631 3.78(−22) 20 1 20 (003) 21 1 21 (000) 11.3
3025.3709 4.04(−22) 18 1 18 (003) 19 1 19 (000) 11.2
3036.4846 3.73(−22) 9 0 9 (003) 10 0 10 (000) 10.2
3050.7231 2.50(−22) 7 2 5 (003) 6 2 4 (000) 8.3
3052.3788 3.14(−22) 11 3 8 (003) 10 3 7 (000) 7.8
3056.9845 3.93(−22) 19 1 18 (003) 18 1 17 (000) 7.8
3057.6913 3.27(−22) 23 1 22 (003) 22 1 21 (000) 7.2
3057.7125 2.46(−22) 27 1 26 (003) 26 1 25 (000) 6.4
5. Conclusions
This work addresses from a theoretical perspective the long standing prob-
lem of inconsistency of the IR intensities of ozone. For the 10 µm band, for
which different laboratory measurements yield results which differ by up to
4 %, our calculations coincide within 1 % with the measurements selected
by HITRAN and confirmed recently by simultaneous microwave and infrared
measurements [17]. Furthermore, our calculations for absorption lines in the
5 µm band using the same surfaces gives results within the experimental ac-
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curacy of about 2%. Finally, our results for 3 µm suggest that a significant
lowering of the intensities given by HITRAN in this region is needed; this
result would appear also to be in line with recent atmospheric observations
[19].
The next step in this study is to produce comprehensive line lists for
16O3 and its isotopologues, and use them as input to atmospheric radiative
transfer models to demonstrate that their use does indeed lead to consistent
retrievals. This involves producing multiple line lists for each isotopologue as
a check on line-by-line accuracy and stability [41, 42]. Work in this direction
is currently in progress.
The most important absorption of solar radiation by ozone is in the UV.
The consistency between IR and UV intensity measurements is a major out-
standing problem of ozone spectroscopy. An important step towards resolving
this consistency problem would be achieved with the accurate (within 1 %)
computation of both IR and UV bands absorption. For the UV intensity cal-
culation several components are necessary. A program to compute rovibronic
transition intensities for triatomic molecules has been published recently by
one of us [43]. An accurate ground electronic state PES is an important
part of the electronic spectra calculations; this is presented here. Accurate
ab initio calculated transition dipole moment surfaces and electronic excited
states PES are available in the literature [44]. Fitting of the excited-state
PES to experimental data and further improvement of the dipole moment
calculations are in progress. This should yield accurate electronic transition
intensities calculations. Again, part of this procedure is the accurate ground
electronic state PES, presented in this work.
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We include as supplementary material the fitted ozone PES. We searched
the literature carefully and failed to find any freely available ozone PES which
had been accurately fitted to reproduce the known empirical energy levels of
the ozone ground electronic state, though results using such PESs have been
presented many times. Thus, the present PES, given in the supplementary
material as a Fortran program, is the first freely-available, accurate 16O3 PES
for ozone.
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