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With increase of technology, many electronic devices nowadays contains large amount
of micro-fabricated structures. The thermal properties of micro-structures within the elec-
tronic devices are important design parameters. The 3 Omega Method is extensively used
to measure thermal properties for di↵erent types of materials, and it has been proven to
be one of the most accurate methods for measuring the thermal conductivity of micro and
nano-scale materials. The objectives of this study are to design a micro fabrication proce-
dure of thin film materials for the 3 Omega Method; to provide a detailed system set up for
the 3 Omega system; to validate the function of the system; to develop a method for both
cross-plane and in-plane thermal property measurement for thin films; to validate the model
on isotropic thin film material and to use this model to measure the thermal properties on




Study of the 3! measurement of the in-plane and the cross-plane thermal properties on
anisotropic thin film materials
by
Daxi Zhang, Master of Science
Utah State University, 2018
Major Professor: Nick Roberts, Ph.D
Department: Mechanical and Aerospace Engineering
Due to the size of the nano-scale and micro-scale materials, traditional method for
measuring the thermal properties of the bulk materials cannot be applied. The 3 Omega
Method was developed by D. G. Cahill in the early 90s. It was used extensively to measure
the thermal properties of thin film dielectric materials. Compare with other simulations or
experimental methods, the 3 Omega Method has many advantages. Previous research has
indicate that the 3 Omega method is capable of measuring the cross-plane thermal con-
ductivity of thin film materials. In extension, an alternative improvement for measurement
of the in-plane thermal conductivity and calculating the di↵erence between the in-plane
thermal property and the cross-plane thermal property (anisotropy) are developed based
on the concept of the 3 Omega Method.
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In the mid-1950s, techniques such as photolithography were used to create silicon thin-
film devices and in 1958, Jack Kilby produced a microcircuit from a semiconducting mate-
rial. Soon, the integrated circuit was invented and it became commercialized. A few years
after, in 1965, the research director at Fairchild Semiconductor, Dr. Gordon E. Moore,
noticed that the manufacturers had been doubling the density of the components per in-
tegrated circuit at a regular interval, and he predicted that they would continue to do so
indefinately [2]. This prediction, which is more commonly known as Moore’s law, states
that the speed of computers, which is measured by the number of the transistor per unit
area, will be doubled every 18 months [3]. Predictions made using the Moore’s law became
the basis for the future performances and the production goals. In a rapidly changing envi-
ronment, Moore’s law has been described as ”the only stable rule” on which companies can
rely. Integrated circuit devices became smaller and faster, and eventually made technology
such as smart phones, laptops, personal computers and tablets possible [4] [5].
Based on the Moore’s Law, the increase of technology of many components and de-
vices used in state-of-the-art engineering systems, especially micro-fabricated devices with
integrated circuits, will eventually need to solve the issue of insu cient heat dissipation.
Because the density of the components per integrated circuit doubles, the current that is
required by each of the units will double, and Joule heat generated will be quadrupled [6].
Joule heating is a significant problem in electrokinetically driven chips, especially polymeric
systems where low thermal conductivities amplify the di culty in rejecting this internally
generated heat [7].
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In order to prevent overheating, solutions including convection and conduction have
been applied. For example, most personal computers apply fans to increase the e↵ect of
convection; the MacBook Air uses metal cases to conduct the heat away from the central
processing unit (CPU) and other electronic components. However, if a chip generates more
heat than the system is capable of dissipating, the temperature of the system will rise. In
general the resistance of the circuit in most cases will increase with temperature, and if the
temperature is above some critical value, the system will operate abnormally. This can lead
to dangers such as system failure or even exploding devices. Therefore, in order to guarantee
the functionality of a system involving micro-scale devices, a study of heat transfer on such
devices, especially a study of the thermal properties of micro-scale materials, is essential.
For most of the micro-scale chips, they are created with several semi-conductive layers
of thin film structures. A thin film is a fabricated microstructure in which the thickness
of the film is much smaller than the lateral dimensions. They are extensively applied in
micro-scale devices such as transistors, memory, optoelectronic devices, optical coatings,
micro electromechaical systems, photovolataics and thermoelectric energy conversion de-
vices [8]. Techniques such as physical vapor deposition, chemical vapor deposition and
sputter deposition can be used to deposit thin films of metals, alloys, and ceramics onto
a substrate. Combined with photolithography, one can design complex patterns on those
thin film layers. In general, a multi-function chip includes more than one hundred layers of
thin films.
The thermal properties of thin films have played important roles on the performance,
functionality, and reliability of micro-fabricated devices. For example, thermal conductiv-
ity k, is a property that determines how well the material can conduct heat. Thermal
conductivity is extensively used to evaluate the thermal functionality of a system. Hence
measurement or calculation of thermal conductivity is significant in evaluating the thermal
3
behaviors of a system. Due to the size of the thin film, of which the thickness can be as low
as a couple nanometers, the traditional measurement methods for bulk materials (defined
in section 1.2) cannot be applied, nor directly using data from the bulk material thermal
properties as the thin films’ [9] [10]. In order to evaluate the thermal properties of thin film
material, first we need a comprehensive understanding of micro and nanoscale heat transfer,
especially the fundamental di↵erences observed when comparing with the bulk materials’
thermal conductivity.
1.2 Literature Review
Bulk materials are generally defined under macro-scale as large, raw samples. The
molecules or atoms in bulk materials are generally greater than Avogadro’s number NA,
and the size of bulk materials is generally in the range of millimeters to kilometers [11]. Gen-
erally the physical properties of the bulk materials are measured statistically and they are
not size-dependent if the samples are in a similar condition. The size of micro or nanoscale
(meso-scopic) materials are between a few nanometers to hundreds of micrometers. Unlike
the bulk materials, the physical properties of the micro-scale materials are significantly size
dependent. For example, at room temperature the thermal conductivity, k, for silicon1 is
148Wm 1K 1 whereas a silicon nanowire with a diameter of 22 nm has a thermal con-
ductivity of 7Wm 1K 1 [12], a reduction of a factor of 21. The di↵erence in the thermal
properties becomes more dramatic at lower temperature. At 50K the thermal conductivity
for silicon is 2600Wm 1K 1 [13] whereas the thermal conductivity for a silicon nanowire
with a diameter of 22 nm at 50 K is 3Wm 1K 1 [12], a di↵erence of more than a factor
of 850. It is noticeable that for silicon, the micro-scale material’s thermal properties are
less than its bulk material’s properties. In fact, a great majority of materials follow the




One specific example opposite to the statement above is carbon. Carbon is an element
with many di↵erent polymorphs. Graphite, diamond and carbon nanotube are di↵erent
polymorphs of carbon. These polymorphs have di↵erent physical behaviors and their ap-
plication in industry are di↵erent. From a thermal properties’ perspective, the thermal
conductivity of each material is significantly di↵erent. The in-plane thermal conductivity
of graphite ranges from 300-1500 Wm 1K 1 based on di↵erent structures and the thermal
conductivity for diamond is around 2500 Wm 1K 1. The carbon nanotube’s thermal con-
ductivity is 3500 Wm 1K 1 and up depending on the exact structure [15] .
To understand the dramatic di↵erences in the thermal properties of bulk and micro-
scale materials, we need to study the fundamentals of micro-scale heat transfer. Heat
transfer is a form of energy transfer, that is, to transfer the internal energy from a ”hot”
object to a ”cool” object via a medium. For di↵erent states of di↵erent materials, their
medium is di↵erent. For example, in gas, energy is transferred though the molecules or the
atoms that are free to move; in metal, energy is transferred through the free moving elec-
trons. For electrical insulators and semiconductors, since there are no free electrons, atom
or molecule to transfer heat around within the crystal structure, the energy is conducted
via phonons.
A phonon is a quantum mechanical description of the atomic and molecular vibrational
motion in which a lattice of atoms or molecules oscillates at a single frequency. Di↵erent fre-
quency levels of the vibrations reflect the energy levels as well as the behaviors of phonons.
If the frequency of the vibrations is low, these phonons are called acoustic phonons. If the
frequency of the vibrations is high, these phonons are called optical phonons.
According to the Kinetic Theory, phonons can be approximated as classical particles
with small size and can propagate in a certain direction under some circumstances. Under
this assumption, within a crystal structure, the chaotic mix of phonons vibrating at dif-
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ferent frequencies will scatter with each other. If we assume that phonons are similar to
the real particles, then if one phonon travels with a random velocity v and vibrates at a
higher frequency than another (or simply consider that one particle is ”hotter” than the
other), when a collision occurs between these two phonons, they will exchange energy as
well as momentum (illustrated in Fig.1.1). The energy transferred between phonons must
be a integer multiplication of ~!. In this equation, ~ is the Planck constant and ! is the
oscillating frequency.
However phonons are quasi-particles. They have kinetic energy but they have no linear
momentum even though they behave as they do. Unlike classical particles, the number
of phonons within a crystal structure is not fixed, meaning that two phonons can scatter
to create one phonon, or one phonon can separate into two phonons. This is referred as
a three-phonon process. Fig.1.2 demonstrates a Normal Process (or N-process, where the
energy and momentum are both conservative).
Large numbers of phonon-phonon scattering will occur over time. The distance that
the phonon travels between collisions is referred to as the free path, the average free path
over numbers of collision is called the mean free path denoted by ⇤. A good rule of thumb
to estimate the mean free path is to multiply 100 to the molecular or atomic size of the ma-
terial. However this is not always accurate. For example, for silicon at room temperature,
the mean free path is generally within 100-300 nm, much larger than 100 times the atom
size. From a thermal perspective, the material can be defined as a bulk material when the
dimensions are much larger than the mean free path.
The average velocity of phonons over many collisions is referred as the mean travel-
ing speed vs. Optical phonons with high frequency are insensitive to the changes of the
vibrational wave-length, indicating that the optical phonons propagate through a crystal
structure at relatively low speeds which are commonly assumed to be zero [16]. In other
6
Fig. 1.1: Illustration of Kinetic Theory
7
Fig. 1.2: N-Process Phonon Scattering
words, the optical phonons make negligible contributions to the micro-scale thermal trans-
port. It can be justified using the dispersion relation plot for the optical and the acoustical
branches, as displayed in Fig.1.3. The vertical axis is the oscillating frequency of phonons
and the horizontal axis is the wave vector. The wave vector K is a vector which points in
the direction of propagation of the wave. It has the units of cm 1 and it defines the vector
in reciprocal space. The limit frequencies are at K = 0 and K = Kmax =
⇡
a . The slope of
the curve is the velocity of the energy propagation in the medium, or the group velocity.
As noticed, the slope of the acoustic phonons are much higher than the optical phonons’.
The acoustic phonons are more sensitive to the wave vector change than the optical
phonons are, indicating again that the acoustical phonons are the primary thermal energy
carriers. Hence we will only focus on solving the mean traveling speed of the acoustic
phonons. Ideally the acoustic phonons’ mean traveling speed can be approximated to the
speed of sound inside of a solid, but in real crystal structures, the mean traveling speed of
the acoustic phonons is actually a combination of the transverse waves and the longitudi-
8
Fig. 1.3: Dispersion Relation Of Acoustical Phonons and Optical Phonons [1]
nal waves. In order to calculate a single e↵ective sound velocity with components of the
transverse speed vs,T and the longitudinal speed vs,L, one can use the ”one third rule” to
























In eq. (1.2) and eq. (1.3), C = ⇢cv, is the specific heat capacity at a constant volume.
It can be approximated via the Debye Calculation (details can be found in ref. [17]) in
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integral expression and it has to be evaluated numerically. It seems that if the mean free
path, the specific heat and the e↵ective mean traveling speed are known, one can calculate
the ideal thermal conductivity of micro and nano structures. This method has been proved
to be relatively accurate near room temperature [14].
However this model can not estimate the thermal properties of the real crystals ac-
curately. First, the mean free path depends strongly on temperature. This model will no
longer be accurate at a high temperature due to the large number of excited phonons. Sec-
ondly, within the real crystal structure, phonons will interact with the lattice imperfections
and with the external boundaries of the crystal. These e↵ects will become more significant
under a lower temperature and a↵ect the mean free path, but were not considered in this
model. Thirdly, during the phonon-phonon scattering, a process known as Umklapp Process
(U-Process) that conserves energy but not crystal momentum, will occur within periodic
lattices. Such 3-phonon process could create a reciprocal lattice vector that can significantly
reduces the thermal conductivity (displayed in Fig.1.4). Last of all, for a micro and nano
scale material, if one or more dimensions of the material scale approaches the mean free
path, the phonon-boundary scattering dominates over phonon-phonon scattering. Ideally,
if the boundary of the sample is smooth, or   ⌧ ⇤ (where   is the roughness of the surface),
then the thermal conductivity will not be impacted, since the phonon-boundary collision
under this circumstance does not create a reciprocal wave vector (see Fig.1.5). However,
when the boundary is not smooth or ⇤   , the non-smooth boundary will interact with
the phonons. Based on the location of phonon-boundary scattering, a reciprocal wave will
be created and reduces the thermal conductivity. This is referred to as the classical size
e↵ect (see Fig.1.6) [18].






Fig. 1.4: U-Process Phonon Scattering
Fig. 1.5: Phonon-boundary Scattering On Smooth Boundary
where kbulk is the thermal conductivity from eq. (1.3) and kbdy is the thermal con-
ductivity due to boundary scattering. For di↵erent micro and nano structures (i.e thin
films or nano wires), there are theoretical integral equations available to calculate the kbdy
[18] [19] [20]. But each of the calculations has di↵erent limitations and can only be applied
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Fig. 1.6: Phonon-boundary Scattering With Classical Size E↵ect
in limited applications. Therefore a more accurate calculation or an experimental procedure
is necessary to determine the e↵ective thermal conductivity. In the later chapters, we will
focus on developing a method for measuring the e↵ective thermal conductivity of thin film
materials, including the cross-plane and the in-plane thermal conductivity with fabrication
procedures for creating a thin film material of a certain measurement.
1.3 Overview
This thesis has five body sections. The first section contains the detailed research
objectives that, once met, will constitute the completion of the thesis. The second section
12
is comparing the approach that can be used to complete the objectives, and choose a method
that has the most advantages. The third section is the preliminary result for validating the
method as well as the equipment and the system. The fourth section is the mathematical
derivation for the cross-plane thermal conductivity and the in-plane thermal conductivity.
The last section is to use the method developed from the last section on both the isotropic




The objectives listed below are to be regarded as the minimum required for this thesis
and once met the thesis is complete.
1. Method comparison
The goal of this objective is to select a suitable method for measuring the thermal
properties for the thin film materials. The sub-categories of this objective are:
(a) Study di↵erent methods, including experimental methods and computational
methods, understanding their advantages, disadvantages and limitations.
(b) Select one or more methods based on di↵erent considerations that include, but
are not limited to: budget, accuracy, time, di culty.
See Chapter 3 for details.
2. The 3! measurement validation
The goal of this objective is to verify the equipment in the Nanoscale Thermal Energy
Laboratory (nTEL) is capable of measuring the cross-plane thermal properties of the
thin film materials based on the 3 ! method. The sub-categories of this objective are:
(a) Check the 3! system set up and perform a general cleaning of the station.
(b) Fabricate silicon nitride thin films with gold heater.
(c) Understand the uncertainty of the measurement due to the equipment.
(d) Measure the thermal conductivity from the fabricated samples and compare the
result with the data from literature.
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(e) Understand the radiation e↵ect on measurement results.
See Chapter 4 for details.
3. Development of a mathematical model for measuring the in-plane and cross-plane
thermal property of anisotropic thin film materials
The goal of this objective is to develop a mathematical model to understand the two
dimensional micro-scale heat transfer, include the derivations of the in-plane and the
cross-plane thermal properties. The input of this mathematical model should all be
measurable using the current equipment.
See Chapter 5 for details.
4. Measurement of the cross-plane and the in-plane thermal conductivity of silicon ni-
tride thin films and boron nitride thin films
The goal of this objective is to develop a new fabrication procedure that is based on
the mathematical model developed in the last objective, and to design a measurement
procedure, and to measure the cross-plane and the in-plane thermal conductivity of
an anisotropic material. The sub-categories of this objective are:
(a) Develop and create a mask for the in-plane thermal conductivity measurement;
(b) Create a detailed fabrication procedure for the silicon nitride thin films and
the boron nitride thin films for studying the two dimensional micro-scale heat
transfer.
(c) Measure the cross-plane and the in-plane thermal properties of the silicon nitride
thin films. Since silicon nitride is isotropic, the cross-plane and the in-plane
results are expecting to be similar.
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(d) If the last objective is successful, measure the cross-plane and in-plane thermal
properties of the boron nitride thin films; if last objective is unsuccessful, analyze
the results, understand the reasons of failure.




In this chapter, we will discuss some of the popular micro/nano-scale methods that are
possible to calculate or measure the thermal properties of thin film materials.
3.1 Possible Simulation Methods
3.1.1 Molecular Dynamics (MD)
In the late 1950s, the field of theoretical physics proposed to simulate elastic collisions
between spheres using the Newton’s equations of motion. Later on, this idea was applied on
a computational work on anharmonic one-dimensional chains of atoms by Fermi, Pasta and
Ulam [21]. This is the foundation of the Molecular Dynamics simulation (MD). However due
to the limitation of the computational speed, this method was not commercialized until the
late 1980s. In the past decades, the computational capability has skyrocketed, and solving a
vast number of equations fast became possible. Nowadays, by using parallel computations
and High Performance Computing (HPC), one can model a system with more than one
million atoms [22]. With a correctly chosen model and su cient set up of the system, the
MD simulation can be used to observe the atomic-level dynamic phenomena that cannot
be observed directly [23]. The MD simulation can also simulate and examine the physical
properties of a nano or micro structures that have not yet or cannot be created [24]. Many
results from the MD simulation have been tested and proven to be accurate. Therefore the
Molecular Dynamics simulation is considered as a bridge between microscopic length and
time scales and the macroscopic world of the laboratory [25].
The solving algorithm of the molecular dynamics simulation is based on series of the
Newton’s equations of motion for a system of atoms with given potentials. The total energy
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of the system is conserved while the system moves along its trajectory [26]. By dividing
time into discrete time steps and simultaneously solving the equations of motion along with
the energy equation at each time step, this method can simulate the real behavior of the
interactions of particles and therefore calculate the physical properties of the materials.
Because the formalism of the MD approaches do not require any understanding of heat
transport, it is ideal for investigating the fundamental heat transfer mechanisms [27].
Several limitations of the MD method makes the simulation unsuitable for calculating
properties of thin films. First of all, the thickness of the thin film created by deposition or
sputtering are generally in the range between few hundred nanometers to several microme-
ters. For such a scale, the program must create innumerous amount of atoms. For the most
of the MD algorithms, the computing cost is proportional to the number of atoms cubed.
A regular 100 mm thin film with thickness of 1 µm silicon nitride contains approximately
1⇥1015 atoms. This indicates that in order to calculate or simulate the structure of the thin
film, the computational cost will be significant. Secondly, the time step of the simulation
must be within the range of few femtoseconds. Based on lab observation, the time required
for a 500 nm silicon nitride thin film on silicon wafer to reach steady state equilibrium
(direct current heating) will approximately be 10 min. Due to the high computational cost
and the long equilibrium time, the MD method is not a practical method to determine the
thin films’ thermal properties.
3.1.2 Dissipative Particle Dynamics (DPD)
The dissipative particle dynamics (DPD) model is applied between micro-scale and
macro-scale, consists of particles which correspond to the coarse-grained entitles. Thus the
DPD method simulates the molecular clusters rather than individual atoms. The number
of molecules per DPD particle is known as the coarse-graining parameter and is the main
factor to impact the computational speed [28]. Unlike the MD simulation, where the choice
of the potential is based on a theoretical model of the physical system, a DPD simulation
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involves potentials of a form independent of the physical system. By deriving the coarse
graining procedure, one can discretize the system into a finite Lagrangian moving grid and
solve the two dimensional Navier-Stokes equations relatively easily [29] [30]. The founda-
tion of the Navier-Stokes equations are Newton’s equations of motion, therefore the DPD
algorithm is essentially a combination of the MD method, the Brownian Dynamics (BD)
and the Lattice Gas Automata (LGA). With the correct initial parameters and a correct
model that relates to the sets of units, the DPD simulation can accurately represent the
behavior and deduce the static and dynamic properties of a meso-scopic system [31].
Although the DPD simulations can achieve a greater scale than the MD method, as a
developing method, the issues of the DPD simulations rises with theoretical aspects as well
as applications. Most of the current algorithms cannot yet simulate a multiphase problem
as well as simulating the thermal behavior of a complex micro and nano structure. This
indicates that it is di cult for the DPD method to simulate a multilayer thin film struc-
ture. The computational cost is much less than the MD method, but it is still significant.
Therefore a further investigation is required for applying the DPD method to the thin film
materials. The current research direction for the DPD methods was inspired by the Large
Eddie Simulation (LES). The goal is to focus on combining the DPD method with the
MD simulation to solve the complicated structure problems: by creating a mathematical
model that can filter out the clusters of which the DPD method can easily solve, and using
the MD simulation to solve small and unsolvable region using the DPD method. This so-
lution can significantly increase the simulation speed as well as reduce the computation cost.
Other popular methods such as the Computational Fluid Dynamics (CFD) or the
Boltzmann Transport Equation (BTE) are not ideal for calculating the thin film properties.
For the CFD method, the thermal properties such as the thermal conductivity of the thin
film are considered as an input. The CFD method will not be able to solve the heat equa-
tion without a thermal properties input. The BTE method calculates the scattering rate
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under the assumption of the existence of a local temperature. Therefore the BTE method
is only valid when the system is slightly perturbed from the equilibrium. In most of the
thin film materials that are applied in the modern technologies, high alternate current will
pass through the film and causes a high temperature fluctuation. This means that the BTE
method is inaccurate for solving such problems. Therefore BTE and CFD will no longer be
discussed.
In conclusion, for the thin film materials, simulations such as the MD simulation and
the DPD method are not suitable and convenient without HPC access. More detailed review
can be found in Cahill et al.’s review (ref. [32]). The next subsection will discuss several
popular experimental methods for the thermal properties measurement.
3.2 Possible Experimental Methods
Due to the size of the thin films, the traditional thermal conductance measurement
methods such as the Hot Plate Methods [33] or the Probe Methods [34] that are based on
di↵usion theory of steady state for bulk materials, cannot be applied. It is also incorrect
to directly use the thermal properties for bulk material as thin film’s due to the classical
size e↵ect. Popular measurement methods for the thin film materials are the Time (or Fre-
quency) domain Thermoreflectance Method and the 3! method [35]. For these methods, the
thermal conductivity is defined as a time-dependent (transient) property since both of these
methods involve periodic heating [36]. Compare with the transient thermal conductivity,
the steady-state thermal conductivity measurements require long equilibration time, and
the radiation and the convection e↵ect will also interference with the results [37]. Therefore
a transient measurement is not only capable of being performed over a wide temperature
range [9], but also are remarkably faster and more accurate than steady-state measurements.
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3.2.1 Time-Domain Thermoreflectance (TDTR) Method and Frequency-Domain
Thermoreflectance (FDTR) Method
Both the Time Domain Thermoreflectance Method (TDTR) and the Frequency Domain
Thermoreflectance (FDTR) are non-contact optical techniques using optical pump-probes
and mode-lock laser oscillators. Thermoreflectance is defined as the change in the reflectiv-
ity of a metal produced by changes in temperature. The basic setup for both the TDTR
method and the FDTR method involves an oscillating laser with spot diameter of 10-20 µm
to heat up the surface of the testing samples. A typical TDTR system schematic is illus-
trated in Fig. 3.1. Once the temperature of the sample’s surface changes, the reflectance
of the surface will change corresponding to the temperature. By extracting the change of
the reflectance from the reflected laser beam, the thermal properties of the testing can be
derived The thermal di↵usivity depth or thermal penetration depth  p, is defined as the
depth where the heat can di↵use through during a half cycle of oscillation. In order to let
the heat due to laser only penetrate through the surface, the thermal penetration depth
should be in the range of 10 nm   p  140 nm [32]. In order to reach such scale, a
picosecond time resolution laser is required.
In order to perform a TDTR measurement, a thin layer (⇡ 80 nm) of a material with a
high thermoreflectance (e.g., aluminum or tantalum nitride) is deposited on the top of the
sample. By using a polarizing beam splitter, the high pulse mode-locked laser beam will
be split into a ”pump” beam and a ”probe” beam to create a high resolution delay in time
(e.g.,< 1ps). The thin layer deposited on the top of the sample is used as a transducer to
absorb the heating pump beam and to convert the temperature excursions at the surface
into the changes in the intensity of the reflected probe beam. The reflect beam will be
captured using a photodiode and a lock-in amplifier to measure the small perturbations
in the probe intensity. This intensity, contains the information regarding to the thermal
properties of the testing samples.
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Fig. 3.1: Schematic Of The TDTR System And Picosecond Acoustics Apparatus In Use At
The Laser Facility Of The Frederick Seith Materials Research Laboratory
The advantages of the TDTR method are: (1) The mathematical model can distin-
guish the interface thermal conductance and the interest of the film [38] [39]. By controlling
the laser oscillating frequency, the thermal penetration depth is well-known. We can then
estimate the location of the properties which the TDTR or FDTR is measuring. This
advantage can significantly reduce the uncertainty and error. (2) The TDTR and FDTR
methods do not require the probe to be attached to the sample, therefore the measurement
can be performed on di↵erent materials regardless the material is dielectric or not. For ex-
ample, measurement using the TDTR method has performed on bulk metal material [40],
liquid [41], and electric thin films without an isolation layer [42]. (3) Since both of the
TDTR and the FDTR method only require optical access, the sample can be located in
high pressure, high temperature or high magnetic field.
The FDTR method is in a similar set up. The di↵erence between the FDTR method
and the TDTR method is that the TDTR method’s optical alignment involves a moving
22
stage. A small disturbance, such as an accidental hit or small movement of the stage, could
cause large errors [43]. The FDTR method fixes the stage and creates a delay by changing
the modulation frequency using electronics. The results from the FDTR method is mea-
sured in the frequency domain, which yields a similar or improved sensitivity compared to
TDTR. Despite the data analysis in the TDTR method and the FDTR method is com-
plicated, the accuracy is high among all experimental methods due to the high precision
laser. However, the downside of the TDTR method and the FDTR method are: (1) The
high initial cost, and the complex equipment set-up [44]. (2) If the sample is thick, the
increase of the volume will introduce more uncertainty into the heat capacity. This would
a↵ect the penetration depth calculation and therefore add more uncertainty into the final
measurement. (3) This measurement is not yet commercialized. As a developing method,
there are only a limited amount of resources for this method. Both of the TDTR and
the FDTR method can accurately measure the cross-plane thermal properties of thin film
material. Further research of the FDTR and TDTR method is required for measuring the
in-plane thermal properties. The high power laser might damage the crystalized structure
of the film, therefore all the TDTR and the FDTR data might not be re-measurable. So
these techniques will not be further discussed.
3.2.2 3! method
The Three Omega (3!) Method was originated from the work of Corbino [45] who
discovered a small third-harmonic voltage component while applying an alternating current
through a heater [46]. D. G. Cahill in the early 90s reproduced this study using a current
power source passing through a thin metal strip that is deposited on the top of silicon wafer.
He extracted the third harmonic signal and mathematically proved that this signal contains
the thermal properties of silicon wafer. Soon, this method has been proven to be valuable
for measuring the thermal properties of various systems including gas and liquid [47]. By
applying a sinusoidal current passing through the heater with frequency of !, the resistance
of the heater will generate joule heating at the frequency of zero (Direct Current) and the
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frequency of 2!. Because in the thermal domain the power and the temperature is in a linear
relationship, therefore the temperature fluctuations is at a frequency of 2! as well. The
temperature change will result the electrical resistance change at 2!. According to Ohm’s
Law, the voltage across the heater equals to the current multiplies the resistance. Therefore
when the resistance changing at the frequency of 2! multiplies the current changing at the
frequency of !, it will result a large voltage signal with frequency of ! and a small voltage
signal at a frequency of 3!. Cahill has proved that the small voltage component with
frequency of 3! contains the thermal properties’ information of the film or the substrate.
Therefore, this method is named the ”Three Omega(3!)” Method [48]. It was later proved
by C. Dames that by adding a o↵set to the driving current, voltage signal at 1! and 2!
contain the same information of the thermal properties of the sample as the 3! voltage [49].
Originally the 3! method was intended to be driven with an ideal AC current source [9].
But since it is di cult for current source to generate signals with high frequency, it is more
common and convenient to use a voltage source instead with few limitations. Dames et
al. [49] provided a correction factor that permits the usual current-source analysis to be
adapted to experiments performed with a voltage source, the derivation of correction factor
is presented in Chapter 5. Also, Lu et al. use an Op-amp and a bu↵er to convert an AC
voltage source to an AC current source [50]. The ! voltage is typically 1000 times as large
as the 3! voltage, therefore the first harmonic voltage must be subtracted to make the
3! voltage measurable. Methods such as using a Wheatstone Bridge or a digital-to-analog
converter (DAC) can attenuate the first harmonic signal to less than -100 dB without af-
fecting the 3! components [51]. 3! method has been proven to be one of the most accurate
measurement methods for thin film materials [37] [47] [48] [50].
According to Cahill’s work [9], the 3! method can significantly reduces errors of ra-
diation e↵ect. As a well developed method, 3! method faces less challenge. Instead of
measuring the reflectivity, 3! measures the resistance of the metal line with respect of tem-
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Fig. 3.2: Relationship Of Current, Power, Temperature and Voltage Of The 3 Omega
Method
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perature ( dTdR) and the dimensions of the heater. Using the Four Point Probe method and
the scanning electron microscope (SEM), we can measure the resistance and the dimension
relatively easily and accurately. The model developed in Chapter 5 is capable of measur-
ing in-plane thermal conductivity that TDTR and FDTR are not capable of measuring.
Therefore, with advantages of high accuracy, relatively low cost and wide temperature mea-
surement range, we introduce the Three Omega Method (3!).
3.3 Introduction of the 3! Method
3.3.1 3! Method Review
Cahill and co-authors [9] [37] derived a formula for the AC temperature rise of a heater
deposited on an isotropic substrate. The temperature oscillations  T of a finite width










In eq.(3.1), ⇣ is space variable in the Fourier space, w is the half width of the heater,
l is the length of the heater, k is the thermal conductivity of the film (or the substrate
if the penetration depth is large) and P is the power generated from the heater. Cahill
did not provide derivation. A detailed derivation is reproduced and provided in Chapter
5. An analytic solution of Eq.(3.1) is unknown but using numerical methods, this equation
is solvable. Eq.(3.1) has an approximate form when the thermal penetration depth  p
is large compared to w. Therefore the numerical result can also examine the limit of
the approximation. The thermal penetration depth for the 3! method is defined as the
magnitude of the complex quantity:
 p = |1/%| = |(↵/2i!)1/2| (3.2)
% is defined as the wave number of the thermal wave. The thermal penetration depth,
which is the magnitude of the wave number of the thermal wave, defines the depth which
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the amplitude of the temperature fluctuation is reduced by 90% relative to the surface [52].
In Eq. (3.2), ↵ is the thermal di↵usivity. It is defined as:
↵ = k/⇢C (3.3)
where k is the thermal conductivity, ⇢ is the density and C is the specific heat. If the
thickness of the thin film is df , the temperature wave will be confined to the film if  p < df
[9]. On the other hand the film can be neglected if  p   df , and the temperature wave can
be considered as di↵using entirely in the substrate.
If  p   w , the heater can be approximated as a line source. This will simplify the







In this equation, R is the average resistance of the metal line. At each pre-set tem-
perature, the resistance of the metal line need to be measured using the Four Point Probe
Method with a small voltage to avoid overheating and causing inaccurate resistance mea-
surement of the sample. V is the voltage across the metal line at the frequency of ! and
the V3! is the voltage at the frequency of 3!. All the voltages are Root Mean Square Value
(RMS). The resistance need to be measured in a wide range of temperatures in order to get
a full profile of resistance as a function of the temperature. First order of dT/dR can be
used since the temperature response of the metal line is linear in theory.
With few hypothesizes applied (introduced in Section 3.3.2 and Chapter 5), the cross-









1The equation in his original literature was  T = 4 dTdR
R
V V3.This result was later corrected in 2002
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In eq.(3.5), !1 and !2 represent two di↵erent driving frequency and V3!,1 and V3!,2
represent the corresponding third harmonic voltage measured at the frequency. R repents
the resistance of the heater at current temperature.
3.3.2 3! Method Hypothesis And Assumptions
The major hypothesizes are from the assumption of mathematical derivations and they
are di↵erent from one derivation to another. The hypothesis listed in this section are com-
mon for most models. They are mostly related to the equipment and sample fabrication
procedures.
First, there are few assumptions regarding to the shape of the heater. The study of
Cahill [9] has neglected the thickness of the heater. The heater and the film of interest are
assumed to be attached perfectly. In another words, he assumed that there is no thermal
resistance between the film of interest and the heater. In reality, the thermal resistance
between the heater and the substrate are relevantly small and di cult to measure [36].
This thermal resistance was neglected in order to simplify calculation.
Secondly, in order to maintain the results accuracy, the film thermal conductivity should
be much smaller than the thermal conductivity of the substrate. When the thermal conduc-
tivity of the film is similar to the substrate’s, the slope method (introduce in chapter 5) can
no longer be applied at relevantly higher frequency because the temperature fluctuation of
the heater cannot determine the limit of the approximated form of the equation. It creates
di culty to distinguish whether the measurement is a property of the film of interest or the
substrate.
Thirdly for the most of the calculation based on cylindrical coordinate, the heater is
generally simplified as a line source [53] when the half width is much less than the film
thickness. In reality, the heater should be modeled as series of line sources. The heater
is also assumed to be infinite long so the calculation will be two dimensional or even one
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dimensional. Tong and Majumdar [54] introduced a factor called the ratio function to
account for all the non-ideal e↵ects such as the edge e↵ect of the heater, multiple layers of
thin films including an isolation layer, with the only assumption of a semi-infinite substrate.
Fig. 3.3: Heat Distribution And Heat Flux For Line Source
Fig. 3.4: Heat Distribution And Heat Flux With The Consideration Of Edge E↵ect And
Finite Width
In my derivation, I have modified the e↵ect of a finite heater width, but the thickness
of the heater, the edge e↵ect and the thermal resistance between the heater and the film
were ignored. The film (or the substrate under a low oscillating frequency) is assumed to be
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semi-infinite. Heat is assumed to enter the film uniformly in the radial direction (Fig.3.3).
In reality, the heat distribution with a finite heater is much more complicated (Fig.3.4).
Wang et al. [46] has analyzed a case with finite thickness heaters and the results almost
match perfectly except at the low frequency regions. This results indicate that the edge
e↵ect will not influence the result unless the driven frequency is relatively low.
The error in the thermal conductivity measurement due to black-body radiation was
estimated by calculating the ratio of the radiation lost from the surface of the sample to
the heat conducted through the sample. The ratio is relatively small (around 2%) at a
lower temperature range but above 600 K, the conventional techniques are strongly a↵ected
by radiation errors [37]. During the measurement stage, an radiation shield is applied and
the camber is covered with aluminum foil to eliminate the radiation e↵ect. A study of the
radiation e↵ect is included in Section 4.
More assumptions due to the mathematical model are displayed, along with the math-
ematical derivation, in Chapter 5.
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CHAPTER 4
Fabrication Procedure and Preliminary Results
The 3! method will be su cient to complete each of the objectives from Chapter 2. In
this chapter, we will use Cahill’s method to measure the existing sample available in nTEL
as the preliminary results. We will validate the data to determine if the systems in nTEL
are capable of measuring the cross-plane thermal conductivity of silicon nitride films.
4.1 Fabrication Procedure
This section introduces the fabrication procedure of the samples for the 3! method.
The pattern design on the sample is capable of the cross-plane properties measurement.
The modified fabrication procedure for the in-plane thermal properties measurement are
introduced in Chapter 6.
The first step is to design a mask. We used the Layout Editor to design the mask
layout. The metal patterns will be deposited on a silicon wafer with a 10 cm diameter.
When designing, all of the patterns should be designed within a certain region so that
during exposure, no pattern falls outside of the wafer. I prefer to call this region a ”design
window”. A safe design window is a square region with length of 7.07 cm (10/
p
2). The
center of the square that will be aligned with the center of the wafer, has a coordinate
of (0, 0) in Layout Editor. In order to insure a high accuracy for dRdT , the heater shall be
designed into a Four Point Probe configuration. Figure 4.1 is the basic schematic design
for the heater.
Array this pattern inside the designing window for duplicates. In each pattern, we can
change the width or the length of the heater line. In both case, the resistance of the heater
will change. By measuring more samples with di↵erent resistance profile, we can reduce the
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Fig. 4.1: Four Point Probe Configuration
overall uncertainty for thermal properties.
We want to measure the thermal property of a well studied isotropic material so that
we can compare our result with published data to validate the system. Co-worker Ben
White has received a silicon nitride grown thin film on a silicon wafer using Low-Pressure
Chemical Vapor Deposition (LPCVD) with a 500 nm thickness from Oak Ridge National
Laboratory. Here are the basic steps for fabricating the samples:
• Perform a general cleaning of the wafer.
• Carefully add a photoresist (PR) adhesion layer (LOR) and a photoresist layer onto
the sample using a spin coater. The type of the photoresist is based on the design of
the mask. For example, if the mask is with hole patterns, in order to create islands
on the wafer, we need to use a positive photoresist (e.g. AZ 1518 HS) (See Figure.
4.2 step 1).
• Carefully remove the wafer and perform a soft bake. For soft bake, the temperature
and the baking time is critical so that not only will the soft bake dehydrate the surface
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Fig. 4.2: Photolithography Procedure (not drawn to scale)
of the wafer, but also we can make sure the structure of photoresist is not over heated
or damaged.
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• After soft bake, immediately (and of course, carefully) remove the wafer from the
baking station without scratching the wafer. The wafer now is ready for exposure.
Align the mask and the wafer, and use the program from the shadow printing machine
(See Figure. 4.2 step 2).
• After exposure, perform a post exposure bake (soft bake) to ensure the adhesion,
contrast and the resist profile of the PR (See Figure. 4.2 step 3).
• After the soft bake and developing, deposit the metal using a sputtering system or
physical vapor deposition (PVD). The adhesive layer needs to be about 25% thickness
of the metal film (See Figure. 4.2 step 4). The metal deposited for the 3! method
requires a large temperature coe cients of the resistance to create a measurable 3!
voltage signal. For example, gold, platinum, aluminum and silver are preferred be-
cause the resistivity of these materials has good response to temperature change at
low temperatures (⇠ 30K) and high temperatures (⇠ 750K) [36] [37] [55].
• After metal deposition, using acetone to remove the photoresist to complete the lift
o↵ procedure (See Figure. 4.2 step 5).
• After finishing the lift o↵ procedure, the wafer is ready to be cleaved.
In general, a SEM (Scanning Electron Microscope) image is recommended to measure
the film thickness. For most of the LPCVD films, the measured thickness is relatively
close to the spec thickness. However this step is necessary for the PVD and the sputtered
films. Poor estimation of the film thickness could result in using the wrong model as well as
incorrectly estimate the relationship between the thermal penetration depth and the film
thickness. Also since photolithography is a non-contact optical technology, the slightest
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distance change between the mask and wafer will shrink or enlarge the ratio of the pattern.
Therefore the mask used in photolithography can approximately estimate of the width and
the length of the heater but the length and the width of the heater should also be validated
using the SEM. Figure 4.3 are the SEM images and dimension of the metal strip.
Fig. 4.3: The SEM Images Of The Heater
4.2 3! Measurement Validation
In this section, we want to validate the accuracy and the functionality of the system in
nETL. We fabricated a sample film with the conventional four point probe mask pattern,
reproduce the measurement of silicon nitride (well studied isotropic material), and compare
the measurement with the published results. Based on Eq. (3.5), the required measure-
ments are:
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1. The first harmonic RMS (Root Mean Square) voltage across the heater V ;
2. The corresponding third harmonic RMS voltage of the heater V3,1 and V3,2;
3. The driving frequency of both measurement !1 and !2;
4. The length of the heater l;
5. The resistance of the heater at di↵erent temperatures R(T );
6. The ambient temperature of which the heater reaches steady state T .
The equipment listed in Table. 4.1 will be used to measure the thermal conductivity
of the thin film.
Table 4.1: List of equipment
Company Model Number Purpose
Signal Recovery
Model 7225 Dual Phase
DSP Lock-in Amplifier
Signal generator, signal reference
(low frequency) and third harmonic
voltage measurement
Stanford Research
Model SR830 Dual Phase
Lock-in Amplifier
Signal reference (high frequency)





Signal reference (high frequency)
and signal generator
Lake Shore
Model 335 Cryogenic Tem-
perature Controller





Measuring the resistances of the
heater and the first harmonic volt-
age
National Instruments
Model 2090 A Shielded
Rack-Mount BNC Connec-
tor Block
Checking the result of filtering first
harmonic signal
Edwards
T-Station 75 Turbo Pump-
ing Station
Eliminate convection e↵ect
Because the third harmonic signal is generally 1000 times smaller than the driving
voltage, we have to subtract the first harmonic voltage so that the third harmonic signal is
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Fig. 4.4: Circuit Diagram
measurable. In order to remove the first harmonic, a Wheatstone bridge is applied. The
value of the resistances R1, R2 in Fig.4.4 can be chosen based on the resistance of the heater.
The resistance of R2 generally should be 10 times greater than the resistance of the heater
to prevent over heating. Two potentiometers are in parallel for a finer scale of change in
resistance to balance the Wheatstone bridge. These two potentiometers are in series with
a fixed value resistor R1 to balance the Wheatstone bridge.
With all the equipment listed above, a prior uncertainty (0th order) can be calculated
based on the spec sheets. Due to the complexity of the equation, a Monte Carlo simulation
will be chosen for estimating the uncertainty. After the 3! measurement of the cross-plane
thermal conductivity is done, the overall uncertainty of thermal conductivity with standard
derivation from the testing data are presented in the final results. The results can be com-
pared with published literature. If results match, it would indicate that the system works
normally and we can proceed to measure the in-plane thermal conductivity.
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4.2.1 Uncertainty Analysis
The value of the measured must be a↵ected by the ability to resolve the information
provided by the instrument. This uncertainty is referred as the zeroth order uncertainty. In
order to calculate the zeroth order uncertainty, we start by analyzing the uncertainty of the
temperature controller. The sensor used in the temperature measurement is GaAlAs diode,
model of TG-120-SD. Because the measurement will occur over a wide temperature range
(30K-300K), and the uncertainty due to the equipment at each temperature is di↵erent, we
chose to use the uncertainty value located at 77K. The uncertainty value of temperature is
the largest at 77K based on the spec sheet, therefore the uncertainty of temperature will be
over estimated at all other temperatures. The uncertainty sources of the temperature are
listed in Table.4.2:
Table 4.2: Uncertainty of temperature
Error Source Symbol Value
Measurement resolution in tem-
perature equivalent
uT1 16mK




ing electronic accuracy, calculate
and calibrated sensor
uT3 13mK
Electronic control stability and
temperature equivalents
uT4 1.6mK
Another part of the uncertainty comes from the control PID loop of the controller. The
displayed temperature is always ⇡ 0.4K greater than setting temperature. For example, the
chamber environment temperature under vacuum is set as 250K, after reaching equilibrium,
the indicator displays 250.42K. My solution is to shift the setting temperature by 0.4K to
overcome this shift error instead of accounting for it in the final uncertainty. The sensor
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also has a radiation-induced o↵set, which is due to the non-linearity, with a value of 2.5K.
(The e↵ect of surrounding environment is important. For example, when the temperature
controller operates when the sample is covered with a radiation shield, it can go down to
⇠11 K. Once the radiation shield is removed, the lowest temperature can only reach ⇠28
K.) Hence the overall uncertainty of the temperature can be approximated to uT = 2.5K.
The Keithley Model 6487 Picoammeter/Voltage Source for measuring the first harmonic
voltage (around 0.5-1V range) has two uncertainty sources that are listed in Table.4.3.
Table 4.3: Uncertainty of first harmonic voltage in higher range
Error Source Symbol Value
Accuracy uV1 0.12 mV
Noise uV2 0.05 mV
Hence the uncertainty of first harmonic voltage is approximated to uV = 0.12mV.
Although the Keithley 6487 has a function module of measuring the resistance, I chose
to set up the voltage source across the heater to measure the current using the four-point
probe method. The resistance can be calculated using Ohm’s law. For measuring the
current, the Keithley Model 6487 has two error sources that are listed in Table.4.4:
Table 4.4: Uncertainty of current
Error Source Symbol Value
Resolution uI1 10 nA
Noise uI2 10 nA
For calculating the resistance, the current measurement has an uncertainty of uI =
14.1421 nA.
Because when measuring the resistance, the voltage should be relatively small to avoid
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the sample from over heating. For measuring the first harmonic voltage(0.01-0.05 V range),
the error sources are listed in Table.4.5.
Table 4.5: Uncertainty of first harmonic voltage in lower range
Error Source Symbol Value
Bias uVR1 0.05 mV
Random error uVR2 0.05 mV
Therefore the voltage measurement has an uncertainty of uVR = 0.0707mV.
While I was measuring the resistance, we noticed the wires of which connects the pad
to the outside circuit have relatively high resistance compared with the heater. My solution
is to measure the wire’s resistance separately under the same environment and subtract the







This equation can be used to calculate the uncertainty of the heater’s resistance. Fig-
ure 4.5 displays the estimated distributions for resistances using a Monte Carlo method.
Using a Monte Carlo simulation with the measurement data, we obtained the uncer-
tainty of the heater’s resistance is uR = 0.1814⌦. I used two of the same model instruments
to measure the resistance of the wires and the heater simultaneously to save time, but this
result could be optimized by using only one instrument to measure the resistance of the
wires and the total resistance separately. By calculating the correlation between the mea-
surement, the overall uncertainty for resistance can be reduced. One concern, however, is
that I am worried since there is about 2.5K in the uncertainty of the temperature measure-
ment, it is hard to guarantee that the temperature environment is identical when measur-
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Fig. 4.5: Monte Carlo Method Estimated Distribution For Resistance
ing the resistance of the wire and total resistance separately. Optimizing this uncertainty
requires further study, but I think the uncertainty of the heater resistance is over estimated.
SEM model is FEI Inc Quanta 650 FEG. The resolution is specified at 1.0 nm, but
according to [56] the basic calibration procedure for all SEMs, the uncertainty for length
measurement for one spacing will be less than ul = 0.0167µm.
The third harmonic voltage is first measured by using the 7225 Dual Phase DSP Lock-
in Amplifier at lower frequency. Later nTEL received a used Stanford SR 844 that has
better performance in the high frequency region and can therefore be used for validation in
high frequency. For the low frequency measurement, we use the internal reference for the
signal reference of the 7225 lock-in Amplifier. For frequencies larger than 20 kHz, the phase
lag is less than 0.0001o, frequency inaccuracy is less than u! = ±0.002 Hz (DSP 7225). For
frequencies larger than 10 MHz, the resolution uncertainty of frequency is u! = ±0.05MHz
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(SR 844). The remaining error sources for the third harmonic voltage measurement are
listed in Table 4.6. The overall uncertainty of the third harmonic voltage uv3! = 0.0583mV.
Table 4.6: Uncertainty of third harmonic voltage
Error Source Symbol Value
Sensitivity of input chan-
nel
uv3!1 2nV
Gain Accuracy uv3!2 0.05mV
Oscillator accuracy uv3!3 0.03mV
The term dRdT can be discretized approximately to
R2 R1
T2 T1 . Therefore combining all the
uncertainty sources using the Monte Carlo simulation to simulate Eq.(3.5), the overall zeroth
order uncertainty of the equation measuring the thermal conductivity is uk = 0.7871W/m
K.
The estimated distribution for the cross-plane thermal conductivity is displayed in
Fig. 4.6. This figure is zoomed into a small region. I ran this simulation for multiple times.
Within this region, the distribution shares similarities in each simulation. However there
are some extreme values that exist beyond this region. The total number of the simulation
sample is 2000, and the number of the extreme values that are above this region is less
than two percents of the total sample number. I choose to ignore those extreme values on
the histogram but I accounted the uncertainty into the final calculation. This is why the
uncertainty of the thermal conductivity is slightly higher than what this plot may indicate.
4.2.2 Measurement Procedure
The first procedure is to collect the resistance profile of the metal strip with respect of
the temperatures. Since the metal strip of the sample is made with gold, we cannot solider
wires onto the surface of the pad. We decided to use the wire-bonding technology. After
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Fig. 4.6: Zoomed In Monte Carlo Method Estimated Distribution For The Cross-Plane
Thermal Conductivity
clean the sample, use a thermal paste (vacuum compatible) to attach the bottom of the
sample on a ”chip holder” (Displayed in Fig. 4.7). Using wire bonding technique, we can
connect the metal pad on the chip holder to the heater, and then connect the chip holder
to the outside circuit. After wire bonding, we put the holder inside of the vacuum. We
measure the resistance at di↵erent temperature with 20 K steps. Fig. 4.8 is the resistance
profile with respect of temperature.
4.2.3 Preliminary Results
The preliminary study has performed on a silicon nitride thin film with thickness of
500 nm on silicon wafer substrate. The measurement frequency we choose are !1 = 4 MHz
and !2 = 4.2 MHz. The thermal di↵usivity of silicon nitride is 1.0 ⇥ 10 6m2 s 1. At this
frequency, the penetration depth  p ⇡ 345 nm. The measured thermal conductivities over
30-290K are displayed in Fig. 4.9.
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Fig. 4.7: Wire Bonding Sample On Chip Holder
Fig. 4.8: The Resistance Profile With Respect Of Temperature
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Fig. 4.9: Thermal Conductivity With Radiation Shield From 30-290 K
The result agrees with Zhang and Grigoropoulos [57]. It indicates that the system is
capable of measuring the cross-plane thermal conductivity using the 3! method.
Also in order to understand the e↵ect of radiation and to prove the necessity of the
radiation shield in the testing procedure, a case study is performed to understand how the
thermal property measurements are a↵ected at low temperature with radiation e↵ect. By
removing the radiation shield, we perform another measurement with the same procedure.
Fig. 4.10 represent the measurement result of the thermal conductivities of the same
testing sample without a radiation shield. The error percentage is displayed in Fig.4.11, As
noticed, the di↵erence percentage increases as the temperature decreases. This demonstrate
that the radiation shield is necessary for an accurate measurement in the low temperature
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Fig. 4.10: Thermal Conductivity Without Radiation Shield From 30-290 K
range.
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Fig. 4.11: The Error Percentage For Comparing The Results From Without Using The




The first goal of this chapter is to prove that a voltage power source is equivalent to a
current power source under certain circumstances. By using a voltage source, the voltage
can be represented as:
V = V0 cos(!t) = <(V0 exp(i!t)) (5.1)
In order to eliminate the first harmonic signal, a Wheatstone Bridge is applied as il-
lustrated in Fig. 4.4. The heater is in series with another resistor, therefore the voltage V
generated from the power source will be divided as a ratio of RhRh+R2 . Let’s call this ratio




V =  V (5.2)










Because the temperature of the heater fluctuates, the resistance of the heater Rh in
eq. (5.3) will change as well. However, we choose to ignore the small perturbations of the
resistances due to the internal Joule heat of all the resistors except the metal line on the
top of the film. It is a valid assumption because these resistors are placed in a pre-set room
temperature. The power then can be approximated to:





The subscript 0 indicates that the property is measured at a pre-set reference tempera-
ture. Since the resistor R2 will be placed under room temperature and we can assume that
the resistance remains the same. For the heater deposited on the top of the thin films, the




(T   T0) + 1) (5.5)
dR
dT is referred as the resistivity. Since the reference temperature T0 is fixed, we can
define the temperature change  T as T   T0. Since the relationship between power and
temperature in temperature domain is linear [48], a linear thermal transfer function Z under
frequency domain is used to describe the relationship between the temperature rise  T̃ and
the power generated P̃ :
 T̃ = P̃Z (5.6)
The tilde sign indicate that the quantities are in the frequency domain. The multipli-
cation in frequency domain is equivalent with convolution in time domain. By taking the
inverse Fourier transfer of eq. (5.6) to convert back to time domain, we have:
 T = P ⌦ Zt (5.7)





(P ⌦ Zt) + 1) (5.8)
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dT (P ⌦ Zt) + 1)
Rh0(
dR




dT (P ⌦ Zt) + 1)
Rh0
dR
dT (P ⌦ Zt) +Rh0 +R2
=
 V (dRdT (P ⌦ Zt) + 1)
 
dR
dT (P ⌦ Zt) + 1
(5.9)
Using the Taylor Series Expansion, then Vh becomes:
Vh ⇡  V (
dR
dT




⇡  V (1 + (1   )dR
dT





Ignoring the higher order term and pluging in eq.(5.4) then Vh becomes:






2 ⌦ Zt) (5.11)
We know that the current passing through the heater is Ih =
V
Rh0+R2
, so eq.(5.11) will
become:




2 ⌦ Zt) (5.12)
The voltage across the sample by using the current source [49]:




2 ⌦ Zt) (5.13)
By comparing eq. (5.12) and eq.(5.13), we can notice that if   ⌧ 1, it is appropriate
to assume the conversion between voltage source and current source are accurate. I assume
the resistors chosen for the Wheatstone Bridge meet the condition of   ⌧ 1 for the rest of
the section to simplify the calculation using a voltage source. In the next section, we will
start by deriving the one dimensional case for solving the cross-plane thermal conductivity
of thin films.
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5.1 One Dimensional, Cartesian Coordinate Derivation For Cross-Plane Ther-
mal Properties
If we approximate the heater as a line source with an infinitely small size on the top
of the film, and assume  p ⌧ df (in another words, assuming that the film is semi-infinite),










In eq. (5.14), we used complex temperature fluctuation ✓. The temperature fluctuation
 T = <(✓). Use separation of variables, let ✓ = ⇥(y)⌧(t). Since the rate of the temperature
changes with the frequency of heat generation, which is double the voltage frequencies, we








Although in theory, the temperature fluctuation should be described as  T =  Ty sin(2!t+
 ), this type of expression is too complicated to carry in the derivation. Therefore it is eas-
ier to use complex notation as described in Carslaw’s book [58].. Using Euler’s formula
exp(i!t) = cos(!t) + i sin(!t), the complex exponential function and the trigonometric
function are interchangeable. The imaginary result can be described as ”out of phase”
quantity since the Sine function and the Cosine function are 90  out of phase. The real re-
sult can be measured by the instruments and will be used for evaluations. In the remaining
portion of this section, we use the subscript c indicating a complex quantity.




as the wave number






Fig. 5.1: Side View One Dimensional Case
The solution of eq.(5.16) is:
⇥ = C1 exp(y%) + C2 exp( y%) (5.17)
Physically the temperature di↵erence  T will decrease as y increases. This indicates
that the real part of eq. (5.17) must converge while y approaches to infinity. Therefore
C1 = 0. Then the solution becomes:

















Therefore the time dependent periodic complex temperature di↵erence inside of the
thin film is:








We need to solve the constant C2 using boundary conditions. If we examine a small
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region near the heater, the complex heat flux from the heater entering the film based on













Heat will generate within the heater, and when assuming there is no radiation or con-
vection e↵ect, the heat generated from the heater will entering the film completely as a











Since we assumed that the heater is infinitely small and has no thermal resistance be-
tween the heater and the film, in 1-D system, the heat flux generated by the heater is equal

































































Since the metal strip is deposited on the top of the thin film surface, we can approxi-
mate the temperature change from eq.(5.25) as the temperature change of the metal strip.































































The voltage contains two components: the first harmonic voltage and the third har-
monic voltage as mentioned in Chapter 3. This results also prove that the third harmonic
voltage is small compared with the first harmonic voltage due to the extra terms multiplied.
Another thing to notice is that in this model the third harmonic voltage in theory should

















The third harmonic signal measured by using a locked-in amplifier is the root mean
square(RMS) value of the real component. Since the third harmonic has frequency of 3!, the























The result proves that the third harmonic voltage contains the thermal information
such as ky and the third harmonic voltage can be used to describe the temperature fluc-
tuation at the top surface of the thin films. However this result is not accurate and will
not be used in the experimental procedures. First of all, this method is purely one dimen-
sional. Meaning all the heat transfer was assumed to occur in the y-direction. Therefore
results from this section can only be applied to an ”infinitely narrow semi-infinite” sample.
Secondly the heater in this case is assumed to be a line source without any thickness or
width. The edge e↵ect as well as the e↵ect of a finite width heater were not considered.
This method also ignores the e↵ect of radiation or convection, and cannot be applied to
explore the in-plane thermal conductivity.
However I think this result is useful due to its simplicity. Although this is the most
impractical solution, the procedure in section 5.2 and section 5.3 are inspired based on the
procedure from this section. In the next section, a more accurate method for the cross-
plane thermal conductivity measurement is introduced and in section 5.3, a method that
is capable of measuring the in-plane thermal conductivities as well as the anisotropy ratio
will be introduced.
5.2 One Dimensional Cylindrical Coordinate Derivation
The advantage of cylindrical coordinate is that we can combine both x and y directions
into a radial direction r that is defined as r =
p
x2 + y2. By doing so, we have the ability
to rotate a cross-plane measurement into an in-plane measurement. For an isotropic system















The equation is valid for a cylindrical isotropic semi-infinite volume. We can solve for
an infinite cylindrical with an infinity small line heat source in the center first, then cut the
cylinder in half for the actual case. Finally we can modify the results by considering the
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Fig. 5.2: Side View of Cylindrical Coordinate
e↵ect of a finite width of the heater.
The complex temperature function using separation of variables is written as:













⇥ = ⇥%2 (5.31)














d  ) = %
2 d2⇥








   2⇥ = 0 (5.32)
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Eq.(5.32) fit the description of modified Bessel Function with a complex arguement.
Hence the solution of ⇥ is:
⇥ = c1I0( ) + c2K0( ) (5.33)
Where c1 and c2 are constants and I0( ) and K0( ) are zeroth order modified Bessel
functions of first and second kind with the arguments   = r%. Since I0( ) increases to
infinity with increase of   while the physical behavior of temperature should be decreasing
as the location moves away from the heat source, c1 in eq.(5.33) must be equal to zero for
the equation to converge.
































The term Energyout describes the energy leaving the entire cylindrical volume with a
radius of r0, but since we are only considering half of the cylindrical volume, therefore the
area is reduced by half.

































The results from eq.(5.36) matches with reference [37] and [58], with the modification
of applying the Wheatstone bridge.
Now we can modify the result by considering the width of the heater. Let’s take the
Fourier transform of the heat source as a function of the coordinate x. Because the tem-
perature function is an even function and since the heater is assumed to be symmetric, the
heat can only significantly e↵ect the surface of y = 0, the time independent temperature

























The convolution in the real space domain is the multiplication in the Fourier domain.
Hence if we assume that heat enters the sample uniformly from  w < x < w and ignore
the complex heat transfer near the edge of the heater, the temperature fluctuation in the











Taking the inverse Fourier transform of eq.(5.38), the average temperature oscillation































Eq.(5.39) modifies the e↵ect of finite width e↵ect due to the heater. This equation does
not have any analytical form but can be numerically solved. The result agrees with ref. [37]
as well.
If the thermal penetration  p   w, we can assume that as the half width w ap-
proaches zero, then we can furthermore simplify this equation. We also know the limit of
limw!0
sin(⇣w)



































































































This equation modified the e↵ect of finite heater width, with the assumption that the
thermal penetration depth is large compare with the half heater width. This indicate the
driven frequency must be small. Under this assumption, the average temperature fluctuation
at surface becomes independent of x.
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Fig. 5.3: Temperature Fluctuation In Theory
If we observe this result, we can notice that the in-plane temperature fluctuation (the
real component of temperature fluctuation) is a log-linear relationship with twice the driven
frequency ! and the out-plane temperature fluctuation (the imaginary component of tem-
perature fluctuation) is a negative constant. Furthermore, we ran a numerical simulation of
eq. (5.39) with the following inputs: the thermal conductivity is chosen as 5 Wm 1K 1,
the thermal di↵usivity is chosen as 10 6m2 s 1 and the half width of the heater is chosen
as 10µm. If we plot the numerical results and the analytical result with the same input on
a semi-log plot, we will notice an overlap under lower frequencies. Figure 5.3 represent the
numerical result as well as the analytical result.
This result is interesting because first, we notice that after the driven frequency passes
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a certain value, the temperature fluctuation is somewhat di cult to describe and eventu-
ally, becomes independent of the driven frequency. This frequency region is referred as
the 3! region. It also proves that the requirement of applying eq.5.40 is that the thermal
penetration depth is large compare with the half width of the heater, indicating an exis-
tence of driven frequencies region that eq.5.40 is valid. Since within the 3! region the slope




conductivity kr can be found by measuring the temperature fluctuation at two di↵erent
frequencies. This is referred to the slope method. The result from Fig.5.3 can help us
examine the limit for applying the slope method. Now we need to relate the temperature




























(ln(2!) + ln(w2/↵)  2 ln(2)) + V0  exp(i!t)



















Both the real and the imaginary part of the 3! voltage is valid for deriving the tempera-
ture fluctuation and the thermal conductivity of the film or the substrate. The temperature





































(ln(2!) + ln(w2/↵)  2 ln(2))
(5.43)
Due to the complexity of this equation, I choose another approach. I take the 3! volt-
age at two di↵erent frequencies. Since the imaginary part of the 3! voltage does not change
with frequency, by subtracting one with another, we can cancel the imaginary portion of













This result matches with reference [37], but specifically for the case with voltage source
and Wheatstone bridge applied. Because the voltage response that is captured by the probe
is the result of a combination of the in-plane thermal activity and the cross-plane thermal
activity, therefore, based on my understanding, the quantity kr for isotropic material, repre-
sents an average value of the cross-plane thermal conductivity ky and the in-plane thermal
conductivity kx, which in theory, are identical for isotropic material. Therefore for isotropic
materials, this term kr can be defined as the cross-plane thermal conductivity ky. However
for anisotropic materials, defining the term kr as the ”e↵ective thermal conductivity” would
be more appropriate. In order to measure the in-plane thermal properties of an anisotropic
material, a new mathematical model that involves the anisotropic ratio needs to be devel-
oped.
In the preliminary result, I used eq.(5.44) for the cross-plane calculation. That is in-
accurate because the equation (5.44) assumed that the thermal penetration needs to be
larger than the half width of the heater. For any other cases, we need to solve the thermal
conductivity in a more complicated form. First setting eq. (5.39) equal to the RMS result


































Eq. (5.44) is simple and elegant comparing with the equation above. However it might
not be practical based on the fabrication procedure. For example, during our fabrication,
we used photolithography. The resolution of the metal line from the mask has limitation
that is close to 1µm. Therefore in the future, E-Beam lithography is recommend for thin
film with a thickness that is less than 1µm. For Chapter 6, we will use numerical evaluation
to calculate the temperature fluctuation using eq.(5.39).
5.3 In-Plane Thermal Properties
We are interested in studying the in-plane thermal conductivity of the film of interest,
especially when the material is anisotropic. The thermal conductivity from last section
is named as kr because we assumed an isotropic material. This property should be inde-
pendent with the angles. However for anisotropic materials, thermal conductivity is angle
dependent. If we transfer the cylindrical coordinate back to Cartesian coordinate, then
kr| =90o = ky and kr| =0o = kx.
In this section, we simplify the case by assume that the in-plane thermal conductivity
ky is in a linear relationship with the cross-plane thermal conductivity kx. In another words,
we assume that ky = rkkx. In this equation rk is the anisotropic ratio. The mathematical
model developed in last section requires only one metal strip. That strip will be used as
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both a heater and a probe and it can measure the cross-plane thermal conductivity. Now
assume that there is a probe and it is deposited next to the heater. The distance between
the heater and the probe is L. If we only connect the probe into a Wheatstone Bridge with




voltage across the heater is identical to the last section, therefore for the same film, we are
expecting the same third harmonic voltage. The probe acts as a heater and a probe and we
can extract the cross-plane information as last section indicated. However if we let a much
larger voltage V1 sin(!t) crosses the heater, this would cause a large temperature fluctua-
tion over the film. If the probe captures the temperature fluctuation, it will reflect on the
third harmonic voltage of the probe because the temperature at the location of the probe
has been changed. This change in thermal activity can be considered as an in-plane only
thermal transfer and therefore it can be used to deduct the in-plane thermal properties. In
this case, the temperature fluctuation at the probe is:
⇥probe = ⇥3! +  Theater (5.46)
Fig. 5.4: In-plane Thermal Conductivity Measurement Side View
In eq.(5.46), ⇥3! is the temperature fluctuation caused by the voltage V0 sin(!t) across
64
the probe. This term will be the same from the previous temperature fluctuation that is
measured by using the traditional 3! method.  Theater,c is the complex temperature fluctu-
ation caused by the heater measured at location of the probe. This temperature fluctuation
can be considered dominated only by the thermal activity from x direction. Therefore, the




(⇥3! +  Theater,c) + 1) (5.47)
If the designing of the heater and the probe are the same, the resistance of the probe
























d⇣) + V0  exp(i!t)
In order to measure the temperature change caused by the heater at location of the
probe, we need to measure the third harmonic signals of the probe. We assume that we
have done the cross-plane thermal properties measurement and we already know the third































(Vprobe,3!,rms   V3!,rms) (5.48)
From eq.(5.48)we can measure the temperature change caused by the heater at the
location of the probe, but we do not know the meaning of this temperature change or how
does this temperature relate to the in-plane thermal properties. In order to do so, we need



































0 = x and y0 =
p
rky, we transformed the coordinate from x, y
to x0, y0. Now we assume that the temperature ✓ = ⇥ exp(i2!t). Here ⇥ = ⇥(x0, y0) =
⇥(x,
p

















It shall be mentioned that compared with the definition of wave number of the ther-
mal wave, this quantity %x is similar but the thermal di↵usivity is defined in x (or in this
case,x0) direction. The magnitude of 1/%x can be named as the thermal penetration length
 p,x, indicating the amplitude of the temperature change is reduced by 90% relative to the
original of the heater in the horizontal direction.
Now transfer x0, y0 from Cartesian coordinate to Cylindrical coordinate with r0, 0,
where r0 =
p
x02 + y02 and  = tan 1( y
0
















  %2x⇥ = 0 (5.52)







0))(cn exp( in 0) + dn exp(in 0)) (5.53)
In this equation, the terms an, bn, cn.dn are the expansion coe cients which need to
be determined from the boundary conditions. In and Kn are the modified first kind and
second kind of Bessel functions. This equation could be simplified. First, n must be even,
non-negative integers. We assumed that kx at  = 0 is equal to kx at  = ⇡ and therefore
the temperature profile is symmetric from the heater, this indicate that n is even number.
Moreover we can neglect the negative integers because the solutions of negative integers for
the Bessel functions are not linearly independent. Thirdly the temperature expect to decay
as r0 grow, therefore the constant in front of the first kind modified Bessel function must
equal to zero, since the result of first kind modified Bessel function increases to infinity as
r





0))(exp( i n 0) +Dn exp(i n 0)) (5.54)









































The goal now is to solve the constants Bn and Dn based on boundary conditions. In
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order to do so, we consider a semi-cylindrical region   with radius r0 around a thin and
narrow heater. This region   is bounded by two parts: the flat surface region on the top is
referred as ⌦0 and the half cylindrical surface region on the bottom is refereed as ⌦.
Fig. 5.5: Closed Semi-infinitely Small Cylindrical Volume Illustration
Let n be the outward normal to the cylindrical surface ⌦. Apply the energy balance:
Ein   Eout + Egeneration = Estorage (5.56)
Since there is no heat generation inside of the film, the generation term can be ig-




. The energy leaving the system Eout will be the heat flux mul-
tiplied with the surface area, that is Eout =
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j are unit vector in x, y direction. The energy stored within the system Est =
⇢cV
dT




 =0 ri2!⇥ drd . Now plug back to the eq.(5.56), the time



































































This equation is in Cartesian coordinate. Unfortunately the expression for ⇥ is in
cylindrical system. In order to transfer the result from eq.(5.58) to cylindrical coordinate,
we will have to use a transfer matrix on the unit vector. Also we can apply for the chain
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⇥ is defined in eq.(5.55). In general, for the derivative of Second Kind of Modified
Bessel functions, their derivative in general equals to @Kn(z)@z =
1
2( Kn 1(z)   Kn+1(z))
for positive integer n such that n   1. Therefore, the term @⇥@r and
@⇥
@ will be series of
multiplication of second kind of modified Bessel function. Now we assume that the radius
r0 is approaching to 0. We know that Kn(z) _ 1zn (where n   1), |z| ⌧ 1. So if we take
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The right hand side of the eq.(5.60) will diverge for all n   0. Therefore in order to
receive meaningful results, we must have Bn = 0 for all n   1 and only left B0. For all
n   1, Bn are multiplied with another function contains series of constants Dn. Dn are irrel-
evant in this case. If we assume for n   1, Dn = 0 and re-write the solutions for ⇥, we have:
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In eq. (5.62), A0 = B0(1 + D0). This represent the temperature profile for the
anisotropic case. This equation can be easily checked by assuming rk = 1, which indi-
cates that this film is isotropic. Then ⇥(r, ) = A0K0 (%xr). The result agrees with result
of isotropic material from eq.(5.33).
For the zeroth order modified Bessel function of second kind, this relation is valid for





K0(ar)rdr = 0 (5.63)
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0, it will cause the volume integral vanish. It agree with the assumption that infinite small
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. The result agrees with eq.(5.35).
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(5.70)
Eq.(5.70) defines the temperature fluctuation at location (r, ) due to the heater at















































In order to measure the in-plane thermal conductivity of the thin films, we need to
measure the cross-plane thermal conductivity at high frequency so that the thermal pen-
etration depth in y direction is less than the thickness of the films. After we measured
the cross-plane thermal conductivity ky, we can measure the in-plane thermal conductivity.
One thing to notice is that the thermal penetration depth in x direction at this frequency
should be larger than L to create a measurable voltage at the probe location.
5.4 Future work











This is a valid assumption when we are only interested in 2-dimensional heat transfer.













Fig. 5.6: Probe Positions For Future Works
kxy = kyx, kxz = kzx and kyz = kzy. This thermal conductivity tensor can repre-
sent anisotropic material better. The procedure for solving the heat equation for this case
should be similar with last section. But due to the limitations of my mathematics skill, I
cannot quite derive this case yet. Also another challenge is the fabrication procedure of the
sample. In order to measure the kxy, kxz, kyz term, we need to deposit probes on a cleaved
face. The cleave angel is hard to control, and the cleave surface must be smoothed in a fine
scale before deposit the probes. This requires further investigation in the micro and nano
fabrication procedures.
Also, all of the models derived in this section assume that the film of interest is semi-
infinite. It is a valid assumption when the thickness of the film is large compared with
the half width of the heater. A more realistic model is displayed in Fig.5.7. Once the
equipment cannot generate or measure high frequency signals, the film cannot be treated
as semi-infinite anymore. Also, if the sample is not dielectric, an isolation layer is needed
above the sample. Therefore, a multi-layer model is required for further study.
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Fig. 5.7: The Realistic Thin Film Structure
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CHAPTER 6
Measurement of the In-Plane Thermal Conductivity
The goal in this chapter is to validate the mathematical model for measuring the in-
plane thermal conductivity. We proposed to measure a well-known isotropic material like
silicon nitride first. For an isotropic material, the in-plane thermal conductivity and the
cross-plane thermal conductivity in theory are equal. We will use the method developed in
section 5.3 to measure both of the in-plane and the cross-plane thermal conductivity.
If the results of the in-plane thermal conductivity and the cross-plane thermal conduc-
tivity agrees on an isotropic material, this would indicate that the mathematical model is
valid and accurate. Then we can measure both the in-plane and the cross-plane thermal
conductivity of an anisotropic thin film material that is widely used in the industry, like
hexagonal boron nitride. After accomplish the measurement and analysis the result, the
thesis is considered completed.
6.1 Sample Fabrication Procedure
Due to the limit of budget, we were unable to get the LPCVD silicon nitride thin film
with thickness of 500nm, nor any pre-grown boron nitride films. In order to accomplish
the measurement procedure in this chapter, we purchased two of the 100nm pre-growth
LPCVD silicon nitride film on 500µm of < 100 > type silicon wafers and two of the 500µm
of < 100 > type silicon wafers for sputtering boron nitride thin films.
In order to measure the in-plane thermal conductivity, extra probes need to be added
next to the heater. The modified pattern design is illustrated in Fig.6.1.
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Fig. 6.1: Pattern Design For The In-plane Thermal Properties Measurement
In this pattern, I have added three extra metal strips with the same length and the
same width. All of the four metal strips can individually be used as a heater or probe.
The left metal strip is designed as a four-point probe configuration and it can be used to
measure the resistance. Three identical metal strips are placed next to the four-point con-
figuration strip. The distance between each metal strip is equal. Here is the reason for such
design: if the mathematical model in section 5.3 is correct, and assuming that the in-plane
thermal conductivity of the thin film do not vary over the sample, then the measurement
result using any of the two metal strips in theory should be identical. In reality, the in-plane
thermal conductivity will unlikely be the same. By measuring multiple times of the in-plane
thermal conductivity at di↵erent locations, not only can we reduce the uncertainty of the
measurement results, but also help us understand the heat spreading over the film.
Also a few extra modifications were made to the new photolithography mask. For
example, for the horizontal direction of the mask design, I changed the length of the lines;
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for the vertical direction I vary the width of the lines. Both of these modifications on the
mask will reflect to the metal lines after deposition and they will vary the resistance of the
metal lines. By measuring more samples with di↵erent resistances for comparison, it can
reduce the overall uncertainty for both in-plane and cross-plane thermal properties.
The final mask design is illustrated in figure 6.21.
Fig. 6.2: Mask Design For In-plane Thermal Property Measurement
After the mask is designed, we send the file to University of Utah (UU) for making a
chrome mask.
We will sputter deposit the boron nitride films. The target of boron nitride is from
Kurt J. Lesker. It is 99.5% pure, 2” diameters and 0.125” thickness. The ATC-Orion 8
requires the target thickness of 0.25”, therefore an extra spacer with thickness of of 0.125”
was purchased.
1The yellow region is for reference only.
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The first step for the sputter deposition is to measure the sputter rate. We loaded the
target into the instrument and let the vacuum pump that connects to the chamber running
for over night to reach a low pressure. In order to measure the target rate for boron nitride,
we use an aluminum foil to cover the heating plate and put it inside of the channel that
connect to the chamber; wait until the pressure is balanced and then open the gate to the
chamber. Use the belt mechanism to send the plate to the center of the chamber and lower
the plate onto the heater. Input the density of boron nitride, and reset the weight of the
heating plate to zero. Gradually increase the heating power from 0-50 W(DC) to initiate
the heating procedure. The time for increasing the heating power need to be greater than
50 seconds. This step is essential because if the system is heated up too suddenly, the
heater will be over heated and it will cause the sputter machine to malfunction. When the
heating power reaches 50 W, we can increase the heating power to 200 W(DC) in relatively
short time. After reset the timer, we will collect the data for 3 minutes and take the av-
erage. The deposit rate for boron nitride under 150 W in average is 0.42 Å/s. Therefore
the estimation time of depositing 100 nm of boron nitride will be approximately 40 minutes.
However if we use 200 W on boron nitride, the film will be extremely fragile. Therefore
we measured the deposit rate of boron nitride again with 100 W (AC) heating power. The
deposit rate of 0.248 nm/min. Due to the schedule and budget conflict, we can only create
a boron nitride film with a thickness of roughly 62   65 nm. It was deposited in 50% of
nitrogen in argon at 3 mTorr. The accurate thickness is measured using SEM. The result
is displayed in Fig. 6.3.
Before photolithography, we also need to measure the deposit rate for platinum. We
got the platinum target from Kurt. J Lesker as well. It is 99.9% pure, 2” diameters and
0.0625” thickness with 0.1875” of spacer. The measurement procedure is the similar as
sputtering boron nitride. First we measure the deposition rate. Under 200 W, the deposit
rate is 3.24Å/s. The time of estimation for depositing 100 nm will be approximately 6
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Fig. 6.3: SEM Image For Measuring The Thickness Of Boron Nitride Film
min. In order to make the platinum pattern more adhesive, 40% of Titanium was added
along with the platinum. They were deposited in argon at 3 mTorr. However for the boron
nitride we did not use titanium (because I thought that would change the resistivity of
the platinum, but it turned out the resistivity did not vary much). The photolithography
procedure of is similar with chapter 4. After lift o↵ the extra platinum/titanium, and per-
form a general cleaning on silicon nitride and boron nitride sample, it is ready to be cleaved.
Since we purchased the LPCVD silicon nitride film with the thickness of 100nm, the
thickness should be accurate. But I still think it is necessary to check the thickness under
SEM for silicon nitride as well. Fig.6.4 shows the thickness of silicon nitride film as well as
the thickness of platinum/titanium.
Because for the boron nitride thin film we did not use titanium as adhesive, there are
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Fig. 6.4: SEM Image For Measuring The Thickness Of Silicon Nitride Film And The Thick-
ness Of The Heater
several spot where the platinum does not contact well with the film (displayed in Fig.6.5).
Therefore it proves that using titanium as adhesive is necessary. Fig.6.6 shows the thickness
of the thickness of platinum on boron nitride film.
Fig. 6.7 is a picture under microscope of platinum/titanium pattern on silicon nitride
film.
Fig.6.8 displays edge details of the metal pattern under microscope(20X).
We use cleave saw for cutting each of the patterns. The width of each cut is 18780
µm and the height of each cut is 18000 µm. If the center of the wafer has a coordinate of
(0,0)µm, the first cut location is at (-36000,-35690)µm. The result after dicing is displayed
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Fig. 6.5: SEM Image For The Platinum Bubble
in Fig.6.9.
Since we need an extra probe for temperature measurement, the circuit configuration
need to be changed. Because the resistance for the probe and the heater are similar, the
voltage across the heater needs to be larger than the voltage across the probe. Fig.6.10
indicate a new circuit configuration for measuring the in-plane thermal properties. The
voltage across the heater needs to be in-phase with the internal voltage source and the
voltage across the probe. The best solution is to connect the heater to the outside of the
Wheatstone Bridge. If the   value is less than 1, the voltage across the heater will be much
larger than the voltage across the probe.
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Fig. 6.6: SEM Image For Measuring The Thickness Of The Heater On The Boron Nitride
Film
6.2 a priori Uncertainty Analysis
The uncertainty analysis are similar with presented in Chapter 4. Several uncertainty
due to the same equipment do not vary. Table 6.1 summarize the a prior uncertainties for
in-plane thermal conductivity measurement:
Use the Taylor Series Method, the prior uncertainty of   at when choosing R2 = 22000⌦
with brown band is U  < 0.00381945. Since the largest resistance of the heater on the sample
is approximately 2500⌦ at room temperature and it decreases as the temperature decreases,
the ratio   in all temperature for all samples, will be less than 0.1. This guarantee that
we will meet the requirement for the conversion between the voltage source and the current
source is valid.
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Fig. 6.7: Platinum/Titanium Pattern On Silicon Nitride Film
Fig. 6.8: Edge Of The Pattern Under Microscope (20X)
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Fig. 6.9: Wafer After Cleaved Using Cleave Saw
Fig. 6.10: Circuit Configuration For In-plane Thermal Conductivity
Because we have non-linear function K0 embedded in the in-plane thermal properties
equation, therefore we will have to use the Monte Carlo simulation to evaluate the uncer-
tainty for the in-plane thermal conductivity based on eq.(5.73). The distribution of the
in-plane thermal conductivity simulation is displayed in Fig.6.11. The uncertainty of the
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Table 6.1: Uncertainty summary
Symbol Source Value
uk,y Uncertainty of the cross-plane thermal conductivity 0.7871W/m K
ul Uncertainty of the heater length 0.0167µm
uR Uncertainty of the heater resistance 0.1814⌦
u⇥ Uncertainty of the temperature fluctuation 2.5K
uv1 Uncertainty of the first harmonic voltage 0.12mV
uv3 Uncertainty of the third harmonic voltage 0.0583mV
uw Uncertainty of the heater width 0.0167µm
u! Uncertainty of the frequency2 0.05MHz
simulation for the in-plane thermal conductivity is Uk,x = 0.426481 Wm 1K 1.
Fig. 6.11: MC Method Simulation Distribution For The In-Plane Thermal Conductivity
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6.3 Measurement Procedure
The first step is to collect the resistance profile for the heaters. For both the silicon
nitride film, we chose to measure three samples that is illustrated in Fig. 6.12.
Fig. 6.12: Measured Samples For Silicon Nitride Film And Their Labels
Those samples are labeled as #1,2 and 3. The sample #1 and the sample #3 has the
same heater width but the length of the sample #3 is shorter than the length of #1. The
sample #1 and the sample #2 has the same heater length but the width of the sample #2 is
greater than the length of #1. Therefore we are expecting the largest resistance on sample
#1. If the material of the heater is the same, the change of the resistance with respect to
the temperature in theory shall be identical for for the heater and the probe on both of the
the silicon nitride film surface as well as the boron nitride film surface. But since we did
not use titanium when depositing the heaters for the boron nitride film, we should measure
them separately.
87
Originally when designing the mask, the pad that connects to the metal line is relatively
large so that the pad has enough space to solder a thin silver wire. Before using the actual
sample, I have tried the following steps on few ”practice samples”. After soldering a thin
wire to the metal pad, I use a non-conducting vacuum compatible thermal paste on the
bottom of the sample, and I put the sample on a copper stand. The copper stand has eight
outlets that can connect the heater to the outside circuit. I solder the silver wires from the
metal pads to the pins of the copper stand. Lastly, connect the pins of the copper stand to
the outside of the vacuum chamber. I need to make sure that each wire is correctly grouped
and labeled. After these step, I turned on the vacuum pump, let it run over night to reach
a low pressure, and change the temperature of the environment to measure the resistance
profile with respect of the temperature. Fig.6.13 shows the sample’s setup inside of the
vacuum chamber.
However this approach is not successful and therefore it is not recommended. While
testing on di↵erent practice samples, the resistance measurements were not stable and not
repeatable because the solders between the wire and the pad always break down over a
certain time of period under vacuum. I think that there are the air bubbles inside of the
solder that attached to the pad. Since the attaching area between the pad and the solder
is still relatively small, under the vacuum, the bubbles will pop and therefore causing the
solder disconnects with the pad.
My solution is to use a non-conductive clear thermal tape. We can prepare the mea-
surable sample by placing the cleaved sample on an aluminum foil, use a double side tape
to keep the sample from moving. Then lift the thermal tape above the taped sample. the
non-adhesive side should face the top of the film. Since the tape is clear to see through and
the pad is relevantly big, we can use a tweezer to put thin silver wires on the adhesive side
of the tape at the location of the pads. Then flip the tape and carefully align the pads with
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Fig. 6.13: Wired Sample In Vacuum Chamber
the wires carefully.
The advantage of the thermal tape over soldiering is, under vacuum, even there are air
bubbles exist between the tape and the surface sample, the air bubbles will be evacuated
and the adhesion will be better. Also when using solder without caution, the surface of the
sample will be over heated. The surface of sample might be damaged and cannot be used
to measure the thermal properties repeatedly.
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The resistance profile for the platinum/titanium heater on silicon nitride film are illus-
trated in Fig.6.14.
Fig. 6.14: Resistance Profiles Of Silicon Nitride Sample
Then we need to measure the cross-plane thermal conductivity first. The measurement
procedures are similar with what introduced in the section 4. The measurement frequency
are 20 MHz and 22 MHz. Such frequencies will maintain the thermal penetration depth
under 50nm. We measured the cross-plane thermal conductivity of 100 nm silicon nitride
film from 230 K to 300 K.
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Fig. 6.15: Cross-Plane Thermal Conductivity Of Silicon Nitride Sample
As indicated in Fig. 6.15, the cross-plane thermal conductivity of silicon nitride from
di↵erent sample are similar. This indicates that silicon nitride is isotropic material in the
vertical direction. In comparison, the cross-plane thermal conductivity of 100nm silicon
nitride is less than the cross-plane thermal conductivity of 500nm’s film.
Now we need to measure the in-plane thermal conductivity of the silicon nitride film.
The measurement frequency is controlled at 100 Hz. Under this frequency, the thermal
penetration length in the x-direction will be larger than the distance between each heaters.
We firstly let the sample remain in the constant temperature and let the low-frequency
voltage pass through the probe after balancing the Wheatstone Bridge. Since this mea-
surement is under low-frequency, the time that reaches to equilibrium is relatively long.
One way to guarantee when reach the equilibrium is to check the phase lagging from the
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locked-in amplifier. The value should remain near  45 deg. Then record the third harmonic
RMS voltage. This value is the V3! from eq.(5.73). Then connect the heater to the power
supply. The third harmonic voltage across the probe should change dramatically as well
as the phase. Under this circumstance, the third harmonic voltage is the Vprobe,3! from
eq.(5.73). Figure. 6.16 is the di↵erences between the Vprobe,3! and the V3! and Figure. 6.17
represents the phase relationship of the third harmonic voltage and the driving voltage.
Fig. 6.16: The Increase Of The Third Harmonic Voltage
Unfortunately when I measure the I was pealing the thermal tape o↵, I accidentally
break the sample#1. The in-plane thermal conductivity of 100 nm silicon nitride for sample
# 2 and #3 are displayed in Figure.6.18. The anisotropic ratio of the silicon nitride sample
are displayed in Fig.6.19.
I noticed that the in-plane thermal conductivities of the 100 nm silicon nitride thin film
is higher than the cross-plane thermal conductivity. The di↵erences between the in-plane
and the cross-plane thermal properties are somewhat significant. One of the suspicions is
that when measuring the in-plane thermal conductivity, the thermal penetration length %x
needs to be greater than the distance from the heater to the probe L. However in both
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Fig. 6.17: The Increase Of The Phase Of The Third Harmonic Voltage
Fig. 6.18: The Thermal Conductivity Of 100 nm Silicon Nitride Film
samples, df ⌧ L. From a thermal circuit perspective, the substrate has a thermal resistance
that will contribute to overall thermal activities. The heat signal captured by the probe
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Fig. 6.19: The Anisotropic Ratio Of 100 nm Silicon Nitride Film
is a combination of the thermal activities of the film and the subtract in parallel, which
in theory shall reduce the overall thermal resistance and increase the thermal response at
location of probe. We believe that this is the reason why the in-plane thermal conductivity
is higher than the cross-plane thermal conductivity.
The solution should be modifications in the fabrication procedure to reduce the value
of L such that L ⇡ df2 . One solution is to install a lens to ”shrink” the pattern during the
exposure procedure of photolithography. Another easier approach is to use Electron-beam
lithography since the resolution of e-beam lithography can be as little as 2nm and it does
not require a mask. The measurement frequency can be controlled such that the penetra-
tion depth %y is less than the thickness of the film.
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The procedure of measuring the cross-plane and the in-plane thermal conductivity for
the boron nitride thin film are similar. The only downside for the boron nitride sample is
that we did not use titanium when depositing, therefore the metal strips did not attach the
film layer well and few of the metal strips within one unit were damaged (the resistances of
the probe is infinite). The sample that can be used for experimental are listed in Fig. 6.20.
The resistance profile for the heaters on each of the sample are presented in Fig.6.21.
Fig. 6.20: Measured Samples For Boron Nitride And Their Labels
There are three type of principal crystalline forms of boron nitride: hexagonal boron
nitride (h-BN), cubic boron nitride (c-BN) and wurtzite boron nitride (w-BN). The target
of the boron nitride is h-BN, but will decompose when sputtered3. Without an energetic




Fig. 6.21: Resistance Profiles Of Boron Nitride Sample
bostratic under low temperature (< 200oC) [59]. In another words, the boron nitride film
we have created are not crystallized and therefore it is isotropic. The thermal di↵usivity
for amorphous boron nitride is ↵x = ↵y ⇡ 1E   7m2/s [60]. The oscillating frequencies for
the cross-plane property measurement are 26MHz and 27MHz. Under these frequency, the
thermal penetration depth  p ⇡ 43 nm. The oscillating frequency for the in-plane property
measurement is 100Hz. The cross-plane and the in-plane thermal conductivity of 64 nm
amorphous boron nitride film are displayed in Fig.6.22. The anisotropic ratio of the boron
nitride film are displayed in Fig.6.23.
As predicted, the cross-plane thermal conductivity of boron nitride film did not show
any anisotropy, which confirm that the film we have created is amorphous. And the mea-




Fig. 6.22: The Cross-plane And The In-Plane Thermal Conductivity Of 64nm Boron Nitride
Films
The results of the in-plane thermal conductivity of boron nitride are similar to the in-
plane result yield in the silicon nitride. That is, the measured results of the in-plane thermal
conductivity of an isotropic material is higher than the cross-plane thermal conductivity.
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Fig. 6.23: The Anisotropic Ratio Of 64 nm Boron Nitride Film
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CHAPTER 7
Conclusion and Future Work
7.1 Conclusion
In this thesis, a detailed mathematical derivation for the in-plane and cross-plane ther-
mal properties for thin film materials using the 3 Omega method was presented. The
mathematical derivation was planed to be validated by measuring the cross-plane thermal
conductivity of silicon nitride film and boron nitride films. The cross-plane measurement
result matches with the publication results. However the in-plane measurement on the
isotropic material are di↵erent the the cross-plane measurement. The reasons for such
results, are mostly fabrication related. Therefore, a further investigation regarding the
measurement of the in-plane thermal conductivity measurement is required.
7.2 Future Work
Because the measured in-plane thermal conductivity on an isotropic material is di↵erent
than the cross-plane thermal conductivity, this section introduces some future works for
improvements.
7.2.1 Modifications In The Fabrication
The reason for observing anisotropy in an isotropic material are mostly related to the
fabrication procedures. One of the reasons for this result is the distance between the heater
and the probe is too large. In order to create a thermal behavior that can be measured by
the probe from the heater, the frequency of the driven voltage is relatively low so that the
thermal penetration length in the horizontal direction is larger than the distance between
the heater and the probe. However by doing so, the thermal penetration depth in the ver-
tical direction will be greater than the thickness of the film. This would cause the thermal
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behavior observed at the probe be a combination of both the substrate and the film. In
order to solve this issue, two solutions are proposed.
First solution as mentioned, is to change photolithography to e-beam lithography, so
that the distance between the probe and the heater can be significantly reduced. In order
to avoid large time consuming, small parts such as the probes and the heaters can be made
first using e-beam lithography without making large parts such as the contacting pads.
Then use photolithography to create pads as well as the connecting parts between the pad
and the heater.
Another approach is to modify the thermal circuit. Since the in-plane thermal con-
ductivity we have measured is based on a combination thermal behavior of the film as well
as the substrate, we can remove part of the substrate so that the signal captured from the
probe representing the thermal behavior of only the film in the in-plane direction.
Three masks will be used in this approach: the first mask contains the patterns, the
second mask contains the window that will be used for removing the substrate, the third
mask is an alignment mask to align the pattern and the window perfectly. The design for
each pattern is illustrated in Fig. 7.1.
The steps for creating suspending films are: 1) Creating traditional supported film as
introduced in Chapter 4. 2) Spin coat the substrate with wetting layer and positive tone
photoresist. 3) Soft bake the sample, followed by expose and develop for alignment marks
using the alignment mask. 4) Etch the film through the sample so the alignment marks are
visible on both side of sample. 5) Using photolithography with the pattern mask to create
the patterns for the 3 Omega Method and then use physical vapor deposition (PVD) or
sputter a metal with high temperature coe cients of resistance (gold, platinum, aluminum)
with adhesive metal(titanium). 6) Perform a lift-o↵ by using acetone to wash the PR o↵.
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Fig. 7.1: The Pattern Design For Removing Substrate
So far, the resulting samples are identical to the samples we have made, with a di↵erence
of alignment marks.
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The suspending film requires etching the backside of the wafer, therefore it requires spin
coating a positive PR coating on the front side to protect the pattern. After exposure, the
PR will create a protective layer on the surface. Then turning the sample to the backside
and spin coating with the wetting film layer and positive PR. Expose under the window
mask to create the windows. Note that the alignment of the wafer is critical. We next
need to remove the substrate by Reactive-Ion Etching. After exposing, we will perform a
KOH etch on the sample. The KOH etching will produce characteristic anisotropic V-etch
with sidewalls that form a 54.7 degree angle with the surface. This will leave only the sili-
con nitride films freely suspended with the patterned heaters and metal pads on the top side.
However challenges for the solutions mentioned above still exist. For the first solution
by changing the fabrication of the heater from photolithography to e-beam lithography, it
will significantly increase time and cost. Also the alignment between the heater and the
pads is critical. Since the heater is small compared to the minimum resolution of pho-
tolithography, the mask must be carefully aligned with the e-beam patterns. More research
on the fabrication procedure is required.
For the second solution, that is, removing parts of the substrate to limit the thermal
transport within the film of interest, if the area of the substrate removed are large, the film
will become extremely fragile. Therefore in order to choose this approach, the heater and
probe region should be small compare to the entire pattern area.
Another issue in the boron nitride measurement is that the sample was not crystalized.
For the three crystalized boron nitride structure, c-BN has an analogous structure to dia-
mond. It is extremely hard, excellent wear resistance and chemically stable [61]. Therefore
c-BN films are mostly used as an abrasive and wear-resistant coating. Deposition methods
used for depositing c-BN are ion beam arrangement, rf sputtering, plasma enhanced chemi-
cal deposition and ion-beam enhanced deposition [62]. For w-BN, it has a similar structure
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with lonsdaleite (a rare hexagonal polymorph of cabon). In theory, w-BN has a potentially
higher strength than diamond, but it has not yet been tested in experiments because w-BN
rarely exist in nature and they are di cult to fabricate [63]. For h-BN, it has a structure
that is analogous to graphite. It is widely used as a lubricant and parts of high temperature
equipment due to its excellent thermal and chemical stability. Hexagonal boron nitride’s
in-plane thermal conductivity and the cross-plane thermal conductivity are significantly
di↵erent. In order to fabricate high quality h-BN film, method such as catalytic chemical
vapor deposition method [64] and ratio frequency bias magnetron sputtering [65] have been
proved to e↵ective.
7.2.2 Study Of The Thermal Resistance Between The Substrate And The Thin
Film
A method of observing the thermal resistance between the substrate and the thin film
is proposed: by changing the frequency of the voltage or current oscillating, we can change
the thermal penetration depth. The third harmonic response will change when the thermal
penetration approaches to the film thickness. Near that frequency region we are expecting
a large voltage change. If we can capture this change, we may deduct the thermal resistance
existing between the film of interest and the substrate.
While the mathematical model remains unsolved, I have performed a frequency sweep
under room temperature on 64 nm boron nitride sample.The result of the third harmonic
voltage is indicated in Fig. 7.2. In this measurement, we noticed a dramatic voltage change
near the frequency region between 23 MHz and 25 MHz. The corresponding thermal pene-
tration depth  p ⇡ 45 nm, about 30% less comparing with the film thickness. I wanted to
perform a finer measurement near the dramatic change region, but the step size is limited
due to the resolution of the lock-in amplifier. Therefore a study of the thermal resistance
between the film and the substrate and how the voltage drop related to the thermal resis-
tance between the film and the film of interest requires further study.
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Fig. 7.2: The Frequency Swipe On Boron Nitride Film
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