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Let k be any real number with k < 2. We will consider complex-
valued smooth functions f , f˜ on H of period 1, having exponential
decay at inﬁnity (i.e. they are  e−cy for y = (z) → ∞ with
c > 0) and such that f |kWN = C f˜ + qg . Here |k is an appropriately
deﬁned Petersson slash operator in weight k, C ∈ C∗ is a constant
and
qg(z) :=
i∞∫
0
g(τ )(τ − z)−k dτ (z ∈H)
is a period integral attached to a holomorphic function g :H→ C
such that both g and g|2−kWN have period 1, have only positive
terms in their Fourier expansions and the Fourier coeﬃcients are
of polynomial growth. An arbitrary power of a non-zero complex
number is deﬁned by means of the principal branch of the complex
logarithm. Under the assumption that k < 1, we will show that
the Mellin transform M( f , s) (σ  1) naturally attached to f has
meromorphic continuation to C and we will establish an explicit
formula for it (Section 2, Theorem 1). There are possible simple
poles at the points s = −n where n = 0,1,2, . . . and the residue at
s = −n essentially is equal to the “n-th period”
∞∫
0
g(it)tn dt
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and M( f˜ ,k − s).
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1. Introduction
Let H be the complex upper half-plane. Let f , f˜ be two complex-valued holomorphic functions
on H, periodic with period 1, with non-negative terms in their Fourier expansions and with Fourier
coeﬃcients of polynomial growth. We suppose that
f |kWN = C f˜ + q
where WN =
(
0 −1
N 0
)
is the Fricke involution, k is an integer, |k is the usual Petersson slash operator
in weight k, C ∈ C∗ is a constant and q is a rational function.
In [4] Knopp showed that the Dirichlet series L( f , s) (σ := 	(s)  1) naturally attached to f
by Mellin transform has meromorphic continuation to C with ﬁnitely many possible simple poles at
certain integers points s. There is also a functional equation relating L( f , s) to L( f˜ ,k − s). This is a
direct generalization of a well-known and classical result due to Hecke (q = 0), cf. e.g. [6].
Knopp’s result in particular applies in the case where f is an entire automorphic integral of weight
k and Dirichlet character χ on the group Γ ∗0 (N) ⊂ GL+2 (R) generated by the Hecke group Γ0(N) of
level N and WN [5]. For more information on automorphic integrals we refer the reader e.g. to [4].
Special cases of such automorphic integrals are functions of the form
f (z) =
z∫
i∞
g(τ )(τ − z)−k dτ (z ∈H)
where g is a cusp form of even integral weight 2− k 2 on Γ ∗0 (N). The associated period functions,
i.e. the functions
f |kγ − f
(
γ ∈ Γ ∗0 (N)
)
are just the usual period polynomials attached to g and γ and the L-function of f (up to a normal-
izing Γ -factor) is the L-function of g with s replaced by s − k + 1, as is easy to see.
The aim of this paper is to provide a certain generalization of Knopp’s results. Let k be any real
number with k < 2. We will consider complex-valued smooth functions f , f˜ on H of period 1, having
exponential decay at inﬁnity (i.e. they are  e−cy for y = (z) → ∞ with c > 0) and such that
f |kWN = C f˜ + qg .
Here |k is an appropriately deﬁned Petersson slash operator in weight k, C ∈ C∗ is a constant and
qg(z) :=
i∞∫
0
g(τ )(τ − z)−k dτ (z ∈H)
is a period integral attached to a holomorphic function g :H→ C such that both g and g|2−kWN
have period 1, have only positive terms in their Fourier expansions and the Fourier coeﬃcients are
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principal branch of the complex logarithm.
Under the assumption that k < 1, we will show that the Mellin transform M( f , s) (σ  1) natu-
rally attached to f has meromorphic continuation to C and we will establish an explicit formula for
it (Section 2, Theorem 1). There are possible simple poles at the points s = −n where n = 0,1,2, . . .
and the residue at s = −n essentially is equal to the “n-th period”
∞∫
0
g(it)tn dt
of g . Moreover, there again is a functional equation relating M( f , s) and M( f˜ ,k − s).
Functions as above naturally arise as f = f g with
f g(z) :=
z∫
i∞
g(τ )(τ − z)−k dτ (z ∈H),
where g is a cusp form of weight 2 − k and some unitary multiplier system v on Γ ∗0 (N) (and so
f g is a non-holomorphic automorphic integral of weight k and multiplier system v on Γ ∗0 (N)). The
associated period functions
f g |k,vγ − f g
(
γ ∈ Γ ∗0 (N)
)
(with the appropriate deﬁnition of |k,v ) in the latter case are equal to
i∞∫
γ−1◦i∞
g(τ )(τ − z)−k dτ
(cf. e.g. [5]), as is easily checked. The Mellin transform attached to f g – not surprisingly – turns out to
be a normalizing hypergeometric function times the L-function of g itself, with s replaced by s−k+1.
We will provide a direct proof for the latter assertion for arbitrary k < 2 (Section 3, Theorem 2).
We remark that the function
−
(
i
2
)k−1
( f g)
c(−z) =
(
i
2
)k−1 i∞∫
−z
g(τ )(τ + z)−k dτ (z ∈H)
(where hc(z) := h(−z) for any h :H→ C) can be realized as the non-holomorphic part of a harmonic
weak Maass form of weight k and multiplier system v (cf. [2]). Note that the corresponding holomor-
phic part is called a mock modular form, its shadow is gc [7].
In the above context, a natural question seems to be if one could attach in a natural way a Dirichlet
series with meromorphic continuation to a mock modular form with shadow a non-zero cusp form.
The answer, however seems to be negative. We will shortly discuss this in Section 4, and we are
indebted to J. Bruinier for pointing out to us the arguments.
Notations. If z,w ∈ C and z = 0, we set zw := ew log z where log z (z = 0) is the principal branch of
the complex logarithm. We denote by k a real number < 2. We let WN =
(
0 −1
N 0
)
. If s ∈ C, we put
σ := 	(s).
304 Y.J. Choie, W. Kohnen / Journal of Number Theory 132 (2012) 301–3132. Mellin transforms and smooth automorphic integrals
If h :H→ C is a function and  ∈ R, we deﬁne
(h|WN)(z) := (−i
√
Nz)−h
(
− 1
Nz
)
(z ∈H).
We let g :H→ C be a holomorphic function with period 1 and Fourier expansion
g(z) =
∑
n1
c(n)e2π inz (z ∈H)
such that
c(n)  nc
for some c > 0. We denote by
L(g, s) :=
∑
n1
c(n)n−s (σ > c + 1)
the L-series of g and deﬁne
L∗(g, s) := Ns/2(2π)−sΓ (s)L(g, s) (σ > c + 1). (1)
We will require that (g|2−kWN )(z) has similar properties as those required for g above.
Then under the above conditions, according to a classical result of Hecke (cf. e.g. [6]) L∗(g, s) has
holomorphic continuation to C and the functional equation
L∗(g,2− k − s) = L∗(g|2−kWN , s)
holds.
For g as above we deﬁne a period integral by
qg(z) :=
i∞∫
0
g(τ )(τ − z)−k dτ (z ∈H).
Since g(z) and (g|2−kWN )(z) are of exponential decay at inﬁnity, the integral is easily seen to be
absolutely convergent.
Now let f and f˜ be two complex-valued smooth functions on H of period 1 that are of exponen-
tial decay at inﬁnity. We require that
f |kWN = C f˜ + qg (2)
with some C ∈ C∗ .
It is easy to check that
qg |kWN = q(g|2−kWN )
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f˜ |kWN = C−1 f + qh (3)
where
h := −C−1g|2−kWN .
Thus f˜ enjoys the same properties as f .
We (formally) deﬁne the Mellin transform of f by
M( f , s) := Ns/2
∞∫
0
f (iy)ys−1 dy (s ∈ C).
Lemma. The integral M( f , s) is absolutely convergent for σ  1.
Proof. As usual we split up the integral into an integral from 1/
√
N to ∞ plus an integral from 0 to
1/
√
N . Since f (iy) is exponentially small for y → ∞, the ﬁrst integral is absolutely convergent for all
s ∈ C. In the second integral we substitute y → 1/Ny and then from (2) obtain
1/
√
N∫
0
f (iy)ys−1 dy = CN k2−s
∞∫
1/
√
N
f˜ (iy)yk−s−1 dy + N k2−sik−1 I(s) (4)
where (formally) for s ∈ C we have put
I(s) := i1−k
∞∫
1/
√
N
qg(iy)y
k−s−1 dy
=
∞∫
1/
√
N
∞∫
0
g(it)(t + y)−k yk−s−1 dt dy. (5)
The integral involving f˜ (iy) is absolutely convergent for all s, as follows from our hypothesis. We
claim that the double integral I(s) is absolutely convergent for σ  1. Indeed, if k 0 we estimate
∣∣g(it)∣∣|t + y|−k  ∣∣g(it)∣∣y−k
and then use that g and g|2−kWN are exponentially small at inﬁnity. If k < 0 we observe that
(t + y)−k k,N (ty)−k
(
t  1, y  1√
N
)
and argue in a similar way as before. This proves Lemma. 
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(i) The function M( f , s) (σ  1) has meromorphic continuation to C. It is holomorphic except for possible
simple poles at s = −n, where n = 0,1,2, . . . and
ress=−nM( f , s) = ik−1N k−12 Γ (k + n)
Γ (k)
(−1)n
n! L
∗(g,n + 1) (n = 0,1,2, . . .).
(ii) The functional equation
M( f , s) − CM( f˜ ,k − s) = ik−1N k−12 Γ (s)Γ (k − s)
Γ (k)
L∗(g|2−kWN , s − k + 1)
holds.
(iii) One has the explicit formula
M( f , s) = N s2
∞∫
1/
√
N
f (iy)ys−1 dy + CN k−s2
∞∫
1/
√
N
f˜ (iy)yk−s−1 dy
+ ik−1N k2
∑
n0
Γ (k + n)
Γ (k)n! (−
√
N)n
( 1/√N∫
0
g(it)tn dt
)
· 1
s + n
− ik−1N k2
∑
n0
Γ (k + n)
Γ (k)n! (−
√
N)n
( 1/√N∫
0
(
(g|2−kWN)(it)
)
tn dt
)
· 1
k + n − s
+ ik−1N k2 Γ (s)Γ (k − s)
Γ (k)
1/
√
N∫
0
(
(g|2−kWN)(it)
)
ts−k dt (6)
as an identity between meromorphic functions on C. The ﬁrst two and the last integral are absolutely conver-
gent for all s. The two sums on the right-hand side of (6) are absolutely convergent for all s ∈ C, s = −n and
s = k + n, respectively with n = 0,1,2, . . . .
Proof. From (4) and what was already noted above, for σ  1 we have
M( f , s) = N s2
∞∫
1/
√
N
f (iy)ys−1 dy + CN k−s2
∞∫
1/
√
N
f˜ (iy)yk−s−1 dy + N k−s2 ik−1 I(s) (7)
with I(s) for σ  1 given by (5).
We have to investigate I(s). In the second line of (5) we interchange the order of integration and
for ﬁxed t > 0 ﬁrst evaluate
∞∫
1/
√
N
(t + y)−k yk−s−1 dy.
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N y
we ﬁnd for the latter integral the value
N
s
2
1∫
0
(1+ √N yt)−k ys−1 dy = N
s
2
s
F (k, s,1+ s;−√Nt)
[1, 15.3.1], where F (a,b, c; z) for a,b, c ∈ C and z ∈ C \ [1,∞] denotes the hypergeometric function,
given for |z| < 1 by
F (a,b, c; z) = Γ (c)
Γ (a)Γ (b)
∑
n0
Γ (a + n)Γ (b + n)
Γ (c + n)
zn
n! . (8)
Therefore
I(s) = N
s
2
s
∞∫
0
g(it)F (k, s,1+ s;−√Nt)dt.
We again split up the integral as the sum of the corresponding integral from 0 to 1√
N
and the
integral from 1√
N
to ∞ and in the second integral replace t by 1Nt . We also use the functional equation
for the hypergeometric function
F
(
k, s,1+ s;− 1√
Nt
)
= s
s − k (
√
Nt)k F (k,k − s,k − s + 1;−√Nt) + sΓ (s)Γ (k − s)
Γ (k)
(
√
Nt)s
(cf. [1, 15.3.7] with a = k, b = s, c = 1+ s, z = − 1√
Nt
).
We then ﬁnd that
I(s) = N
s
2
s
1/
√
N∫
0
g(it)F (k, s,1+ s;−√Nt)dt
+ N
s
2
s − k
1/
√
N∫
0
(
(g|2−kWN)(it)
)
F (k,k − s,k − s + 1;−√Nt)dt
+ Ns− k2 Γ (s)Γ (k − s)
Γ (k)
1/
√
N∫
0
(
(g|2−kWN)(it)
)
ts−k dt.
Therefore by (7) we deduce that
M( f , s) = N s2
∞∫
1/
√
N
f (iy)ys−1 dy + CN k−s2
∞∫
1/
√
N
f˜ (iy)yk−s−1 dy
+ ik−1 N
k
2
s
1/
√
N∫
g(it)F (k, s,1+ s;−√Nt)dt0
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k
2
s − k
1/
√
N∫
0
(
(g|2−kWN)(it)
)
F (k,k − s,k − s + 1;−√Nt)dt
+ ik−1N s2 Γ (s)Γ (k − s)
Γ (k)
1/
√
N∫
0
(
(g|2−kWN)(it)
)
ts−k dt. (9)
Since g is exponentially small at inﬁnity, the last integral on the right-hand side of (9) is holomor-
phic for all s ∈ C. For |t| < 1√
N
we ﬁnd from (8) the expansions
F (k, s,1+ s;−√Nt) = s
∑
n0
Γ (k + n)
Γ (k)
(−√Nt)n
n!
1
s + n
and
F (k,k − s,k − s + 1;−√Nt) = (k − s)
∑
n0
Γ (k + n)
Γ (k)
(−√Nt)n
n!
1
k + n − s .
Therefore at least formally we obtain for the second respectively third integral in (9) the values
s
∑
n0
Γ (k + n)
Γ (k)
(−√N)n
n!
( 1/√N∫
0
g(it)tn dt
)
1
s + n (10)
respectively
(k − s)
∑
n0
Γ (k + n)
Γ (k)
(−√N)n
n!
( 1/√N∫
0
(
(g|2−kWN)(it)
)
tn dt
)
1
k + n − s . (11)
To justify the exchange of the order of summation and integration we note that
1/
√
N∫
0
g(it)tn dt 
(
1√
N
)n 1/√N∫
0
∣∣g(it)∣∣dt g
(
1√
N
)n
.
Therefore the series of absolute terms in (10) is majorized by the series
∑
n0
Γ (k + n)
Γ (k)n!
1
s + n (12)
which is absolutely convergent for s not a non-negative integer since k < 1. Indeed, the series in (12)
is the hypergeometric series F (k, s, s + 1;1), see [1, 15.1.1] with a = k, b = s, c = 1 + s and observe
that Re(c − a − b) = 1− k > 0. 
Remark. The series (12) is still conditionally convergent for 1 k < 2.
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We therefore conclude identity (6). From (6) we deduce that M( f , s) extends to a meromorphic
function on C, holomorphic except for possible simple poles at the points s = −n and s = k + n with
n = 0,1,2, . . . .
Thus the ﬁrst assertion of (i) and the assertion (iii) have been proved.
Let us compute the residue of M( f , s) at s = −n. Since
ress=−nΓ (s) = (−1)
n
n!
we ﬁnd that
ress=−nM( f , s) = i−k−1N k+n2 Γ (k + n)
Γ (k)
(−1)n
n!
( 1/√N∫
0
g(it)tn dt
)
+ ik−1N− k2 Γ (k + n)
Γ (k)
(−1)n
n!
( 1/√N∫
0
(
(g|2−kWN)(it)
)
t−n−k dt
)
.
Substituting t → 1Nt in the second integral we see that it has the value
Nn+
k
2
∞∫
1/
√
N
g(it)tn dt.
Therefore we ﬁnally ﬁnd that
ress=−nM( f , s) = ik−1N k+n2 Γ (k + n)
Γ (k)
(−1)n
n!
( ∞∫
0
g(it)tn dt
)
= ik−1N k−12 Γ (k + n)
Γ (k)
(−1)n
n! L
∗(g,n + 1)
where in the last line we have used (1) and Mellin transform.
Since
ress=k+nΓ (k − s) = (−1)
n+1
n!
we also have
ress=k+nM( f , s) = −ik−1N k+n2 Γ (k + n)
Γ (k)
(−1)n
n!
( 1/√N∫
0
(
(g|2−kWN)(it)
)
tn dt
)
− ik−1N k+n2 Γ (k + n)
Γ (k)
(−1)n+1
n!
( 1/√N∫
0
(
(g|2−kWN)(it)
)
tn dt
)
= 0.
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M( f , s) − CM( f˜ ,k − s)
using (6) and using (6) with f replaced by f˜ and s replaced by k − s, observing (3). We then ﬁnd
M( f , s) − CM( f˜ ,k − s) = ik−1Γ (s)Γ (k − s)
Γ (k)
(N
s
2
1/
√
N∫
0
(
(g|2−kWN)(it)
)
ts−k dt
+ N k−s2
1/
√
N∫
0
g(it)t−s dt)
= ik−1Γ (s)Γ (k − s)
Γ (k)
N
k−1
2 L∗(g|2−kWN , s − k + 1),
where to get the last line we again have substituted t → 1tN in the second integral.
3. A special case
Now let us suppose that f = f g where
f g(z) =
z∫
i∞
g(τ )(τ − z)−k dτ (z ∈H) (13)
and where g is a cusp form of weight 2− k > 0 and some unitary multiplier system v on Γ ∗0 (N) (cf.
Section 1).
If
g(τ ) =
∑
n1
c(n)e2π inτ ,
then writing τ = z + it with t  0 and z = x+ iy in (13) we ﬁnd that
f g(z) = −i
∞∫
0
g(z + it)(2iy + it)−k dt
= i−k+1
∑
n1
c(n)e2πny
( ∞∫
2y
t−ke−2πnt dt
)
e2π inx
= −
(
2π
i
)k−1∑
n1
c(n)nk−1e2πnyΓ (1− k;4πny)e2π inx,
where for a ∈ R we have denoted by
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∞∫
x
ta−1e−t dt (x> 0)
the incomplete Γ -function.
Therefore for σ  1 we have
M( f g, s) =
∞∫
0
f g(iy)y
s−1 dy
= −
(
2π
i
)k−1∑
n1
c(n)nk−1
∞∫
0
e2πnyΓ (1− k;4πny)ys−1 dy.
We now observe that
∞∫
0
e−β yΓ (ν;αy)ys−1 dy = α
νΓ (s + ν)
s(α + β)s+ν F
(
1, s + ν, s + 1; β
α + β
)
(	(α + β) > 0, σ > 0, σ + 	(ν) > 0),
cf. formula 6.455 in [3]. Choosing α = 4πn, β = −2πn, ν = 1− k we therefore ﬁnd that
∞∫
0
e2πnyΓ (1− k;4πny)ys−1 dy = (4πn)
1−kΓ (s + 1− k)
s(2πn)s+1−k
F (1, s + 1− k, s + 1;−1) (σ  1).
Hence we obtain
Theorem 2.With the above notations, we have
M( f g, s) = −(2i)−k+1 1
s
F (1, s + 1− k, s + 1;−1)L∗(g, s − k + 1).
Remark. Theorem 2 implies another proof of the meromorphic continuation of M( f , s) for general f
satisfying (2), with g a cusp form of weight 2− k > 0 as above. Indeed, let us write
f = f g + ( f − f g)
and apply Mellin transform. The function f − f g has period integral equal to zero, i.e. satisﬁes
( f − f g)|kWN = C( f˜ − f˜ g),
and one can obtain the holomorphic continuation of M( f − f g, s) in the usual way by splitting up
the integral from 0 to ∞ as before.
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In this section we would like to shortly point out why in general it does not seem possible to at-
tach in a natural way to a mock modular form h with shadow a non-zero cusp form a Dirichlet series
with analytic continuation to C. We are indebted to J. Bruinier for pointing out to us the arguments
which follow from results given in [2], and we will suppose that the reader is somewhat familiar with
part of that paper.
We will suppose for simplicity that k ∈ 12Z. Let H be a weak Maass form on a subgroup Γ of
SL2(Z) of ﬁnite index [2, Section 3]. Thus H is a complex-valued real-analytic function on H, trans-
forms like a modular form of weight k under Γ and is annihilated by the hyperbolic Laplace operator
k = y2−k ∂
∂z
yk
∂
∂z
in weight k. Each such H has a unique decomposition
H = h + g∗
where
g∗(z) := (2i)k
i∞∫
−z
g(−τ )(τ + z)−k dτ (z ∈H)
with
g := yk ∂H
∂z
,
and where h is a holomorphic function [2]. The function g is called the shadow of h and is a weakly
holomorphic modular form of weight 2− k on Γ . The function h is called a mock modular form [7].
Now suppose that g = 0 is a cusp form. Then the scalar product
〈g, H〉 = 〈g, g〉
is non-zero [2, 3.9]. On the other hand, one can compute the pairing 〈 , 〉 in terms of Fourier coef-
ﬁcients [2, Proposition 3.5]. Formula (10) in [2] then implies that h must have a non-zero Fourier
coeﬃcient with negative index. Therefore h(z) is exponentially growing for y → ∞ [2, Lemma 3.4]
and one cannot attach to h in an obvious way a Dirichlet series with analytic continuation to C.
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