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Abstract
In this expository note we review some recent results on Landau damping in the nonlinear
Vlasov equations, focusing specifically on the recent construction of nonlinear echo solutions
by the author [arXiv:1605.06841] and the associated background. These solutions show that
a straightforward extension of Mouhot and Villani’s theorem on Landau damping to Sobolev
spaces on Tn
x
× Rn
v
is impossible and hence emphasize the subtle dependence on regularity of
phase mixing problems. This expository note is specifically aimed at mathematicians who study
the analysis of PDEs, but not necessarily those who work specifically on kinetic theory. However,
for the sake of brevity, this review is certainly not comprehensive.
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1 Introduction and background
We are considering the collisionless Vlasov equations: the unknown f(t, x, v), called the distribution
function is a function of time, space (here we will take x ∈ Tn or x ∈ Rn), and velocity (v ∈ Rn)
and satisfies: 
∂tf + v · ∇xf + E · ∇vf = 0
E = −∇xW ∗x
(
ρf − ρ
0
)
ρf (t, x) =
∫
f(t, x, v) dv.
(1)
HereW is the fixed interaction potential which is specific to the physical application and ρ0 is a fixed
constant whose physical relevance is explained further below. In the physical applications we have in
mind, E = E(t, x) is the electric field. The distribution function f(t, x, v) is a non-negative function
with the physical interpretation that given a set A in phase-space A ⊂ Rnx ×R
n
v (or A ⊂ T
n
x ×R
n
v ),
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the quantity
∫
A f(t, x, v) dv dx gives the (normalized) number of particles satisfying (x, v) ∈ A. In
the situations we discuss, the model (1) is mostly relevant in plasma physics, however, for some
choices of W , this model also arises in stellar mechanics. See e.g. [34, 15] for an introduction
to plasma physics. In plasmas, f can model the distribution of either electrons or ions in certain
regimes and the presence of the other species is felt through ρ0. The two most important examples
of W are Poisson’s equation and shielded Poisson’s equation:
Ŵ (k) = CW |k|
−2 , (2a)
Ŵ (k) =
CW
α+ |k|2
, (2b)
where α > 0. The latter can arise in certain regimes when modeling ions, see [26, 27, 28] and
the references therein for mathematical details. Note the time-reversal symmetry: if f(t, x, v)
is a solution, then f(−t, x,−v) solves the same equation backwards in time. Moreover, any re-
arrangement invariant quantity is conserved – such quantities are known as Casimirs. There is also
conservation of the total energy (if it is initially finite):
E =
1
2
∫
|v|2 f(t, x, v) dv +
1
2
∫
ρW ∗ ρdx.
Here we will be considering perturbations of a homogeneous plasma:
f(t, x, v) = f0(v) + h(t, x, v),
with h ∈ L1x,v ∩ L
2
x,v (at least) and
∫
h(t, x, v) dxdv = 0 and
∫
f0(v) dv = ρ0. Note that for x ∈ Rnx
we are considering localized perturbations of an infinitely extended homogeneous plasma – basically
the first question asked by physicists [51, 35, 15], but unfortunately it has received little attention
from the mathematics community. The equations for h are then given as
∂th+ v · ∇xh+ E · ∇vf
0 + E · ∇vh = 0
E = −∇xW ∗x ρ
ρ(t, x) =
∫
h(t, x, v) dv
h(t = 0, x, v) = hin.
(3)
The unknown ρ is the density fluctuation. For initial data satisfying, for example, hin ∈ H
s;m
x,v for
an integer m > n/2 and s > n/2 + 1 (see appendix for notations), it is standard to prove that the
problem is locally well-posed in this class (i.e. there exists a unique solution at least on some time
interval h ∈ C([−T, T ];Hs;mx,v ) with T > 0). Getting sharp answers to such questions is not relevant
here, we will instead be concerned with understanding the behavior as t→ ±∞.
We are concerned with understanding the stability problem, that is, we are studying solutions
to (3) with hin small in suitable spaces. The phrase ‘Landau damping’ refers to the behavior that
E(t) → 0 as t→ ±∞. Such irreversible looking behavior can seem surprising at first, however, we
will see that it is not so surprising on closer inspection. First, we discuss the Landau damping for
linear equations below in §2 and then we discuss the nonlinear problem in §3. Further references
and historical contexts are briefly discussed therein.
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2 Linear dynamics: Landau damping, phase mixing, and the Orr
mechanism
The linearization of Vlasov is given by:
∂th+ v · ∇xh+ E · ∇vf
0 = 0
E = −∇xW ∗x ρ
ρ(t, x) =
∫
h(t, x, v) dv.
(4)
Consider first the free transport equation (also called the free-streaming equation):
∂th+ v · ∇xh = 0. (5)
The solution, in physical and Fourier is given by:
h(t, x, v) = hin(x− tv, v) (6)
ĥ(t, k, η) = ĥin(t, k, η + kt). (7)
Therefore, the density fluctuation is given by
ρˆ(t, k) = (2π)nĥin(k, kt).
The simplest observation is that decay of the Fourier transform of the initial data implies decay in
time for the density fluctuation (and more regularity ⇒ more decay of density fluctuation):
|ρˆ(t, k)| .
1
〈kt〉σ
sup
η
∣∣∣〈η〉σĥin(k, η)∣∣∣
|ρˆ(t, k)| . e−λ〈kt〉
σ
sup
η
∣∣∣eλ〈η〉σ ĥin(k, η)∣∣∣ .
By Sobolev embedding applied on the Fourier side, we can estimate the above supremum in fre-
quency to velocity localization in L2, which is more amenable for doing energy estimates. Hence,
regularity of the initial data implies decay of the density fluctuation. For nonlinear problems, it
is natural to determine what estimates exist which do not require a loss of regularity. We are not
particularly interested in studying solutions with low regularity, but such estimates are important
for designing quasilinear energy methods. In this guise, Landau damping is the same as velocity
averaging (see e.g. [24, 23, 32] and the references therein), though what we are discussing here is
simpler than what is normally considered there. It is a straightforward exercise in Fourier analysis
and the Sobolev trace lemma (see e.g. [1]) to prove the following.
Lemma 1. For all integers m > (n− 1)/2, there holds
‖ρ‖
L2t H˙
1/2
x
. ‖〈v〉mhin‖L2x,v (8)
‖ |k|1/2 ρ̂‖L∞k L
2
t
.
∑
|α|≤m
‖Dαη ĥin‖L∞k L2η , (9)
and at higher regularity,
‖〈∇x, t∇x〉
σρ‖
L2t H˙
1/2
x
. ‖〈v〉m〈∇x,v〉
σhin‖L2x,v (10a)
‖eλ〈∇x,t∇x〉
σ
ρ‖
L2t H˙
1/2
x
. ‖〈v〉meλ〈∇x,v〉
σ
hin‖L2x,v . (10b)
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If one plots the evolution in phase space (x, v) ∈ Tn × Rn, the image is similar to milk being
stirred into coffee. This, and related effects, are usually called phase mixing. To see physically
what is going on, consider a very large number of non-interacting particles on a ring. Initially, the
particles might be clumped all in one spot but distributed with different speeds. When released,
they spread out around the ring and approximately distribute evenly for long stretches of time. The
Landau damping in the free streaming equation is exactly this effect manifesting in the mean-field
limit. The passage from finite to infinite dimensions in the mean-field limit is what allows Landau
damping to be irreversible as t → ∞: information is lost since trajectories are not compact. This
irreversibility is neither unsettling nor mysterious: it is not much different than what occurs in
dispersive/wave decay [47, 33]. The main difference is that in dispersive equations, compactness is
being lost by spreading the solution out to infinitely large scales, whereas in phase mixing problems,
compactness is being lost by stirring the solution to infinitely small scales. Landau damping isn’t
any kind of damping at all, it is a type of dispersion.
In retrospect, it turns out that no discussion of Landau damping is quite complete without a
discussion of the effect known to the fluid mechanics community as the Orr mechanism [41] (in
the plasma physics community this is sometimes called anti-phase mixing ; see e.g. [44] and the
references therein). Consider the initial condition
ĥin(k, η) = e
−λ|η−η0|.
Then, of course
ρˆ(t, k) = (2π)ne−λ|kt−η0|.
Hence, the density fluctuation is exponentially localized at the specific critical time: tc = η0/k.
Specifically, this means that a small scale in the initial data (scale η−10 ) will eventually be unmixed
to O(1) scales after a long time. All frequencies with η0/k > 0 are eventually unmixed at tc = η0/k
to O(1) scales and have their 15 minutes of fame in the electric field. That we can get transient
growth of the density fluctuation is again not surprising: the problem is time-reversible. One gets a
similar transient growth in dispersive equations simply by starting with dispersed initial data that
is set up to re-focus at some future time (it is trivial to find smooth solutions to the Schro¨dinger
equation iut +∆u = 0 with ‖u(0)‖∞ ≤ ǫ but such that supt ‖u(t)‖∞ = 1). In dispersive equations,
one pays localization to get decay (e.g. ‖eit∆u(0)‖∞ . |t|
−n/2 ‖u(0)‖1) and in phase mixing, one
pays regularity. This example shows, among other things, that one cannot get Landau damping
estimates in L∞t without paying regularity (though, just like Strichartz estimates in dispersive
equations [47, 33] one can get time-averaged Landau damping; in this way, velocity averaging
lemmas are probably the best analogue of Strichartz estimates here).
2.1 Linearized Vlasov equations
The linearized equations are given by
∂th+ v · ∇xh+ E(t, x) · ∇vf
0 = 0
E(t, x) = −∇xŴ ∗x ρ
ρ =
∫
h(t, x, v) dv.
(11)
There is a beautiful additional structure to these equations which makes them tractable to detailed
analysis without as much technical difficulties as first guessed. The key is that one can deduce the
following Volterra equation for the density:
ρˆ(t, k) = ĥin(k, kt) −
1
(2π)n
∫ t
0
ρˆ(τ, k) |k|2 Ŵ (k)(t− τ)f̂0(k(t− τ))dτ. (12)
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This re-writes the evolution entirely on the density as a Volterra equation – only a slight generaliza-
tion of an ODE, so in a sense, we have essentially explicitly diagonalized (11). Such a structure is
unfortunately not present in the related fluid mechanics problems [56, 52, 53, 4] which makes those
linear problems much more difficult. However, the structure does survive (barely) when adding
certain collision operators [49, 3]. This Volterra equation was solved first by Landau [35] via the
Laplace transform; later expanded in e.g. [50, 43, 18]. See the Paley-Wiener theory [42] for more
on using Laplace transforms to solve Volterra equations. Such methods have been discussed several
times previously [11] and will not be elaborated further here. For (x, v) ∈ Tn × Rn, Penrose [43]
derived a nearly sharp stability condition for W and f0 which implies that the linearized Vlasov
equations behave in essentially the same manner as the free transport equation. That is, there
exists h∞ such that for s ≥ 0 and m > n/2 + 1 integers,
lim
t→∞
‖etv·∇xh(t)− h∞‖Hs,mx,v = 0; (13)
where we denote etv·∇xf = f(x+ tv, v) (the time-reversed solution to the free transport equation).
This is in close analogy with the concept of scattering in dispersive equations. For example, for
certain potentials V , one can show that solutions to the linear Schro¨dinger equation iut+∆u+V u =
0 satisfy
lim
t→∞
‖e−it∆u(t)− u∞‖Hs = 0. (14)
Each of these statements quantifies the idea that the more complicated equations (linearized Vlasov
and Schro¨dinger with potential) eventually converge to the free transport and free Schro¨dinger
respectively. On (x, v) ∈ Rn × Rn the linearized Vlasov equations are more subtle. If W is given
by Poisson interactions (2a) it was shown in [21, 22] that the linearized Vlasov equations do not
satisfy (13). However, if
∣∣∣Ŵ (k)∣∣∣ . 〈k〉−2 (e.g. for shielded Poisson (2b)), then (13) does hold [10].
Even in this latter case however, the decay of the electric field is much slower for x ∈ Rn compared
to Tn, which is an issue for the stability problem for the infinitely extended plasma.
3 Landau damping and nonlinear echoes
The main question is to determine on what time-scales the linearized predictions of Landau and
others are valid for the nonlinear Vlasov equations. That is, we are interested in studying the
following informal problem:
For a fixed norm ‖ · ‖X and all sufficiently small ǫ, find a time-scale t∗(ǫ,X) such that
the solution to the linearized Vlasov equations is a good approximation to the
nonlinear Vlasov equations if ‖hin‖X = ǫ and t ≤ t∗.
Immediately after Landau’s work, physicists began to ponder this question, though naturally they
were not precise about the choice of X – a mistake that would lead to some confusion. Many physi-
cists predicted that t∗ < ∞, and, as is sometimes the case with mathematically subtle questions,
the intuition was solid, but they were both right and wrong on this prediction (see e.g. discussions
in [45, 39, 11] and the references therein). The simplest formal calculation, found in most plasma
physics texts [15], suggests that maybe t∗ ≈ ǫ
−1 is the best one can hope for.
Work on the nonlinear Landau damping problem began in the mathematics community much
later with the work of Caglioti and Maffei [16] (see also [31] for improvements). These authors
exhibited real analytic solutions to the Vlasov equations with x ∈ T which displayed Landau
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damping as predicted by the linearized Vlasov equations. The work is quite analogous to proving the
injectivity of wave operators in dispersive equations [47], e.g. proving that for nonlinear Schro¨dinger
iut + ∆u = σ |u|
p u, for all u+ ∈ H
s, there is a solution to NLS defined on [T,∞) (for T maybe
very large) such that u(t) ≈ eit∆u+. In [37], the authors characterized some non-Landau damping
solutions which are close to equilibrium in Hs for s < 3/2, hence proving that for X = Hs with
s < 3/2, in fact, t∗ = 0. The breakthrough work of Mouhot and Villani [39] made major progress
on the time-scale question, working with the Gevrey-1/s norm:
‖eλ〈∇〉
s
f‖2 := ‖f‖Gλ,s . (15)
The authors prove that for X = Gλ,s for all s ∈ (0, 1] sufficiently close to one, one has t∗ = +∞. An
alternative, simpler, proof was put forward in [11] which also extended the results to the full range
of exponents predicted by Mouhot and Villani: s ∈ (1/3, 1].
Theorem 1 (Mouhot/Villani [39] (for s > 1/3, see [11]) ). Let (x, v) ∈ Tn × Rn, f0 satisfy the
Penrose linear stability condition, let 13 < s ≤ 1, λ > λ
′ > 0, and let m > n/2 be an integer. Then
there exists an ǫ0 such that if hin is mean zero, and
1
‖eλ〈∇〉
s
hin‖H0,mx,v = ǫ < ǫ0,
then there exists a mean-zero h∞ satisfying
2
‖eλ
′〈∇〉s
(
etv·∇xh− h∞
)
‖
H0,mx,v
. ǫe−
1
2
(λ−λ′)ts , (16)
|ρˆ(t, k)| . ǫe−λ
′|kt|s . (17)
Similar high regularity requirements arose also in related problems in fluid mechanics [9, 12, 5, 6].
It is incorrect to argue that Gevrey regularity is completely non-physical, however, it is also incorrect
to assert that this gives the whole physical picture, indeed, while perhaps some experiments might
be modeled with Gevrey regular data, it is surely not the case that all physical settings of interest
should be modeled thus. In Sobolev spaces, the predictions of linearized Vlasov on Tn × Rn are
(perhaps not sharp): for hin ∈ H
σ;m
x,v , there exists h∞ ∈ H
s−2;m
x,v such that for α < s− 2
‖etv·∇xh(t)− h∞‖Hα;mx,v . ǫ〈t〉
−s−2+α (18)
‖E(t)‖L2 . ǫ〈t〉
−σ. (19)
Using the techniques of [11], it is relatively easy to prove that essentially the same estimates hold
for the nonlinear Vlasov equations until t∗ & ǫ
−1. The next result, proved a few years later in [2],
shows that indeed, t∗ cannot be much larger than ǫ
−1 (the proof shows that t∗ is at most just a
little larger than |log ǫ| ǫ−1). Let δ be small and γ0 ≥ 2,
f0(v) =
4πδ
1 + v2
Ŵ (k) = ± |k|−γ0 or ± (1 + |k|)−γ0 .
We will have to require δ . ǫp for p ∈ (0, 1); we believe this to be purely technical. The proof also
strongly suggests that Gevrey-3 (e.g. s = 1/3 in Theorem 1) is exactly the sharp regularity; we
believe that our proof could probably be extended to prove this with some technical effort.
1At least in 1D, it suffices to take s = 1/3 and λ = O(ǫ1/3) [2] which shows that the requirement is less stringent
than it looks as it is only relevant for |ξ| & ǫ−1 (not a coincidence if one considers the Orr mechanism).
2One can be precise in asserting that the linearized equations are leading order accurate.
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Theorem 2 ([2]). Let R ≥ 1 and p ∈ (0, 1) be arbitrary. For all σ & R, for all ǫ sufficiently small,
all 0 < δ ≤ ǫp, there exists an hin satisfying
3
‖hin‖Hσ;1x,v ≤ ǫ, (20)
but such that at some finite time t∗ = t∗(ǫ,R) & |log ǫ| ǫ
−1:
‖et∗v·∇xh(t∗)‖Hσ−R+z & t
z
⋆ ≫ ǫ
−z, (21)
‖E(t∗)‖L2 & t
R−σ
∗ . (22)
The story is a bit different on Rn × Rn; see [10] for more discussion.
3.1 Landau damping in the nonlinear Vlasov equations on Tn × Rn
The original proof of Theorem 1 by Mouhot and Villani was obtained by a Nash-Moser-style Newton
iteration [39]. This is a natural way to approach the problem, but it was pointed out by Ho¨rmander
[30] that many of the advantages of these methods can be obtained via alternative approaches in-
volving the paradifferential calculus of Bony [14]. The intuition for this is that Nash-Moser/Newton
iterations layer on corrections to the solution at successively higher frequencies by linearizing around
lower frequencies. Paraproduct expansions, intuitively, linearize the evolution of higher frequencies
around lower ones in a simpler and more dynamic way. In [11] we introduce such an energy method
for obtaining nonlinear Landau damping results4. The methods actually bear a little more similar-
ity to the tricks used in quasilinear dispersive equations than to methods usually applied in fluid
mechanics or kinetic theory. The proof starts by writing (in dispersive equations g is usually called
the profile),
g(t, z, v) := h(t, z + tv, v) = etv·∇xh(t). (23)
Notice the crucial fact that
ρ̂(t, k) = (2π)nĝ(t, k, kt). (24)
It follows what uniform regularity estimates on g imply Landau damping of E, which in turn,
implies convergence estimates such as (16) by straightforward arguments. Define
A(t, k, η) = eλ(t)〈∇x,v〉
s
〈∇x,v〉
σ, (25)
with the convention that
Âf(t, k, η) = A(t, k, η)fˆ (t, k, η) (26)
Âρ(t, k) = A(t, k, kt)ρˆ(t, k). (27)
We then use a bootstrap argument to propagate the following hierarchy of estimates:
‖A(t,∇)g(t)‖2
H1,mx,v
. 〈t〉7ǫ2 (28a)
‖A(t,∇)g(t)‖2
H−β,mx,v
. ǫ2 (28b)∫ t
0
‖Aρ(τ)‖22dτ . ǫ
2. (28c)
3Nothing is pathological qualitatively: hin is also real analytic and is chosen such that f
0 +hin is strictly positive.
4The introduction of paraproducts instead of Nash-Moser/Newton for phase mixing is originally from [9], but other
than that, the methods of [11] and [9] are different.
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The main difficulty in closing the bootstrap is in obtaining (28c); the other estimates are easy
variations of standard Gevrey energy methods for transport equations (see e.g. [36] or [11] for
discussion). We need a self-consistent estimate on the coupled system of Volterra equations:
ρ̂(t, k) = ĥin(k, kt)−
1
(2π)n
∫ t
0
ρ̂(t, k)Ŵ (k) |k|2 (t− τ)f̂0(k(t− τ))dτ
−
∑
ℓ∈Zd
∫ t
0
ρ̂(τ, ℓ)Ŵ (ℓ)ℓ · k(t− τ)g(τ, k − ℓ, kt− ℓτ)dτ.
The linear term is treated via the Laplace transform. By the bootstrap regularity of g, the most
challenging contribution of the nonlinear integral comes from times when kt ≈ ℓτ . One is left with
considering a toy problem essentially of the form:
ρ̂(t, k) = Easy − ǫ
∑
ℓ=k±1
∫ t
0
ρ̂(τ, ℓ)Ŵ (ℓ)ℓ · k(t− τ)e−|kt−ℓτ |dτ. (29)
At kt ≈ (k + 1)τ , k(t − τ) ≈ t, and hence, we see that the ρ( ktk+1 , k + 1) has a very strong effect
on ρ(t, k). This “resonance” (not a true resonance, but one can call it a “pseudo-resonance” [48])
is well-known to plasma physicists – it is called a plasma echo, first isolated in the experiments of
Malmberg, Wharton, Gould, and O’Neil in 1968 [38]. We are not concerned with one echo, we are
concerned with a cascade: k + 2 7→ k + 1 7→ k 7→ k − 1 7→ ... 7→ 1. Such cascades were indeed
present in the experiments. This potentially creates growth due to the large coefficients; indeed, it
is formally a bit analogous to solving the following linear system by back-substitution:
1 2 0 · · · · · · · · · 0
0 1 2 0 · · · · · · 0
0 0 1 2 0 · · · 0
· · ·
0 0 · · · · · · 0 1 2
0 0 · · · · · · 0 0 1
x =

0
0
· · ·
· · ·
0
1
 ; (30)
one can check that |x| ≈ 2n where n is the dimension of the matrix. Mouhot and Villani used
heuristics based on this general picture to estimate ec|kt|
1/3
nonlinear growth on top of the linear
behavior, which prompted them to suggest that perhaps Gevrey-3 is sharp [39]. It is illuminating
to see what the plasma echoes look like on the distribution function g, which solves (for the purpose
of the toy model anyway):
∂tgˆ(t, k, η) = Easy + ǫ
∑
ℓ=k±1
ρ̂(t, ℓ)Ŵ (ℓ)ℓ · (η − kt)e−|η−tℓ|. (31)
The nonlinear growth of gˆ coming from the echoes occurs when η ≈ tℓ – exactly Orr’s critical
times! – and so we see that the inverse cascade in ρ manifests as a kind of low-to-high cascade on
g: information is pumped from modes like (−1, O(1)) to mode (k, η), then (k− 1, η), then (k− 2, η)
and so forth, potentially amplifying higher regularity norms of g. This is not the same kind of
cascade observed in e.g. nonlinear Schro¨dinger [17, 25]: we do not have large norm growth because
of a small amount of ‘energy’ moving to very high modes, we have large norm growth due to a large
amount of ‘energy’ moving to ‘moderately high’ modes.
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3.2 Nonlinear Echoes on T× R
Now, let us briefly summarize the proof of Theorem 2 in [2]. The purpose of this paper was to
construct arbitrarily small solutions with arbitrarily long chains of plasma echoes, a logical extension
of the original experiments [38] and a crucial step towards understanding the regularity requirements
of Theorem 1. The construction is slightly easier in the gravitational case, so we will show only
this. The construction is done via a modified scattering approach, sharing some similarities with the
constructions in [17, 29] for the nonlinear Schro¨dinger equations, despite the fact that our nonlinear
cascade mechanism and ‘dispersive’ mechanisms are very different. Analogous to [17, 29], we work
primarily on the unknown etv·∇xh(t) and begin by constructing a toy/reduced model which we
expect to be an accurate approximation for the true solution from special initial data, and then
show that there exist solutions to the toy model which exhibit the desired nonlinear growth behavior
(in our case, a long chain of plasma echoes). Our toy model is similar to that discussed above in
(29), (31). Then, we prove a long-time stability estimate to show that the approximate solution is
close to the true solution for long enough times. In our setting, the latter is more challenging than
the former.
We want to construct our solutions as corrections to linear mixing behavior, so it makes sense
to approximately specify a candidate h∞ in (13) rather than an initial condition. Define large
parameters t⋆ = η0 ≫ ǫ
−1 and k0 ≈ (ǫη0)
1/3. Fix a time tin = ǫ
−q for some q ∈ (0, 1) and set
fL(z, v) = 8πǫ
cos(z)
1 + v2
(32a)
fHin(z, v) =
ǫ
〈k0, η0〉σ
cos(k0x) cos(η0v)
1 + 4v2
, (32b)
and solve the nonlinear final time problem for r(t, z, v) = h(t, z + tv, v),
∂tr + E(t, z + tv)(∂v − t∂z)(f
0 + r) = 0, t < tin,
ρ(t, x) =
∫
R
r(t, z − tw,w)dw
r(tin) = f
L(z, v) + fHin(z, v),
(33)
to find the initial condition; see [2] for more information on how to perform the requisite (fairly
standard) energy estimates5. For t > tin we decompose the solution (after free transport evolution)
into three contributions: fL, the approximate solution for the low frequencies, fH the approximate
solution for the high frequencies, and g, the error:
h(t, x, v) = fL(x− tv, v) + fH(t, x− tv, v) + g(t, x− tv, v).
We take the low frequency approximate solution to be the free transport evolution (32a). The high
frequency approximate solution solves basically Vlasov linearized around f0 + fL:{
∂tf
H + EH(t, x+ tv) · ∇vf
0 + EH(t, x+ tv) · (∇v − t∇x)f
L = 0
EH = −∇xW ∗ ρ
H ,
(34)
with the minor adjustment that the term EL(t, x+ tv) · (∇v − t∇x)f
H has been dropped; however,
for t > tin this term will essentially be negligible. The key point of partial linearization: the ρ
H
5This implies that, while we have a very good idea about the low frequencies of the initial condition, we lose precise
information about the high frequencies in the data.
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evolution can be written as an infinite system of Volterra equation:
ρ̂H(t, k) = f̂Hin(k, kt)− δ
∫ t
0
ρ̂H(τ, k)Ŵ (k) |k|2 (t− τ)e−|k(t−τ)|dτ
− ǫ
∑
ℓ=k±1
∫ t
0
ρ̂H(τ, ℓ)Ŵ (ℓ)ℓ · k(t− τ)e−|kt−ℓτ |dτ. (35)
Hence, (34) is our toy model for the nonlinear dynamics. Lower bounds on ρH can then be effectively
obtained basically via back-substitution: first estimating ρH(t, k0), then estimating ρ
H(t, k0−1) and
so forth. It is crucial at this step to get extremely precise estimates on fH and ρH , specifically, we
will need our upper and lower bounds to come very close to matching. This requires some finesse,
and is much easier in the case of gravitational interactions – in the case of electrostatic interactions
the linear term causes oscillations of the density which make it hard to get lower bounds. This is
the main reason we take δ . ǫp for p ∈ (0, 1), however, we suspect this is purely technical. See [2]
for details on how to carry this out effectively.
Although estimating fH and ρH poses some challenges, the real work is estimating g, the error.
Denoting fE = fH + fL and EE = EL + EH , the error solves:
∂tg + Eg(z + tv)∂vf
0 + Eg(z + tv)(∂v − t∂z)f
E + EE(z + tv)(∂v − t∂z)g
+Eg(z + tv)(∂v − t∂z)g = −E , t > tin
ρg(t, x) =
∫
R
g(t, z − tw,w)dw,
Eg(t, x) = −(∂xW ∗x ρg)(t, x),
g(tin, z, v) = 0,
(36)
where E (the ‘consistency error’ of fE) satisfies
E = EL(z + tv)(∂v − t∂z)(f
L + fH) + EL(z + tv)∂vf
0 + EH(z + tv)(∂v − t∂z)f
H . (37)
The primary challenge is that it seems impossible to rule out that g loses more regularity than fH
– indeed, the same problematic terms arising from the linearization around f0 + fL are present in
both equations. This means g must have higher regularity than fH . There are two basic ideas for
over-coming the obvious issues this introduces: (A) both g and fH will be very small in weaker
norms, that is, fH and g are well-concentrated at high frequencies; (B) we need the regularity on g
to be not very far from fH , this means we need sophisticated energy estimates capable of capturing
very precisely the potential dynamics in g. Energy methods of this general type were introduced
to study mixing in fluid mechanics in [9], which subsequently led to many works on both the 2D
and the 3D Navier-Stokes equations near Couette flow [12, 13, 5, 6, 7]. See the recent review of [8]
for more information. These methods introduce time-dependent Fourier multiplier norms which are
adapted to the nonlinear ‘resonances’ such as the echoes in 2D Euler near Couette flow as in the
original work (nonlinear echoes have also been isolated experimentally in 2D Euler [55, 54]).
Let us be a little more precise. The energy methods used to estimate g are based on two Fourier
multipliers:
‖A(t,∇)g‖L2 , ‖B(t,∇)g‖L2 .
The multiplier B defines the low norm, a Gevrey-3 norm with a carefully tuned radius of regularity:
for various parameters γ, ν(t), and K,
B(t,∇) = 〈∇〉γeν(t)(Kǫ)
1/3〈∇〉1/3 ,
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whereas, the high norm is given by
A(t,∇) = 〈∇〉βeµ(t)(Kǫ)
1/3〈∇〉1/3G(t,∇), (38a)
G(t,∇) =
(
er(Kǫ)
1/3〈∂v〉1/3
w(t, ∂v)
+ er(Kǫ)
1/3〈∂z〉1/3
)
. (38b)
Here w(t, ∂v), which depends on ǫ and K, is related directly to precise upper bounds on the Volterra
equation (35). The goal then is to adapt the bootstrap energy method in [11] using now both A
and B based estimates:
‖〈v〉〈∇〉3Ag(t)‖L2 = . ǫ
2〈t〉5/2, (39a)
‖〈∇x, t∇x〉
2Aρ‖L2t (I;L2) . ǫ
2, (39b)
‖〈v〉Ag(t)‖L2 . ǫ
2, (39c)
‖〈∇x, t∇x〉
2Bρ‖L2t (I;L2) . 8ǫ
σ/5, (39d)
‖〈v〉Bg(t)‖L2 . 8ǫ
σ/5. (39e)
The design of w will crucially allow us to obtain the estimate (39b) via the Volterra equations,
however now, with the sharp Gevrey-3 with λ = O(ǫ1/3) property. The norms are tuned such that
estimates of the following general form hold:
‖A(q1q2)‖2 . ‖Aq1‖2‖〈∇〉
−1Bq2‖2 + ‖Aq2‖2‖〈∇〉
−1Bq1‖2,
which implies that the small-ness of the B-norms will balance inverse powers of ǫ lost from e.g.
‖AfH‖2 (recall this has slightly lower regularity than g). That E
H is so well-localized in time near
the critical times and that EL is so small for t & tin is also crucial.
4 Suppressing echoes: low frequency interactions, dispersion, and
collisions
Despite the ‘negative’ Sobolev space results of [2], there have been several works exploring under
what conditions one can obtain positive results in Sobolev spaces. The first were those of [19, 20],
which showed, for example, that for Ŵ which are compactly supported in frequency, one can obtain
the Sobolev space equivalent of Theorem 1. Indeed, each plasma echo requires a different mode of
W , and hence compact support in frequency implies only finitely many plasma echoes are possible.
Another work was [10], which considered (x, v) ∈ R3x×R
3
v with
∣∣∣Ŵ (k)∣∣∣ . 〈k〉−2 (necessary to ensure
that the linearized problem satisfies (13)). It turns out that a subtle dispersive mechanism suppresses
the plasma echoes for well-localized disturbances; see [10] for details. This further emphasizes the
differences between x ∈ Tn vs x ∈ Rn. Finally, there is the work of the author [3], which showed
that Coulomb collisions (or more precisely, a simplified model of such) can suppress plasma echoes
in Sobolev spaces, provided one relates the size of the data to the collision frequency. Finding the
optimal relation is analogous to the subcritical transition threshold problem in fluid mechanics; see
[5, 7, 3, 8] for more discussion. Physicists have long argued that collisions should suppress nonlinear
plasma echoes and make Landau damping possible for nonlinear models, and this work confirms
that original intuition [46, 40, 45]. Hence, we see that the works of [39, 2, 3] together paint an
interesting picture of Landau damping in (x, v) ∈ Tn×Rn, confirming to some degree the intuition
of physicists while at the same time showing that the nonlinear problem, despite being perturbative,
is very subtle mathematically.
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A Notation and Fourier analysis conventions
We denote 〈v〉 =
(
1 + |v|2
)1/2
and we use the multi-index notation: given α = (α1, . . . , αd) ∈ N
d
and v = (v1, . . . , vd) ∈ R
d then
vα = vα11 v
α2
2 . . . v
αd
d , D
α
η = (i∂η1)
α1 . . . (i∂ηd)
αd .
We use the short-hand
|k, η| =
√
|k|2 + |η|2 〈k, η〉 = 〈|k, η|〉.
We denote Lebesgue norms for p, q ∈ [1,∞] and a, b ∈ Rn as
‖f‖LpaLqb
=
(∫
Rn
(∫
Rn
|f(a, b)|q db
)p/q
da
)1/p
=
(∫ (∫
|f(a, b)|q db
)p/q
da
)1/p
,
and analogously if a ∈ Tn or b ∈ Tn.
We use the notation f . g when there exists a constant C > 0 independent of the parameters
of interest such that f ≤ Cg (we analogously define f & g). Similarly, we use the notation f ≈ g
when there exists C > 0 such that C−1g ≤ f ≤ Cg. We sometimes use the notation f .α g if we
want to emphasize that the implicit constant depends on some parameter α.
For a function g = g(x, v) with (x, v) ∈ Rnx × R
n
v , then we write its Fourier transform gˆ(k, η)
where (k, η) ∈ Rn × Rn with
gˆ(k, η) :=
1
(2π)n
∫
Rn×Rn
e−ix·k−iv·ηg(z, v) dz dv
g(x, v) :=
1
(2π)n
∫
Rn×Rn
eix·k+iv·ηgˆ(k, η) dk dη.
We use an analogous convention for Fourier transforms to functions of x or v alone. Similarly if
(x, v) ∈ Tnx × R
n
v , then we write its Fourier transform gˆ(k, η) where (k, η) ∈ Z
n × Rn with
gˆ(k, η) :=
1
(2π)n
∫
Rn×Rn
e−ix·k−iv·ηg(z, v) dz dv, g(z, v) :=
1
(2π)n
∑
Zn
∫
Rn
eiz·k+iv·η gˆ(k, η) dη.
Given a function m ∈ L∞loc, we define the Fourier multiplier m(∇x,v) via
̂m(∇x,v)f(k, η) = m((ik, iη))fˆ (k, η),
and analogously for functions and multipliers which depend only on space or velocity. We denote
Sobolev norms For σ ∈ R, we denote the homogeneous and inhomogeneous Sobolev norms:
‖f‖Hs(Rn) =
(∫
Rn
〈η〉2s
∣∣∣f̂(η)∣∣∣2 dη)1/2
‖f‖H˙s(Rn) =
(∫
Rn
|η|2s
∣∣∣f̂(η)∣∣∣2 dη)1/2 ,
and we frequently drop the domain Rn or Rnx × R
n
v if it is clear from context. We make analogous
definitions for functions of (x, v) ∈ Tnx × R
n
v , as well as functions of either x or v alone.
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Finally we note the following interchangeability for localization weights in velocity and deriva-
tives in frequency. Let m be an integer and s ≥ 0. Then there holds
‖〈v〉m〈∇x,v〉
sf‖L2 ≈m
∑
α∈Nn:|α|≤m
‖vα〈∇x,v〉
sf‖L2 ≈
∑
α∈Nn:|α|≤m
‖〈∇x,v〉
s (vαf) ‖L2
≈ ‖〈∇x,v〉
s(〈v〉mf)‖L2 .
The latter inequality follows from expanding on the Fourier side and applying Leibniz’s rule. Ac-
cordingly, we define the norm
‖f‖Hs;m := ‖〈v〉
m〈∇x,v〉
sf‖L2 ≈ ‖〈v〉
mf‖Hs .
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