Introduction
In recent years an increasing number of articles have been written on the use of multivariate analysis for clinical chemical problems. The review of Goldberg & Ellis (1) gives many examples in the different application areas. It shows that multivariate analysis can be applied succesfully for detecting common features, for instance, in the search for risk factors. It also demontrates the possibilities of multivariate analysis in data reduction, by quantitating the extra Information provided by an additional analysis. Finally, it reveals various examples of how to classify patients in different disease categories. This study deals with the classification of patients with joint complaints. These subjects were put into six classes based upon their complaints, radio-graphic findings and external appearance.
Usually many physical, chemical and haematological data are gathered and this raised the following questions: a) are physical, chemical and haematological data useful in discriminating between these patients and is the complete dataset needed or is part of the data sufficient? b) are these data or a subset operative in the distinction between a normal population and patients with joint disease? c) which variables are pathognomic for which disease?
The answers to these questions would lead to a red uction in the number and the variety of tests. Any good strategy will reveal the importance of serological tests but, since we are only interested in the relevance of higher order variables, we excluded serological tests from our dataset. Also, when dealing with descriptive variables, it is not surprising that much Potential data for each patient is not obtained.
An earlier study of Wilding et al. (2) was focused on changes in chemical and haematological data caused by drugs or due to the disease activity, but solely in cases of rheumatoid arthritis. The present paper deals with more variables, a broader scale of diseases and the problem of missing data.
Our purpose was not only to distinguish the patient groups from a group of apparently healthy individuals, but also to separate different disease categories from each other.
This study deals with a set of patients (objects), each of which generates the values of a certain number of test results (variables or features). Therefore a multivariate approach is necessary. Classification of objects and grouping of variables are the main purposes of this work.
The first problem is to reduce the number of variables to a manageable set. Assuming that tests not usually asked for are less meaningful, Vfe left out all those variables lacking in 25% or more of the patients. The remaining were ordered and reduced, using two feature selection pföcedures: variance weighting and the multivariate F-ratio. We used the selected set of variables in a linear discriminant approach to the classifiation of the patients in the different disease categories.
Materials
The study involves six disease categories äs shpwn in table 1. The reference group is a group of apparently healthy blood donors, varying adequately in sex and age.
Tab. l. Outline of selected groups of patients. 8  18  3  14  21  11   75   57   $   8  18  14  7  29  1?  88   29   Total   16  36  17  21  50  23  163   86 In the record Offices of the St. Elisabeth and Maria Hospitals in Tilburg, The Netherlands, we-looked for those patients whose main disease state corresponded to one of the six mentioned disease classes. All patients were classified according to the ICD.9.CM index. An independent physician read the medical records and checked the diagnosis. In addition, we interviewed the second consultant with regard to the reliability of the diagnosis. From the responses of these three (the first attending physician, the independent and the second consultant) we concluded that the diagnosis for the patients in question were all well established.
Variables *
From the medical records of the 163 patients, all those data were taken which had been obtained within 24 hours (48 hours in weekends) after admission. There proved to be 150 different variables. The 24 hour time limit was chosen to minimize time, therapeutic arid drug effects. v j
It seemed reasonable to suppose, and it was admitted by the consultant physicians, that data taken only incidentally were not gathered in relation to the joint complaints. As a first selection criterion, we therefore limited the variables to those found in at least 120 patients (= 75% It should be noted again that the rheuma serology data were not included, because their diagnostic efficiency is known and our object was to study the value of the other tests in relation to the kind and severity of the disease. Table 2 gives the ränge and the mean of the different variables for the six disease classes and the reference group. The numerical value of each test result for the appropriate number of variables was used to calculate, by linear discriminant analysis, the allocation of each patient to a particular disease category. By feature reduction the total number of variables necessary to discriminate all the disease categories from the reference population was determined to be 10. The decision to allocate any patient to a disease or non-disease category is based on the statistical analysis of all included variables and not on the absolute value of any individual test result.
Statistical Methods
We were left with 39 variables. In relation to the number of patients in the various disease classes, this number is too large for multivariate techniqües like linear discriminant analysis. We therefore introduced an intermediate
Step for further reduction .jof the number of variables, which uses'a combination of t wo feature selection procedures: feature selection by variance weighting and stepwise feature selection on the basis of the muitivariate* F-ratio.
Feature selection by variance weighting (6, 7) is a statistical technique in which each variable is weighted on the basis of its individual importance in the differentiation between each pair of diagnostic classes (no correlation is taken into account). The variance weight for two classes is the ratio of the interclass variance of thfe two classes to the intraclass variances of these classes (univariate F-ratio). The higher the variance weight, the higher the individual importance of the tests. This procedure was performed using the Software package ARTHUR (7).
Stepwise feature selection was performed on the basis of the multivariate F-ratio (8) . The method was applied using the Software package SPSS (9) . In the stepwise procedure, combinations instead of individual variables are considered. Initially, the single test which has the best value for the selection criterion is chosen; in the present case it is the F-ratio (the univariate one in the first step of the procedure and the multivariate one in the further Steps) for the Separation of the centroids of the diagnostic classes. This initial variable is then paired sequentially with each of the other available variables and the F-ratio is computed again. The variable which produces the most significant increase of the F-ratio is selected äs the second variable. The procedure continues in this way until all variables are included or the best variable in a given step of the procedure does not permit a significant increase of the multivariate Fratio. For the multivariate F-ratio, correlations between the variables are taken into account.
In multivariate techniqües there is a relation between the maximum permissible variables and the number of patients in a disease class, because too many variables will result in unstable estimates of the differences between the class centroids. Since the smallest diagnostic class contains only 16 patients (rheumatic fever) not more than 16 laboratory tests were selected in every paired weighting. the number of variables was thus reduced to 16.
The discriminatory performance of the laboratory tests was further investigated by means of linear discriminant analysis (8) . In general terms, linear discriminant analysis distinguishes diagnostic classes on the basis of a set of linear functions of the variables. The weight coefTficients in these functions are calculated in such a way that the ratio of between-class to within-class Variation is maximized, considering also the correlation between the variables. Linear discriminant analysis was performed using the program package SPSS. The method was not applied to pairs of classes, äs in the selection procedures, but directly to the seven diagnostic classes. This was done in order to obtain a better estimated pooled variance-covariance matrix with more patients, especially when a large number of variables are being used (for instance 20 laboratory tests).
Results

Feature selection for discriminating between different disease categories
With the described two feature selection methods the data in the six disease classes were compared mutually, one class with another. In each of the resulting l5 binary discriminating problems, only those variables were used which were present in a t least 75% of the patients involved in the particular paired classification problem. In this way we made use, in the comparison between gout and arthrosis, of only 10 variables, whereas in the comparison between rheumatic fever and lupus erythematosus, 33 variables were used. Tables 3 and 4 give the results.
For reasons mentioned above, only the six variables with the highest score are given, and they are ranked in order of decreasing value. At this stage we were left with 25 variables, which are mentioned at least once in tables 3 and 4. Table 6 shows the 16 variables, found by our Operation and mentioned in table 5, in relation to the 13 'textbook variables', and shows that there is a strong similarity between the variables we calculated and the fmdings mentioned in textbooks. After the selection of the most meaningful variables, the classification of patients was studied using linear discriminant analysis. This method is well known in ( clinical chemistry (l, 2).
When a patient is characterized by 10 variables, the patient may be represented äs a point in 10-dimensional space. Patients situated near to each other have similar patterns and, when the variables are sufficiently relevant, suffer from the same disease (or are both healthy).
Unfortunately, one cannot directly view a 10-dimensional space, but methods are available to represent this hyperspace in an optimal way in only two dimensions. The linear discriminant functions developed in linear discriminant analysis permit this.
Figure l a gives such a discriminant plot for the utilization-of 20 variables; l b is the same plot but includes only 10 variables, and Ic shows the plot when only 9 variables are used. They demonstrate, äs denoted in the legend to these figures, that it is possible to distinguish more or less between the seven classes, because about 60% of the subjects are classified correctly. These plots reveal that the reference group can be separated easily but only when more than 9 variables are included. When the variable, age, is eliminated in going from 10 to 9 variables, the distinction disappears.
Variables pathognomonic for each disease category
In this study the number of patients is so small that it is impossible to split the database to create an independent test set. When using the learning set äs test set, in the linear discriminant analysis, overoptimistic results can be obtained. The leave-one-out procedure is the solution in situations like these.
Statistically this is comparable with an independent dataset. A discriminant analysis is performed on the total number of patients minus one. Each time another one is omitted and is classified by means of bis discriminant scores in the accompanying analysis. The discrimination between the six disease categories on the basis of chemical and haematological variables is poor. When using the leave-one-out procedure, only 40% of the patients are classified correctly with 18 variables, while with 10 variables, only 31% are classified correctly. By means of linear discriminant analysis these values are increased to 62% and 51%, respectively. Much better results are gained by reducing the six disease categories to three by combining the infectious diseases, (rheumatic fever + osteomyelitis), the auto immune diseases (rheumatoid arthritis + lupus erythematosus) and 'mechanicaF defects (arthrosis + gout) s shown in figure 2 for 21 variables. Table 7 gives the result obtained by linear discriminant analysis. Thus, 71% of the patients can be classified correctly and this score does not alter by reduction of the number of variables to 8. 
Discussion
The first problem to be studied was the importance of the variable for the discrimination between disease categories. As usual in retrospective studies various data are missing for each patient.
Normally, the resulting problem is solved by substituting the mean vahie of each variable in the subgroup concerned for the missing data. The importance of each variable in the achieved classification can then be estimated.
However, when there are many missing data, the classification and the estimation become unreliable. Therefore, we applied two different selection methods. Variable selection by two methods with no and partial correlation correction yielded strongly differing results. The weak similarity between the two selections is an expression of the mathematical differences between the two methods but also an indication of dealing with derived, secondary variables that are indicative for a Status of being ill rather than for a specific disease.
•The two methods together lead to the selection of a set of variables that have a strong resemblance to the variable set selected pn clinical grounds. The nature of the selected variables and also the much higher classification scpre after reduction of the six disease categories to three combined classes clearly prove that the measured chemical and haematological effects accompanying joint diseases are not pathognomic, but probably only the result of an infection or autoimmunity, while the importance of the age and sex related variable once again makes i t clear that predisposition to suffer from the disease in question plays a substantial role.
The applied mathematical techniques, äs sophisticated äs they are, cannot provide more information than is stored in the datasets supplied. Therefore, our final conclusion is that these variables are not relevant to the diagnosis. They may however be helpful in objectivating the complaints and therapy results, since it is clearly possible to separate the disease groups from normal patients (reference group).
