Abstract. In the last decade our capability of solving integer programming problems has increased dramatically due to the effectiveness of cutting plane methods based on polyhedral investigations. Polyhedral cutting planes have become central features in optimization software packages for integer programming. Here we present some of the important polyhedral methods used in discrete optimization. We discuss applications to knapsack problems and robust combinatorial optimization.
(AMS Lectures on Trends in Optimization)
Introduction
A mixed-integer program is a linear optimization problem in which some of the decision variables take discrete values. Mixed-integer programming is a powerful and versatile modeling and optimization framework with diverse applications ranging from radiotherapy to financial/commodity exchanges, from fiberoptic network design to power generation. Rapid advances in information technologies lead to the emergence of new applications of mixed-integer programming with millions of discrete decision variables.
In the last decade we have observed a dramatic improvement in our ability to solve large-scale instances of mixed-integer programs. This achievement has been arguably due to efficient implementations of polyhedral methods in mixedinteger programming software packages. Our objective is to introduce some of these methods. We illustrate applications to knapsack problems and robust combinatorial optimization.
A (linear) mixed-integer program (MIP) is an optimization problem of the form The objective of the problem is to maximize the linear function cx+dy over the set of feasible points. For a thorough introduction to integer programming, the reader is referred to excellent texts [NW88, Sch87, Wol98] on this topic.
The polyhedral approach
Let S denote the feasible set of MIP and P denote the linear programming (LP) relaxation of S, i.e., Let conv(S) denote the convex hull of S. Since A, D, and b are rational, P is a rational polyhedron, that is, the intersection of a finite number of half-spaces defined by inequalities with rational coefficients. As any polyhedron is convex, P is a convex relaxation of the typically nonconvex feasible set S. Whereas the mixedinteger programming problem max{cx + dy : (x, y) ∈ S} is N P-hard [GJ79] , there is a polynomial algorithm for solving the linear programming problem max{cx+dy : (x, y) ∈ P } [Kha79] .
The polyhedral approach to mixed-integer programming is an outer convexification scheme, which capitalizes on the fact that convex relaxations-more precisely polyhedral relaxations-of mixed-integer programming are easier to solve than MIP. In this approach one attempts to solve successively stronger linear programming relaxations of MIP. The fundamental result that polyhedral methods rely on is the following theorem.
Theorem 2.1. [Mey74] 
conv(S) is a rational polyhedron.
The linearity of the objective function of MIP implies that (2.1) max{cx + dy : (x, y) ∈ S} = max{cx + dy : (x, y) ∈ conv(S)}.
Equality (2.1) and Theorem 2.1 imply that the nonconvex MIP boils down to solving an equivalent (convex) linear programming problem. However, in general, describing the constraints of conv(S) as an explicit system of linear inequalities is difficult [KP80] . The reader is referred to [Sch03] for a thorough coverage of polyhedral results on combinatorial optimization problems.
Valid inequalities.
In this section, we present a general method for deriving linear constraints for conv(S). Later, in Sections 3 and 4, we discuss how to find constraints for two specific applications.
For the pure integer case, i.e., when p = 0, Chvátal [Chv73] gives a finite, but not necessarily efficient, procedure for describing the inequalities of conv(S), which we summarize here: For any µ ∈ IR m + , the Chvátal-Gomory (CG) inequality
where A i denotes the ith column of A, is a valid for S. Validity of (2.2) follows simply from the integrality of the left-hand side for integral x. Adding to P all CG inequalities, we obtain the so-called elementary closure of P :
Since CG inequalities are valid for S, we have conv(S) ⊆ E(P ). It turns out that a finite number of µ is sufficient to describe E(P ). Consequently, E(P ) is a polyhedron itself, which suggests that E(E(P )) is well-defined. Chvátal shows that applying the elementary closure iteratively for a finite number of times, one obtains the convex hull of S.
Theorem 2.3. [Chv73, Sch87] Let P be a rational (or bounded) polyhedron and P (k+1) = E(P (k) ), where P (1) = E(P ). Then P (k) is a rational (or bounded) polyhedron for all k ≥ 1 and conv(S) = P (t) for some integer t.
Chvátal's result is for bounded polyhedra; Schrijver's result is for rational polyhedra. Inequalities (2.2) are called Chvátal-Gomory inequalities because they are equivalent to Gomory's earlier fractional cuts [Gom58, Gom60b] .
For the mixed-integer case, i.e., when p > 0, the CG inequality is not valid for S, since due to continuous variables y, the left-hand side of (2.2) is not integral for all points in S. For this general case, CG inequality is extended to the mixed-integer rounding (MIR) inequality [NW90] (2.3)
where f = µb− µb , f i = µA i − µA i for i ∈ I, and µ ∈ IR m + , and (z) + = max{z, 0}. Validity of (2.3) for S, can be shown by a simple disjunctive argument [MW01] . Observe that in the special case of pure integer programs (p = 0) MIR inequality (2.3) dominates CG inequality (2.2) as
. . , n. MIR inequalities are equivalent to Gomory's earlier mixed-integer fractional cuts [Gom60a] . Other general classes of inequalities for MIP include disjunctive inequalities of Balas [Bal75a, Bal79] , and split inequalities of Cook, Kannan and Schrijver [CKS90] . Similar to CG inequalities, MIR and disjunctive inequalities yield the convex hull of S if integer variables are restricted 0-1. Split inequalities are shown to give conv(S) in a finite number of closure steps when incorporated with a discretization of continuous variables. Sherali and Adams [SA90] , Lovász and Schrijver [LS91] , and Lasserree [Las01] give other convexification schemes for (mixed) 0-1 programming.
If our goal is to solve the optimization problem (2.1), however, constructing a complete linear description of conv(S) is neither necessary nor desirable. A cutting plane algorithm for (2.1) solves a sequence of linear programming relaxations, by adding at each iteration one or more new linear constraints that cut off an optimal solution of the previous relaxation, but not the feasible solutions of MIP. Algorithm 1 is a rudimentary cutting plane algorithm.
Gomory's fractional cutting plane algorithm for pure integer programming can be implemented so that it terminates in a finite number of steps. No finite cutting plane algorithm is known for mixed-integer programming. A numerical example of a cutting plane algorithm is given in Section 3.3. A computer program output of a cutting plane algorithm is presented in Section 4.4.
The crucial part of Algorithm 1 is how to find valid inequalities that cut off fractional solutions, which is discussed next. 
rational point x * is in P or not, and in the latter case, to construct a valid inequality
There is a polynomial algorithm for solving the separation problem for P if and only if there is a polynomial algorithm for solving the optimization problem max{cx : x ∈ P } for rational c ∈ IR n [GLS93] . Since the optimization problem (2.1) is N P-hard, in general, there is no polynomial algorithm for finding a valid inequality for conv(S) that cuts off a given point (x, y), unless P = N P. However, finding a cut may be easy for specific points (x, y), as in Gomory's fractional cutting plane algorithm [Gom60b] . In practice, polynomial heuristics are employed to find cuts. A prevalent approach is to use a relaxation T ⊇ conv(S) that is easier to separate. If a cut separates T and (x, y), then it separates conv(S) and (x, y). Since the converse statement does not hold, this approach may fail to find a cut. In that case, one either tries a different relaxation or resorts to enumeration.
State-of-the-art optimization software systems such as CPLEX 1 , LINDO 2 , and XPRESS-MP 3 integrate cutting plane algorithm and enumeration to solve MIPs. See [AS03] for a review that discusses many functionalities of MIP software systems.
Strong valid inequalities.
Definition 2.4. Given a valid inequality πx
Dimension of the face a valid inequality defines, may be viewed as a measure of the strength of the inequality. Facets of a polyhedron are its highest dimensional proper faces. It is known that facet-defining inequalities of conv(S) are sufficient to describe conv(S) as a system of linear inequalities. Therefore, given a discrete optimization problem, it is desirable to identify inequalities that define high-dimensional faces, or preferably facets, of the convex hull of the feasible set. Even if only a subset of facet-defining inequalities is known, they can be useful as cutting planes in strengthening the LP relaxations when incorporated in LP-based enumeration methods.
1 CPLEX is a trademark of ILOG, Inc. 2 LINDO is a trademark of LINDO Systems, Inc. 3 XPRESS-MP is a trademark of Dash Optimization.
An effective method for deriving strong valid inequalities is lifting. Lifting refers to extending simple valid inequalities for low-dimensional restrictions of polyhedra to ones that are valid in high dimensions. Lifting of inequalities has been introduced by Gomory [Gom69] in the context of the group problem. Padberg [Pad79] described the sequential lifting procedure for 0-1 programming, i.e., when integer variables are allowed to take one of the two values: zero and one. Since then, it has been studied extensively [Ata01, BZ78, GNS98, GNS00, JP81, LW03, Pad73, RdN02, Wol76, Wol77, Zem78, Zem89], particularly, for 0-1 and mixed 0-1 programming problems. Below we summarize the use of superadditive functions for lifting inequalities for general MIPs. Details can be found in [Ata01] .
We
i.e., the restriction of S obtained by fixing
We let Φ(a) = ∞ if the optimization problem above, referred as the lifting problem, is infeasible. Since (2.4) is valid for S(L, U ), the lifting problem is bounded for all a ∈ IR m for which it is feasible. The lifting function Φ is useful in proving the validity of extensions of (2.4) to higher dimensions. Observe that
In other words, using a superadditive lower bound φ on Φ, inequality (2.4) can be extended to a valid inequality
2.4. Disjunctive formulations. The disjunctive approach is another useful way for identifying valid inequalities and strong LP relaxations for mixed-integer programming. Let
Suppose we are interested in optimizing a linear function over the disjunction (union) of these polyhedra
which is typically a nonconvex set. From the linearity of the objective function it follows that the optimization problem can equivalently be solved over conv(P ). This statement is a generalization of the equality (2.1) since by fixing all integer variables to feasible values we obtain polyhedral restrictions of S. The following result is a characterization of conv(P ) using auxiliary variables.
and P be defined as above. Then
In particular, λ is integral in extreme points of Q.
We will illustrate the disjunctive approach for deriving strong LP relaxations in Section 4. Below we give a simple example.
Example 2.6. Suppose the feasible set of an optimization problem is given as
with a 1 , a 2 ≥ 0. P is, in general, a nonconvex set. This type of disjunctive constraint frequently arises in scheduling problems and is typically formulated as a mixed 0-1 program by introducing an auxiliary binary variable z:
where M is a constant such that M ≥ max{a
x ≤ 1 holds if z = 0, whereas constraint a 2 x ≤ 1 holds if z = 1. The LP relaxation of S is generally weak. However, using Theorem 2.5, we can define the convex hull of P implicitly as
Projecting out the auxiliary variables w and λ, it can be shown that
In general, writing an explicit description of the convex hull of P is difficult.
Application to the knapsack problem
The knapsack problem is an integer program defined over a single "budget" constraint. Formally it is stated as
If necessary, by complementing variables, i.e., replacing x i with u i −x i , we may assume without loss of generality that a ≥ 0. We may also assume that 0 < a i ≤ b for all i, since if a i = 0, the value of x i in an optimal solution can be determined from the objective coefficient c i , or if a i > b i , then x i = 0 in every feasible solution. The knapsack problem is N P-hard [GJ79] and it frequently arises as a subproblem of many practical problems. Since every constraint of an integer program without continuous variables can be viewed as a budget constraint, the feasible set of the knapsack problem forms a relaxation for any integer program. Consequently, valid inequalities for the knapsack problem are valid for any integer program and they can be effective in strengthening LP relaxations of general integer programs. For this reason strong valid inequalities for the knapsack problem play an important role in general purpose MIP software packages.
3.1. Binary knapsacks. In this section we describe some of the important classes of facets of the binary knapsack polytope Lifting of cover inequalities has been studied [Bal75b, BZ78, BZ84, GNS98, GNS99, HJP75, Wol75, Zem89] for extending them to facet-defining inequalities for K B . Here we illustrate superadditive lifting of cover inequalities [GNS00] . Suppose the cover inequality (3.1) defines a facet of K B (N \ C) ; thus, a i ≥ λ for all i ∈ C. For convenience we write the inequality as 
where i ∈ {0, 1, . . . , |C|−1}. Θ is a step function and is generally not superadditive. However, letting {i ∈ C : a i > λ} = {1, 2, . . . , }, it is easy to check that the continuous function ϕ :
where i ∈ {0, 1, . . . , −1}, is a superadditive lower bound on Θ for a ≥ 0. Therefore, 
Integer knapsacks.
In this section we describe valid inequalities for the the integer knapsack polytope
Let us generalize the definition of a cover for integer knapsacks. We say that
Now consider the restriction K I (N \C) of K I obtained by fixing all x i , i ∈ N \C to zero. Extending the combinatorial argument on covers for the binary knapsack set, since not all variables x i , i ∈ C can be at their upper bound simultaneously, inequality
is valid for K I (N \ C). However, unlike (3.1), inequality (3.4) is not facet-defining and may not even define a proper face of K I (N \ C) even if C is a minimal cover.
Another way to write inequality (3.4) is
that is, at least one x i must be less than its upper bound. However, observe that if a i < λ for all i ∈ C, the left-hand side of (3.5) is greater than one for all feasible solutions, which suggests the strengthening (3.6) i∈C (u i − x i ) ≥ λ/ā , whereā = max i∈C a i (see [CCMW98] ). Inequality (3.6) is indeed a CG inequality. To see this, write i∈C a i x i ≤ b as i∈C −a i (u i −x i ) ≤ −λ. Multiplying the latter inequality by 1/ā > 0 and rounding gives (3.6). For the 0-1 case, i.e., when u = 1, if C is a minimal cover, inequality (3.6) equals the cover inequality (3.1). Consider the example below.
Example 3.1. Suppose the integer knapsack polytope is given as
Let C = {1, 2} be a cover with λ = 30 + 36 − 45 = 21. As shown in Figure 1 , inequality (3.5)
does not support K I . However, the strengthened inequality (3.6)
defines a facet of K I in this example.
For binary knapsacks, whenever C is a minimal cover, the cover inequality (3.1) defines a facet of K B (N \ C). Furthermore, it is also easy to see that, if C is a minimal cover, the bounds on the variables and the cover inequality give a complete description of K B (N \ C).
As seen in Figure 1 , K I (N \ C) has other non-trivial facets besides the one defined by x 1 + x 2 ≤ 7. Also it should be clear that, in general, K I (N \ C) may not have any facet of the form i∈C x i ≤ π o . Therefore, we describe a generalization of inequalities (3.6), having coefficients that are not restricted to zero and one. Let C ⊆ N be a cover. For any ρ > 0, the integer cover inequality [Ata03a] (3.7)
It is of interest to know when inequalities (3.7) define facets of K I (N \ C). A necessary and sufficient condition for a subclass of the integer cover inequalities to define facets of K I (N \ C) is stated in the next theorem. For a cover C and i, ∈ C, let κ i = min{a i , λ}/a and consider the integer cover inequality The condition of Theorem 3.2 generalizes the facet condition of minimality of covers for binary knapsacks to integer knapsacks. To see this, observe that for the binary knapsack set, we have µ = a − λ < a and r = µ. Since µ ≥ 0 implies k i = 1 for all i ∈ C, Theorem 3.2 reduces to stating that i∈C x i ≤ |C| − 1 is facet-defining for K B (N \ C) if and only if a i ≥ λ for all i ∈ C, that is, C is a minimal cover. On the other hand, for = 2, we have µ = 36 − 21 = 15 and r = 6. In this case, since λ/a 2 = 21/9 = 3, κ 12 = 5/9 = 1 and κ 22 = 1, the integer cover inequality is (6 − x 1 ) + (4 − x 2 ) ≥ 3 or x 1 + x 2 ≤ 7. Both of these inequalities satisfy the condition of Theorem 3.2, and hence define facets of K I . This is also illustrated in Figure 1 .
Integer cover inequalities (3.8) can be strengthened by introducing nonpositive coefficients for variables not in the cover using the lifting functions defined in [Ata03b] .
A numerical cutting plane example based on cover inequalities.
Here we demonstrate a cutting plane algorithm based on cover inequalities (3.1) for the binary knapsack problem. Consider the example with four variables:
z IP = max 16x 1 + 22x 2 + 12x 3 + 8x 4 s.t. 5x 1 + 7x 2 + 4x 3 + 3x 4 ≤ 14 (3.9)
Step 1. First we solve the LP relaxation of (3.9) by relaxing the domain of the variables as 0 Step 3. This time the cover inequality
corresponding to minimal cover C = {1, 2, 4} cuts off x 2 LP . Therefore, we add it to the LP relaxation and resolve. The optimal solution to this LP relaxation turns out to be integral: x 3 LP = (0, 1, 1, 1) with objective value z 3 LP = 42. Since x 3 LP is a feasible (integer) solution to (3.9), which is optimal for an LP relaxation, it is optimal for (3.9) as well. Observe that as new cuts are added, the LP relaxation is strengthened and its optimal objective value decreases. We should point out that one may not be as lucky as on this example to find an optimal solution just by adding cover inequalities. Actually, finding cover inequalities violated by LP relaxations is itself another optimization problem, which is N P-hard [KNT98] ; however, there are heuristic algorithms that perform very well in practice [GNS98] . If no more cover violated cover inequities can be found, one can resort to adding other classes of known valid inequalities or to branching.
Application to robust combinatorial optimization
In this section we illustrate how polyhedral methods may be employed for deriving strong LP relaxations for robust combinatorial optimization problems. Robust optimization is a paradigm for finding a solution to an optimization problem when the parameters of the problem are not fixed, but belong to a well-defined uncertainty set. In this scheme, one typically aims for a solution that maximizes (or minimizes) the worst objective value for all realizations of the parameters in the uncertainty set.
Consider a combinatorial optimization problem 
Here r is a parameter used to control the degree of conservatism. The bigger the r is, the more conservative is the solution. One obtains the nominal problem (4.1) as a special case by setting r = 0. After linearizing the objective using the LP dual of the inner maximization problem, (4.2) can be rewritten as the following mixed 0-1 program [BS03] (4.3)
Bertsimas and Sim show that if the nominal problem (4.1) is solvable in polynomial time, so is its robust counterpart (4.3). However, in general, the given robust model (4.3) has typically a very weak LP bound, which makes it difficult to solve with an LP-based MIP solver. Here we describe reformulations of (4.2) with strong LP relaxations.
A disjunctive formulation.
The first strong formulation is based on the observation that the variable z takes at most n + 1 distinct values in extreme points of conv(R). Let R(δ) = {(x, y, z) ∈ R : z = δ} for a fixed δ ≥ 0, that is,
. Since the constraints of R(δ) are decoupled, by improving the coefficients of each constraint, it is easy to see that the convex hull of R(δ) can be written as
On the other hand, since z ∈ {d 0 , d 1 , . . . , d n } in extreme points of conv(R),
is the recession cone of the LP relaxation of R. Then, from Theorem 2.5, for 4.2. Inequalities in the original space. Although polynomial in size, the disjunctive formulation (4.4) has a quadratic number of additional variables and constraints used to model robustness. Therefore, it may be preferable to give an explicit description of conv(R) in the original space of variables x, y, z.
Separation. Even though conv(R) can have as many as 2 n facets defined by inequalities (4.5), there is a polynomial separation algorithm for conv(R). Let G be a directed graph with n + 2 vertices labeled from 0 to n + 1; and let (i, j) be an arc in G if and only if 0 ≤ i < j ≤ n + 1. There is a one-to-one correspondence between inequalities (4.5) and the 0-(n + 1) paths in G; that is, j ∈ T if and only if j is contained on a 0-(n + 1) path. Given a point (x, y, z) ∈ IR Since (4.5) is valid for R, we have conv(R) ⊆ P. Is P ⊆ conv(R)? In order to answer this question, we will define an extended formulation of P with auxiliary variables. Since the separation problem of inequalities (4.5) is a shortest path problem, it can be formulated as the linear program
Introducing dual variables v for the equality constraints of (4.6), we can write the constraints of the dual problem as
Furthermore, the objective of the dual v n+1 − v 0 is nonnegative if and only if no inequality (4.5) is violated by (x, y, z) ∈ IR 2n+1 . Hence, by construction, P = proj x,y,z (Q), where
It can be shown that every minimal face of Q contains a point (x, y, z) with integral x, which implies the following theorem. Inequalities (4.5) are added as cuts to the above formulation to improve the LP relaxation. The implementation is done using the callable libraries of CPLEX. The code used to input the problem to CPLEX can be found in the Appendix section.
Following is the output of a computer program that solves a robust knapsack problem with 100 binary variables. The Objective column shows the improvement of the LP objective as cuts are added to the formulation. The Cuts column shows the number of cutting planes added at each iteration. In 21 iterations 1739 (user) cuts (4.5) are added to the formulation and the LP upper bound is improved from 7635.17 to 2535, which is the optimal integer objective value. The lines with * show the improvement of the best integer solution found by CPLEX. The problem is solved in 3 seconds without the need for enumeration. This example illustrates the usefulness of the polyhedral cutting planes in solving robust combinatorial optimization problems.
