Abstract. In this paper, we introduce a class of high order immersed finite volume methods (IFVM) for one-dimensional interface problems. We show the optimal convergence of IFVM in H 1 -and L 2 -norms. We also prove some superconvergence results of IFVM. To be more precise, the IFVM solution is superconvergent of order p + 2 at the roots of generalized Lobatto polynomials, and the flux is superconvergent of order p + 1 at generalized Gauss points on each element including the interface element. Furthermore, for diffusion interface problems, the convergence rates for IFVM solution at the mesh points and the flux at generalized Gaussian points can both be raised to 2p. These superconvergence results are consistent with those for the standard finite volume methods. Numerical examples are provided to confirm our theoretical analysis.
1.
Introduction. Interface problems arise in many simulations in science and engineering that involve multi-physics and multi-materials. Classical numerical methods, such as finite element methods (FEM) [9, 20, 44] , and finite volume methods (FVM) [6, 7, 10, 11, 19, 24, 25, 38, 39, 40, 41, 48, 51] usually require solution meshes to fit the interface; otherwise, the convergence may be impaired. The immersed finite element methods (IFEM) [1, 2, 31] are a class of FEM that relax the body-fitting requirement, hence Cartesian meshes can be used for solving interface problems with arbitrary interface geometry. The key ingredient of IFEM is to design some special basis functions on interface elements that can capture the non-smoothness of the exact solution. Recently, this immersed idea has also been used in a variety of numerical schemes such as conforming FEM [27, 32, 33] , nonconforming FEM [30, 34, 35] , discontinuous Galerkin methods [29, 36, 50] , and FVM [23, 28] .
The use of structured mesh, especially Cartesian meshes, often leads to some superconvergence phenomenon. The superconvergence is a phenomenon that the order of convergence at certain points surpass the maximum order of convergence of the numerical schemes. There has been a growing interest in the study of superconvergence, for example, finite element methods [4, 8, 18, 37, 42, 46] , finite volume methods [10, 13, 17, 21, 48] , discontinuous Galerkin and local discontinuous Galerkin methods [3, 14, 15, 16, 26, 45, 49] .
In this article, we first introduce a class of high order IFVM for one dimensional interface problems. Thanks to the unified construction of FVM schemes in [13, 51] and the generalized orthogonal polynomials developed in [12] , we can develop the high order IFVM in a systematical approach. To be more specific, we adopt the standard p-th degree IFE spaces [1, 2, 12] as our trial function space. Using the roots of generalized Legendre polynomials, known as generalized Gauss points, as the control volume, we construct the test function space as the piecewise constant corresponding to the dual meshes. The advantage of our IFVM is that it does not require the mesh to be aligned with the interface, and it inherits all the desired properties of the classical FVM such as local conservation of flux.
The main focus of this article is the error analysis of IFVM, especially the superconvergence analysis. By establishing the inf-sup condition and continuity of the bilinear form, we prove that our IFVM converge optimally in H 1 -norm. As for the superconvergence, we prove that the immersed finite volume (IFV) solution is superconvergent of the order O(h p+2 ) at the generalized Lobatto points on both non-interface and interface elements, and the flux error is superconvergent at the generalized Gauss points of the order O(h p+1 ). The error of IFV solution and the Gauss-Lobatto projection is superclose. In particular, for the diffusion interface problem, we show that the convergence rate of both the solution error at nodes and the flux error at Gauss points can be enhanced to O(h 2p ). All these results are consistent with the superconvergence analysis of the standard FVM in [13] .
However, there is a significant difference in the superconvergence analysis of IFVM compared with the analysis of standard FVM [13] . Due to the low global regularity of the exact solution, the standard approach using the Green function cannot be directly applied to the IFVM for interface problems. The key ingredient in the analysis is the construction of generalized Lobatto points and a specially designed interpolation function. That is, we first choose a class of generalized Lobatto polynomials as our basis functions that satisfy both orthogonality and interface jump conditions, then we use these orthogonal basis function to design a special interpolant of the exact solution which is superclose to the IFV solution. The supercloseness of the interpolation and the IFV solution yields the desired superconvergence results for the IFV solution.
The rest of the paper is organized as follows. In Section 2 we recall the generalized orthogonal polynomials and present the high order IFVM for interface problems in one-dimensional setting. In Section 3 we provide a unified analysis for the inf-sup condition and establish the optimal convergence in H 1 norm. In Section 4, we study the superconvergence property of IFVM. We identify and analyze superconvergence points for the IFV solution at both interface and non-interface elements. Numerical examples are presented in Section 5. Finally, some concluding remarks are summarized in Section 6.
In the rest of this paper, we use the notation"A B" to denote A can be bounded by B multiplied by a constant independent of the mesh size. Moreover, "A ∼ B" means "A B" and "B A". is an open interval in R. Let α ∈ Ω be an interface point such that Ω − = (a, α) and Ω + = (α, b). Consider the following one-dimensional elliptic interface problem
Here, the coefficients γ and c are assumed to be constants. The diffusion coefficient β has a finite jump across the interface. Without loss of generality, we assume it is a piecewise constant function
where β 0 = min{β + , β − } > 0. At the interface α, the solution is assumed to satisfy the interface jump conditions
2.1. Generalized orthogonal polynomials. First, we briefly review the generalized Legendre and Lobatto polynomials developed in [12] . These generalized orthogonal polynomials will be used to form the trial function space in the IFVM.
Let τ = [−1, 1] be the reference interval, and P n (ξ) be the standard Legendre polynomial of degree n on τ satisfying the following orthogonality condition (2.5)
Define a family of Lobatto polynomials {ψ n } on τ as follows
The generalized Legendre polynomials {L n } on τ with a discontinuous weight is defined as
The generalized Lobatto polynomials {φ n } can be constructed in a similar manner as (2.6) as follows:
These generalized orthogonal polynomials can be used as local basis functions on interface element, as they satisfy both the orthogonality and interface jump conditions:
Note that the generalized Legendre polynomials are polynomials, but the generalized Lobatto polynomials are piecewise polynomials. As pointed out in [12] , the generalized orthogonal polynomials can be explicitly constructed. In Figure 2 .2, we plot the first few generalized orthogonal polynomials forβ = [1, 5] , and the reference interface pointα = 0.15. For comparison, we also plot the standard Legendre and Lobatto polynomials in Figure 2 .1. We note that these functions are consistent with the generalized orthogonal polynomials when β + = β − , as stated in Lemma 3.2 in [12] . 
? 2 (x) 2.2. Immersed finite volume methods. In the subsection, we introduce the immersed finite volume methods for solving the interface problem (2.1) -(2.4). Consider the following partition of Ω, independent of interface (2.12)
For a positive integer N, let Z N := {1, · · · , N } and for all i ∈ Z N , we denote
be a partition of Ω, and we suppose the partition is shape regular, i.e., the ratio between the maximum and minimum mesh sizes shall stay bounded during mesh refinements. We call the element τ k the interface element since it contains the interface point α, and the rest of elements τ i , i = k noninterface elements. The basis functions of the trial function space is constructed using the (generalized) Lobatto polynomials. In fact, we define the basis functions in each element
Then corresponding trial function space is defined by (2.14)
Obviously, dim U T = N p − 1.
Next we present the dual partition and its corresponding test function space. It has been shown in [12] that the generalized Legendre polynomials {L n } and generalized Lobatto polynomials {φ n } have same numbers of roots as the standard Legendre polynomials {P n } and Lobatto polynomials {ψ n }. Let
We denote by g i,j , j ∈ Z n the (generalized) Gauss points of degree n in τ i . That is, the n roots of P i,n . With these Gauss points, we construct a dual partition
where
The test function space V T consists of the piecewise constant functions with respect to the partition T , which vanish on the intervals τ 1,0 ∪ τ N,p . In other words,
] is the characteristic function on the interval τ i,j . We find
where v i,j , (i, j) ∈ Z N × Z pi are constants. Multiplying (2.16) with v i,j and then summing up all i, j, we obtain
The bilinear form of IFVM can be written as (2.17)
3. Convergence analysis. In this section, we derive the error estimation for IFVM. Following the same idea as in [13] , we first prove the inf-sup condition and continuity of the IFVM, and then use them to establish the optimal convergence rate of the IFV approximation.
3.1. Inf-sup condition. We begin with some preliminaries. First, for any subdomain Λ ⊂ Ω, where Λ ± = Λ ∩ Ω ± , we define the following Sobolev spaces for m ≥ 1 and q ≥ 1 in Λ as
equipped the norm and semi-norm If Λ = Ω, we usually write · m,q instead of · m,q,Ω , and | · | m , · m instead of | · | m,2 , · m,2 when q = 2 for simplicity. Second, we define a discrete energy norm for all v ∈ H 1 (Ω) by
Here A i,j , (i, j) ∈ Z N × Z p are the weights of the Gauss quadrature
for computing the integral
Also, we define a linear mapping Π h :
where the coefficients v i,j are determined by the constraints
Lemma 3.1. For any v T ∈ U T , there holds
Proof. Noticing that (βv T ) 2 ∈ P 2p−2 for all v T ∈ U T , and the p-point Gauss quadrature is exact for all polynomials of degree up to 2p − 1, we obtain
Then the first inequality (3.3) follows. Denote v 1,0 = 0. It follows from a direct calculation that
and thus
On the other hand, for all v T ∈ U T , the derivative βv
Therefore,
In other words, we also have
Consequently,
Noticing that A i,j ∼ h i , we get
Then the second inequality of (3.3) follows.
We are now ready to present the inf-sup condition and the continuity of a(·, ·).
Moreover, if the mesh size h is sufficiently small, then
where both M, c 0 are constants independent of the mesh-size h. Consequently,
Proof. By (2.17) and the Cauchy-Schwartz inequality, we have
where the constant M only depends on β, γ, c. Then (3.7) follows.
Recall the definition of the linear mapping Π h , then we have
In light of (3.4), we have
To estimate I 2 , we let
(γv T (s) + cv T (s)) ds and denote by
the error of Gauss quadrature in the interval τ i , i ∈ Z N . Then
where in the second and last steps, we have used the integration by parts and the fact that v T (a) = v T (b) = 0. On the other hand, the error of Gauss quadrature can be represented as (see, e.g., [22] , p98, (2.7.12)))
where ξ i ∈ τ i . By the Leibnitz formula of derivatives, we have
Noticing that βv (k)
T ∈ P p , k ∈ Z p , the inverse inequality holds and thus
Plugging the estimate for E i into the formula of I 2 yields
Then for sufficiently small h, we have
In light of (3.
where c 0 is a constant independent of the mesh size h. The inf-sup condition (3.8) then follows. Combining the continuity (3.7), inf-sup condition (3.8), and the orthogonality of IFVM, we derive (3.9) following similar arguments as in [5] or [47] . Remark 3.1. As we may observe in the proof of the above theorem, (3.8) always holds no matter where the interface is. In other words, the inf-sup condition of the IFVM is independent of the location of the interface point. However, the error bound M c0 in (3.9) is dependent on the ratio ρ = βmax βmin . A direct consequence of the above theorem is the following error estimate for the IFVM.
be a partition of Ω such that the interface α ∈ τ k . Let u T ∈ U T be the IFV solution of (2.18), and u ∈W p+1,∞ β (Ω) be the exact solution of (2.1) -(2.4). Then there exists a constant C, depending on ρ = βmax βmin , γ, c and p, such that
Proof. Noticing that · 1 ≤ · G , we have from (3.9)
where u I is some interpolation function of u. Then (3.11) follows from the approximation theory of the immersed finite element space [2] .
4. Superconvergence analysis. In this section, we derive some superconvergence properties of IFVM. First we introduce a special Guass-Lobatto projection, which is of great importance in the superconvergence analysis. For any u ∈W 
We define the Gauss-Lobatto projection
LetŨ T = {v ∈ C(Ω) : v| τi ∈ span{φ i,n : n = 0, 1, · · · , p}, v(a) = 0}. Then we define a special function ω T ∈Ũ T as follows.
(Ω) and ω T ∈Ũ T be the special function defined by (4.
where C is a positive constant dependent on the coefficients β and γ.
Proof. First, βω T ∈ P p−1 is uniquely determined by the first condition of (4.3) and thus ω T is well-defined. Since ω T is continuous satisfying ω T (a) = 0, then ω T is uniquely determined. By the approximation property of I h (see, [12] ), we get
which gives
On the other hand, by Gauss quadrature,
denotes the error of Gauss quadrature in τ i . By the orthogonality of the Lobotto polynomials, we have (
Noticing that
we have
Then for all x ∈ τ i ,
This finishes our proof. We define a linear interpolant of ω T on [a, b] as follows.
It is easy to check that
Apparently, ω I ∈Ũ T and ω T − ω I ∈ U T . Moreover, there holds
Now we are ready to show our superconvergence properties of the IFVM.
be an partition of Ω such that the interface α ∈ τ k . Let u T ∈ U T be the IFV solution of (2.18) with p ≥ 2, and u ∈W 2p+1,∞ β (Ω) be the exact solution of (2.1) -(2.4). Then
• The IFV solution u T is superclose to the Gauss-Lobatto projection of the exact solution, i.e.,
• The function value approximation of u T is superconvergent at roots of φ i,p+1 , with an order of p + 2. That is,
where l i,j are zeros of φ i,p+1 .
• The flux approximation of βu T is superconvergent with an order of p + 1 at the Gauss points g i,j , (i, j) ∈ Z N × Z p , i.e., (4.9)
• For diffusion only equation, i.e., γ = c = 0, there hold
Here the hidden constants are dependent on the ratio ρ = βmax βmin , γ, c and p. Proof. First, let
where ω T is defined by (4.3), and ω I is the linear interpolant of ω T given by (4.5), and define a operator D
For all v T ∈ V T , it follows from (2.17)
where in the last step, we have used the definition of ω T in (4.3), which yields
which yields, together with (4.4) and (4.6)
Then by the Cauchy-Schwartz inequality, (4.4) and (4.6)
Now we choose v T = u I − u T ∈ U T in (3.8) and use the orthogonality to obtain
Noticing that (u h − u I )(a) = 0, we have
which yields
and thus,
This finishes the proof of (4.7). Since β(u T − I h u) ∈ P p−1 , the inverse inequality holds. Then
It has been proved in [12] that
Then (4.8)-(4.9) follow from the triangle inequality. Now we consider the special case γ = c = 0. For simplicity, we denote e u = u−u T . It follows from the FV scheme (2.16) that
In other words,
where C 0 is a constant. Summing up all (i, j) yields
where the error of Gauss quadrature E i in each element τ i can be represented as
where ξ i ∈ τ i is some point. Noticing that
Again, we use Gauss quadrature to obtain
Combining the estimates for C 0 and E i , the desired results (4.10)-(4.11) follow. The proof is complete.
Remark 4.1. As a direct consequence of (4.7), we immediately obtain the optimal convergence rate of the IFV solution under the L 2 norm. That is
Remark 4.2. The error estimate (3.11) and the superconvergence results (4.7) -(4.11) can be readily extended to interface problems with multiple discontinuity.
Remark 4.3. In general, there is no superconvergence behavior on the interface point α, unless it coincides with the generalized Gauss or Lobatto points. However, if the interfacecoincides with a mesh point, the IFVM becomes the standard FVM, and the function value is superconvergent of order O(h 2k ) according to the analysis in [13] Remark 4.4. The error estimate (3.11) and the superconvergence results (4.7)-(4.9) are valid for smooth variable coefficients γ = γ(x) and c = c(x), e.g., γ, c ∈ C 1 (Ω). This can be proved using the same argument as for the constant coefficients γ and c, (Ω) in Theorem 4.2 is stronger than that for the counterpart IFEM in [12] , which is u ∈W p+2,∞ β
(Ω). As we may observe in our analysis, the regularity assumption on the jump condition (3.1) for high order scheme is necessary. In other words, if the exact solution only satisfies the jump condition (2.4) instead of (3.1) for m > 1, then even the optimal convergence rate will be impaired, and this is further demonstrated in our numerical experiments (Example 5.3).
Numerical Examples.
In this section, we present some numerical experiments to demonstrate the features of IFVM.
We test the same example as in [12] . The exact solution is chosen as
where α = π/6 is the interface point, and (β − , β + ) = (1, 5) represents a moderate discontinuity of the diffusion coefficient.
We use a family of uniform meshes {T h }, h > 0 where h denotes the mesh size. We test the IFVM for polynomial degrees p = 1, 2, 3. Due to the finite machine precision, we choose different sets of meshes for different polynomial degrees p. The convergence rate is calculated using linear regression of the errors. Error e T = u T − u in the following norms will be calculated.
Here, e T N denotes the maximum error over all the nodes (mesh points). e T 0,∞ is the infinity norm over the whole domain Ω. This is computed by choosing 10 uniformly distributed points on each non-interface element, and 10 uniformly distributed points in each sub-element of an interface element, and then calculating the largest discrepancy. βe T G is the maximum error of flux over all (generalized) Gauss points. e T L is maximum solution error over all (generalized) Lobatto points. e T 0 and |e T | 1 are the standard Sobolev L 2 -and semi-H 1 -norms. e T P measures the maximum of the difference of errors at two consecutive nodes.
Example 5.1. (diffusion interface problem) In this example, we test IFVM for the diffusion interface problem, i.e., γ = c = 0. Errors and convergence rates for linear, quadratic and cubic IFVM solutions are listed in Tables 5.1, 5 .2, and 5.3, respectively. The convergence rates are consistent with our theoretical analysis in Theorem 4.2. In particular, we note that for quadratic and cubic IFVM solution, the flux error at Gauss points are of order O(h 2p ), which is higher than IFEM solution O(h p+1 ) [12] . Table 5 .1 Error of P 1 IFVM Solution with β = [1, 5] , α = π/6, γ = c = 0.
1/h
eT N eT 0,∞ βe T G eT 0 |eT |1 eT P 8 3.41e-05 1.92e-03 2.11e-04 9.71e-04 2.51e-02 2.14e-05 16 8.19e-06 4.81e-04 5.14e-05 2.42e-04 1.25e-02 2.89e-06 32 2.05e-06 1.20e-04 1.29e-05 6.06e-05 6.26e-03 3.82e-07 64 5.22e-07 3.01e-05 3.25e-06 1.52e-05 3.14e-03 4.95e-08 128 1.33e-07 7.53e-06 8.19e-07 3.82e-06 1.58e-03 6.31e-09 256 3.32e-08 1.88e-06 2.05e-07 9.56e-07 7.88e-04 7.95e-10 512 8.30e-09 4.71e-07 5.12e-08 2.40e-07 3.94e-04 9.96e-11 rate 1.99 1.99 2.00 2.00 1.00 2.95 Table 5 .2 Error of P 2 IFVM Solution with β = [1, 5] , α = π/6, γ = c = 0. Table 5 .3 Error of P 3 IFVM Solution with β = [1, 5] , α = π/6, γ = c = 0.
eT P 4 6.00e-12 1.87e-06 7.29e-09 3.91e-11 8.96e-07 3.41e-05 6.00e-12 5 1.30e-12 7.68e-07 1.93e-09 9.53e-12 3.53e-07 1.69e-05 4.19e-12 6 5.45e-13 3.71e-07 1.02e-09 3.51e-12 1.77e-08 1.01e-05 6.03e-13 7 1.99e-13 2.01e-07 4.09e-10 1.31e-12 9.35e-08 6.23e-06 1.41e-13 8 9.69e-14 1.18e-07 2.50e-10 6.26e- 13 (General elliptic equations) . In the example, we test the superconvergence behavior for general second-order equation, e.g., γ = 1 and c = 1. Tables 5.4 -5.6 report the errors and convergence rates of P 1 , P 2 , and P 3 IFVM approximation, respectively. Again, these data indicate the validity of our theoretical analysis. In Figures 5.1 -5 .3, we plot the solution error and the flux error in a uniform mesh consists of eight elements. Note that the interface α = π/6, depicted by an black dot, is in the fifth element. The (generalized) Lobatto points and the (generalized) Gauss points are show in red color. Clearly, we can see that solution errors and flux errors at these special points are much closer to zero, than the majority of the points. This again shows the superconvergence behavior of IFVM. Table 5 .5 Error of P 2 IFVM Solution with β = [1, 5] , α = π/6, γ = 1, c = 1. 
eT P 4 6.56e-09 1.89e-06 9.81e-08 2.02e-06 8.95e-07 3.41e-05 3.55e-09 6 1.82e-09 3.74e-07 1.29e-08 4.03e-07 1.77e-07 1.01e-05 7.17e-10 8 6.56e-10 1.18e-07 3.30e-09 1.28e-07 5.60e-08 4.27e-06 2.01e-10 10 2.56e-10 4.85e-08 1.13e-09 5.24e-08 2.30e-08 2.19e-06 6.42e-11 12 9.88e-11 2.34e-08 4.52e-10 2.52e-08 1.11e-08 1.27e-06 2.09e-11 14 3.58e-11 1.26e-08 2.00e-10 1.36e-08 5.98e-09 7.95e-07 6.53e-12 16 1.20e-11 7.39e-09 9.70e-11 7.96e-09 3.50e-09 5. For this example, we consider the following function as the exact solution
where m ≥ 2 is a positive integer. Direct calculation yields,
In particular, when m = 2, the function (5.2) satisfies only the minimal regularity requirement (2.4), but not the regularity condition in Theorem 4.2. We test the diffusion interface problems using both immersed finite volume method and the immersed finite element methods [12] . The errors of IFVM and IFEM solutions are presented in Table 5 .7, 5.8, respectively. We note that the superconvergence behavior at (generalized) Lobatto points and (generalized) Gauss points are both affected by the low regularity of the exact solution. However we may still observe some superconvergence behavior at these points, even though neither of these convergence rates come close to the maximum rates of convergence in the analysis for smooth solution. Moreover, we plot the errors of solution and flux for IFVM and IFEM in Figure  5 .4 and 5.5, respectively. We can observe that IFVM flux error at (generalized) Gauss points are much closer to zero than the IFEM solution, even for nonsmooth functions. However, IFEM solution seems more accurate than IFVM solution on noninterface elements. In particular, the numerical solution at the mesh points are still exact, and the error at Lobatto points are much closer to zero than other interior points. For IFVM, the solution error at Lobatto points seems not superconvergent on either the interface element and noninterface elements.
6. Concluding Remarks. In this paper, we present an unified approach to study a class of high order IFVM for one-dimensional elliptic interface problems. Using the generalized Lobatto polynomials which satisfy both orthogonality and interface jump conditions as the trial function space, and the generalized Gauss points as the control volume, we established the inf-sup condition and continuity of the bilinear form, and then proved that the IFVM solution converge optimally in both H 1 -and L 2 -norms. Furthermore, we designed a new approach to study the superconvergence of IFVM, which is different from the method of Green function used in [13] , and thus established superconvergence results for the IFV solution.
The extension of the superconvergence analysis for two-dimensional interface problems is non-trivial. There are at least two obstacles. First, to the best of our knowledge, only the lowest order immersed finite element spaces (P 1 on triangular meshes and Q 1 on rectangular meshes) are reported for two-dimensional interface problems. The construction of higher order immersed FEM/FVM functions is still under investigation. Secondly, in two-dimensional case, the interface becomes an arbitrary curve, and in 3D, a surface. Error analysis for standard energy norm or L 2 norm is very difficult for such interface problems, and we believe the superconvergence analysis could even more challenging. Hence, the superconvergence analysis for multi-dimensional interface problems is a whole new territory, and therefore worth separate papers for dedicated study. 
