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The effect of spin-charge separation is known to happen in one-dimensional many-body systems
in the presence of interactions between particles. In a few-body regime, however, little is known
about this phenomenon. To address this problem, we describe the time-evolution of a small system of
strongly interacting fermions with SU(N) symmetry after a sudden change in the trapping geometry.
The presence of strong contact interactions allows for a mapping between a multicomponent repulsive
gas and an effective spin chain, where the internal degrees of freedom of the atoms play the role of
different spin projections. This model captures the dynamical behavior of the system by taking into
account a set of time-dependent exchange coefficients, which are determined by the instantaneous
spatial densities of the system. We show how changing the trapping potential influences the spatial
distribution of each atomic species in the ground state of the spin chain. We then obtain the
dynamics of the spin densities after a sudden change in the trap. Even at the few-body level, the
excitation spectrum for this quantity presents clear separate signatures of both spin and charge
dynamics. Moreover, as the number of internal components is increased, we show that the spin
excitations vanish, and the dynamics can be predicted by the excitation frequencies expected for
a gas of impenetrable bosons. Additionally, we include the description of the dynamics under the
same quench protocol in a system where SU(N) symmetry is broken.
PACS numbers: 31.15.ac,67.85.-d,71.10.Ca
I. INTRODUCTION
Simplified quantum models of interacting particles in
one dimension have been, for decades, a favorite starting
point for theoretical physicists of different fields, such as
particle physics and condensed matter [1]. This is mainly
due to the possibility of finding exact mathematical so-
lutions for these models, which can provide insight into
more complex problems. This is the case, for instance, of
paradigmatic one-dimensional models with contact inter-
actions, for which the solutions can be found through the
method known as the Bethe ansatz [2, 3]. As examples,
we have the Lieb-Liniger model [4, 5] for bosons and the
Gaudin-Yang model two-component fermions [6, 7].
Additional interest has been drawn recently to this
area due to the arrival of experimental techniques that
allow for the construction of effectively one-dimensional
systems of cold atoms in optical lattices [8]. These ex-
periments feature a remarkable degree of control over
different parameters, such as the confinement frequency,
number of atoms and interactions between them [9, 10].
While theoretical models with exact solutions usually as-
sume periodic boundary conditions, different approaches
have made it possible to study one-dimensional systems
of atoms in confining geometries that range from the
harmonic trap [11, 12] to double-wells [13, 14] and one-
dimensional lattices [15, 16].
An effect of particular interest in this context is the
phenomenon known as spin-charge separation, where the
degrees of freedom related to the spatial and spin compo-
nents can be described independently. This effect is well-
described by the celebrated Tomonaga-Luttinger Liquid
(TLL) model [17]. Theoretical proposals for the obser-
vation of spin-charge separation usually employ the TLL
description [18] or assume weakly interacting many-body
Fermi [19] or Bose [20] mixtures. The strongly interacting
regime, however, is where this effect is expected to mani-
fest itself more dramatically, with the freezing of the spin
degrees of freedom as compared to the charge dynamics
[21]. Additionally, many works have explored the possi-
bility of describing a strongly interacting mixed system
as an effective spin chain [22–26], where the separation
of the spin and charge sectors arises naturally in a dy-
namical context [27, 28]. Such a framework is therefore
appropriate for studying this particular phenomenon.
Experimentally, ultracold atomic setups are good con-
didates for simulating a Tomonaga-Luttinger liquid [29–
31] and measuring spin-charge separation in detail. Un-
like experiments in condensed matter, ultracold atomic
ensembles usually allow for a fine tuning of the interac-
tions and the trapping geometries, as well as a precise
control over the number of atoms [32]. However, while
spin-charge separation has been observed in quantum
wires [33], measuremente with cold atoms are restricted
to static signatures [34], and a dynamical measurement
remains elusive [35].
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2FIG. 1. a) Sketch of the quench protocol adopted in this work. An imbalanced (N↑ = 3, N↓ = 1) strongly interacting two-
component system of atoms is initialized in the ground state of a harmonic potential modified by a gaussian bump centered at
x = 0. For t > 0 this perturbation is suddenly switched off, which induces a dynamical behavior in the spin density of each
component. The majority (minority) density ρ↑(↓)(x) is shown in red (blue). The black curves, which are rescaled for clarity,
show the shape of the trapping potential at t = 0 and t > 0. b)-c) Time-evolution of the spin densities, where length and time
are given in units of the harmonic potential (see text for details). Red and blue colors indicate higher and lower densities,
respectively. The slices shown in a) correspond to t/T0 = 0 and t/T0 = 5 in the figures on the right.
In this work, we present an analysis of the dynamics of
a strongly interacting few-body system of fermions with
SU(N) symmetry after a sudden change - a quench - in
the trapping potential. Recently, systems of cold atoms
in optical lattices with SU(3) and SU(4) symmetries have
been explored theoretically [36, 37].
We begin by presenting the formalism used to describe
a system of strongly interacting atoms in a trap, where
the Hamiltonian can be mapped into a spin chain with
position-dependent exchange coefficients. We then de-
scribe the quench protocol, which essentially consists of
changing the trap from a split well (where we assume a
gaussian barrier in the center of the system) to a simple
harmonic well (see Fig. 1 for a sketch of this protocol).
The ground-state configuration for these two systems is
considerably different, and by changing the potential we
can expect a non-trivial time-evolution in the spin and
charge sectors. Initially we describe the effect of the
quench in the spatial sector and its consequences on the
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spin chain dynamics. By combining the dynamics of both
sectors, we can extract the signatures of spin-charge sep-
aration from the oscillations frequencies of the system,
showing how this effect can be observed in few-body en-
sembles, even as the number of internal components is
increased. Moreover, we show that for a completely bal-
anced system (where each atom is in a different inter-
nal state) the spin signature vanishes, and the excitation
spectrum is analogous to that of a gas of impenetrable
bosons. Finally, we explore a case where SU(N) sym-
metry is broken and obtain the resulting effects on the
dynamics of the system. Multi-component cold atomic
ensembles with strong interactions are currently within
experimental reach [38] and often exhibit exotic dynam-
ical effects, such as edge states[39, 40]. In these sys-
tems, the internal states of the atoms can be manipu-
lated through Raman pulses, and the behavior of each
component can be measured with precision. Studying
cold atoms with different internal symmetries in a highly
controllable environment can lead to insight into particle
theory and even shed light on the validity of unification
schemes [41].
3II. SYSTEM DESCRIPTION
Our goal is to describe the dynamics of a strongly inter-
acting few-body system with internal (“pseudospin”) de-
grees of freedom. We focus our description on a fermionic
system, but the formalism is equally valid for bosons with
the correct adaptations to the Hamiltonian. We consider
initially an SU(2) system, where the internal degrees of
freedom are described by |↑〉 and |↓〉. Later we will gen-
eralize our approach to systems with higher symmetries.
We denote the particle numbers in each species as N↑
and N↓, the total number of particles thus being given
by N = N↑ + N↓. For simplicity, we adopt the notation
N↑ + N↓ (e.g. 3+1 for a system with three particles of
species |↑〉 and one of species |↓〉). Experimentally, two-
component fermionic systems can be realized by prepar-
ing trapped ensembles of 6Li atoms in their two lowest
hyperfine states [42, 43].
The Hamiltonian for the system under consideration is
given by
H =
N∑
i
H0(xi) + g
∑
↑,↓
δ(xi − xj) (1)
where H0(x) = − h¯22m ∂∂x + V (x) denotes the single par-
ticle Hamiltonian, where V (x) is a trapping potential.
The remaining term accounts for the contact interac-
tions, where atoms in different internal states interact
with strength g (interactions between atoms in the same
internal state are forbidden due to the Pauli principle).
Since we are dealing with atoms of the same element in
different internal states, we consider all masses equal. In
our calculations, we use the length, energy and time units
of the harmonic trap, that is l0 =
√
h¯/mω0, 0 = h¯ω0 and
T0 = 1/ω0, respectively. We also assume, for simplicity,
h¯ = m = 1.
A. Strong interactions
A case of particular interest in one-dimensional sys-
tems is the limit of strong interactions (g  1), where
the Hamiltonian can be mapped to that of a spin chain
[22–25, 44, 45]. In the case of fermions, Eq. (1) can be
written, up to linear order in 1/g, as [26]
H = E0 −
N−1∑
i=1
αi
g
(1− Pi,i+1), (2)
where Pi,i+1 is the permutation operator, which ex-
changes two neighboring atoms of different components.
When all interations between atoms in different internal
states are the same, the system exhibits an SU(N) sym-
metry.
The exchange coefficients are determined by the geom-
etry of the trapping potential, and can be calculated as
[23]
αi =
∫
x1<x2...<xN−1 dx1...dxN−1
∣∣∣∂Φ(x1,...,xi,...,xN )2∂x2N ∣∣∣2xN=xi∫
x1<x2...<xN−1 dx1...dxN |Φ(x1, ..., xi, ..., xN )2|
.
(3)
where the spinless fermion wave function
Φ(x1, ..., xi, ..., xN ) is built as the Slater determi-
nant of the N lowest occupied orbitals of the potential
V (x). The corresponding energy of this state is given by
E0, which is calculated as the sum of the energies of each
occupied level. This wave function can be simply viewed
as the antisymmetrized version of the Tonks-Girardeau
wave function for impenetrable bosons [46]. Methods for
obtaining the exchange coefficients in different trapping
geometries are available and calculate αi up to N ∼ 30
[47, 48].
In the particular case of SU(2) fermions, the permuta-
tion operator can be written as Pi,i+1 =
1
2 (1+σi ·σi+1),
thus giving
H = E0 − 1
2
N−1∑
i=1
αi
g
(1− σi · σi+1), (4)
which is a Heisenberg Hamiltonian with ground state an-
tiferromagnetic correlations. Obtaining the eigenstates
of Eq. (4), we can calculate the spatial distributions of
each atomic component in the trap as
ρ↑,↓(x) =
N∑
i=1
ρi↑↓(x), (5)
where ρi↑ = m
i
↑,↓ρ
i(x), mi↑,↓ is the probability of finding
(↑, ↓) spins at site i and ρi(x), which represents the spa-
tial distribution of each individual particle in the trap, is
given by
ρi(x) = N !
∫
dx1...dxN δ(xi − x)|Φ(x1, ..., xi, ..., xN )|2.
(6)
In Appendix A we rewrite Eqs. (3) and (6) in a form
suitable to calculations in a dynamical context.
III. DYNAMICS
A. Quench protocol
In this section we describe the procedure that induces
the dynamical evolution of the system, which consists of
a sudden change of the trapping potential. Our initial
choice of V (x) is given by a harmonic trap with an addi-
tional gaussian bump in the center, as described by
Vt=0(x) =
1
2
ω20x
2 + V0e
−(x/s)2 , (7)
where V0 determines the height of the gaussian peak s
sets its width. The system is therefore separated in an
4effective double-well by taking ω0 = 1, V0 = 50 and
s = 0.25. The initial spinless fermion wave function
Φ(x1, ..., xN , t = 0) is constructed with the single parti-
cle orbitals obtained by numerical diagonalization, using
the Ns = 35 lowest energy states of the harmonic os-
cillator. We note that, since the gaussian peak is large
compared to the individual densities of the orbitals, the
ground state is quasi-degenerate (the two lowest energy
states have nearly the same distribution, with opposite
parity).
For t > 0, the peak is suddenly turned off by making
V0 = 0. The time-evolution of the spinless fermion wave
function can then be described in terms of the evolution
of the single particles orbitals under the same quench
protocol [15, 49]. We describe the dynamics the orbitals
φj(x, 0) according to
φj(x, t) =
Ns∑
n=1
cne
−intψn(x) (8)
where cn =
∫
ψ∗(x)φ(x, 0) dx and ψn(x) are the eigen-
states of the harmonic oscillator, with n the corre-
sponding eigenvalues. We are then able to construct
Φ(x1, ..., xN , t) for all times t, which in turn deter-
mines the time-dependence of the exchange coefficients
in Eq. (3). In the next section we describe the time evo-
lution of the spatial densities and its influence on αi.
B. Time evolution of charge density and
geometrical coefficients
The N − 1 exchange coefficients of the spin chain
Hamiltonian given in Eq. (4) are determined, after the
quench protocol, by Φ(x1, ..., xN , t). As a general rule,
we can assume that the exchange coefficients are pro-
portional to the overlap between the single particle dis-
tributions (as calculated by Eq.(6)); additionally, since
the trapping potentials are symmetric at all times, we
have α3(t) = α1(t) for the case of N = 4 particles. In
Fig. 2 a) we show the time-evolution of the spatial densi-
ties obtained from Φ(x1, ..., xN , t). At this point, we are
not considering the spin sector, so the densities shown
correspond to the “charge density”
ρc(x, t) =
N∑
i=1
ρi(x, t), (9)
which is normalized to the total number of particles. Its
dynamical behavior is what should be expected for the
coherent density oscillations of a Tonks-Girardeau gas
[49]. In panel b), we see the behavior of α1(t)/g and
α2(t)/g as a function of time (we consider a fixed value
of g = 10 in our calculations). We observe that the peri-
odicity of the spatial densities is reflected in the dynamics
of the exchange coefficients. Particularly, since the sys-
tem is approximately split in two parts at t = 0, we have
that α(t = 0) ∼ 0 (there is nearly no overlap between the
FIG. 2. Time-evolution of a) the charge density ρc(x, t) and b)
the exchange coefficients α1(t) (blue) and α2(t) (red). Since
the trapping potential is spatially symmetric at all times, we
have α3(t) = α1(t). In b), the black dashed curves show
the analytical results obtained with an analytical fit of the
numerical data with a Fourier expansion.
initial densities at the center of the system). When the
densities in the central region become larger, we see that
the numerical value of α2(t) surpasses that of α1(t).
Given the established time-periodicity of Hamilto-
nian. (4), we can now analyze the dynamics of the spin
sector using Floquet theory (see Appendix B). While
most studies performed in this context must deal with
the issue of thermalization due to the external driving
[50], in our case the time-dependence of the spin chain
originates directly from the dynamics of the charge sector
generated by the sudden change of the trapping poten-
tial. To describe the time evolution of the system in these
terms, we first find an analytical fit of the exchange co-
efficients in terms of Fourier modes. In Fig. 2 b), this
approximation is shown as the black dashed curves.
C. Signatures of spin-charge separation
Once we know the time-dependence of Eq. (4), we
can calculate the time-evolution of an initial state of
the spin chain, which we call |χ0〉. We numerically inte-
grate the Schro¨dinger equation for this time-dependent
Hamiltonian using the Crank-Nicolson method [51]. Our
quantities of interest are the dynamical charge (ρc(x, t))
and spin densities (ρ↑(x, t) and ρ↓(x, t)), as well as the
squared average density width of each spin component,
defined as 〈x2↑,↓(t)〉 =
∫
dx ρ↑↓(x, t)x2.
1. SU(2)
We choose initially a fermionic 3+1 case, which can be
interpreted as a few-body Fermi background in the pres-
ence of an impurity, a system also known as the Fermi
5polaron [52]. As we will show next, in this simple setup it
is already possible to find a signature of spin and charge
separation in the time evolution of the observables. The
ground state of Hamiltonian (4) with repulsive interac-
tions (g > 0) has antiferromagnetic correlations, and can
be described by
|gs〉 = |↓↑↑↑〉+
(
1 +
√
2
)
(|↑↑↓↑〉 − |↑↓↑↑〉)−|↑↑↑↓〉, (10)
aside from a normalization factor. Here, we have assumed
a homogeneous potential, such that the exchange coeffi-
cients are identical and equal to 1. However, it can be
shown that similar results hold for a harmonic trap. To
observe how the ground state correlations change with
the choice of αi, we define the operator
Pedge = |〈↓↑↑↑ |gs〉|2+|〈↑↑↑↓ |gs〉|2, (11)
which gives us information regarding the position of the
impurity (the ↓ atom) in the system. In Fig. 3 we show
the values of Pedge for different choices of α1 and α2,
where we assume a potential that is symmetryc across
the origin, such that α3 = α = 1 (this is true for the
harmonic potential, for example).
FIG. 3. Numerical values of Pedge for different combinations
of α1 and α2. The black dashed curve corresponds to the
trajectory of the exchange coefficients in time after the trap
quench. The initial point is marked by the black dot, while
the white dot marks the values of the exchange coefficients at
t = T0/2.
We can readily see that, for α1 = α2, we have a con-
stant result of Pedge =
1
4 (2 −
√
2), which is obtained by
the normalized probabilities calculated from the coeffi-
cients in Eq. (11). Above the diagonal (α2 > α1) we
have the region that includes, for instance, the coeffi-
cients obtained from a harmonic trap. In this case, the
antiferromagnetic correlations are even more prevalent.
If, however, α2  1, we obtain ferromagnetic correla-
tions, where the probability of finding the impurity at
the edges is dominant. These ground state correlations
are obtained when considering a potential such as the
one in Eq. (7). In fact, we can plot the trajectory of
the exchange coefficients after the quench in the trap-
ping potential described in the previous sections. This
is shown by the dashed curve in Fig. 3. The white dot
denotes the values at t = 0; the curve is then travelled
back and forth periodically as t increases. The fact that
this trajectory crosses over the diagonal indicates that
the sudden quench in the potential should induce major
changes in the spin correlations of the system.
To quantify this effect we now calculate the dynamical
spin densities ρ↑,↓(x, t), as well as the squared width of
each component, given by 〈x(t)〉2. It is important to
notice that, for t > 0, the trapping potential is that of a
simple harmonic trap. In Fig. 1 b) and c), we show the
time evolution of ρ↑(x, t) and ρ↓(x, t), respectively. We
notice that, while the underlying dynamics seen in Fig. 2
is still present, we now have an additional mode related to
the spin dynamics. Specifically, after the sudden change
in the potential, we observe a tendendy of the majority
atoms to spread to the edges, while the impurity localizes
towards the center.
In Fig. 4 a) we show the time evolution of the squared
width 〈x(t)2〉 for the density of each component, over
a larger time interval. This can be interpreted as in-
duced “breathing modes” for the background and the
impurity. Additionally, we show the dynamical behavior
of the charge density (Eq. (9)). Besides corroborating
the results found in the time-evolution of the densities,
these curves show how the excitations in the charge and
spin sectors are captured as two oscillations modes in
each individual density. In Fig. 4 b) and c) we show the
Fourier transform of 〈x2(t)〉 for each component, defined
as x˜2(ω) =
∫
dte−iωt〈x2(t)〉, where the contributions of
the spin and charge excitations appear as two separate
peaks, the lower frequency corresponding to the spin dy-
namics.
Here, we can see that the dynamics of the minority
component is strongly dominated by the spin excitations,
with a small contribution of the charge sector. On the
other hand, the majority component has a more balanced
distribution of oscillations in the charge and spin sectors.
In Fig 4 b) and c), we additionally include the theoretical
predictions for the charge and spin density oscillations
(as black and gray dashed lines, respectively). The first
is obtained by simply calculating the time-periodicity of
8. The second is extracted by calculating gaps in the
Floquet spectrum of the time-periodic spin chain (see
Appendix B for details). In the next sections, we show
how increasing the number of internal components will
affect the behavior of these quantities.
2. SU(3)
We now consider a case of a three component strongly
interacting fermionic gas with SU(3) symmetry. These
systems are particularly interesting due to their connec-
tions to the quark model in the framework of quantum
chromodynamics. We label the three internal states as
|↑〉, |→〉 and |↓〉. While the Hamiltonian can still be de-
scribed by Eq. (2), the permutation operator is now given
6FIG. 4. Dynamics in the SU(2) fermionic system. a) Time
evolution of the squared density widths 〈x2↑(t)〉 (red), 〈x2↓(t)〉
(blue) and 〈x2c(t)〉 (black). Panels b) and c) show the excita-
tion peaks in the frequency domain, where the lower frequen-
cies correspond to the spin excitations. The black dashed
lines mark the frequency of the charge density oscillations.
The gray dashed lines shows the value energy gap in the Flo-
quet spectrum of the time-dependent spin chain.
by
Pi,i+1 =
1
3
+
1
2
λi · λi+1, (12)
where λ is the vector composed by the eight generators
of the SU(3) group, namely the Gell-Mann matrices. A
system described by Eq. (12) can be mapped into the Lai-
Sutherland model [53, 54] through Pi,i+1 = Si · Si+1 +
(Si · Si+1)2 − 1, which is a particular case of the spin-1
bilinear biquadratic model [55, 56]. We keep the number
of particles fixed as N = 4, with N↑ = 2, N→ = 1 and
N↓ = 1. We focus on calculating the time evolution of
the squared width 〈x(t)2〉 for each component and its
corresponding Fourier transform, while maintaining the
quench protocol described in the previous sections.
In Fig. 5 a), we show 〈x(t)2〉 for each component and
for the charge density. Since we have two minority parti-
cles, each interacting with the remaining atoms with in-
teraction strength g, the results for each of these compo-
nents are identical. The excitation peaks seen in Figs. 5
b) and c) reveal the contributions of the charge and spin
oscillations to the dynamics of each component. Still, we
can see that the majority component has a larger con-
tribution to the charge excitations. The minority cases,
however, show a slight increase in these frequencies as
compared to the two-component case, with the spin os-
cillations remaining dominant.
FIG. 5. Dynamics in the SU(3) fermionic system. a) Time
evolution of the squared density widths 〈x2↑(t)〉 (red), 〈x2→(t)〉
(dashed green), 〈x2↓(t)〉 (blue) and 〈x2c(t)〉 (black). Panels b)
and c) show the excitation peaks in the frequency domain
for 〈x2↑(t)〉 and 〈x2→(t)〉, respectively. The black dashed lines
mark the frequency of the charge density oscillations. The
gray dashed lines shows the value energy gap in the Floquet
spectrum of the time-dependent spin chain.
3. SU(4)
We now examine the effect of applying our formalism
to the case where the number of particles N matches the
number of internal components. To that end, we consider
the SU(4) fermionic gas with N = 4 and internal states
labeled as |↑〉, |↗〉, |↘〉 and |↓〉. The number of particles
in each state is thus given by N↑ = 1, N↗ = 1, N↘ = 1
and N↓ = 1 (the so-called 1+1+1+1 infinitely repulsive
system with different masses is known to have interesting
properties, which were described in [57]). We rewrite the
permutation operator for the SU(4) system as
Pi,i+1 =
1
4
+
1
2
λi · λi+1, (13)
where now λ represents the vector spanning the 15 SU(4)
generators [58]. In the following, we focus on describing
the results only for the |↑〉 and |↗〉 components.
It becomes clear that the behavior 〈x2(t)〉 as a func-
tion of time is the same for both components shown in
Fig. 6 (this also holds for the other two components not
shown). This is expected since the number of internal
components matches the total number of particles in the
system. Moreover, the frequency spectrum shows that
the only contributions in the oscillations stem from the
charge excitations, as opoposed to the previous cases.
This allows us to interpret the dynamics of the SU(N)
system with strong interactions as the one expected for a
gas of impenetrable bosons, as long as the number of par-
ticles matches the number of internal components. This
7FIG. 6. Dynamics in the SU(4) fermionic system. a) Time
evolution of the squared density widths 〈x2↑(t)〉 (red), 〈x2↗(t)〉
(dashed purple) and 〈x2c(t)〉 (black). Panels b) and c) show
the excitation peaks in the frequency domain for 〈x2↑(t)〉 and
〈x2↗(t)〉, respectively. The black dashed lines mark the fre-
quency of the charge density oscillations.
conclusion is in agreement with the observation that the
momentum distribution of an SU(N) Fermi with strong
repulsion approaches that of a Tonks-Girardeau gas [38].
In the models considered here, a vanishing spin signal
in the excitation spectrum can additionally be obtained
by taking a balanced system with a lower number of in-
ternal components (e.g. a 2+2 SU(2) system). This can
be explained as a result of the symmetric perturbation
to the potential that determines the initial state of the
system. Turning off the barrier in this particular case
has no effect on the ground state of the spin chain, which
remains unchanged as the charge oscillations take place.
However, for a matching number of particles and inter-
nal components, the results described in this section are
the only possible outcomes for a system initialized in the
ground state.
D. Breaking SU(3) symmetry
An interesting perpesctive when dealing with multi-
component strongly interacting gases is a case where in-
teractions are slightly imbalanced and a particular sym-
metry is broken. Here we analyze the three-component
case with broken SU(3) symmetry. It is useful, in this
context, to rewrite the SU(3) permutation operator in
terms of raising and lowering operators. These are de-
fined as T± = (λ1 ± iλ2)/2, V ± = (λ4 ± iλ5)/2 and
U± = (λ6 ± iλ7)/2, where once again λi is a given Gell-
Mann matrix. The internal states are eigenstates of the
X = λ3 and Y =
√
3λ8 operators, as shown in Fig. 7. We
still consider the particular case of N = 4, with N↑ = 2,
FIG. 7. Action of the SU(3) raising and lowering operators
upon the internal states. Positions in the plane are defined
by states’ eigenvalues of the X and Y operators.
N→ = 1 and N↓ = 1.
Below we rewrite the permutation operator with
these modifications, including an additional symmetry-
breaking parameter 1/η which multiplies the operators
T+ and T−.
Pi,i+1 =
1
3
+
1
η
(
T+i T
−
i+1 + T
−
i T
+
i+1
)
+ V +i V
−
i+1 + V
−
i V
+
i+1
+ U+i U
−
i+1 + U
−
i U
+
i+1 +
1
2
(λ3iλ
3
i+1 + λ
8
iλ
8
i+1), (14)
This means we are explicitly breaking the symmetry of
the system by changing the energy contribution of turn-
ing |↑〉 into |→〉 and vice-versa. In Fig. 8 we show the re-
sult of breaking the SU(3) symmetry (by making η = 0.5)
on the dynamics. While the effects in the |↑〉 and |→〉
components are subtle - a slight increase in the spin ex-
citation frequency as seen in panels b) and c) - in |↓〉
it is more drastic, with the spin contributions being dis-
tributed over several low frequencies. As a consequence,
the peaks corresponding to spin oscillations in one of the
components are almost washed out with respect to the
charge excitations. On the other hand, the remaining
components still preserve clear peaks for spin oscillations.
This points to the possibility of measuring spin-charge
separation even in a context where internal symmetries
are not perfectly preserved. Of course, other results for
the spin excitations can be expected by choosing a differ-
ent value for η, or by breaking the symmetry in a different
interaction channel.
IV. CONCLUSIONS
We have presented an analysis of the phenomenon of
spin-charge separation in trapped atomic systems with
SU(N) symmetry. In the limit of strong interactions, the
Hamiltonian for a fermionic system can be mapped into a
8FIG. 8. Dynamics in the 3-component system with broken
SU(3) symmetry. a) Time evolution of the squared density
widths 〈x2↑(t)〉 (red), 〈x2→(t)〉 (dashed green), 〈x2↓(t)〉 (blue)
and 〈x2c(t)〉 (black). Panels b), c) and d) show the respective
excitation peaks in the frequency domain. The black dashed
lines mark the frequency of the charge density oscillations.
spin chain which essentially depends on the permutation
operator acting on atoms in different internal states. This
mapping allows for a straightforward generalization to
systems with several internal components. In addition, it
takes into account the geometry of the trapping potential
as a simple set of exchange coefficients.
The dynamics of the system is obtained after a quench
in the trapping potential, in which a central barrier in
the harmonic trap is switched off. This simple protocol
is particularly interesting from an experimental point of
view, since it requires only minor modifications to the
potential. This sudden change induces the motion of the
spatial degrees of freedom, which in turn are reflected in
a time-dependence of the exchange coefficients of the spin
chain. It is important to point out that, since the system
is initialized in the ground state of the spin chain, the
motion observed in this sector is only possible due to the
quench in the potential. By monitoring the time evo-
lution of the breathing modes given by the oscillations
in 〈x2(t)〉, we describe the excitation spectrum of SU(2),
SU(3) and SU(4) systems. Moreover, in the particular
case where the number of internal components exactly
matches the number of particles, we see that the spin
excitations are completely washed out, and the only con-
tributions are due to charge oscillations that agree with
those of a spinless Fermi gas.
We have thus demonstrated that spin-charge separa-
tion, rather than being a bulk effect of many-body sys-
tems, can occur in few-body ensembles under fairly sim-
ple conditions. The formalism described here can also
be used to predict the behavior of quantum gases with
different atomic species (e.g. a bosonic mixture), or gen-
eralized to more involved quench protocols, simply by
mapping the time evolution of the spatial orbitals into
the exchange coefficients of the spin chain under consid-
eration.
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Appendix A: Expressions for spatial densities and exchange coefficients
The expressions provided in the main text for the spatial densities (Eq. (6)) and exchange coefficients (Eq. (3))
involve multidimensional integrals, which for large systems can become increasingly hard to calculate. Moreover,
if we consider time-dependent orbitals φj(x, t), these expressions must be evaluated for all times after the sudden
change in the trapping potential. Therefore, we explore the determinant form of the spinless fermion wave function
Φ(x1, ..., xN ) to rewrite these equations in a shape which is suited to calculations in a dynamical context. Equivalent
forms of these expressions have been presented in [44, 47, 48]. The individual one-body densities can be written as
ρi(x) =
∂
∂x
N−1∑
j=0
(−1)N−1(N − j − 1)!
(i− 1)! (N − j − i)! j!
∂j
∂λj
det [B(x)− 1λ] |λ=0
 , (A1)
while the exchange coefficients may be obtained from
αi =
N∑
j=1
N∑
k=1
(−1)j+k
∫ +∞
−∞
dxiφ
′
j(xi)φ
′
k(xi)
N−1−i∑
l=0
(−1)N−1−i
l!
(
N − l − 2
i− 1
)
d
dxi
[
∂
∂λl
det (B(xi)− 1λ)jk |λ=0
]
(A2)
where the matrix B(x) is composed by the single-particle states superpositions bmn(x) =
∫ x
−∞ dy φ
∗
m(y)φn(y), and
the subscript jk on the right side of Eq. (A2) indicates that the j-th row and k-th column are removed. Although we
omit the time in these expressions, we consider the orbitals φi(x) to be time-dependent.
Appendix B: Calculating the Floquet spectrum for a time dependent Hamiltonian
To obtain the frequency of spin oscillations for the time-dependent spin chain, we focus on finding the Floquet modes
for the periodic Hamiltonian and calculating the gaps in the quasienergies of the Floquet spectrum [59]. Generally
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speaking, we are interested in finding the time-evolution operator at any time t by solving the following differential
equation for U(t, t0):
ih¯
∂
∂t
U(t, t0) = H(t)U(t, t0). (B1)
By obtaining and diagonalizing U(T, 0) (where T is the period of the Hamiltonian) we obtain a set of quasienergies
n and Floquet modes at t = 0, which we write as |un(0)〉. The time-evolution of the system is then given by
|ψ(t)〉 =
∑
n
cn exp (−int/h¯)|un(t)〉 (B2)
where |un(t)〉 denotes the time-evolved Floquet modes and cn = 〈un(0)|ψ(0)〉. Once we have calculated n, we
can easily deduce the energy gaps that contribute to the time-evolution of the system by considering the dominant
contributions given by cn. In a small system, this is a fairly straightforward process, since the initial state projects
only onto a few Floquet modes.
