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Abstract
The main goal of the paper is to address the issue of the existence of Kempf’s distortion function
and the Tian-Yau-Zelditch (TYZ) asymptotic expansion for the Kepler manifold - an important
example of non compact manfold. Motivated by the recent results for compact manifolds we
construct Kempf’s distortion function and derive a precise TYZ asymptotic expansion for the Kepler
manifold. We get an exact formula: finite asymptotic expansion of n − 1 terms and exponentially
small error terms uniformly with respect to the discrete quantization parameter m → ∞ and
ρ→∞, ρ being the polar radius in Cn. Moreover, the coefficents are calculated explicitly and they
turned out to be homogeneous functions with respect to the polar radius in the Kepler manifold.
We also prove and derive an asymptotic expansion of the obtstruction term with the coefficients
being defined by geometrical quantities. We show that our estimates are sharp by analyzing the
nonharmonic behaviour of Tm and the error term of the approximation of the Fubini–Study metric
by mω for m → +∞. The arguments of the proofs combine geometrical methods, quantization
tools and functional analytic techniques for investigating asymptotic expansions in the framework
of analytic-Gevrey spaces.
Keywords: Ka¨hler manifolds; quantization; quantum mechanics; TYZ asymptotic expansion; expo-
nential reminder.
Subj.Class: 53C55, 58F06, 58J37
1 Introduction and statements of the main results
Let g be a Ka¨hler metric on a complex n-dimensional manifoldM . Assume that g is polarized
with respect to a holomorphic line bundle L over M , i.e. c1(L) = [ω], where ω is the Ka¨hler
form associated to g and c1(L) denote the first Chern class of L. Let m ≥ 1 be a non-
negative integer and let hm be an Hermitian metric on L
m = L⊗m such that its Ricci
curvature Ric(hm) = mω. Here Ric(hm) is the two form on M whose local expression is
given by
Ric(hm) = − i
2
∂∂¯ log hm(σ(x), σ(x)), (1.1)
for a trivializing holomorphic section σ : U → Lm\{0}. In the quantum mechanics terminol-
ogy Lm is called the quantum line bundle, the pair (Lm, hm) is called a geometric quantization
of the Ka¨hler manifold (M,mω) and h = m−1 play the role of Planck’s constant (see e.g. [2]).
Consider the separable complex Hilbert space Hm consisting of global holomorphic sections
s of Lm such that
〈s, s〉m =
∫
M
hm(s(x), s(x))
ωn
n!
<∞.
Let x ∈M and q ∈ Lm \ {0} a fixed point of the fiber over x. If one evaluates s ∈ Hm at
x, one gets a multiple δq(s) of q, i.e. s(x) = δq(s)q. The map δq : Hm → C is a continuous
1 The first author was supported in part by GNAMPA-INDAM, Italy. The second author was supported
in part by the M.I.U.R. Project “Geometric Properties of Real and Complex Manifolds”.
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linear functional [9]. Hence from Riesz’s theorem, there exists a unique emq ∈ H such that
δq(s) = 〈s, emq 〉m, ∀s ∈ Hm, i.e.
s(x) = 〈s, emq 〉mq. (1.2)
It follows that
emcq = c
−1emq , ∀c ∈ C∗.
The holomorphic section emq ∈ Hm is called the coherent state relative to the point q. Thus,
one can define a smooth function on M
Tm(x) = hm(q, q)‖emq ‖2, ‖emq ‖2 = 〈emq , emq 〉, (1.3)
where q ∈ Lm\{0} is any point on the fiber of x. If sj , j = 0, . . . dm, (dm+1 = dimHm ≤ ∞)
is a orthonormal basis for (Hm, 〈·, ·〉m) then one can easily verify that
Tm(x) =
dm∑
j=0
hm(sj(x), sj(x)). (1.4)
Notice that when M is compact Hm = H0(Lm), where H0(Lm) denotes the space of
global holomorphic sections of Lm. Hence in this case dm <∞ and (1.4) is a finite sum.
The function Tm has appeared in the literature under different names. The earliest one
was probably the η-function of J. Rawnsley [33] (later renamed to ǫ function in [9]), defined
for arbitrary Ka¨hler manifolds, followed by the distortion function of Kempf [20] and Ji [19],
for the special case of Abelian varieties and of Zhang [40] for complex projective varieties.
The metrics for which Tm is constant were called critical in [40] and balanced in [13] (see also
[3], [24], [26] and [27]). If Tm are constants for all sufficiently large m then the geometric
quantization (Lm, hm) associated to the Ka¨hler manifold (M, g) is called regular. Regular
quantization play a prominent role in the theory of quantization by deformation of Ka¨hler
manifolds developed in [9] (see also [23]).
Fix m ≥ 1. Under the hypothesis that for each point x ∈ M there exists s ∈ Hm
non-vanishing at x, one can give a geometric interpretation of Tm as follows. Consider the
holomorphic map of M into the complex projective space CP dm:
ϕm : M → CP dm : x 7→ [s0(x) : · · · : sdm(x)]. (1.5)
One can prove that
ϕ∗m(ωFS) = mω +
i
2
∂∂¯ log Tm, (1.6)
where ωFS is the Fubini–Study form on CP
dm, namely the form which in homogeneous
coordinates [Z0, . . . , Zdm] reads as ωFS =
i
2
∂∂¯ log
∑dm
j=0 |Zj|2.
Clearly (1.6) leads to
ϕ∗m(ωFS)
m
− ω = i
2m
∂∂¯ log Tm, (1.7)
therefore the term
Em(x) := i
2m
∂∂¯ log Tm, (1.8)
turns out to play a role of the “error” of the approximation of ω (resp. g) by ϕ
∗
m(ωFS)
m
(resp.
ϕ∗m(gFS)
m
).
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Observe that by (1.6), if there exists m such that mg is a balanced metric, or more gen-
erally if Tm is harmonic, then Em(x) is identically zero and hence mg is projectively induced
via the coherent states map ϕm (see [2] for more details on the link between projectively
induced Ka¨hler metrics and balanced metrics). Recall that a Ka¨hler metric g on a complex
manifold M is projectively induced if there exists a Ka¨hler (i.e. a holomorphic and isometric)
immersion ψ : M → CPN , N ≤ ∞ such that ψ∗(gFS) = g. Projectively induced Ka¨hler
metrics enjoyes very nice properties and they were deeply studied in [8] (see also the be-
gining of Section 4 below). Not all Ka¨hler metrics are balanced or projectively induced.
Nevertheless, when M is compact, Tian [38] and Ruan [34] solved a conjecture posed by Yau
by proving that the sequence of metrics ϕ
∗
m(ωFS)
m
C∞-converges to ω. In other words, any
polarized metric on compact complex manifold is, the C∞-limit of (normalized) projectively
induced Ka¨hler metrics. Zelditch [39] generalized Tian–Ruan theorem by proving a complete
asymptotic expansion in the C∞ category, namely
Tm(x) ∼
∞∑
j=0
aj(x)m
n−j (1.9)
where aj , j = 0, 1, . . ., are smooth coefficients with a0(x) = 1, and for any nonnegative
integers r, k the following estimates hold:
||Tm(x)−
k∑
j=0
aj(x)m
n−j ||Cr ≤ Ck,rmn−k−1, (1.10)
where Ck,r are constant depending on k, r and on the Ka¨hler form ω and || · ||Cr denotes the
Cr norm in local coordinates..
Later on, Lu [28], by means of Tian’s peak section method, proved that each of the
coefficients aj(x) in (1.9) is a polynomial of the curvature and its covariant derivatives at
x of the metric g. Such a polynomials can be found by finitely many steps of algebraic
operations. Furthermore a1(x) =
1
2
ρ, where ρ is the scalar curvature of the polarized metric
g (see also [21] and [22] for the computations of the coefficients aj ’s through Calabi’s diastasis
function).
The expansion (1.9) is called the TYZ (Tian–Yau–Zelditch) expansion.
The aim of the present paper is to adress the problem of TYZ expansions for noncompact
manifolds. Our motivations is twofolded. First, its is purely geometrical question of its own
interest. Secondly, we are inspired by the previous works of M. Engliˇs [16], [17], [18], where
analytical tools from the the theory of asymptotic expansions have been applied in order to
extend Berezin’s quantization method cf. [5], [6] to non homogeneous complex domains on
Cn (see also [29], [30], [31]).
We choose as a noncompact manifold the Kepler manifold (X,ω), namely the cotangent
bundle of the n-dimensional sphere minus its zero section endowed with the standard sym-
plectic form ω (see [37] and [32]). This manifold has been considered by different authors
and we bilieve our results can be of some interest both from the mathematical and physical
point of view.
We summarize the main novelties of our work: First, we compute explicitly the Kempf
distortion function Tm(x) for the Kepler manifold (X,ω). Secondly, based on this compu-
tation we find an analogue of Zelditch and Lu’s theorems above for (X,ω). More precisely,
building upon the explicit representation of Tm as an action of ”singular derivatives” and
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using precise analytical methods pertinent to the study of nonlinear compositions in func-
tional spaces, we show that the TYZ expansion for the Kepler manifold has two remarkable
features in comparison with the known results for compact manifolds:
• first, the TYZ expansion is finite. More precisely, it consists of n− 1 terms
Tm(x) = m
n +
(n− 2)(n− 1)
2|x| m
n−1 +
n−2∑
k=2
2ak
|x|km
n−k +Rm(|x|),
where ak, k ≥ 2 can be computed explicitely by recursive formulas.
• secondly, the reminder term has an exponential small decay O(e−cm) as m → ∞ uni-
formly with respect to |x| ≥ δ > 0. We point out that our exact formula modulo
exponentially small error for Kempf’s distortion function might be viewed as an ana-
logue to a geometric interpretation of exact asymptotic formulas appearing for the
moment map and equivariant cohomology cf. M. F. Attiyah and R. Bott [4] (see also
[14], [15]).
We also derive uniform analytic–Gevrey estimates for Tm keeping the exponential decay
for m → ∞, |x| → ∞ which resemble the estimates in the framework of Gelfand–Shilov
spaces S11 appearing in the regularity theory for pseudodifferential operators cf. [10], [11].
Observe that as for the compact case our expansion shows that g (the metric g associated
to the Kepler manifold (M,ω)) is the C∞-limit of (suitable normalized) projectively induced
Ka¨hler metrics, namely limm→∞ 1mϕ
∗
m(gFS) = g where ϕm : X → CP∞ is the coherent states
map. A geometric construction is proposed showing that our estimates are sharp. Indeed we
show that g is not projectively induced, i.e. it cannot exist any Ka¨hler immersion of (X,ω)
into a finite or infinite dimensional complex projective space. The arguments use Calabi’s
tools which provide necessary and sufficient conditions for a Ka¨hler metric to be projecticely
induced.
Finally, we investigate the asymptotic behaviour of the obstruction term
Em(z) =
n+1∑
j,ℓ=1
E j,ℓm (z)dzj ∧ dz¯ℓ
in (1.8) and prove that the coefficients decay polynomially of the type m−2. More precisely,
for some C > 0, they behave like
C
m2|z|3 (1 + o(1)) m→∞, (1.11)
uniformly for |z| away from the origin in Cn. In fact, we show an abstract theorem for
the asymptotic behaviour of obstruction terms similar to (1.8) on conic manifolds of Kepler
type. The proof is based on a suitable choice of global singular coordinates parametrizing
the Kepler manifold and the use of implicit function theorem arguments. Consequently, by
(1.6), the metric g associated to ω can be approximated by suitable normalized projectively
induced Ka¨hler metrics with an error of the type m−2, m→∞.
The paper is organized as follows. We propose an explicit construction of the Kempf
distortion function Tm for the Kepler manifold (X,ω) in Section 2. In Section 3 we derive an
exact TYZ asymptotic expansion and derive the exponentially small decay for the remainder
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when m→∞. In Section 4 we prove (see Theorem 4.4) that our estimate is sharp. Finally,
Section 5 contains the construction of the global singular parametrization of the Kepler
manifold and the study of the asymptotic behaviour of the logarithmic obstruction term
(1.8).
2 Kempf’s distortion function for the Kepler manifold
The (regularized) Kepler manifold [37] is (may be identifed with) the 2n-dimensional sym-
plectic manifold (X,ω), where X = T ∗Sn \ 0 the cotangent bundle to the n-dimensional
sphere minus its zero section endowed with the standard symplectic form ω. This may
further be identified with
X = {(e, x) ∈ Rn+1 × Rn+1| e · e = 1, x · e = 0, x 6= 0},
where the dot denotes the standard scalar product on Rn+1. In [37] J. Souriau showed
that the Kepler manifold admits a natural complex structure. Indeed he proved that by
introducing
z = |x|e+ ix ∈ Cn+1 = |x|(e+ is), s = x|x| ∈ S
n,
then X is diffeomorphic to the isotropic cone
C = {z ∈ Cn+1| z · z = z21 + · · ·+ z2n+1 = 0, z 6= 0} ⊂ Cn+1
and hence X inherits the complex structure of C via this diffeomorphism. Seven years later
J. Rawnsley [33] observed that the symplectic form ω is indeed a Ka¨hler form with respect
to this complex structure and it can be written (up to a factor) as
ω =
i
2
∂∂¯|x|. (2.12)
Moreover, since ω is exact, it is trivially integral and hence there exists a holomorphic line
bundle L over X such that c1(L) = [ω].
For n ≥ 3, X is simply-connected so Lm is holomorphically trivial (Lm = X × C) and
we can identify H0(Lm) with the set of holomorphic functions of X . Furthermore, we can
define an Hermitian metric hm on L
m = X × C by
hm(σ(z), σ(z)) = e
−m|x|, (2.13)
where σ : X → X×C, is the global holomorphic section such that σ(z) = (z, 1). It follows by
(1.1) above that the pair (Lm, hm) is indeed a geometric quantization of the Kepler manifold
(X,ω). Then the Hilbert space Hm consists of the set of homorphic functions f of X such
that
‖f‖2m :=
∫
X
|f(z)|2e−m|x|dµ(z) <∞,
where
dµ(z) =
ωn(z)
n!
= (
i
2
∂∂¯|x|)n.
Notice that in this case
Tm(z) = e
−m|x|K(m)(z, z),
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where K(m)(z, z) is the reproducing Kernel for the Hilbert space Hm. At p. 412 in [33]
Rawnsley explicitly computed K(z, z) = K(1)(z, z) (the reproducing kernel for H = H1) and
hence the corresponding Kempf’s distortion function, which in our notations reads as:
T1(z) = e
−|x|K(z, z) = 2n−1e−|x|
∞∑
j=0
(j + n− 2)!
(2j + n− 2)!
|x|2j
j!
, 2|x|2 = z · z¯. (2.14)
Now, we compute the Kempf distortion functions Tm(z) for all non-negative integers m as
follows. Making the change of variable mz = w, we get
‖f‖2m =
∫
X
|f(w/m)|2e−| Imw|m−ndµ(w),
since dµ(w/m) = m−ndµ(w). Consequently, the operator
T : Tf(w) := m−
n
2 f(w/m)
is a unitary isomorphism from Hm onto H 2. Denoting by K(m)(w, z) ≡ Kmz (w) the repro-
ducing kernel of Hm (and writing simply K(w, z) ≡ Kz(w) if m = 1), we therefore have, on
the one hand,
f(z) = 〈f,K(m)z 〉m = 〈Tf, TK(m)z 〉
for any f ∈ Hm, while, on the other hand,
f(z) = m
n
2 Tf(mz) = 〈Tf,mn2Kmz〉.
Thus T K(m)z = m
n
2Kmz, and
K(m)z (w) = m
n
2 T−1Kmz(w) = mnKmz(mw).
That is,
K(m)(w, z) = mnK(mw,mz).
Substituting this into Rawsley’s formula (2.14), we thus get
Tm(z) = e
−m|x|K(m)(z, z) = 2n−1mne−m|x|
∞∑
j=0
(j + n− 2)!
(2j + n− 2)!
(m|x|)2j
j!
(2.15)
Remark 2.1 From (2.15) one sees that Tm(x) = m
nT1(mx). In the compact case the
relationship between Tm and T1 is unknown. Here the fact that the Hilbert spaces involved
are infinite dimensional is a crucial step to get the previous equality.
Notice that from representation (2.15) is not clear the growth of Tm(z) as m→∞. The
following proposition gives us important analytic information about Tm as m→∞.
2The second author is in debt with Miroslav Engliˇs who pointed him out the idea of using this isomorphism
to compute Tm from T1.
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Proposition 2.1 Kempf’s distortion function for the Kepler manifold can be written in the
following two forms:
Tm(z) = 2
−1mne−m|x|
∞∑
j=0
(1 + τj)
(m|x|)2j
(2j)!
, (2.16)
where
τj = 1− (j + 1) . . . (j + n− 2)
j + 1/2) . . . (j + (n− 2)/2 −→ 0 for j →∞,
and
Tm(z) = 2m
ne−ξm(
1
ξm
∂
∂ξm
)n−2[ξn−2m (e
ξm + (−1)n−2e−ξm +Q(ξm))], (2.17)
where ξm = m|x|, Q(ξm) is a polynomial of degree ≤ n− 4 in the variable ξm.
Proof. From (2.15) one gets
Tm(z) = e
−m|x|K(m)(z, z) = 2n−1mne−m|x|
∞∑
j=0
(j + n− 2)!
(2j + n− 2)!
(m|x|)2j
j!
= 2n−1mne−m|x|
∞∑
j=0
(j + n− 2)!(2j)!
j!(2j + n− 2)!
(m|x|)2j
(2j)!
= 2−1mne−m|x|
∞∑
j=0
(j + 1) . . . (j + n− 2)
j + 1/2) . . . (j + (n− 2)/2
(m|x|)2j
(2j)!
= 2−1mne−m|x|
∞∑
j=0
(1 + τj)
(m|x|)2j
(2j)!
, (2.18)
In order to prove (2.17) set
y2m = m|x| = ξm, ym, ξm ∈ R \ {0}.
Then, since ∂
∂ym
= 1
2ξm
∂
∂ξm
one gets
Tm(z) = 2
n−1mne−ξm
∑∞
j=0
(j+n−2)!
(2j+n−2)!
yjm
j!
= 2n−1mne−ξm( ∂
∂ym
)n−2
∑∞
j=0
yj+n−2m
(2j+n−2)!
= 2mne−ξm( 1
ξm
∂
∂ξm
)n−2[ξn−2m
∑∞
j=0
ξ2j+n−2m
(2j+n−2)! ]
If n is even then
Tm(z) = 2m
ne−ξm(
1
ξm
∂
∂ξm
)n−2[ξn−2m (cosh ξm − P (ξm))],
where
P (ξm) =
n−4
2∑
j=0
ξ2jm
(2j)!
.
If n is odd then
Tm(z) = 2m
ne−ξm(
1
ξm
∂
∂ξm
)n−2[ξn−2m (sinh ξm − R(ξm))],
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where
R(ξm) =
n−5
2∑
j=0
ξ2j+1m
(2j + 1)!
,
and hence (2.17) easily follows. ✷
Remark 2.2 By (2.16) one might view Tm(z) as a “small perturbation” (or close to) for
m→∞ of
T 0m(z) = 2
−1mne−m|x|
∞∑
j=0
(m|x|)2j
(2j)!
= mne−m|x| cosh(m|x|) = mn1− e
−2m|x|
2
.
3 TYZ expansion for the Kepler manifold
The key ingredient to find the TYZ expansion of Tm for the Kempf distortion function of
the Kepler manifold is (2.17). Clearly we have
Tm(z) = 2m
nF (m|x|), (3.19)
where
F (y) = e−y(
1
y
d
dy
)n−2
(
yn−2(ey + (−1)n−2e−y +Q(y))) , y ∈ R. (3.20)
The explicit representation (3.19)-(3.20) of Tm(z) for the Kepler manifold has a remark-
able feature, namely, it is defined by a generating function F (y) depending on one variable.
Note that in fact Tm(z) is independent of the base variables e ∈ Sn.
The first main result of the present paper is the following one.
Theorem 3.1 Let F satisfy (3.20). Then the following representation holds:
F (y) =
n−2∑
j=0
bj
yj
+ Φ(y) + Ψ(y) (3.21)
where
Φ(y) = e−2y
n−2∑
j=0
pj
yj
(3.22)
Ψ(y) = e−y
n−3∑
j=0
rj
yj
(3.23)
and the constants aj, pj, rj are calculated explicitly. The functions Φ(y), Ψ(y) and therefore,
F (y) as well, are extended to holomorphic functions in semiplane Rey > 0. In particular, by
(3.19) and (3.21) we get
Tm(z) =
n−2∑
j=0
aj(x)m
n−j + 2mnΦ(m|x|) + 2mnΨ(m|x|), m ∈ N, (3.24)
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where
aj(x) =
2bj
|x|j , j = 0, 1, . . . , n− 2. (3.25)
and
a0(x) = 1 (3.26)
a1(x) =
(n− 2)(n− 1)
2|x| (3.27)
Moreover, there exists an absolute constant C0 > 0 such that for every δ ∈]0, 1]
sup
|x|≥δ
|DαxΘm(x)|, ≤ Cα+10
α!
δα
e−mδ/2 (3.28)
for all m ∈ N, where Θ = Φ,Ψ. Therefore, we have the following estimates
|Dαx
(
Tm −
n−2∑
j=0
aj(x)m
n−j
)
| ≤ Cα+10
α!
δα
e−mδ/2 (3.29)
for all |x| ≥ δ, α ∈ Zn+.
Proof. We recall the well known Faa` di Bruno type formula for the derivative of g ◦ ϕ,
namely, for a given α ∈ N we have
Dαt (g(ϕ(t))) = D
α
y (g(ϕ(y)))|y=t
=
α∑
j=1
g(j)(ϕ(t))
j!
Dαx
(
(ϕ(x)− ϕ(t))j) |x=t (3.30)
=
α∑
j=1
g(j)(ϕ(t))
j!
∑
α1+···+αj=α
α1≥1,...,αj≥1
α!
α1! . . . αj!
ϕ(α1)(t) . . . ϕ(αj)(t),
where ϕ(k)(t) stands for Dkt ϕ(t).
Next, we straighten y−1Dy into Dt via the change of the variable y = y(t) =
√
2t,
t = t(y) = y2/2. Therefore, setting
G(t) = F (
√
2t), t > 0, F (y) = G(
y2
2
), y > 0, (3.31)
we get by (3.20)
F (y) = G(t) = e−
√
2t
(
d
dt
)n−2(
(2t)(n−2)/2
e
√
2t + (−1)n−2e−
√
2t
2
+Q(
√
2t)
)
. (3.32)
The next assertion is instrumental in the proof.
9
Lemma 3.1 Let N ∈ N, c ∈ R, and r > 0. Then
ψc,rN (y) := e
−y
(
1
y
d
dy
)N
(yrecy)
= ψc,rN (
√
2t) =: ϕc,rN (t) = e
−√2t
(
d
dt
)N
((2t)r/2ec
√
2t). (3.33)
has the following representation
ϕc,rN (t) = e
−(1−c)√2t(2t)(r−N)/2
N∑
s=0
κs
(2t)s/2
, (3.34)
i.e.
ψc,rN (t) = e
−(1−c)zz(r−N)/2
N∑
s=0
κs
zs
, (3.35)
where
κs =
1
(N − s)!
N∑
ℓ=N−s
(
N
ℓ
)(N−ℓ−1∏
q=0
(
r
2
− q)
)
2N−r/2(−1)ℓ+s−N
×
∑
ℓ1+···+ℓN−s=ℓ
ℓ1≥1,...,ℓN−s≥1
ℓ!
ℓ1! . . . ℓN−s!
ℓ1−1∏
q1
(
1
2
− q1) . . .
ℓN−s−1∏
qN−s
(
1
2
− qN−s) (3.36)
for s = 0, . . . , N − 1 and
κN = 2
N−r/2
N−1∏
q=0
(
r
2
− q). (3.37)
Proof. By Faa` di Bruno type formula (3.30) we derive
Θr,cN (t) =
(
d
dt
)N
(tr/2ec
√
2t)
=
∑
ℓ=0
N
(
N
ℓ
)
DN−ℓt (t
r/2)Dℓt(e
c
√
2t)
= DNt (t
r/2)ec
√
2t +
∑
ℓ=1
N
(
N
ℓ
)(N−ℓ−1∏
q=0
(
r
2
− q)
)
tr/2−N+ℓec
√
2t
ℓ∑
j=1
(c2)j/2
j!
×
∑
ℓ1+···+ℓj=ℓ
ℓ1≥1,...,ℓj≥1
ℓ!
ℓ1! . . . ℓj!
Dℓ1t (t
1/2) . . .D
ℓj
t (t
1/2) (3.38)
with the convention
∏−1
q=0 ... = 1. Since
Dµt (t
1/2) =
1
2
(
1
2
− 1) . . . (1
2
− µ+ 1)t1/2−µ
= (−1)µ−1 (2µ− 3)!!
2µ
t1/2−µ (3.39)
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for all positive integers µ, with (−1)!! := 1, (2µ − 3)!! := 1 . . . (2µ − 3) if µ ≥ 2, combining
(3.38) and (3.39), we obtain
∑
ℓ1+···+ℓj=ℓ
ℓ1≥1,...,ℓj≥1
ℓ!
ℓ1! . . . ℓj!
Dℓ1t (t
1/2) . . .D
ℓj
t (t
1/2) = (−1)ℓ−jΓℓ,j (2t)
j/2−ℓ
2j/2
(3.40)
with
Γℓ,j :=
∑
ℓ1+···+ℓj=ℓ
ℓ1≥1,...,ℓj≥1
ℓ!
ℓ1! . . . ℓj !
(2ℓ1 − 3)!! . . . (2ℓj − 3)!!. (3.41)
We note that
Γℓ,ℓ = ℓ! (3.42)
Γℓ,ℓ−1 = −ℓ− 1
2
ℓ! (3.43)
Therefore, by (3.38) - (3.40),
Θr,cN (t) = 2
N−r/2
(
N−1∏
q=0
(
r
2
− q)
)
(2t)r/2−Nec
√
2t
+
N∑
ℓ=1
(
N
ℓ
)(N−ℓ−1∏
q=0
(
r
2
− q)
)
2N−ℓ−r/2(2t)r/2−N+ℓ
×
ℓ∑
j=1
cj/2
j!
(−1)ℓ−jΓℓ,j(2t)j/2−ℓ
= (2t)r/2−N/2ec
√
2t
2N−r/2
∏N−1
q=0 (
r
2
− q)
(2t)N/2
+ (2t)r/2−N/2ec
√
2t
N∑
j=1
1
j!(2t)(N−j)/2
N∑
ℓ=j
(
N
ℓ
)(N−ℓ−1∏
q=0
(
r
2
− q)
)
2N−ℓ−r/2(−1)ℓ−jΓℓ,j
= (2t)r/2−N/2ec
√
2t
2N−r/2
∏N−1
q=0 (
r
2
− q)
(2t)N/2
+ (2t)r/2−N/2ec
√
2t
N−1∑
s=0
1
(N − s)!(2t)s/2
N∑
ℓ=N−s
(
N
ℓ
)
×
(
N−ℓ−1∏
q=0
(
r
2
− q)
)
2N−ℓ−r/2(−1)ℓ+s−NΓℓ,N−s
= (2t)r/2−N/2ec
√
2t
N∑
s=0
κs
(2t)s/2
(3.44)
where κs is defined by
κs :=
1
(N − s)!
N∑
ℓ=N−s
(
N
ℓ
)(N−ℓ−1∏
q=0
(
r
2
− q)
)
2N−ℓ−r/2(−1)ℓ+s−NΓℓ,N−s
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In view of the definition of Γℓ,j with the convention Γℓ,0 = 1, it is equivalent to (3.36),
(3.37). This ends the proof of the lemma. ✷
We conclude the proof of the theorem by applying the previous lemma for z = m|x| and
obtain the value of as = 1/2κ
N,r;c
s by setting c = 1, r = N = (n − 2); ps = (−1)n−2/2κN,r;cs
by setting c = −1, r = N = n− 2; and
rs =
n−3∑
j=0
qjκ
n−2,j;0
provided Q(z) =
n−3∑
j=0
qjz
j . ✷.
Remark 3.2 In view of (3.24), we have
Tm(z) = m
n +
(n− 2)(n− 1)
2|x| m
n−1 +
n−2∑
k=2
2ak
|x|km
n−k +Rm(|x|), (3.45)
with Rm(x) being exponentially small e
−cm away from the origin x = 0.
Remark 3.3 The novelty of the theorem above is twofolded. First, our TYZ type expansion
is finite, i.e., aj = 0 for j ≥ n−1 (compare (1.10)). Secondly, the reminder is exponentially
small. Moreover, the coefficients aj can be computed explicitely. In a forthcoming paper
we study tha link between these coefficients aj and the curvature of the metric g as in Lu’s
Theorem [28].
Remark 3.2 One can also investigate the asymptotic expansion near the singular (conic)
point. Using a local coordinates in which it coincides with the origin, we can derive explicit
asymptotic expansion for Kempf’s distortion function Tm(x) near x = 0. Moreover one can
show that
‖Tm(x)−
n−2∑
j=0
aj(x)m
n−j‖Lp(B(δ)) = O(δn−(n−2)p))m2, δ ց 0, m ≥ 1 (3.46)
provided 1 ≤ p < n/(n−2). So we encounter the critical Lp index which appears in different
mathematical problems.
4 Proof that our estimate is sharp
As a consequence of Theorem 3.1 and 1.7 the Ka¨hler form g on the Kepler manifold X is
the C∞-limit of suitable normalized projectively induced Ka¨hler metrics, namely
lim
m→∞
1
m
ϕ∗m(gFS) = g
where ϕm : X → CP∞ is the coherent states map. In this Section we show that g is not
projectively induced (via any map) and then that our extimate in Theorem 3.1 is sharp.
12
We need to recall briefly some results about Calabi’s diastasis function referring the
reader to [8] and [25] for details and further results.
Let M be a complex manifold endowed with a real analytic Ka¨hler metric g. Then, in a
neighborhood of every point p ∈ M , one can introduce a very special Ka¨hler potential Dgp
for the Ka¨hler form ω associated to g, which Calabi [8] christened diastasis. Recall that a
Ka¨hler potential is an analytic function Φ defined in a neighborhood of a point p such that
ω = i
2
∂¯∂Φ. A Ka¨hler potential is not unique: it is defined up to an addition with the real
part of a holomorphic function. By duplicating the variables z and z¯ a potential Φ can be
complex analytically continued to a function Φ˜ defined in a neighborhood U of the diagonal
containing (p, p¯) ∈ M × M¯ (here M¯ denotes the manifold conjugated to M). The diastasis
function is the Ka¨hler potential Dgp around p defined by
Dgp(q) = Φ˜(q, q¯) + Φ˜(p, p¯)− Φ˜(p, q¯)− Φ˜(q, p¯).
Observe that the diastasis does not depend on the potential chosen, Dgp(q) is symmetric
in p and q and Dgp(p) = 0.
The diastasis function is the key tool for studying the Ka¨hler immersions of a Ka¨hler
manifold into another Ka¨hler manifold as expressed by the following lemma.
Lemma 4.1 (Calabi [8]) Let (M, g) be a Ka¨hler manifold which admits a Ka¨hler immersion
ϕ : (M, g)→ (S,G) into a real analytic Ka¨hler manifold (S,G). Then g is real analytic. Let
Dgp : U → R and DGϕ(p) : V → R be the diastasis functions of (M, g) and (S,G) around p and
ϕ(p) respectively. Then ϕ−1(DGϕ(p)) = D
g
p on ϕ
−1(V ) ∩ U .
When (S,G) is the N -dimensional complex projective space S = CPN equipped with
with the Fubini–Study metric G = gFS, one can show that for all p ∈ CPN the diastasis
function DgFSp around p is globally defined except in the cut locus Hp of p where it blows
up. Moreover, e−D
gFS
p is globally defined (and smooth) on CPN (see [8] or [25] for details).
Then, by Lemma 4.1 one immediately gets the following:
Lemma 4.2 Let g be a projectively induced Ka¨hler metric on a complex manifold M . Then,
e−D
g
p is globally defined on all M .
Corollary 4.3 Let g∗ be the Ka¨hler metric on C∗ whose associated Ka¨hler form is given by
ω∗ = i2∂∂¯|η|, η = x+ iy. Then g∗ is not projectively induced.
Proof: Fix any point α ∈ C∗. A globally defined Ka¨hler potential Φ for the Ka¨hler metric
g∗ around α is given by Φ(η) = |η| and Calabi’s diastasis function around α reads as
Dg∗α : U → R, η 7→ |η|+ |α| −
√
ηα¯−√η¯α,
where U ⊂ C∗ is suitable simply-connected open subset of C∗ around α (as a maximal
domain of defintion of Dg∗α one can take U = C
∗ \ L where L is any half-line starting from
the origin of C = R2 such that α /∈ L). The function Dg∗α , as well as the function e−D
g∗
α ,
cannot be extended to all C∗. Hence we are done by Lemma 4.2. ✷
We are now in the position to prove that our estimate is sharp.
Theorem 4.4 Let g be the Ka¨hler metric on the Kepler manifold X whose associated Ka¨hler
form is given by (2.12). Then g is not projectively induced.
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Proof: First observe that the map
j : (C∗, g∗)→ (X, g)
defined by j(z) = (η, iη, 0, . . . , 0) is a Ka¨hler immersion satisfying j∗(g) = g∗, with g∗ as in
Corollary 4.3. Assume by contradiction that g is projectively induced, namely there exists
N ≤ ∞ and a Ka¨hler immersion ϕ : (X, g)→ (CPN , gFS). Then the map ϕ ◦ j : (C∗, g∗)→
(CPN , gFS) would be a Ka¨hler immersion contradicting Corollary 4.3. ✷
5 Estimates of the logarithmic obstruction term
The aim of this section is two–folded. First, taking advantage of the homogeneity structure
of the Kepler manifold we introduce global polar–angular coordinates. As an outcome, we
are able to write down the explicit form of the operator ∂∂¯ in such coordinates. Secondly,
we show precise asymptotic expansion and estimates of the logarithmic error term. This is
a novel result, as far as we know. A key functional–analytic ingredient of our arguments in
the proof of the representation formula in the homogeneous coordinates is the fact that the
distortion function for the Kepler manifold X depends only on the rescaled by the factor√
2 Euclidean distance to the origin in Cn+1 identified with R2n+2 by the canonical complex
structure J0. More precisely, the Kepler manifold is given by the isotropic cone C, defined
globally by
C = ]0,+∞[×C˜, (5.47)
where
C˜ = {e+ is ∈ Cn+1 : (e, s) ∈ Sn × Sn : e · s = 0} (5.48)
is the unitary tangent bundle of Sn. Here e = (e1, . . . , en+1), s = (s1, . . . , sn+1), and e · s =∑n+1
j=1 ejsj . We can parameterize explicitly C˜ by using twice the classical angular variables
in Rn+1, namely, e = e(ϕ) and s = s(ψ), with
e1 = sinϕ1 . . . sinϕn−1 sinϕn,
e2 = sinϕ1 . . . sinϕn−1 cosϕn,
e3 = sinϕ1 . . . sinϕn−2 cosϕn−1,
. . . = . . .
en+1 = cosϕ1, (5.49)
and
s1 = sinψ1 . . . sinψn−1 sinψn,
s2 = sinψ1 . . . sinψn−1 cosψn,
s3 = sinψ1 . . . sinψn−2 cosψn−1,
. . . = . . .
sn+1 = cosψ1, (5.50)
with ϕ1 ∈ [0,+2π[, ψ1 ∈ [0, 2π[, ϕj ∈ [0, π[, ψj ∈ [0, π[, j = 2, . . . , n.
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Clearly C˜ ⊂ S2n+1(√2) since
e+ is ∈ S2n+1(
√
2) = {ζ ∈ Cn+1 : ζ, ζ¯ = 2}, if e+ is ∈ C˜. (5.51)
If we define S2n+1(r) by the angular coordinates in R2n+2 = C2n+2 using the coordinates
ζ = ξ + iη ∈ Cn+1 and (ξ1, η1, . . . , ξn+1, ηn+1) ∈ R2n+2 \ 0 (identifying with ζ = ξ + iη ∈
C
n+1 \ 0) by the standard angular cordinates we will have that S2n+1(√2) is defined by
r =
√
2, where
ξ1 = r sin θ1 . . . sin θ2n sin θ2n+1
η1 = r sin θ1 . . . sin θ2n cos θ2n+1
. . . = . . .
ξn+1 = r sin θ1 cos θ2
ηn+1 = r cos θ1 (5.52)
with r > 0, θ1 ∈ [0,+2π[, θj ∈ [0, π[, j = 2, . . . , 2n + 1. However, such coordinates do not
provide an easy definition of C˜ by implicit function theorem.
We construct an embedding C˜ in S2n+1(
√
2) compatible with the standard complex struc-
ture J0 of C
n+1 by introducing apparently new angular coordinates on S2n+1(
√
2) which differ
from the traditional ones. More precisely, we set
ξ1 = r sinϕ1 . . . sinϕn−1 sinϕn cos θ
ξ2 = r sinϕ1 . . . sinϕn−1 cosϕn cos θ
ξ3 = r sinϕ1 . . . sinϕn−2 cosϕn−1 cos θ
. . . = . . .
ξn+1 = r cosϕ1 cos θ, (5.53)
η1 = r sinψ1 . . . sinψn−1 sinψn sin θ
η2 = r sinψ1 . . . sinψn−1 cosψn sin θ
η3 = r sinψ1 . . . sinψn−2 cosψn−1 sin θ
. . . = . . .
ηn+1 = r cosψ1 sin θ, (5.54)
where r > 0, and ϕ = (ϕ1, . . . , ϕn) ∈ I, ψ = (ψ1, . . . , ψn) ∈ J , θ ∈ [0, 2π[,
I = I1 × I2 × . . . In (5.55)
J = J1 × J2 × . . . Jn (5.56)
where I1, J1 are semi–closed intervals of length 2π while I2, . . . , In, J2, . . . , Jn are semi–closed
intervals of length π.
Example 5.1 Let n = 1. Then the polar coordinates (5.53), (5.54) for C2 = R4 become
ξ1 = r sinϕ1 cos θ,
ξ2 = r cosϕ1 cos θ (5.57)
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and
η1 = r sinψ1 sin θ,
η2 = r cosψ1 sin θ. (5.58)
If n = 3, the polar coordinates (5.53), (5.54) for C3 = R6 become
ξ1 = r sinϕ1 sinϕ2 cos θ
ξ2 = r sinϕ1 cosϕ2 cos θ
ξ3 = r sin cosϕ1 cos θ
(5.59)
and
η1 = r sinψ1 sinψ2 sin θ
η2 = r sinψ1 cosψ2 sin θ
η3 = r cosψ1 sin θ, (5.60)
Remark 5.2 The polar coordinates in (5.53), (5.54) might be viewed as a geometric con-
struction of the odd dimensional sphere S2n+1(µ) with radius µ > 0 of the following type:
we consider the product of the n–dimensional spheres Sn(2−1/2µ) in n + 1–dimensional real
subspaces Imζ = 0 and Reζ = 0 plus a rotation with the angle θ.
We propose an apparently new representation of the Kepler manifold by means of the
co-dimension 2 sub–manifold of Cn+1 \ 0 using the angular variables (5.53), (5.54).
Proposition 5.3 The Kepler manifold C is defined in the polar coordinates r > 0, (ϕ, ψ, θ)
in (5.53), (5.54) by
{(r, ϕ, ψ, θ) : θ = π
4
, H(ϕ, ψ) = 0}, (5.61)
where
H(ϕ, ψ) := e(ϕ) · s(ψ)
= cos(ϕn − ψn)
n−1∏
j=1
(sinϕj sinψj) + H˜(ϕ
′, ψ′) (5.62)
with ϕ′ = (ϕ1, . . . , ϕn−1), ψ′ = (ψ1, . . . , ψn−1) and
H˜(ϕ′, ψ′) = cosϕ1 cosψ1 +
n−1∑
j=2
cosϕj cosψj
j−1∏
ℓ=1
sinϕℓ sinψℓ. (5.63)
Clearly, C˜ is embedded in S2n+1(
√
2) by the equations
r =
√
2, θ =
π
4
, H(ϕ, ψ) = 0 (5.64)
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and therefore
ρ = |x| = r√
2
. (5.65)
Since C˜ is compact we can find a finite covering C˜ =
d⋃
k=1
U˜k of open charts U˜k, k = 1, . . . , d,
which yields
C =
d⋃
k=1
]0,+∞[×U˜k,
where each U˜k is diffeomorphic to an open set Uk ⊂ R2n−1, with local coordinates Θ = Θk =
(Θk1, . . . ,Θ
k
2n−1) ∈ Uk. For every k ∈ {1, . . . d} the two form ∂∂¯f , f being a smooth function
on C, can be written in the (cylindric) coordinates (ρ,Θ) ∈]0,+∞[×Uk as follows
∂∂¯f =
2n−1∑
ℓ=1
ρ
(
θℓ0∂
2
ρ + θ
ℓ
1ρ
−1∂ρLℓ1 + ρ
−1bℓ∂ρ + ρ−2∆˜ℓ
)
f(ρ,Θ)dρ ∧ dΘℓ
+
2n−1∑
j,ℓ=1
ρ2
(
θjℓ0 ∂
2
ρ + θ
jℓ
1 ρ
−1∂ρL
jℓ
1 + ρ
−1bjℓ∂ρ + ρ−2∆˜jℓ
)
f(ρ,Θ)dΘj ∧ dΘℓ, (5.66)
where θℓ0, θ
jℓ
0 , θ
ℓ
1, θ
jℓ
1 b
ℓ, bjℓ are real–valued real analytic functions on Uj, L
ℓ
1, L
jℓ
1 are real
tangential vector fields to C˜ with real analytic coefficients while ∆˜jℓ, ∆˜jℓ are second order
linear analytic differential operators without zero order term on C˜ (i.e., ∆jℓ1 = ∆˜jℓ1 = 0),
j, ℓ = 1, . . . , 2n− 1. In particular, if f is constant on C˜, i.e., f = f(ρ), we have
∂∂¯f =
2n−1∑
ℓ=1
(
θℓ0(Θ)ρf
′′(ρ) + bℓ(Θ)f ′(ρ)
)
dρ ∧ dΘℓ
+
2n−1∑
j,ℓ=1
(
θjℓ0 (Θ)ρ
2f ′′(ρ) + bjℓ(Θ)ρf ′(ρ)
)
dΘj ∧ dΘℓ. (5.67)
Proof: We start by recalling the representation of ∂∂¯f in Cn+1 by identifying Cn+1 =
R2n+2 by the canonical complex structure J0 for n ≥ 1. Recall that if n = 0 we have
∂∂¯f = 2i(fxx + fyy)dx ∧ dy,
with z = x+ yi ∈ C.
Lemma 5.1 Let n ≥ 1 and f ∈ C∞(Cn+1 \ 0) = C∞(R2n+2 \ 0) with coordinates ζ = ξ+ iη.
Then we can write ∂∂¯f in the standard polar coordinates in R2n+2 \ 0:
∂∂¯f =
i
2
n+1∑
ℓ=1
∂ζℓ∂ζ¯ℓfdζℓ ∧ dζ¯ℓ
=
n+1∑
ℓ=1
(fξℓξℓ + fηℓηℓ)dξℓ ∧ dηℓ (5.68)
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Moreover, in the the standard polar coordinates in R2n+2 \ 0 defined by (5.52) we can write
∂∂¯f = ρ
2n+1∑
ℓ=1
Ωℓ[f ]dρ ∧ dΘℓ + ρ2
2n+1∑
j,ℓ=1
Ωjℓ[f ]dΘj ∧ dΘℓ, (5.69)
with
Ωℓ[f ] = Eℓ0(Θ)∂
2
ρf + E
ℓ
1(Θ)ρ
−1∂ρL
ℓ;E
1 (Θ, ∂Θ)f
+ ρ−1eℓ(Θ)∂ρf + ρ−2∆˜Eℓ (Θ, ∂Θ)f (5.70)
Ωjℓ[f ] = Ejℓ0 (Θ)∂
2
ρf + E
jℓ
1 (Θ)ρ
−1∂ρL
jℓ;E
1 (Θ, ∂Θ)f
+ ρ−1ejℓ(Θ)∂ρf + ρ−2∆˜jℓ;E(Θ, ∂Θ)f (5.71)
where Eℓ0, E
jℓ
0 , E
ℓ
1, E
jℓ
1 e
ℓ, ejℓ are real–valued real analytic functions of θ, Lℓ;E1 , L
jℓ;E
1 are
real tangential vector fields to S2n+1 with real analytic coefficients while ∆˜jℓ;E, ∆˜jℓ;E are
second order linear analytic differential operators without zero order term on S2n+1 (i.e.,
∆jℓ;E(1) = ∆˜jℓ;E(1) = 0), j, ℓ = 1, . . . , 2n+ 1.
Proof. The first identity (5.68) is immediate. Next, by the standard calculus on two
forms and change of the variables, we obtain
∂∂¯f =
n+1∑
ℓ=1
(fξℓξℓ + fηℓηℓ)dξℓ ∧ dηℓ
=
n+1∑
j=1
(fξjξj + fηjηj )
2n+1∑
ℓ=1
(∂ρξj∂Θℓηj − ∂ρηj∂Θℓξj)dρ ∧ dΘℓ
+
n+1∑
j=1
(fξjξj + fηjηj )
2n+1∑
k,ℓ=1
(∂Θkξj∂Θℓηj − ∂Θkηj∂Θℓξj)dΘk ∧ dΘℓ
=
2n+1∑
ℓ=1
(
n+1∑
j=1
(fξjξj + fηjηj )(∂ρξj∂Θℓηj − ∂ρηj∂Θℓξj)
)
dρ ∧ dΘℓ
+
2n+1∑
k,ℓ=1
(
n+1∑
j=1
(fξjξj + fηjηj )(∂Θkξj∂Θℓηj − ∂Θkηj∂Θℓξj)
)
dΘk ∧ dΘℓ. (5.72)
We conclude by writing fξjξj + fηjηj in the polar coordinates (ρ,Θ).
Set Φ = (ϕ, ψ) ∈ I×J , where I (respectively J) is as in (5.55) (respectively, (5.56)). We
can apply the implicit function theorem in the global coordinates on C˜ is applicable outside
the singular set C˜S(I × J) (in the fixed angular variables) defined by the system
H(Φ) = 0, dΦH(Φ) = 0. (5.73)
In fact, choose V ⊂⊂ I × J \ C˜S(I × J), then by the implicit function theorem, there exists
s ∈ {1, . . . , n} such that H(Φ) = 0 on V defines ϕs = ϕs(ϕs, ψ) or ψs = ψs(ϕ, ψs), where
ϕs = (ϕ1, . . . , ϕs−1, ϕs+1, . . . , ϕn), ϕs = (ϕ1, . . . , ϕs−1, ϕs+1, . . . , ϕn).
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with Θ = (ϕs, ψ) or Θ = (ϕ, ψs) belonging to some open V ′ ⊂ R2n−1. Clearly V ′ defines a
chart and in view of the compactness of S2n+1(r) we can choose a finite number by varying
I and J in the definitions (5.55), (5.56).
It is well known by the calculus on manifolds that
∂zj∂zℓf =
2n−1∑
r=1
(Ωjℓr (Θ)∂
2
ρ + ρ
−1∂ρT jℓr + ρ
−1b˜jℓr ∂ρ + ρ
−2Djℓr )f
+
2n−1∑
r,s=1
(Ωjℓrs∂
2
ρ + ρ
−1∂ρT jℓrs + ρ
−1b˜jℓrs∂ρ + ρ
−2Djℓrs)f (5.74)
and
dzj ∧ dz¯ℓ = ρ
2n−1∑
p=1
Γjℓp (Θ)dρ ∧ dΘp
+ ρ2
2n−1∑
p,q=1
Γjℓpq(Θ)dΘp ∧ dΘq (5.75)
where
T jℓr =
2n−1∑
q=1
T jℓr;q(Θ)∂Θq (5.76)
T jℓrs =
2n−1∑
q=1
T jℓrs;q(Θ)∂Θq (5.77)
are tangential vector field to C˜
⋂
U˜j with real analytic coefficients while
Djℓr =
2n−1∑
p,q=1
Djℓr;pq(Θ)∂Θp∂Θq
+
2n−1∑
q=1
Hjℓr;q(Θ))∂Θq (5.78)
Djℓrs =
2n−1∑
p,q=1
Djℓrs;pq(Θ)∂Θp∂Θq
+
2n−1∑
q=1
Hjℓrs;q(Θ)∂Θq (5.79)
are second order linear analytic differential operator on C˜
⋂
U˜j without zero order terms.
Clearly, (5.80) and (5.74) yield (5.66). The proof is complete.
We observe that the definition of Tm(z) implies that
log Tm(z) = n log(2m) + log
(
Tm(z)
2mn
)
= n log(2m) + logF (m|x|)
= n log(2m) + log
(
n−2∑
j=0
aj
(m|x|)j + Φ(m|x|) + Ψ(m|x|)
)
. (5.80)
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Set
F (ρ) =
n−2∑
j=0
aj
ρj
+ Φ(ρ) + Ψ(ρ). (5.81)
Clearly we can rewrite (5.80) on C =]0,+∞[×C˜ as follows:
log Tm(z) = n log(2m) + logF (m|x|) = n log(2m) + logF (mρ). (5.82)
We note that (5.80) implies for every fixed ρ > 0 the function log Tm(z) is constant C =
{ρ} × C˜. The representaion formula (5.82) yileds
Em|C = i
2m
∂∂¯(log(F (m|x|)|C. (5.83)
We show the main result of the present section.
Theorem 5.4 There exist 2(n+ 1)2 real analytic functions σkℓ(Θ), τkℓ(Θ), σkℓ = σℓk, τkℓ =
σℓk, k, ℓ = 1, . . . , n+ 1, defined on C˜ such the 2–form the obstruction term
Em|Cj (ρ,Φ) := Em|]0,+∞[×(C˜ TUj(ρ,Φ)
=
2n−1∑
q=1
E qm(ρ,Θ)dρ ∧ dΘq
+
2n−1∑
p,q=1
Epqm (ρ,Θ)dΘp ∧ dΘq (5.84)
where
E qm(ρ,Θ) = θq0(Θ)mρ
F ′′(mρ)F (mρ)− (F ′(mρ))2
F 2(mρ)
+ bq(Θ)
F ′(mρ)
F (mρ)
=
1
m2ρ2
(
θq0(Θ)
N∑
s=0
ps
ρsms
+ bq(Θ)
N∑
s=0
qs
ρsms
)
+ θq0(Θ)R
1
N(mρ) + bq(Θ)R
2
N(mρ) (5.85)
Epqm (ρ,Θ) = θpq0 (Θ)mρ2
F ′′(mρ)F (mρ)− (F ′(mρ))2
F 2(mρ)
+ bpq(Θ)ρ
F ′(mρ)
F (mρ)
=
1
m2ρ
(
θpq0 (Θ)
N∑
s=0
ps
ρsms
+ bpq(Θ)
N∑
s=0
ps
ρsms
)
+ θpq0 (Θ)ρR
1
N (mρ) + bpq(Θ)ρR
2
N(mρ) (5.86)
for all N ∈ N, where the real constants ps, qs depend on a1, . . . , an−2 by explicit formulas while
θq0(Θ), bq(Θ), θ
pq
0 (Θ), bpq(Θ) are real-valued real analytic functions on C˜. The reminders R
µ
N ,
µ = 1, 2 satisfy the following estimates: for every δ0 > 0 one can find positive constants Aµ,
Bµ, µ = 1, 2, such that
|∂αx (RµN(m|x|))| ≤ AN+1µ B|α|µ N !α!m−N−1|x|−N−|α|−3, (5.87)
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for all N ∈ Z+, α ∈ Zn+, |x| ≥ δ0, m ≥ 1. In particular, there exist positive constants
c0, µ0, A0 such that if we choose N = N(m) = 1 + [e
c0m] then R˜µm(mρ) := R
µ
N(m)(mρ) are
exponentially small in the following sense:
|∂αx (R˜µm(m|x|))| ≤ A0B|α|µ α!e−c0m|x|, (5.88)
for all α ∈ Zn+, |x| ≥ δ0, m ≥ 1. Finally, we can summarize the asymptotic estimates above
as follows: every N ∈ N, δ > 0 one can find C > 0 such that
E qm(ρ,Θ) =
1
ρ2m2
N∑
s=1
κqs(Θ)
msρs
+RqN (mρ,Θ) (5.89)
Epqm (ρ,Θ) =
1
ρm2
N∑
s=1
κ
pq
s (Θ)
msρs
+ ρRpqN (mρ,Θ), (5.90)
where
|∂βρ ∂αΘ(RqN(ρ,Θ;m))| ≤ CN+1+|α|N !α!m−N−3ρ−N−3−β , (5.91)
|∂βρ ∂αΘ(RpqN (ρ,Θ;m))| ≤ CN+1+|α|N !α!m−N−3ρ−N−2−β , (5.92)
for m ≥ 1, |x| ≥ δ, β ∈ Z+, α ∈ Z2n−1+ , k, ℓ = 1, . . . , n+ 1, p, q = 1, . . . 2n− 1.
Proof. Fix m ∈ N . The first step of the proof consists in applying (5.67) for
f(ρ) =
i
2m
log(F (mρ)).
We note that by (5.67) for f(ρ) = i
2m
log(F (mρ)) and the identities
∂ρ(log(F (mρ)) = m
F ′(mρ)
F (mρ)
, (5.93)
∂2ρ(log(F (mρ)) = m
2F
′′(mρ)F (mρ)− (F ′(mρ))2
F 2(mρ)
, (5.94)
we get
E qm(ρ,Θ) =
i
2
Γq(Θ, mρ)
F 2(mρ)
(5.95)
Epqm (ρ,Θ) =
imρ
2
Γpq(Θ, mρ)
F 2(mρ)
(5.96)
where
Γq(Θ, y) = θq0(Θ)y(F
′′(y)F (y)− (F ′(y))2) + bq(Θ)F ′(y)F (y), (5.97)
Γpq(Θ, y) = θpq0 (Θ)y(F
′′(y)F (y)− (F ′(y))2) + bpq(Θ)F ′(y)F (y). (5.98)
By the asymptotic expansion for F we have
F ′(y) = −
n−2∑
j=1
jbj
yj+1
+ Φ′(y) + Ψ′(y) (5.99)
F ′′(y) =
n−2∑
j=1
j(j + 1)bj
yj+2
+ Φ′′(y) + Ψ′′(y) (5.100)
21
Straightforward calculations of F ′′(y)F (y), (F ′(y))2, F ′(y)F (y)/y and (5.97) lead to
Γq(Θ, y) = θq0(Θ)y(F
′′(y)F (y)− (F ′(y))2) + bq(Θ)F ′(y)F (y), (5.101)
Γpq(Θ, y) = θpq0 (Θ)y(F
′′(y)F (y)− (F ′(y))2) + bpq(Θ)F ′(y)F (y). (5.102)
Γq(Θ, y) =
2n−4∑
j=1
µqj;0(Θ)
yj+2
+
2n−4∑
j=1
νqj;0(Θ)
yj+2
+ θq0(Θ)E1(y) + b
q(Θ)E2(y) (5.103)
Γpq(Θ, y) =
2n−4∑
j=1
µpqj;0(Θ)
yj+2
+
2n−4∑
j=1
νpqj;0(Θ)
yj+2
+ θpq0 (Θ)E1(y) + b
pq(Θ)(Θ)E2(y) (5.104)
where
µq1;0(Θ) = θ
q
0(Θ)b1b0 (5.105)
µqj;0(Θ) = θ
q
0(Θ)
(
b0bj +
j−1∑
ℓ=1
ℓ(ℓ+ 1)bℓbj−ℓ −
j−1∑
ℓ=1
ℓ(j − ℓ)bℓbj−ℓ
)
= θq0(Θ)
(
j(j + 1)b0bj +
j−1∑
ℓ=1
ℓ(2ℓ+ 1− j)bℓbj−ℓ
)
(5.106)
νq1;0(Θ) = −bq(Θ)b1b0 (5.107)
νqj;0(Θ) = −θq0(Θ)(jb0bj +
j−1∑
ℓ=1
ℓbℓbj−ℓ) (5.108)
µpq1;0(Θ) = θ
q
0(Θ)b1b0 (5.109)
µpqj;0(Θ) = θ
pq
0 (Θ)
(
b0bj +
j−1∑
ℓ=1
ℓ(ℓ+ 1)bℓbj−ℓ −
j−1∑
ℓ=1
ℓ(j − ℓ)bℓbj−ℓ
)
= θpq0 (Θ)
(
j(j + 1)b0bj +
j−1∑
ℓ=1
ℓ(2ℓ+ 1− j)bℓbj−ℓ
)
(5.110)
νpq1;0(Θ) = −bpq(Θ)b1b0 (5.111)
νpqj;0(Θ) = −θpq0 (Θ)(jb0bj +
j−1∑
ℓ=1
ℓbℓbj−ℓ) (5.112)
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for j = 2, . . . , 2n− 4 and
E1(y) = (Φ(y) + Ψ(y))
n−2∑
j=1
j(j + 1)bj
yj+2
+ (Φ′′(y) + Ψ′′(y))
n−2∑
j=0
bj
yj
− 2(Φ′(y) + Ψ′(y))
n−2∑
j=1
jbj
yj+1
+ (Φ(y) + Ψ(y))(Φ′′(y) + Ψ′′(y)) (5.113)
E2(y) = −(Φ(y) + Ψ(y))
n−2∑
j=1
jbj
yj+2
− (Φ′(y) + Ψ′(y))
n−2∑
j=0
bj
yj+1
− (Φ(y) + Ψ(y))(Φ′(y) + Ψ′(y)) (5.114)
Next, we show an auxiliary assertion.
Lemma 5.2 There exists K > 0 such that the function G(y) := F−2(y) is uniformly analytic
function for y ≥ 2 satisfying
1
F 2(y)
=
1
b20
+
∞∑
j=1
βj
yj
, (5.115)
where βj ∈ R, j = 1, 2, . . . are defined recursively
βj = −2bj
b0
+ β˜j(b0, . . . , bj−1), j = 1, 2, . . . (5.116)
and satisfy
lim sup
j≥1
j
√
|βj| < 1
K
. (5.117)
Moreover,
1
F 2(m|x|) =
1
b20
+
∞∑
j=1
βj
(m|x|)j , (5.118)
is uniformly analytic for |x| ≥ K, uniformly with respect to m ≥ 1 and the remainder
E˜N(y) =
∞∑
j=N
βj
yj
(5.119)
satisfies, for some positive numbers A˜0, B˜0, A˜, B˜, the following analytic–Gevrey combinato-
rial estimates
|( d
dy
)k(E˜N (y))| ≤ A˜N+10 B˜k0N !k!y−N−k−1, (5.120)
for y ≥ K, k,N ∈ Z+, and
|∂αx (E˜N(m|x|))| ≤ A˜N+1B˜αN !α!m−N−1|x|−N−α−1, (5.121)
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for all α ∈ Zn+, N ∈ Z+, |x| ≥ K, m ≥ 1.
Proof. We recall that
1
(1 + τ)2
= − d
dτ
(
1
1 + τ
)
=
∞∑
j=1
(−1)jjτ j−1 (5.122)
provided |τ | < 1. Set
κ(y) =
1
b0
n−2∑
j=1
bj
yj
+
1
b0
Φ(y) +
1
b0
Ψ(y). (5.123)
Clearly for every ε ∈]0, 1[ we can find K = Kε > 0 such that
sup
y≥K
|κ(y)| < ε. (5.124)
Therefore, by (5.123) and (5.124) we readily obtain the following representation by means
of convergent Neumann series
1
F 2(y)
=
1
b20
1
(1 + κ(y))2
=
1
b20
+
∞∑
j=1
(−1)j+1(j + 1)
b20
(κ(y))j. (5.125)
Hence,
βj =
1
j!
(
d
dy
)j(
∞∑
s=1
(−1)s+1(s+ 1)
b20
(κ(y))j)|y=0. (5.126)
We complete the proof of the lemma by plugging (5.123) in (5.125) and applying uniform
analytic estimates as in [10], [11].
Next, by the representation formulas derived above, we obtain that
Γq(Θ, y)
F 2(y)
=
N∑
j=1
Hqj (Θ, y)
yj+2
+
N∑
j=1
Gqj(Θ, y
yj+2
+ θq0(Θ)R˜
1
N(Θ, y) + b
q(Θ)R˜2N(y) (5.127)
Γpq(Θ, y)
F 2(y)
=
N∑
j=1
Hpqj (Θ, y)
yj+2
+
N∑
j=1
Gpqj (Θ, y
yj+2
+ θpq0 (Θ)R˜
1
N(Θ, y) + b
pq(Θ)R˜2N(y) (5.128)
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where
Hqj (Θ, y) = θ
q
0(Θ)
µj
b20
+
min{2n−4,j−2}∑
ℓ=1
µℓβj−ℓ
 (5.129)
Hpqj (Θ, y) = θ
pq
0 (Θ)
µj
b20
+
min{2n−4,j−2}∑
ℓ=1
µℓβj−ℓ
 (5.130)
Gqj(Θ, y) = θ
q
0(Θ)
νj
b20
+
min{2n−4,j−1}∑
ℓ=1
νℓβj−ℓ
 (5.131)
Gpqj (Θ, y) = θ
pq
0 (Θ)
νj
b20
+
min{2n−4,j−1}∑
ℓ=1
νℓβj−ℓ
 (5.132)
and
R˜1N (y) =
2n−4∑
ℓ=1
∑
N+1−ℓ≤j≤N
µℓβj
yℓ+j+2
+
E1(y)
F 2(y)
+ E˜N(y)
2n−4∑
j=1
µj
yj+2
, (5.133)
R˜2N(y) =
2n−4∑
ℓ=1
∑
N+1−ℓ≤j≤N
νℓβj
yℓ+j+2
+
E2(y)
F 2(y)
+ E˜N (y)
2n−4∑
j=1
νj
yj+2
(5.134)
We conclude the proof of the estimates by straightforward applications of the functional–
analytic arguments in [10], [11] for showing simultaneosly uniform holomorphic extensions
and exponential decay on infinity.
Remark 5.5 We point out that (5.88) implies that for a given m ≫ 1, the optimla choice
of N = N(m) for the truncated asymptotic expansion is given by
σ(Φ)
N(m)∑
j=1
pj
|x|j+2m
−j + τ(Φ)
N(m)∑
j=1
qj
|x|j+2m
−j. (5.135)
since the remainder is exponentially small for m → +∞. We note that similar uniform
exponential decay estimates are shown in the framework of analytic–Gevrey pseudodifferential
operators, e.g., cf. [36], [10], [11] and the references therein.
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