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Abstract
This thesis describes mathematical structures of the quantum BRST constraint method. Ul-
timately, the quantum BRST structures are formulated in a C∗-algebraic context, leading to
comparison of the quantum BRST and the Dirac constraint method in a mathematically con-
sistent framework.
Rigorous models are constructed for the heuristic examples of BRST for quantum electro-
magnetism (BRST-QEM) and Hamiltonian BRST with a finite number of constraints. This
facilitates comparison between the results produced by the BRST method, and the results of
the T -procedure of Grundling and Hurst for the quantum Dirac constraint method.
The different constraint methods are shown not to be equivalent for the examples of Hamilto-
nian BRST with a finite number of constraints that close, and a BRST-QEM model constructed
using the Resolvent Algebra of Buchholz and Grundling with covariant test function space.
Moreover, this leads to the following three consequences:
The quantum BRST method, and quantum Dirac method of constraints, are not equivalent
in general.
Examples of quantum Hamiltonian BRST can be constructed to show that the BRST method
does not remove the ghosts in the BRST physical algebra. This occurs since quantum Hamilto-
nian BRST selects multiple copies of the physical state space selected by the Dirac algorithm,
and the ghosts are not removed from the BRST-physical state space. Extra selection criteria are
required to select the correct physical space, which do not gaurantee correspondence between
the Dirac and BRST physical algebras.
Conversely, the BRST physical algebra and Dirac physical algebra coincide when QEM is en-
coded in the auxiliary Resolvent Algebra. This is a rigorous example of Lagrangian BRST, hence
quantum Lagrangian and quantum Hamiltonian BRST are not equivalent constraint methods.
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Chapter 1
Introduction
This thesis describes the structures of the quantum BRST constraint method in a mathematically
consistent manner, ultimately formulating it in a C∗-algebraic context. The BRST quantum
constraint method is widely used in modern theoretical physics, finding application in many
areas such as renormalization of gauge theories [11, 68, 104], constraint theory in classical and
quantum Hamiltonian constraint systems [55, 8, 102, 72] and constraint theory in string theory
[64, 37, 34]. As a general quantum constraint method it suffers from the problems that it comes in
a multitude of varieties, is commonly defined in the context of a specific model rather than in an
independent algorithmic manner and often requires the addition of model-dependent constraints.
Although there has been analysis of quantum BRST in varying degrees of mathematical rigour,
as discussed below, there is still a lack of unification of the various results as well as a lack
of comparison to alternative quantum constraint methods in mathematically precise manner.
The following develops a mathematical framework to address these issues. First this framework
is developed in the setting of operators acting on a Krein space, which is used to analyse
common BRST examples and to discuss problematic issues related to BRST in the literature.
The framework is then extended to an abstract C∗-algebraic context where is used to compare
quantum BRST to the Dirac quantum constraint method in a mathematically consistent setting,
and to further investigate the formulation of an abstract quantum BRST algorithm.
We start with a brief historical survey of BRST. As the BRST related literature is vast,
the account given here covers the part which is central to the development of most branches
of BRST. BRST theory officially began with the work by Becchi, Rouet and Stora (BRS)
[11, 10], and separately by Tyutin (T) [100], in relation to renormalization of gauge theories
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using path integral methods. In [11] these authors discovered that it was possible to define a
superderivation δ (or s in their notation) on the fields involved (gauge, ghost, etc) such that
δ2 = 0; that the Lagrangians were δ invariant; and that δ produced the Slavnov-Taylor identities
which correspond to gauge invariance in perturbation theory. In this way these authors were
able to prove the renormalizability and unitarity of the S-matrix in gauge theory models that
satisfy the Slavnov-Taylor identities, which they demonstrate explicitly for the example of the
SU(2)-Higgs-Kibble model.
Following this, Kugo and Ojima formulated BRST as a constraint theory, published in a series
of papers [66, 67, 69, 48, 68] including the major work [68] (referred to here as K&O [68]) that
exhibits many of the general structures associated to BRST today. They work in an operator
formalism, where fields are operator valued distributions acting on some inner product space
H, and the construction δ for non-abelian gauge theories is interpreted as ‘replacing the gauge
parameter by ghost parameter’ in the gauge transformations. An explicit formula for the BRST
charge Q is given such that it generates δ, is such that Q2 = 0, and hermicity assignments for the
ghost fields are assumed which make Q hermitian. The latter two conditions are incompatible
with a Hilbert inner product and thus forces the inner product on H to be indefinite. As Q2 = 0
we have RanQ ⊂ KerQ and K&O then go on to assume formally the the physical subspace is
KerQ/RanQ and to investigate consequent structures. They find that the physical subspace has
a positive definite inner product using an argument based on a specific structure associated to
the gauge theory set-up called the ‘quartet mechanism’ applied to non-interacting theories and
invoking asymptotic completeness (K&O [68] p46). Under the assumption that the observables
should be be those operators that factor to KerQ/RanQ, they prove that the local observables
(as defined on K&O [68] p46) are the same as Ker δ factored to KerQ/RanQ, which is used to
give a proof colour confinement, K&O [68] Theorem 5.11 p69.
The results in K&O [68], while undoubtedly of great importance, rely on formal arguments
as well as special features associated to gauge theories. It is natural to consider how these
results can be extended to other theories with constraints and once done, to see if the inner
product on KerQ/RanQ is positive definite, if the operators which factor to KerQ/RanQ
always are in Ker δ, how to make the structures rigorous, what the relation is to other constraint
methods such as Dirac. As the K&O approach is based upon modifying a symmetry of the
Lagrangian, we refer to similar approaches as the Lagrangian approach to BRST. Following K&O
[68] the Lagrangian BRST structures are further analysed and developed by many authors such
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as [70, 3, 4, 1, 2, 78, 81, 80, 64, 92, 79, 97]. Positivity of the physical space for gauge and string
models is studied in [78, 97, 4, 2] where it is noted that positivity is not guaranteed to hold
in general [97, 78], and that perturbative arguments may not be applicable to gauge theories
in [97, 2]. Kugo and Uehara [70] investigate the observable algebra for Yang-Mills type gauge
theories and find that a further restriction to ghost number zero BRST observables is needed to
guarantee correspondence to the expected algebra ([70] Theorem 1 p1398). Also noteworthy is
[64], where the authors apply the Lagrangian BRST approach to bosonic string theory and find
that 2-nilpotence of the BRST charge requires the critical dimension condition of D = 26 and
that the physical subspace has positive definite inner product via a ‘quartet mechanism’-like
argument.
Concurrently with the development of the Lagrangian BRST approach, Fradkin et al. [31, 32,
9, 8], published a series of papers with a general method for proving unitarity of the S-matrix for
arbitrary gauge fixing conditions for degenerate Hamiltonian systems. This method extends the
original system by ghost variables and uses the bracket structure of the constraints to construct
an 2-nilpotent operator Q (Ω in their notation) to generate a superderivation δ. It is argued
that we can extend the Hamiltonian H0 of the original unextended system to HΨ = H0 + δ(Ψ),
where Ψ is an arbitrary function of the extended variables, and that the S-matrix derived from
the extended system is independent of Ψ. In this way we achieve independence of the S-matrix
from the ‘gauge fixing condition’, in the form of the function Ψ. Although originally based
on the path integral formalism, this method was set in an operator formalism in [9] where the
basic objects Q and δ had strikingly similar properties to the K&O construction, but where
the the method now applies to a general Hamiltonian system with constraints, and that the
construction of Q depended only on the commutation relations of the constraints. We refer to
the above approach as the BFV (Batalin-Fradkin-Vilkovisky) approach to BRST.
The BFV and Lagrangian BRST approach to constraints were brought together in the com-
prehensive paper by Henneaux [49], in which the BFV approach is reviewed and the major
step of formulating it for classical Hamiltonian constraint theories is taken. Quantum theory
is then considered in both operator and path integral formalisms where it is shown how the
BRST charge for Yang-Mills as in K&O [68] can be arrived at using the BFV approach, that the
extended system acts on a space of Berezin superfunctions, and a heuristic argument for equiv-
alence between the Quantum Dirac constraint method and Quantum BRST method is given.
The BFV formalism as described in this paper, and its subsequent development we will refer to
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as the Hamiltonian approach to BRST.
Since [49], Henneaux and many others have significantly extended the analysis of Hamiltonian
BRST, both in the classical and quantum case. An exhaustive list of these works is not given
here, but can be found in H&T [55] which is the standard reference for Hamiltonian BRST
theory in the physics literature. The first half of this book summarises the major structures now
associated to classical BRST. The ghosts and conjugate ghosts that appear in classical BRST
are shown to arise naturally from the geometric structures of Koszul-Tate and longitudinal
differentials associated to the constraint surface and gauge transformations. Using homological
perturbation theory, they show that the BRST superderivation δ arises naturally as the sum
of these differentials plus higher order terms and satisfies δ2 = 0. This produces the BRST
cohomology, and it is shown that the algebra of observables of the original constraint theory is
isomorphic to the BRST cohomology at ghost number zero. The generator Q of δ is canonically
constructed as in H&T [55] and the analysis is extended to cover the reducible case, i.e. where
the constraint functions are linearly dependent. We will not treat classical BRST further in this
thesis as it has already been put on a firm mathematical foundation, e.g. [30, 93, 96, 7]; we refer
the reader to these papers and their bibliographies for details.
With classical BRST being well defined, most authors construct Hamiltonian Quantum
BRST structures by analogy to classical BRST with particular emphasis on the cohomological
aspects. For example, the BRST observables are usually taken to be those δ-invariant opera-
tors of ghost number zero rather than operators that factor to KerQ/RanQ. While Quantum
Hamiltonian BRST is constructed in several heuristic formalisms, such as the path integral, we
are only concerned here with the operator formalisms as this is most easily made rigorous. We
study the operator formalism for Hamiltonian BRST given in H&T [55] Chapter 13 as this has
the basic structures of most versions of Hamiltonian BRST. As in the Lagrangian case, there
are many questions to ask of the structure of Hamiltonian Quantum BRST. Fundamental to a
probabilistic interpretation is the positivity of the inner product on the physical subspace.
Positivity of the inner product on the physical subspace is sometimes assumed to be true,
or that it will be only for ghost number zero states in the physical subspace, but it is noted in
several places, e.g. H&T [55] p311, Grigore and Scharf [38] p644, that extra selection conditions
beyond this are still needed for this to hold. Henneaux [50] (section 8) gives a discussion of this
complication for the case of the string model, along with a discussion of other difficulties related
to the superfunction representations commonly used in Hamiltonian BRST, e.g. indefiniteness
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of the physical inner product and fractional ghost number. Solutions are proposed to both
problems. These problems are also noted by other authors e.g. Landsman and Linden [71] p425,
McMullan and Paterson [74] p489 Fuster and van Holten [33] p7, p9, and essentially the same
solution is proposed as in Henneaux [50]. A useful method for calculating the physical states
which utilizes the dsp-decomposition and the BRST Laplacian operator is noted in several places,
and treated most systematically for the Hamiltonian framework in van Holten [102] Section 2.7,
and for the Lagrangian framework in Scharf [92] p21.
As well as issues related to the state space for both Lagrangian and Hamiltonian BRST,
calculation of the quantum BRST observable algebra is not analysed in detail at the heuristic
level. In the Lagrangian picture, K&O [68] give Proposition 5.9 p68 which shows heuristically
that BRST invariant observables only act on KerQ/RanQ by their restriction to the subspace
with no gauge particle creators, Scharf [92] p127 proves unitarity of the physical S-matrix using
a similar argument and the dsp-decomposition. In the Hamiltonian picture, H&T [55] Section
14.2.1b, gives a structure theorem that relates the dsp-decomposition to the operators in Ker δ,
but does not compare this to the Dirac method of selection of observables. These results all
rely on essentially the same idea, expressed below in Theorem (3.3.11) and Theorem (4.2.27).
In [53, 52] a heuristic proof is given to show that restricting to ghost number zero operators in
Ker δ for the physical observables removes the ghost part of the algebra for Quantum Yang-Mills
theory. The proof does not use the structure theorem in H&T [55]. However in Henneaux and
Teitelboim [54] it is shown that δ must be restricted to the original observables (without ghosts)
to obtain the correct results for the example of quantization of generalised magnetic monopoles.
Mathematically consistent treatment of BRST structures is needed to deal with the above
issues. As BRST theory has existed for 30 years, work in this direction has of course been
done. General BRST structures has been examined by Horuzhy et al. in a series of papers
[57, 6, 60, 58, 61, 62, 103], in particular in Horuzhy and Voronin [57] the BRST charge is
analysed Q as a possibly unbounded Hermitian operator acting on a Krein space, and various
results including the dsp-decomposition are obtained. Ghost number operators are studied in
Azizov and Khoruzhii [6] and conditions for the existence of these operators are given. The
natural Lie superalgebra generated by Q, its Hilbert-adjoint Q∗, ghost number operator G and
the BRST-Laplacian ∆ = {Q∗, Q} is l(1, 1) and its representation theory is carefully analysed in
Horuzhy and Voronin [61] where a general description of how these representations decompose
is given. A concrete example of BRST for the Schwinger model is discussed Horuzhy and
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Voronin [58] in the Lagrangian approach, where the BRST charge is constructed along the lines
of ‘replacing the gauge parameter by ghost parameter’. A problem is found in applying this
approach to the LS solution (as defined in [58]), but it works well for the CF solution [19]
with the result that the correct physical space is selected. It should be noted that the BRST
charge for the Schwinger models has the same form as that for BRST-QEM when written in
terms of creators and annihilators which is why we get the correct physical result. The BRST
physical algebra is not discussed in this example, however the selection of the physical algebra
is considered in [60] where it is shown that for theories with structures similar to QEM, the
operator cohomology is what we expect. The proof of this fact relies on using an ‘operator
dsp-decomposition’ and is entirely algebraic. It is conjectured at the end of [60] that the spatial
dsp-decomposition can be used to simplify the operator cohomology calculation. We do this here
using a structure theorem similar to the one mentioned in H&T [55], but extended to cover the
infinite dimensional case. Further papers [62, 103] are mainly concerned with studying l(1, 1).
In contrast to the direct study of the general structures of Quantum BRST, a second avenue
to investigate Quantum BRST rigorously is to apply a well-defined quantization scheme to
classical BRST. As classical BRST is mathematically sound and gives results equivalent to Dirac,
it is natural to see if this will carry over to the quantum theory, and this is studied in [15, 27, 65].
Duval, Elhadad and Tuynman [27] found that by using Geometric Quantization as well as the
BRST procedure gave they obtained the same problems with the indefinite metric of the physical
subspace, fractional ghost number, etc, mentioned above with respect to Hamiltonian BRST
([27] p543), but could obtain the desired results by modifications made on a case by case by
basis. This seems a natural approach to take, however due to obstruction results in quantization
[36, 35], and the fact that there are quantum constraint systems with no classical analogue,
direct analysis of quantum BRST structures is still of primary importance.
Quantum BRST ideas have been applied to the rigorous formulations of perturbation theory.
The idea of calculating interacting quantum field theories (QFT’s) via perturbations of free
theories is fundamental to all approaches to interacting QFT, and the well known divergences
associated to the process are the bane of rigorous formulations of QFT. The approach taken in
[92, 26, 25, 24, 56] is to define interacting objects via formal power series in such a way that
each term satisfies certain properties we expect from our final theory, such as gauge invariance.
Scharf [92] does this using the Epstein-Glaser [28] approach to constructing the S-matrix where
the terms in the S-matrix are smeared time ordered operator valued distributions constructed
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iteratively without the use of a ultraviolet cut-off function by the use of causality. BRST
structures are used to define perturbative gauge invariance (PGI). For given models, the S-
matrix is defined as the formal power series of the appropriate smeared time ordered free matter,
gauge, and ghost fields with the n-th order term in the series denoted by (1/n!)Tn(x1, . . . , xn).
Both Q and δ are constructed using the Lagrangian method of ‘replacing the gauge parameter by
ghost parameter’. PGI is then defined to be that δ(Tn(x1, . . . , xn)) is a divergence of particular
form (cf. [92] equation (3.1.18) p99) and is justified as it implies more traditional expressions
of PGI, e.g. the Ward-Takahashi identities in the case of Quantum Electrodynamics (QED) (cf.
[92] p100). PGI as defined in [92] for a general theory also ensures that smearing the S-matrix
terms Tn(x1, . . . , xn) over the Schwartz functions g ∈ S(R4,Rn) and taking the limit g → 1
gives that δ(Tn(g)) → 0 (cf. [92] equation (3.1.25) p 100). That is, the terms in the S-matrix
perturbation series are such that Tn ∈ Ker δ in the adiabatic limit. Scharf makes the point that
PGI defined using Tn and δ this way makes sense even when the S-matrix does not exist in the
adiabatic limit, e.g. for the massless field case ([92] p101). Hence BRST structures, such as the
superderivation δ, are fundamental to the meaning of gauge invariance in this approach. Similar
ideas are used in [24, 25] where observables, physical state space, and BRST charge Qint for
interacting theories are constructed via formal power series derived from the free theory. These
ideas are also used in [56] which provides an extensive analysis of renormalization of Yang-Mills in
curved space time. It is assumed throughout these approaches that the physical interpretations
require that the physical subspace, KerQ/RanQ, has positive definite inner product, and also
that the physical algebra is defined to be Ker δ/Ran δ.
This concludes our brief historical review of the current BRST literature relevant to this
thesis. Some other important works not mentioned so far are e.g. [106, 104, 79]. For a more ex-
tensive guide to the BRST literature, the interested reader can consult consult the bibliographies
of [55, 79, 102, 7, 8].
From the preceeding discussion it is clear that the quantum BRST constraint method needs
a mathematically rigorous treatment for several reasons. We need to investigate positivity of the
physical subspace in the Lagrangian and Hamiltonian frameworks. We need to investigate the
selection of the algebra of BRST observables. We need to interpret Lagrangian BRST structures
in a well-defined mathematical framework, and give an account of free theories such as QEM
as in Scharf [92] in this framework. We need to be able to compare the different approaches
to quantum BRST in a mathematically precise way, as well as compare quantum BRST to the
7
quantum Dirac method.
This thesis pursues these aims and is orgainized broadly in two parts. Chapter 2, Chapter 3
and Chapter 4 make up the first part, and are aimed at developing clear consistent mathematical
structures in a concrete representation. Initially, the standard quantum BRST examples are
defined formally as found in the literature, then the model independent structures of quantum
BRST common to the standard BRST examples in the literature are defined. The standard
quantum BRST examples are then developed rigorously in light of these frameworks, facilitating
discussion of problematic issues related to BRST in the literature from a consistent viewpoint.
Much insight can be gained from analysing QFT structures in a representation-free setting,
and the second part is aimed at analysing quantum BRST in such a setting. Chapter 5 encodes
the structures of the previous chapters in a C∗-algebraic context, and gives an abstract formu-
lation of the general structures of the quantum BRST constraint method. This is a non-trivial
mathematical problem for the case of BRST-QEM as most of the basic objects are defined as
unbounded operators acting on a Krein-Fock space. The formulation of quantum BRST in C∗-
algebraic structures allows a comaparison to the quantum Dirac constraint algorithm from a
general and rigorous standpoint.
This is not to say that a C∗-algebraic framework is the only way to analyse quantum BRST
rigorously, as evidenced by the many other approaches to rigorous quantum BRST already
mentioned in the introduction. The C∗-algebraic viewpoint, however, gives a methodology to
draw together and analyse in a consistent mathematical framework coming from the different
varieties of quantum BRST.
A summary of the contents of the Chapters is as follows:
Chapter 2 gives an account of the standard heuristic BRST structures such as the BRST
charge Q, BRST superderivation δ, and ghost structure. The Lagrangian and Hamiltonian
BRST approaches will be discussed by giving an example of each. The purpose of this chapter is
to motivate the rigorous developments in later chapters and to connect with standard examples
as found in the literature. We will see that at the heuristic level, BRST for Quantum Electro-
magnetism (QEM) selects the correct physical subspace, while for Hamiltonian BRST with a
finite number of bounded constraints, BRST has problems with indefiniteness of the physical
inner product and that extra selection criteria are required to specify the correct physical space.
Chapter 3 makes the heuristic structures rigorous in terms of operators acting on a Krein
space. There are several technical difficulties involved in this as many of the basic objects
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involve algebras of unbounded operators acting on Krein spaces. We first give an account of the
ghost algebra as the CAR algebra [16] smeared over a Krein test function space with a certain
simple structure motivated by the BRST-QEM example. We connect this with the Berezin
superfunction representations that are also commonly used for the Ghost Algebra. The natural
spatial decomposition associated to the BRST charge Q, the dsp-decomposition, is given as well
as its connection to the physical operator cohomology. Using this we give a simple example of
where Hamiltonian BRST will not coincide with the Dirac constraint method at the spatial, or
algebra level.
Chapter 4 is devoted to make the heuristic BRST-QEM example rigorous as well as other
Bose-Fock theories with similar one-particle test function space. We find that in this rigorous
formulation, the BRST-physical state space and BRST-physical algebra are what we would
expect using other constraint methods such as the Gupta-Bleuler method. Other examples
fit easily into this framework. Finally, we combine Hamiltonian BRST with a finite number of
bounded abelian constraints with abelian Bose-Fock BRST in a natural way which yields a BRST
charge Q that selects the correct physical subspace. Hence this yields a BRST-algorithm for a
general finite number of bounded abelian constraints that selects the correct physical subspace
without the need of imposing any further constraint conditions. This is an interesting result as
it is not the case for the usual Hamiltonian BRST algorithm (cf. MCPS problem as discussed
in Subsection 2.5.2 below). To author’s knowledge, this algorithm, using the combination of
Hamiltonian and Bose-Fock BRST, is an original construction.
Chapter 5 is then devoted to encoding the previous structures and examples in a C∗-algebraic
framework. There are major obstacles in doing this such as that the BRST charge Q is un-
bounded and that the superderivation δ maps bounded operators to unbounded operators in
physical examples such as BRST-QEM. To deal with these we first develop C∗-BRST theory with
bounded structures to see what features we need to encode. Unbounded superderivations with
similar properties to the BRST superderivation have been studied in relation to supersymmetry
by Buchholz and Grundling [17] using the Resolvent Algebra for the canonical commutation
relations developed in Buchholz and Grundling [18]. Following a similar procedure we encode
BRST for Abelian Bosonic theories in a C∗-algebraic way and analyse the resulting structures.
We find that when this is done in a way most natural with respect to Poincare´ covariance, the
resulting BRST constraint procedure does not remove the ghost part of the algebras. This is a
surprise given that the ghosts are removed in BRST-QEM example in Chapter 4. The reason for
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this is that we have taken ‘resolvents’ of Krein-symmetric fields rather than Hilbert-symmetric
fields (Appendix 7.2) when constructing the corresponding Resolvent Algebra, and so the struc-
tures involved do not directly correspond to those in the QEM example. However we do find
that Dirac constraining (T -procedure Appendix 7.4) produces the expected results. We modify
the Resolvent Algebra so that it corresponds exactly with the bosonic example in Chapter 4
and find that BRST-constraining now gives the correct results for strongly regular states (The-
orem 5.4.19), but that now there are problems in defining the Poincare´ transformations at the
algebraic level.
Finally, using the bounded BRST case and QEM examples as a guide, we give a general
formulation of what a C∗-algebraic BRST theory looks like, conditions for states to give physical
representations, how the physical algebra is defined at the algebra level, and how the examples
developed fit into the C∗-framework.
We will use the following conventions in this thesis:
• The metric tensor for Lorentz space is gµν = diag(−1, 1, 1, 1).
• The mantle of the positive light cone is:
C+ := {p ∈ R4 | pµpµ = 0, p0 > 0},
• Inner products 〈·, ·〉 are anti-linear in the first argument and linear in the second.
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Chapter 2
Heuristics
The aim of this chapter is to an outline of the heuristic structures which are to be made rigor-
ous. As this chapter is heuristic, calculations will be formal in nature, with technicalities such
as domains of definition and boundedness issues postponed to the following chapters. We will
also relegate long proofs to an appendix so as not to interupt the flow of the text. In following
the chapters where we are concerned with the technical details, all proofs will be given with the
statement of the fact. We first give an account of the features common to the main quantum
BRST approaches followed by examples of the Lagarangian and Hamiltonian BRST. The first
example given is heuristic BRST quantum electromagnetism (BRST-QEM) done in the Lagrag-
nian approach as found in Scharf [92], the second being the example of the Hamiltonian set-up
with a finite number of constraints which ‘close’ as given in [55, 102, 71, 73, 74, 8]. Finally we
will discuss the structures that need to be made rigorous, and issues that need to be resolved in
the following chapters.
2.1 Set-up
First, BRST begins as an extension procedure, where a quantum system with constraints is
extended by ‘ghost variables’, a description of which is as follows.
We start with an involutive field algebra A0, with involution †, of possibly unbounded oper-
ators which describes the physical observables of the system. This acts on a inner product space
H0, with (possibly indefinite) inner product (·, ·)0, where † is the adjoint with respect to (·, ·)0.
We then extend A0 by tensoring on a ‘ghost algebra’,
Ag := alg({ηj , ρj |j ∈ I})
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where I is some index set determined by the constraints, and the variables have the following
anticommutation relations,
{ηj , ρk} = δjk1, {ηj , ηk} = {ρj , ρk} = 0, (2.1)
We refer to the ηj as ghost variables and ρj as conjugate ghost variables. The ghosts are chosen
so that they are associated with the ‘unphysical degrees of freedom’ of A0 in some manner, such
as associating a ghost to each linearly independent Dirac constraint.
Furthermore, we assume that Ag acts as operators on a vector space Hg, called the ghost
space, with indefinite inner product (·, ·)g . The involution with respect to this inner product is
also denoted † and we assume the following hermicity assignments,
η†j = ηj , ρ
†
j = ρj .
The total extended BRST algebra is A = A0 ⊗Ag and it acts on H = H0 ⊗Hg, with the usual
tensor inner product (·, ·). The adjoint with respect to (·, ·) is given on the elementary tensors
as (A⊗B)† := A† ⊗B† and extended accordingly.
Remark 2.1.1 (i) Usually the conjugate ghost variables are taken to be anti-† hermitian
([55] p190). That is ρ˜† = −ρ˜ and {ηj , ρk} = δjki1. By redefining ρ := iρ˜ we get the above
equivalent algebra.
(ii) The equations (2.1) and hermicity assignments of the ghosts imply that (·, ·) must be
indefinite. To see this first note that η2j = (1/2){ηj , ηj} = 0 and so ηjρjηj = ηj(1−ηjρj) =
ηj . Similarly, ρjηjρj = ρj, and therefore if we let A = i(ηjρj − ρjηj) we have that A† = A
and A2 = −(ηjρj − ρjηj)2 = −(ηjρjηjρj + ρjηjρjηj) = −{ηj , ρj} = −1. So for ψ ∈ Hg we
have (Aψ,Aψ) = (ψ,A2ψ) = −(ψ,ψ), and so Hg cannot be definite or semi-definite.
(iii) H and Hg are almost always assumed to be a Krein space with a Hilbert-topology (see
Appendix (7.2)). An explicit construction of the ghost algebra and Hg will be given in
chapter (3.1), where Ag is a representation of the CAR algebra over a particular test
function space. We will also show the connection to the usual representation on super
function space as given in [55] p495.
♠
The full algebra A is then given a ghost grading in the following manner. Suppose that
M ∈ A is a monomial of elements in A0, ghosts, and conjugate ghosts. Then M is given ghost
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number gh(M)= number of η - number of ρ, and we define Gn = span{M ∈ A | gh(M) = n} ⊂ A,
the finite linear combinations of such M . We then get that A = span{A ∈ Gn |n ∈ Z}. This
grading is referred to as the ghost grading, and the above is well defined as a consequence of the
relations (2.1), which will be seen more explicitly in subsection (3.1.1).
We also have a Z2 grading of A given by A+ := span{A ∈ G2n |n ∈ Z} and A− := span{A ∈
G2n+1 |n ∈ Z}. A+ and A− are referred to as the even and odd subalgebras respectively, and it
is not hard to see that the map γ : A+ ∪ A− → A given by:
γ(A0) := A0, A0 ∈ A+, γ(A1) := −A1, A1 ∈ A−,
extends to an automorphism on A such that γ2 = ι. We call this the Z2-grading automorphism,
and is essential for constructing the BRST superderivation below.
There is also commonly assumed to be a ghost number operator, G ∈ Op(Hg). This is an
operator such that, [1 ⊗ G,A] = nA for A ∈ Gn, and with our ghost hermicity assignment,
G† = −G. The existence of this will be discussed in subsection (3.1.1)
Furthermore Hg is assumed to have a ghost grading, which is given by the eigenspaces of G,
i.e. Hgn := {ψ ∈ Hg |Gψ = nψ}. Using G† = −G, we see that (ψn, ψm)g = 0 for ψn ∈ Hg,n,
ψm ∈ Hg,m, n 6= −m. In particular, we see that Hgn are neutral subspaces for n 6= 0. A good
discussion of ghost number structure and operators is given in [6], and we will discuss it in
Subsection 3.1.1.
2.2 Charge
After extending A0 by the ghost variables Ag, an element Q ∈ A is constructed from the
constraints or gauge transformations in such a way that Q2 = 0, Q† = Q, and Q ∈ G1. Q is one
of the central objects in heuristic BRST theory and is called the BRST Charge. The purpose
of Q is that it is used as a constraint condition to determine the physical subspace in H by:
HBRSTc := KerQ,
Various arguments are used to derive formulas for Q. We will come back to these formulas and
reasoning in the following examples, but first we list basic facts about structures derived from
such Q:
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1. Q2 = 0 implies that RanQ ⊂ KerQ. H is almost always a Krein space, for which we
assume the Hilbert-topology (see Appendix (7.2)) on H. Q is usually closed with respect
to this hence KerQ is closed ([20] Proposition X 1.13 p310) and RanQ ⊂ KerQ.
2. Q† = Q implies that RanQ[⊥]KerQ, where [⊥] denotes (·, ·)-orthogonality. In particular,
as RanQ ⊂ KerQ we have that RanQ is a neutral subspace.
3. Define an indefinite inner product on KerQ/RanQ as follows. Let ψˆ := ψ + RanQ and
ϕˆ := ϕ+RanQ, then
(ψˆ, ϕˆ)p := (ψ,ϕ). (2.2)
As RanQ is neutral this is independent of the choice of representatives ψ,ϕ. Therefore
KerQ/RanQ will be positive only when KerQ is a positive semidefinite subspace of H.
4. Let J be the fundamental symmetry for H (see Appendix (7.2)). As Q† = Q, we get from
lemma (7.2.1) that Q∗ = JQ†J = JQJ . It follows from this, the Krein structure of H,
and Q2 = 0 that H has the decomposition,
H = Hd ⊕Hs ⊕Hp, (2.3)
where the direct sum ⊕ is with respect to the Hilbert inner product, and Hs := KerQ ∩
KerQ∗, Hd := RanQ, Hp := RanQ∗, KerQ = Hd⊕Hs. This extremely useful result is in
the literature in many places [55] p328, [102] p44, [57] p682, [92] p22, and following [80]
it will be referred to as the dsp-decomposition. Note that is also commonly referred to as
the Hodge decomposition ([102] p44, [55] p328). The proof of this is given in section (3.2),
which is also in [57], and covers the case where Q can be unbounded.
5. From the dsp-decomposition it follows that RanQ is the isotropic subspace of KerQ =
Hs⊕Hp. Hence KerQ/RanQ is a Krein space with the indefinite inner product (2.2) (see
Appendix (7.2)). If KerQ is positive semidefinite, then RanQ is its neutral subspace (see
Appendix (7.2)), hence the indefinite inner product (2.2) is positive definite.
6. Note that Hs = KerQ ∩ KerQ∗ = Ker (Q∗Q + QQ∗) = Ker∆ by positivity, where ∆ :=
{Q,Q∗}
From the above remarks, we see that KerQ is degenerate with repect to (·, ·) with isotropic
part RanQ, and so the final physical state space is defined to be,
HBRSTphys := KerQ/RanQ.
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If HBRSTphys is to be an acceptable physical space, we would like it to have positive definite inner
product, and as discussed above, this will be true only when KerQ is a positive semidefinite
subspace. As we shall see, this is not always true in simple examples such as the example below
for abelian Hamiltonian BRST (Remark (2.5.1)).
Now KerQ and HBRSTphys are usually not easy to calculate in examples, however from the
dsp-decomposition we see that,
KerQ = Ker∆⊕ RanQ.
So there is a natural identification of HBRSTphys with Ker∆, and in many examples it turns out
that Ker∆ is straightforward to calculate in contrast to KerQ.
Remark 2.2.1 The natural identification above motivates some authors to say that Ker∆ and
HBRSTphys are equivalent definitions of the physical subspace ([92] p22). However in examples,
there are natural β ∈ Aut (A) that †-automorphisms but not ∗-automorphisms and are such
that β(Q) = Q but β(Q∗) 6= Q∗, e.g. the relativistic boosts for BRST-QEM.
Hence structures associated to α naturally factor to KerQ/RanQ but not Ker∆. Also it is
not true in general that elements A ∈ A that factor to Aˆ ∈ Op(HBRSTphys ) are the same as the
elements A ∈ A that preserve Ker∆, and so the different choices of the physical subspace may
have different physical algebras associated to them. For both these reasons we do not use the
definition of Ker∆ as the physical subspace. ♠
2.3 Superderivation
Another fundamental feature of the BRST machinery is the BRST superderivation (see Ap-
pendix (7.1) for superalgebra). If γ is the Z2-grading automorphism on A, then this is defined
as,
δ(A) = [Q,A]sb := QA− γ(A)Q, A ∈ A.
and we have that,
δ(AB) = δ(A)B + γ(A)δ(B).
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Basic facts about δ:
1. It follows from Q2 = 0, and the super-Jacobi identity (see Appendix (7.1)), that δ2 = 0
and we have that Ran δ ⊂ Ker δ.
2. As Q† = Q we have that Ker δ and Ran δ are both †-algebras, but as Q∗ 6= Q they are not
∗-algebras.
3. Q ∈ A− implies that γ(Q) = −Q and hence γ ◦ δ ◦ γ = −δ. Therefore γ(Ran δ) = Ran δ
and γ(Ker δ) = Ker δ.
4. For B = δ(C) ∈ Ran δ, A ∈ Ker δ we have that by the preceding remark that γ(A) ∈ Ker δ
and so AB = γ2(A)δ(C) = δ(γ(A)C) ∈ Ran δ. Similarly BA ∈ Ran δ and so we see
that Ran δ ✂ Ker δ, where ✂ denotes that Ran δ is an ideal of Ker δ. To check if this is a
proper containment, it turns out that we have to check whether Hs is trivial or not. This
non-trivial result is Corollary (3.3.12) below.
5. It is easy to check that for A ∈ Ker δ we have AKerQ ⊂ KerQ and ARanQ ⊂ RanQ, and
for B ∈ Ran δ, BKerQ ⊂ RanQ. Therefore we have that an A ∈ Ker δ factors through to
an operator on HBRSTphys and A ∈ Ran δ factors trivially.
Now as we are taking HBRSTphys = KerQ/RanQ as our physical subspace, we see that by the
above comments Ker δ will lift to the physical subpace and Ran δ will lift trivially. As we also
have that Ran δ ✂Ker δ, we define the heuristic physical algebra as,
PBRST := Ker δ/Ran δ.
As we are still dealing with heuristics, we will not concern ourselves with topologies on Ker δ
and Ran δ. Also notice that as Ker δ and Ran δ are not ∗-algebras, it is not clear that PBRST
will be a ∗-algebra under the usual quotient inner product. We will discuss this further in
Subsection 3.3, where it turns out that under certain assumptions PBRST has a C∗-involution
coming from the Hilbert inner product on KerQ/RanQ.
As in the state space case, PBRST turns out to be difficult to calculate, the only complete
explicit calculation in an example the author has found is in [60]. This is done in a very direct
manner using some specific properties of the algebras involved in the example, and not using
the dsp-decomposition. It turns out however that the dsp-decomposition can be used to give
conditions on when A ∈ Ran δ for a general BRST set-up, with Hs playing a pivotal role (see
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Corollary (3.3.12)). This provides a more economical proof of the result in [60], and can be used
more generally to show facts such as 1 ∈ Ran δ iff Hs = {0} (theorem (3.3.11)).
Remark 2.3.1 The definition of the physical algebra is not uniform, when it is defined at all.
The above cohomological definition is motivated by the classical BRST theory, as discussed
in the introduction. The above definition coincides with the Hamiltonian approach, H&T [55]
p301, [74] p490, and some authors using the Lagrangian approach [60] p1319.
Originally a more Dirac-like approach was assumed by K&O [68] p59, which they proved
to be equivalent to the above definition for local observables in the field theories they were
considering (Chapter 5.1-5.2 in particular proposition 5.4 and proposition 5.9). We will return
to this issue in Chapter (3.3.2). ♠
With the basic objects of BRST defined in a heuristic fashion, we want to investigate the
correspondence between the results using Q and δ and those using the traditional Dirac method.
With this in mind we give two examples which correspond to the two main approaches to BRST,
Lagrangian BRST and Hamiltonian BRST. These examples will be analysed in a mathematically
precise framework in the following chapters. At this stage we will only investigate the state space
claim, leaving the analysis of the algebra until we have developed enough rigourous theory for a
meaningful discussion in Section (3.3).
The first example is heuristic BRST quantum electromagnetism (BRST-QEM) as presented
in Scharf [92] Chapter 1. This is an example of Lagrangian BRST as described in Kugo &
Ojima [68] p19, with abelian gauge groups, and in this case we find that we get the expected
state space.
The second example is that of Hamiltonian BRST with Lie algebra of constraints. Hamili-
tonian BRST also used to cover the case where the constraints do not ‘close’, i.e. form a Lie
algebra, but the example given is sufficient to highlight the important features of Hamiltonian
BRST, some of which are problematic, without adding unnecessary complication. We will see
that for this example the BRST state space is bigger than the Dirac state space, and has in-
definite inner product, and that even adding the extra condition of restricting to the ghost zero
subspace does not fix this problem. Therefore the approaches in these two examples are not
equivalent.
Following the examples there is a discussion of their differing features. The next chapter
then begins development of a rigorous setup that incorporates these examples.
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2.4 Example 1: Heuristic BRST-QEM
The following is a version of heuristic BRST-Quantum Electromagnetism (BRST-QEM) as given
in Scharf [92] Chapter 1. This is an example of Lagrangian BRST, where the basic idea is, given
a gauge field theory, we ‘replace the gauge parameter by ghost parameter’ K&O [68] p16. This
is a fairly vague concept given that rigorous interacting quantum gauge field theory is still an
open problem, but we describe the process for electromagnetism below.
Note that [92] does not make reference to BRST but has all features described in the pre-
ceeding sections. Moreover this treatment is essentially the same as that in K&O [68] Chapter
2, for abelian gauge group (Ccab = 0), the differences essentially being in labelling. We use
Scharf’s treatment for which the labelling is straightforward, and it makes use of the Hilbert
space involution ∗.
2.4.1 Basic fields
For our basic ingredients, we follow [92] p9-p11, and assume that we have a bosonic field on R3
(momentum space) with the following CCR relations,
[aµ(q) , aν(p)] = 0, [aµ(q)∗ , aν(p)∗] = 0, p,q ∈ R3 (2.4)
[aµ(q) , aν(p)∗] = δνµδ
3(p− q), (2.5)
and a fermionic field with the following CAR relations,
{cj(p), ck(q)} = 0, {cj(p)∗, ck(q)∗} = 0, p,q ∈ R3 (2.6)
{cj(p), ck(q)∗} = δjkδ3(p− q), j, k = 1, 2. (2.7)
These act on the respective Fock spaces H0, Hg in the usual way, with the ∗ denoting Hilbert
involution. Note that the above are actually operator valued distributions and so to make sense
of them mathematically we will smear them over a one-particle test function space. As this
chapter is aimed at describing formal structures, we continue in the above manner leaving the
mathematical precise treatment for Chapter 4.
We assume further that we can take tensor products of the fields above acting on H =
H0 ⊗Hg. A Krein space structure and involution † will be defined on H below. Following the
usual convention we will not explicitly use ⊗ to denote the operator products.
In this example, we will not defineA0 andAg as they would correspond to pointwise products
of operator valued distributions.
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2.4.2 The QEM field
We follow [92] p10 but with different metric convention g := diag(−1, 1, 1, 1, ),
Ak(x) = (2(2π)3))−
1
2
∫
d3p√
p0
(ak(p)e−ipx + ak(p)∗eipx), p0 = |p|, k = 1, 2, 3, (2.8)
and,
A0(x) = (2(2π)3))−
1
2
∫
d3p√
p0
(a0(p)e−ipx − a0(p)∗eipx), p0 = |p|.
Note that A0(x)∗ = −A0(x) which reflects the fact that the ∗-involution is the Hilbert involution
rather than the Krein involution.
So far we have been considering Hp as the Hilbert-Fock space with the fields aµ(p), aµ(q)∗
acting as annihilation and creation operators. However the Gupta-Bleuler (GB) version of EM
is usually defined in terms of creation and annihilation operators acting on a Krein-Fock space
(see Schweber [94] p246) . To see the connection we define a fundamental symmetry J ∈ B(H0)
so that H0 becomes the GB Krein-Fock space and A0(x)† = JA0(x)∗J = A0(x).
As we are in Fock space we assume that we have an N0 which is a number operator for the
a0(p) and that J = (−1)N0 (so J is bounded). It is easy to see that,
J∗ = J, J2 = 1.
Let 〈·, ·〉 be the Hilbert inner product on H0, for which ∗ is the adjoint, then we define a new
inner product as,
(·, ·) := 〈·, J ·〉,
and denote its adjoint by †, and we have that F † = JF ∗J , F ∈ Op(H0) (see Appendix (7.2)).
Now it is straightforward to see that
a0(p)∗J = −Ja0(p)∗, ak(p)∗J = Jak(p)∗, k = 1, 2, 3,
and so in terms of †-involutions we have
a0(p)† = Ja0(p)∗J = −a0(p)∗ (2.9)
ak(p)† = Jak(p)∗J = ak(p)∗, k = 1, 2, 3.
From the definitions (2.8) we get that
Aµ(x) = (2(2π)3))−
1
2
∫
d3p√
p0
(aµ(p)e−ipx + aµ(p)†eipx), p0 = |p|, , µ = 0, 1, 2, 3, (2.10)
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All the Aµ(x)’s are Krein (†) hermitian, but we now have that
[aµ(p) , aν(q)
†] = gµνδ(p − q) (2.11)
and so we do not have the usual CCR’s for the aµ(p)’s with involution †.
If,
D0(x) := (2π)
−3
∫
C+
d3p
p0
e−ip.x sin(p0x0), (2.12)
then we can formally verify that:
[Aµ(x) , Aν(y)] = −igµνD0(x− y), (2.13)
Aµ(x) = 0,
[Q0 , A
ν(x)] = −i∂νΛ(x),
where Λ ∈ S(R4), Λ = 0 and,
Q0 =
∫
x0=const
d3x [(∂νA
ν)∂0Λ− (∂0∂νAν)Λ], (2.14)
:=
∫
x0=const
d3x (∂νA
ν)
←→
∂0Λ.
Proof. See Appendix (2.8) ✷
That is, we have the correct commutation relations for Aµ(x) and Q0 generates the gauge
transformations. Note that the definition of A0(x) is made to ensure we get a gµν factor in
(2.13) rather than δµν (as pointed out in [92], p12).
To get we have to further impose Maxwell’s equations. Let Fµν(x) = Aµ, ν(x) − Aν, µ(x)
then the Maxwell’s equations are Fµν ,ν = 0. In Gupta-Bleuler QEM we also impose the Lorentz
condition by by first selecting H′ = Ker pµaµ(p) for all p = 0, p0 = ‖p‖ and then defining the
physical state space as HGBphys := H′/H′′ where H′′ is the neutral part of H′ with respect to the
indefinite inner product on H0. See Schweber [94] p240-246 for details.
2.4.3 BRST Extension of QEM
The idea in Lagrangian BRST is to replace the ‘gauge parameter’ Λ(x) in (2.14) by an anti-
commuting ‘ghost parameter’ η(x), such that,
{η(x) , η(y)} = 0, η(x) = 0, (2.15)
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The BRST charge Q is then the generator of the gauge transformations with ‘ghost parameter’,
and we will see below that Q2 = 0. The condition η(x) = 0 is motivated by Λ = 0.
To this end, using the fields c(p) in (2.6), we define:
η(x) = (2(2π)3))−
1
2
∫
d3p√
p0
(c2(p)e
−ipx + c1(p)∗eipx), p0 = |p|. (2.16)
We can check that η(x) satisfies (2.15).
Remark 2.4.1 (i) Note that we do not use c1(p) and c1(p)
∗ in the definition of η(x) as this
will not give {η(x) , η(y)} = 0. This is in contrast to the CCR field Aµ(x).
(ii) We want a Krein structure such that η(x) is Krein Hermitian, to get features such as Q† =
Q. To this end we choose a fundamental Jg symmetry on Hg such that c2(p)† = c1(p)∗.
We will postpone the construction of Jg to section (3.1).
(iii) Scharf defines a second ghost field as,
η˜(x) = (2(2π)3))−
1
2
∫
d3p√
p0
(−c1(p)e−ipx + c2(p)∗eipx), p0 = |p|, (2.17)
(see [92], p9) and notes that this is not the ∗-adjoint of η(x). Using the assignment
c2(p)
† = c1(p)∗ we see that η˜(x)† = −η˜(x). Moreover, we have the anticommutation
relations
{η(x), η˜(y)} = −iD0(x− y) (2.18)
Proof. See Appendix (2.8) ✷
Also note that η˜(x) is not the conjugate ghost field, ρ(x), in our treatment, but it is related
as will be seen in Remark (4.1.13).
♠
So now, replacing Λ(x) by η(x) in (2.14), we define,
Q :=
∫
x0=const
d3x(∂νA
ν)
←→
∂0 η,
and note that Q† = Q, and that now,
Q =
∫
d3p p0[(a‖(p)∗ + a0(p)∗)c2(p) + (a‖(p)− a0(p))c1(p)∗], p0 = |p|, (2.19)
where,
a‖(p) = (pk/p0)ak(p), k = 1, 2, 3
where we are using the convention pkx
k = p.x.
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Proof. See Appendix (2.8). ✷
From this it follows that,
[Q , Aν(x)] = −i∂νη(x), (2.20)
{Q , η(x)} = 0, (2.21)
{Q , η˜(x)} = −i∂νAν(x), (2.22)
Q2 = 0 (2.23)
Proof. See Appendix (2.8) ✷
Now we have formally defined BRST-QEM and replaced the gauge parameter by a ghost
parameter. To complete the analysis we need to find the physical state space. Usually we
would also want to calculate the physical observables, but as we have not defined the BRST
superderivation δ in this formal example we will leave this till we have developed the appropriate
machinery (subsection (4.2.7)).
2.4.4 ∆ and State space
We now turn to the task of calculating the physical state space. Since the dsp-decomposition
(equation (2.3) ) gives KerQ = Ker∆ ⊕ RanQ, we now calculate ∆. To simplify notation we
define,
b1(p) =
1√
2
(a‖(p)− a0(p))
b2(p) =
1√
2
(a‖(p) + a0(p)),
which satisfy the usual commutation relations.
[bi(q) , bj(p)
∗] = δijδ3(p− q) (2.24)
and so we get that,
Q =
√
2
∫
d3p p0[b2(p)
∗c2(p) + c1(p)∗b1(p)], (2.25)
Q∗ =
√
2
∫
d3p p0[b2(p)c2(p)
∗ + c1(p)b1(p)∗],
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This is essentially the form of Q given in K&O [68] p19, H&T[55] p464, [95]p584, [60, 58],
[86]p218, and we use it now to calculate,
∆ = {Q,Q∗},
= 2
∫
d3p p20(b1(p)
∗b1(p) + b2(p)∗b2(p) + c∗1(p)c1(p) + c
∗
2(p)c2(p)) (2.26)
Proof. See Appendix (2.8). ✷
We see that ∆ looks like a number operator with Ker∆ = ∩i=1,2{Ker bi(p) ∩Ker ci(p) |p ∈
R3}, that is kernel consisting of states with no b(p)’s or c(p)’s.
More explicitly, let
F := {f : C(R3)→ C(R4) | f0 = 0, p.f(p) = 0, f(p).f(p) = 1}.
Let af (p) = f(p)µa
µ(p) = f(p).a(p). Then we have that for f ∈ F ,
[af (p), a
∗
f (q)] = f(p).f(p)δ(p − q) = δ(p− q),
[af (p), b
∗
i (q)] = (1/(p0
√
2))p.f(p)δ(p − q) = 0, i = 1, 2,
and all other commutators are zero. This is not suprising as af (p), a
∗
f (p) are the ‘transversal
photons’. Now we also have that formally H is the Fock space generated by on the vacuum state
Ω0⊗Ωg with b∗1(p), b∗2(q), a∗f (p), c∗1(p), c∗2(p)’s. This statement is made precise in Subsection (4.1)
using Proposition (4.1.3) where the bosonic fields are smeared over H = Ht ⊕ H1 ⊕ H2 with
Ht,H1,H2 corresponding to the af (p)’s, b1(p)’s, b2(p)’s above and the ghost fields smeared over
HY = HY1 ⊕ HY2 where HY1 ,HY2 correspond to c1(p), c2(p) respectively.
So we see from (2.26) that Ker∆ is the Fock space generated by the a∗f (p)’s, f ∈ F , or the
space of transversal photons which we would expect from QEM.
To see that the above construction corresponds to QEM we need show that the Maxwell
equations are satisfied. We have formally,
δ(Fµν(x)) = 0, (2.27)
Fµν ,ν(x) = iδ(∂
µη˜(x)). (2.28)
with g˜h(x) as in equation (2.17).
Proof. See Appendix(2.8). ✷
Therefore we have that formally Fµν(x) factors to KerQ/RanQ and that Fµν,ν(x) factors
trivially to KerQ/RanQ and thus the Maxwell conditions hold on the BRST physical state
space.
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2.5 Example 2: Hamiltonian BRST
2.5.1 Setup
Now we give the example of Hamiltonian BRST with closed constraint algebra, which follows
the treatment in H&T [55] chapter 14, as well as many others, e.g. [102, 71, 73, 74].
We begin with a field algebra A0 acting on the Hilbert space H0 with inner product 〈·, ·〉0.
We are told that we should ‘not pay attention to the the functional subtleties arising from the
infinite dimensionalitiy of the space of states’ and ‘proceed as if the space of states were finite-
dimensional’, [55] p302. Hence we will assume that A0 is a C∗-algebra and so acts on all of H0.
Let C = {Gi | i = 1, . . . , n} ⊂ A0 be a finite set of self-adjoint, linearly independent elements in
A0 that form a Lie algebra, ie,
[Ga, Gb] = iC
c
abGc, C
c
ab ∈ R. (2.29)
Note Ccab = −Ccab, and self-adjointness of the constraints imply that we must have Ccab ∈ R.
The class of Hamiltonian BRST systems includes the case where the constraints do not
‘close’, i.e. the ‘structure constants’ Ccab are actually operators [55] p317, but this will not be
discussed further as the example given is sufficient for our purposes.
We assume now that C is our constraint set, which selects the physical state space by H0p :=
∩ni=1KerGi. We then extend A0 by tensoring on a ghost algebra (cf. (2.1)), with a ghost for
every constraint, ie
A = A0 ⊗Ag, Ag = alg({ηa, ρb | a = 1, . . . , n}),
which act on a Krein space Hg. Let the Krein-inner product on Hg be given by (·, ·)g which has
fundamental symmetry Jg. Therefore 〈·, ·〉g := (·, J ·)g is a Hilbert-inner product, with Hilbert
involution denoted by ∗. We let A = A0 ⊗ Ag act on the Hilbert space H := H0 ⊗ Hg. We
assume that H has the usual tensor inner product and define the Krein inner product by using
J := 1⊗ Jg as a fundamental symmetry.
Following [102] equation (2.116), we assume the Hilbert-adjointness properties for Ag as
η∗a = ρa. (2.30)
That this is consistent will be shown in Chapter (3.1), and it is impicitly assumed in the usual
Berezin representation which will be discussed in Section (3.1.3).
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We now construct the BRST charge as,
Q = Ga ⊗ ηa − (i/2)Ccab1⊗ ηaηbρc, (2.31)
where we use convention of summing over repeated indices. This formula is given in numerous
places, e.g. [55] p197, [102], p48 [71], p423.
It is obvious that gh(Q) = 1, it is straightforward to check that Q† = Q, and with some
work we check that
Q2 = 0 (2.32)
Proof. see Appendix (2.8). ✷
Therefore Q fulfils the criteria for a BRST charge. For motivation for this definition of Q via
classical theory see H&T [55] Chapters 1-12.
Another motivation for Q is that we begin with constraints Ga and we want to construct a
2-nilpotent constraint to develop BRST-cohomology. We then take Ga ⊗ ηa, but as [Ga, Gb] =
iCcabGc we get 2-nilpotence only when the structure constants vanish, hence we need to add a
term to cancel the terms coming from the non-commuting constraints Ga and this is−(i/2)Ccab1⊗
ηaηbρc.
2.5.2 Physical subspace and Ker∆
Recall that ∆ := {Q,Q∗}, and that the dsp-decomposition gives a natural isomorphism KerQ/RanQ ∼=
Ker∆, by KerQ = Ker∆⊕ RanQ. Hence we would like to calculate Ker∆.
Case 1: Abelian Constraints, Ccab = 0.
We consider first the simplest case where all the constraints commute, i.e. Ccab = 0. In this
case we have that,
Q = Ga ⊗ ηa, Q∗ = Ga ⊗ ρa.
Remark 2.5.1 We show that KerQ is not a semidefinite subspace of H: Note that H0p⊗Hg ⊂
KerQ. So take a ψg ∈ Hg such that (ψg, ψg) > 0. As we have shown in Remark (2.1.1) (ii) we
have that (Aψg, Aψg)g < 0 where A = i(η1ρ1 − ρ1η1), and hence for ψ = ψ0 ⊗Aψg, (ψ,ψ) < 0.
This is problematic as the final physical space KerQ/RanQ now has an indefinite inner product.
This problem is noted in [55] p311, where it is stated that an extra constraint condition maybe
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needed in specific examples. One possibility given is to restrict to states of ghost number 0.
However, if we take ψg to have gh(ψg) = 0 then we see that gh(Aψg) = 0 and hence the same
problem arises. ♠
Now H0p ⊗Hg ⊂ KerQ, and we will now show that in fact H0p ⊗Hg = Ker∆. Note that:
∆ = {Q,Q∗} = {Ga ⊗ ηa, Gb ⊗ ρb}, (2.33)
= [Ga ⊗ ηa, Gb ⊗ 1](1⊗ ρb) + (Gb ⊗ 1){Ga ⊗ ηa,1⊗ ρb},
= 0 +GbGb ⊗ 1,
where the second equality follows from {A,BC} = [A,B]C + B{A,C}, and the third from
{ηa, ρb} = δab1. So we see that,
Ker∆ = Ker (
n∑
a=1
G2a ⊗ 1) =
n⋂
a=1
Ker (Ga ⊗ 1) = H0p ⊗Hg. (2.34)
This is a problematic result since if we identify H0p with H0p ⊗ ψ for any nonzero ψ ∈ Hg
then we have a copy of H0p in Ker∆ for every nonzero ψ ∈ Hg, and so Ker∆ selects a larger
constraint space than C. We will refer to this problem as the Multiple Copies of the Physical
Space Problem (MCPS problem). The MCPS problem is noted in [102] p50 (who proves the
same for the non-abelian case) and suggests that we need to fix the ghost number of physical
states to the correct identification of the physical state space. However, as already noted at the
end of Subsection 2.1, G† = −G implies that subspaces with nonzero ghost number, are neutral
with respect to (·, ·). Hence if we restrict to vectors of a particular ghost number then this ghost
number must be zero. As discussed in the remark above, this is not a good restriction. We
will return to the MCPS problem and other choices for the physical space in Subsection (3.1.3)
Remark (3.1.21).
Also in [55] p311 it is mentioned that extra conditions beyond Qψ = 0 and 1⊗Gψ = 0 may
be needed, a simple example of which is discussed in [55] p330 Excercise 14.16. We will return
to these issues in section (3.1.3) remark (3.1.21).
Case 2: Non-abelian Constraints, Ccab 6= 0.
We consider as above in (2.29) the case that the constraints form a Lie algebra. For simplicity,
further assume that Ccab 6= 0 is antisymmetric in all indices as this makes the following proofs
simpler. The more general case of semi-simple Lie algebra is in [102, 101] and we are essentially
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following the treatment there. Following [102] p50, we define,
Σa := −1⊗ iCcabηbρc, Σ†a = Σa (2.35)
We also have,
Σ∗a = 1⊗ iCcabηcρb = −1⊗ iCbacηcρb = Σa,
where we used η∗a = ρa. Then,
∆ = (1/2)GaGa ⊗ 1+ (1/2)(Ga ⊗ 1+Σa)(Ga ⊗ 1+Σa),
(2.36)
Proof. See Appendix (2.8). ✷
As Ga and (Ga ⊗ 1 + Σa) are ∗-self adjoint operators, we see that ∆ is the sum of 2n positive
operators and hence,
Ker∆ = ∩a (Ker (Ga ⊗ 1) ∩Ker (Ga ⊗ 1+Σa)),
= ∩a (Ker (Ga ⊗ 1) ∩Ker (Σa)),
= (H0p ⊗Hg) ∩ (∩aKer (Σa)).
So we see that in the non-abelian case we have the extra constraints Σa on Ker∆. As Ker∆ ∼=
HBRSTphys through the dsp-decomposition this is an extra constraint on the physical space. We will
see in section (3.1.2) that ∩aKer (Σa)|Hg is not one dimensional so again we have many copies
of the H0p⊗Hg) in Ker∆ and also that the restriction of (·, ·) to Ker∆ is indefinite (see Remark
(3.1.21)).
2.6 Discussion of the Examples
We now list the major positives and negatives of the above examples and then compare them
to each other. The Lagrangian-BRST-QEM example has positive features:
• It formally corresponds to other versions of QEM. It gives a state space isomorphic to
the transversal photons, which will will be made precise in Section 4.3 Theorem (4.3.3),
where we see that this space is isomorphic to that given by the Gupta-Bleuler method in
[46] p36. We have that δ(Fµν(x)) = 0 and Fµν ,ν(x) = iδ(∂
µη˜(x)), so the field operators
Fµν(x) factor to the physical subspace, and the Maxwell equations hold as Fµν ,ν(x) factors
trivially.
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• It models the example of free QEM, an example containing many physical structures.
and difficulties:
• Many of the basic objects are defined only heuristically: e.g. Q is defined as an integral
of products of operator valued distributions; the fields A(x) are unbounded distributions
and domains of definition need to be specified; we need a sensible definition of our ghost
algebra to give meaning to odd and even elements; the algebras involved involve products
of operator valued distributions so defining δ and its domain needs care.
• Once defined on a specific representation, to move to a C∗-algebraic setting, we need
to encode the unbounded operator algebras in some bounded fashion. We also need to
encode δ in a bounded fashion which is not a straightforward problem as it maps bounded
elements to unbounded elements, see Definition (4.2.11) below. The natural involution is
the Krein-† involution with associated objects such as †-algebras not Hilbert-∗-algebras.
Hence general C∗-theory will not always apply directly but has to be arrived at by through
the relation of †-involution to ∗-involution via Ad(J).
• The BRST extension of replacing the ‘gauge parameter’ Λ by ‘ghost parameter’ η relies on
gauge theory structure and is not well defined in an algorithmic sense. Hence generalization
is needed to be able to apply BRST to other theories with constraints.
The Hamiltonian BRST example has the following positive features:
• It only depends on the number and bracket structure of the constraints for the ghost algebra
extension and construction of Q and so lends itself to a general constraint algorithm.
• The operators involved are in B(H) and so the structures can be encoded straightforwardly
in a C∗-algebraic setting.
• We have an algorithm for dealing with the case where the constraints do not commute.
It has the following negative features:
• The constraint condition does not remove the ghosts from the physical subspace. Therefore
extended and unextended systems will not be equivalent.
• The physical constraint space does not have positive definite or semidefinite inner product,
and also suffers from the MCPS problem.
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• This leads to the BRST-physical algebra being not equivalent to the unextend constrained
algebra for basic examples, as we shall see in Subsection 3.3.1.
• Adding the extra condition that physical states and algebras must be of ghost number
zero does not solve the above problems.
Comparing the two examples we see that they both fit the general description outlined in
Section 2.2, Section 2.1, Section 2.3, but differ in crucial aspects:
A major difference between these two examples is that in the BRST-QEM example ∆ removes
the ghost space, whereas in the Hamiltonian BRST example ∆ does not. This stems from the
fact that while the Q’s in the different frameworks are cosmetically similar, they are derived
from different reasoning. We will see below that this leads to BRST-QEM removing the ghosts
from the observable algebra, but not for Hamiltonian BRST in general.
The Hamiltonian example is more clearly defined than BRST-QEM example from a mathe-
matical standpoint. In Hamiltonian BRST example both Q, δ are constructed as finite sums of
bounded operators, the original field algebra is a C∗-algebra and as we shall see in the Section
3.1 the ghost algebra is easily seen to be a finite dimensional CAR algebra. In contrast, the basic
objects in the BRST-QEM example, such as Q, involve integrals of products of operator valued
distributions and the field algebras are not clearly defined, however the BRST-QEM example
models many physical structures and hence needs a mathematically rigorous treatment.
2.7 General Discussion and Directions
In light of the previous discussion we can discuss the issues related to quantum BRST in greater
depth as well as the general directions of this thesis.
We need to give an account of the general BRST structures descriped at the beginning of
this chapter that is general enough to incorporate both examples given above. In particular,
we need to give a description of the Ghost Algebra that will describe the smeared ghosts of
the BRST-QEM example as well as the connect this to the finite dimensional superfunction
representations used in Hamiltonian BRST. We need to give the dsp-decomposition for the case
of unbounded BRST charge Q, and also show its realation to the operator cohomology for the
case of unbounded Krein-† algebras. There are results in these directions as discussed in the
introduction, but we need extend these and unify them in order to incorporate both examples.
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With the BRST structures well defined, in particular the ghost structures, we can discuss
problems for Hamiltonian BRST related to the ghost space representations: ghost number zero
restriction, neutral subspace and the MCPS problem. Although discussions related to these
problems can be found in the literature in several places e.g. ([71] p425-429, [74] p489, [50]
Section 8, H&T [55] Sections 14.2.5, 14.2.6, 14.5.3, 14.5.4), I feel that these need to be collected,
highlighted, and expanded as it is not always clear from the literature that these are always
problems faced by Hamiltonian BRST with heuristic set-up as in Section 2.4. The example of
BRST applied to a constraint set consisting of a finite number of canonical momentum variables
is often assumed to fit into heuristic Hamiltonian BRST e.g. H&T [55] Section 14.4, and we
do not have neutrality or MCPS problems with this example at the heuristic level. However
we cannot ignore boundedness issues in this example and it turns out that this example fits
better into a Lagrangian framework rather than Hamiltonian. This is for reasons such as that
the momentum constraints are Krein-symmetric rather than Hilbert-symmetric and quantum
momentum variables with canonical conjugates have trivial kernels. See Subsection 4.2.8 for
more details.
We need a mathematically precise formulation of the BRST-QEM example so we can compare
the results to other rigorous versions of quantum QEM. We do this first at the level of Krein
representations in Fock-Krein space, where we actually give an account that covers more general
free abelian bosonic theories with setup similar to KO .
With BRST done for Hamiltonian and BRST-Bose-Fock theories, it is natural to see if we
can combine the two approaches in a way that captures the positive features of both approaches,
but avoids the negative. We can do this by combining abelian Hamiltonian BRST with a finite
number constraints with the abelian BRST-Bose-Fock set-up to get an general BRST algorithm
such that selects ∆ the correct state space.
We want to give a C∗-algebraic formulation of BRST so as to connect with the algebraic
approach to QFT. We have many difficulties as already mentioned in the introduction, but we
can do this in terms of an unbounded superderivation acting on a subalgebra D2(δ) of a C
∗-
algebra A. A key to this construction is the ghost algebra as developed in Section 3.1 , and
the Resolvent Algebra as developed in [18]. We identify the interesting states on the algebra,
and how the general structures from Chapter 3 are incorporated in the C∗-framework. We then
apply these structures to the examples developed.
There are also major equivalence issues: how do Lagrangian and Hamiltonian quantum BRST
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relate to each other and when do they give equivalent results; and when will quantum BRST
give equivalent results to the Dirac algorithm. Using the general BRST structures above, we can
answer these questions on a case by case basis for given examples where the ghost extensions
have been made and δ, Q explicitly constructed. However these are difficult questions to anwer
in general and we discuss this further at the end of this thesis when we have developed and
explored the examples and structures to a greater extent.
2.8 Appendix: Proofs
Proof. (Proof of equations (2.13)).
Recall g = diag(−1, 1, 1, 1), [aµ(p) , aν(q)†] = gµνδ(p− q), and
Aµ(x) = (2(2π)3))−
1
2
∫
d3p√
p0
(aµ(p)e−ipx + aµ(p)†eipx), p0 = |p|, , µ = 0, 1, 2, 3.
In the following calculations we assume that p0 = |p|, q0 = |q|.
(i) [Aµ(x) , Aν(y)] =
= (2(2π)3)−1
∫
d3p√
p0
∫
d3q√
q0
([aµ(p), aν(q)†]e−ipx+iqy − [aν(q), aµ(p)†]e−iqy+ipx)
= (2(2π)3)−1gµν
∫
d3p
p0
(e−ip(x−y) − eip(x−y)),
= (2(2π)3)−1gµν
(∫
d3p
p0
eip0(x0−y0)e−ip.(x−y) −
∫
d3p
p0
e−ip0(x0−y0)eip.(x−y)
)
,
= −i(2π)−3gµν
∫
d3p
p0
e−ip.(x−y) sin(p0(x0 − y0)),
= −igµνD0(x− y)
(ii) This follows from e−ipx = −(p20 − |p|2)e−ipx
(iii) We use the notation ∂yµ := (∂/∂y
µ).
[Q0, A
ν(x)] =
∫
y0=const
d3y ∂yµ[A
µ(y), Aν(x)]∂y0Λ(y)− ∂y0∂yµ[Aµ(y), Aν(x)]Λ(y),
= i
∫
y0=const
d3y
(
∂yµg
µνD0(x− y)
)
∂y0Λ(y)−
(
∂y0∂yµg
µνD0(x− y)
)
Λ(y),
= i
∫
y0=const
d3y
(
∂yνD0(x− y)
)
∂y0Λ(y)−
(
∂y0∂
yνD0(x− y)
)
Λ(y),
= − i
∫
y0=const
d3yD0(x− y)
(
∂y0∂
yνΛ(y)
) − (∂y0D0(x− y))∂yνΛ(y).
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This is the solution to the Cauchy problem of the 3-dimensional wave equation with initial data
f1(x) = ∂
νΛ(0,x) and f2(x) = ∂0f1(x) = ∂0∂
νΛ(0,x) and so we get that,
[Q0, A
ν(x)] = −i∂νΛ(x),
(see Pinsky [84] p325 with c = 1). ✷
Proof. (Proof of equation (2.18))Recall the defintions of η(x) and η˜(x) in equation (2.16) and
equation (2.17) respectively, and the CAR’s
{cj(p), ck(q)∗} = δjkδ3(p− q), j, k = 1, 2
in equation (2.6). In the following calculations we assume that p0 = |p|, q0 = |q|:
{η(x), η˜(y)} = (2(2π)3)−1
∫
d3p√
p0
∫
d3q√
q0
(−{c1(p)∗, c1(q)}eipx−iqy + {c2(p), c2(q)∗}e−ipx+iqy)
= (2(2π)3)−1
∫
d3p
p0
(e−ip(x−y) − eip(x−y)),
= −iD0(x− y)
where the last equality follows as the calculation of equation (2.13) (i) above. ✷
Proof. (Proof of equation (2.19)) Note that as qx := −x0q0 + (x.q) we have ∂µaµ(q)e−iqx =
−iqµaµ(q)e−iqx. Therefore, using (2.16) and (2.10) we get,
Q =
∫
x0=const
d3x (∂νA
ν)∂0η − ∂0(∂νAν)η,
= (2(2π)3)−1
∫
x0=const
d3p√
p0
d3q√
q0
d3x I(x, q, p), p0 = |p|, q0 = |q|
where,
I(x, q, p) = ∂µ(a
µ(q)e−iqx + aµ(q)†eiqx)∂0(c2(p)e−ipx + c1(p)∗eipx)
− ∂0(∂µ(aµ(q)e−iqx + aµ(q)†eiqx))(c2(p)e−ipx + c1(p)∗eipx),
= (−iqµaµ(q)e−iqx + iqµaµ(q)†eiqx)(−ip0c2(p)e−ipx + ip0c1(p)∗eipx)
− (−q0qµaµ(q)e−iqx − q0qµaµ(q)†eiqx)(c2(p)e−ipx + c1(p)∗eipx),
= (p0 + q0)qµa
µ(q)c1(p)
∗e−i(q−p)x + (p0 + q0)qµaµ(q)†c2(p)ei(q−p)x)
+ (q0 − p0)qµaµ(q)c2(p)e−i(q+p)x + (q0 − p0)qµaµ(q)†c1(p)∗ei(q+p)x).
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Now using (2π)−3
∫
x0=const
d3x ei(p±q)x = ei(p0±q0)x0δ(p±q), and the condition p0 = |p|, q0 = |q|,
we get,
Q = (2(2π)3)−1
∫
d3p√
p0
d3q√
q0
∫
x0=const
d3x I(x, q, p), p0 = |p|, q0 = |q|,
= (2(2π)3)−1
∫
d3p
p0
2(2π)3(p0pµa
µ(q)c1(p)
∗ + p0pµaµ(p)†c2(p)), p0 = |p|
and by the relations (2.9),
=
∫
d3p p0[(a‖(p)− a0(p))c1(p)∗ + (a‖(p)∗ + a0(p)∗)c2(p)], p0 = |p|.
✷
Proof. (Proof of equations (2.20), (2.22), (2.21), (2.23).) If we use equation (2.19) to write,
Q =
∫
d3p p0[(a‖(p)∗ + a0(p)∗)c2(p) + (a‖(p)− a0(p))c1(p)∗],
where a‖(p) = (pj/p0)aj(p). Then it follows from the defining (anti-)commutation relations
(2.6), (2.4), that
[Q , aµ(p)] = −pµc2(p), [Q , aµ(p)†] = pµc1(p)∗, (2.37)
{Q, c1(p)} = p0(a‖(p)− a0(p)), {Q, c∗1(p)} = 0, (2.38)
{Q, c∗2(p)} = p0(a∗‖(p) + a∗0(p)), {Q, c2(p)} = 0. (2.39)
To prove Q2 = 0 (2.23) we write Q as,
Q =
∫
d3p
p0
(p0pµa
µ(q)c1(p)
∗ + p0pµaµ(p)†c2(p)), p0 = |p|
and so,
2Q2 = {Q,Q} =
∫
d3p({Q, pµaµ(q)c1(p)∗}+ {Q, pµaµ(p)†c2(p)}), p0 = |p|.
Now using {Q,AB} = [Q,A]B +A{Q,B} and the above relations we get,
{Q, pµaµ(q)c1(p)∗} = [Q, pµaµ(q)]c1(p)∗ + pµaµ(q){Q, c1(p)∗},
= − pµpµc2(p)c1(p)∗
and similarly {Q, pµaµ(p)†c2(p)} = pµpµc∗1(p)c2(p). Substituting back into 2Q2 we get,
2Q2 =
∫
d3p(−pµpµc2(p)c1(p)∗ + pµpµc∗1(p)c2(p)), p0 = |p|,
= 0
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where the last line follows as pµp
µ = 0 for p0 = |p|.
Equations (2.20), (2.22), (2.21), follow in a similar manner. Note that [92] p20 has a different
proof of Q2 = 0. ✷
Proof. (Proof of (2.26)) Using equations(2.25) we have,
∆ = {Q , Q∗} = 2
∫ ∫
d3p p0 d
3q q0 ({b2(q)∗c2(q) + c1(q)∗b1(q) , b2(p)c2(p)∗ + c1(p)b1(p)∗}).
Now,
{b2(q)∗c2(q) , c1(p)b1(p)∗} = b2(q)∗b1(p)∗{c2(q) , c1(p)} = 0
so,
∆ = 2
∫ ∫
d3q d3p q0 p0({b∗2(q)c2(q) , b2(p)c2(p)∗}+ {c1(p)b1(p)∗ , c∗1(q)b1(q)}),
and,
{b2(q)∗c2(q) , b2(p)c2(p)∗} = (2.40)
= b2(q)
∗b2(p)c2(q)c2(p)∗ + b2(p)b2(q)∗c2(p)∗c2(q)
= b2(q)
∗b2(p)c2(q)c2(p)∗ + b2(q)∗b2(p)c2(p)∗c2(q)− b2(q)∗b2(p)c2(p)∗c2(q)
+ b2(p)b2(q)
∗c2(p)∗c2(q)
= b2(q)
∗b2(p){c2(q) , c2(p)∗}+ [b2(p) , b2(q)∗]c2(p)∗c2(q)
= [b2(q)
∗b2(p) + c2(p)∗c2(q)]δ(q − p)
Note that the above calculation uses the CCR’s (2.24). Substituting back into ∆ gives,
∆ = 2
∫
d3p p20 (b1(p)
∗b1(p) + b2(p)∗b2(p) + c∗1(p)c1(p) + c
∗
2(p)c2(p)) (2.41)
✷
Proof. (Proof of equations (2.27) and (2.28)) First,
Fµν(x) = Aµ, ν(x)−Aν, µ(x),
= (2(2π)3))−
1
2
(∫
d3p√
p0
(−ipνaµ(p)e−ipx + ipνaµ(p)†eipx) ,
−
∫
d3p√
p0
(−ipµaν(p)e−ipx + ipµaν(p)†eipx)
)
, p0 = |p|.
Using the action of δ given in equations (2.37) it follows straightfowardly that δ(Fµν(x)) = 0
which is equation (2.27).
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To prove equation (2.28) we differentiate the above equation to get
Fµν ,ν(x) = − (2(2π)3))−
1
2
(∫
d3p√
p0
(pµpνa
ν(p)e−ipx + pµpνaν(p)†eipx)
−
∫
d3p√
p0
(pνpνa
µ(p)e−ipx + pνpνaµ(p)†eipx)
)
, p0 = |p|,
= − (2(2π)3))− 12
(∫
d3p√
p0
(pµpνa
ν(p)e−ipx + pµpνaν(p)†eipx)
)
, p0 = |p|,
using pνpν = 0 for p0 = |p|. Furthermore using equations (2.37) and pνaν = p0(a‖ − a0),
= iδ
(
(2(2π)3))−
1
2
∫
d3p√
p0
(ipµc1(p)e
−ipx + ipµc∗2(p)e
ipx)
)
, p0 = |p|,
= iδ(∂µη˜(x)).
where η˜ is as in equation (2.17). ✷
Proof. (Proof Q2 = 0 (2.32))
This is the proof as in masters thesis [85]. We will repeatedly use the properties of super-
brackets [·, ·]sb as in Appendix(7.1) and for ease of notation we will drop the ⊗ for this proof.
Recall that Q is defined by equation(2.31),
Q = Gaηa − (i/2)Ccabηaηbρc,
then,
2Q2 = [Q,Q]sb = [Gaηa, Gjηj ]sb − i[Gaηa, Cjklηkηlρj ]sb − (1/4)[Ccabηaηbρc, Cjklηkηlρj ]sb,
= A+B + C,
where we have that,
A = [Gaηa, Gjηj ]sb = {Gaηa, Gjηj} = GaGjηaηj +GjGaηjηa,
= [Ga, Gj ]ηaηj +GjGa{ηj , ηa} = iCcabGcηaηj ,
and,
B = −iCjkl[Gaηa, ηkηlρj ]sb,
= −iCjklGa[ηa, ηkηlρj ]sb,
= −iCjklGa([ηa, ηkηl]sbρj + ηkηl[ηa, ρj ]sb),
= −iCjklGa(ηkηlδaj),
= −iCaklGaηkηl,
= −A.
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Therefore we have that 2Q2 = C,
−4C = CcabCijk[ηaηbρc, ηjηkρi]sb,
= CcabC
i
jk ([ηaηbρc, ηjηk]sbρi + ηjηk[ηaηbρc, ρi]sb) ,
= CcabC
i
jk (ηaηb[ρc, ηjηk]sbρi + [ηaηb, ηjηk]sbρcρi + ηjηkηaηb[ρc, ρi]sb − ηjηk[ηaηb, ρi]sbρc) ,
= CcabC
i
jk (ηaηb[ρc, ηjηk]sbρi − ηjηk[ηaηb, ρi]sbρc) ,
= CcabC
i
jk
(
ηaηC(δ
c
jηk − δckηj)ρi − ηjηk(δai ηb − δbi ηa)ρc
)
,
=
(
CcabC
i
ckηaηbηkρi − (1/4)CijkCcibηjηkηbρc
)
+
(−CcabCijcηaηbηjρi + CijkCcaiηjηkηaρc) ,
= 0.
The last equality comes from equating the coefficients of each term in the brackets. ✷
Proof. (Proof of (2.36)) We will drop the ⊗ notation for this proof. First we let,
∆ = {Q,Q∗} = A+B +C +D, (2.42)
where,
A = {Gaηa, Gbρb}, B = {Gjρj, (−i/2)Ccabηaηbρc},
C = {Gjηj , (i/2)Ccabηcρbρa}, D = (1/4){Ccabηaηbρc, Cijkηiρkρj}.
Now recall that,
Σa := −iCcabηbηc.
Using the ghost commutation relations (2.1), the constraint brackets (2.29) and antisymmetry
of Ccab in every index, we calculate A,B,C and D.
A = [Ga, Gb]ηaρb +GbGa{ηa, ρb},
= iCcabGcηaρb +GbGb,
= GaΣa +GbGb, ,
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and,
B = −(i/2)CcabGj [ρj, ηaηbρc]sb,
= −(i/2)CcabGj([ρj , ηaηb]sbρc + ηaηb[ρj , ρc]sb),
= −(i/2)CcabGj(δaj ηbρc − δbjηaρc),
= −(i/2)CcabGaηbρc + (i/2)CcabGbηaρc,
= GaΣa.
By a similar computation we calculate,
C = −GaΣa.
Next we calculate,
4D = CcabC
i
jk[ηaηbρc, ηiρkρj]sb,
= CcabC
i
jk ([ηaηbρc, ηi]sbρkρj − ηi[ηaηbρc, ρkρj]sb) ,
= CcabC
i
jk (ηaηb[ρc, ηi]sbρkρj − [ηaηb, ηi]sbρcρkρj − ηiηaηb[ρc, ρkρj ]sb − ηi[ηaηb, ρkρj]sbρc) ,
= CcabC
i
jk
(
δicηaηbρkρj − ηi[ηaηb, ρkρj]sbρc
)
,
= CcabC
i
jk
(
δicηaηbρkρj − ηi[ηaηb, ρk]sbρjρc − ηiρk[ηaηb, ρj]sbρc
)
,
= CcabC
i
jk
(
δicηaηbρjρk − δkb ηiηaρjρc + δakηiηbρjρc − δjbηiρkηaρc + δjaηiρkηbρc
)
,
= [CcabC
c
jkηaηbρkρj − CcabCijbηiηaρjρc + CcabCijaηiηbρjρc
− CcabCibkηiρkηaρc + CcabCiakηiρkηbρc]. (2.43)
Now,
−CcabCibkηiρkηaρc + CcabCiakηiρkηbρc = −2CcabCkaiηiρkηbρc,
= 2ΣaΣa (2.44)
Also by the antisymmetry of the structure constants and the Jacobi identity,
CcabC
c
jkηaηbρkρj = −CbacCcjkηaηbρkρj ,
= (CbkcC
c
aj + C
b
jcC
c
ka)ηaηbρkρj,
= CbjcC
c
akηaηbρjρk + C
b
jcC
c
kaηaηbρkρj ,
= −CbjcCcakηaηbρkρj + CbjcCckaηaηbρkρj ,
= −2CbjcCcakηaηbρkρj, (2.45)
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and,
−CcabCijbηiηaρjρc + CcabCijaηiηbρjρc = CacbCbijηiηaρjρc + CaijCbcaηiηbρjρc,
= CbjcC
c
akηaηbρkρj + C
c
akC
b
jcηaηbρkρj ,
= 2CbjcC
c
akηaηbρkρj . (2.46)
Substituting equations (2.44), (2.45), (2.46) in equation(2.43) gives that,
D = (1/2)ΣaΣa
Substituting back in (2.42) we calculate,
∆ = (1/2)GaGa ⊗ 1+ (1/2)(Ga ⊗ 1+Σa)(Ga ⊗ 1+Σa),
✷
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Chapter 3
General BRST Structures
The aim of this chapter is to obtain a mathematically consistent definition of the heuristic BRST
structures outlined above including the ghosts, the charge Q, the dsp-decomposition, and the
operator cohomology.
3.1 Ghost Algebra
We first need to properly define the ghost algebra (cf. Section 2.1). Recall the key heuristic
features:
1. There is a representation of an algebra Ag := alg({ηj , ρj |j ∈ I}) acting on a Krein space
Hg with indefinite inner product (·, ·)g such that the ghosts ηj and conjugate ghosts ρj are
Krein-hermitian.
2. There is a ghost number operator G such that G† = −G, Hg = ⊕∞n=−∞Hg,n where Hg,n =
{ψ ∈ Hg|Gψ = nψ}, and [G,A] = nA, A ∈ Gn.
Conditions for the existence of a ghost number operator have been studied in [6], where
the structure of Krein spaces Hg that admit such a ghost number operators is determined. We
will connect with these results after we have constructed the ghost algebra in a well-defined
mathematical framework.
We start with a construction for even and infinite dimensional Ag. This construction will
correspond to the smeared version of the ghosts in the BRST-QEM example of the previous
section (example (2.4)). We will then treat the odd degree case by restriction and finally,
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connect to superfunction spaces as given in Berezin [12] sections 3.1, 3.2, HT [55] Chapter 20.2,
[73] p482.
We define the Ghost Algebra as a CAR algebra over a test function with the following
structures. Let H be a Krein space with indefinite inner product (·, ·), a fundamental symmetry
J (see Appendix (7.2)), i.e. H is a Hilbert space with norm coming from the inner product 〈·, ·〉,
H = H+ ⊕ H− where H+,H− are closed subspaces of H and ⊕ denotes Hilbert orthogonality,
and (·, ·) = 〈·, J ·〉 where J = P+−P− where P+, P− are the projections on H+,H− respectively.
Note that J is a unitary on H such that J∗ = J , J2 = 1. We will denote [⊥], [⊕] for Krein
orthogonality, etc. and ⊥, ⊕, for Hilbert orthogonality, etc.
Lemma 3.1.1 Let H+ and H− have the same cardinality. Then there exist closed subspaces
H1,H2 ⊂ H such that H = H1 ⊕H2, JH1 = H2.
Both H1 and H2 are neutral with respect to the Krein inner product (·, ·) and P1 = JP2J
where P1, P2 are the projections on H1,H2 respectively.
Proof. Let H+ and H− have orthonormal basis (e1λ)λ∈Λ, (e2λ)λ∈Λ respectively for some index
set Λ. Now define,
f1λ =
e1λ + e
2
λ√
2
, f2λ =
e1λ − e2λ√
2
, λ ∈ Λ
We have that {f1λ , f2λ}λ∈Λ is an orthonormal basis of H and Jf1λ = f2λ .
Let H1 := [f1λ |λ ∈ Λ] and H2 := [f2λ |λ ∈ Λ]. Then JH1 = H2. As (·, ·) = 〈·, J ·〉 by
definition, it follows that H1 is neutral in the Krein inner product by H1 ⊥ H2. Also for ψ ∈ H1
we have P2Jψ = Jψ from which it follows that JP2J = P1. ✷
The Fermi-Fock space for H has a natural Krein structure associated to J :
Lemma 3.1.2 Let H and J be as above, that J 6= ±1, and let F−(H) be the Fermi-Fock space
with Hilbert inner product 〈·, ·〉g . Let Jg := Γ(J) be the second quantisation of J and define the
indefinite inner product:
(·, ·)g := 〈·, Jg ·〉g,
on F−(H). Then F−(H) is a Krein space with indefinite inner product (·, ·)g , and fundamental
symmetry Jg.
Proof. We have that J is ∗-unitary implies that Jg is ∗-unitary and furthermore J = J∗ and
J 6= ±1 implies that Jg = J∗g and Jg 6= ±1. Hence by lemma (7.2.3) we have that (·, ·)g is
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indefinite and the F−(H) is a Krein space with indefinite inner product (·, ·)g and fundamental
symmetry Jg. ✷
Let c(f), c∗(f) be the usual annihilators and creators on F−(H) and define:
A(H) := C∗({c(f) , c∗(g) | f, g ∈ H}) ⊂ B(F−(H)).
We have:
{c(f), c(g)} = {c∗(f), c∗(g)} = 0, {c(f), c∗(g)} = 〈f, g〉1, (3.1)
(cf. [16] section 5.2). As F−(H) is a Krein space, we can calculate Krein adjoints by A† = JgA∗Jg
(cf. lemma (7.2.1)). So:
c†(f) = Γ(J)c∗(f)Γ(J) = c∗(Jf), (3.2)
and hence:
{c(f), c†(g)} = {c(f), c∗(Jg)} = 〈f, Jg〉1 = (f, g)1.
Define the Krein-hermitian fermionic quantum field operators:
C(f) =
1√
2
(c(f) + c†(f)) =
1√
2
(c(f) + c∗(Jf)), (3.3)
on F−(H). Note that C(f)∗ = C(Jf) and so C(f) is Hilbert hermitian only when Jf = f .
Then,
{C(f), C(g)} = Re(f, g)1, (3.4)
which corresponds to a Clifford algebra with indefinite inner product. Define the ghost fields as:
η(f) := C(f) ∀f ∈ H2, (3.5)
then ∀f, g ∈ H2,
η∗(f) = C(Jf)
η†(f) = η(f), (η∗)†(f) = η∗(f),
{η(f), η(g)} = Re(f, g)1 = 0 as H2 is neutral
{η(f), η∗(g)} = {C(f), C(Jg)} = Re(f, Jg)1 = Re〈f, g〉1. (3.6)
Now take an orthonormal basis (fj)j∈Λ of H2, where Λ is some index set. The above relations
justify the identification of η(fj) as our ghosts and
ρ(fj) := η
∗(fj) = C(Jfj) ∀f ∈ H2, (3.7)
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as its conjugate ghost. That is, they are both †-hermitian and,
{η(fj), η(fk)} = {ρ(fj), ρ(fk)} = Re(f, f)1 = 0 (as H2 is neutral) (3.8)
{η(fj), ρ(fk)} = {η(fj), η∗(fk)} = Re〈fj, fk〉1 = δkj1
which are the relations (2.1). Moreover Jgη(f)Jg = ρ(f). Note that we have associated the
Clifford algebra elements C(f) withH2 arguments as ghosts and withH1 arguments as conjugate
ghosts. Using c(if) = −ic(f), c∗(if) = ic∗(f) and [J, i] = 0 for all f ∈ H, we can recover the
creators and annihilators from the ghosts by:
c(f) =
1√
2
(η(f) + iη(if)), f ∈ H2,
c∗(f) =
1√
2
(ρ(f)− iρ(if)), f ∈ H2, (3.9)
and,
c∗(f) =
1√
2
(η(Jf)− iη(iJf)), f ∈ H1, (3.10)
c(f) =
1√
2
(ρ(Jf) + iρ(iJf)), f ∈ H1.
We define our ghost algebra and Fock ghost space as:
Definition 3.1.3 The Fock ghost space is,
Hg := F−(H) = Ag(H2)Ω.
where the ghost algebra is,
Ag(H2) := C∗({η(f), η∗(g) | f, g ∈ H2})
= C∗({C(f)| f ∈ H = H1 ⊕H2})
= A(H) ⊂ B(F−(H)).
Denote Ag0(H2) := alg({η(f), η∗(g) | f, g ∈ H2}) and note that Ag0(H2) is dense in Ag(H2) in
the norm topology. Also Ag(H2) and Ag0(H2) will be denoted by Ag and Ag0 respectively when
no confusion will arise.
Remark 3.1.4 (i) There is an automorphism α ∈ Aut (Ag(H2)) given by
α(C(f)) := C(Jf). (3.11)
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That this is an automorphism follows from {C(Jf), C(Jg)} = 〈Jf, Jg〉1 = 〈f, g〉1 and
[16] Theorem 5.2.5. We will denote this automorphism by α in the sequel unless specified
otherwise. Note that we have A† = JgA∗Jg = α(A∗) for A ∈ Ag by which we define the
Krein involution on the algebra independently of the representation Hg.
(ii) Given an orthonormal basis (fj)j∈Λ of H2, the linearly independent set:
S = {η(fj), η∗(fj), η(ifj), η∗(ifj) | j ∈ Λ}, (3.12)
= {η(fj), ρ(fj), η(ifj), ρ(ifj) | j ∈ Λ}, (3.13)
generates, via equations (3.9) and (3.10), a dense subalgebra of Ag, whereas the set,
{η(fj), η∗(fj) | j ∈ Λ} = {η(fj), ρ(fj) | j ∈ Λ}
does not. This is easy to see by dimensional comparison in the finite dimensional case,
which extends to the infinite dimensional case as for each j ∈ Λ we have that the set
alg({η(fj), ρ(fj)}) generates a proper norm closed subspace of
Ag = C∗({η(fj), η∗(fj), η(ifj), η∗(ifj) | j ∈ Λ}).
♠
3.1.1 Gradings
Next, we define useful gradings for Ag. Recall that Pi is the projection onto Hi (i = 1, 2), and
define,
N1 := dΓ(P1), N2 := dΓ(P2), where D(N1) := D(N2) = F
−
0 (H).
where D(N1) and D(N2) denote the domains of N1 and N2 respectively and F
−
0 (H) is the finite
particle subspace of the Fock space Hg = F−(H). We have:
JgN1ψ = Γ(J)dΓ(P1)ψ = dΓ(JP1)ψ = dΓ(P2J)ψ = N2Jgψ
for all ψ ∈ F−0 (H), making use of JP1 = P2J . Thus by JgF−0 (H) = F−0 (H):
JgN1Jg = N2. (3.14)
Now N1 and N2 on F
−
0 (H1) and F−0 (H2) respectively are just the number operators which we
combine:
N := N1 +N2 = dΓ(P1 + P2) = dΓ(1), D(N) = F
−
0 (H),
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i.e. N is the number operator on F−0 (H). Note that N is ∗-symmetric on F−0 (H), so by N † =
JgN
∗Jg (see Appendix (7.2)) and equation (3.14), we have that N is †-symmetric on F−0 (H).
Now N induces the usual grading on Hg:
Proposition 3.1.5
Ag = [{∪2mn=−2mAn}], Hg = ⊕2mn=0Fn
where m = dim(H1) (possibly infinite), and,
An : = {A ∈ Ag |AD(N) ⊂ D(N), [N,A]ψ = nAψ, ψ ∈ D(N)},
Fn : = {ψ ∈ Hg |Nψ = nψ}.
Moreover Fn = AnΩ for all n ∈ N.
Proof. The standard definition of the number operator is to define Nψn := nψn for ψn in the
n-particle subspace of F+(H), and extend linearly to the domain
{ψ ∈ F+(H) | ∑∞i=1 |nψn|2 < ∞} [16] p7. It is then proved that N = dΓ(1) on F+0 (H), and so
the above decomposition of Hg = ⊕2mn=0Fn follows.
Let (fλ)λ∈Λ be an orthonormal basis for H, and let,
Mnλ,µ = c
∗(fλ1) . . . c
∗(fλk)c(fµ1) . . . c(fµl) 6= 0
be a monomial of creators and annihilators where λ = (λ1, . . . , λk) ∈ Λk, µ = (µ1, . . . , µl) ∈ Λl
and (k − l) = n ∈ Z. As Mnλ,µ 6= 0 we have that λ1 . . . λk are distinct and µ1 . . . µl are distinct.
Also as c(f)2 = c∗(f)2 = 0 for all f ∈ H we have that,
Mnλ,µ 6= 0⇒ n ≤ 2m. (3.15)
Let j ∈ N and take ψ ∈ Fj. Now Fn is the subspace of F−0 (H) spanned by the n-particle vectors,
hence by the definition of the creators and annihilators:
c∗(f)Fn ⊂ Fn+1, c(f)Fn ⊂ Fn−1, c(f)F0 = {0}, n ≥ 1, ∀f ∈ H
From this we have thatMnλ,µψ ∈ Fj+n for (j+n) ≥ 0 andMnλ,µψ = 0 for (j+n) < 0. Therefore,
[N,Mnλ,µ]ψ = (j + n)M
n
λ,µψ − jMnλ,µψ = nMnλ,µψ, (3.16)
where equation (3.16) is trivially true when Mnλ,µψ = 0. As j was arbitrary and D(N) =
F−0 (H) = ⊕2mn=0Fn we get that (3.16) is true for all ψ ∈ D(N). Hence Mnλ,µ ∈ An. Now by [16]
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Theorem 5.2.5 p15,
Ag = [{1,Mnλ,µ |n ∈ Z, λ ∈ Λk, µ ∈ Λl and (k − l) = n}],
and we obviously have 1 ∈ A0, hence,
[{
1 ∪
(⋃
{Mnλ,µ |n ∈ Z, λ ∈ Λk, µ ∈ Λl and (k − l) = n}
)}]
⊂ [{∪2mn=−2mAn}] ⊂ Ag,
=
[{
1 ∪
(⋃
{Mnλ,µ |n ∈ Z, λ ∈ Λk, µ ∈ Λl and (k − l) = n}
)}]
,
where we used equation (3.15) for the first inclusion. Therefore [{∪2mn=−2mAn}] = Ag.
By the definition of N , Hn is the n-th component of a vector in Fock space and so for n ≥ 0,
Fn = [{Mnλ,µΩg |n ∈ Z\{0}, λ ∈ Λk, µ ∈ Λl and (k − l) = n}] ⊂ AnΩ ⊂ Fn
where the last inclusion follows as NΩ = 0 implies AnΩ ⊂ Fn and that Fn is closed. That is we
have Fn = AnΩ and we are done. ✷
We will refer to these as the CAR gradings.
To the Ghost Gradings below we introduce the notation:
We define the ghost number operator as,
G := N1 −N2 = dΓ(P1 − P2), D(G) = F−0 (H),
and note that G is ∗-symmetric on F−0 (H). By JgN1Jgψ = N2ψ for ψ ∈ F−0 (H), we have that G
is †-skew symmetric on F−0 (H). This gives a grading of Ag and Hg as,
Proposition 3.1.6
Ag := [∪2mn=−2mGn], Hg := ⊕mn=−mHn
where m = dim(H1) (possibly infinite), and
Gn : = {A ∈ Ag |AD(G) ⊂ D(G), [G,A]ψ = nAψ, ψ ∈ D(G)},
Hn : = {ψ ∈ Hg |Gψ = nψ} = GnΩ,
Proof. Suppose that Ω1 and Ω2 are the vacuum vectors of F
−
0 (H1) and F−0 (H2) respectively,
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then F−0 (H1 ⊕H2) is unitarily equivalent to F−0 (H1)⊗ F−0 (H2) by defining the map,
U : F−0 (H1)⊗ F−0 (H2)→ F−0 (H1 ⊕H2),
U(Ω1 ⊗ Ω2) := Ω,
U(a∗(fλ1) . . . a
∗(fλn)Ω1 ⊗ a∗(fµ1) . . . a∗(fµl)Ω2) :=
=
(√
n!l!
(n+ l)!
)
a∗(fλ1) . . . a
∗(fλn)a
∗(fµ1) . . . a
∗(fµl)Ω,
where fλ1 , . . . , fλn ∈ H1, fµ1 , . . . , fµl ∈ H2, n, l ∈ Z. We then extend linearly to all of F−0 (H1)⊗
F−0 (H2). It is easily checked that U is well defined and unitary, the only thing to note is that the
(n!l!)/((n + l)!) comes from the antisymmetrization of components of elements in F−0 (H). Now
we identify F−0 (H1) with the subspace U(F−0 (H1) ⊗ Ω2) of F−0 (H1 ⊕ H2) and F−0 (H1) with the
subpsace U(F−0 (H1)⊗ Ω2) of F−0 (H1 ⊕H2).
The result now follows similar to Proposition 3.1.5 if we recall that N1 and N2 on F
−
0 (H1 ⊕
H2) = U(F−0 (H1) ⊗ F−0 (H2)) are just the number operators when restricted to F−0 (H1) and
F
−
0 (H2) and that G = N1 −N2. ✷
We refer to these as the Ghost gradings. Note that GΩ = 0.
The CAR and Ghost gradings of the spaces and Algebras give the following structure
Lemma 3.1.7 Let Ag(H2) be the ghost algebra with dimH2 = m (possibly infinite). Let k, l ∈
{−2m, . . . , 2m}, then:
(i) AkAl ⊂ Ak+l, GkGl ⊂ Gk+l.
(ii) A∗k = A†k = A−k and G∗k = G−k and G†k = Gk.
(iii) η(f) ∈ G1 and ρ(f) ∈ G−1 for all f ∈ H.
(iv) Fk ⊥ Fl for k, l ≥ 0. Hk ⊥ Hl for k 6= l where ⊥ denotes Hilbert orthogonality and k, l ∈ Z.
Moreover Hk[⊥]H−l for k 6= l where [⊥] denotes Krein orthogonality with respect to (·, ·)g ,
where we take the convention that Ak = Gk = {0} for k < −2m, or k > 2m.
Proof. (i): Take A ∈ Ak, B ∈ Al and ψ ∈ F−0 (H). Then using AnD(G) ⊂ D(G) for all n ∈ Z,
we get [N,AB]ψ = [N,A]Bψ+A[N,B]ψ = kABψ+ lABψ = (k+ l)ABψ. Therefore AB ∈ Ak+l
hence AjAk ⊂ Ak+l. Similarly GjGk ⊂ Gj+k.
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(ii): Let A ∈ Ak and ψ, ξ ∈ F−0 (H). Then as N is ∗-symmetric,
〈kA∗ψ, ξ〉g = 〈ψ, kAξ〉g = 〈ψ, [N,A]ξ〉g = 〈−[N,A∗]ψ, ξ〉g .
Thus [N,A∗]ψ = −kA∗ψ for all ψ ∈ F−0 (H) and hence A∗ ∈ A−k. So A∗k = A−k and similar
arguments produce the rest of (ii) using the fact that N is †-symmetric, G is ∗-symmetric, and
G is †-antisymmetric.
(iii): We have,
η(f) =
1√
2
(c(f) + c∗(Jf)), f ∈ H2
ρ(f) = η∗(f) =
1√
2
(c(Jf) + c∗(f)), f ∈ H2
from which we see that, for all f ∈ H2:
[G, η(f)]ψ = [(N1 −N2), 1√
2
(c(f) + c∗(Jf))]ψ = η(f)ψ, (3.17)
[G, ρ(f)]ψ = [(N1 −N2), 1√
2
(c(Jf) + c∗(f))]ψ = −ρ(f)ψ,
for all ψ ∈ F−0 (H), by [N1, c(f)]ψ = 0, [N2, c(f)]ψ = −c(f)ψ, etc.
(iv): Let ψ ∈ Fk, ξ ∈ Fl. Then as N is ∗-symmetric, l〈ψ, ξ〉g = 〈ψ,Nξ〉g = 〈Nψ, ξ〉g = k〈ψ, ξ〉g
and so ψ ⊥ ξ if k 6= l. As G is ∗-symmetric, the analogous argument shows that Hk ⊥ Hl for
k 6= l, and as G is †-antisymmetric we also get Fk[⊥]F−l for k 6= l. ✷
Remark 3.1.8 (i) Let (fj)j∈Λ be an orthonormal basis of H2, and let A be a monomial of
the η(fj)’s and ρ
∗(fj)’s. Then A ∈ Gk where k is the difference between the number of
ρ(f)’s and the number of η(f)’s in A. By lemma (3.1.7) (i) and (iii) we get that A ∈ Gk.
Thus the definition of the ghost grading above agrees with the heuristic definition given
in Section 2.1.
(ii) The identity η(f) = 1√
2
(c(f) + c∗(Jf)) for f ∈ H2 shows that the CAR grading and ghost
grading are different as η(f) has ghost number one but no definite CAR grading number.
♠
Also we have,
Definition 3.1.9 The Ghost grading induces the Z2-grading:
Ag := A+g ⊕A−g ,
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where m = dim(H1) (possibly infinite) and
A+g := [∪2mn=−2mG2n], A−g := [∪2mn=−2mG2n+1].
We refer to this as the Z2-grading in Ag. We define
γ(A) = A, ∀A ∈ A+g , γ(A) = −A, ∀A ∈ A−g .
It is easy to see that γ extends to a ∗-automorphism on A such that γ2 = ι. We refer to γ as
the Z2-grading automorphism on Ag.
Remark 3.1.10 It is easy to see that c(f), c∗(f) ∈ G1 ⊂ A−g for f ∈ H1 and c(g), c∗(g) ∈ G−1 ⊂
A−g for g ∈ H2. Therefore c(f), c∗(f), C(f) ∈ A−g for all f ∈ H. ♠
These algebras and gradings are defined in the Fock representation. We want to find conditions
on states so that the ghost grading structures can also be defined in the state space of their
GNS representations. We follow [39] lemma 6.1, p26,
Proposition 3.1.11 Let Ag(H2) be the ghost algebra with dim(H2) = m (possibly infinite), and
suppose that ω ◦ α = ω ∈ S(Ag) where α is defined in equation (3.11). We define:
Hn := πω(Gn)Ωω ⊂ Hω, n ∈ {−m, . . . ,m}
where (πω,Ωω,Hω) is the GNS-data for ω, with Hilbert inner product 〈·, ·〉ω. Define (·, ·)ω =
〈·, Jω ·〉ω where Jω is the implementer for α in Hω. Then we have
ω(Gn) = 0 ∀n 6= 0 iff Hn[⊥]Hk when n 6= −k.
In this case we also have that Hn is neutral with respect to (·, ·)ω (i.e. (ψ,ψ)ω = 0 for all ψ ∈ Hn)
, JωHn = H−n, Hω = ⊕mn=−mHn, Hn ⊥ Hk for k 6= n, and we have the following decomposition,
Hω = H0[⊕]mn=1(Hn ⊕H−n).
Furthermore there exists a ∗-symmetric, and †-symmetric operator G with domain
D(G) = H0[⊕]mn=1(Hn ⊕H−n) such that Gψ = nψ for ψ ∈ Hn.
Proof. First for ψ = πω(A)Ωω, ξ = πω(B)Ωω we have that,
(ψ, ξ)ω = 〈πω(A)Ωω, Jωπω(B)Ωω〉ω = ω(A∗α(B)) = ω(α(A∗)B)
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Let ω(Gn) = 0 for n 6= 0, and let A ∈ Gk, B ∈ Gn and k 6= −n. By lemma (3.1.7) (ii) we
have that α(A∗) = A† ∈ Gk and so by lemma (3.1.7) (i) α(A∗)B ∈ Gk+n 6= G0. Therefore
(ψ, ξ)ω = ω(α(A
∗)B) = 0. As such ψ, ξ are dense in Hk and Hn respectively, we get that
Hk[⊥]Hn.
Conversely suppose that Hn[⊥]Hk for n 6= −k. Now Ωω ∈ H0 and so if n 6= 0, then
Hn[⊥]Ωω. So if A ∈ Gn then ψ := πω(A)Ωω ∈ Hn and we get that ω(A) = 〈Ωω, πω(A)Ωω〉ω =
(Ωω, πω(A)Ωω)ω = (Ωω, ψ)ω = 0, where we used J
∗
ω = Jω and JωΩω = Ωω.
Observe that Hn[⊥]Hk for k 6= −n implies that Hn[⊥]Hn for all n 6= 0 and so Hn is a neutral
subspace for all n 6= 0. Next since A† = α(A∗) we have:
JωHn = Jωπω(Gn)Ωω = πω(α(G∗n)∗)Ωω = πω((G†n)∗)Ωω = πω(G−n)Ωω = H−n
where we used JωΩω = Ωω in the first equality and lemma (3.1.7) (ii) in the second last equality.
Next,
Hω = πω(Ag)Ωω = πω([{∪mn=−mGn}])Ωω =
m⊕
n=−m
Hn,
where we used Proposition 3.1.6 in the third equality.
Now we have that Hn ⊥ Hk for k 6= n by Hn[⊥]Hk for k 6= −n, 〈·, ·〉ω = (·, Jω ·)ω and
JωHn = H−n.
The decomposition,
Hω = H0[⊕]mn=1(Hn ⊕H−n).
now follows from the above relations.
Finally, Gψ = nψ for ψ ∈ Hn defines a linear operator G on Hn. As Hn ⊥ Hk ⇒Hn∩Hk =
{0} for k 6= n this extends to a linear operator on D(G) = H0[⊕]mn=1(Hn ⊕ H−n). That G is
∗-symmetric and †-antisymmetric follows by direct computation in the inner products 〈·, ·〉ω and
(·, ·)ω (This proof of the existence of G is based on that in Proposition 1 [6] p673-674). ✷
Hence we define,
Definition 3.1.12 Let Sg ⊂ S(Ag) be the set of states,
Sg = {ω ∈ S(Ag) |ω ◦ α = ω, ω(Gn) = 0 for n 6= 0}.
That is, Sg is the set of states with the correct ghost grading structure, and with GNS cyclic
vector with ghost number 0.
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We connect the above abstract structures to the Fock structures at the beginning of this
chapter as follows. Let πF : Ag → B(Hg) be the Fock representation of Ag, and the Fock
state ωF ∈ S(Ag) be defined by ωF (A) := 〈Ω, πF (A)Ω〉. Then as JgΩ = Ω and JgπF (A)Jg =
πF (α(A)) we have that ωF ◦ α ∈ Sg, hence ωF ∈ Sg. Moreover the GNS-representation πωF
is unitarily equivalent to πF by a unitary U : Hg → HωF with UΩ = ΩωF . Hence we recover
all the concrete Fock structures from Ag and ωF . The explicit spatial connection of the Fock
structures to Proposition (3.1.11) is,
HωF = UHg, Hn = πωF (Gn)ΩωF = UHn = U{ψ ∈ Hg |Gψ = nψ}.
The ghost number operators are connected by U∗GU = G, where we have used the symbol G
for the ghost number operator on Hg and for the ghost number operator defined in Proposition
(3.1.11).
3.1.2 Finite Dimensional Ghost algebras
Here we consider the case of finite dimensional ghost algebras. For finite dimensional H2 we
have that all representations Ag(H2) are multiples of the Fock representation by [16] Theorem
5.2.14. Hence we will only consider the Fock-ghost representation of Ag(H2) on the Fock space
Hg in this section, and not denote the representation explicitly.
Suppose that H2 has a complex orthonormal basis (fi)mi=1 where m < ∞. So dimH = 2m
and H has orthonormal basis {Jfi, fi|, i = 1 . . . m}. Then F−(H) = F−0 (H) is finite dimensional,
N = N1 +N2 =
m∑
j=1
(c∗(fj)c(fj) + c∗(Jfj)c(Jfj)) (3.18)
and
G = N1 −N2
=
m∑
j=1
[c∗(Jfj)c(Jfj)− c∗(fj)c(fj)]
=
1
2
m∑
j=1
[η(fj)ρ(fj)− ρ(fj)η(fj) + η(ifj)ρ(ifj)− ρ(ifj)η(ifj)]
(3.19)
where the last equality for G follows from equations (3.9) and (3.10) and the brackets relations
in equation (3.8).
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Remark 3.1.13 (i) The formula for G in terms of the ghosts corresponds to the heuristic
ghost number operator in HT [55] p313.
(ii) The reason why we did not choose
G1 =
m∑
j=1
[η(fj)ρ(fj) + η(ifj)ρ(ifj)]
as our ghost number operator is that while it gives the correct commutation relation with
elements in Ag it does not annihilate the vacuum, and G†1 6= −G1. That is it will not serve
as a good number operator on the state space. In fact by the commutation relations we
get G1 + 1 = G.
♠
As H = H1 ⊕ JH1 is even dimensional, we have an even number of linearly independent
ghosts, i.e. {η(fj), η(ifj) | j = 1, . . . ,m}. To deal with with an odd number of ghosts define,
Arg(H2) := C∗({η(fj), ρ(fj) | (fj)mj=1 a complex orthonormal basis of H2}),
which we denote Arg when no confusion will arise. Note that Arg makes sense for m being either
even or odd but in the case that m is odd we get Arg has an odd number of ghosts η(fj). Hence
when we want an odd number of ghosts we use Arg.
Remark 3.1.14 (i) Note that Arg is a proper subalgebra of Ag = C∗({C(f) | f ∈ H = H1 ⊕
H2}) since f → η(f) and f → ρ(f) are only real linear and (fj)mj=1 is a complex basis. A
problem with using Arg is that we cannot recover the c(f)’s and c(f)∗’s from it.
(ii) A natural representation to consider is the action of Arg on
Hgrψ := Argψ, ψ ∈ Hg\{0},
for ψ chosen such that JgHgrψ = Hgrψ , i.e. such that Hgrψ is a Krein space (note that Hgr
is complete as it is finite dimensional). We can choose ψ such that Arg acts irreducibly on
Hgrψ and the corresponding representation is isomorphic to the Berezin representation as
will be discussed in the next section. However, we will see below that the choice ψ = Ω
does not give an irreducible representation.
♠
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3.1.3 Connection to Berezin Superfunctions
A common representation for the ghost algebra is of operators acting on Berezin superfunctions,
and is described formally for the case of finite ghosts in Berezin [12] sections 3.1, 3.2, HT [55]
Chapter 20.2, [73] p482. In this section, we give a well-defined interpretation of these formal
definitions by constructing a representation of Arg that can be identified with the formal Berezin
superfunction representation’s vector space structure and indefinite inner product. This Berezin
representation is useful as it gives an irreducible representation of the ghost algebra for an odd
number of ghosts (cf. (3.1.17)). We will also discuss the formal formulas in the literature for the
Berezin integral, products of superfunctions and involution on superfunctions, but we will not
give rigorous interpretations of these as they are used to construct the formal indefinite inner
product and will not be needed explicitly in this thesis.
The motivation and purpose for this section is so that we can connect to the literature and
discuss related problems, as done Remark (3.1.21) at the end of the section. After this section
we will only use the formal Berezin terminology when referring to the heuristic literature. We
summarize in Definition (3.1.22) below, the definitive ghost stuctures used in the rest of this
thesis.
Another rigorous treatment of the heuristic Berezin calculus is in [89] but we do not discuss
this here since this will take us too far afield, as we would need to connect it to both our approach
and the heuristic approach. The Ghost-Fock algebras used here are sufficient for our purposes.
In this subsection we consider both the cases of an odd and an even number of ghosts. Note
however that in the case of an even number of ghosts the Berezin superfunctions are redundant
as we can use the full ghost algebra as discussed in the previous section.
Let (fj)
m
j=1 be an orthonormal basis of H2 where m ∈ N. Define ηj := η(fj) and ρj :=
ρ(fj) = η
∗
j . We will construct an irreducible representation for Arg with a cyclic vector Ωsf such
that ρj annihilates Ωsf for all 1 ≤ j ≤ m.
Lemma 3.1.15 Let ψ := ρ1 . . . ρm(η1 . . . ηm + (i)
m(m−1)/21)Ω. Then the unit vector
Ωsf := (
√
2‖η1 . . . ηmρ1 . . . ρmΩ‖g)−1ψ satisfies:
(i) ρjΩsf = 0 for 1 ≤ j ≤ m, and
(ii) (Ωsf ,Ωsf )g = 0, (Ωsf , η1 . . . ηjΩsf)g =

(i)m(m−1)/2 , for j = m
0, for j < m
,
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Proof. (i): follows from {ρj , ρk} = 0 for all 1 ≤ j, k ≤ m, in particular ρ2j = 0 for all 1 ≤ j ≤ m.
Using ρ†j = ρj and ρ
2
j = 0 we get (Ωsf ,Ωsf )g = 0.
Now using Hn[⊥]Hm for n 6= −m we calculate,
(ψ, η1 . . . ηmψ)g = (ρ1 . . . ρmη1 . . . ηmΩ, (i)
m(m−1)/2η1 . . . ηmρ1 . . . ρmΩ)g
+ ((i)m(m−1)/2ρ1 . . . ρmΩ, η1 . . . ηmρ1 . . . ρmη1 . . . ηmΩ)g,
= 〈Jgρ1 . . . ρmη1 . . . ηmΩ, (i)m(m−1)/2η1 . . . ηmρ1 . . . ρmΩ〉g
+ ((i)m(m−1)/2ρ1 . . . ρmΩ, η1 . . . ηmρ1 . . . ρmη1 . . . ηmΩ)g,
= (i)m(m−1)/2‖η1 . . . ηmρ1 . . . ρmΩ‖2g
+ (i)m(m−1)/2(ηm . . . η1ρ1 . . . ρmΩ, ρ1 . . . ρmη1 . . . ηmΩ)g,
= (i)m(m−1)/2‖η1 . . . ηmρ1 . . . ρmΩ‖2g + (i)m(m−1)/2‖η1 . . . ηmρ1 . . . ρmΩ‖2g,
= 2(i)m(m−1)/2‖η1 . . . ηmρ1 . . . ρmΩ‖2g,
where we used JgΩ = Ω and JgηjJg = ρj for 1 ≤ j ≤ m for the third equality, and ηm . . . η1 =
(−1)m(m−1)/2η1 . . . ηm for the fourth equality, and applying the method of the previous step.
Now define,
Gsf :=
 m∑
j=1
ηjρj
− (m/2)1. (3.20)
As ρjΩsf = 0 ∀j, we have that GsfΩsf = −(m/2)Ωsf . Moreover G†sf = −Gsf , [Gsf , ηj ] = ηj
and [Gsf , ρj ] = −ρj ∀j. That is Gsf acts as a ghost number operator with Ωsf at ghost number
−(m/2).
We calculate, for 1 ≤ j < m:
−(m/2)(Ωsf , η1 . . . ηjΩsf)g = (GΩsf , η1 . . . ηjΩsf)g,
= − (Ωsf , Gsfη1 . . . ηjΩsf)g,
= ((m/2) − j)(Ωsf , η1 . . . ηjΩsf )g,
hence (Ωsf , η1 . . . ηjΩsf) = 0. ✷
We define the Berezin ghost representation as,
Definition 3.1.16 Let Ag(H2) be a ghost algebra with dim(H2) = m < ∞, and Ωsf ∈ Hg be
as above. Then Hbz := HgrΩsf = ArgΩsf and the Berezin representation πbz of Arg is this action
of Arg on Hbz, with inner product 〈·, ·〉g .
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Lemma 3.1.17 Let Ag(H2) be a finite dimensional ghost algebra with dim(H2) = m. Then:
(i) S := {Ωsf , η1Ωsf , . . . , η1 . . . ηmΩsf} is a C-linear basis for Hbz, hence dim(Hbz) = 2m.
(ii) JgΩsf = (−i)m(m−1)/2πbz(η1 . . . ηm)Ωsf , and JgHbz = Hbz, where Jg is the fundamental
symmetry on Hg. Hence Hbz,is a Krein space.
(iii) πbz : Arg → B(Hbz) is irreducible.
Proof. (i): For this proof we assume that we are in the representation πbz and not use the
notation explicitly. For any {k1, . . . , kl} ⊂ {1, . . . ,m} with k1 < k2 < . . . < kl define
ξk1,...,kl := ηk1 . . . ηklΩsf , Mk1,...,kl := ρk1 . . . ρklη1 . . . η̂k1 . . . η̂kl . . . ηm,
where η̂j denotes omission. Now using η
2
j = 0, ρjΩsf = 0 and the commutation relations (3.8)
we calculate, Mj1,...,jnξk1,...,kl . We have three cases.
Case 1: ∃ki ∈ {k1, . . . , kl} such that ki /∈ {j1, . . . , jn}. In this case we have that Mj1,...,jn has a
ghost term ηki , and so using the ghost anticommutation relations:
Mj1,...,jnξk1,...,kl = ±Aηkiηkiηk1 . . . η̂ki . . . ηklΩsf = 0,
where A is a monomial of conjugate ghosts with indices j1, . . . jn and ghosts k1, . . . , kˆi, . . . , kl.
Case 2: ∃ji ∈ {j1, . . . , jn} such that ji /∈ {k1, . . . , kl}. Then Mj1,...,jn contains a conjugate ghost
ρji and so,
Mj1,...,jnξk1,...,kl = ±Bρjiηk1 . . . ηklΩsf ,
= ±Bηk1 . . . ηklρjiΩsf ,
= 0
where B is a monomial of conjugate ghosts with indices j1, . . . , jˆi, . . . jn and ghosts k1, . . . , kl,
and we used ρjiΩsf = 0.
Case 3: {j1, . . . , jn} = {k1, . . . , kl}.
Mj1,...,jnξk1,...,kl = ρj1 . . . ρjnη1 . . . η̂j1 . . . η̂jn . . . ηmηj1 . . . ηjmΩsf ,
= ± ρj1 . . . ρjnη1 . . . ηmΩsf ,
= ± η1 . . . η̂j1 . . . η̂jn . . . ηmΩsf ,
6= 0
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where we used the fact that the ghosts and conjugate ghosts with different indices anticommute
in the first line, that {ηi, ρi} = 1 and that the conjugate ghosts annihilate the vacuum in the
second, and lemma (3.1.15) (ii) in the last line. Summarizing these three cases:
Mj1,...,jnξk1,...,kl =

±η1 . . . η̂j1 . . . η̂jn . . . ηmΩsf for {j1, . . . , jm} = {k1, . . . , kl} 6= ∅,
0 otherwise.
(3.21)
To see that S is linearly independent, let:
0 = α0Ωsf +
m∑
j=1
αjηjΩsf +
m∑
1=j1<j2
αj1,j2ηj1ηj2Ωsf + . . .+ α1,...,mη1 . . . ηmΩsf ,
= α0Ωsf +
m∑
j=1
αjξj +
m∑
1=j1<j2
αj1,j2ξj1,j2 + . . . + α1...,mξ1,...,m,
where α0, . . . , α1,...,m ∈ C. Now act with Mj1,...,jn on this linear combination where j1 < . . . <
jn ∈ {1, . . . ,m}, then using equation (3.21) gives
0 = ±αj1...jnη1 . . . η̂j1 . . . η̂jn . . . ηmΩsf =⇒ αj1...jn = 0, ∀ji, n ∈ {1, . . . ,m}
Hence 0 = α0Ωsf and hence α0 = 0. Therefore the set S is linearly independent. Also S spans
Hbz as ρjΩj = 0 and Hbz = ArgΩsf , and so we have dim(Hbz) = the number of vectors in S =
2m.
(ii): We have ηjρjηj = ηj(1 − ηjρj) = ηj − η2j ρj = ηj and the brackets {ηj , ηk} = {ηj , ρk} = 0
for k 6= j, and so
η1 . . . ηmρ1 . . . ρmη1 . . . ηm = η2 . . . ηmη1ρ1η1ρ2 . . . ρmη2 . . . ηm,
= η2 . . . ηmη1ρ2 . . . ρmη2 . . . ηm,
= (−1)(m−1)η1 . . . ηmρ2 . . . ρmη2 . . . ηm,
...
= (−1)
Pm
k=1(m−k)η1 . . . ηm,
= (−1)m(m−1)/2η1 . . . ηm (3.22)
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Using JgηkJg = ρk, JgΩ = Ω, and the brackets (3.8) we see that,
JgΩsf = Cη1 . . . ηm(ρ1 . . . ρm + (i)
m(m−1)/21)Ω,
= C[η1 . . . ηmρ1 . . . ρmΩ+ (i)
m(m−1)/2η1 . . . ηm1)]Ω,
= C[η1 . . . ηmρ1 . . . ρmΩ+ (−i)m(m−1)/2η1 . . . ηmρ1 . . . ρmη1 . . . ηm1)]Ω,
= (−i)m(m−1)/2η1 . . . ηm[Cρ1 . . . ρm(η1 . . . ηm + (i)m(m−1)/21)]Ω,
= (−i)m(m−1)/2η1 . . . ηmΩsf ,
where C ∈ R+ is the normalization constant, and we used (3.22) in the third equality. Now if we
take any vector ψ ∈ [S] = Hbz, then it follows from the above equality, JgηkJg = ρk, ρkΩsf = 0,
and the ghost commutation relations that Jgψ ∈ [S] = Hbz.
(iii): Now let 0 6= ψ ∈ Hbz. Using equation (3.21) and the decomposition of ψ in terms of the
basis S as above, there exists Mj1,...,jn such that,
Mj1,...,jnψ = λη1 . . . η̂j1 . . . η̂jn . . . ηmΩsf 6= 0, λ ∈ C.
Thus,
ρ1 . . . ρ̂j1 . . . ρ̂jn . . . ρmMj1,...,jnψ = λΩsf .
where we used the ghost anticommutation relations and ρjΩsf = 0 for the last equality. There-
fore we have that for all ψ ∈ Hbz there exists A ∈ Arg such that Aψ = Ωsf and as Ωsf is cyclic
we have that every vector in Hbz is cyclic. Hence πbz : Arg → B(Hbz) is irreducible. ✷
In equation (3.20) we defined Gsf and we will use the same notation for its restriction to Hbz.
Denote Gsf restricted to Hbz the Berezin Ghost Number Operator and it gives a grading on Hbz:
Proposition 3.1.18 Let Gsf be the Berezin Ghost Number Operator. Then
(i) GsfΩsf = −(m/2)Ωsf , G†sf = −Gsf , [Gsf , ηj ] = ηj , and [Gsf , ρj ] = −ρj ∀j.
(ii) We have the decomposition:
Hbz =
m⊕
k=0
H(k−(m/2))bz
where Hjbz := {ψ ∈ Hbz |Gsfψ = jψ} and j ∈ {−m/2,m/2 + 1, . . . ,m/2}.
(iii) Furthermore we have that Hjbz[⊥]Hkbz for j 6= −k with respect to (·, ·)g , in particular each
Hjbz is a neutral space with respect to (·, ·)g for j 6= 0.
56
(iv) Let ξ := ρ1 . . . ρm(η1 . . . ηm − (i)m(m−1)/21)Ω ∈ HgrΩ = ArgΩ. Then ξ ⊥ Hbz.
Proof. (i): First GsfΩsf = −(m/2)Ωsf , G†sf = −Gsf , [Gsf , ηj ] = −ηj, [Gsf , ρj ] = −ρj ∀j follow
immediately from lemma (3.1.15) equation (3.20) and the ghost anticommutation relations (3.8).
From these relations we see that Gsf ξj1,...,jn = −(m/2−n)ξj1,...,jn where we are using the notation
as in the proof of lemma (3.1.17).
(ii): Now G∗sf = Gsf and so eigenspaces of Gsf with different eigenvalues will be orthogonal
with respect to 〈·, ·〉g . By lemma (3.1.17) (i), the set S := {Ωsf , ξj1,...,jn | 1 ≤ j1 < . . . < jn ≤ n}
spans Hbz and so the grading decomposition,
Hbz = ⊕mj=0H(j−(m/2))bz ,
follows.
(iii): This follows from G†sf = −Gsf .
(iv): It follows from ρ2j = 0 for all 1 ≤ j ≤ m and the definition of Gsf (equation (3.20)) that
Gsfξ = −(m/2)ξ. Hence as eigenvectors with distinct eigenvalues of Gsf are orthogonal, it
follows that ξ ⊥⊕mk=1H(k−(m/2))bz .
To complete the proof we need to show that ξ ⊥ Ωsf . Recall from lemma (3.1.15) that
Ωsf = Cψ where ψ = ρ1 . . . ρm(η1 . . . ηm + (i)
m(m−1)/21)Ω and C is the normalisation constant.
Using Hn[⊥]Hj for n 6= −j (Proposition (3.1.6)) we calculate,
(ξ, ψ)g = (ρ1 . . . ρmη1 . . . ηmΩ, ρ1 . . . ρmη1 . . . ηmΩ)g
+ (−(i)m(m−1)/2ρ1 . . . ρmΩ, (i)m(m−1)/2ρ1 . . . ρmΩ)g,
= (η1 . . . ηmΩ, ηm . . . η1ρ1 . . . ρmη1 . . . ηmΩ)g
− (ρ1 . . . ρmΩ, ρ1 . . . ρmΩ)g,
using ηm . . . η1 = (−1)m(m−1)/2η1 . . . ηm and equation (3.22) gives,
= (η1 . . . ηmΩ, η1 . . . ηmΩ)g − (ρ1 . . . ρmΩ, ρ1 . . . ρmΩ)g,
= 0
where we used JgΩ = Ω, JgηjJg = ρj for 1 ≤ j ≤ m and that Jg is unitary for the last equality.
✷
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We call the above decomposition Hbz the Berezin Ghost Grading. As G and Gsf have the same
commutation relations with ηj and ρj, we have that [G,A] = nA iff [Gsf , A] = nA for A ∈ Arg,
n ∈ Z, we do not need to define a Berezin ghost grading of Arg as it would coincide with the
ghost grading already defined. Note however that the spatial and algebra gradings do not match
in the sense that,
Hj−(m/2)bz = [{(Gj ∩ Arg)Ωsf}], j = 0, . . . m,
which is due to the fact that Ωsf is the state with ‘no ghosts’ but has Berezin ghost number
−(m/2).
For the remainder of this section we will assume that we are in the Berezin representation of
Arg and not denote it explicitly. Using the Berezin representation of Arg, we now define the space
of Berezin superfunctions which corresponds to the usual heuristic definitions (cf. references at
the beginning of this subsection). Assume that H0 is a fixed Hilbert space with inner product
〈·, ·〉0 and define,
SF := H0 ⊗Hbz.
which has the tensor Hilbert inner product, 〈·, ·〉sf , and Krein inner product (·, ·)sf := 〈·, (1 ⊗
Jg)·〉sf . Now by lemma (3.1.17)(i), we have that a vector in Hsf has the form,
ψ = ψ0 ⊗ Ωsf +
m∑
a=1
ψa ⊗ ηaΩsf +
m∑
1=a1<a2
ψa1a2 ⊗ ηa1a2Ωsf + . . .+ ψ1...m ⊗ η1 . . . ηmΩsf ,
=:ψ0 + ψaηa + . . .+ ψ1...mη1 . . . ηm, (3.23)
where ψ0, . . . , ψ1...m ∈ H0, and the last line is the heuristic expression for a superfunction,
where the operators ηk are now reinterpreted as Grassman variables in a formal polynomial
with coefficients in H0.
Remark 3.1.19 In the above definitions we have written the ghost terms in order of increasing
index. Another common convention is writing superfunctions ψ in sums of all permutations of
indices, ie,
ψ = ψ0 +
m∑
a=1
ψaηa + . . .+
m∑
1=a1,...,am
ψa1...amηa1 . . . ηam .
(see [12] p50, HT [55] p319). These are equivalent by using the ghost commutation relations,
but will have coefficient functions ψa1...aj differing by a constant. Also using increasing indices
will give slightly different formulas in the definition of the integrals and inner products below.
♠
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We can check that lemma (3.1.15) (3.1.15) gives for ψ, ξ ∈ H, via the decomposition in equation
(3.23) that:
(ψ, ξ)sf = (i)
m(m−1)/2
(
〈ψ0, ξ1...m〉0 + (−1)m(m−1)/2〈ψ1...m, ξ0〉0
+
m−1∑
j=1
m∑
a1=1<...<aj
(−1)((
Pj
k=1
ak)−j)〈ψa1...aj , ξ1...aˆ1...aˆj ...m〉0
)
. (3.24)
We call the representation πsf : Arg → B(SF) defined by πsf := 1⊗πbz the Berezin superfunction
representation of Arg, and for the remainder of this section we will not denote πsf explicitly.
We connect the above construction with the usual description of the Berezin superfunctions
as follows. Formally, the Berezin superfunctions are defined by the last line of equation (3.23)
where H0 is assumed to be an L2(µ) space, and act as the coefficients of the Grassman variables
ηj (cf. references at the beginning of this subsection). Then a formal integration rule, formal
multiplication, and formal conjugation is assumed on SF and are used to give an indefinite inner
product on the SF . We give these formal rules below but do not try to make sense of them
rigorously, we just show that they produce the same inner product as the formula (3.24).
The Berezin integral is formally defined on SF as,∫
dη1 . . . dηm ψ :=
∫
dµψ1...m.
and is referred to as integrating the ‘top function’. This is a formal definition and we are not
assuming that dη1 . . . dηm defines a measure on the ghosts. Let ψ, ξ ∈ SF . Formal multiplication
ψξ is defined to be multiplication of the terms in ψ and ξ with respect to the decomposition given
by equation (3.23), with the coefficients ψa1...an , ξa1...al being multiplied pointwise as ordinary
L2(µ) functions producing an L1(µ) function, and the ηa1 . . . ηam terms being multiplied and
rearranged into increasing index order using the ghost anticommutation relations. Note that
repeated indices in multiplied terms (denoted ak) will give η
2
ak
= 0 in the ghost part of that
term, hence that term will equal 0. See Example (3.1.20) below for a sample calculation. Formal
conjugation on SF is defined by:
ψ† = ψ0 + ψaη†a + . . .+ ψ1...m(η1 . . . ηm)
†,
= ψ0 + ψaηa + . . .+ ψ1...mηm . . . η1,
= ψ0 + ψaηa + . . .+ (−1)m(m−1)/2ψ1...mη1 . . . ηm,
where ψ is complex conjugation in L2(µ) and the formal conjugation † acts as (ηj1 . . . ηjn)† =
(ηjn . . . ηj1).
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Using the formal Berezin integral, multiplication and conjugation, the formal inner product
on SF is defined by:
(ψ, ξ)sf := (i)
m(m−1)/2
∫
dµ dη1 . . . dηm ψ
†ξ,
A straightforward calculation shows that the above inner product on SF defined using the formal
Berezin integral agrees with the rigorous equation (3.24). We give a sketch of the calculation
below for the case of m = 2 (Example (3.1.20)) with the general case following in a similar way.
Example 3.1.20 Take m = 2, H0 = L2(µ), and ψ, ξ ∈ SF , i.e,
ψ = ψ0 + ψ1η1 + ψ2η2 + ψ12η1η2, ξ = ξ0 + ξ1η1 + ξ2η2 + ξ12η1η2.
Then:
ψ†ξ = ψ0ξ0 + (ψ1ξ0+ψ0ξ1)η1
+(ψ2ξ0 + ψ0ξ2)η2 + (ψ0ξ12 − ψ12ξ0 + ψ1ξ2 − ψ2ξ1)η1η2.
Therefore, the top function of ψ†ξ is:
(ψ0ξ12 − ψ12ξ0 + ψ1ξ2 − ψ2ξ1)η1η2.
Hence the formal inner product is:
(ψ, ξ)sf = i
∫
dµ (ψ0ξ12 − ψ12ξ0 + ψ1ξ2 − ψ2ξ1),
= (i)m(m−1)/2
(
〈ψ0, ξ12〉0 − 〈ψ12, ξ0〉0 + 〈ψ1, ξ2〉0 − 〈ψ2, ξ1〉0
)
,
which we see is the same as equation (3.24) with m = 2. The factor of i in front of the integral
is needed to ensure that (ψ, ξ)sf = (ξ, ψ)sf . ♠
In the calculation of (ψ, ξ)sf for general m, an important point is that the only term that con-
tributes (ψ, ξ)sf is the integral of the ‘top function’ of ψ
†ξ, and so this the only term we have to
calculate in the product. The sign factor (−1)((
Pj
k=1
ak)−j) in front of the 〈ψa1...aj , ξ1...aˆ1...aˆj ...m〉0 =∫
dµψa1...ajξ1...aˆ1...aˆj ...m term in equation (3.24) formally comes from rearranging the indices of
the ghost terms in the top function into increasing order. This allows us to identify the heuristic
superfunctions with the Hilbert space SF = H0 ⊗Hbz.
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Formally define left differentiation by Grassman variables by:
∂
∂ηa
ψj1,...,jnηj1 . . . ηjn =

(−1)i−1ψj1,...,jnηj1 . . . η̂ji . . . ηjn , a = ji,
0, otherwise
and extending linearly to SF (cf. [12] p51,57). Then Arg is heuristically assumed to act on SF
via,
ηˆaψ = ηaψ, ρˆa =
∂
∂ηa
. (3.25)
From equation (3.23) we see that this corresponds to the representation πsf : Arg → B(SF),
hence we know that it extends to a well-defined representation of Arg. This provides a rigorous
interpretation of the Berezin superfunction formalism. What is more, from lemma (3.1.17) we
know that SF is actually a Krein space, we have the explicit form of its fundamental symmetry
and we know that πsf : Arg → B(SF) is an irreducible representation of Arg.
Remark 3.1.21 (i) Another natural candidate for a space on which the restricted ghost
algebra can act is HgrΩg = ArgΩg, where Ωg is the Ghost-Fock vacuum vector. However
this will not be an irreducible representation. This can be seen as Ωsf ∈ HgrΩg implies
that Hbz = ArgΩsf ⊂ HgrΩg . But by Proposition (3.1.18) (iv) we have that the inclusion is
proper. As Arg preserves Hbz we get that action Arg on HgrΩ is reducible, hence we see that
the restriction of a pure state of Ag(H2) to Arg is no longer pure.
(ii) One of the main features of the Berezin representation is that
ρaΩsf = 0, 1 ≤ i ≤ m, (3.26)
which is an attractive feature since we can think of the ghost and conjugate ghosts as acting
as creators and annihilators with vacuum Ωsf . Hence the superfunction representation is
often assumed in Hamiltonian BRST to identify a natural physical subspace amongst the
‘multiple copies of the physical space’ (see section (2.5.2)). If we take a Hamiltonian BRST
model with commuting constraints (cf. Section 2.5) with Berezin ghost space then we saw
that Ker∆ = H0p ⊗Hbz (equation (2.34)), i.e. the span of vectors of the form
ψ0 + ψaηa + . . .+ ψ1...mη1 . . . ηm
where ψ0, ψa, ψ1...m ∈ H0p ⊗ {CΩsf} are Dirac physical vectors.
61
The choice of representative for the physical space is then the space spanned by the physical
vectors with no ghosts, i.e. the ψ0 vectors. Note that the subspace of Hbz with Berezin
ghost number −(m/2) is spanned by Ωsf and so we can also see this choice of representative
space, i.e. H0p⊗CΩsf , as restricting to the subspace with Berezin Ghost number −(m/2),
by which we get BRST physical space naturally isomorphic to the Dirac physical space. A
significant problem with this choice is that if we have a representation of the ghost algebra
with †-adjoint ghosts and conjugate ghosts, and a vector ψ such that ρjψ = 0 for some j,
then:
(ψ,ψ) = ({ηj , ρj}ψ,ψ) = ((ηj + ρj)2ψ,ψ) =
= ((ηj + ρj)ψ, (ηj + ρj)ψ) = (ηjψ, ηjψ) = (η
2
jψ,ψ) = 0.
So the span of such vectors ψ will not be a good physical subspace as it is neutral with
respect to the indefinite inner product. This is exactly the case for H0p ⊗ {CΩsf} in
the superfunction representation. This problem is noted in [33] p7, and a correction is
suggested. This problem also occurs due to the Berezin grading structure on Hbz which
we discuss in the next item.
(iii) We have a grading structure on Hbz by using the Berezin ghost number operator Gsf (cf.
equation (3.20) and Proposition 3.1.18(ii)). As G†sf = −Gsf we get that any eigenspace
of Gsf with nonzero eigenvalue will be neutral. Hence the only subspaces with definite
Berezin ghost number that are positive with respect to (·, ·)sf (hence can serve as a physical
subspace) must have Berezin ghost number zero. This shows again that the usual choice
of physical space H0p ⊗ {CΩsf} is problematic, as it has Berezin ghost number −(m/2).
Restricting to the zero ghost subspace is problematic when there are an odd number of
ghosts dim(H) = m = 2k + 1. Proposition (3.1.18)(ii) shows that the eigenvalues of Gsf
are fractional and hence the non-trivial ghost numbered subspaces have fractional number,
i.e. the ghost number 0 subspace is {0}. Hence restricting to ghost number zero subspaces
gives a trivial model (as noted in [71] p425).
(iv) A second method to deal with the neutrality of the natural physical subspace H0p ⊗ CΩsf
has been suggested by [71] p426 and [33] p7. One takes a subspace of Ker∆ spanned by
the ghost number −m/2 and ghost number m/2 space, ie,
(Ker∆)+ := [ψ0 ⊗ (1+ η1 . . . ηm)Ωsf |ψ0 ∈ H0p] = H0p ⊗ {C(1+ η1 . . . ηm)Ωsf}
62
(where (Ker∆)+ = V+ in the notation of [71] p426). (Ker∆)+ a subspace of indeterminate
ghost number, which can be seen as a problem discussed in [33] p8.
To the author, indeterminate ghost space number does not seem to be a serious objection
for these reasons: First we have already graded our algebra so as to apply the BRST
superderivation and so do not need the ghost space to do this. Second, the choice of zero
ghost number for the physical subspace was arbitrary in the first place. Third and most
importantly, (Ker∆)+ is a subspace which is positive with respect to 〈·, ·〉 and corresponds
to Hp0 without the MCPS problem (cf. Subsection 2.5.2).
(v) Consider the case of Hamiltonian BRST with a finite number of non-abelian constraints
as in Subsection 2.5.2(2). We have that (Ccab1 ⊗ ηaηbρc)Ωsf = 0. In fact we also have
Ωsf , η1 . . . ηmΩsf ∈ ∩aKer (Σa) as defined in (2.35), and so Hp0 ⊗ CΩsf ⊂ Ker∆ and
Hp0 ⊗ CΩsf ⊂ Ker∆. Both Ωsf and η1 . . . ηmΩsf are neutral vectors and so we have that
∩aKer (Σa) is not one-dimensional and that Ker∆ has indefinite inner product. So we have
the MCPS problem for non-abelian Hamiltonian BRST as claimed in the end of heuristic
Subsection 2.5.2. Note that Ker∆+ as defined in the preceding item is in Ker∆ and so is a
good candidate for the choice to solve the MCPS problem, as long as we are not concerned
with definite ghost number for the physical space.
(vi) The above construction for the Berezin space does not work in the infinite dimensional
space as the construction of Ωsf requires a finite number of ρj ’s. Also the heuristic defini-
tion of integral does not work as we have no top function. This means that a choice such as
(Ker∆)+ to solve the MCPS for any formulation of Hamiltonian BRST with infinite con-
straints will become problematic. Infinite dimensional Berezin representations are dealt
with in [89] p136 onwards. We do not discuss these further as the infinite dimensional
ghost algebras are sufficient for us and come from the motivating physical example.
♠
Above, we found the two conventions for the ghost algebra:
• Ag on Hg with ghost operator G = −G† and vacuum Ω.
• Arg ⊂ Ag on Hbz ⊂ Hg with ghost operator Gsf = −G†sf and vacuum Ωsf .
Both are used in the heuristic literature, but for the analysis below we would like a unified
terminology. So we summarize their essential similarities and differences:
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• As remarked in Proposition (3.1.18), the ghost grading of Ag with respect to G coincides
with the ghost grading of Arg ⊂ Ag with respect to Gsf .
• The spatial ghost gradings do not coincide;- whereas
Hg = ⊕mn=−mHn, Hn = GnΩ, GΩ = 0,
we have:
Hbz = ⊕mk=0H(k−m/2)bz , H(k−m/2)bz = (Gk ∩ Arg)Ωsf , GsfΩsf = −(m/2)Ωsf ,
Hence the following unified terminology is appropriate with respect to the general structure
required to define the BRST superderivation.
Definition 3.1.22 A Ghost Space Hg is either:
(i) A Hilbert space Hω where ω ∈ Sg ⊂ S(Ag), and it is equipped with the grading structure,
D(G), and G as given by Proposition(3.1.11).
(ii) The Berezin ghost space Hg = Hbz and it is equipped with the Berezin Ghost Number
Operator Gsf and Berezin grading structure as given by Proposition (3.1.18).
Once it has been established that we are using the Berezin ghost space, we will also refer to the
restricted ghost algebra Arg as the ghost algebra and drop the ‘sf ’ subscript when no confusion
will arise.
Remark 3.1.23 In constructions it is preferable to use the full ghost algebra rather than the
Berezin representation of Arg as we can recover the CAR creators and annihilators, as discussed
in Remark (3.1.14)(i). However the Berezin representation of Arg is used in the odd number of
ghost case as this is the finite irreducible representation of Arg. For the even number of ghosts
case we can use the full ghost algebra, but may in examples still use the Berezin representation
of Arg so as to stay as close as possible to the heuristic literature. ♠
3.2 Charge and dsp-decomposition
In physical examples, such as BRST-QEM, the BRST charge is given as a formal integral of
unbounded operators (e.g. equation (2.19)) which suggests that any well-defined formulation will
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need to include the case of an unboundedQ. The main aim of this section is to prove rigorously a
version of the dsp-decomposition which is general enough to be applied to the subsequent QEM
example. This has been done in [57], and here we give slightly different proofs. This includes
the case of bounded Q.
Initially we do not assume any Krein or ghost structure. Let H be a Hilbert space with inner
product 〈·, ·〉.
Theorem 3.2.1 (dsp-decomposition) Let Q be a closed operator, RanQ ⊂ D(Q) ⊂ H, and
Q2 = 0. Then we have the following decomposition,
H = Hd ⊕Hs ⊕Hp = KerQ⊕Hp,
where Hs := KerQ ∩KerQ∗, Hd := RanQ, Hp := RanQ∗, KerQ = Hs ⊕Hd
Proof. First, as Q is closed we have that KerQ = (RanQ∗)⊥ ([20] Proposition X 1.13 p310)
and hence we get the first decomposition. As Q2 = 0 we have that RanQ ⊂ KerQ and so if L
is the orthogonal complement of RanQ in KerQ we have,
H = RanQ⊕ L⊕ RanQ∗.
Now Q2 = 0 implies (Q∗)2 = 0 and so the above decomposition holds for Q∗, therefore we have
that L ⊂ KerQ ∩ KerQ∗ = Hs. It is straightforward to check that Hs = KerQ ∩ KerQ∗ ⊂
(RanQ⊕ RanQ∗)⊥ = L and so Hs = KerQ ∩KerQ∗, which gives the decomposition. ✷
For the remainder of this subsection Hs,Hp,Hd denote the same spaces as in Theorem (3.2.1)
and Ps, Ps, Pd are their corresponding orthogonal projections.
The heuristics in Chapter 2 use Q to select the physical subspace. Correspondingly we define,
Definition 3.2.2 The BRST-physical space of Q is,
HBRSTphys := KerQ/RanQ = KerQ/Hd (3.27)
Let ϕ : KerQ→HBRSTphys be the factor map, and denote ψˆ := ϕ(ψ) for all ψ ∈ KerQ.
Further motivated by the heuristics, we assume that H has a Krein structure with fundamental
symmetry J and denote the indefinite inner product by (·, ·) = 〈·, J ·〉. Then we have,
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Lemma 3.2.3 Let Q ∈ Op(H) be a closed operator which is Krein symmetric on its domain
D(Q), i.e. Q ⊂ Q†. Moreover, let RanQ ⊂ D(Q) and Q2 = 0. Then
KerQ = Hs ⊕Hd = Hs[⊕]Hd
where Hs := KerQ ∩ KerQ∗, Hd := RanQ and [⊕] denotes orthogonality with respect to the
indefinite inner product (·, ·).
Proof. The first decomposition is given by Theorem (3.2.1). Next, assume that ψ ∈ KerQ,
ξ = Qφ ∈ Hd. Then as ψ ∈ KerQ ⊂ D(Q) ⊂ D(Q†), we have (ψ,Qφ) = (Q†ψ, φ) = (Qψ,φ) = 0.
That is, RanQ[⊕]KerQ. As (·, ·) = 〈·, J ·〉 we have that it is continuous in both arguments and
hence Hd = RanQ[⊕]KerQ. ✷
The Krein inner product on H now induces an indefinite inner product on HBRSTphys , which is
well defined by lemma (3.2.3).
Definition 3.2.4 Define an indefinite inner product on HBRSTphys as,
(ψˆ, ξˆ)p := (ψ, ξ) = (Psψ,Psξ), ∀ψ, ξ ∈ KerQ
Note that ψˆ = P̂sψ for all ψ ∈ KerQ. Moreover, as KerQ and Hd are complete with respect to
the Hilbert space topology, the factor space HBRSTphys is complete with respect to the factor topology.
An interesting case of the above constructions is when HBRSTphys becomes a Krein space with the
inner product (·, ·)p. The following example shows that the assumptions of lemma (3.2.3) are
not sufficient to imply that HBRSTphys is a Krein space.
Example 3.2.5 Let L be a Hilbert space and A ∈ Op(L) be a closed, symmetric operator with
dense domain D(A). Furthermore, let A be such that KerA = {0} and KerA∗ 6= {0} ([87]).
Define H = L ⊕ L, D(Q) = D(A∗)⊕D(A) and
Q :=
0 A
0 0
 , J :=
0 I
I 0
 ,
From these definitions it follows that Q2 = 0 and,
Q∗ =
 0 0
A∗ 0
 , D(Q∗) =
D(A∗)
L

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and that
KerQ =
D(A∗)
0
 , KerQ∗ =
KerA∗
L
 ,
Hence
KerQ ∩KerQ∗ =
KerA∗
0
 , J (KerQ ∩KerQ∗) =
 0
KerA∗
 .
Hence JHs = J(KerQ ∩ KerQ∗) ⊥ Hs. This shows that Hs is a neutral space and that the
inner product 〈·, ·〉p is neutral on HBRSTphys .
♠
Remark 3.2.6 In general, J does not preserve KerQ (cf. Theorem (3.2.8) below) and so
J does not factor to HBRSTphys . However, if J preserves a linear section of the factoring map
π : KerQ→HBRSTphys then the restriction of J to that section can be used to define a fundamental
symmetry on HBRSTphys . A fundamental symmetry defined this way depends on the choice of
section. ♠
The following lemma is an example of the above remark, and will hold whenQ is Krein-selfadjoint
(cf. Theorem (3.2.8)).
Lemma 3.2.7 Let JHs = Hs and define Jp ∈ B(HBRSTphys ) by Jpψˆ := ĴPsψ for all ψ ∈ KerQ.
Then:
(i) HBRSTphys is a Krein space with fundamental symmetry Jp, and Hilbert inner product:
〈ψˆ, ξˆ〉p := (ψˆ, Jpξˆ)p = 〈Psψ,Psξ〉, ∀ψ, ξ ∈ KerQ (3.28)
(ii) The map ϕ|Hs : Hs →HBRSTphys is a Krein and Hilbert isometric isomorphism.
(iii) The space HBRSTphys is a Hilbert space with respect to the inner product (ψˆ, ξˆ)p if and only if
JPs = Ps.
Proof. (i) As J is a fundamental symmetry J∗ = J . Combining this with the assumption
JHs = Hs gives JH⊥s = H⊥s , hence [Ps, J ] = 0 and so Jp is well defined. Therefore (JPs)2 = Ps
and (JPs)
∗ = JPs and so J∗p = Jp and J2p = 1. From:
〈ψˆ, ξˆ〉p = (ψˆ, Jpξˆ)p = (Psψ, JPsξ) = 〈Psψ,Psξ〉,
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we see that 〈ψˆ, ξˆ〉p is a positive definite and hence HBRSTphys is a Krein space, as HBRSTphys is complete
with respect to the factor topology.
(ii): Obvious from (i)
(iii): As HBRSTphys is a Krein space then Jp = J = P p+ − P p− where P p+ and P p− are the projections
onto the positive and negative subspaces of HBRSTphys with respect to (ψˆ, ξˆ)p. HBRSTphys is a Hilbert
space with respect to (ψˆ, ξˆ)p iff P
p
− = 0 iff Jp = 1 iff JPs = Ps by the definition of Jp. ✷
The above sufficient condition (lemma (3.2.7)) is satisfied in many examples, in particular it will
be satisfied whenever Q is Krein selfadjoint. Note however, that it is not satisfied in Example
(3.2.5).
Theorem 3.2.8 Let Q ∈ Op(H) be Krein selfadjoint, i.e. Q = Q†. Moreover, let RanQ ⊂
D(Q), and Q2 = 0. Then:
(i) We have the following decompositions,
H = Hd ⊕Hs ⊕Hp = Hs[⊕](Hp ⊕Hd) = KerQ⊕Hp,
where Hs := KerQ ∩ KerQ∗, Hd := RanQ, Hp := RanQ∗, KerQ = Hs ⊕ Hd and [⊕]
denotes Krein orthogonality. Furthermore Hs = JHs and Hp = JHd, and hence Hs and
Hp ⊕Hd are Krein spaces, with respect to J .
(ii) The inner product (·, ·)p makes HBRSTphys a Krein space.
Proof. (i) Theorem (3.2.1) gives the first Hilbert decomposition.
Let ψ ∈ KerQ and ξ ∈ D(Q), then by Q† = Q we have (ψ,Qξ) = (Qψ, ξ) = 0, i.e.
RanQ[⊥]KerQ. Similarly RanQ∗[⊥]KerQ∗ and so Hs = (KerQ∩KerQ∗)[⊥](RanQ⊕RanQ∗).
Now the second decomposition follows from the first.
From Appendix (7.2) we have Q∗ = JQ†J = JQJ , hence ψ ∈ KerQ ∩ KerQ∗ iff QJ2ψ =
Q∗J2ψ = 0 iff (JQJ)Jψ = (JQ∗J)Jψ = 0 iff Jψ ∈ KerQ ∩ KerQ∗ hence JHs = Hs. Also
from Q∗ = JQ†J = JQJ we have RanQ∗ = Ran (JQJ) = J(RanQ)J and it follows that
RanQ∗ = JRanQ, i.e. Hd = JHp.
(ii): We have JHs = Hs from (i) and so (ii) follows from lemma (3.2.7) (i). ✷
Remark 3.2.9 (i) Any bounded Q satisfying the hypothesis of lemma (3.2.3) can be ex-
tended to a Krein selfadjoint operator on H. Therefore Theorem (3.2.8) holds for bounded
BRST charges and so HBRSTphys is a Krein space in the case of bounded charges.
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(ii) When Q is Krein-selfadjoint, Theorem (3.2.8) gives JHd = Hp and JHs = Hs, hence Q
and J have the following decompositions with respect to the dsp-decomposition:
Q =

0 0 M
0 0 0
0 0 0
 and J =

0 0 L−1
0 W 0
L 0 0
 on H =

Hd
Hs
Hp
 .
where M ∈ Op(Hp,Hd) is a (possibly unbounded) closed operator, W ∈ B(Hs) is a
unitary, L−1 = L∗ and L : Hd →Hp.
Note that the above decomposition for J is not guaranteed in the case where Q is not
Krein-selfadjoint, as can be seen by example (3.2.5).
♠
Now HBRSTphys is the physical state space and the inner product (·, ·)p is usually taken to be the
physical inner product. A physicality requirement is then that (·, ·)p is positive definite, hence
implying HBRSTphys is a Hilbert space. By lemma (3.28) (ii) this leads to:
Definition 3.2.10 The condition of physicality on HBRSTphys is:
JPs = Ps (3.29)
In the heuristic picture a key object used to obtain Hs is ∆ = (QQ∗ + Q∗Q). However it
follows from (Ota [82] Theorem 3.3 p232) that in the case of unbounded Q we do not have
RanQ ⊂ D(Q∗), so we need to take some care in defining ∆.
Lemma 3.2.11 Let Q be as in Theorem (3.2.8) and let there be a space D(∆) dense in H and
such that:
D(∆) ⊂ (D(Q) ∩D(Q∗)), QD(∆) ⊂ D(∆) ⊃ Q∗D(∆),
and,
Hs = KerQ ∩KerQ∗ ⊂ D(∆).
Define,
∆ψ := (QQ∗ +Q∗Q)ψ, ψ ∈ D(∆).
Then ∆ is ∗-symmetric on D(∆) and Ker∆ = Hs.
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Proof. That ∆ is ∗-symmetric is obvious.
By definition of ∆ we have KerQ ∩ KerQ∗ = Hs ⊂ Ker∆. Conversely, if ψ ∈ Ker∆ then
0 = 〈ψ,∆ψ〉 = ‖Qψ‖2 + ‖Q∗ψ‖2 and so Ker∆ ⊂ Hs, thus Ker∆ = Hs. ✷
The assumptions above are of course realised in the case that Q is bounded and will be realized
in the example of KO Abelian BRSTQEM below (cf. lemma (4.2.22)).
An interesting question is, given an operator Q as in Theorem (3.2.1), can we find a funda-
mental symmetry on H such that Q is Krein self adjoint?
Lemma 3.2.12 Let Q be a closed operator on H such that, RanQ ⊂ D(Q), and Q2 = 0. Then
there exists a fundamental symmetry J ∈ B(H) (i.e. J2 = 1 and J∗ = J) such that Q is Krein-
selfadjoint with respect to the indefinite inner product (·, ·) := 〈·, J ·〉 where 〈·, ·〉 is the original
inner product.
Proof. Let H = Hd⊕Hs⊕Hp be the decomposition given by Theorem (3.2.1). Let Q =W |Q|
be the polar decomposition ([20] Theorem VIII 3.11 p242) for Q, i.e. W is a partial isometry
such that W : ((KerQ)⊥ = Hp) → (RanQ = Hd) is isometric, and WKerQ = 0. Furthermore
let Ps be the orthogonal projection onto Hs, then,
W ∗W = Pp, WW ∗ = Pd, 0 =W 2 = (W ∗)2 = PsW ∗ =WPs =W ∗Ps.
Now define J := Ps +W +W
∗, then using the above identities we get that J2 = P 2s +WW ∗ +
W ∗W = Ps + Pd + Pp = 1. Obviously J∗ = J .
Now Q∗ = |Q|W ∗ hence |Q| = Q∗W hence WQ∗W = W |Q| = Q. Also, Q2 = 0 implies
(Q∗)2 = 0 hence Theorem (3.2.1) applied to Q∗ gives that KerQ∗ = Hs ⊕ Hp. Therefore
Q∗J = Q∗(Ps +W +W ∗) = Q∗W . Furthermore Q∗(D(Q∗)) = RanQ∗ ⊂ Hp and so JQ∗ =
(Ps +W +W
∗)Q∗ =WQ∗.
Therefore JQ∗J = WQ∗W = Q. Now by Appendix (7.2) lemma (7.2.1) we have that
Q† = JQ∗J = Q and so Q is Krein-self adjoint. ✷
By this lemma we see that the assumptions in Theorem (3.2.1) are enough to ensure that
there is a Krein structure that makes Q Krein self-adjoint and gives all the structure in Theorem
(3.2.8).
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3.3 Operator Cohomology and dsp-decomposition
The formal operator cohomology is defined as PBRST = Ker δ/Ran δ, but we need to consider
domain issues when making sense of this rigorously. When we have done this we will show the
connection between the dsp-decomposition and the operator cohomology. We will decompose
D(δ) into blocks with respect to Hd ⊕ Hs ⊕ Hp, then use the block decomposition of Ker δ to
construct elements in Ran δ. This is basically the same technique as in [51] p285, [92] p127, and
K&O [68] Proposition 5.9 p68.
We describe here the basic mathematical structures used for the BRST-constraint method.
In practice, the actual spaces and operators are constructed from the given field theory and
constraints, where the number of ghosts equals the number of constraints.
To investigate the operator cohomology, we first have to define δ and the algebra it acts on
explicitly.
(i) Let L be a Krein space with indefinite inner product (·, ·)0 with Krein involution †, and
definite inner product 〈·, ·〉0 = (·, J0·)0 with Hilbert involution ∗, and let D0 ⊂ L be a
dense subspace of L.
(ii) Let Hg be a Ghost space with ghost gradings and ghost number operator G˜ with domain
D(G˜) as in Definition (3.1.22), i.e. G˜ can be either the full ghost space of Berezin ghost
space. In the case that Hg is the full ghost space, we use the full ghost algebra Ag with
dense subalgebra Ag0. In the case of the Berezin ghost space we use the restricted ghost
algebra Arg and by an abuse of notation use Ag0 = Arg for this subsection only as the
results it contains depend only upon the Z2-grading of the Ghost algebra.
(iii) Let H = L ⊗ Hg with natural indefinite inner product (·, ·), positive definite inner prod-
uct 〈·, ·〉 and fundamental symmetry J induced by the indefinite inner products, positive
definite inner products and fundamental symmetries on L and Hg.
(iv) Let A0 be a Krein and Hilbert involutive unital subalgebra of Op(L) defined on a common
dense invariant domain D0 ⊂ L, i.e. for A ∈ A0 we have D(A) = D0, AD0 ⊂ D0. In
addition we will assume that all A ∈ A0 are closable on D0. Let A0⊗Ag0 be the algebraic
tensor product where we are assuming no topology.
(v) The ghost grading of Ag0 naturally extends to A0 ⊗Ag0, however we will need to enlarge
our algebra by operators not in the tensor product (such as the charge Q) and so we make
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the following definitions. Let D(Q) := D0 ⊗ D(G˜), G := 1 ⊗ G˜ with D(G) = D(Q) and
define:
(A0 ⊗Ag0)+ := {A ∈ (A0 ⊗Ag0) | [G,A]ψ = 2kAψ, ψ ∈ D(Q), k ∈ Z},
(A0 ⊗Ag0)− := {A ∈ (A0 ⊗Ag0) | [G,A]ψ = (2k + 1)Aψ, ψ ∈ D(Q), k ∈ Z}
ie, (A0 ⊗ Ag0)+ are the elements with difference between ghosts and conjugate ghosts
is even, and similarly (A0 ⊗ Ag0)− corresponds to elements with an odd difference. As
η(f)∗ = ρ(f), η(f)† = η(f), ρ(g)† = ρ(g) for f ∈ H2, g ∈ H1 it follows that (A0⊗Ag0)+ and
(A0⊗Ag0)− are both ∗-closed and †-closed subspaces of A0⊗Ag0, moreover (A0⊗Ag0)+
is a ∗-closed and †-closed subalgebra of A0 ⊗Ag0. Define a Z2-grading of A0 ⊗Ag0 by,
A0 ⊗Ag0 := (A0 ⊗Ag0)+ ⊕ (A0 ⊗Ag0)−
and define the grading automorphism on A0 ⊗Ag0 as:
γ(A+ +A−) = A+ −A−,
where A+ ∈ (A0 ⊗Ag0)+, A− ∈ (A0 ⊗Ag0)−.
(vii) Now let A be a †-involutive subalgebra of A0 ⊗ Ag0 such that γ(A) = A. As γ(A) = A
we get that,
A = A+ ⊕A−,
where A+ := A ∩ (A0 ⊗Ag0)+ and A− := A ∩ (A0 ⊗Ag0)−. We need to include the case
of proper inclusion A ⊂ A0 ⊗ Ag0 to handle the C∗-algebraic BRST-QEM below where,
for technical reasons, the BRST superderivation cannot be defined on all of A0 ⊗Ag0 (cf.
Definition (5.3.4) and Definition (5.4.4) below).
Lemma 3.3.1 Let Q ∈ Op(Q) with domain D(Q) be such that Q : D(Q) → D(Q) be a Krein
symmetric and 2-nilpotent operator, i.e. Q2ψ = 0 for all ψ ∈ D(Q). Then:
(i) Q is closable.
(ii) RanQ ⊂ D(Q) and Q2ψ = 0 for all ψ ∈ D(Q).
(iii) (Q∗)2ψ = 0 for all ψ ∈ D(Q∗)
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Proof. (i): This follows from Proposition (7.2.4). (ii): Let ξ = Qψ for ψ ∈ D(Q). As Q is the
closure of Q, we have a sequence (ξn) ⊂ RanQ ⊂ D(Q) such that ξn → ξ. By the assumptions
on Q we have that Qξn = 0 and so if we denote an element in the graph of Q as (x, y), then
(ξn, Qξn) = (ξn, 0)→ (ξ, 0).
As the graph of Q is closed we get that ξ ∈ D(Q), i.e. RanQ ⊂ D(Q) and 0 = Qξ = Q2ψ, i.e.
Q
2
ψ = 0 for all ψ ∈ D(Q).
(iii): First recall that Q∗ = Q∗. Let ψ ∈ D(Q∗) = D(Q∗) and ξ ∈ D(Q). Then by (ii)
0 = 〈ψ,Q2ξ〉 = 〈Q∗ψ,Qξ〉. Hence it follows that Q∗ψ ∈ D(Q∗) and hence that (Q∗)2 = 0. ✷
By this lemma, Q satisfies the conditions of Theorem (3.2.1) and so we have the dsp-decomposition
for Q:
H = Hd ⊕Hs ⊕Hp = RanQ⊕Hs ⊕ RanQ∗.
Let Pi be the projection onto Hi for i = d, s, p. As Q ⊂ Q there is no guarantee that these
projections preserve D(Q). To decompose the A into a convenient form we assume:
Assumptions 3.3.2 Let Q be as in lemma (3.3.1) and let:
(i) PiD(Q) ⊂ D(Q) for i = p, s, d, and Q∗D(Q) ⊂ D(Q). Then the following are well defined:
(a) M := Q|PpD(Q).
(b) As KerM = {0} there exists an inverse M−1 : RanQ → (Hp ∩ D(Q)). Let K :=
M−1Pd, with domain D(K) = {ψ ∈ D(Q) |Pdψ ∈ RanQ}.
(ii) PdRanQ ⊂ RanQ.
(iii) Let:
[G,Q]ψ = Qψ, [G,Q∗]ψ = −Q∗ψ, [G,K]ψ = −Kψ (3.30)
[G,Pd]ψ = [G,Pp]ψ = [G,Ps]ψ = 0,
for ψ ∈ D(Q).
♠
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Note that D(KQ) = {ψ ∈ D(Q) |Qψ ∈ D(K)} = {ψ ∈ D(Q) |PdQψ ∈ RanQ}, and so by
Assumption (3.3.2) (ii) we get D(KQ) = D(Q) and hence KQ = Pp|D(Q).
Assumption (iii) will allow us to enlarge A by Q,Q∗,K, Ps, Pp, Pd, e.g. below in equation
(3.31). In examples, the assumptions need verification, and we now give conditions on D(Q) for
these to be true. These conditions will hold in the QEM example below and the next lemma will
show that as well as in the case of bounded Q and G (i.e. finitely many bounded constraints).
Lemma 3.3.3 Let Q ∈ Op(H) preserve its domain D(Q), be Krein symmetric and let Q2ψ = 0
for all ψ ∈ D(Q). Assume that:
D(Q) = RanQ⊕Hs ⊕ RanQ∗, and [G,Q]ψ = Qψ. ∀ψ ∈ D(Q).
Then,
(i) PiD(Q) ⊂ D(Q) for i = p, s, d, and Q∗D(Q) ⊂ D(Q),
(ii) PdRanQ ⊂ RanQ.
(iii) We have that:
[G,Q∗]ψ = −Q∗ψ, [G,K]ψ = −Kψ,
[G,Pd]ψ = [G,Pp]ψ = [G,Ps]ψ = 0,
for ψ ∈ D(Q).
Proof. (i): Q is closable by lemma (3.3.1). Hence Q∗ = Q∗ by [87] Theorem VIII.1 (c) p253,
and so RanQ∗ ⊂ RanQ∗ = Hd, moreover Pp|RanQ∗ = 1. As RanQ ⊂ RanQ, PiD(Q) ⊂ D(Q)
for i = p, s, d now follows. Furthermore Q∗Hs = {0} ⊂ D(Q), Q∗RanQ ⊂ RanQ∗ ⊂ D(Q)
and Q∗RanQ∗ = {0} ⊂ D(Q) by lemma (3.3.1) (iii), hence Q∗D(Q) ⊂ D(Q) by the assumed
decomposition of D(Q).
(ii): RanQ ⊂ RanQ ⊂ Hd.
(iii): Let ψ ∈ D(Q). It follows from [G,Q]ψ = Qψ and ∗-adjoints that [G,Q∗]ψ = −Q∗ψ. Hence
we have [G,Q∗Q]ψ = 0.
It is sufficient to prove the remaining identities for ψ ∈ D(Q) such that Gψ = gψ, g ∈ R if we
recall that D(Q) = D0 ⊗D(G˜) is spanned by linear combinations of such vectors where g runs
over all the possible ghost numbers we are considering (cf. Proposition (3.1.6) and Proposition
74
(3.1.18) (ii)). So for the remainder of the proof we let the chosen ψ ∈ D(Q) be such that
Gψ = gψ, g ∈ R and so by the assumption on D(Q) we have ψ = Psψ + Qϕ + Q∗ξ where
ϕ ∈ RanQ∗ ⊥ KerQ and ξ ∈ RanQ ⊥ KerQ∗.
We want to show that [G,Pd]ψ = 0 for all ψ ∈ D(Q). By (i) we have PdGψ = gPdψ = gQϕ
for ϕ ∈ RanQ ⊥ KerQ∗ as above. So we need now only show GPdψ = GQϕ = gQϕ. To do this
we calculate,
Q∗QGϕ = GQ∗Qϕ = GQ∗ψ = Q∗(G− 1)ψ = (g − 1)Q∗ψ = Q∗Q(g − 1)ϕ.
where the first inequality comes from [G,Q∗Q] = 0 onD(Q) usingQD(Q) ⊂ D(Q) and [G,Q∗] =
−Q∗ and its adjoint on D(Q). Therefore:
Q∗Q[(G− (g − 1))ϕ] = 0.
Now RanQ ⊥ KerQ∗ and RanQ∗ ⊥ KerQ imply that Ker (Q∗Q)|RanQ∗ = {0}. Also [G,Q∗] =
−Q∗ on D(Q) implies that GRanQ∗ ⊂ RanQ∗. Hence as ϕ,Gϕ ∈ RanQ∗ we have that
Q∗Q[(G − (g − 1))ϕ] = 0 implies that Gϕ = (g − 1)ϕ. By [G,Q] = Q on D(Q) we have
GQϕ = gQϕ, and so [G,Pd]ψ = 0.
Now by Theorem (3.2.8) we have Hp = JHd which implies Pp = JPdJ which implies P †p =
JP ∗d J = Pp. By Proposition (3.1.11) (or Proposition (3.1.18) (i) for the Berezin ghost number
operator) we have G† = −G on D(Q), hence [G,Pp]ψ = [G,Pd]†ψ = 0.
We have shown that [G,Pd]ψ = [G,Pp]ψ = 0 and since Ps = 1 − Pp − Pd we have that
[G,Ps]ψ = 0.
Lastly, GKψ = GM−1Qϕ = Gϕ = (g − 1)ϕ where the last equality was proven above.
Therefore [G,K]ψ = −ϕ = −Kψ. ✷
Remark 3.3.4 (i) For unbounded Q the above condition that D(Q) = RanQ⊕Hs⊕RanQ∗
needs verification, and will be done for the forthcoming BRST-QEM example by lemma
(4.2.22). We can always restrict the domain of Q so that the above condition holds,
however we then would have to check that A preserves the restricted domain if we use Q
to generate δ.
(ii) For the case of bounded Q and finitely many bounded constraints (i.e. bounded G) we
can restrict the domain of Q to D(Q) = RanQ⊕Hs ⊕ RanQ∗, then extend (3.30) to all
of H by continuity.
♠
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With the above assumptions we enlarge A to
Aext := ∗-alg{A ∪ {Q,K,Pp, Pd, Ps}}, (3.31)
and using the commutation relations (3.30) we can extend the Z2 grading to Aext which is a
∗-algebra but not a †-algebra. Note that by assumptions, D(Q) is an invariant domain for all
the elements in Aext. By a slight abuse of notation we use the same notation A− and A+ for
the extended even and odd algebras. Note that Q,Q∗,K ∈ A− and Ps, Pp, Pd ∈ A+. We define
the BRST superderivation as:
Definition 3.3.5 With definitions as above, the BRST superderivation is
δ(A)ψ := [Q,A]sbψ = (QA− γ(A)Q)ψ, A ∈ Aext, ψ ∈ D(Q).
An interesting result is that we have a unique Q which generates δ.
Lemma 3.3.6 Let Q1, Q2 ∈ A− have common dense invariant domain D(Q) (as they are in
Aext), and be such that Q∗1, Q∗2 ∈ A− and δ(A)ψ := [Q1, A]sbψ = [Q2, A]sbψ for all A ∈ Aext and
ψ ∈ D(Q). Then Q1 = Q2.
Proof. Let ψ ∈ D(Q), and calculate
[(Q1 −Q2)∗(Q1 −Q2) + (Q1 −Q2)(Q1 −Q2)∗]ψ =
= [{Q1, Q∗1}+ {Q2, Q∗2} − {Q1, Q∗2} − {Q2, Q∗1}]ψ,
= [δ(Q∗1) + δ(Q
∗
2)− δ(Q∗1)− δ(Q∗2)]ψ,
= 0
From this we have that ‖(Q1 −Q2)ψ‖ = ‖(Q1 −Q2)∗ψ‖ = 0, i.e. Q1 = Q2. ✷
This result is interesting as it relies on δ being a superderviation, in contrast to the case of
derivations where the generators are non-unique up to a central term.
Since the original algebra A contains the physical information, we will define the BRST-
observable algebra using the restriction of δ to A.
Proposition 3.3.7 Define the BRST-physical observable algebra as:
PBRST := (Ker δ ∩ A)/(Ran δ ∩ A).
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Let ϕ : KerQ → HBRSTphys = KerQ/Hd and τ : Ker δ → Ker δ/Ran δ be the factor maps and
note that τ : (Ker δ ∩ A) → PBRST = (Ker δ ∩ A)/(Ran δ ∩ A). Define the dense subspace
DBRSTphys := ϕ(KerQ) and for ease of notation,
ψˆ := ϕ(ψ), ∀ψ ∈ KerQ, Aˆ := τ(A), ∀A ∈ Ker δ. (3.32)
Then:
(i) Both Ker δ/Ran δ and PBRST have a natural actions on DBRSTphys by,
Aˆψˆ = Âψ, (3.33)
for all A ∈ Ker δ respectively A ∈ (Ker δ ∩ A) and all ψ ∈ KerQ.
(ii) The †-involution on Ker δ and Ker δ∩A factors to the †-involution on Ker δ/Ran δ respec-
tively PBRST with respect the action defined in equation (3.33), i.e.
Â†ψˆ = Aˆ†ψˆ
for all A ∈ Ker δ respectively Ker δ∩A where Aˆ† is the the adjoint of Aˆ with respect to the
inner product (·, ·)p.
Proof. (i): We check that the action given by equation (3.33) is well defined. Now Ker δ
preserves KerQ and RanQ, hence factors to DBRSTphys . Furthermore (Ran δ)KerQ ⊂ RanQ and
so factors trivially to DBRSTphys hence the action is well defined.
(ii): First Q† = Q implies that Ker δ and Ran δ are †-algebras, hence † factors as an involution
on PBRST . Moreover it factors to the involution with respect to the indefinite inner product on
HBRSTphys by equation (3.33) which can be seen by calculation:
(Â†ψˆ, ξˆ)p = (Â†ψ, ξˆ)p = (A†ψ, ξ) = (ψ,Aξ) = (ψˆ, Aˆξˆ)p,
for all ψ, ξ ∈ DBRSTphys and all A ∈ Ker δ, where we have used that by definition (ψˆ, ξˆ)p = (ψ, ξ)
for all ψ, ξ ∈ KerQ (cf. Definition (3.2.2)). ✷
The fact that † factors to an involution on PBRST in Proposition (3.3.7) (ii) relies on Q† = Q.
But Q 6= Q∗ implies that Ker δ and Ran δ are not ∗-algebras in general, hence the ∗-involution
on Ker δ ∩A does not factor to PBRST . This is problematic from the mathematical standpoint
as ∗-algebras have more tools available e.g. C∗-algebra theory in their bounded representations.
However as HBRSTphys is a Krein space it has a Hilbert inner product which we can use to define
a ∗-involution on Ker δ/Ran δ.
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Lemma 3.3.8 Given notation above:
(i) For A ∈ Ker δ we have:
Aˆ∗ψˆ = ̂PsA∗Psψ = P̂sA∗Psψˆ, ∀ψˆ ∈ DBRSTphys .
and
Aˆ∗|DBRSTphys ∈ (Ker δ/Ran δ). (3.34)
Hence Aˆ → Aˆ∗ := P̂sA∗Ps is an involution on Ker δ/Ran δ which coincides with the ∗-
involution on Ker δ/Ran δ with respect to the indefinite inner product (·, ·)p. With respect
to this involution, Ker δ/Ran δ is a ∗-algebra.
(ii) If the physicality condition JPs = Ps holds (cf. equation (3.29)) then the †-adjoint on
Ker δ factors to the ∗-adjoint on Ker δ/Ran δ as defined in (i).
Proof. (i): Let A ∈ Ker δ and ψ, ξ ∈ KerQ. Using equation (3.28) we have,
〈ξˆ, Aˆψˆ〉p = 〈Psξ, PsAψ〉 = 〈Psξ, PsAPsψ〉 = 〈PsA∗Psξ, ψ〉,
where we used the fact that A ∈ Ker δ implies that ARanQ ⊂ RanQ in the second last inequality.
It is easy to check that PsAextPs ⊂ Ker δ hence P̂sA∗Ps ∈ (Ker δ/Ran δ) and we have that,
Aˆ∗ψˆ = ̂PsA∗Psψ = P̂sA∗Psψˆ, ∀ψˆ ∈ DBRSTphys .
As Ps is ∗-self adjoint and Aext is a ∗-algebra we get that Ker δ/Ran δ is a ∗-algebra.
(ii): Let JPs = Ps. Then lemma (3.2.7) (iii) gives that (ψˆ, ξˆ)p = 〈ψˆ, ξˆ〉p and it follows that
Â†ψˆ = Aˆ†ψˆ = Aˆ∗ψˆ for all ψˆ ∈ DBRSTphys . ✷
Remark 3.3.9 (i) If we use Aext as the domain of δ then we have by lemma (3.3.8) (i) that
Ker δ/Ran δ is a ∗-algebra. So although Ker δ was not necessarily a ∗-algebra, factoring
out Ran δ from Ker δ produced a ∗-algebra. Notice that we had to extend to Aext to get
this result in general, i.e. we do not have that (Ker δ ∩ A)/(Ran δ ∩ A) is a ∗-algebra in
general and we would need to put more restrictions on the domain of δ.
We will return to this point in the C∗-theory (Proposition (5.1.11)) as in the abstract theory
we want the BRST physical algebra to be a C∗-algebra with respect the ∗-involution and
norm defined in Proposition (5.1.12). We will find that a sufficient condition is for the
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physicality condition JPs = Ps to hold (cf. Definition (3.2.10) and Example (5.1.14) (i)).
In this case we also have that the †-involution factors to the ∗-involution on the final
physical algebra.
(ii) When Q is Krein-selfadjoint, Theorem (3.2.8) gives JHd = Hp and so the physicality
condition is JPs = Ps, hence in terms of the dsp-decomposition, the physicality condition
states that:
J =

0 0 L−1
0 1 0
L 0 0
 on H =

Hd
Hs
Hp
 .
where L−1 = L∗, L : Hd →Hp.
♠
We want to decompose Ker δ into a convenient form. To do this we introduce the following
algebra homomorphism.
Lemma 3.3.10 Define,
Φexts : Aext → Aext, by Φexts (A) := PsAPs,
Then Φexts is an algebra homomorphism on Ker δ.
Proof. That Φexts For A ∈ Ker δ we have AHs ⊂ Hs⊕Hd and AHd ⊂ Hd and so for A,B ∈ Ker δ
we have
Φexts (AB) = PsA(Ps + Pd)BPs = PsAP
2
sBPs = Φ
ext
s (A)Φ
ext
s (B),
and so it follows that Φexts is an algebra homomorphism on Ker δ. ✷
The next theorem shows that the kernel of Φexts is Ran δ.
Theorem 3.3.11 Let Q, D(Q) satisfy Assumptions (3.3.2) and let Aext, Φexts be as in equation
(3.31) and lemma (3.3.10). In particular Q ∈ A− is a 2-nilpotent Krein-symmetric (hence
closable by Proposition (7.2.4)) operator with domain D(Q), and Q satisfies the hypothesis of
Theorem (3.2.1). Let δ(A) = [Q,A]s for A ∈ Aext. If B ∈ Ker δ and PdRanB ⊂ RanQ, then:
(i) B ∈ Ran δ iff Φexts (B) = 0, i.e. B ∈ Ran δ iff (PsBPs)D(Q) = 0. This implies that:
B = Φexts (B) + C,
where C ∈ Ran δ.
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(ii) Suppose that PdRanA ⊂ RanQ for all A ∈ A. Then:
PBRST = (Ker δ ∩ A)/(Ran δ ∩ A) ∼= Φexts (Ker δ ∩ A).
where ∼= denotes an algebra isomorphism.
Proof. (i): Given that PiD(Q) ⊂ D(Q) for i = s, p, d, where Pi is the projection onto Hi, then
with respect to the dsp-decomposition of Q, Q has the representation:
0 0 M
0 0 0
0 0 0
 on H =

Hd
Hs
Hp
 .
Let B ∈ Aext. Then it has the representation:
B =

B11 B12 B13
B21 B22 B23
B31 B32 B33
 on H =

Hd
Hs
Hp

Now as Ps, Pp, Pd ∈ Aext we find:
δ(B) =

MB31 MB32 MB33 − γ(B11)M
0 0 −γ(B21)M
0 0 −γ(B31)M
 . (3.35)
Therefore if B ∈ Ker δ, then MB31 = MB32 = 0 which implies B31 = B32 = 0 as KerM = 0.
As RanM = RanQ, γ(B21)M = 0 implies γ(B21)RanQ = 0. Also RanQ is dense in PdD(Q) =
(D(Q) ∩ RanQ). Let ξ ∈ PdD(Q) and a sequence (Qψn)n∈Z such that Qψn → ξ. As Aext is
∗-involutive and γ(B21)M = 0, we get for any ψ ∈ D(Q) that:
〈ψ, γ(B21)ξ〉 = lim
n
〈γ(B)∗Psψ,Qψn〉 = lim
n
〈ψ, γ(B21)Qψn〉 = 0,
where we used the fact that γ(B21) = γ(Ps)γ(B)γ(Pd) = Psγ(B)Pd and that γ is a ∗-automorphism
in the first equality. As D(Q) is dense in H, we have γ(B21)D(Q) = γ(B21)PdD(Q) = 0. As γ
is an automorphism, B21 = 0.
NowMB33−γ(B11)M = 0 implies B11RanQ ⊂ RanQ and B33 =M−1γ(B11)M . Therefore,
B ∈ Ker δ iff B =

B11 B12 B13
0 B22 B23
0 0 M−1γ(B11)M
 , (3.36)
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Now suppose B ∈ Ran δ ⊂ Ker δ. If we compare equations (3.35) and (3.36) we see that
B22 = 0. Conversely suppose that that B22 = 0. Then we would like to choose a C ∈ Aext to
produce δ(B). Consider:
C =

0 0 0
−γ(B23M−1) 0 0
M−1B11 M−1B12 M−1B13
 = KB − Psγ(B)K ∈ Aext (3.37)
As B ∈ Aext preserves D(Q), and by the assumption PdRanB ⊂ RanQ we see that Ran (PdB) =
PdRan (B) ⊂ RanQ = D(M−1) and it follows that the bottom row of C is well defined. Also
RanM−1 ⊂ D(Q) and so −γ(B23)M−1 is well defined. Hence all the entries of C are well
defined.
Assumption (3.3.2) (iii) gives that γ(K) = −K and γ(Pd) = Pd, so as B11 = PdB11 we have
γ(M−1B11) = γ(M−1PdB11) = γ(KB11) = −Kγ(B11) = −M−1γ(Pd)γ(B11) = −M−1γ(B11).
Substituting C into equation (3.35) gives,
δ(C) =

B11 B12 B13
0 0 γ(γ(B23M
−1))M
0 0 −γ(M−1B11)M
 =

B11 B12 B13
0 0 B23
0 0 M−1γ(B11)M
 , (3.38)
where we used γ2 = ι and γ(M−1B11) = −M−1γ(B11) in the second equality. Hence we can
choose C as above to get δ(C) = B.
(ii): Let B ∈ Ker δ. As P 2s = Ps we have (Φexts )2(B) = Φexts (B), hence C = (B − Φexts (B)) ∈
(KerΦexts (B) ∩Ker δ). Therefore by part (i) we have C ∈ Ran δ and so part (ii) follows.
(iii): Let A ∈ (Ker δ ∩ A) and Φexts (A) = 0. Then by part (i) A ∈ (Ran δ ∩ A). Conversely,
let A = (QC − γ(C)Q) ∈ (Ran δ ∩ A) for some C ∈ Aext. As PsQ = QPs = 0 we have that
Φexts (A) = 0 hence (Ran δ ∩A) = (KerΦexts ∩Ker δ ∩A). By lemma (3.3.10), Φexts is an algebra
homomorphism on Ker δ, and so part (iii) follows. ✷
We have the important corollary:
Corollary 3.3.12 Given the hypothesis of Theorem (3.3.11) then:
1 ∈ Ran δ iff Hs = {0}
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Remark 3.3.13 (i) Note that while the definition PBRST involves only the unextended al-
gebra A, to prove the isomorphism PBRST ∼= Φexts (Ker δ ∩ A) needed the extension to
Aext. This is unsatisfactory as it requires us add extra elements to our algebra. In the
C∗-algebraic approach it desirable to do this as little as possible as it effects the represen-
tation theory of the algebras involved. If we want to take the minimal extension of A for
the same construction to work in Theorem (3.3.11), we see from equation (3.37), that we
still need extend to alg({Q,K,Ps,A}).
Note however that Ker δ/Ran δ can be obtained algebraically in specific examples (cf.
[60]) without extending A, but the price paid is much more intensive calculations which
the dsp-decomposition construction avoids (cf. [60] p1322-1326).
(ii) Motivated by the last section, a natural direction to investigate is to see if there is an
‘operator dsp-decomposition’.
This is the approach taken in [60] where the authors examine the structures as defined
in the BRST-QEM example. They define a new superderivation δ∗(A) := [Q∗, A]s and
motivated by ∆ define d := {δ, δ∗}. It is straightforward to calculate from superbracket
properties (Appendix(7.1)) that d is a derivation and that d(A) = [∆, A]. Unfortunately
it turns out that Ker d+Ran δ ⊂ Ker δ, where the containment is proper ([60] p1321). So
d is used to calculate a large part of Ran δ, the remaining part being calculated directly
using the properties of Q,Q∗,∆, G specific to the BRST-QEM setup. While this solves
the problem, the last calculation involved is not straightforward, and it is not clear how
to extend to the Hamiltonian BRST with general constraints. The calculations in [60] are
algebraic and it is conjectured at the end of [60] that using the dsp-decomposition of H,
the calculations could be done in a more economic way. We answer this in the affirmative
using Theorem (3.3.11) below (cf. Proposition (4.2.28) (iii)).
♠
3.3.1 Example - Abelian Hamiltonian Constraints
We have seen for abelian Hamiltionian BRST with a finite number of constraints that HBRSTphys
is larger than the Dirac state space, and that adding the extra condition of restriction to ghost
number zero states does not fix the problem (cf. MCPS problem and discussion in Subsection
2.5.2). We may however conjecture that the BRST physical algebra is isomorphic to the Dirac
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physical algebra. An application of Theorem (3.3.11) shows that this is not the case, i.e. PBRST
is larger than physical algebra associated to the Dirac algorithm and adding the extra condition
of restricting to elements with zero ghost number does not fix the problem.
Let A0 = B(H0) for a Hilbert space H0. Take C = {P} where P ∈ B(H0) is a projection
and so the physical subspace is H0phys = KerP . If we now apply the T -procedure to (A0, {P})
(cf. Appendix (7.4)) then for the Dirac physical algebra we have the following isomorphism
Pphys ∼= (1− P )P ′(1− P ) where P ′ is the commutant in A0 of P ′ (see example (7.4.7) (i)).
Following the Hamiltonian BRST method in Section 2.5 we extend A0 by tensoring on a
ghost algebra Arg = C∗({η, ρ}) with one ghost for the constraint P . The extended algebra
is A = A0 ⊗ Arg, and we identify A0 with A0 ⊗ 1 (the norm on A is unique as Arg finite
dimensional, hence nuclear). As all operators involved are bounded, we take D(Q) = H0⊗Hg =
H where Hg is a ghost space for Arg. Note that by Definition (3.1.22) and lemma (3.1.17)
dim(Hg) = 2 andArg acts as an irreducible representation πbz : Arg → B(Hg), therefore πbz(Arg) =
B(Hg). Now [99] p185 equation (10) gives that B(H1)⊗B(H2) = B(H1 ⊗H2) for Hilbert space
H1,H2 where B(H1)⊗B(H2) is defined in [99] Definition 1.3 p185. In fact as B(H2) is finite
dimensional we have B(H1)⊗B(H2) = B(H1)⊗B(H2). So as the norm on A is unique we have
A = B(H0)⊗B(Hg) = B(H), hence we do not need to extend A to Aext.
The BRST charge is Q = P ⊗ η ∈ B(H), and δ(·) = [Q, ·]sb with D(δ) = A. As Q
is bounded we do not have domain problems with ∆ and we calculate as in equation (2.34)
that Ker∆ = H0p ⊗ Hg. Therefore we have that Ps = (1 − P ) ⊗ 1. From this we see that
Φext(A0 ⊗ 1) = Ps(A0 ⊗ 1)Ps = (1 − P )A0(1 − P ) ⊗ 1 = (1 − P )P ′(1 − P ) ⊗ 1 ∼= Pphys with
the obvious isomorphism from above. Now Ps(A0 ⊗ 1)Ps ⊂ Ker δ so by Theorem (3.3.11),
Pphys ∼= Φexts (A0 ⊗ 1) ⊂ Φexts (Ker δ) ∼= PBRST , (3.39)
and so the physical algebra produced by the T -procedure is contained in the physical BRST
algebra.
We see this containment is proper as follows. Take P2 ∈ B(H0) such that PP2 = 0 (e.g. take
P2 a projection orthogonal to P ), and let A = P2 ⊗ ηρ. Then:
δ(A) = δ(P2 ⊗ 1)(1⊗ ηρ) + (P2 ⊗ 1)δ(1 ⊗ η)(1 ⊗ ρ)− (P2 ⊗ η)δ(1 ⊗ ρ),
= [P,P2]⊗ η2ρ+ P2P ⊗ {η, η}ρ − P2P ⊗ η{η, ρ},
= 0,
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therefore A ∈ Ker δ. Now take B ∈ Φexts (A0 ⊗ 1). Then we have that (A − B) ∈ Ker δ and
as η, ρ are linearly independent, (A − B) 6= 0. Now we have Ps(A − B)Ps = ((1 − P )P2(1 −
P )⊗ ηρ)−B = (A−B) 6= 0, and so by Theorem (3.3.11) we have (A−B) /∈ Ran δ. Therefore
A /∈ Φext(A0 ⊗ 1)Ps + Ran δ and so the BRST physical algebra properly contains Pphys if we
take the natural isomorphisms as in (3.39).
An important point is that A ∈ G0 and so restricting the BRST physical algebra to ghost
number zero elements will still imply that the physical Dirac algebra is properly contained in
the physical BRST algebra.
3.3.2 Alternative Physical Algebra
So far we used the heuristic prescription of taking Ker δ/Ran δ as the physical algebra. We
would like to motivate this from a more structural point of view. Recall the previous definitions:
(i) HBRSTphys := KerQ/Hd and has indefinite inner product (ψˆ, ξˆ)p = (Psψ,Psξ) (cf. Definition
(3.2.2) and Definition (3.2.4)),
(ii) ϕ : KerQ→ HBRSTphys and τ : Ker δ → Ker δ/Ran δ are the factor maps,
(iii) τ : (Ker δ ∩ A)→ PBRST ,
(iv) DBRSTphys := ϕ(KerQ) is dense in HBRSTphys ,
(v) ψˆ := ϕ(ψ), ∀ψ ∈ KerQ and Aˆ := τ(A), ∀A ∈ Ker δ,
Now Ker δ preserves KerQ and RanQ, hence factors to DBRSTphys . Furthermore (Ran δ)KerQ ⊂
RanQ and so factors trivially to DBRSTphys . Therefore Ker δ has a natural action on DBRSTphys by,
πphysψˆ := Âψ, ∀A ∈ (Ker δ ∩ A), ψ ∈ KerQ.
Define,
Φs(A) : A → Aext, by Φs(A) := PsAPs,
that is Φs = Φ
ext
s |A. By lemma (3.3.10) we have that Φs is a homomorphism on Ker δ ∩A, and:
Proposition 3.3.14 We have that:
πphys(Ker δ ∩ A) ∼= Φs(Ker δ ∩ A),
where ∼= denotes an algebra isomorphism.
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Proof. AsHBRSTphys is a Krein space andDBRSTphys is dense we have that πphys(A) = 0 iff (ξˆ, πphys(A)ψˆ)p =
0 for all ξ, ψ ∈ KerQ iff (ξˆ, Aˆψˆ)p = (Psξ, PsAψ) = (Psξ, PsAPsψ) = 0 for all ξ, ψ ∈ KerQ iff
PsAPs = 0, where Ps is the projection onto Hs. From this it follows that (KerΦs∩Ker δ∩A) =
(Kerπphys ∩ Ker δ ∩ A), hence Φs and πphys are homomorphisms on Ker δ ∩ A with the same
kernel, and hence have isomorphic images. This proves the first isomorphism, the second being
obvious. ✷
By Theorem (3.3.11) (iii) and the Proposition (3.3.14) we get that PBRST ∼= πphys(Ker δ∩A) and
so we see that the cohomological definition of the BRST physical algebra is natural with repect
to the constraint structure corresponding to the physical representation πphys : Ker δ ∩ A →
Op(HBRSTphys ).
To prove Theorem (3.3.11) (iii) however, we had to extend A to Aext. In particular we had to
includeQ in the extended algebra. In examples, such as QEM below, Q is an unbounded operator
and so constructing a proof similar to Theorem (3.3.11) (iii) in an abstract C∗-algebraic setting
is not straightforward. So we take the point of view from now on that the abstract definition of
the BRST-physical algebra is:
Definition 3.3.15 The alternative definition of the BRST physical algebra is:
P˜BRST := (Ker δ ∩A)/(Ker δ ∩KerΦs ∩ A).
The heuristic cohomological definition of PBRST = (Ker δ∩A)/(Ran δ∩A) is of physical interest
because of Theorem (3.3.11) (iii). Now we have that P˜BRST = PBRST by Theorem (3.3.11) (iii),
and so the notation P˜BRST is redundant at this point. However when we move to the C∗-setting,
A will be a C∗-algebra with superderivation δ acting on domain D2(δ) ⊂ A and Φs can be
constructed using the universal representation of A, hence P˜BRST will be the natural definition
the BRST physical algebra, and it will only be in representations were we can construct the
extra unbounded elements in Aext (e.g. Q) in which the heuristic cohomological definition will
become equivalent.
Remark 3.3.16 Note the similarity of the definition of P˜BRST to equation (7.3) in Appendix
(7.4). This suggests we can take a more Dirac-like approach to physical algebra selection for
BRST. This natural question is to ask is how a Dirac-like constraint procedure (T -procedure
Appendix (7.4)) can be applied to using Q or Ps as a constraint, and how this relates to the
BRST-observable algebra PBRST .
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If we were to follow a Dirac-like constraint procedure using Ps as a constraint, we would then
take observables as self-adjoint operators in the field algebra preserving KerPs, and take the
observable algebra as the ∗-algebra generated by these. Φs would then be a homomorphism on
this ∗-algebra and we would factor out KerΦs to get the constrained algebra. The T -procedure
is the abstract C∗-version of this process.
There is an extra complication with BRST in that we take (·, ·) as our physical inner product.
Hence following a Dirac-BRST like procedure, observables will be †-algebras and the trivial
observables will be those which map KerQ to RanQ. To incorporate this at the abstract level
means that we would have to modify the T -procedure as well. This can be done, but we will
not pursue this here.
Note however that the Dirac-BRST approach to selection of observables as described in the
preceding paragraph is taken in K&O [68] p58. The result is then that local observables, [68] p59,
are in Ker δ, which is proven by the authors using the Reeh-Schlieder theorem [68] Proposition
5.4 p59. This is why we are motivated to define the constrained observable algebra as Φs(Ker δ).
♠
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Chapter 4
KO Abelian BRSTand
Electromagnetism
In this chapter we give a mathematically consistent interpretation of the BRST-QEM example
in Section (2.4). We will smear the fields A(x) and ghost field η(x) over appropriate test function
spaces and give a well-defined meaning to ‘replacing the gauge parameter by a ghost parameter’.
This is open to interpretation and we take the view that the object of primary importance is the
BRST superderivation δ as this selects the physical algebra. We will define a superderivation δ
which gives the smeared versions of (2.20), (2.21), (2.22):
δ(Aν(x)) = −i∂νη(x),
δ(η(x)) = 0,
δ(η˜(x)) = −i∂νAν(x),
will find a BRST charge Q which generates the the superderivation δ(·) = [Q, ·]sb, show that
Q2 = 0, and that we have we have a smeared analogue of equation (2.26):-
∆ = {Q,Q∗},
= 2
∫
d3p p20(b1(p)
∗b1(p) + b2(p)∗b2(p) + c∗1(p)c1(p) + c
∗
2(p)c2(p)).
Using the results of the previous chapter, such as the dsp-decomposition, we will construct the
physical space and algebra and compare them to other approaches.
One could try to make sense of the formal definition,
Q :=
∫
x0=const
d3x (∂νA
ν)
←→
∂0 η,
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but as the integrand involves a pointwise multiplication of operator valued distributions, this is
not straightforward to define. Such a definition of Q need not generate the correct superderiva-
tion, as was found in the example [59] Theorem 1 p2827. Given the uniqueness of the BRST
charge associated to δ (lemma (3.3.6)) and the central importance of δ, it seems that the defi-
nition of Q is best used as a guide for the form of δ.
Section 4.1 gives an account of the necessary structures for the BRST method in the one
particle test function space for QEM and the associated Ghost algebra. In Section 4.2 we
assume a general abstract test function space with the relevant structures of the QEM and give
a description of the smeared bosonic fields in a Fock-Krein representation as in the CCRs [75].
We do not fix the specific test function space, so we can extend the method to other bosonic
field theories with a similar one particle test function space to QEM. We then tensor on an
appropriate ghost algebra, construct the BRST superderivation and show that this gives the
correct heuristic BRST-QEM superderviation for the QEM test function space. We derive the
physical subspace and algebra for the general abstract test function space. We refer to this
abstract model as KO Abelian BRSTas it based on the BRST constructions developed in the
foundational work KO [68] in the abelian case. Using the QEM test function space we compare
BRST-QEM with Gupta-Bleuler QEM as in [46]. Using the construction based on the abstract
test function space we do the examples of KO Abelian BRSTwith a finite number of bosonic
constraints and BRST for massive abelian gauge theory and compare these examples with the
literature. Finally, we combine KO Abelian BRSTwith a finite number of bosonic constraints
with finite abelian Hamiltonian BRST to avoid the MCPS problem of Hamiltonian BRST (cf.
Subsection 2.5.2).
4.1 Test functions
To make the formal BRST-QEM example in Section 2.4 well-defined, we first smear the fields
over test function spaces to get operator valued distributions.
4.1.1 QEM Test Functions
Recall the formal definition of the QEM gauge potential in equation (2.10):
Aµ(x) = (2(2π)3))−
1
2
∫
C+
d3p√
p0
(aµ(p)e−ipx + aµ(p)†eipx), µ = 0, 1, 2, 3,
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where † is the Krein involution with respect to the heuristic Krein-Fock spaceH0, and has CCR’s
(equation (2.13)),
[Aµ(x) , Aν(y)] = −igµνD0(x− y),
where,
D0(x) := (2π)
−3
∫
C+
d3p
p0
e−ip.x sin(p0x0),
is the Pauli-Jordan distribution.
For the following mathematical developments, the previous pointwise objects need to be
understood in the sense of distributions. Hence we next define the appropriate 1-particle test
function space over which to smear A(x). We use the notation for inner product spaces and
symplectic spaces as in Appendices (7.2) and (7.3).
Let f ∈ S(R4,C4) and denote its Fourier transform by fˆµ(p) := (2π)−2
∫
d4xfµ(x)e
−ipx.
Note the unconventional inner product px = p0x0 − p.x in the exponential term. We want to
smear our gauge potentials of over real vector valued test functions, so we define:
Ŝ := {fˆ | f ∈ S(R4,R4)}) = {f ∈ S(R4,C4) | f(p) = f(−p)})
with IIP: (f, g) := 2π
∫
C+
d3p
p0
fµ(p)g
µ(p), ∀f, g ∈ Ŝ. (4.1)
Smear A(x) as:
A(fˆ) :=
∫
d4xAµ(x)f
µ(x), (4.2)
=
√
π
∫
d3p√
p0
(aµ(p)fˆµ(p) + a
µ(p)†fˆµ(p))), p0 = |p|,
= (a(fˆ) + a(fˆ)†)/
√
2,
with a(f) :=
√
2π
∫
C+
d3p√
p0
(aµ(p)fµ(p)),
where fˆ ∈ Ŝ, i.e. f ∈ S(R4,R4) . The commutation relations (2.11) mean in our present context,
[A(f), A(g)] = π
∫
C+
d3p
p0
(
fµ(p)gµ(p)− fµ(p)gµ(p)
)
, (4.3)
= − i Im(f, g)
The symplectic form for the smeared CCR’s for QEM is then
σ1(f, g) := −Im(f, g) ∀f, g ∈ Ŝ, (4.4)
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and we call this the covariant symplectic form. Note that σ1 is the Fourier transform of the
Pauli-Jordan distribution, ie,
σ1(fˆ , gˆ) =
∫ ∫
d4x d4y fµ(x)g
µ(y)D0(x− y), ∀f, g ∈ Ŝ. (4.5)
We define J on S(R4,C4) by:
(Jf)0 := −f0, and (Jf)l = fl, l = 1, 2, 3. (4.6)
Using this we define a second inner product and symplectic form on Ŝ by:
〈f, g〉 := (f, Jg) = 2π
∫
C+
d3p
p0
fµ(p)gµ(p), (4.7)
σ2(f, g) := σ1(f, Jg) = −Im〈f, g〉,
and we see that 〈·, ·〉 is positive semidefinite. We call σ2 the auxiliary symplectic form . We
want our inner products and symplectic forms to be non-degenerate so we define,
X˜ := Ŝ/Kerσ1,
and let ρ
X˜
be the factor map. By slight abuse of notation denote σ1 factored to X˜ also by σ1.
Note that Kerσ1 consists of all the functions in Ŝ which vanish on the forward light cone
C+, so ρX˜ can be thought of as restricting Ŝ to C+. Kerσ1 is also the degenerate part of Ŝ with
respect to both (·, ·), 〈·, ·〉 and σ2, and so the latter forms factor to X˜ and we still denote the
factored forms by (·, ·), 〈·, ·〉 and σ2 respectively. The inner product 〈·, ·〉 is now positive definite
on X˜.
It is easy to check that J preserves Kerσ1, hence it factors to an operator on X˜, which we
denote still by J . Then J preserves both inner products, is symplectic in both symplectic forms
and:
〈f, g〉 = (f, Jg), σ1(f, g) = σ2(f, Jg), ∀f, g ∈ X˜.
As it stands, X˜ is a real symplectic space with respect to σ1, however in subsequent constructions
we will need a complexified version of it. We have that S(R4,C4) = Ŝ + iŜ where i is the usual
multiplication by i =
√−1. We extend (·, ·) from Ŝ to S(R4,C4) by
(f, g) := 2π
∫
C+
d3p
p0
fµ(p)g
µ(p), ∀f, g ∈ S(R4,C4),
and,
σ1(f, g) =: −Im(f, g), ∀f, g ∈ S(R4,C4).
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Now Kerσ1 is the subspace of functions in S(R4,C4) vanishing on C+. Let ρ be the factor map
ρ : S(R4,C4)→ S(R4,C4)/Ker σ1 and define,
D˜ := ρ(S(R4,C4)).
Multiplication by i in S(R4,C4) preserves Kerσ1 and so factors to an operator also denoted
by i on D˜. Note that i is a complex structure on D˜. Now ρ
X˜
: Ŝ → X˜ and ρ| bS : Ŝ →
(S(R4,C4)/Ker σ1) are both homomorphisms on Ŝ with the same kernel and hence X˜ ∼= ρ(Ŝ).
We will always assume this identification and not denote it explicitly. Therefore we have that,
D˜ = ρ(S(R4,C4)) = ρ(Ŝ + iŜ) = X˜+ iX˜.
We also factor the indefinite inner product (·, ·) and the symplectic form σ1 to D˜, and denote
the factored forms with the same symbol as their corresponding unfactored counterpart.
Now J extends to D˜ in the obvious way and [J, i] = 0. On D˜ we can define the positive
definite inner product,
〈f, g〉 : = (f, Jg), ∀f, g ∈ D˜,
that is,
〈ρ(f), ρ(g)〉 = 2π
∫
C+
d3p
p0
(fµ(p)gµ(p)), ∀f, g ∈ S(R4,C4),
and define the symplectic form
σ2(f, g) : = −Im〈f, g〉 = σ1(f, Jg), ∀f, g ∈ D˜.
Let H = D˜ where closure is with respect to the norm given by 〈f, f〉1/2, hence H is a Hilbert
space. Now J is 〈·, ·〉-isometric on D and J2 = 1. Therefore J extends to a ∗-unitary on H
such that J∗ = J and J2 = 1. Therefore by lemma (7.2.3) (H, (·, ·)) is a Krein space with
fundamental symmetry J .
Remark 4.1.1 Note that σ1 is causal on X˜ but not its complexification D˜. That is σ1(fˆ , gˆ) = 0
for all fˆ = ρ(fˆ1) ∈ X˜ and gˆ = ρ(gˆ1) ∈ X˜ such that f1 and g1 have spacelike separated supports
(this follows from the fact that the Jordan-Pauli distribution has support on V + ∪ (−V +)
where V + is the positive light cone, cf. [88] Theorem IX.34 and p71-72 where the Pauli-Jordan
distribution is denoted C2(x)). This is not the case for all f, g ∈ D˜. Although we will make
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constructions using field algebras with test functions in D˜, when we restrict finally to the physical
objects, the resulting physical fields will have test functions in X˜ and so causality will not be
violated for physical objects. ♠
Let L2(C+,C
4, λ) be the Hilbert space of square integrable functions on the positive light
cone with respect to unique L↑+-invariant measure, dλ = 2π(d3p)/‖p‖ on C+ as defined in [88]
p70, (i.e. L2(H0,C
4,Ω0) in [88] notation). We identify D˜ with a dense subspace of L
2(C+,C
4, λ)
as follows. Recall that ρ : Ŝ → D˜ is the factor map and identify g = ρ(f) ∈ D˜ with f |C+ ∈
L2(C+,C
4, λ). This identification is independent of the representative f for a given g and it is
linear, injective, and is isometric with respect to the H norm. Hence we can identify D˜ with a
dense subspace of L2(C+,C
4, λ), and so by taking closures we have that H ∼= L2(C+,C4, λ). In
effect, we are thinking of D˜ as the ‘Schwartz functions on C+’. We will assume this identification
in the sequel, will not denote the isomorphism explicitly, and will identify X˜ with a subspace of
L2(C+,C
4, λ).
Also J acts on L2(C+,C
4, λ) as in equation (4.6) and by lemma (7.2.3) acts as a fundamental
symmetry that makes H into a Krein space. The Hilbert inner product on L2(C+,C
4, λ) is the
extension of equation (4.7) on D which we also denote by 〈·, ·〉. The indefinite inner product
(·, ·) = 〈·, J ·〉 is the extension of equation (4.1) from D to L2(C+,C4, λ), and (f, g) = 〈f, Jg〉 for
f, g ∈ L2(C+,C4, λ). The symplectic forms σ1 and σ2 are the extended from D to L2(C+,C4, λ)
via equation (4.4) and equation (4.7).
We need scalar valued test functions for the ghosts, and obtain these as follows. Let:
P0 : Ŝ → S(R4,C) be: P0(f0, f1, f2, f3)→ f0,
i.e. P0 is the projection onto the first component of f ∈ S. So P0 factors to X˜ and we define:
Ŝ0 := P0Ŝ ⊂ S(R4,C), X˜0 := P0X˜, (4.8)
D˜0 := X˜0 + iX˜0.
The inner product on Ŝ induces one on Ŝ0 by:
〈f, g〉0 := 〈P0f, P0g〉, ∀f, g ∈ Ŝ,
Similarly we have symplectic forms σ0 and inner products 〈·, ·〉0 induced by σ2 and 〈·, ·〉 respec-
tively on Ŝ0, S(R4,C), X˜0 and D˜0. Then 〈·, ·〉 is positive definite on D˜0 hence generates a norm
‖ · ‖0, and we define H0 = Ŝ0 where closure is with respect to ‖ · ‖0. The map P0 : D˜ → D˜0 is
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continuous with respect to ‖ · ‖0 and so P0 extends to an orthogonal projection P0 : H → H0.
As in the vector valued case, we identify H0 with L
2(C+,C, λ) and D˜0 with a dense subspace of
L2(C+,C, λ).
Summarizing the discussion above:
(i) X˜ is a real vector space corresponding to the Fourier transforms of S(R4,R4) restricted to
the light cone C+. X˜0 is a real vector space corresponding to the Fourier transforms of
S(R4,R) restricted to the light cone C+.
(ii) D˜ = X˜+ iX˜ and D˜0 = X˜0 + iX˜0 are complex vector spaces.
(iii) X˜ and D˜ have a non-degenerate indefinite inner product (·, ·), a positive definite inner prod-
uct 〈·, ·〉 and non-degenerate symplectic forms σ1 and σ2. Furthermore, X˜0 and D˜0 have
a non-degenerate positive definite inner product 〈·, ·〉0 and a non-degenerate symplectic
form σ0.
(iv) σ1 and σ0 correspond to the Fourier transformed smeared Jordan-Pauli distribution,
D0(x) = (2π)
−3
∫
C+
d3p
p0
e−ip.x sin(p0x0),
and are causal but σ2 is not causal.
(v) H and H0 correspond to the closures of D˜ and D˜0 respectively in 〈·, ·〉, 〈·, ·〉0 respectively.
There exists a unitary J ∈ B(H) such that J2 = 1, J preserves X˜, D˜, and (·, ·) = 〈·, J ·〉,
σ1(·, ·) = σ2(·, J ·).
(vi) H and H0 can be identified with L
2(C+,C
4, λ) and L2(C+,C, λ) respectively, and so D˜ and
D˜0 are identified with dense subspaces of L
2(C+,C
4, λ) and L2(C+,C, λ) respectively.
Pointwise multiplication of the components of vectors in Ŝ and S(R4,C4) by ipµ preserves Kerσ1,
and so factors to X˜ and D˜. Hence we have that multiplication by ipµ is an unbounded operator
on H = L2(C+,C
4, λ) which preserves the dense domain D˜. Note that we need the i factor if
we want multiplication by ipµ to preserve X˜. Similarly we have that pointwise multiplication by
ipµ is an unbounded operator on H0 that preserves D0.
To analyze the Lorentz condition, we need the following notation:
Definition 4.1.2 Let (X,κ) be a measure space with positive measure κ, 1 ≤ q ≤ ∞ and n ∈ N.
93
(i) Let f ∈ Lq(X,Cn, κ) with components fj, j = 1, . . . , n. When f ∈ Lq(C+,C4, λ) we use
the usual convention that fµ ∈ Lq(C+,C, λ) is the µ-th component of f for µ = 0, 1, 2, 3,
and fµ is the µ-th component of Jf .
(ii) Let g : X → Cn be measurable with respect to κ. Define:
D(Mg) = {f ∈ Lq(X,Cn, κ) |
∫
X
dκ|gj(p)fj(p)|q <∞},
and the multiplication operator Mg ∈ Op(Lq(X,Cn, κ)) by:
Mgf(p) := gj(p)fj(p) a.e,
for f ∈ D(Mg). Note that Mg ∈ B(Lq(X,Cn, κ)) when g ∈ L∞(X,Cn, κ).
(iii) Define the bounded functions bj : R
n → C by bj(p) := pj/‖p‖ for p 6= 0 and b(0) = 0,
where ‖p‖2 = p21 + . . .+ p2n. Define b ∈ L∞(C+,C4, λ) by:
b(p) := (1/‖p‖)(p0, p1, p2, p3) a.e.
Then bµ(p) = pµ/‖p‖ and bµ(p) = pµ/‖p‖ a.e. These are bounded since
p ∈ C+ ⇒ ‖p‖2 = p20 = p.p.
We now decompose H:
Proposition 4.1.3 Define a map P2 : H→ H = L2(C+,C4, λ) by:
(P2f)µ := (1/2)MbµMbνf
ν, (4.9)
where we are summing over ν. That is,
(P2f(p))µ :=
(
pµpν
2‖p‖2
)
f ν(p), a.e. for p ∈ C+.
Then P2 is a projection on H, P1 := JP2J is a projection and
(P1f(p))µ :=
(
pµpν
2‖p‖2
)
fν(p), a.e for p ∈ C+,
for all f ∈ H, p ∈ C+. Furthermore P1P2 = 0, JP1 = P2J , and we have the following
decomposition of H:
H = Ht ⊕ H1 ⊕ H2,
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where H1 := RanP1, H2 := RanP2, Ht := (H1 ⊕ H2)⊥. Furthermore we have,
Ht = {f ∈ H |p.f(p) = 0, f0(p) = 0}, (4.10)
H1 = {f ∈ H | fµ(p) = (ipµ/‖p‖)h(p) for h ∈ H0},
H2 = JH1 = {f ∈ H | fµ(p) = (ipµ/‖p‖)h(p) for h ∈ H0},
H3 = H
⊥
2 = Ht ⊕ H1 = {f ∈ H | pµfµ(p) = 0},
where the above multiplications are understood to be a.e.
Proof. For µ = 0, 1, 2, 3, we have that bµ ∈ L∞(C+,C, λ) hence Mbν ∈ B(H0) so the operator
Tf : H→ H0 defined by,
Tf := (P2f)µ = (1/2)MbµMbνf
ν ,
is bounded and so P2 ∈ B(H). Now for p ∈ C+ we get that pµpµ = p20+p.p = 2‖p‖2 from which
it follows that P 22 = P2. As bµ is real valued we have that P
∗
2 = P2.
Now as J2 = 1 we have that P1 is a projection and JP1 = J
2P2J = P2J . The explicit form
of P1 follows directly by calculating (JP2Jf)µ(p) for f ∈ H.
Since pµp
µ = 0 for p ∈ C+, we have for f, h ∈ H that:
〈P1f, P2h〉H = 2π
∫
C+
d3p
p0
(pµp
µ)(pνfν(p))(pνh
ν(p))/(4‖p‖4),
= 0,
hence P1P2 = 0. To prove the relations (4.10) we proceed as follows. By definition,
H2 = RanP2 = {f ∈ H | fµ = (1/2)MbµMbνgν , g ∈ H} ⊂ {f ∈ H | fµ = iMbµh, h ∈ H0}.
For the reverse inclusion let fν = iMbνh for some h ∈ H0 then we calculate:
(P2f)µ = i(1/2)MbµMbνMbνh = iMbµh = fµ,
using again that pµpµ = 2‖p‖2 for p ∈ C+, hence f ∈ RanP2 = H2.
The equality for H1 follows from H1 = JH2 and the action of J on H2.
For the H3 equality we take f ∈ H and let h = f − P2f then,
pµh
µ(p) = pµf
µ(p)− pµpµ/(2‖p‖2)(pνf ν(p)) = pµfµ(p)− pνf ν(p) = 0,
95
and hence H3 = H
⊥
2 ⊂ {f ∈ H : pµfµ(p) = 0}. For the reverse inclusion let f ∈ H and
pµf
µ(p) = 0. Then for all h ∈ H we have,
〈f, P2h〉 = 2π
∫
C+
d3p
p0
(fµ(p)(pµpν/‖p‖2)hν(p)),
= 2π
∫
C+
d3p
p0
((pµ/‖p‖)fµ(p))((pν/‖p‖)hν(p)),
= 0
hence f ⊥ H2 and hence {f ∈ H : pµfµ(p) = 0} ⊂ H⊥2 = H3.
For the Ht equality we adapt the argument in [46] (p1193-1194). Let f ∈ H3 then pµfµ(p) = 0
implies p0f0(p) = p.f(p), hence
(P1f(p))µ = pµ(pνfν(p))/(2‖p‖2) = pµ(p0f0(p) + p.f(p))/(2‖p‖2),
= pµ(p.f (p))/‖p‖2,
Therefore if we let h = (f − P1f) ∈ Ht we get that
p.h(p) = p.(f(p)− p(p.f(p)/‖p‖2)) = 0.
Also as h ∈ H3 this implies that h0(p) = 0, and so Ht ⊂ {f ∈ H : p.f(p) = 0, f0(p) = 0}. The
reverse inclusion follows by direct verification of the orthogonality relations, using the equalities
in (4.10) already obtained. ✷
We would now like to obtain an analogous decomposition of the original test function space
D˜. However we have the complication that for f = ρ(g) ∈ D˜ with f(0) = ρ(g(0)) 6= 0, the
(1/2‖p‖2) factor in (P2f)µ poses the problem of whether there exists h ∈ S(R4,C4) such that
P2f = ρ(h) due to differentiability problems at 0. So it is not evident that P2 preserves D˜. To
deal with this, we extend D˜ to a more mathematically convenient test function space dense in
L2(C+,C
4, λ). Criteria that need to be taken into account when extending are:
(i) Poincare´ invariance: The Poincare´ transformations on S(R4,C4) are given by:
(Vgf)(p) := e
ipaΛf(Λ−1p) ∀f ∈ S(R4,C4), g = (Λ, a) ∈ P↑+, (4.11)
which obvioulsy preserve S(R4,C4). As ΛC+ = C+ for all Λ ∈ L↑+ we have that f |C+ =
0 iff Vgf |C+ = 0 for all g = (Λ, a) ∈ P↑+ and hence Vg factors to and preserves D˜.
We denote the factored transformations with the same symbol, hence we have that the
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Poincare´ transformations preserve D˜. Now we can use formula (4.11) to define the Poincare´
transformations on any function in L2(C+,C
4, λ) (and adding the appropriate ‘a.e.’). This
is because Vg maps L
2(C+,C
4, λ) to L2(C+,C
4, λ) functions for all g = (Λ, a) ∈ P↑+ as λ
is Λ invariant for all Λ ∈ L↑+. We require that any extension of D˜ will be preserved by all
the Poincare´ transformations so defined.
(ii) Causality: Causality of σ1 on X˜ means that for any f, g ∈ S(R4,R4) with spacelike sep-
arated support, we have that σ1(fˆ , gˆ) = 0. That is, spacelike separated support refers to
the support of f, g ∈ S in x-space rather that support of fˆ |C+ in p-space. So to be able
to give meaning to causality of σ1 on an extension of X˜ we will define the extension by
first extending S(R4,C4) to an appropriate space for which the inverse Fourier transform
exists, and then restrict this space to the light cone.
The following extension incorporates both these criteria and produces a physically reasonable
model for QEM after applying the BRST procedure in Section 4.3. Let
sgn(p) : R→ R, be, sgn(p) :=

1, p > 0,
0, p = 0,
−1, p < 0
and define the bounded functions:
ck(p) : R
4 → R, by ck(p) :=

sgn(p0)
‖p‖ pk, p 6= 0, k = 1, 2, 3,
0, p = 0,
,
and,
ck,g(p) : R
4 → R, by ck,g(p) := (Vgck)(p) = eipack(Λ−1p) for g = (Λ, a) ∈ P↑+, k = 1, 2, 3.
Note that:
(i) ck(−p) = ck(p).
(ii) ck = ck,1 where 1 is the identity in P↑+.
(iii) Mck,g ∈ B(L2(R4,C)) for all g ∈ P↑+ as ck,g is bounded.
Remark 4.1.4 The space of Schwartz functions S(R4,C) is an algebra with product defined
by pointwise multiplication, as follows from [88] Theorem IX.3 (a) and (b) p6 and the fact that
S(R4,C) is preserved by the Fourier transform ([88] Theorem X.1 p3) ♠
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Proposition 4.1.5 Let Mmcj,g := Mcj1,g1 . . .Mcjm,gm for m ∈ N, j = (j1, . . . , jm) ∈ {1, 2, 3}m
and g = (g1, . . . , gm) ∈ (P↑+)m. Let:
Q̂0 := alg({f,Mmcj,gh | f, h ∈ S(R4,C), m ∈ N, j ∈ {1, 2, 3}m, g ∈ (P
↑
+)
m, }),
Q̂ := {f ∈ L2(R4,C4) | fµ ∈ Q̂0, µ = 0, 1, 2, 3}
which is well defined as an algebra by Remark (4.1.4). Furthermore, let
D := {f |C+ | f ∈ Q̂} ⊃ D˜, hence D is dense in H = L2(C+,C4, λ)
X := {f |C+ | f ∈ Q̂, f(p) = f(−p) a.e.with respect to the Lebesgue measure on R4} ⊃ X˜
Let P
bQ
1 := JP
bQ
2 J where P
bQ
2 ∈ B(L2(R4,C4)) is given by:
(P
bQ
2 f)0 := (1/2)(f0 +Mcjfj), (P
bQ
2 f)k := (1/2)Mck (f0 +Mcjfj)
where k = 1, 2, 3 and there is a summation over the repeated index j = 1, 2, 3. Note that P
bQ
2 is
bounded as |cj(p)| ≤ 1 for all p ∈ R4.
Then:
(i) Q̂ ⊂ (L1(R4,C4) ∩ L2(R4,C4)), hence fˇ ∈ (C0(R4,C4) ∩ L2(R4,C4)) for all f ∈ Q̂ where
fˇµ := (2π)
−2 ∫ d4xfµ(x)eipx is the inverse Fourier transform of f ∈ Q̂.
(ii) f |C+ ∈ L2(C+,C4, λ) for f ∈ Q̂.
(iii) VgD ⊂ D and VgX ⊂ X for all g ∈ P↑+.
(iv) P
bQ
1 and P
bQ
2 are self-adjoint projections such that P
bQ
1 Q̂ ⊂ Q̂ and P
bQ
2 Q̂ ⊂ Q̂.
(v) (P
bQ
i f)|C+ = Pi(f |C+) for i = 1, 2 and all f ∈ Q̂ where P1 and P2 are the projection from
Proposition (4.1.3). Hence P1 and P2 preserve D and X.
Proof. (i) and (ii): As |cgj (p)| ≤ 1 we get that |Mmcj,gh(p)| ≤ |h(p)| for all h ∈ S(R4,C), m ∈ N,
j ∈ {1, 2, 3}m , p ∈ R4, j = 1, 2, 3, and all g ∈ P↑+. As S(R4,C) ⊂ (L1(R4,C))∩L2(R4,C) we get
that the components of elements in Q̂ are in L1(R4,C)) ∩ L2(R4,C) hence (i) follows.
Similarly f |C+ ∈ L2(C+,C4, λ) for all f ∈ S(R4,C4) and |cj,g(p)| ≤ 1 for all p ∈ C+,
j = 1, 2, 3, and all g ∈ P↑+ which implies (ii).
By [90] Theorem 9.6 p182 and that the Fourier transform is a unitary in B(L2(R4,C4)), we
have fˇ ∈ (C0(R4,C4) ∩ L2(R4,C4)).
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(iii): Suppose g1, g2 ∈ P↑+. Then Vg1ck,g2 = ck,g1g2 and as S(R4,C4) is preserved by the Poincare´
transformations, we get that Q̂ is preserved by the Poincare´ transformations hence VgD ⊂ D
for all g ∈ P↑+.
Let f ∈ Q̂ and f(p) = f(−p) a.e. with respect to the Lebesgue measure on R4. Then
(Vgf)(p) = e
−ipaΛf(Λ−1p) = (Vgf)(−p) a.e. with respect to the Lebesgue measure on R4 for all
g = (Λ, a) ∈ P↑+. Hence VgX ⊂ X for all g = (Λ, a) ∈ P↑+.
(iv): That P
bQ
2 Q̂ ⊂ Q̂ is obvious from the definitions. As cj,g is a real valued function,
〈P bQ2 f, g〉 = (1/2)
∫
dp4 (P
bQ
2 f)µ(p)gµ(p),
= (1/2)
∫
dp4 [f0(p)g0(p) + fj(p)cj(p)g0(p) + f0(p)ck(p)gk(p) + cj(p)fj(p)ck(p)gk(p)],
= 〈f, P bQ2 g〉
for all f, g ∈ L2(R4,C4), and so P bQ2 is self-adjoint. We get that P 22 = P2 by using cj(p)cj(p) =
‖p‖2/‖p‖2 = 1 ⇒ McjMcj = 1 and direct substitution in the defining formulas. We give the
calculation for the 0-th component:
((P
bQ
2 )
2f)0 := (1/2)((P
bQ
2 f)0 +Mcj (P
bQ
2 f)j),
= (1/4)(f0 +Mcjfj +McjMcj (f0 +Mckfk)),
= (2/4)((P
bQ
2 f)0 +Mcj (P
bQ
2 f)j),
= (P
bQ
2 f)0.
The calculations for the other components are similar.
It follows from P
bQ
1 = JP
bQ
2 J , J
∗ = J and J2 = 1 that P bQ1 is a self-adjoint projection. As
JQ̂ ⊂ Q̂ we get P bQ1 Q̂ ⊂ Q̂.
(v): Now b0(p) := p0/‖p‖ = 1 for p ∈ C+ and so Mb0 = 1. Substituting this into the defining
formula for P2 (equation (4.9)) and substitution cj(p) = pj/‖p‖ = bj(p) for p ∈ C+ in the
formula for P
bQ
2 we get that (P
bQ
2 f)|C+ = P2(f |C+), e.g. for the k-th component,
(P
bQ
2 f)k|C+ = (1/2)Mbk (f0 +Mbjfj)|C+ = (1/2)MbkMbνf ν|C+ = P2(f |C+)
Similarly (P
bQ
1 f)|C+ = P1(f |C+). By (iv) P
bQ
1 Q̂ ⊂ Q̂ ⊃ P
bQ
2 Q̂, hence P1D ⊂ D ⊃ P2D.
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Let f ∈ Q̂ and f(p) = f(−p) a.e. with respect to the Lebesgue measure on R4. Then,
(P
bQ
2 f)k(p) := (1/2)ck(p)(f0(p) + cj(p)fj(p)),
= (1/2)ck(−p)(f0(−p) + cj(−p)fj(−p)), a.e.
= (P
bQ
2 f)k(−p), a.e.
where a.e. above is with respect to Lesbegue measure, where we used that cj(p) = cj(−p) a.e.
with respect to the Lesbegue measure on R4. Therefore P2X ⊂ X. As JX ⊂ X we also get
P1X ⊂ X. ✷
Given Proposition (4.1.5) (v) we get a decomposition of X and D analogous to H in Propo-
sition (4.1.3).
Theorem 4.1.6 Let
Xj := PjX, Dj := PjD, j = t, 1, 2,
X3 := X ∩H3 D3 := D ∩ H3,
X0 := {f0 ∈ H0 | f ∈ X}, D0 := {f0 ∈ H0 | f ∈ D}
where Pt ∈ B(H) is the projection on Ht. Then:
(i) We have the decompositions:
X = Xt ⊕ X1 ⊕ X2 ⊃ X˜, D = Dt ⊕D1 ⊕D2 ⊃ D˜,
X3 = Xt ⊕ X1, D3 = Dt ⊕D1,
where ⊕ denotes orthogonality with respect to the 〈·, ·〉 inner product on
H = L2(C+,C
4, λ) ⊃ D.
(ii) We have that D1 = JD2 and X1,X2,D1,D2 are all σ1-null subspaces.
(iii) X˜0 ⊂ X0 and D˜0 ⊂ D0. Also MckX0 ⊂ X0, and MckD0 ⊂ D0 where k = 1, 2, 3.
Proof. (i): As Pt, P1, P2 are projections on H, we get for f ∈ D that f = Ptf + P1f + P2f , so
by Proposition (4.1.5) (v) we get the decompositions of X and D. As H3 = H1⊕H2 we similarly
get the decomposition of X3 and D3.
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(ii): We have that D1 = JD2 follows from P2 = JP1J . From (i) we get 0 = −Im〈X1,X2〉 =
σ2(X1,X2) = σ1(X1, JX2) = σ1(X1,X1) hence X1 is a σ1-null subspace. Similarly X1,X2,D1,D2
are all σ1-degenerate subspaces.
(iii): X˜0 ⊂ X0 and D˜0 ⊂ D0 follow as X˜ ⊂ X and D˜ ⊂ D.
Let f ∈ D0. Then f = g|C+ for some g ∈ Q̂0. By the definition of Q̂0 in Proposition (4.1.5)
that MckQ̂0 ⊂ Q̂0 and hence Mckf = (Mckg)|C+ ∈ D0 for k = 1, 2, 3. Hence MckD0 ⊂ D0 and
MckX0 ⊂ X0 follows similarly. ✷
Lastly, we verify that extending D˜ by D preserves causality.
Lemma 4.1.7 Let Q := {fˇ | f ∈ Q̂} where fˇµ := (2π)−2
∫
d4xfµ(x)e
ipx is the inverse Fourier
transform of f ∈ Q̂, and define f˜ := fˆ |C+ for all f ∈ Q. Let f, g ∈ Q be such that f˜ , g˜ ∈ X and
f, g have spacelike seperated supports, then σ1(f˜ , g˜) = 0. That is σ1 is causal on X.
Proof. Proposition (4.1.5) (i) gives thatQ is well defined. Let f, g ∈ Q be such that f˜ , g˜ ∈ X and
f, g have spacelike seperated supports. Now f˜ ∈ X implies that fˆ ∈ Q̂ and fˆ(p) = fˆ(−p) a.e.
with respect to the Lesbegue measure on R4, which in turn implies that f =
ˇˆ
f is real valued.
That is f ∈ (C0(R4,R4) ∩ L2(R4,R4)).
Using notation x2 = xµx
µ, we have by [88] Theorem IX.48 p107 that
σ1(f˜ , g˜) =
∫ ∫
dx4 dy4 f(x)g(y)D0(x− y),
=
∫ ∫
d4x d4y fµ(x)g
µ(y)D0(x− y),
=
∫ ∫
d4x d4y fµ(x)g
µ(D+0 (x− y)−D+0 (y − x)),
=
∫ ∫
d4x d4y fµ(x)g
µ[h((x− y)2)− h((y − x)2)],
= 0
whereD0(x),D
+
0 (x) are symbolic notations for the Jordan-Pauli distribution and advance Jordan-
Pauli distributions (∆(x, 0) and ∆+(x, 0) in [88] notation), and the fourth equality follows as
f(x) and g(y) have spacelike seperated supports hence D+0 (x− y) is given as integration against
the function h : (0,∞)→ R given in [88] Theorem IX.48 (c). ✷
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4.1.2 Lorentz condition
The Lorentz condition of classical electromagnetism is ∂µA
µ(x) = 0, which is well known to be
problematic in the quantum context ([98]). Smearing against h ∈ S(R,R) gives:
A(fˆ) =
∫
dx4∂µA
µ(x)h(x)
= −
∫
dx4Aµ(x)∂µh(x),
where fˆµ(p) = (∂̂µh)(p) = ipµhˆ(p). Let
X˜L = {f ∈ X˜ | fµ(p) = ipµh(p) for h ∈ X˜0},
and so {A(f) | f ∈ X˜L} corresponds to the smeared ∂µAµ(x).
Now by Theorem (4.1.6) and the expression for H1 in equation (4.10) we have
X1 = X ∩H1 = {f ∈ X | fµ(p) = ipµh(p) for h ∈ H0}.
As we extend the test function space to X ⊃ X˜ in the following QEM examples and so from the
above expressions we associate {A(f) | f ∈ X1} with the smeared ∂µAµ(x). Similarly we will
associate {A(f) | f ∈ D1} with extended Lorentz condition when we are considering D = X+ iX,
the complexified version of X.
Remark 4.1.8 Note that,
{A(f) | f ∈ X˜, fµ(p) = pµpνgν(p), p ∈ C+, g ∈ D˜}
is properly contained in X˜L, as shown in [46] p1193 remark 5.4 (ii). As the above set corresponds
to the smeared Maxwell equations, we see that the Maxwell conditions are a proper subset of
the Lorentz conditions. ♠
4.1.3 Ghost Test Functions
To construct the BRST superderivation we first need to choose the test function space to use
in the ghost algebra in Section 3.1.1. Recall the formal superderivation δ defined by equations
(2.20), (2.21), (2.22):
δ(Aν(x)) = −i∂νη(x),
δ(η(x)) = 0,
δ(η˜(x)) = −i∂νAν(x),
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Smearing equation (2.20) against f ∈ S(R4,R4):
δ(A(fˆ )) =
∫
d4x δ(Aν(x))fν(x) = i
∫
d4x η(x)∂νfν(x) = η(gˆ), (4.12)
where gˆ(p) := ipν fˆν(p) ∈ S(R4,C).
Smearing equation (2.21) is trivial.
Smearing equation (2.22) with h ∈ S(R4,R) gives:
δ(η˜(hˆ)) =
∫
d4x δ(η˜(x))h(x) = i
∫
d4xAν(x)∂νh(x) = iA(kˆ), (4.13)
where k ∈ S(R4,C4) is defined by kˆµ(p) := ipµhˆ(p).
These relations suggest using a scalar valued test function space contained in S(R4,C) to
smear the heuristic fields η and η˜ against. While this is a plausible direction to take, if we
consider the expression for P2 in lemma (4.1.3), then for f ∈ D:
(P2f(p))µ :=
( −ipµ
2‖p‖2
)
(ipνfν(p)) =
( −ipµ
2‖p‖2
)
g(p), a.e for p ∈ C+,
where g(p) := ipνfν(p) is the same as in the RHS of equation (4.12). So we see that there is a
connection between D2 and the test functions on the RHS of δ(A(fˆ )) = η(gˆ). We will make this
connection explicit below in lemma (4.1.12) where we show that there exists unitary T : D0 →
D2
Y
where the closure in D2
Y
is with respect to the norm defined below in Proposition (4.1.11).
As T is unitary, the Ghost Algebra Ag(D2Y ) = CAR(D1Y ⊕ D2Y ) will have the same CAR’s
as if we constructed a Ghost Algebra using the scalar test function space D0 for the ghosts.
We will use the Ghost Algebra Ag(D2Y ) in the BRST extension below and show, after defining
the BRST superderivation as a map, that it gives the correct smeared relations above, cf. the
discussion after Definition (4.2.11).
Two reasons for prefering to smear the ghosts over the vector valued function space D2
Y
rather than a scalar test function space as the heuristics suggest are:
(i) AsD1 corresponds to the smeared ∂
µAµ(x) (Subsection (4.1.2)), we get that usingAg(D2Y ) =
CAR(D1
Y ⊕ D2Y ) as the ghost algebra follows the philosophy of associating a ghost-
conjugate ghost pair to each constraint.
(ii) Generalisation will be easier and we will use the constructions below for other examples
where there is no corresponding scalar test funcion space D0, e.g. finite KO Abelian
BRST in Subsection 4.2.8.
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We now analyze the relation between D1⊕D2 and the scalar valued function space D0 as defined
in Theorem (4.1.6) and give explicit formulas that connect them.
Definition 4.1.9 (i) Let y(p) := ‖p‖−1 and define
B := {h ∈ D0 |Myh ∈ D0} ⊂ D0 (4.14)
(ii) Let T : B→ D2 be defined by:
(Th)(p) :=
h(p)
2‖p‖2 (−p0, p1, p2, p3).
Remark 4.1.10 (i) Note that the containment B ⊂ H0 is proper since for any f ∈ D0 with
f(0) 6= 0 we have f /∈ B. Moreover, B is dense in H0 in the ‖ · ‖H0-topology by a simple
approximation argument smooth bump functions with support outside outside an open set
containing the origin.
(ii) We have that T : B→ D is well defined by the definition of B and Theorem (4.1.6) (iii).
That T (B) ⊂ D2 follows as P2Th = h for all h ∈ B which verified using the defining
formula for T above, p20 = ‖p‖2 for p ∈ C+ and the formula for the components of P2 in
Proposition (4.1.3).
♠
Let f ∈ S(R4,R4) and g ∈ S(R4,C) be defined by g(p) := ipνfν(p). Then using equation (4.9)
it is immediate that P2f = Tg, that is T maps the smearing function for δ(A
ν(x)) (cf. equation
(4.12)) to a function in D2. To use D2 as the test function space with which to smear the ghosts
we would like T to have dense range and to be isometric so that ghost algebras generated using
test functions from B or D2 have equivalent CAR’s. However it is straightforward to see that T
is not isometric with respect to the H = L2(C+,C
4, λ) norm on D and H0 = L
2(C+,C, λ) norm
on D0. Hence we will define a new inner product on D2 with respect to which T is isometric
and has dense range in the closure of D2 with respect to this inner product.
Proposition 4.1.11 Let z(p) := 2‖p‖2 and define,
Y :=Mz, D(Y ) := D(Mz) = {f ∈ H0 |
∫
C+
dp3
p0
|‖p‖2f(p)|2 <∞}.
Then:
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(i) Y is a positive (∗) and a Krein(†) self-adjoint operator with KerY = {0}. Furthermore
we have D ⊂ D(Y ) and [Y, J ] = [Y, Pt] = [Y, P1] = [Y, P2] = 0 on D. Hence YDj ⊂ D for
j = t, 1, 2.
(ii) Define a new inner product on D by:
〈·, ·〉Y := 〈·, Y ·〉.
We have that 〈·, ·〉Y is positive definite and
D = Dt ⊕Y D1 ⊕Y D2 = D3 ⊕Y D2,
where ⊕Y denotes 〈·, ·〉Y orthogonality. Let HY be the closure of D with respect to this
inner product, then:
HY = HYt ⊕Y HY1 ⊕Y HY2 = HY3 ⊕Y HY2 ,
where Dj := H
Y
j , j = t, 1, 2 and the closure is with respect to the 〈·, ·〉Y topology.
(iii) We have that J is 〈·, ·〉Y -isometric on D and J extends to an 〈·, ·〉Y -unitary operator on
HY such that J2 = 1. Define an indefinite inner product on HY by:
(·, ·)Y := 〈·, J ·〉Y
which makes (HY , (·, ·)Y ) into a Krein space. Furthermore HY1 , HY2 are neutral subspaces.
We denote PH
Y
i for i = t, 1, 2, 3 for orthogonal projections on H
Y and note that f ∈ D we
have Pif = P
H
i f = P
HY
i f , i = t, 1, 2, 3.
Proof. (i):That [Y, J ] = 0 on D is obvious. We have that ∗-self-adjointness follows from Propo-
sition 1 [87] p259. Hence Y † = JY ∗J = Y J2 = Y . KerY = {0} as ‖p‖2 = 0 iff p = 0 for
p ∈ R3, i.e. the multiplier function z(p) = 0 only for a set of measure zero.
As Y is a multiplication operator of a polynomial in p1, p2, p3 it follows that D ⊂ D(Y ) and
[Y, P1] = [Y, P2] = [Y, Pt] = 0 on D.
(ii): As Y is positive, KerY = {0} and D ⊂ D(Y ), we get that 〈·, ·〉Y is a positive definite inner
product on D.
As [Y, Pt] = [Y, P1] = [Y, P2] = 0, we get a 〈·, ·〉Y -decomposition from D = Dt ⊕D1 ⊕D2.
(iii): As J is 〈·, ·〉-isometric on D and [J, Y ] = 0, it follows that J is 〈·, ·〉Y -isometric on D.
Therefore J extends isometrically to HY and it follows that this extension is 〈·, ·〉Y -unitary as
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J2 = 1. Hence (HY , (·, ·)Y ) is a Krein space by lemma (7.2.3). Using [Y, J ] = [Y, Pt] = [Y, P1] =
[Y, P2] = 0 on D, that D1 = JD2 and that D1 ⊥ D2 we get that D1 ⊥Y D2 and hence HY1 and
HY2 are (·, ·)Y -neutral spaces. ✷
The reason why we give Mz a special symbol Y is that we want to use the same notation for
more general test function spaces below. We show that HY is the appropriate ghost test function
space:
Lemma 4.1.12 Let T be defined as in Definition (4.1.9). Then T is an HY -isometric iso-
morphism (but is not H-isometric) with RanT dense in HY2 . Hence it extends to a unitary
T : H0 → HY2 . Furthermore,
(T−1f)(p) = pµfµ(p), (4.15)
for all f ∈ D2 and,
i(T−1P2f)(p) = ipµfµ(p), ∀f ∈ D, (4.16)
i(Y P1JTh)µ(p) = ipµh(p) ∀h ∈ D0, µ = 0, 1, 2, 3.
Proof. Let h1, h2 ∈ B, then using pµpµ = 2‖p‖2 on C+:
〈Th1, Th2〉Y =
∫
C+
dp3
p0
Th1(p) (Y Th2)(p),
=
∫
C+
dp3
p0
z(p)
2‖p‖2
4‖p‖4 h1(p)h2(p),
=
∫
C+
dp3
p0
h1(p) h2(p),
= 〈h1, h2〉0,
and so T is a HY -isometric (but not H isometric).
We want to show that RanT is dense in D2. By the definition of T we know that T (B) ⊂ D2
and we now show that T (B) = D2. Let f ∈ D2 and g(p) := pµfµ(p). Then as multplication by
polynomials preserves Scwhartz space and commutes with the operators Mck ∈ B(H0) it follows
that g ∈ D0. Now as y(p) = ‖p‖−1, ck(p) = pk/‖p‖ and p0 = ‖p‖ for p ∈ C+, we get that
Myg = f0 +Mckfk ∈ D0 where we have summed over k = 1, 2, 3 and we use Theorem (4.1.6)
(iii). Therefore by the definition of B we get that g ∈ B. Using equation (4.9) it is immediate
that Tg = P2f = f and so D2 ⊂ RanT , hence T (B) = D2.
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As T is HY -isometric and T (B) = D2 we get that it extends to a unitary T : H0 → HY2 and
so RanT = HY2 in the ‖ · ‖HY -topology.
The equation for the T−1 can be checked by direct calculation of T−1Th = h for h ∈ B
using the definitions of T and T−1 and that p20 = ‖p‖2 for p ∈ C+.
Equations (4.16) follow as pµpµ = 2‖p‖2 for p ∈ C+ and for all f ∈ D Proposition (4.1.3)
gives
(T−1P2f)(p) = pµ(P2f)µ(p) =
2‖p‖2
2‖p‖2 (pνf
ν(p)) = pνf
ν(p)
and for all h ∈ D0, µ = 0, 1, 2, 3,
i(Y P1JTh)µ(p) = i
2‖p‖2
2‖p‖2 pµh(p) = ipµh(p).
where we used JTh ∈ (JD2 = D1). ✷
We will now show how T connects the heuristic scalar ghosts in Subsection 2.4.3 with the
Ghost Algebra Ag(HY2 ). Recall that the heuristic ghost field was given by equation (2.16):
η(x) = (2(2π)3))−
1
2
∫
C+
d3p√
p0
(c2(p)e
−ipx + c1(p)∗eipx), ,
where c2(p), c2(p)
∗ and c1(p), c1(p)∗ correspond to the creators and annihilators of distinct
scalar fermionic fields in p-space (cf. equations (2.6)). Accordingly, we would usually smear
each of these scalar fields over a separate copy of H0 = L
2(C+,C, λ). However, by lemma
(4.1.12) and JHY2 = H
Y
1 , we have the following unitary equivalences
HY1
∼= H0 ∼= HY2
using the unitaries JT : H0 → HY1 and T : H0 → HY2 . So instead of using separate copies of H0 to
smear the fields over, we use HY1 and H
Y
2 and identify the heuristic fermionic fields c1(p), c1(p)
∗
with the CAR algebra CAR(HY1 ) and c2(p), c2(p)
∗ with CAR(HY2 ). We combine these into the
single fermionic field CAR(HY1 ⊕ HY2 ) = Ag(HY2 ). Explicitly, using equation (2.16) the smeared
the heuristic ghost field η(x) is:∫
dx4 η(x)h(x) = (2(2π)3))−
1
2
∫
C+
d3p√
p0
(c2(p)hˆ(p) + c1(p)
∗hˆ(p)),
=
1√
2
(c(f) + c∗(Jf)),
= C(f), (4.17)
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where h ∈ S(R4,R) and f = T (hˆ|C+) ∈ D2 and we use equation (3.3) in the last equality. Hence
we define the smeared scalar ghost field by:
ηs : H0 → Ag, by ηs(h) := η(Th) = C(Th), (4.18)
(note that Th ∈ HY2 )
Also recall in formal BRST-QEM the second ghost field η˜(x) (equation (2.17)) which is not
the conjugate ghost and does not anticommute with η(x), given by the formula:
η˜(x) = (2(2π)3))−
1
2
∫
C+
d3p√
p0
(−c1(p)e−ipx + c2(p)∗eipx),
Smearing we obtain:∫
dx4 η˜(x)h(x) = (2(2π)3))−
1
2
∫
C+
d3p√
p0
(−c1(p)hˆ(p) + c2(p)∗hˆ(p)),
=
(
(2(2π)3))−
1
2
∫
C+
d3p√
p0
(c2(p)ĥ(p)− c1(p)∗ĥ(p))
)∗
,
=
(
1√
2
(c(f)− c∗(Jf))
)∗
,
= − i
(
1√
2
(c(if) + c∗(iJf))
)∗
,
= − iC(if)∗, (4.19)
where h ∈ S(R4,R), f = T (hˆ|C+) ∈ D2 and we used that f → c(f) is antilinear and f → c(f)∗
is linear in the fourth equality.
Hence we define the smeared second ghost field as:
η˜s : H0 → Ag, by η˜s(h) := −iC(iTh)∗ = −iηs(ih)∗, (4.20)
Remark 4.1.13 Note that JTh ∈ HY1 for h ∈ H0, hence η˜s(h) = −iC(iTh)∗ = −iC(iJTh) =
−iρ(iJTh) where ρ(iJh) is the conjugate ghost as defined in equation (3.7). Hence we see that
we can recover the second ghost field from the conjugate ghost field as stated in Remark (2.4.1)
(iii). ♠
With the above definitions we get
Proposition 4.1.14 The definitions of the ghost fields in equation (4.18) and equation (4.20)
give that for all g, h ∈ H0:
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(i) ηs(h)
† = ηs(h) and η˜s(h)† = −η˜s(h) .
(ii) C∗({ηs(h), η˜s(h) |h ∈ H0}) = Ag(HY2 ).
(iii) The CAR’s:
{ηs(h), ηs(g)} = {η˜s(h), η˜s(g)} = 0, {ηs(h), η˜s∗(g)} = iσ0(h, g)1,
where σ0(·, ·) = −Im〈·, ·〉0, where we recall 〈·, ·〉 is the inner product on H0..
Proof. (i): These follow from C(f)† = C(f) (cf. equation (3.3)) and the defining equation
(4.18) and equation (4.20).
(ii): This follows by:
C∗({ηs(h), η˜s(h) |h ∈ H0}) = C∗({C(f), C(f)∗ | f ∈ HY2 }),
= C∗({C(f), C(Jf) | f ∈ HY2 }),
= Ag(HY2 )
where the first equality used that T : H0 → HY2 is unitary, the second that C(f)∗ = C(Jf) for
all f ∈ HY and the last that JHY2 = HY1 and HY = HY1 ⊕Y HY2 .
(iii): Using the CAR’s given by equation (3.4), equation (4.18) and the T is isometric gives for
g, h ∈ H0:
{ηs(h), ηs(g)} = {C(Th), C(Tg)} = Re(Th, Tg)Y 1 = Re〈Th, JTh〉Y 1 = 0,
where we used Th ∈ HY2 , JTh ∈ HY1 and HY1 ⊥Y HY2 in the last equality. Similarly using J2 = 1
we get
{η˜s(h), η˜s(g)} = −Re〈JTh, Tg〉Y 1 = 0
Lastly we have
{ηs(h), η˜s∗(g)} = −i{C(Th), C(iJTg)} = −iRe〈Th, iTg〉Y 1 = −iIm〈h, g〉01 = iσ0(h, g)1,
where we used that T is isometric in the second equality. ✷
Note that σ0(·, ·) is the Fourier transform of the Pauli-Jordan distribution. That is, let g, h ∈
S(R4,R) and by a slight abuse of notation denote gˆ|C+ , hˆ|C+ by gˆ, hˆ. Then
σ0(hˆ, gˆ) = π
∫
C+
d3p
p0
(
hˆ(p)gˆ(p)− hˆ(p)gˆ(p)
)
=
∫ ∫
dx4 dy4 h(x)g(y)D0(x− y).
109
where D0(x− y) is given by equation (2.12).
Hence, comparing Proposition (4.1.14) with the formal equation (2.15) and Remark (2.4.1)
(iii) shows that the Ghost Algebra A(HY2 ) has the correct anticommutation relations and ghost
hermicity assignments when using the identifications given by equation (4.18) and equation
(4.20). Therefore we are justified using A(HY2 ) as the Ghost Algebra for QEM.
The formal smeared formula for δ in equation (4.12) and equation (4.13) will be connected
below to the well-defined construction of QEM-BRST in Subsection 4.2.4.
4.2 Fock-Krein BRST
4.2.1 Fock-Krein CCR’s
We now give an account of the smeared Fock-Krein CCR’s, which follows the treatment as given
in [75, 46].
Assume H is a Krein space with Hilbert inner product 〈·, ·〉 indefinite inner product (·, ·) and
fundamental symmetry J . The Bose-Fock space (F+(H), 〈·, ·〉) of the Hilbert space (H, 〈·, ·〉) is a
Krein space with respect to the indefinite inner product (·, ·) := 〈·,Γ+(J)·〉, cf. lemma (7.2.3).
We define the creators and annihilators on the finite particle space F+0 (H) ⊂ F+(H) with
respect to the Krein inner product, as in [75]. That is we define the creation and annihilation
operators as usual, except for the replacement of the Hilbert inner product 〈·, ·〉 on the 1-particle
space H with the Krein inner product (·, ·). On the symmetric n-particle space Hn they are, for
f, h1, . . . , hn ∈ H:
a†(f)S+n h1 ⊗ · · · ⊗ hn =
√
n+ 1S+n+1f ⊗ h1 ⊗ · · · ⊗ hn, (4.21)
a(f)S+n h1 ⊗ · · · ⊗ hn =
1√
n
n∑
i=1
(f, hi)S
+
n−1h1 ⊗ · · · ĥi · · · ⊗ hn,
where S+n is the symmetrization projection on H
n. Note that on F+0 (H), a
†(f) is the Krein
adjoint of a(f) (analogous to the usual ∗-adjoint case).
Lemma 4.2.1 Let a(f), a†(f) ∈ Op(F+0 (H)) for f, g ∈ H as above. Then for all ψ ∈ F+0 (H):
(i) We have,
a†(f)ψ = a(Jf)∗ψ, (4.22)
where a(f)∗ is the adjoint of a(f) with respect to the Hilbert inner product 〈·, ·〉 on F+0 (H).
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(ii) We have,
[a(f), a†(g)]ψ = [a(f), a(Jg)∗]ψ = 〈f, Jg〉ψ = (f, g)ψ, (4.23)
[a(f), a(g)]ψ = 0.
Proof. (i): Let b(f) = a(Jf) on F+0 (H). Then by equations (4.21) and 〈·, ·〉 = (·, J ·), b(f) is the
usual annihilator with respect to the Hilbert inner product on H. Hence a†(f) = b(f)∗ = a(Jf)∗
on F+0 (H).
(ii): These follow from (i) and the standard commutation relations for smeared Fock space
creators and annihilators as in [16] p8-p10. ✷
We now define the Krein †-symmetric field operators as
Definition 4.2.2 Let
A(f) : =
1√
2
(a(f) + a†(f)), D(A(f)) = F+(H)0
=
1√
2
(a(f) + a∗(Jf)), D(A(f)) = F+(H)0.
The field algebra is then the non-normed †-algebra A0,H := alg({A(f) : f ∈ H}) which preserves
the common dense domain F+(H)0.
With these definition we get all the properties in [75] section 4, Theorem 1.
Theorem 4.2.3 We have for f, g ∈ H, ψ ∈ F+(H)0:
1. The operator A(f) is closable ,
2. D(A(f)) is a set of analytic vectors for A(f),
3. If (fj) ⊂ H and limj→∞ fj = f then,
lim
j→∞
A(fj)ψ = A(f)ψ,
4. The vacuum vector Ω ∈ F+(H)0 is cyclic with respect to A0,H.
5. A(f)∗ψ = A(Jf)ψ
6. We have,
[A(f), A(g)]ψ = iσ1(f, g)ψ,
where σ1(f, g) := −Im(f, g) for all f, g ∈ H.
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Proof. The first four statements are proved in [75] Theorem 1. The fifth is immediate from the
definition. The commutation relations (4.23) give,
[A(f), A(g)]ψ = iIm(f, g)ψ = iσ1(f, g)ψ.
✷
Remark 4.2.4 (i) From Theorem (4.2.3), (5) A(f) is ∗-symmetric if and only if Jf = f .
(ii) If we let H = L2(C+,C
4, λ) with inner products and symplectic form σ1 as in Section 4.1,
then {A(f) | f ∈ X˜} corresponds to the smeared gauge potentials for QEM.
♠
4.2.2 KO Abelian BRST test function space
The BRST model we develop below will be able to be used for other abelian bosonic theories
e.g.: the case of a finite number of Krein-symmetric bosonic constraints as in Subsection 4.2.8
and H&T[55] p313-316, and also for the case of Massive Abelian Gauge Theory as in Subsection
4.3.2 and [92] p28. We will prefer to use a general test function space in the C∗-algebraic theory
(Chapter 5). Hence we will not assume the specific QEM test function space as above, but
instead use a general test function space with useful structures (already present on the QEM
test function space). We refer to this as the KO test funtion space.
1. Let (X, σ1) be a non-degenerate real symplectic space with symplectic form σ1, and suppose
there exists two idempotents, P+, P− on X such that
P+ + P− = 1, [P+, P−] = 0, σ1(P+X, P−X) = 0.
We let J = P+ − P−. Note that J2 = 1, and that σ1(P+X, P−X) = 0⇒ J ∈ Sp(X, σ1).
2. Let X have the decomposition:
X = Xt ⊕ X1 ⊕ X2 = X3 ⊕ X2
where JXt = Xt, X2 = JX1 and X1 is the degenerate part of X3 = Xt ⊕ X1. As J is
symplectic we get that, X2 is the degenerate part of JX3 = Xt ⊕X2. Denote the algebraic
projections onto Xi as Pi where i = t, 1, 2, 3. Note that ⊕ denotes the algebraic direct
sum, and that P1 = JP2J . We will call (X,σ1) with the above structure the covariant
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symplectic space and σ1 the covariant symplectic form. This terminology is motivated by
the fact that the Poincare´ transformations in subsection (4.3.1) are symplectic with respect
to the corresponding QEM test function space.
3. Define a second symplectic form:
σ2(·, ·) := σ1(·, J ·) (4.24)
on X, and note that J is also σ2-symplectic. We call a symplectic space with structure
such as (X, σ2), where σ2 is related to the covariant form via J , the auxiliary symplectic
space and the form the auxiliary symplectic form .
4. Let K be a complex structure of type J (cf. [63] p327 but where the roles of J and K are
reversed), i.e. K is a symplectic operator on X such that:
(a) K2 = −1
(b) [J,K] = 0 and for any f ∈ X, σ1(f,KJf) ≥ 0, where equality holds if and only if
f = 0
Suppose further that KXi = Xi for i = t, 1, 2. We define scalar multiplication and a
complex IIP on X by,
(λ1 + iλ2)f := λ1f + λ2Kf, λi ∈ R, f ∈ X
(f, g) := σ1(f,Kg) + iσ1(f, g), f, g ∈ X
We denote the complexified X as D. As [J,K] = 0 and J ∈ Sp(X, σ1) and J2 = 1 on X we
have that J is isometric and J2 = 1 on D. Due to property (4b) we see that,
〈·, ·〉 := (·, J ·), (4.25)
is a positive definite inner product on D, and so D is a pre-Hilbert space. Denote the
closure of D with respect to 〈·, ·〉 as H. As J is isometric and J2 = 1 on D, it follows that
J extends to a unitary on H such that J2 = 1. Hence by lemma (7.2.3), (·, ·) extends to
H and (H, (·, ·)) is a Krein space. Note that the covariant and auxiliary symplectic forms
extend to H via σ2(·, ·) = Im〈·, ·〉 on H and equation (4.24).
Remark 4.2.5 Note that for the QEM test function space we have a different sign con-
vention in the correspondence between the symplectic form and inner product, i.e. we have
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σ1(·, ·) = −Im(·, ·). We have done this to satisfy the correspondence with the Jordan-Pauli
distribution and to mantain the convention of the second argument in the inner prod-
uct (·, ·) being linear. In the abstract case we have used the usual convention to avoid
confusion in the many calculations in the following Chapters below. To get the explicit
correspondence of the QEM test function space with the KO Abelian BRST test function
space, let σJP,1 = −σKO,1 where the JP subscript correspondends to the Jordan-Pauli
symplectic form and KO to the abstract KOAbelianBRST symplectic form. ♠
Let Di := (Xi +KXi) for i = t, 1, 2.
Lemma 4.2.6 We have:
(i) The decomposition:
D = Dt ⊕D1 ⊕D2 (4.26)
where ⊕ denotes 〈·, ·〉-orthogonal sum, and JDt = Dt, JD1 = D2.
(ii) Let H := D in the norm coming from 〈·, ·〉. Then
H = Ht ⊕ H1 ⊕ H2,
where Hi = Di where i = t, 1, 2. Furthermore P1, P2 extend to 〈·, ·〉-orthogonal pro-
jections and P1 = JP2J .
Proof. (i): For i = t, 1, 2, KXi ⊂ Xi implies KDi ⊂ Di, and we get the decomposition in
equation (4.26) as an algebraic direct sum, and that D1 is the σ1-isotropic part of Dt⊕D1.
To prove orthogonality, note [K,J ] = 0 implies JDt = Dt and JD1 = D2, hence,
σ2(D1,D2) = σ1(D1,D1) = 0 = σ2(D1,Dt) = σ1(D1,Dt),
and σ2(D2,Dt) = σ1(D2,Dt) = 0. As K preserves Dt,D1,D2 we have by the definitions of
the inner products that Dt ⊥ D1 ⊥ D2 with respect to 〈·, ·〉. Hence ⊕ in equation (4.26)
is an 〈·, ·〉-orthogonal sum.
(ii): The decomposition of H is obvious. As D1 ⊥ D2 we get that H1 ⊥ H2 hence P1, P2
extend to the orthogonal projections on H1 and H2. As J is bounded we get JH1 = H2 by
(i) and so JP1J = P2 on H. ✷
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Hence we we see that X,D,H have the same decompositions as in QEM test function
case (cf. Theorem (4.1.6) ) with respect to the definite and indefinite inner products, and
symplectic forms.
5. We define the ghost test function space as follows.
Definition 4.2.7 Let Y ∈ Op(H) be a possibly unbounded positive (w.r.t. 〈·, ·〉) and Krein
(w.r.t. (·, ·) ) self-adjoint operator with domain D(Y ) ⊂ H, D ⊂ D(Y ), KerY = {0},
YD = H. Suppose further that [Y, J ] = [Y, Pt] = [Y, P1] = [Y, P2] = 0 on D. Define a new
inner product on D:
〈·, ·〉Y := 〈·, Y ·〉.
As Y is strictly positive, KerY = {0}, and D ⊂ D(Y ), we get that 〈·, ·〉Y is a positive
definite inner product on D. As [Y, Pt] = [Y, P1] = [Y, P2] = 0, we get that
D = Dt ⊕Y D1 ⊕Y D2 = D3 ⊕Y D2
where ⊕Y signifies 〈·, ·〉Y -orthogonality.
Lemma 4.2.8 Let HY be the closure of D with respect to 〈·, ·〉Y . Then:
(i) HY is a Hilbert space and we have:
HY = HYt ⊕Y HY1 ⊕Y HY2 = HY3 ⊕Y HY2 ,
where Di := H
Y
i for i = t, 1, 2 and the closure is with respect to the 〈·, ·〉Y -topology.
(ii) J extends to a unitary on HY such that (HY , (·, ·)Y ) is a Krein space where
(·, ·)Y := 〈·, J ·〉Y .
(iii) We have that HY1 ,H
Y
2 are neutral subspaces of H
Y with respect to (·, ·)Y .
Proof. (i):Obvious as 〈·, ·〉Y is positive definite on D.
(ii): Now J is 〈·, ·〉-isometric and J2 = 1 and [J, Y ] = 0 on D, hence J is 〈·, ·〉Y -isometric
and invertible on D, hence extends to a unitary on HY . That (HY , (·, ·)Y ) is a Krein space,
follows from lemma (7.2.3).
✷
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We will use the same notation A∗ for the adjoint of an operator A ∈ Op(D) with respect
to the inner products 〈·, ·〉 and 〈·, ·〉Y , explicitly making note of the inner product where
confusion may arise. Similarly for A† where A ∈ Op(D).
We denote PH
Y
i for i = t, 1, 2, 3 for orthogonal projections on H
Y . Note that for f ∈ D
we have Pif = P
H
i f = P
HY
i f , i = t, 1, 2, 3. Also as [Y, Pt] = [Y, P1] = [Y, P2] = 0 on D we
have that the ∗-adjoints of Pi with respect to 〈·, ·〉 and 〈·, ·〉Y coincide on D for i = t, 1, 2, 3.
Similarly for the †-adjoints with respect to 〈·, ·〉 and 〈·, ·〉Y .
A useful lemma for the future,
Lemma 4.2.9 Given T ∈ Op(D) we have,
T + JTJ = 2(P+TP+ + P−TP−), T − JTJ = 2(P+TP− + P−TP+).
Proof. Expand 1 and J in terms of P+ and P− and collect the terms. ✷
4.2.3 BRST Extension
We next define the BRST-extension of this system (as in Chapter 3). Assume that we have a one-
particle test function spaceD with the structures in Subsection 4.2.2. Recall that H = D and take
the Fock-Krein CCR algebra A0,H as in Subsection 4.2.1 with one particle Krein space (H, (·, ·)).
Take the Fock representation of the ghost algebra with one-particle space (HY1 ⊕Y HY2 , (·, ·)Y )
(cf. Definiton (3.1.22)). We are assuming the full ghost algebra here and so will have integer
valued ghost spaces.
Let
A0 := alg({A(f) | f ∈ D}), D0 := F+0 (D),
where D ⊂ H and
Ag0 := alg({C(f) | f ∈ (D1 ⊕Y D2)}), D(G) := F−0 (D1 ⊕Y D2),
where D1 ⊕Y D2 ⊂ H1 ⊕Y H2 and we have used notation of Section 3.3. Then:
D(Q) = D0 ⊗D(G) = F+0 (D)⊗ F−0 (D1 ⊕Y D2),
and
H = D(Q) = F+(H) ⊗ F−(HY1 ⊕Y HY2 ),
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where D0 ⊗D(G) is the algebraic tensor product of D0 and D(G), i.e. the linear span in of the
elementary tensors in H.
Let Ω := Ω0⊗Ωg where Ω0 and Ωg are the cyclic vacuum vectors for F+(H) and F−(HY1 ⊕Y HY2 )
respectively. Denote the Hilbert inner product on H by 〈·, ·〉T and Krein inner product by
(·, ·)T = 〈·, JT ·〉T , where JT = Γ+(J) ⊗ Γ−(J), where we have used the ± subscripts on the
Γ’s to denote if they are the second quantization of F±(H). We use the subscript T to avoid
confusion with the one particle inner products.
Then the BRST field algebra is the algebraic tensor product,
A = A0 ⊗Ag0 = alg({A(f)⊗ 1, 1⊗C(g) | f ∈ D, g ∈ (D1 ⊕D2)}) ⊂ A0 ⊗Ag,
where which acts on D(Q). Then A has the gradings described in Section 3.3.
Remark 4.2.10 Important points to keep track of for the remainder of Chapter 4 are:
(i) The 1-particle indefinite inner product for the bosonic fields is (·, ·) while the 1-particle
indefinite inner product on the ghost fields is (·, ·)Y = (·, Y ·).
(ii) For subalgebras B ⊂ A0 and C ⊂ Ag0, B ⊗ C denotes the algebraic tensor product and
does not assume any topology. C∗-algebraic tensor products will be used in Chapter 5.
♠
4.2.4 Superderivation
We now want to make a well-defined version of the BRST superderivation that models the formal
example BRST-QEM as in Section 2.4. To define the superderivation we proceed with a method
similar to [17] Section 4. First define a map δ on the generating elements of A by:
Definition 4.2.11 We define a map on the generating elementary tensors of A by:
δ(A(g) ⊗ 1) = −i1⊗ C(P2ig), g ∈ D,
δ(1⊗ C(g)) = A(Y P1g)⊗ 1 g ∈ (D1 ⊕D2),
This map extends to a superderivation on A as proved below in Theorem (4.2.15). Before we
proceed we have to show that δ defined above is a smeared version of the formal superderivation
in the case of QEM. That is, where we identify the data X, σi,K, J,D, Y , i = 1, 2 with the
objects with the same labels as in Subsection 4.1.1.
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Recall that by Proposition (4.1.14), we identified the Ghost Algebra Ag(H2) with the formal
scalar ghosts via:
ηs(h) = η(Th) = C(Th), η˜s(h) = −iηs(ih)∗ = −iC(iJTh),
for all h ∈ H0 = L2(C+,C, λ), where T := H0 → HY2 is the unitary given in lemma (4.1.12).
Also recall for f ∈ D, lemma (4.1.12) gives
(iT−1P2f)(p) = ipνf ν(p) a.e, i(Y P1JTh)µ(p) = ipµh(p) a.e,
for all f ∈ D, h ∈ D0 and µ = 0, 1, 2, 3. Therefore, using the definition of δ (Definition (4.2.11))
we calculate,
δ(A(f)⊗ 1) = −i1⊗ C(P2i(f)) = −iηs(iT−1P2(f)) = −iηs(ipµfµ(p))
and for the ghost algebra
δ(1⊗ ηs(h)) = δ(1 ⊗ C(P2Th)) = A(Y P1(P2Th))⊗ 1 = 0
δ(η˜s(h)) = −iδ(1 ⊗ ηs∗(ih)) = −iδ(1 ⊗ C(iJTh)),
= −iA(iY P1(JP2Th))⊗ 1 = −iA(iY P 21 (JTh))⊗ 1 = −iA(iY J(Th)) ⊗ 1
= −iA (ip0h(p), ip1h(p), ip2h(p), ip3h(p))) ⊗ 1
Restricting to X and X0 ⊂ H0 and by a slight abuse of notation, denoting ρ(fˆ) and ρ(hˆ) by fˆ
and hˆ, for f ∈ S(R4,R4), h ∈ S(R4,R):
δ(A(fˆ )⊗ 1) = −i1⊗ ηs(∂̂νf ν)
δ(1 ⊗ ηs(hˆ)) = 0
δ(1 ⊗ η˜s(hˆ)) = −iA(∂̂0h, ∂̂1h, ∂̂2h, ∂̂3h)⊗ 1
If we compare the above with the formal superderivation δ defined by equations (2.20), (2.21),
(2.22):
δ(Aν(x)) = −i∂νη(x),
δ(η(x)) = 0,
δ(η˜(x)) = −i∂νAν(x),
and consider the ghost smearing formulas given in equation (4.19) and equation (4.17), then we
see that these are the correct smeared relations for δ. Hence we see that Definition (4.2.11) gives
the correct mathematically well-defined relations.
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Remark 4.2.12 Note that we could have used a scalar test function space in Definition (4.2.11),
but this will make calculations below much more cumbersome and obscure the fact the KO
Abelian BRST is really a constraint theory that uses test function spaces with structures such
as D with neutral subspace D1 which corresponds to the smearing functions for the constraint
set. ♠
Now that we have checked that the map δ : A → A agrees with the formal superderivation for
QEM on the generating tensors, we want to show that δ extends to a superderivation on all of
A. So we return to the general context of the data X, σi,K, J,D, Y , i = 1, 2 as in Subsection
4.2.2.
Lemma 4.2.13 Let Λ = (fj)
n
j=1 be a finite H-orthonormal basis of a subspace Xs ⊂ D1. Define
Qs :=
n∑
j=1
(A(fj)⊗ C(Jfj) +A(ifj)⊗ C(iJfj)) , D(Qs) = D(Q),
Then:
(i) Qs is Krein symmetric, and 2-nilpotent.
(ii) We have
Qs =
n∑
j=1
[a∗(Jfj)⊗ c(Jfj) + a(fj)⊗ c∗(fj)].
Furthermore Qs is independent of the choice of basis (fj) of Xs.
Proof. (i): Krein symmetry is obvious. Now D1 ⊂ Xs is a neutral space in both the respective
indefinite inner product’s on H and HY , so it follows that,
[A(fj), A(fk)] = [A(fj), A(ifk)] = {C(Jfj), C(Jfk)} = {C(Jfj), C(iJfk)} = 0
for j, k = 1, . . . , n. Note that this also implies that C(Jfj)
2 = C(iJfj)
2 = 0. Using these we
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get,
Q2s =
n∑
j,k=1
[A(fj)A(fk)⊗ C(Jfj)C(Jfk) +A(ifj)A(ifk)⊗ C(iJfj)C(iJfk)
+ A(fj)A(ifk)⊗ C(Jfj)C(iJfk) +A(ifj)A(fk)⊗ C(iJfj)C(Jfk)] ,
=
n∑
1≤k<j
(A(fj)A(fk)⊗ {C(Jfj), C(Jfk)}+A(ifj)A(ifk)⊗ {C(iJfj), C(iJfk)})
+
n∑
j=1
(
A(fj)A(fj)⊗ C(Jfj)2 +A(ifj)A(ifk)⊗C(iJfj)2
)
+
n∑
j,k=1
(A(fj)A(ifk)⊗ {C(Jfj), C(iJfk)}) ,
= 0
(ii): Using a(if) = −ia(f), a∗(if) = ia∗(f), c(if) = −ic(f), c∗(if) = ic∗(f) and [J, i] = 0 for
all f ∈ (D1 ⊕D2), then in terms of creators and annihilators we have,
Qs =
n∑
j=1
[A(fj)⊗ C(Jfj) +A(ifj)⊗ C(iJfj)],
=
1
2
n∑
j=1
[(a(fj) + a
∗(Jfj))⊗ (c(Jfj) + c∗(fj)) + (a(ifj) + a∗(iJfj))⊗ (c(iJfj) + c∗(ifj))],
=
n∑
j=1
[a∗(Jfj)⊗ c(Jfj) + a(fj)⊗ c∗(fj)],
As orthonormal bases of Xs are related by unitary matrices, it follows directly from the above
formula that Qs is independent of the choice of basis (fj)
n
j=1. ✷
Now we have the following superderviations on A:
Lemma 4.2.14 Let Λ = (fj)
n
j=1 be a finite H-orthonormal basis of Xs ⊂ D1. Define the
superderivaton δs by:
δs(A) := [Qs, A]sb, A ∈ A
Then we have:
(i) For g ∈ D, h ∈ (D1 ⊕Y D2) and ψ ∈ D(Q) we get,
δs(A(g) ⊗ 1)ψ = [Qs, A(g) ⊗ 1]ψ = −i1⊗ C(
n∑
j=1
i〈Jfj, g〉Jfj)ψ,
δs(1⊗ C(h))ψ = {Qs,1⊗ C(h)}ψ = A(
n∑
j=1
〈fj , Y h〉fj)⊗ 1ψ
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(ii) For g ∈ (Dt ⊕Xs ⊕ JXs), h ∈ (Xs ⊕Y JXs) we get,
δs(A(g) ⊗ 1) = −i1⊗ C(P2ig), δs(1⊗C(h)) = A(Y P1h)⊗ 1,
i.e. in this case δs coincides with the map in Definition (4.2.11).
Proof. (i): These follow easily by writing everything in terms of creators and annihilators via
lemma (4.2.13) and direct calculation. We give the calculation for δs(A(g)⊗1)ψ. Let ψ ∈ D(Q)
and g ∈ D, then
[Qs, A(g)]ψ =
n∑
j=1
[
a∗(Jfj)⊗ c(Jfj) + a(fj)c∗(fj), 1√
2
(a(g) + a∗(Jg))
]
,
=
1√
2
n∑
j=1
([a∗(Jfj), a(g)] ⊗ c(Jfj) + [a(fj), a∗(Jg)] ⊗ c∗(fj)) ,
=
1√
2
n∑
j=1
(−〈g, Jfj〉1⊗ c(Jfj) + 〈fj , Jg〉1 ⊗ c∗(fj)) ,
= −i1⊗
c( n∑
j=1
i〈Jfj , g〉Jfj) + c∗(
n∑
j=1
i〈Jfj , g〉fj)
ψ
= −i1⊗ C(
n∑
j=1
i〈Jfj , g〉Jfj)ψ
where the fourth used c(λf) = λc(f) and c∗(λf) = λc∗(f), and the last used C(f) = 1√
2
(c(f) +
c†(f)) = 1√
2
(c(f) + c∗(Jf)) for all f ∈ (D1 ⊕D2).
The identity for δs(1⊗C(h))ψ follows similarly but with the Y factor appearing as {c(f), c∗(g)} =
〈f, g〉Y = 〈f, Y g〉 for f, g ∈ D.
(ii): Let g ∈ (Dt ⊕Xs ⊕ JXs). Then as (fj)nj=1 is an orthonormal basis for Xs we get
n∑
j=1
i〈Jfj , g〉Jfj = J(
n∑
j=1
i〈fj , Jg〉fj) = iJP1Jg = iP2g.
and for h ∈ (Xs ⊕ JXs) we get
∑n
j=1〈fj , Y h〉fj = P1Y h = Y P1h as [Y, P1] = 0. The result
follows from (i). ✷
Using this we have that
Theorem 4.2.15 There is a superderivation δ : A → A with respect to the Z2-grading on
A as described in Section 3.3, which coincides with δ in Definition (4.2.11) on the generating
G := {A(f)⊗ 1,1⊗ C(g) | f ∈ D, g ∈ D1 ⊕Y D2}. Furthermore δ2 = 0.
121
Proof. Let Xs ⊂ D1 be any finite dimensional subspace and consider the subalgebra,
A(Xs) := ∗-alg{A(g), C(h) | g ∈ Dt ⊕Xs ⊕ JXs, h ∈ Xs ⊕ JXs}.
Every elementary tensor A is in A(Xs) for some Xs. Hence lemma (4.2.14) (ii) gives that
δs(A) = δ(A) for all A ∈ G and this Xs. As elements A are finite polynomials in the elementary
tensors, we see that δ given by definition (4.2.11) extends to a superderivation on A.
Also Q2s = 0 (cf. lemma (4.2.14) (i)) implies δ
2 = 0. ✷
Remark 4.2.16 Note that the appearance of the Y appears in δs(1 ⊗ C(g))ψ, is due to the
fact that on the ghost space we are using the inner product 〈·, ·〉Y .
♠
4.2.5 BRST charge
We want to construct Q such that Q generates δ. Once this is done we can connect to results in
Section 3.2 such as the dsp-decomposition, and Section 3.3 such as the extended algebra Aext
and Theorem (3.3.11). First a useful lemma,
Lemma 4.2.17 Let Xs be a finite dimensional subspace of D1. Then there exists an H-orthonormal
basis (fj)
m
j=1 of Xs where m = dim(Xs) such that {hj := fj/‖fj‖HY | j = 1, . . . ,m} is a HY -
orthonormal basis of Xs,
Proof. As Y is positive, we have that 〈·, ·〉Y defines a positive quadratic form (cf. [16] p27) on
Xs. Therefore we have that there exists a positive self adjoint operator T ∈ B(Xs) such that
〈g, f〉Y = 〈g, Y f〉 = 〈f, Tg〉, (4.27)
for f, g ∈ Xs. As KerY = {0}, we get that KerT = 0. Now T is a self adjoint operator on
a finite dimensional space Xs and so has a complete set of orthonormal eigenvectors (fj) that
span Xs. By (4.27) we see that (fj) is the basis we are looking for. ✷
Remark 4.2.18 Note that as Y does not in general preserve the finite dimensional subspace
Xs, T in the above proof need not be equal to Y . ♠
Now define:
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Lemma 4.2.19 Let Xs be a finite dimensional subspace of D1, let Λ = (fj)
n
j=1 be an H-
orthonormal basis of Xs, and let,
PXsΛ = alg({a∗(g)⊗ 1, a∗(fj)⊗ 1, a∗(Jfj)⊗ 1,1⊗ c∗(fj),1 ⊗ c∗(Jfj)|g ∈ Dt}),
by the algebra generated by the above creation operators. Furthermore let,
SXsΛ := PXsΛ Ω
where Ω is the cyclic vacuum vector for D(Q). Then
(i) PXsΛ and SXsΛ do not depend on the choice of Λ, and so we will only use the Λ subscript
when we want to emphasize the basis we are using in a proof.
(ii) For all ψ ∈ D(Q) there exists a finite dimensional subspace Xs′ ⊂ D1 such that ψ ∈ SXs′ .
Moreover
D(Q) = span{∪SXs′ |finite dimensional subspaces Xs′ ⊂ D1}
(iii) JTSXs = SXs where JT is the fundamental symmetry on H = D(Q).
Proof. (i): Follows as Xs is finite dimensional and f → a∗(f) and g → c∗(g) are linear.
(ii): Let ψ ∈ D(Q) = F+0 (D)⊗F−0 (D1⊕Y D2). Then ψ = AΩ where A is a polynomial of a finite
number of creators a∗(fj) ⊗ 1 and 1 ⊗ c∗(gk) where fj ∈ D, gk ∈ (D1 ⊕Y D2), j, k ∈ Z+. As
D = Dt⊕D1⊕D2 we can choose a finite dimensional subspaceXs′ ⊂ D1 such thatDt⊕Xs′⊕JXs′
contains all the arguments of the creators and annihilator in the polynomial A. Hence A ∈ PXs
and ψ = AΩ ∈ SXs′ .
(iii): We have Γ−(J)c∗(f)Γ−(J) = c(Jf) for f ∈ (D1⊕Y D2), Γ+(J)a∗(f)Γ+(J)ψ = a(Jf)ψ for
f ∈ D and ψ ∈ F+0 (D) and JT = Γ+(J) ⊗ Γ−(J). As J(Dt ⊕Xs ⊕ JXs) = Dt ⊕Xs ⊕ JXs it
follows that JTPXsJT = PXs , hence as JTΩ = Ω we get that JTSXs = SXs . ✷
We want to define Q so that it is independent of a basis of Xs.
Lemma 4.2.20 Let Xs ⊂ Xs′ be finite dimensional subspaces of D1 then:
(i) For all ψ ∈ SXs
Qsψ = Qs′ψ
(ii) QsSXs ⊂ SXs and Q∗sSXs ⊂ SXs.
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Proof. (i): Take ψ ∈ SXs , and suppose that dim(Xs) = m < dim(Xs′) = n. Now by
lemma(4.2.17), take an H-orthonormal basis Λ = (fj)
m
j=1 of Xs such that it is also a H
Y -
orthogonal basis for Xs, and take an H-orthonormal basis Λ
′′ = (fj)nj=m+1 of Xs′⊖Xs such that
it is also a HY -orthogonal basis for Xs′ ⊖Xs. Therefore Λ′ = (fj)nj=1 is an H-orthonormal basis
and HY -orthogonal basis for Xs′ . Now,
(Qs −Qs′) =
n∑
j=m+1
[a∗(Jfj)⊗ c(Jfj) + a(fj)⊗ c∗(fj)]. (4.28)
By the way we chose Λ′ we have that fi ⊥H fj and fi ⊥HY fj for i ≤ n, j > n+1. So as ψ = AΩ
where A ∈ PXs , we see that we can (anti-)commute all the terms in the RHS of (4.28) through
the terms in A to Ω, which they annihilate. Therefore
(Qs −Qs′)ψ = 0
(ii): Let ψ ∈ SXs . Then ψ = AΩ where A ∈ PXs , and so using the (anti)commutation
relations for a(f) and c(g) (cf. (4.23) and (3.1)) and that the annihilators annihilate Ω, we have
Qsψ ∈ SXs . Also we have
Q∗sSXs = JTQ†sJTSXs ⊂ JTSXs = SXs
where we have used lemma (4.2.19) (iii) and Q†s = Qs on SXs (cf. lemma(4.2.13) (i)). ✷
Using this lemma we construct the BRST charge Q.
Theorem 4.2.21 Let ψ ∈ D(Q), let Xs be a finite dimensional subspace of D1 such that ψ ∈
SXs, and define
Qψ := Qsψ.
Then Q extends to well defined operator with domain D(Q) and:
(i) Q preserves D(Q), is Krein symmetric (hence closable by Proposition (7.2.4)) and Q2ψ = 0
for all ψ ∈ D(Q).
(ii) Q is Krein symmetric (hence closable) and preserves D(Q) and Q
2
ψ = 0 for all ψ ∈ D(Q).
Hence Q has dsp-decomposition (cf. Theorem (3.2.1))
H = Hd ⊕Hs ⊕Hp,
where Hd = RanQ, Hs = KerQ ∩KerQ∗, Hp = RanQ∗.
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(iii) (Q∗)2ψ = 0 for all ψ ∈ D(Q∗).
Proof. Let ψ ∈ D(Q), then by lemma (4.2.19) (ii) we have there exists a finite dimensional
subspace Xs ⊂ D1 such that ψ ∈ SXs , and so Qψ = Qsψ. We check that Qψ = Qsψ is
independent of the choice of this Xs. Suppose that Xs′ ⊂ D1 is another finite dimensional
subspace such that ψ ∈ SXs′ and suppose that Xs,Xs′ ⊂ Xs′′ where Xs′′ is a finite dimensional
subspace of D1. Then by lemma (4.2.20)
Qsψ = Qs′′ψ = Qs′ψ,
and so Qψ = Qsψ is independent of the choice of this Xs. That Q extends to a well defined
linear operator on D(Q) is now obvious.
(i): Let ψ ∈ D(Q). Then ψ ∈ SXs for some finite dimensional subspace of Xs ⊂ D1. So we have
that Qψ = Qsψ ∈ SXs , hence QD(Q) ⊂ D(Q). Furthermore by lemma (4.2.20) (ii) we have
that Q2ψ = Q2sψ = 0 hence Q
2ψ = 0, and Q is †-symmetric as Qs′ is for all finite dimensional
subspace Xs′ ⊂ D1. Also, Q is closable by Proposition (7.2.4).
(ii) and (iii) now follow from lemma (3.3.1) and Theorem (3.2.1). ✷
4.2.6 State space
By Theorem (4.2.21) (ii) Q and H satisfy the conditions of the dsp-decomposition (Theorem
(3.2.1)). We want to be able to calculate Hs explictly since Hs ∼= HBRSTphys via the natural
isomporphism ϕ in lemma (3.2.7) (ii). Also to use Theorem (3.3.11), we need to extend A to
Aext to include the above projections, etc, as in lemma (3.3.3). For this, we need the following
decomposition of D(Q):
Lemma 4.2.22 (i) D(Q) has the decomposition
D(Q) = (F0(Dt)⊗ {CΩ})⊕ RanQ⊕ RanQ∗.
(ii) We have
PsD(Q) = (F0(Dt)⊗ {CΩ}) ⊂ D(Q), PdD(Q) = RanQ ⊂ D(Q),
PpD(Q) = RanQ
∗ ⊂ D(Q),
where Pi is the projection onto Hi for i = s, p, d.
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Proof. (i): Let ϕ ∈ D(Q), then by lemma (4.2.19) (ii) there exists a finite dimensional subspace
Xs ⊂ D1 such that ϕ = AΩ where A ∈ PXs . Hence it suffices to show that for all monomials of
generating tensors A2 ∈ PXs we have
ψ = A2Ω ∈ (F0(Dt)⊗ {CΩ})⊕ RanQ⊕ RanQ∗
We drop the tensor product ⊗ notation for the remainder of the proof.
Case 1:
Now by lemma (4.2.17), we can choose an H-orthonormal basis Λ = (fj)
m
j=1 of Xs such that
(fj)
m
j=1 is also a H
Y -orthogonal basis of Xs. Suppose that
A2 =
a∗(gi1) . . . a
∗(gij )a
∗(fk1) . . . a
∗(fkl)a
∗(Jfp1) . . . a
∗(Jfpq)c
∗(fr1) . . . c
∗(frs)c
∗(Jft1) . . . c
∗(Jftu),
6= 0
where
• gi1 , . . . , gij ∈ Dt,
• fk1 , . . . , fkl , fp1 , . . . , fpq , fr1 , . . . , frs , ft1 , . . . , ftu ∈ (fj)mj=1. Note that the arguments of the
a∗(·)’s may be repeated, but that the arguments of the c∗(·)’s may not as the CAR’s imply
(c∗(h))2 = 0 for all h ∈ (D1 ⊕Y D2).
• (l + q + s+ u) = n ∈ N and n 6= 0,
• We use the convention that l, q, s, u = 0 means that there are no corresponding creator
terms in the monomial A2.
That is A2 is a monomial of ‘n-unphysical creators’.
Now motivated by the formal calculation of ∆ in equation (2.40) we calculate as follows,
where we rely heavily on the (anti)commutation relations for a(f) and c(g) (cf. (4.23) and
(3.1)) and that the a(f)’s and c(g)’s commute:
Qs(Qs)
∗ + (Qs)∗Qs =
m∑
j,i=1
{a∗(Jfi)c(Jfi) + a(fi)c∗(fi), a(Jfj)c∗(Jfj) + a∗(fj)c(fj)} (4.29)
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Now {a∗(Jfi)c(Jfi), a∗(fj)c(fj)} = a∗(Jfi)a∗(fj){c(Jfi), c(fj)} = 0 and hence,
Qs(Qs)
∗+(Qs)∗Qs =
m∑
j,i=1
({a∗(Jfi)c(Jfi), a(Jfj)c∗(Jfj)}+ {a(fi)c∗(fi), a∗(fj)c(fj)})
=
m∑
j,i=1
(a∗(Jfi)a(Jfj){c(Jfi), c∗(Jfj)}+ [a(Jfj), a∗(Jfi)]c∗(Jfj)c(Jfi))
+ (a∗(fj)a(fi){c(fj), c∗(fi)}+ [a(fi), a∗(fj)]c∗(fi)c(Jfj))
=
m∑
j=1
(‖fj‖2HY [a∗(Jfj)a(Jfj) + a∗(fj)a(fj)] + [c∗(Jfj)c(Jfj) + c∗(fj)c(fj)]) (4.30)
where the second equality can be checked by expanding the respective brackets and the third
follows from the (anti)commutation relations for a(f) and c(f) (cf. (4.23) and (3.1)), the H-
orthonormality and HY -orthogonality of (fj)
m
j=1, and the unitarity of J .
Now by the definition of Q (Theorem (4.2.21)) and lemma (4.2.20) we have that ψ,Qψ =
Qsψ ∈ SXs . By lemma (4.2.19) (ii) and (iii) it follows that JTD(Q) = D(Q). Hence, by
Theorem (4.2.21) (ii) and lemma (7.2.1) it follows that Q∗ = JTQ†JT = JTQJT on D(Q) ⊃ SXs .
Furthermore, JTSXs ⊂ SXs (cf. lemma (4.2.19) (iii)), hence we have that Q∗ψ = JTQJTψ ∈
SXs . We calculate,
(Q(Q)∗ + (Q)∗Q)ψ = (Qs(Qs)∗ + (Qs)∗Qs)ψ
=
 m∑
j=1
‖fj‖2HY [a∗(Jfj)a(Jfj) + a∗(fj)a(fj)]
ψ +
 m∑
j=1
[c∗(Jfj)c(Jfj) + c∗(fj)c(fj)]
ψ
=
 m∑
j=1
‖fj‖2HY [a∗(Jfj)a(Jfj) + a∗(fj)a(fj)]
ψ +
 m∑
j=1
‖fj‖2HY [c∗(Jhj)c(Jhj) + c∗(hj)c(hj)]
ψ,
(4.31)
where (hj)
m
j=1 = (fj/‖fj‖HY )mj=1 is a HY -orthonormal basis of X.
Note that the above formula looks similar to a number operator but with the ‖fj‖2HY factors.
This motivates the following calculation. Let fv ∈ (fj)mj=1 and suppose that A2 has w creators
a∗(fv) where w ∈ Z+. Then
‖fv‖2HY a∗(fv)a(fv)ψ = ‖fv‖2HY a∗(fv)a(fv)A2Ω = w‖fv‖2HY A2Ω = w‖fk‖2HY ψ, (4.32)
where we calculated similar as for number operators in the last equality using the CCR’s (cf.
equation (4.23)). We also have
‖fk‖2HY c∗(hk)c(hk)ψ = ‖fk‖2HY c∗(hk)c(hk)A2Ω = ‖fk‖2HY A2Ω = ‖fk‖2HY ψ, (4.33)
127
where we used the CAR’s (cf. equation (3.1)) c∗(fk) = ‖fk‖2HY c∗(hk), that (hj) = (fj/‖fj‖HY )
is an orthonormal basis of HY and that A2 can have at most one c
∗(fk) term with the identity
being trivial when there is no c∗(fk).
Using equation (4.32) and equation (4.33), the similar equations for the orthonormal basis
(Jfj)
m
j=1 of JXs, and that n > 0 and ‖fj‖2HY > 0 we can calculate using equation (4.31),
(Q(Q)∗ + (Q)∗Q)ψ = Cψψ.
where Cψ > 0 is some positive constant. Therefore we have,
ψ = (1/Cψ)(Q(Q)
∗ + (Q)∗Q)ψ ⊂ RanQ⊕ RanQ∗ (4.34)
Case 2:
Suppose A2 ∈ PXs is a monomial of a∗(g)’s with arguments in g ∈ Dt, then ψ = A2Ω ∈
(F0(Dt)⊗{CΩg}). By (4.30) we also see that (F0(Dt)⊗{C1}) ⊂ Ker (QQ∗+Q∗Q) ⊥ (RanQ⊕
RanQ∗).
Combining Case 1 and Case 2 gives that for any monomial A2 ∈ PXs we have that
A2Ω ∈ (F0(Dt)⊗ {CΩ})⊕RanQ⊕RanQ∗,
hence, as dicsussed at the beginning of the proof, D(Q) has the decomposition we require.
(ii): Immediate from (i). ✷
Remark 4.2.23 (i) The calculation in equation (4.31) is the rigorous version of the formal
equation (2.40). This is the equation that shows that the ghosts are removed in the final
physical space HBRSTphys in BRST-QEM case, and is the crucial calculation in showing that
BRST gives the correct physical results for QEM below, e.g. Theorem (4.2.27).
(ii) AlsoD(Q) = RanQ⊕Hs⊕RanQ∗ is assumed to follow in a slightly different context in [61]
Proposition 6 p203 in a very similar manner to lemma (4.2.22). The difference with the ap-
proach taken in [61] is that only representations of the algebra l(1, 1) := alg({Q,Q∗, G,∆})
is considered rather than the whole algebra A which will correspond to the smeared gauge
potentials in the BRST-QEM example.
♠
Using this we can calculate Hs.
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Corollary 4.2.24 (i) We have,
Hs = F(Ht)⊗ CΩg, (Hd ⊕Hp) = H⊖ (F(Ht)⊗ CΩg),
(ii) If ϕ : (KerQ = (Hs ⊕Hd))→ (HBRSTphys = KerQ/Hd) is the factor map then,
HBRSTphys ∼= Hs = F(Ht)⊗ CΩg,
where the above isometric isomorphism is given by ϕ|Hs : Hs →HBRSTphys . Moreover,
DBRSTphys := ϕ(KerQ) ∼= F0(Dt)⊗ CΩg,
where the above isometric isomorphism is also given by ϕ|Hs .
(iii) If J |Dt = 1 then JTPs = Ps where JT = Γ+(J) ⊗ Γ−(J) is the fundamental symmetry on
D(Q). That is the physicality condition given by equation (3.29) holds.
Proof. (i): From lemma (4.2.22) we have,
Hs ∩D(Q) = F0(Dt)⊗ CΩg,
and,
(Hd ⊕Hp) ∩D(Q) = D(Q)⊖ (F0(Dt)⊗CΩg).
As Hs and (Hd ⊕Hp) are closed we have
Hs ⊃ F0(Dt)⊗ CΩg = F(Ht)⊗ CΩg
(Hd ⊕Hp) ⊃ D(Q)⊖ (F0(Dt)⊗ CΩp) = H⊖ (F(Hp)⊗ CΩg),
and so, as Hs ⊥ (Hd ⊕Hp),
Hs = F(Ht)⊗ CΩg, (Hd ⊕Ht) = H⊖ (F(Ht)⊗ CΩg).
(ii): Obvious.
(iii): If J |Ht = 1 we have that JT = (Γ+(J) ⊗ Γ−(J)) = 1 on Hs = (F(Ht) ⊗ Ωg). Therefore
JTPs = Ps. ✷
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4.2.7 Physical algebra
By lemma (4.2.22) and lemma (3.3.3) we can extend the Z2-grading from A to Aext := ∗-alg{A∪
{Q,K,Pp, Pd, Ps}} and extend the domain δ to D(δ) = Aext as done in Section 3.3. To inves-
tigate the BRST operator cohomology, recall that from Theorem (3.3.11) we have an algebra
isomorphism:
PBRST := (Ker δ ∩ A)/(Ran δ ∩ A) ∼= Φexts (Ker δ ∩ A).
To calculate this we need make some definitions. Let,
A(M) = alg({1, a(f), a∗(g) : f, g ∈M}),
and M is a subspace of H. Note that A({0}) = {C1}. Now recall that A0 = A(D), Ag0 =
∗-alg{C(f) |, f ∈ D1 ⊕Y D2} and A = A0 ⊗Ag0 (cf. Subsection 4.2.3). Define
Ab := A(D1 ⊕D2), Aph := A(Dt), Au := Ab ⊗Ag0,
and note that AbAph = A0, and A = (Aph⊗1)Au, since D = Dt⊕D1⊕D2 = Dt⊕Y D1⊕Y D2.
Now let,
B := alg({a(f)⊗ 1,1 ⊗ c(g) : f, g ∈ D1 ⊕D2}),
Note that B is not a ∗-algebra and 1 /∈ B. Furthermore, it is not hard to see that
Au = span{1+ B + B∗ + B∗B}
Remark 4.2.25 We need to include 1 in RHS above, otherwise we can’t (anti)commute ele-
ments and we don’t get a ∗-algebra. This is not done in [60] p1321 for the 1-cell case, and is
why the authors have the result that Ker δ = Ran δ which is Theorem 1 of that paper. This is
not to say that the result in [60] is wrong, just that the domain of δ is in that paper is not the
whole field algebra A. ♠
Lemma 4.2.26 We have:
(i) Let A1 ∈ Aph ⊗ 1 and A2 ∈ Au, and Ω = Ω0 ⊗ Ωg ∈ F+(H) ⊗ Fg. Then
〈Ω, A1A2Ω〉 = 〈Ω, A1Ω〉〈Ω, A2Ω〉
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(ii) For all T ∈ A there exists S ∈ Aph ⊗ 1 such that,
〈Ω, R1(T − S)R2Ω〉) = 0, ∀R1, R2 ∈ Aph ⊗ 1
Proof. (i): First note that by normal ordering, we can write A2 = c1 + C where c ∈ C,
C ∈ (B + B∗ + B∗B). Now BΩ = 0, so we get that A2Ω = cΩ+ C2Ω where C2 ∈ B∗, and
〈Ω, A2Ω〉 = c+ 〈Ω, C2Ω〉 = c+ 〈C∗2Ω,Ω〉 = c.
Now we calculate,
〈Ω, A1A2Ω〉 = 〈Ω, A1(c+ C2)Ω〉,
= 〈Ω, A1Ω〉c+ 〈Ω, A1C2Ω〉,
= 〈Ω, A1Ω〉〈Ω, A2Ω〉+ 〈C∗2Ω, A1Ω〉,
= 〈Ω, A1Ω〉〈Ω, A2Ω〉
where we used that C2 ∈ Au and [Au,Aph ⊗ 1] = 0 on D(Q).
(ii): Let T =
∑n
i=1 aiAiBi ∈ A = AphAu, where ai ∈ C. Ai ∈ Aph ⊗ 1 and Bi ∈ Au. Then we
have that for all R1, R2 ∈ Aph ⊗ 1,
〈Ω, R1TR2Ω〉 =
n∑
i=1
〈Ω, R1aiAiR2Bi)Ω〉,
=
n∑
i=1
〈Ω, R1aiAiR2Ω〉〈Ω, BiΩ〉.
where we have used that [Au,Aph ⊗ 1] = 0 on D(Q) for the first line and (i) for the second.
Now if we let bi = 〈Ω, BiΩ〉 and S =
∑n
i=1 aibiAi ∈ Aph ⊗ 1, then it is clear from the above
calculation that
〈Ω, R1(T − S)R2Ω〉 =
n∑
i=1
〈Ω, R1aiAiR2Ω〉〈Ω, (Bi − bi)Ω〉 = 0.
As all elements in A are of the form of T we are done. ✷
From the above lemma
Theorem 4.2.27 We have,
PBRST ∼= Φexts (Ker δ ∩A) = Aph ⊗ 1.
where the above algebra isomorphism is as given in Theorem (3.3.11).
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Proof. Take T =
∑n
i=1 aiAiBi ∈ (Ker δ ∩ A), Ai ∈ Aph Bi ∈ Au. Then by lemma (4.2.26) (ii)
we have that there exists S ∈ Aph such that,
〈Ω, R1(T − S)R2Ω〉 = 0, ∀R1, R2 ∈ Aph.
By Corollary (4.2.24) Hs = AphΩ, hence by the above identity PsTPs = PsSPs. As S is a
polynomial in creators and annihilators over Dt, we get that δ(S) = 0 by the definition of δ (cf.
Definition (4.2.11)) and P1Dt = P2Dt = {0}.
Hence
Φexts (Ker δ ∩ A) = Ps(Ker δ ∩ A)Ps = Ps(Aph ⊗ 1)Ps = Aph ⊗ 1,
where the last equality follows from PsD(Q) = F0(Dt)⊗ {C1} and Aph := A(Dt). By Theorem
(3.3.11) the result follows. ✷
4.2.8 Example: Finite KO Abelian BRST
The following example is KO Abelian BRST for a finite number of bosonic constraints. The
corresponding test function spaces for the fields and the ghosts for this situation are as follows:
• Let
D = Dt ⊕D1 ⊕D2
be an abstract test function space with all the structures as in Subsection (4.2.2), and
with dim(D1) = m where m < ∞. It is easy to see that such test function spaces exist
if we recall the construction in lemma (3.1.1). In particular, D has positive definite inner
product 〈·, ·〉 giving Hj = Dj for j = t, 1, 2 and
H = Ht ⊕ H1 ⊕ H2
Also there exists a fundamental symmetry J ∈ B(H) such that (H, (·, ·)) is a Krein space,
where (·, ·) := 〈·, J ·〉. Furthermore JD1 = D2 and JDt = Dt.
• For the ghost test function space let Y = 1 and so as dimD1 = dimD2 = m <∞ we have
HY = D1 ⊕D2 = D1 ⊕D2 where HY is defined as in Subsection (4.2.2).
Using the constructions and results of previous sections we construct the BRST extension,
superderivation and charge and calculate HBRSTphys and easily PBRST for this D.
Proposition 4.2.28 Let D and HY = D1 ⊕D2 be as above. Then:
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(i) Let (fj)
m
j=1 be an orthonormal basis for D1. Then
Q :=
m∑
j=1
(A(fj)⊗ C(Jfj) +A(ifj)⊗ C(iJfj)) , D(Qs) = D(Q),
=
m∑
j=1
[a∗(Jfj)⊗ c(Jfj) + a(fj)⊗ c∗(fj)]
(ii) We have HBRSTphys ∼= (F(Ht)⊗CΩg) where the isomorphism is given as in Corollary (4.2.24),
and PBRST ∼= (Aph ⊗ 1) where the isomorphism is as in Theorem (4.2.27).
(iii) If Dt = {0} then HBRSTphys ∼= CΩ and PBRST ∼= C1, i.e. we have a trivial theory.
Proof. (i): As D1 is finite dimensional we let Xs = D1 and it follows from Theorem (4.2.21)
that Q = Qs. The first formula for Q is then the defining formula for Qs, the second comes
from lemma (4.2.13) (ii).
(ii): Follows by Corrollary (4.2.24) and Theorem (4.2.27).
(iii): Let Dt = {0}. Then Ht = {0} and so by (ii) HBRSTphys ∼= F(Ht) ⊗ CΩg = CΩ. Futhermore,
Aph = A(Dt) = A({0}) = C1 and so (ii) gives PBRST ∼= Aph ⊗ 1 = C1. ✷
Remark 4.2.29 (i) Proposition (4.2.28) (iii) (i.e. Dt = {0}) corresponds to H&T[55] p313-
316 (though the operator algebra is not calculated here), and [60] though with the different
result that 1 /∈ Ran δ. This also answers in the affirmative the conjecture at the end of
[60], i.e. the dsp-decomposition can be used to efficiently calculate the physical algebra
PBRST (cf. Remark (3.3.13) (ii)).
(ii) Also note that while the formula for Q looks cosmetically very similar to that given for
abelian Hamiltionian BRST there are key differences:
1. We have that KerA(fj) = {0}, and KerA(ifj) = {0} for j = 1 . . . m, hence we get
that Hp0 = {0} if we were to assume that these were constraints. This is why the
Gupta-Bleuler approach is used in the Dirac constraint version of QEM.
2. The A(f)’s are Krein symmetric, but not Hilbert symmetric. This effects the cal-
culation of Ker∆ in equation (2.33) and this is why we do not have the result that
Ker∆ = Hp0⊗Hg = {0} as may be expected (wrongly) from the abelian Hamiltionian
BRST example (c.f equation (2.34)).
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3. We did not use the Berezin representation of the restricted ghost algebra. We used
the Ghost algebra that comes from smearing the CAR creators and annihilators over
the appropriate test function space.
♠
We see that finite KO Abelian BRSTdiffers from Hamiltonian BRST in several significant ways.
4.3 Electromagnetism
Now that we have constructed the appropriate well-defined BRST structures, we substitute
the QEM test function space D and ghost test function space HY (cf. Subsection (4.1.1) and
Subsection (4.1.3)) to calculate the BRST physical space and BRST physical algebra for BRST-
QEM and compare this to Gupta-Bleuler QEM as done in [46] Section 5.6.
Recall for QEM:
Ht = {f ∈ H |p.f(p) = 0, f0(p) = 0},
and Dt = D ∩ Ht (cf. (4.10)).
Proposition 4.3.1 We have that:
(i) The physical state space for BRST-QEM is:
(HBRSTphys = KerQ/Hd) ∼= (Hs = F(Ht)⊗ CΩg), DBRSTphys ∼= F0(Ht)⊗ CΩg,
where the above isomorphisms are as Corrollary (4.2.24).
(ii) The physical algebra for BRST-QEM is:
PBRST ∼= Ps(Ker δ ∩ A)Ps = Aph ⊗ 1 = A(Dt)⊗ 1.
where the isomorphism as in Theorem (4.2.27).
(iii) The physicality condition JTPs = Ps holds where JT is the fundamental symmetry for the
Krein space (H, (·, ·)T ) (cf. Definition (3.2.10) and Subsection 4.2.3). Hence the Hilbert
and Krein inner products coincide on HBRSTphys , i.e. (·, ·)p = 〈·, ·〉p. Moreover, the Krein
†-adjoint on PBRST corresponds to the Hilbert ∗-adjoint.
By the expression for Ht above, the BRST physical space and algebra correspond to the transversal
photons and have Hilbert inner product and adjoint respectively.
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Proof. (i): By Corollary (4.2.24) (ii).
(ii): By Theorem (4.2.27).
(iii): By equation (4.10) we have that JHt = Ht hence by Corollary (4.2.24) (iii) the physicality
condition JTPs = Ps holds. By lemma (3.2.7) (iii) the inner product is positive definite and by
lemma (3.3.8) (ii) the Krein †-adjoint on PBRST corresponds to the Hilbert ∗-adjoint. ✷
We compare this to QEM using Gupta-Bleuler constraints as done in [46] Section 5.6. A
technicality in making this comparison is that [46] defines the unconstrained fields on Fock-Krein
space with 1-particle test function space D˜ rather than D ⊃ D˜ that we have been using (see
Subsection 4.1). We assume that this technicality is only a minor difference due to D = D˜ = H,
and the fact that by Theorem (4.2.3) (3) gives f → A(f)ψ is continuous for all ψ ∈ F+0 (H). The
results and proofs in [46] Section 5.6 are virtually identical using D as 1-particle space and we
now give a summary using our notation.
Let C = {χ(h) := a(f) |h ∈ S(R4,R), fµ(p) = ipµĥ(p)}, where we are identifying f with its
image in H = L2(C+,C
4, µ) as done in Section 4.1. That is, C is the set of smeared Gupta-Bleuler
constraints as in [94] p246. Let
H′ = {ψ ∈ F0(D) |ψ ∈ D(χ(h)) and χ(h)ψ = 0∀h ∈ S(R4,R)}
Let H′′ be the neutral part of H′ with respect to the indefinite inner product (·, ·)0 on D0 =
F0(D). If we recall D3 = Dt ⊕D1 (cf. Theorem (4.1.6)) then,
Proposition 4.3.2 We have,
(i) H′ = F0(D3)
(ii) H′′ = {ψ ∈ F0(D3) |ψ(n) ∈ Sn(D1 ⊗D3 ⊗ . . .⊗D3)}
(iii) Let Pt be the projection on Dt and let ψˆ = ϕψ for ψ ∈ H′ where ϕ : H′ → H′/H′′ is the
factor map. Then
U : H′/H′′ → F0(Dt), Uψˆ = Γ(Pt)ψ
for all ψ ∈ H′ is a well defined isomorphism.
Proof. By Proposition (4.1.3) and Theorem (4.1.6) (i),
D3 = Dt ⊕D1 = D ∩ H3 = {f ∈ D : pµfµ(p) = 0},
D1 = {f ∈ D : fµ(p) = (ipµ)h(p) for h ∈ H0},
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(i) and (ii): The Proposition follows from Proposition 5.19 and Proposition 5.21 in [46].
(iii): As Pt|Dt = 1 it follows that Γ+(Pt)|F0(Dt) = 1, and as PtD1 = 0 it follows that
H′′ ⊂ Ker Γ+(Pt) and Γ+(Pt)F0(Dt) = F0(Dt) ⊂ RanΓ+(Pt)
Now P ∗t = Pt and Γ+(Pt)∗ = Γ+(Pt) and so by the above we see H′′ ⊥ F0(Dt). Now from
D3 = Dt ⊕D1 it follows that
H′ = F0(D3) = F0(Dt)⊕H′′
From the above we see that Γ+(Pt)|H′ is the projection on F0(Dt) ⊂ H′ and so the map U is a
well defined isomorphism. ✷
The physical state space in the Gupta-Bleuler approach is H′/H′′ ∼= F0(Dt) ∼= DBRSTphys and so
we see that the BRST phsycial state space is naturally isomorphic.
We now define and calculate the physical algebra for the Gupta-Bleuler approach.
Theorem 4.3.3 The observables of A0 = alg({A(f) | f ∈ D}) in the Gupta-Bleuler approach is
the subalgebra of OGB ⊂ A0 that factors to H′/H′′ i.e.
OGB := {A ∈ A0 |AH′ ⊂ H′, AH′′ ⊂ H′′}.
The trivial observables are
DGB := {A ∈ OGB |AH′ ⊂ H′′},
The natural physical representation of OGB is defined by
πGB : OGB → Op(H′/H′′), πGB(A)ψˆ = Âψ
for all ψ ∈ H′. With these definitions we have:
(i) KerπGB = DGB. Hence DGB is a two-sided ideal.
(ii) The following algebra isomorphisms
OGB/DGB ∼= πGB(OGB) ∼= A(Dt)
where we are assuming no topology.
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Proof. (i): Obvious.
(ii): First, OGB/DGB ∼= πGB(OGB) is obvious from (i).
Next recall from the end of the proof of Proposition (4.3.2) (iii) that PDt := Γ+(Pt)|H′ is the
projection on F0(Dt) ⊂ H′. Define
ΦGB : OGB → Op(F0(Dt)) by ΦGB(A) = PDtAPDt
If we replace Ker δ by OGB, Hs by F0(Dt), Hp by H′′, and Φexts by ΦGB in the proof of lemma
(3.3.10) we see that ΦGB is an algebra homomorphism.
From the proof of Proposition (4.3.2) (iii) we know
H′ = F0(D3) = F0(Dt)⊕H′′. (4.35)
Moreover PDtDGBH′ ⊂ PDtH′′ = {0} and so it follows DGB ⊂ KerΦGB. Conversely, let
A ∈ KerΦGB. We want to show AH′ ⊂ H′′. By the definition of DGB we know AH′′ ⊂ H′′. So
given equation (4.35) above we need only show AF0(Dt) ⊂ H′′. But as A ∈ KerΦGB we have
AF0(Dt) = APDtH′ ⊥ PDtH′ = F0(Dt) hence AF0(Dt) ⊂ H′′ hence AH′ ⊂ H′′ hence A ∈ DGB .
Therefore we have that
DGB = KerΦGB .
But PDt|F0(Dt) = 1 we see that ΦGB(A(Dt)) = A(Dt), and so we have that
OGB/DGB ∼= ΦGB(A(Dt)) = A(Dt)
where the above is an algebra isomorphism. Hence the statement of (ii) follows. ✷
If we compare Theorem (4.3.3) (ii) and Proposition (4.3.1) (ii) we see Gupta-Bleuler algebra,
OGB/DGB, is isomorphic to the BRST-physical algebra above. So the BRST approach and
Gupta-Bleuler approach to QEM give equivalent results at the level of the CCR unbounded
field operators acting on Fock-Krein space.
Remark 4.3.4 Different choices of Y can give equivalent results for the final physical objects
but do necessarily give the same smeared δ. To see this take the QEM test function space D
but let Y = 1, hence we have ghost test function space HY = H1 ⊕H2 as (·, ·)Y = (·, Y ·) = (·, ·)
( cf. Subsection 4.1.3). We still get from Corollary (4.2.24) that:
HBRSTphys = KerQ/Hd ∼= Hs = (F(Ht)⊗CΩg).
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and from (4.2.27),
PBRST ∼= Ps(Ker δ ∩ A)Ps = Aph ⊗ 1
the difference being that the ghost spaces, ghost algebras, and Q are now different. That is
using Y = 1 gives equivalent physical results to the usual BRST-QEM with Y =Mz defined in
Subsection 4.1.1.
However using Y = 1 does not give the usual smeared heuristic formulas for δ. We can
calculate this directly, but first we show what using Y = 1 corresponds to heuristically. If we
look at how Qs is constructed, we see that it is by summing smeared creators and annihilators
over finite orthonormal basis (fj)j∈Λ of D1. However these basis vectors correspond to
(fj(p))µ =
−ipµhj(p)√
2‖p‖ ,
where (hj)j∈Λ is an orthonormal basis of H0 rather than the smeared constraints in D1, ie
(f(p))µ = −ipµh(p),
where h(p) ∈ H0 is has H0 norm equal one. That is we have constructed a rigorous version of
Q′h =
√
2
∫
d3p(p0)
[
b2(p)
∗
√
2p0
c2(p)√
2p0
+
c1(p)
∗
√
2p0
b1(p)√
2p0
]
,
= (1/2)
∫
d3p (1/p0)[b2(p)
∗c2(p) + c1(p)∗b1(p)]
rather than (2.25)
Qh =
√
2
∫
d3p (p0)[b2(p)
∗c2(p) + c1(p)∗b1(p)].
To see the problem rigorously let Y = 1. Then HY = H and T : B → D2 though still well
defined (cf. lemma (4.1.12)), is no longer isometric and does not extend to a unitary from H0 to
HY (now = H). Hence we are no longer justified in using the identifications of ηs(h) = C(Th)
and ˜ηs(h) = −iηs(ih) for h ∈ H0 with the formal scalar ghosts as the anticommutation relations
will not be preserved (cf. Proposition (4.1.14) (iii) requires that T be isometric).
To get an H-isometric operator T2 that goes from the scalar D0 to D we define,
Definition 4.3.5 Let T2 : D0 → D2 be
T2 :h(p)→ f(p) = h(p)√
2‖p‖(−p0, p1, p2, p3).
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then we define ηs2(h) := 1 ⊗ η(T2h). From (P2f)µ(p) = pµ(pνf ν(p))/(2‖p‖2), f ∈ D, we can
calculate:
(T−12 P2f)(p) =
pν√
2‖p‖f
ν(p)
Therefore Definition (4.2.11) and the above equation give:
δ(A(f) ⊗ 1) = −i1⊗ C(P2if) = −i1⊗ ηs2(T−12 P2if)
= −i1⊗ ηs2
(
−i pµ√
2‖p‖f
µ(p)
)
6= −i1⊗ ηs2 (−ipµfµ(p))
where the last line is what we would need for the previous formal correspondence. ♠
4.3.1 Covariance
Consider the Poincare´ transformations generated by the transformations on D:
(Vgf)(p) := e
ipaΛf(Λ−1p) ∀f ∈ S(R4,C4), g = (Λ, a) ∈ P↑+.
As Λ is a constant matrix, Vg preserves D. By the covariance of the formula for 〈·, ·〉 (cf.
Subsection 4.1.1) Vg is (·, ·)-Krein-unitary on D. It is not however (·, ·)Y -Krein unitary on HY .
As HY is the ghost test function space, and the ghosts are unphysical, we are free to construct
any unitary representation of P↑+ on HY . We do this by using the Poincare´ transformations on
the scalar space D0, i.e. let
(Ugf)(p) :=:= e
ipaf(Λ−1p) ∀f ∈ S(R,C), g = (Λ, a) ∈ P↑+,
then g → Ug defines a unitary representation P↑+ → B(H0), (recall H0 = D0 = L2(C+,C, λ0)).
Using this and the fact that T ∈ B(H0,HY2 ) is also unitary, we define Sg ∈ B(HY1 ⊕ HY2 ) by
Sg := TUgT
−1PH
Y
2 + JTUgT
−1PH
Y
2 J, ∀g = (Λ, a) ∈ P↑+ (4.36)
Now
Lemma 4.3.6 We have:
(i) Sg is both (·, ·)Y -unitary and 〈·, ·〉Y -unitary, for all g = (Λ, a) ∈ P↑+.
(ii) g → Sg defines a representation P↑+ → B(HY1 ⊕ HY2 ), which is both (·, ·)Y -unitary and
〈·, ·〉Y -unitary.
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Proof. (i): Let f ∈ HY1 ⊕ HY2 . By the definition of T (Definition (4.1.9)) we have that
TUgT
−1PH
Y
2 f ∈ HY2 and JTUgT−1PH
Y
2 Jf ∈ HY1 . As T , Ug, J are isometric and HY1 ⊥ HY2
we get that,
‖Sgf‖2HY = ‖TUgT−1PH
Y
2 f‖2HY + ‖JTUgT−1PH
Y
2 Jf‖2HY ,
= ‖PHY2 f‖2HY + ‖JPH
Y
2 Jf‖2HY ,
= ‖PHY2 f‖2HY + ‖PH
Y
1 f‖2HY ,
= ‖f‖2
HY
,
and so Sg is 〈·, ·〉Y -unitary.
From J2 = 1 and the definition of Sg it follows that JSgJ = Sg, hence JSgS
†
g = JSgJS
∗
gJ =
SgS
∗
gJ = J therefore SgS
†
g = 1 and similarly S
†
gSg = 1, hence Sg is (·, ·)Y -unitary .
(ii): Let g1, g2 ∈ P↑+. As g → Ug is a representation and as T : H0 → H2 implies T−1PH
Y
2 T = 1H0 ,
we get:
TUg1g2gT
−1PH
Y
2 = TUg1Ug2gT
−1PH
Y
2 = (TUg1T
−1PH
Y
2 )(TUg2gT
−1PH
Y
2 ). (4.37)
Similarly using T−1PH
Y
2 J
2T = T−1PH
Y
2 T = 1H0 we calculate:
JTUg1g2T
−1PH
Y
2 J = JTUg1Ug2T
−1PH
Y
2 J = JTUg1(T
−1PH
Y
2 J
2T )Ug2T
−1PH
Y
2 J,
= (JTUg1T
−1PH
Y
2 J)(JTUg2T
−1PH
Y
2 J) (4.38)
Combining equation (4.37) and equation (4.38) with the definition of Sg gives that
Sg1g2 = Sg1Sg2
and hence g → Sg is a representation P↑+ → B(HY1 ⊕ HY2 ), which is both (·, ·)Y -unitary and
〈·, ·〉Y -unitary by (i). ✷
So given that Vg and Sg are Krein unitary in their respective IIP’s, we see via [75] section
4 that Rg = Γ+(Vg) ⊗ Γ−(Ug) is well defined on FB0 , preserves FB0 and is (·, ·)T -unitary (i.e.
Krein-unitary on FB0 cf. Section 4.2.3). Moreover as g → Vg and g → Ug are representations of
P↑+ we get that and g → Rg is a (·, ·)T -unitary representation P↑+ → Op(FB0 ). We define:
αg(A(f)⊗ C(f))ψ := R†g(A(f)⊗ C(f)))Rgψ = (A(Vgf)⊗C(Sgf))ψ, ψ ∈ FB0 .
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Note that the for g ∈ P↑+ above formula extends to a †-automorphism on all of A = A0 ⊗ Ag
(cf. Section 4.2.3), and that as g → Rg is a represention of P↑+ we have
g → αg
defines a representation of P↑+ → Aut (A).
We see that δ commutes with the relativistic transformations.
Lemma 4.3.7 We have for all g = (Λ, a) ∈ P↑+, and all A ∈ A.
(δ ◦ αg)(A)ψ = (αg ◦ δ)(A)ψ, ψ ∈ FB0 .
Proof. Clearly it suffices to check the statement on the generating elementary tensors in A.
Suppose that g = (Λ, a) ∈ P↑+, f ∈ D, and ψ ∈ FB0 . Recall that PH
Y
2 f = P
H
2 f = P2f for f ∈ D.
Now from Definition (4.2.11) we have that for f ∈ D,
(δ ◦ αg)(A(f)⊗ 1)ψ = δ(A(Vgf)⊗ 1)ψ = −i(1⊗ C(P2Vgif))ψ,
and,
(αg ◦ δ)(A(f) ⊗ 1)ψ = −i(1⊗ C(SgP2if))ψ,
Also,
(δ ◦ αg)(1⊗ C(f))ψ = δ(1⊗ C(Sgf))ψ = (A(Y P1Sgf)⊗ 1)ψ, f ∈ D1 ⊕Y D2
and,
(αg ◦ δ)(1 ⊗C(f))ψ = (A(VgY P1f)⊗ 1)ψ,
To complete the proof we must show that P2Vgf = SgP2f for f ∈ D and Y P1Sgf = VgY P1f
for f ∈ D1 ⊕Y D2, which we do by direct calculation.
P2Vgf = SgP2f :
Using Proposition (4.1.3) we calulate,
(P2Vgf(p))µ = e
ipapµ(pν(Λf(Λ
−1p))ν)/(2‖p‖2).
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Also,
(SgP2f(p))µ = (TUgT
−1P2f(p))µ,
= (TUg)(pνf
ν(p))µ, (by equation (4.15))
= eipaT ((Λ−1p)νf ν(Λ−1p))µ,
= eipaT (pν(Λf(Λ
−1p))ν)µ, (by Λ−1 = Λ†)
=eipapµ(pν(Λf(Λ
−1p))ν)/(2‖p‖2), (by Defintion (4.1.9) (ii))
hence P2Vg = SgP2.
YP1Sgf = VgYP1f for f ∈ D1 ⊕D1:
Now T : H0 → H2 implies PHY1 Th = 0 for h ∈ H0. Hence by the definition of Sg we have
Y P1Sgf = Y P1JTUgT
−1P2Jf , from which it follows similar to the above calculation that,
(Y P1Sgf(p))µ = e
ipapµ((Λ
−1p)ν(f(Λ−1p))ν)
and also,
(VgY P1f(p))µ = e
ipaΛµσ(Λ
−1p)σ((Λ−1pν)(f(Λ−1p))ν),
= eipapµ((Λ
−1p)ν(f(Λ−1p))ν),
and so Y P1Sg = VgY P1. ✷
Using this lemma we show that Q is relativistically invariant and hence that BRST-QEM is
‘manifestly covariant’.
Proposition 4.3.8 We have for all g = (Λ, a) ∈ P↑+ :
(i) For all ψ ∈ FB0 ,
αg(Q)ψ := R
†
gQRgψ = Qψ. (4.39)
hence RgKerQ = KerQ and RgRanQ = RanQ.
(ii) We have Rg factors to a ∗-unitary operator Rˆg on the dense set DBRSTphys ⊂ HBRST =
KerQ/RanQ, which extends to a ∗-unitary on HBRSTphys . Hence g → Rˆg is a Hilbert unitary
representation of P↑+.
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(iii) We have:
αg(Ker δ ∩ A) = (Ker δ ∩ A), αg(Ran δ ∩A) = (Ran δ ∩ A).
Hence αg factors to an automorphism, αˆg on PBRST := (Ker δ ∩ A)/(Ran δ ∩ A), that is
implemented by Rˆg when PBRST acts on DBRSTphys as described in Proposition (3.3.7) (i).
Furthermore g → αˆg is a representation PBRST → Aut (PBRST ).
Proof. (i): Let ψ = PΩ ∈ FB0 , where T is a polynomial in A(f)’s and C(g)’s. Then using the
fact that the vacuum is invariant, i.e. RgΩ = R
†
gΩ = Ω for all g = (Λ, a) ∈ P↑+ and QΩ = 0, we
get that
R†gQRgψ = R
†
gQRgTΩ = R
†
gδ(RgTR
†
g)Ω = δ(T )R
†
gΩ = QTΩ = Qψ
where we use lemma (4.3.7) in the third last equality.
(ii): Part (i) implies that Rg factors to a †-unitary operator Rˆg on the dense set DBRSTphys ⊂
HBRSTphys = KerQ/RanQ. Proposition (4.3.1) (iii) gives that (·, ·)p = 〈·, ·〉p on HBRSTphys , hence
the †-adjoint and ∗-are the same on HBRSTphys and so Rˆg is a ∗-unitary operator on DBRSTphys hence
extends to a ∗-unitary operator on HBRSTphys . Furthermore, g → Rˆg is a representation of P↑+ as
g → Rg is.
(iii): By lemma (4.3.7) we have for all A ∈ A.
(δ ◦ αg)(A)ψ = (αg ◦ δ)(A)ψ, ψ ∈ FB0 .
and so
αg(Ker δ ∩ A) = (Ker δ ∩ A), αg(Ran δ ∩ A) = (Ran δ ∩ A).
The rest of the statements are obvious. ✷
Part (iii) of the above Proposition says that the physical BRST representation is relativistically
covariant.
Another useful result is,
Lemma 4.3.9 We have that VgX1 ⊂ X1, for all g = (Λ, a) ∈ P↑+.
Proof. By Theorem (4.1.6) and Proposition (4.1.3) we know that,
X1 = X ∩ H1 = {f ∈ X : fµ(p) = i(pµ/‖p‖)h(p) for h ∈ H0}
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and VgX ⊂ X. Therefore for f ∈ X1
(Vgf(p))µ = e
ipaΛµν(i(Λ
−1p)νh(Λ−1p)/‖Λ−1p‖) = eipa(ipµ/‖Λ−1p‖)h(Λ−1p)
Now using the formula for P1 given in lemma (4.1.3),
(P1Vgf(p))µ =
(
pµpν
2‖p‖2
)
(Vgf)ν(p),
= eipa
(
pµpν
2‖p‖2
)
(ipν/‖Λ−1p‖)h(Λ−1p),
= eipa
(
pµpν
2‖p‖2
)
(ipν/‖Λ−1p‖)h(Λ−1p),
=(Vgf(p))µ
where we used pνpν = 2‖p‖2 for p ∈ C+. As Vg and P1 preserve X we get thatand so Vgf ∈
(X ∩ RanP1) = X1. ✷
The above result is unsurprising as X1 is the test function space corresponding to the Lorentz
condition (subsection (4.1.2)) and so it shows that the Lorentz condition is covariant in our
setup.
4.3.2 Example: Constraints for Massive Abelian Gauge Theory
We show that massive abelian gauge theory has test function space with structure as above, and
that applying the preceding KO Abelian BRSTgives the smeared version of the superderivation
as in [92] p28. We do not go through all the steps in detail as they are similar to those done for
BRST-QEM.
Suppose again that Ŝ0 and Ŝ are as given in subsection (4.1), i.e.
Ŝ = {fˆ | f ∈ S(R4,R4)}), Ŝ0 = {fˆ | f ∈ S(R4,R)})
Let the mass hyperboloid be for m > 0:
Cm+ := {x ∈ R4 |xµxµ = −m2, x0 > 0}.
Remark 4.3.10 Note that the convention of gµν = diag(−1, 1, 1, 1) gives the −m2 term in
the above definition of the mass hyperboloid. To define the mass hyperboloid using a positive
m2 term we can use the metric −gµν = diag(1,−1,−1,−1) as is commonly done, however this
conflicts with the definition of J (cf. equation (4.6)), hence our convention. ♠
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Let λm be the unique L↑+ invariant measure on Cm+ (see [88] p74). Define the inner product on
Ŝ0 by:
〈f, h〉m := 2π
∫
Cm
+
dλm f(p)h(p), ∀f, h ∈ Ŝ0
and define the symplectic form
σ0(f, g)
m := −Im(〈f, g〉m) = iπ
∫
Cm
+
dλm
(
f(p)h(p)− f(p)h(p)
)
,
Let Xm0 := Ŝ0/Kerσm0 . These are now the ‘Schwartz functions on Cm+ ’ and Xm0 can be completed
to Hm0 := L
2(Cm+ ,C
4, λm). To define D for the massive theory, we need to add in an extra field
as will be seen by the following. Define the inner product on Ŝ by:
〈f, h〉m := 2π
∫
C+m
dλm fµ(p)hµ(p), ∀f, h ∈ Ŝ
and define the symplectic form
σ2(f, h)
m := −Im(〈f, h〉2) = iπ
∫
Cm
+
dλm
(
fµ(p)hµ(p)− fµ(p)hµ(p)
)
.
We define Xm := Ŝ/Kerσm2 . Let Qµ(p) = pµ for p ∈ Cm+ , µ = 0, 1, 2, 3, then J and MQµ
are defined on Ŝ as in Subsection 4.1 and factor to Xm. Using Xm we get a massive gauge
theory with 4-component vector field Aµ(f). We would like to impose the Lorentz condition
∂µA
µ(x) = 0 which corresponds to the subspace (cf. X˜L in Subsection 4.1.2) ,
Xm1 = {f ∈ X : fµ(p) = ipµh(p) for h ∈ Xm0 },
However this presents a problem as for p ∈ Cm+ we have pµpµ = −m2 6= 0 and so Xm1 is not a
σm1 -degenerate subspace. Hence there exist f, g ∈ Xm1 such that,
[A(f), A(g)]ψ = cψ, ψ ∈ F+0 (Xm), 0 6= c ∈ C
if we are in the Fock-Krein representation in subsection (4.2.1). This tells us that the Lorentz
condition is heuristically a second class constraint set in Dirac sense ([44]) and so problematic.
It is also problematic for rigorous theory as it means that we cannot apply [46] Theorem 4.5 in
the case of the Weyl Algebra or Proposition (5.2.18) in the case of the Resolvent Algebra below.
The way around this problem, both formally and rigorously, is to introduce a new scalar field
with mass m, B(x), called the Stueckelberg field [91] p3272 and replace the Lorentz condition
with ∂µA
µ(x) +mB(x) = 0. We now have that
[∂µA
µ(x) +mB(x), ∂µA
µ(y) +mB(y)] = 0
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and so this is formally first class. Actually in the formal non-BRST version ( [91] p3272) we use
the constraints (∂µA
µ(x) +mB(x))(−) similar to the Gupta-Bleuler version of QEM. In BRST
we impose the whole condition.
Rigorously, adding the new field involves adding another component to Ŝ, i.e. we define:
Ŝext := {fˆ |f ∈ S(R4,R5)} = {f ∈ S(R4,C5)|f(p) = f(−p)}
with IP: 〈f, h〉mext := 2π
∫
Cm
+
dλm
(
fµ(p)hµ(p) + f4(p)h4(p)
)
, ∀f, h ∈ Ŝext
and the symplectic form,
σ2,ext(f, h) := −Im〈f, h〉mext
and Xmext := Ŝext/Kerσ2,ext. Now define Jext(f0, f1, f2, f3, f4) = (−f0, f1, f2, f3, f4) on Sext. It
follows that Jext factors to X
m
ext and we denote it by the same symbol, and we define
σ1,ext(f, g) := σ2,ext(f, Jg), f, g ∈ Xmext.
Now the smeared version of ∂µA
µ(x) +mB(x) corresponds to,
X
m,1
ext := {f ∈ X : fµ(p) = ipµh(p), f4(p) = mh(p) |µ = 0, 1, 2, 3 h ∈ Xm0 },
It is easy to check using pµp
µ = −m2 that Xm,1ext is a σ1,ext-neutral subspace and so we can
now use this in the T -procedure [46] Theorem 4.5 or Resolvent Algebra Proposition (5.2.18),
or in KO Abelian BRSTas above. For KO Abelian BRSTwe define Dmext := X
m
ext + iX
m
ext and
Hmext := D
m
ext. Let s(p) := 1/(2‖p‖2 +m2) and define
(Pm2 f)µ : =MsMPµ(MPνf
ν +mf4), µ = 0, 1, 2, 3 f ∈ Dmext,
(Pm2 f(p))4 : = mMs(MPνf
ν +mf4), µ = 0, 1, 2, 3 f ∈ Dmext,
that is,
(Pm2 f(p))µ : = (p
µ/(2‖p‖2 +m2)(pνf ν(p) +mf4(p)), µ = 0, 1, 2, 3 f ∈ Xmext,
(Pm2 f(p))4 : = m/(2‖p‖2 +m2)(pνf ν(p) +mf4(p)), µ = 0, 1, 2, 3 f ∈ Xmext,
Note above that we are deviding by the factor 2‖p‖2 +m2 > 0 and so we do not have differ-
entiability problems at p = 0 in the massive case, hence we do not have to enlarge Xmext as in
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Proposition (4.1.5) to decompose the test function space analogously to Theorem (4.1.6). Using
pµpµ = 2‖p‖2+m2 for p ∈ Cm+ , it is easy to see that Pm2 is a an algebraic projection on Xmext and
extends to a Hilbert space projection on H. Now defining Pm1 := JextPm2 Jext and the projection
Pmt := 1− (Pm1 + Pm2 ) gives the following decomposition ,
Xmext := X
m,t
ext ⊕ Xm,1ext ⊕ Xm,2ext
where Xm,jext := P
m
j X
m
ext for j = t, 1, 2. Similarly we have the decompositions:
Dmext := D
m,t
ext ⊕Dm,1ext ⊕Dm,2ext , Hmext := Hm,text ⊕ Hm,1ext ⊕ Hm,2ext
where Dm,jext := P
m
j D
m
ext, H
m,j
ext := P
m
j H
m
ext for j = t, 1, 2. We use D
m
ext as the test function space
for the smeared massive gauge fields, and note that it has all the structures of the abstract test
function space discussed in Subsection 4.2.2. For the ghosts we define
Y : S(R4,C5)→ S(R4,C5)
(Y f(p))µ := 2‖p‖2(fµ(p)), (Y f(p))4 := mf4(p), µ = 0, 1, 2, 3.
This factors to Dmext which we also denote by Y , and using this define and define H
Y m
ext =
D
m,1
ext ⊕Dm,2ext in the 〈·, ·〉Y -topology as in Subsection 4.2.2.
Using these test function spaces we construct the BRST extension, superderviation, charge
as in Section 4.2 and calculate the BRST-physical subspace and BRST-physical algebra using
Corollary (4.2.24) (ii) and Theorem (4.2.27):
HBRSTphys ∼= Hs = (F+(Hmtext)⊗ Ωg), PBRST ∼= Ps(Ker δ ∩ A)Ps = (A(Dmtext)⊗ 1).
To connect with the formal picture in [92] p28 we want a scalar ghost (similar to QEM) so we
define Tm : X
m
0 → Xm2ext by,
Tm : h(p)→ f(p) = h(p)
(2‖p‖2 +m2)(−p0, p1, p2, p3,m).
Note that in the massive case we do not have to restrict Xm0 to define Tm as (2‖p‖2 +m2) > 0
and we have:
(i) T−1m f(p) = (pµfµ +mf4(p)) for f ∈ Xm2ext, as can be verified by substitution.
(ii) Tm extends to D
m
ext using the same defining formula and Tm can easily checked to be
HY mext-isometric using 〈·, ·〉Y . As Tm is also invertible we get that it extends to a unitary
Tm : H0 → HY mext.
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Let
ηs(h) := C(Tmh), η˜s(h) := iηs(ih), h ∈ H0,
As Tm is an isometry we have that using C
∗({ηs(h), η˜s(h) |h ∈ H0}) for the ghost algebra is
equivalent to using Ag(Hm,2ext ) as Tm preserves the anticommutation relations (cf. Proposition
(4.1.14)). Let fµ ∈ Xmext be that vector with all 0 entries except fµ ∈ Xm0 in the µ-th entry. We
now find using the definition of Pm1 , P
m
2 , Tm and Definition (4.2.11), the action of δ is:
δ(A(fˆµ)⊗ 1) = −i1⊗ ηs(∂̂µfµ), µ = 0, 1, 2, 3
δ(A(fˆ4)⊗ 1) = −i1⊗ ηs(mf̂4)
δ(1 ⊗ ηs(hˆ)) = 0
δ(1 ⊗ η˜s(hˆ)) = −iA(∂̂0h, ∂̂1h, ∂̂2h, ∂̂3h, m̂h)⊗ 1
If we associate A(0, 0, 0, 0, fˆ4) with the smeared Stueckelberg field B(x) then these are the
smeared version of the formal equations in [92] p28, i.e.
δ(Aν(x)) = [Q , Aν(x)] = −i∂νη(x),
δ(B(x)) = [Q , B(x)] = −im η(x),
δ(η(x)) = {Q , η(x)} = 0,
δ(η˜(x)) = {Q , η˜(x)} = −i(∂µAµ(x) +mB(x)),
Covariance can be treated similarly as in the QEM case, cf. Subsection (4.3.1).
4.4 Finite KO Abelian BRSTand Finite Abelian Hamiltonian
BRST
We have seen in the previous sections that finite abelian Hamiltonian BRST (Subsection 2.5.2)
has attractive features as it assumes little structure, only beginning with a finite set of com-
muting self adjoint constraints. However the BRST-physical subspace it selects is larger than
that selected by the original constraints and has indefinite inner product. Restricting to ghost
number zero states does not fix the problem. On the other hand KO Abelian BRST selects the
correct physical state space, however much more structure is assumed and there are difficulties
associated with unboundedness of the operators involved. The aim of this section is to combine
finite abelian BRST with finite KO Abelian BRST (Example (4.2.8) ) to get a general BRST
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constraint algorithm that selects the correct physical state space. This is done by enlarging
the orignal constraint system by tensoring on a ghost algebra and a bosonic field algebra. Q is
then constructed in a natural way with all the usual properties and we see that Hs from the
dsp-decomposition is naturally isomorphic with the original Dirac physical state space.
As before begin with a unital C∗-algebra AH0 acting on the Hilbert space H0 with inner
product 〈·, ·〉0, and let the constraint set C = {Gi | i = 1, . . . ,m} ⊂ AH0 be a finite linearly inde-
pendent set of self-adjoint commuting operators. The physical state space is H0p := ∩mi=1KerGi.
We extend by tensoring on a ghost algebra and a CCR field algebra. We assume the structures
of finite KO Abelian BRSTas in Subsection (4.2.8).
Suppose that m <∞ is a positive integer, and let D = H be a Hilbert space with dim(D) =
2m and Hilbert inner product 〈·, ·〉. If we recall the construction in lemma (3.1.1) then:
(i) There exists a decomposition D = D1 ⊕D2
(ii) There exists a unitary J ∈ B(D) with J2 = 1 such that JD1 = D2 and D has Krein inner
product (·, ·) := 〈·, J ·〉, hence D1[⊕]D2.
(iii) Let Y = 1 so HY = D where HY is defined as in Subsection (4.2.2).
It follows now that D has all the structure of D in Subsection (4.2.2) with Dt = {0} and with
ghost test function space HY = D. Also let (fj)
m
j=1 be an orthonormal basis of D1.
Now let,
D(Q) = H0 ⊗ F+(H)0 ⊗ F−(H).
Note F−(H) = F−(H)0 as H is finite dimensional, let H := D(Q) = H0 ⊗ F+(H) ⊗ F−(H), and
let 〈·, ·〉 be the its usual Hilbert space inner product. Let Jg = 1 ⊗ Γ+(J) ⊗ Γ−(J). Then Jg
is a fundamental symmetry that makes H a Krein space. Let the indefinite inner product be
(·, ·) = 〈·, Jg·〉 which has associated involution †. Let
A = AH0 ⊗AB0 ⊗Ag
where AB0 := alg({A(f)⊗1 | f ∈ H}) and Ag := alg({1⊗C(g) | g ∈ H}) and we are assuming the
algebraic tensor product. Note that Ag = Ag0 as H finite dimensional ([16] Theorem 5.2.5). To
connect to the terminology in Chapter 3 we define A0 := AH0 ⊗AB0 and grade A as in Section
3.3. Define,
QB :=
√
2
m∑
j=1
[1⊗A(fj)⊗ C(Jfj) + 1⊗A(ifj)⊗ C(iJfj)] , D(QB) = D(Q)
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where Λ := (fj)
m
j=1 is an orthonormal basis of D1 and,
QH :=
m∑
j=1
[Gj ⊗ 1⊗ C(Jfj) +Gj ⊗ 1⊗ C(iJfj)] , D(QH) = D(Q)
=
m∑
j=1
[Gj ⊗ 1⊗ C((1 + i)Jfj)] , D(QH) = D(Q)
We have that QB and QH are the the KO Abelian BRSTand Hamiltonian BRST charges
respectively. Following the proofs as in lemma (4.2.13) and Section 2.5 we see that these are
both Krein symmetric and 2-nilpotent with dense domains. Now we define the BRST charge as
the sum of these two charges, ie
Q :=
m∑
j=1
[
(Gj ⊗ 1+ 1⊗
√
2A(fj))⊗ C(Jfj) + (Gj ⊗ 1+ 1⊗
√
2A(ifj))⊗ C(iJfj)
)
(4.40)
with domain D(Q).
For the remainder of this section we drop the tensor product ⊗ for ease of notation.
Lemma 4.4.1 Q is an odd 2-nilpotent and Krein symmetric.
Proof. That Q is odd and Krein symmetric is obvious. We have that for all fj, fk ∈ Λ ⊂ D1
0 = [Gj +A(fj), Gk +A(fk)]ψ = [Gj +A(fj), Gk +A(ifk)]ψ = [Gj +A(fj), Gk +A(ifk)]ψ
for all ψ ∈ D(Q). It follows that Q2ψ = 0 for all ψ ∈ D(Q) similarly as in lemma (4.2.13). ✷
Therefore we have that Q is Krein symmetric, hence closable by Proposition (7.2.4), and that H
has an dsp-decomposition H = Hd⊕Hs⊕Hp with respect to Q (cf. lemma (3.3.1) and Theorem
(3.2.1)). We want to calculate Hs. As Q is densely defined, Q∗ exists. We can easily check that
Q∗ψ =
m∑
j=1
[
(Gj +
√
2A(Jfj))C(fj) + (Gj +
√
2A(iJfj))C(ifj)
]
ψ
for ψ ∈ D(Q) and hence Q∗ preserves D(Q). To calculate Hs we will calculate Ker∆ on D(Q)
as in lemma (3.2.11). To do this we first need:
Lemma 4.4.2 Let 1 ≤ k ≤ m and g ∈ H. Then
Ker (Gk + a(g)) ∩D(Q) = (KerGk ∩D(Q)) ∩ (Ker a(g) ∩D(Q))
where a(g) is the annihilator in AB0 .
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Proof. Let Nb be the number operator on F
+(H)0 ([16] Chapter 5.2.1). Let N = 1⊗Nb⊗1 be
the extension to D(Q). Then D(Q) = span{⋃j Hj | j ∈ Z+} where Hj are the eigenspaces of N
with integer eigenvalue j. It clear that GkHj ⊂ Hj and a(g)Hj ⊂ Hj−1 for j > 0, 1 ≤ k ≤ m
and a(g)H0 = 0.
Let ψ ∈ Ker (Gk + a(g)) ∩D(Q). As ψ ∈ D(Q) we have for some n ≥ 0, that ψ =
∑n
j=0 ψj
where ψj ∈ Hj. Therefore,
0 = (Gk + a(g))ψ = Gkψn +
n∑
j=1
(Gkψj−1 + a(g)ψj) + a(g)ψ0,
= Gkψn +
n∑
j=1
(Gkψj−1 + a(g)ψj).
As Hj ⊥ Hi for i 6= j we get
Gkψn = 0, (4.41)
Gkψj−1 + a(g)ψj = 0. (4.42)
Combining [Gk, a(g)]ψ = 0 for ψ ∈ D(Q) and equation (4.42) gives
Gk(Gkψj−1) = −a(g)Gkψj.
Substituting j = n gives G2kψn−1 = −a(g)Gkψn = 0 by (4.41). Now G∗k = Gk hence KerGk ⊥
RanGk, and so GkGkψn−1 = 0 implies Gkψn−1 = 0. Using equation (4.42) again gives a(g)ψn =
0.
Summarising we have ψn ∈ (Ker a(g)∩KerGk) and ψn−1 ∈ KerGk. We can iterate the above
arguments using equations (4.41) and (4.42) to get that ψj ∈ (Ker a(g) ∩KerGk) for 0 ≤ j ≤ n
and hence ψ ∈ (Ker a(g) ∩KerGk).
This shows that Ker (Gk+a(g))∩D(Q) ⊂ (KerGk ∩D(Q))∩ (Ker a(g)∩D(Q)). The reverse
inclusion is obvious.
✷
Using this lemma we can prove that
Proposition 4.4.3 Let Hs be defined as in the dsp-decomposition. Then
Hs = H0p ⊗ CΩb ⊗ CΩg,
where Ωb is the vacuum vector in F
+(H)0 and Ωg is the vacuum vector in F
−(H)0, and H0p =
∩mk=1KerGk.
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Proof. Let ψ ∈ D(Q). Then
{Q,Q∗}ψ = {QB∗, QB}ψ +
∑
jk
GjGk{C(Jfj) + C(iJfj), C(fk) + C(ifk)}
+
∑
j
{QB , Gj(C(fj) + C(ifj))}
+
∑
j
{QB∗, Gj(C(Jfj) + C(iJfj))},
= A+B + C +D
where the obvious correspondence between the terms in the two RHS identities are made. Since
QB has the same structure as Qs in lemma (4.2.13), the proof of equation (4.30) adapts imme-
diately to give:
Aψ = 2
∑
j
(a∗(Jfj)a(Jfj) + a∗(fj)a(fj) + c∗(Jfj)c(Jfj) + c∗(fj)c(fj))ψ
Using the CAR relations {C(f), C(g)} = Re(f, g)1 for all f, g ∈ D (cf. equation (3.4)) we get
that
Bψ = (
m∑
jk=1
GjGk{C(Jfj) + C(iJfj), C(fk) + C(ifk)}) = 2(
m∑
j=1
(Gj)
2)ψ.
Now from the action of the BRST superderivation for Bose-Fock theories (cf. Definition (4.2.11))
we have that {QB , Gj(C(fj) +C(ifj))}ψ = Gj{QB , (C(fj) +C(ifj))}ψ = Gj(A(fj) +A(ifj))ψ
and by taking ∗-adjoints {(QB)∗, Gj(C(Jfj)+C(iJfj))}ψ = Gj(A(Jfj)+A(iJfj))ψ. Therefore
using A(g) = 1√
2
(a(g) + a∗(Jg)) for g ∈ D gives:
(C +D)ψ =
∑
j
(Gj(a
∗(fj + ifj) + a∗(Jfj + iJfj) + a(fj + ifj) + a(Jfj + iJfj)))ψ
Also, using the linearity of f → a∗(f) and antilinearity f → a(f) we get that
a∗(fj + ifj)a(fj + ifj)ψ = 2a∗(fj)a(fj)ψ. (4.43)
Therefore we get that
{Q∗, Q}ψ =
∑
j
(
2[c∗(Jfj)c(Jfj) + c∗(fj)c(fj)] + [(Gj + a∗(fj + ifj))(Gj + a(fj + ifj))]
+ [(Gj + a
∗(J(fj + ifj))(Gj + a(J(fj + ifj)))]
)
ψ
which can be checked by expanding, using equation (4.43) and the expressions for A,B,C,D.
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Now this is a sum of positive operators and so:
Ker {Q∗, Q} =
⋂
j
(Ker [c∗(Jfj)c(Jfj) + c∗(fj)c(fj)]
∩Ker [(Gj + a∗(fj + ifj))(Gj + a(fj + ifj))]
∩Ker [(Gj + a∗(J(fj + ifj))(Gj + a(J(fj + ifj)))]),
=
⋂
j
[
Ker c(Jfj) ∩Ker c(fj) ∩Ker (Gj + a(fj + ifj)) ∩Ker (Gj + a(J(fj + ifj)))
]
where the last equality follows from ψ ∈ KerT ∗T ⇔ ψ ∈ KerT . By lemma (4.4.2) to get that
Ker (Gj+a(fj+ifj)) = KerGj∩Ker a(fj+ifj). But Ker a(fj+ifj) = Ker (1−i)a(fj) = Ker a(fj).
Therefore we have that,
Ker {Q∗, Q} =
⋂
j
(KerGj ∩Ker c(Jfj) ∩Ker c(fj) ∩Ker a(Jfj) ∩Ker a(fj)),
= H0p ⊗ CΩb ⊗ CΩg,
and so by lemma (3.2.11) we have that Hs = H0p ⊗ CΩb ⊗ CΩg. ✷
The above Proposition tells us that the BRST charge constructed above will select the correct
physical space for an arbitrary finite commuting set of constraints C = {Gi | i = 1, . . . ,m} ⊂ AH0
without adding ghost number restrictions and does not suffer the MCPS problem and neutrality
problems of usual Hamiltonian BRST (cf. Subsection 2.5.2, Remark (3.1.21) (ii) ).
Example 4.4.4 We revisit the example in subsection (3.3.1), and we want to show that adding
this extended BRST now selects the correct physical algebra. Let H0 be a Hilbert space and that
AH0 = B(H0). Let C = {Cj | j = 1, . . . ,m} be a finite self adjoint set of commuting constraints
and so H0p = ∩mj=1KerCj. Let (1 − P ) be the projection on H0p, and apply the T -procedure
(section (7.4)) to (A0, C). As (1 − P ) ∈ AH0 it is straightforward to see that for the Dirac
physical algebra we have the following isomorphism Pphys ∼= (1 − P )AH0 (1 − P ) (see example
(7.4.7) (i)).
We have m constraints and so dim(D) = 2m and we construct the BRST model above.
Proposition 4.4.5 Let A = AH0 ⊗AB0 ⊗Ag be as above, and let Q have domain D(Q) and be
defined by equation (4.40). Then:
(i) We have Hs = H0p ⊗CΩb ⊗ CΩg = KerP ⊗ CΩb ⊗ CΩg. Therefore
Ps = (1− P )⊗ PΩb ⊗ PΩg ∈ A,
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where PΩb , PΩg are the projections onto CΩb, CΩg.
(ii) Define δ(·) := [Q, ·]sb for A ∈ A as in Subsection (3.3), then
P˜BRST ∼= Φs(Ker δ) = (1− P )AH0 (1− P )⊗ 1⊗ 1 ∼= Pphys,
where we are using the alternative definition of the BRST observables in Subsection 3.3.2,
and Φs(Ker δ) for all A ∈ A.
Proof. (i): That Hs = H0p ⊗ CΩb ⊗ CΩg follow by Proposition (4.4.3). And as (1 − P ) is the
projection on H0p this implies Hs = KerP ⊗ CΩb ⊗ CΩg hence Ps = (1 − P ) ⊗ PΩb ⊗ PΩg ∈ A
where PΩb , PΩg are the projections onto CΩb, CΩg.
(ii): Let T ∈ Ker δ. Using the commutation relations for a(f), c(f) we can write,
T = A0 ⊗ 1⊗ 1+
M∑
j=1
Aj ⊗Mj
where Aj ∈ AH0 , Mj is normally ordered monomial of creators and annihilators corresponding
the ghosts and bosonic field. As theMj are normally ordered we have that Mj(PΩb ⊗PΩg )ψ = 0
for ψ ∈ D(Q) and so,
PsTPsψ = Ps(A0 ⊗ 1⊗ 1)Ps = (1− P )A0(1− P )⊗ 1⊗ 1.
Also, QPsψ = PsQψ = 0 for ψ ∈ KerQ and so as Ps ∈ A, we have that PsAPs ⊂ Ker δ.
Combining this with the above calculation gives that,
PsAPs = Φs(PsAPs) ⊂ Φs(Ker δ) = (1− P )AH0 (1− P )⊗ 1⊗ 1 = PsAPs,
✷
Proposition (4.4.5)(ii) shows that the combined KO Abelian BRSTand Hamiltonian BRST
charge Q selects the Dirac physical space and algebra in this example. It is important to note
that we chose our original algebra to be AH0 = B(H0) so that (1− P ) ∈ AH0 which in turn gave
Ps ∈ A. This was crucial for the above isomorphism. ♠
Remark 4.4.6 (i) It would be nice to extend the above procedure in two directions: The
Hamiltonian case where the constraints do not commute, and the case of an infinite set of
constraints C. This is work still in progress.
♠
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Chapter 5
C∗-BRST
In this chapter we will cast the above structures into a C∗-algebraic context.
So far we have given an account of the general structures of quantum BRST in a given
representation in Chapter 3 and constructed and examined explicitly rigorous examples for
basic abelian Hamiltionian BRST (cf. Subsection 3.3.1), and abelian Bose-Fock theories, such
as QEM, in Chapter 4. In the algebraic approach we would like to be able to move beyond a
given representation and construct BRST structures at the C∗-algebraic level. For the case of
Hamiltionian BRST given in Section 2.5, this is straightforward as all have already assumed
that our operators, etc are bounded. However for BRST-QEM we have that the basic objects,
such as the fields, the BRST charge Q, etc. are unbounded and so we need more elaborate
constructions.
We first have to interpret the structures of Chapter 3 in an abstract setting. As already
discussed in the introduction to Chapter 4, we take that the BRST superderivation δ to be of
primary interest and so aim to make a formulation of BRST as a superderivation acting on a
C∗-algebra A. Once this is done we need to identify the correct states on A. To motivate our
definitions we investigate what a BRST theory with bounded Q looks like and what the physical
states on this theory will be.
With bounded BRST as a guide we aim to construct BRST for QEM. For this, we need to
find a C∗-form for the superderivation in definition (4.2.11):
δ(A(g) ⊗ 1) = i1⊗ C(P2ig), g ∈ D,
δ(1 ⊗ C(g)) = A(Y P1g)⊗ 1 g ∈ D.
Due to unboundedness, there are several technical hurdles to overcome, such as domain issues
155
related to the unboundedness of the fields A(g). The main tool used for dealing with these issues
is the Resolvent Algebra [18, 17], which encodes the CCR relations in bounded form similar to
the Weyl algebra. Using the QEM test function space we perform the T -procedure (cf. Appendix
7.4) on the Resolvent Algebra, calculate the physical algebra and see that this gives the results
we expect from other examples [46].
We then encode the KO Abelian BRSTstructures in bounded form, following an approach
similar to [17]. A surprise is that KO Abelian BRSTusing the symplectic test function space
with covariant symplectic form (X, σ1) (cf. Subsection (4.2.2)), produces more BRST-observables
than what we get from the T -procedure. This is because the BRST-procedure does not remove
the ghosts.
To resolve this issue we study a second the Resolvent Algebra using the auxiliary symplectic
form, i.e. (D, σ2) as in Subsection 4.2.2. In this case we get that BRST-procedure and the Dirac
procedure produce the same physical algebra, but we pay the price that we have to work harder
to encode the Poincare´ transformations.
Finally, we give a general formulation of a BRST-theory motivated by these results, and
show how the examples we have seen so far fit into this framework.
We use the following notation with respect to C∗-algebras:
Definition 5.0.7 Let A be a C∗-algebra:
• S(A) is the set of states of A.
• Let B be a C∗-subalgebra of A and ω ∈ S(A). Then ωB := ω|B ∈ S(B).
• πω : A → Hω is the GNS-representation associated ω ∈ S(A), Ωω ∈ Hω is its cyclic
generating vector, and we denote its inner product by 〈ψ, ξ〉ω for all ψ, ξ ∈ Hω.
• Let α ∈ Aut (A) be ∗-automorphism and ω ◦ α = ω. Then there exists a unitary Uω ∈ Hω
such that πω(α(A)) = U
∗
ωπω(A)Uω for all A ∈ A and UωΩω = Ωω. We call Uω the
implementer of α in πω : A → B(Hω).
• Let α ∈ Aut (A) be ∗-automorphism, ω ◦α = ω, and α2 = ι. Let Jω be the implementer of
α. It follows that J2ω = 1 and J
∗
ω = Jω. We define the indefinite inner product (·, ·)ω,
(ψ, ξ)ω := 〈ψ, Jωξ〉ω, ψ, ξ ∈ Hω.
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By lemma (7.2.3) we have that Hω with (·, ·)ω is a Krein space with fundamental symmetry
Jω. This will always be the Krein structure we associate to a ∗-automorphism such as α.
We define an involution on A by
A† := α(A∗), (5.1)
and note that by lemma (7.2.1),
πω(A)
† = Jωπω(A)∗Jω = Jωπω(A∗)Jω = πω(α(A∗)) = πω(A†),
where πω(A)
† is the Krein adjoint of πω(A) in (πω,Hω). Therefore equation (5.1) is the
natural way to define the Krein involution with respect to α on A in a representation
independent way.
5.1 Bounded δ
We first cast the BRST structures of Chapter 3 in a C∗-algebra setting, for the case where
A0 is a C∗-algebra. We assume that A0 is a unital C∗-algebra and that β ∈ Aut(A0) is a
∗-automorphism such that β2 = ι. β encodes any Krein structure present in A0, and we define
an involution on A0 by A† := β(A∗) for all A ∈ A0. When we have no relevant Krein structures
we will setβ = ι.
The Unextended Field Algebra is A0 and we assume that it has some kind of degeneracy,
such as constraints. Depending on the example we are modelling we will take the C∗-tensor
product of A0 with either the ghost algebra Ag(H2) or the restricted ghost algebra Arg(H2) (cf.
Subsection 3.1.2), where H2 corresponds to the degrees of degeneracy, i.e. dim(H2) = number
of linear independent constraints in the Hamiltonian case (cf. Definition 3.1.3). As Ag(H2)
is a CAR algebra and Arg(H2) is finite dimensional we have that these are both nuclear C∗-
algebras, the norm on the tensor product is unique. Let α′ ∈ Aut (Ag) be the automorphism
that corresponds to the Krein-ghost stucture (cf. equation (3.11)), hence (α′)2 = ι.
Definition 5.1.1 The BRST-Field Algebra is either A := A0 ⊗ Ag or A := A0 ⊗ Arg and
we let A have the Z2-grading with grading automorphism ι ⊗ γ (cf. Definition (3.1.9)). Let
α := β ⊗ α′ ∈ Aut (A) and note that α2 = ι. Define the involution on A by:
A† := α(A∗), ∀A ∈ A.
We assume that there exists a BRST-charge Q ∈ A such that Q is 2-nilpotent, Q† = α(Q∗) = Q
and Q ∈ A−, i.e. γ(Q) = −Q.
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Remark 5.1.2 The tensor C∗-norm on A is unique as Ag is a CAR algebra hence nuclear (cf.
[13] Example II.8.2.2 (iii), Example II.9.4.2 and II.9.4.5). Also Arg is only used in the case of a
finite number of ghosts, hence Arg is finite dimensional and hence nuclear. ♠
This is the situation as for Hamiltonian BRST in Section 2.5. Now as Q is bounded we have:
Lemma 5.1.3 Let Q be as in Definition (5.1.1). Then Q generates a bounded superderivation
δ : A→ A:
δ(A) := [Q,A]sb = QA− γ(A)Q,
such that:
(i) δ2 = 0.
(ii) γ ◦ δ ◦ γ = −δ.
(iii) δ(A)∗ = −α ◦ δ ◦ α ◦ γ(A∗). This identity encodes that δ(A†) = δ(A)†.
Proof. First, as A is a C∗-algebra ‖δ(A)‖ ≤ ‖Q‖‖A‖ + ‖γ(A)‖‖Q‖ = 2‖Q‖‖A‖, hence δ is
bounded as a linear map δ : A → A.
(i) Let A ∈ A. Then
δ2(A) = δ(QA − γ(A)Q) = Q2A− γ(QA)Q−Qγ(A)Q+ γ(γ(A)Q)Q,
= Qγ(A)Q−Qγ(A)Q−AQ2,
= 0
where used γ2 = ι, γ(Q) = −Q and Q2 = 0.
(ii): Follows as Q ∈ A− ⇒ γ(Q) = −Q.
(iii): We calculate using α(Q∗) = Q and α2 = ι that:
δ(A)∗ = A∗Q∗ −Q∗γ(A∗) = −α(Qα(γ(A∗))− α(A∗)Q) = −α ◦ δ ◦ α ◦ γ(A∗).
✷
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We now want to select states from which we can construct structures as in Chapter 3. In the
usual heuristic setup, the extended state space is the original state space tensored with a ghost
state space. In terms of states on A this corresponds to the set:
ST := {ω ∈ S(A) |ω = ω1 ⊗ ω2, ω1 ∈ S(F), ω2 ∈ Sg},
where Sg is definied in Definition 3.1.12, and so ω2 ∈ Sg implies that ω2 ◦ α′ = ω hence Hω2 is
a Krein space with fundamental symmetry, Jω2 , implementing α and Jω2Ωω2 = Ωω2 . Thus Ωω2
is positive in the Krein inner product on Hω2 (cf. Definition (5.0.7)). Assuming ω1 ◦ β = ω1
gives analogous Krein structures for Hω1 (cf. Definition (5.0.7)). We choose states that have
GNS-cyclic vectors in Kerπω(Q).
Definition 5.1.4 The BRST-states Sδ ⊂ ST are states of the form ω1⊗ω2, where ω1 ◦β = ω1,
ω2 ∈ Sg and
ω(AQ) = 0 ∀A ∈ A
Since, for ω ∈ Sδ then ω ◦ α = ω and so ω(AQ∗) = ω(α(A)Q) = 0 for all A ∈ A, hence ω ∈ Sδ
corresponds to a state such that
Ωω ∈ Kerπω(Q) ∩Kerπω(Q∗) = Kerπω({Q,Q∗}).
We can rephrase the Kerπω(Q) condition in terms of δ alone [39]:-
Lemma 5.1.5 Let ω = ω1⊗ω2, where ω1 ◦β = ω1, ω2 ∈ Sg. Then the following are equivalent:
(i) ω(AQ) = 0 ∀A ∈ A.
(ii) ω(δ(A)) = 0 ∀A ∈ A.
(iii) ω(B) = 0 ∀B ∈ (Ran δ ∩ Ran δ∗).
Proof. Let ω(AQ) = 0 ∀A ∈ A then,
ω(δ(A)) = ω(QA) = −ω(A∗Q∗) = −ω(α(A∗)Q) = 0,
which proves one direction for both equivalence statements.
Conversely, let ω(δ(A)) = 0∀A ∈ (Ran δ∩Ran δ∗). We have that ∆ = QQ∗+Q∗Q = δ(Q∗) ∈
(Ran δ ∩Ran δ∗), hence 0 = ω(δ(Q∗)) = ω(QQ∗+Q∗Q) = 0, and hence ω(QQ∗) = ω(Q∗Q) = 0.
Therefore by Cauchy-Schwartz we get that |ω(AQ)| ≤ ω(AA∗)ω(Q∗Q) = 0, and so ω(AQ) = 0
∀A ∈ A. Therefore (ii) ⇒ (iii) ⇒ (i) and we are done. ✷
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With the appropriate states chosen, we would like to describe the structures of Chapter 3
algebraically.
Definition 5.1.6 (i) Define the representation πδ : A → B(Hδ) by:
Hδ :=
⊕
{Hω |ω ∈ Sδ}, πδ :
⊕
{πω |ω ∈ Sδ},
and denote the Hilbert inner product on Hδ by 〈·, ·〉Hδ .
(ii) We have ω ◦ α = ω for all ω ∈ Sδ, hence α is unitarily implemented in each πω so α is
unitarily implemented in Hδ. Denote the implementer for α in πδ by Jδ. As Jδ|Hω = Jω
it follows from α2 = ι that (Jδ)2 = 1 and (Jδ)∗ = Jδ. By lemma (7.2.3) Hδ is a Krein
space with fundamental symmetry Jδ and indefinite inner product (·, ·)Hδ := 〈·, Jδ ·〉Hδ .
(iii) Let Hδ = Hdδ ⊕Hsδ ⊕Hpδ and Hω = Hdω ⊕Hsω ⊕Hpω be the dsp-decompositions with respect
to πδ(Q) and πω(Q) where ω ∈ Sδ (cf. Theorem (3.2.1)). Let P kj , k = ω, δ, j = d, s, p be
the corresponding projections on Hδ,Hω.
(iv) Let ω ∈ Sδ. For j = δ, ω define,
HBRSTphys,j := Kerπj(Q)/Hdj .
and let ϕj : Kerπj(Q) → HBRSTphys,j be the factor map. Denote ψˆ := ϕδ(ψ) for ψ ∈ Hδ and
ψˆω = ϕω(ψ) for ψ ∈ Hω.
Remark 5.1.7 As Hδ = ⊕ω∈SδHω it is obvious that Hjδ = ⊕ω∈SδHjω for j = d, s, p, and hence
P δj = ⊕ω∈SδPωj , j = d, s, p. ♠
To get the spatial structures of Chapter 3:
Proposition 5.1.8 We have that HBRSTphys,δ is a Krein space with indefinite inner product:
(ψˆ, ξˆ)p := (ψ, ξ)Hδ = (P
δ
s ψ,P
δ
s ξ)Hδ ,
fundamental symmetry Jδp ψˆ := ϕδ(J
δP δs ψ) and Hilbert inner product,
〈ψˆ, ξˆ〉p := (ψˆ, Jδp ξˆ)p = 〈P δs ψ,P δs ξ〉Hδ , (5.2)
and norm ‖ψˆ‖p := 〈ψˆ, ψˆ〉1/2p . The space HBRSTphys,δ is a Hilbert space with respect to the inner
product (ψˆ, ξˆ)p if and only if J
δ
p = 1 if and only if
JδP δs = P
δ
s , (5.3)
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Hence the physicality condition for the abstract BRST system is equation (5.3).
Proof. As Q = α(Q∗) = Q† we have that πδ(Q) is Krein self adjoint with respect to 〈·, ·〉Hδ .
Hence, we have that πδ(Q) and Hδ satisfy the hypothesis of Theorem (3.2.8), and so the Propo-
sition follows from Theorem (3.2.8), Definition (3.2.2) and lemma (3.2.7). ✷
To get the algebraic structures as in Chapter 3 we define:
Definition 5.1.9 Define the linear map:
Φδs : A → B(Hδ), by Φδs(A) := P δs πδ(A)P δs ,
By lemma (3.3.10) we have that Φδs is an algebra homomorphism on Ker δ ⊂ A. We define the
BRST-physical algebra as
PBRST0 := Ker δ/(Ker δ ∩KerΦδs) ∼= Φδs(Ker δ).
Let the factor map be τ : Ker δ → PBRST0 , and denote Aˆ := τ(A) ∈ PBRST0 for A ∈ Ker δ.
Remark 5.1.10 The above definition corresponds to the alternative definition of the phsyical
algebra in Subsection 3.3.2. To connect with the cohomological definition of the physical algebra
we extend πδ(A) to Aext = ∗-alg{A, P δs , P δp , P δd , πδ(Q),K} as in Section (3.3). Then (Ker δ ∩
A)/(Ran δ ∩ A) ∼= PBRSTω by Theorem (3.3.11) (see also Remark (3.3.16)). ♠
As Ker δ is not in general a ∗-subalgebra of A (e.g. Q ∈ Ker δ but δ(Q∗) = Q∗Q+QQ∗ 6= 0 for
Q 6= 0) we do not get that PBRST is a C∗-algebra using the usual factor norm. To get a natural
norm for PBRST0 we use the norm on HBRSTphys,δ .
Proposition 5.1.11 Define the representations,
πj,p : PBRST0 → B(HBRSTphys,j ),
πj,p(Aˆ)ψˆ : = π̂j(A)ψ, ψ ∈ Kerπj(Q)
where j = ω, δ and ω ∈ Sδ. Define the seminorm on PBRST0 by:
‖Aˆ‖p := ‖πδ,p(Aˆ)‖B(HBRST
phys,δ
).
Then ‖Aˆ‖p is a norm on PBRST0 ,
‖Aˆ‖p = ‖Φδs(A)‖Hδ , (5.4)
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and PBRST := PBRST0 is a Banach algebra where closure is with respect to ‖Aˆ‖p. Moreover
PBRST ∼= Φδs(Ker δ)
B(Hδ)
where the isomorphism is isometric. Thus πδ,p is a faithful represen-
tation of PBRST and all calculations can be done in this representation.
Proof. First A ∈ Ker δ ⇒ ARan πδ(Q) ⊂ Ran πδ(Q), hence
A ∈ Ker δ ⇒ πδ(A)Hdδ ⊂ Hdδ ⇒ P δs πδ(A)Ker πδ(Q) = P δs πδ(A)P δsKerπδ(Q) (5.5)
Using this we see that ‖Aˆ‖p is a norm by the calculation:
‖Aˆ‖p = sup
‖ψˆ‖p=1
‖πδ,p(Aˆ)ψˆ‖p = sup{‖P δs πδ(A)ψ‖Hδ | ψ ∈ Kerπδ(Q), ‖P δs ψ‖Hδ = 1}
= sup
‖P δs ψ‖Hδ=1
‖P δs πδ(A)P δs ψ‖Hδ ,
= ‖Φδs(A)‖Hδ ,
for A ∈ Ker δ, where we have used that ‖ψˆ‖p = ‖P δs ψ‖Hδ for ψ ∈ Kerπδ(Q) by equation (5.2)
for the second equality, and equation (5.5) for the third. Therefore ‖Aˆ‖p = 0 iff ‖Φδs(A)‖Hδ = 0
iff Φδs(A) = 0 iff Aˆ = 0, and so ‖ · ‖p is a norm. Let A,B ∈ Ker δ. As ‖P δs ‖B(Hδ) = 1 we have
that:
‖AˆBˆ‖p = ‖Φδs(AB)‖Hδ ≤ ‖Φδs(A)‖Hδ‖Φδs(B)‖Hδ = ‖Aˆ‖p‖Bˆ‖p.
Thus PBRST is a Banach algebra where closure is with respect to ‖Aˆ‖p. The last isomorphism
comes from equation (5.4). ✷
Now for A ∈ Ker δ we have that A∗ need not be in Ker δ (e.g. Q). Hence we have to be careful
of how we define a ∗-involution on PBRST (cf. lemma (3.3.8)).
Proposition 5.1.12 We have:
(i) (Ker δ)† = Ker δ and (Ker δ ∩ KerΦδs)† = (Ker δ ∩ KerΦδs). Hence † on Ker δ factors
to the †-involution on PBRST which coincides with the †-involution with respect to the
representation πδ,p, i.e.
πδ,p(Â†)ψˆ = πδ,p(Aˆ)†ψˆ
for all A ∈ Ker δ where πδ,p(Aˆ)† is the the adjoint of πδ,p(Aˆ) with respect to the inner
product (·, ·)p. Furthermore,
PBRST ∼= Φδs(Ker δ)
where the above is an isometric †-isomorphism.
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(ii) Let M ∈ Ker δ be a subalgebra such that Φδs(M) = Φδs(M∗). Given A ∈ M, define
Aˆ∗ := Bˆ, (5.6)
where Φδs(A
∗) = ΦWs (B) for some B ∈M. This defines an involution onM/(M∩KerΦδs)
such that M/(M∩KerΦδs) is a C∗-algebra where closure is with respect to ‖ · ‖p.
(iii) Let the physicality condition JδP δs = P
δ
s hold (equation (5.3)). Then Ker δ satisfies the
conditions on M in (ii), hence PBRST is a C∗-algebra with respect to the norm ‖ · ‖p.
Moreover, the †-involution from (i) and ∗-involution from (ii) coincide.
Proof. (i): (Ker δ)† = Ker δ follows from Q† = Q. By Theorem (3.2.8), we have [P δs , Jδ ] = 0,
hence (P δs )
† = JδP δ∗s Jδ = P δs and so it follows that (Ker δ ∩KerΦδs) is a †-subalgebra of Ker δ.
Hence the involution † factors to an involution on PBRST . Moreover, it coincides with the
†-involution with respect to the representation πδ,p which can be seen by the calculation:
(πδ,p(Â†)ψˆ, ξˆ)p = ( ̂πδ(A†)ψ, ξˆ)p = (πδ(A†)ψ, ξ) = (ψ, πδ(A)ξ) = (ψˆ, πδ,p(Aˆ)ξˆ)p,
for all ψ, ξ ∈ HBRSTphys,δ and all A ∈ Ker δ, where we have used that by definition (ψˆ, ξˆ)p = (ψ, ξ)
for all ψ, ξ ∈ Kerπδ(Q) (cf. Proposition (5.1.8)).
Let A ∈ Ker δ. Then using [P δs , Jδ] = 0,
Φδs(A
†) = Φδs(α(A)
∗) = P δs Jδπδ(A)
∗JδP δs = (JδP
δ
s πδ(A)P
δ
s Jδ)
∗ = Φδs(A)
†
where we used J∗δ = Jδ in the last line. Combining this with Proposition (5.5.8) gives that
there is a isometric †-isomorphism such that PBRST ∼= Φδs(Ker δ). (ii): Let A ∈ M then by
assumption there exists B ∈ M such that Φs(A∗) = Φs(B). Now by equation (5.5) we have
A ∈ Ker δ ⇒ P δs πδ(A)Kerπδ(Q) = P δs πδ(A)P δsKerπδ(Q),
hence for all ξ, ψ ∈ Kerπδ(Q) we have by equation (5.2),
〈ξˆ, πδ,p(Aˆ)ψˆ〉p = 〈P δs ξ, P δs πδ(A)ψ〉Hδ ,
= 〈P δs ξ, P δs πδ(A)P δs ψ〉Hδ ,
= 〈Φδs(A∗)ξ, ψ〉Hδ ,
= 〈Φδs(B)ξ, ψ〉Hδ ,
= 〈πδ,p(Bˆ)ξˆ, ψˆ〉p, (5.7)
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and hence
πδ,p(Aˆ)
∗ = πδ,p(Bˆ) = πδ,p((Aˆ)∗) ∈M/(M∩KerΦδs)
where we used equation (5.6) and that B ∈ M. This shows that M/(M ∩ KerΦδs) is a ∗-
algebra. Furthermore, Proposition (5.1.11) gives that πδ,p : M/(M∩ KerΦδs) → B(HBRSTphys,δ ) is
an isometric isomorphism, and so we have proved that πδ,p is a ∗-isometric isomorphism. Hence
as B(HBRSTphys,δ ) is a C∗-algebra so is M/(M∩KerΦδs).
(iii): Now A ∈ Ker δ implies A† ∈ Ker δ and by equation (5.3) Φδs(A†) = P δs Jδπδ(A∗)JδP δs =
P δs πδ(A
∗)P δs = Φδs(A∗). Therefore we can apply (ii) with M = Ker δ and M2 = (Ker δ)† =
Ker δ = M to get that PBRST = Ker δ/(Ker δ ∩KerΦδs) with norm ‖ · ‖p is a C∗-algebra.
Moreover by Proposition (5.1.12) (i) and the defining equation (5.6), Aˆ† = Â† = Aˆ∗. ✷
Remark 5.1.13 (i) Note that the above Proposition does not assume that M is a C∗-
algebra. If is factoring out by (M∩KerΦδs) and using the the Hilbert ∗-involution coming
from the BRST physical space HBRSTphys,δ that gives a C∗-algebra.
(ii) Proposition (5.1.12) (iii) shows that equation (5.3) is a good physicality condition as it
ensures that the †-involution factors to a C∗-involution on the physical algebra PBRST .
♠
Example 5.1.14 Extend A by defining A˜ = C∗({P δs , πδ(A)}). We drop the notation πδ here,
and extend all the structures such as δ and α to A˜ by using Q and Jδ, etc.
As QP δs = P
δ
sQ = 0 we have that Φ
δ
s(A˜) ⊂ Ker δ hence we have
Φδs(A˜) ⊂ Φδs(Ker δ) ⊂ Φδs(A˜),
hence Φδs(Ker δ) = Φ
δ
s(A˜). By taking adjoints we see
Φδs((Ker δ)
∗) = Φδs(A˜∗) = Φδs(A˜) = Φδs(Ker δ)
and so by extending A by P δs , we get from Proposition (5.1.12) (ii) that PBRST is a C∗-algebra
with norm ‖ · ‖p. Notice again that we did not assume that Ker δ was ∗-algebra to begin with.
♠
Summarising the above discussion we get:
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Theorem 5.1.15 Let A, α,Q, δ,Sδ , πδ : A → B(Hδ) be as in Definitions (5.1.1), (5.1.4) and
(5.1.6), and let,
Φδs(A) := P
δ
s πδ(A)P
δ
s , A ∈ A.
as in Definition (5.1.9). Then:
(i) Φδs is a homomorphism on Ker δ and on (Ker δ)
∗.
(ii) Let PBRST0 = Ker δ/(Ker δ ∩KerΦδs) and πδ,p : PBRST0 → B(HBRSTphys,δ ) be as in Proposition
(5.1.11). Then PBRST0 has norm
‖Aˆ‖p := ‖πδ,p(Aˆ)‖B(HBRST
phys,δ
) = ‖Φδs(A)‖Hδ , ∀A ∈ Ker δ
with respect to which PBRST := PBRST0 it is a †-Banach algebra and we have a †-isometric
isomorphism such that PBRST ∼= Φδs(Ker δ)
B(Hδ)
(iii) If Φδs(Ker δ) = Φ
δ
s((Ker δ)
∗), then PBRST is a C∗-algebra with norm ‖ · ‖p and involution
denoted by ∗ as defined in equation (5.6).
1. When JδP δs = P
δ
s we have that Φ
δ
s(Ker δ) = Φ
δ
s((Ker δ)
∗) and so PBRST is a C∗-
algebra.
2. When we extend A to A˜ = C∗({P δs ,A}) as we have that Φδs(Ker δ) = Φδs((Ker δ)∗)
and so PBRST is a C∗-algebra.
Proof. (i): Follows from lemma (3.3.10) applied to for πδ(Q) and πδ(Q
∗). (ii) is Proposition
(5.1.11) and Proposition (5.1.12). (iii) follows from Proposition (5.1.12) and Example (5.1.14).
✷
We may want a more intrinsic description of PBRST , i.e. one that does not involve Φδs.Define,
SδS := {ωψ |ψ ∈ Hδs = Kerπδ(∆)}, TS := ∩ω∈SδSKerω,
where ωψ denotes the vector state of ψ ∈ Hδ\{0}, i.e. ωψ(·) := 〈ψ, ·ψ〉/‖ψ‖2 . The above
definition implies that if A ∈ TS then πω(A)|Hωs = 0 for ω ∈ Sδ ([20] II Proposition 2.15 p34).
Hence if τ : Ker δ → PBRST0 is the factor map (πδ,p ◦ τ)(Ker δ ∩ TS) = {0}, i.e. Ker δ ∩ TS are
trivial BRST observables. We will see that these are all the trivial observables.
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Proposition 5.1.16 We hav,
Ker δ ∩ TS = Ker δ ∩KerΦδs,
hence Ker δ ∩ TS is a two-sided ideal in Ker δ and,
PBRST0 = Ker δ/(Ker δ ∩ TS).
Proof. Let A ∈ (Ker δ∩TS), ω ∈ Sδ , ψ ∈ Hω. Since Pωs ψ ∈ Hωs we have ωPωs ψ ∈ SδS . As A ∈ TS
we have 〈ψ,Pωs πω(A)Pωs ψ〉 = ωPωs ψ(A) = 0 and as ψ ∈ Hω was arbitrary Pωs πω(A)Pωs = 0. As
P δs = ⊕ω∈SδPωs (cf. Remark (5.1.7)) it follows that A ∈ KerΦδs.
Conversely, let A ∈ KerΦδs and ωψ ∈ SδS . A ∈ KerΦδs ⇒ P sωπω(A)P sω = 0 and so ωψ(A) =
ωPωs ψ(A) = 〈ψ,Pωs πω(A)Pωs ψ〉ω = 0. Hence Ker δ ∩KerΦδs = Ker δ ∩ T δS . ✷
Example 5.1.17 We are now in a position to formulate Hamiltonian BRST with finite con-
straints (cf.Section 2.5) in a C∗-algebra format. Let (A0, C) be a quantum system with con-
straints (cf. Appendix 7.4) where C = {Gj}mj=1 is a set of finite set of self-adjoint constraints
that form a Lie algebra,
[Ga, Gb] = iC
c
abGc, C
c
ab ∈ R.
where Ccab is antisymmetric in all indices. Let SD(A0) be the set of Dirac states and let P ∈ A′′0
be the open projection from Theorem (7.4.6). Therefore P is such that ω(P ) = 0 iff ω ∈ SD(A0).
Let H be a complex Hilbert space with dim(H) = 2m. If we recall the construction in lemma
(3.1.1) then given any decomposition
H = H1 ⊕H2
such that dim(H2) = m, there exists a unitary J ∈ B(H) with J2 = 1 such that JH1 = H2 and
H has Krein inner product (·, ·) := 〈·, J ·〉, hence H1[⊕]H2.
Given such a choice of decomposition H = H1 ⊕H2 and J , then H has all the structure of
the ghost test function space H in Section 3.1.
Let Arg(H2) be the restricted ghost algebra as in Definition (3.1.3) and let ηj := η(fj), ρj :=
ρ(fj). Let the BRST-Field Algebra be A = A0⊗Arg with α = ι⊗α′ where α′ ∈ Aut (Ag(H2)) is
the automorphism associated to the ghost-Krein structure (cf. Defintion (5.1.1)). Note that the
tensor norm on A is unique as Arg is finite dimensional. Define the BRST charge as in equation
(2.31):
Q := Ga ⊗ ηa − (i/2)Ccab1⊗ ηaηbρc, (5.8)
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and we have as in (2.32) that Q† = α(Q∗), Q2 = 0, Q ∈ A−. Then we have all the structures as
in Theorem (5.1.15) as well as the representations πω,p : PBRST → B(HBRSTω,phys) as in Proposition
(5.1.11) for ω ∈ Sδ
Lemma 5.1.18 In the case of abelian constraints, i.e. Ccab = 0 ∀a, b, c, we have:
(i) Sδ = SD ⊗Sg,
(ii) P δs = (1− P )⊗ 1,
where P is the restriction to Hδ of the projection from Theorem (7.4.6).
Proof. (i) Let ω = ω1 ⊗ ω2 ∈ S(A) and ω2 ∈ Sg. Recall that ∆ = {Q∗, Q}. From lemma 5.1.5
we know that if ω ∈ Sδ then ω(δ(Q∗)) = ω(∆) = 0. Conversely, if ω(Q∗Q + QQ∗) = 0 then
by positivity we have ω(Q∗Q) = 0 hence ω ∈ Sδ. Now, as in Subsection 2.5.2, we have ∆ =
{Q∗, Q} = GjGj ⊗ 1 and therefore for any ω = ω1 ⊗ ω2 ∈ Sδ iff ω(∆) = ω1(GbGb)⊗ ω2(1) = 0,
hence ω1 ∈ SD.
(ii) Let ω = ω1 ⊗ ω2 ∈ Sδ. Then Pωs is the projection onto
Kerπω(Q) ∩Kerπω(Q∗) = Kerπω(∆) =
⋂
j
(
Kerπω1(Gj)⊗Hgω2
)
= Kerπω(P )⊗Hg,
hence P δs = (1− P )⊗ 1. ✷
From this it follows that is we restrict ourselves to Ker δ∩(A0⊗1) then we get that the restricted
BRST observables are equivalent to the traditional Dirac observables.
Proposition 5.1.19 For abelian constraints we have:
(i) Ker δ ∩ (A0 ⊗ 1) = C′ ⊗ 1,
(ii) Φδs(Ker δ ∩ (A0 ⊗ 1)) ∼= (C′/(C′ ∩ D)))⊗ 1
where C′ is the commutant of C′ in A0 and D is defined as in Appendix 7.4, and ∼= is a ∗-
isomorphism.
Proof. (i) Take A⊗ 1 ∈ A0 ⊗ 1. Then δ(A) =
∑
j [Gj , A]⊗ ηj. As ηj are linearly independent
we get that A⊗ 1 ∈ Ker δ iff A ∈ C′.
(ii) Using lemma (5.1.18) we have that Φδs(Ker δ ∩ (A0 ⊗ 1)) = [(1 − P )C′(1 − P )] ⊗ 1 ∼=
(C′/(C′ ∩ D))⊗ 1 by Theorem (7.4.6) (v). This is obviously a ∗-isomorphism. ✷
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♠Remark 5.1.20 (i) From lemma (5.1.18) we see that Hω =
⋂
j
(
Kerπω1(Gj)
) ⊗ Hgω2 for
ω = ω1 ⊗ ω2 ∈ Sδ . As Ag is simple we get that πω2 is faithful and we still get the MCPS
problem for abelian BRST as in Subsection 2.5.2 and neutrality problems as in Remark
(3.1.21)). It is not hard to see that this also follows for non-abelian constraints from
equation (2.36) in the same way as described in Subsection 2.5.2.
(ii) Proposition (5.1.19) tells us that if we restrict δ to our original algebra that the BRST
method selects a physical algebra equivalent to the one obtained using the traditional Dirac
method, i.e. the commutant of the constraints. The problem with this approach is that
it does not handle equivalent sets of constraints well because different sets of constraints
which select the same set of physical states may have different commutants. This is
the reason why the T -procedure defines the observable algebra as the abstract version of
the weak commutant of the constraints [41] p100, and a significant advantage which this
generalized Dirac method of constraints has over Hamiltonian BRST.
♠
5.2 Resolvent Algebra
To cast the structures of Chapter 4 into a C∗-algebraic setting we have several hurdles to over-
come. The main difficulty is that the objects so far defined are unbounded operators, hence
analytically difficult. Here we want to find a C∗-algebra that which encodes the algebraic infor-
mation of the operators involved, i.e. it can reproduce the above structures in the appropriate
representations. We will use notations for inner product spaces and symplectic spaces as in
Appendices 7.2, 7.3.
The main relation we would like to model is the superderivation action, given in Definition
(4.2.11),
δ(A(g) ⊗ 1) = i1⊗ C(P2ig), g ∈ D,
δ(1 ⊗ C(g)) = A(Y P1g)⊗ 1 g ∈ D.
These are awkward relations because:
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(i) They involve Krein-symmetric unbounded operators such as A(g) ⊗ 1. Unboundedness
gives domain technicalities and spectral theory for Krein-symmetric operators is more
complicated and less well understood than for the Hilbert space case.
(ii) The equation δ(1 ⊗ C(g)) = A(Y P1g) ⊗ 1 maps bounded operators to unbounded op-
erators, and so δ will be hard to interpret even after the CCR relations have been cast
into a bounded form. This problem has been previously analyzed for the supersymmetry
superderivation (cf. [18], instead leading to the Resolvent algebra.
We start with a brief description of the structure of Resolvent Algebras of CCR’s. Proofs can
be found in [18]. One observes that resolvents of self-adjoint operators can be used as ‘mollifiers’
in the following sense. Let A be a self-adjoint operator acting on a Hilbert space H with domain
D(A). Since A has real spectrum, (iλ1−A)−1 ∈ B(H) for λ ∈ R\{0}, and by functional calculus
we get that A(iλ1−A)−1 = (iλ1−A)−1A = iλ(iλ1−A)−1−1 ∈ B(H). ThusM := (iλ1−A)−1
carries the information of A in bounded form and ‘mollifies’ A, i.e. AM ∈ B(H) ∋MA. Recall
from [21] that A is affiliated with a C∗-algebra A ⊂ B(H) if M = (iλ1 − A)−1 ∈ A. It makes
sense to look for a C∗-algebra A ⊂ B(H) which contains the resolvents (iλ1 − A)−1 of all self-
adjoint operators A which we need. The mollifying property will prove key ingredient for BRST
in making sense of the identities δ(1⊗C(g)) = A(Y P1g)⊗ 1 as will be seen in Subsection 5.3.4.
A bosonic field is often described by operators satisfying the CCR as in [16]. That is given
(X, σ) a real symplectic space with symplectic σ a field φ is a linear map from X to a linear
space of self-adjoint operators on some common dense invariant core D in a Hilbert space H,
satisfying the relations
[φ(f), φ(g)] = iσ1(f, g)1, on D.
A common way to encode the CCR-fields in a bounded way is to study the Weyl Algebra [16]
which is the algebra we get from exponentiating the φ(f), ie
C∗({exp(iφ(f)) | f ∈ X}) ⊂ B(H)
This is can be defined abstractly and is commonly denoted by ∆(fX, σ). It is not optimal for
modelling the δ as it does not contain mollifiers [18] Proposition 2.1. More useful is the algebra
we get from taking resolvents of φ(f), ie
C∗({(iλ1 − φ(f))−1 | f ∈ X, λ ∈ R\{0}}) ⊂ B(H).
169
Note that as φ(f)∗ = φ(f), the spectrum of φ(f) is real and hence the resolvents (iλ1−φ(f))−1
are well defined.
The Resolvent Algebra can be defined abstractly as follws:
Definition 5.2.1 Given a symplectic space (X, σ), define R0(X, σ) to be the universal ∗-algebra
generated by the set {R(λ, f) |λ ∈ R\{0}, f ∈ X} subject to the relations:
1. R(λ, 0) = −(i/λ)1,
2. R(λ, f)∗ = R(−λ, f),
3. R(λ, f) = (1/λ)R(1, f/λ),
4. R(λ, f)−R(µ, f) = i(µ− λ)R(λ, f)R(µ, f),
5. [R(λ, f), R(µ, g)] = iσ(f, g)R(λ, f)R(µ, g)2R(λ, f),
6. R(λ, f)R(µ, g) = R(λ+ µ, f + g)[R(λ, f) +R(µ, g) + iσ(f, g)R(λ, f)R(µ, g)2R(λ, f)]
where λ, µ ∈ R\{0} and f, g ∈ X, and for (6) we require λ+µ 6= 0. That is we start with the free
unital algebra generated by {R(λ, f) |λ ∈ R\{0}, f ∈ X} and factor out by the ideal generated
by the relations (1) to (6). We also denote R0(X, σ) by R0 when no confusion will arise.
Remark 5.2.2 • R0 has non-trivial representations as can be seen by taking resolvents of
the fields φ(f) in the Fock representation.
• let µ = −λ in equation (4). Then we have that
R(λ, f)−R(λ, f)∗ = −2iλR(λ, f)R(λ, f)∗ (5.9)
♠
We want a norm on R0 such that we can complete it to a C∗-algebra. Let S be the set
of functionals ω : R0 → C such that ω(A∗A) ≥ 0 and ω(1) = 1. Then for each ω ∈ S its
GNS-representations is bounded ([18] Proposition 3.3) and hence we can define:
Definition 5.2.3 The universal representation πu : R0 → B(H0) is given by
πu(A) := ⊕ω∈S{πω(A)} and ‖A‖u := ‖πu(A)‖ = sup
ω∈S
‖πω(A)‖
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denotes the enveloping C∗ seminorm of R0. Define the resolvent algebra R(X, σ) as the abstract
C∗-algebra generated by πu(R0), i.e. we factor R0 by Kerπu and complete with respect to the
eveloping C∗ seminorm ‖ · ‖u.
Useful properties of the Resolvent Algebra are:
Theorem 5.2.4 Let (S, σ) be a given nondegenerate symplectic space, and define R(X, σ) as
above. Then for all λ, µ ∈ R\{0} we have:
(i) [R(λ, f), R(µ, f)] = 0. Substitute µ = −λ to see that R(λ, f) is normal.
(ii) R(λ, f)R(µ, g)2R(λ, f) = R(λ, g)R(µ, f)2R(λ, g).
(iii) ‖R(λ, f)‖u = |λ|−1.
(iv) R(λ, f) is analytic in λ. Explicitly, the series expansion (von Neumman series)
R(λ, f) =
∞∑
n=0
(λ0 − λ)ninR(λ0, f)n+1, λ, λ0 6= 0
converges absolutely in norm whenever |λ0 − λ| < |λ0|.
(v) Let T ∈ Sp(X, σ) be a symplectic transformation. Then α(R(λ, f)) := R(λ, Tf) extends to
an automorphism α ∈ Aut (R(X, σ)).
In constrast to the Weyl algebra, the Resolvent algebra is not simple. We have the following
ideal structure.
Theorem 5.2.5 Let (X, σ) be a given nondegenerate symplectic space. Then for each λ ∈ R\0
and f ∈ X\0 we have that the closed two–sided ideal generated by R(λ, f) in R(X, σ) is
[
R(λ, f)R(X, σ)] = [R(X, σ)R(λ, f)] = [R(X, σ)R(λ, f)R(X, σ)]
where [ · ] indicates the closed linear span of its argument. This ideal is proper. Moreover the
intersection of the ideals
[
R(λi, fi)R(X, σ)
]
, i = 1, . . . , n for distinct fi ∈ X\0 is the ideal[
R(λ1, f1) · · ·R(λn, fn)R(X, σ)
]
.
From these ideals we can build other ideals, e.g. for a set S ⊆ X we can define the ideals⋂
f∈S
[R(X, σ)R(λ, f)] as well as [ ⋃
f∈S
[R(X, σ)R(λ, f)]]. Ideals of a different structure will occur
in the following sections. Thus R(X, σ) has a very rich ideal structure.
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5.2.1 States, representations and regularity
Any operator family Rλ, λ ∈ R\0 on a Hilbert space which satisfies the resolvent equation (4)
is called by Hille a pseudo-resolvent and for such a family we know (cf. Theorem 1 in [105, p
216]) that:
• All Rλ have a common range and a common null space.
• A pseudo-resolvent is the resolvent for an operator B iff KerRλ = {0} for some (hence for
all) λ ∈ R\0, and in this case DomB = RanRλ for all λ ∈ R\0.
This leads us to an examination of Kerπ
(
R(λ, f)
)
for representations π.
Theorem 5.2.6 Let (X, σ) be a given nondegenerate symplectic space, and define R(X, σ) as
above. Then for λ ∈ R\0 and f ∈ X\0 we have:
(i) If for a representation π of R(X, σ) we have Kerπ(R(λ, f)) 6= {0}, then Kerπ(R(λ, f))
reduces π(R(X, σ)). Hence there is a unique orthogonal decomposition π = π1 ⊕ π2 such
that π1(R(λ, f)) = 0 and π2(R(λ, f)) is invertible.
(ii) Let π be any nondegenerate representation of R(X, σ), then
Pf := s-lim
λ→∞
iλ π
(
R(λ, f)
)
exists, defines a central projection of π(R(X, σ))′′, and it is the range projection of π(R(λ, f))
as well as the projection of the ideal π
([R(X, σ)R(λ, f)]).
(iii) If π is a factorial representation of R(X, σ), then Pf = 0 or 1 and such π are classified by
the sets
{
f ∈ X\0 | Pf = 1
}
.
(iv) There is a state ω ∈ S(R(X, σ)) such that R(λ, f) ∈ Kerω. Moreover, given a state ω
with R(λ, f) ∈ Kerω, then R(λ, f) ∈ Kerπω.
Given a π ∈ Rep (R(X, σ),Hπ) with Kerπ(R(1, f)) = {0}, we define a field operator by
φπ(f) := i1− π
(
R(1, f)
)−1
with domain Dom φπ(f) = Ran π
(
R(1, f)
)
, and it has the following properties:
Theorem 5.2.7 Let R(X, σ) be as above, and let π ∈ Rep (R(X, σ),Hπ) satisfy Kerπ(R(1, f)) =
{0} = Kerπ(R(1, h)) for given f, h ∈ X. Then
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(i) φπ(f) is selfadjoint, and π(R(λ, f))Dom φπ(h) ⊆ Dom φπ(h).
(ii) lim
λ→∞
iλπ(R(λ, f))ψ = ψ for all ψ ∈ Hπ.
(iii) lim
µ→0
iπ(R(1, µf))ψ = ψ for all ψ ∈ Hπ.
(iv) The space D := π(R(1, f)R(1, h))Hπ is a joint dense domain for φπ(f) and φπ(h) and we
have: [φπ(f), φπ(h)] = iσ(f, h)1 on D.
(v) Kerπ
(
R(1, νf+h)
)
= {0} for ν ∈ R. Then φπ(νf+h) is defined, D is a core for φπ(νf+h)
and φπ(νf+h) = νφπ(f)+φπ(h) on D.Moreover π
(
R(1, νf + h)
) ∈ {π(R(1, f)), π(R(1, h))}′′.
(vi) φπ(f)π(R(λ, f)) = π(R(λ, f))φπ(f) = iλπ(R(λ, f))− 1 on Dom φπ(f).
(vii)
[
φπ(f), π(R(λ, h))
]
= iσ(f, h)π(R(λ, h)2) on Dom φπ(f).
Thus we define:
Definition 5.2.8 A representation π ∈ Rep (R(X, σ),Hπ) is regular on S ⊂ X if
Kerπ
(
R(1, f)
)
= {0} for all f ∈ S .
A state ω of R(X, σ) is regular on S ⊂ X if its GNS–representation πω is regular on S ⊂ X. A
regular representation (resp. state) is a representation (resp. state) which is regular on X. Given
a Hilbert space H, we denote the set of (nondegenerate) regular representations π : R(X, σ) →
B(H) by Reg(R(X, σ),H). The set of regular states of R(X, σ) is denoted by Sr(R(X, σ)).
Obviously many regular representations are known, e.g. the Fock representation. The class
of all regular representations of R(X, σ) is not a set, hence the necessity to fix H. Thus for
π ∈ Reg(R(X, σ),H), all the field operators φπ(f), f ∈ X are defined, and we have the resolvents
π(R(λ, f)) = (iλ1− φπ(f))−1.
From Theorem 5.2.7, we can now establish a bijection between the regular representations
of R(X, σ) and the regular representations of the Weyl algebra ∆(X, σ) :
Corollary 5.2.9 Let R(X, σ) be as above. Given a regular representation π ∈ Reg(R(X, σ),H),
define a regular representation π˜ ∈ Reg(∆(X, σ),H) by π˜(δf ) := exp(iφπ(f)) = W (f) (using
Theorem 5.2.7(viii)). This correspondence establishes a bijection between Reg
(R(X, σ),H) and
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Reg
(
∆(X, σ),H) which respects irreducibility and direct sums. Its inverse is given by the Laplace
transform,
π(R(λ, f)) := −i
∫ ∞
0
e−λtπ(δ−tf ) dt , σ := signλ . (5.10)
By an application of this to the GNS–representations of regular states, we also obtain an affine
bijection between Sr
(R(X, σ)) and the regular states Sr(∆(X, σ)) of ∆(X, σ), and it restricts
to a bijection between the pure regular states of R(X, σ) and the pure regular states of ∆(X, σ).
Note that whilst we have a bijection between the regular states of R(X, σ) and those of ∆(X, σ),
there is no such map between the nonregular states of the two algebras. In fact, fix a nonzero
f ∈ X and consider the two commutative subalgebras C∗{R(λ, f) ,1 | λ ∈ R\0} ⊂ R(X, σ)
and C∗{δtf | t ∈ R} ⊂ ∆(X, σ), then these are isomorphic respectively to the continuous
functions on the one point compactification of R, and the continuous functions on the Bohr
compactification of R. Note that the point measures on the compactifications without R produce
nonregular states (after extending to the full C*–algebras by Hahn–Banach) and there are many
more of these for the Bohr compactification than for the one point compactification of R, (cf.
Theorem 5 in [23, p 949]). So the Weyl algebra has many more nonregular states than the
resolvent algebra.
Some further properties of regular representations and states are:
Proposition 5.2.10 Let R(X, σ) be as above.
(i) If a representation π of R(X, σ) is faithful and factorial, it must be regular.
(ii) If a representation π : R(X, σ) → B(H) is regular then ‖π(R(λ, f))‖ = ‖R(λ, f)‖ = |λ|−1
for all λ ∈ R\0, f ∈ X.
(iii) A state ω of R(X, σ) is regular iff ω(A) = lim
λ→∞
iλ ω
(
R(λ, f)A
)
for all A ∈ R(X, σ) and
f ∈ X.
Thus regular states restrict to regular states on subalgebras generated by the Resolvents.
We also find the the following decomposition of the test function space with regards to a
given representation useful,
Proposition 5.2.11 Let π : R(X, σ)→ B(H) be a nondegenerate representation. Then
(i) the set XR :=
{
f ∈ X ∣∣ Kerπ(R(1, f)) = {0}} is a linear space. Hence if f ∈ XS :=
X\XR, then f + g ∈ XS for all g ∈ XR.
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(ii) The set XT :=
{
f ∈ X ∣∣ Kerπ(R(1, f)) = {0} and π(R(1, f))−1 ∈ B(H)} ⊂ XR is a
linear space. Moreover if f ∈ XT then π
(
R(1, g)
)
= 0 for all g ∈ X with σ(f, g) 6= 0. Thus
σ(XT ,XR) = 0.
(iii) If π is factorial, then π
(
R(1, f)
)
= 0 for all f ∈ XS , and π
(
R(1, f)
) ∈ C1\0 for all f ∈ XT .
Moreover XT = XR ∩ X⊥R.
(iv) Let X be finite dimensional and let
{
q1, . . . , qn
}
be a basis for XT . If π is factorial,
we can augment this basis of XT by
{
p1, . . . , pn
} ⊂ XS into a symplectic basis of Q :=
Span
{
q1, p1; . . . ; qn, pn
}
, i.e. σ(pi, qj) = δij , 0 = σ(qi, qj) = σ(pi, pj). Then we have the
decomposition
X = Q⊕ (Q⊥ ∩ XR)⊕ (Q⊥ ∩ X⊥R) (5.11)
into nondegenerate spaces such that Q⊥ ∩XR ⊂ {0} ∪ (XR\XT ) and Q⊥ ∩X⊥R ⊂ {0} ∪XS.
Clearly XR is the part of X on which π is regular, XT is the part on which it is “trivially regular”,
XS is the part on which it is singular, and these have a particularly nice form when π is factorial.
This proposition can be used to prove the following theorem.
Theorem 5.2.12 Let X be a nondegenerate symplectic space of arbitrary dimension. Then
(i) The norms of R(X, σ) and R(S, σ) coincide on *-alg{R(λ, f) | f ∈ S, λ ∈ R\0} for each
finite dimensional nondegenerate subspace S ⊂ X. Thus we obtain a containment R(S, σ) ⊂
R(X, σ).
(ii) R(X, σ) is the inductive limit of the net of all R(S, σ) where S ⊂ X ranges over all finite
dimensional nondegenerate subspaces of X.
It follows therefore from Fell’s theorem (cf. Theorem 1.2 in [29]) that any state of R(X, σ) is
in the w*-closure of the convex hull of the vector states of πr, hence of the regular states. The
following result is relevant for physics.
Theorem 5.2.13 Let (X, σ) be any nondegenerate symplectic space, and R(X, σ) as above.
Then every regular representation of R(X, σ) is faithful.
The importance of this result lies in the fact that the regular representations are taken to be the
physically relevant ones, and the images of R(X, σ) in all regular representations are isomorphic.
Thus, since we can obtain the quantum fields from R(X, σ) in these representations, we are
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justified in taking R(X, σ) to be the observable algebra for bosonic fields. Usually one argues
that for a C*–algebra A to be an observable algebra of a physical system, it must be simple
(cf. [47, p 852]). The argument is that by Fell equivalence of the physical representations, the
image of A in all physical representations must be isomorphic. However, if one restricts the class
of physical representations (as we do here to the regular representations of R(X, σ)), then the
latter isomorphism does not imply that A must be simple.
This theorem also has structural consequences, e.g. it implies that R(X, σ) has faithful
irreducible representations, hence that its centre must be trivial. For many applications one
needs regular representations where there is a dense invariant joint domain for all the fields
φπ(f), and this leads us to a subclass of the regular representations as follows. We will say that
a state ω on the Weyl algebra ∆(X, σ) is strongly regular if the functions
Rn ∋ (λ1, . . . , λn) 7→ ω
(
δλ1f1 · · · δλnfn
)
are smooth for all f1, . . . , fn ∈ X and all n ∈ N. Of special importance is that the GNS-
representation of a strongly regular state has a common dense invariant domain for all the
generators φπω(f) of the one parameter groups λ→ πω(δλf ) (this domain is obtained by applying
the polynomial algebra of the Weyl operators
{
πω(δf )
∣∣ f ∈ X} to the cyclic GNS-vector). By
the bijection of Corollary 5.2.9, we then obtain the set of strongly regular states on R(X, σ),
and we denote this by Ssr
(R(X, σ)).
5.2.2 Further structure.
Here we want to explore the algebraic structure of R(X, σ).
Theorem 5.2.14 Let (X, σ) be a given nondegenerate symplectic space, and let X = S ⊕ S⊥
for S ⊂ X a nondegenerate subspace. Then
R(X, σ) ⊃ C∗(R(S, σ) ∪R(S⊥, σ)) ∼= R(S, σ)⊗R(S⊥, σ)
where the tensor product uses the minimal (spatial) tensor norm. The containment is proper in
general.
Thus we cannot generate R(X, σ) from a basis alone, i.e. if {q1, p1; q2, p2; · · · } is a symplectic
basis of X, then C∗
{
R(λi, qi), R(µi, pi) | λi, µi ∈ R\0, i = 1, 2, . . .
}
is in general a proper
subalgebra of R(X, σ), though in any regular representation π it is strong operator dense in
π
(R(X, σ)) by Theorem 5.2.7(v).
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Note that since C∗({R(λ, f) | λ ∈ R\0}) ∼= C0(R) (easily seen in any regular representation),
and we have that C0(R
n+m) = C0(R
n) ⊗ C0(Rm), it follows from Theorem 5.2.14 that any
C0–function of a finite commuting set of variables is in R(X, σ). More concretely, we have the
following result which will be used later.
Proposition 5.2.15 Let {q1, . . . , qk} ⊂ X satisfy σ(qi, qj) = 0 for all i, j. Then for each
F ∈ C0(Rk) there is a (unique) RF ∈ R(X, σ) such that in any regular representation π we have
π(RF ) = F
(
φπ(q1), . . . , φπ(qk)
)
.
Thus the resolvent algebra contains in abstract form all C0–functions of commuting fields. Note
that such a result neither holds for the Weyl algebra nor for the corresponding twisted group
algebra (in the case of finite dimensional X).
Theorem 5.2.16 Let (X, σ) be a given nondegenerate symplectic space and let f, h ∈ X\0 such
that f 6∈ Rh. Then
(i) R(1, f) 6∈ [R(X, σ)R(1, h)], i.e. the ideals separate the rays of X,
(ii)
∥∥R(1, f)−R(1, h)∥∥ ≥ 1, and if σ(f, h) = 0 we have equality.
(iii) R(X, σ) is nonseparable.
5.2.3 Constraint theory.
In this subsection we assume the structures associated to the T -procedure (quantum Dirac
constraint procedure) as described in Appendix (7.4).
For linear bosonic constraints, we start with a nondegenerate symplectic space (X, σ) and
specify a nonzero constraint subspace C ⊂ X. Our task is to implement the heuristic constraint
conditions
φ(f)ψ = 0 f ∈ C
to select the subspace spanned by the physical vectors ψ. There are many examples where
these occur, e.g. in quantum electromagnetism, cf. [42, 40, 46]. Now in a representation π of
R(X, σ) for which Kerπ(R(λ, f)) = {0} we have by Theorem 5.2.7(vi) that π(R(λ, f))φπ(f) =
iλπ(R(λ, f)) − 1 on Dom φπ(f). Hence the appropriate form in which to impose the heuristic
constraint condition in the resolvent algebra is to select the set of physical (“Dirac”) states by
SD :=
{
ω ∈ S(R(X, σ)) | πω
(
iλR(λ, f)− 1)Ωω = 0 f ∈ C, λ ∈ R\0} , (5.12)
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where πω and Ωω denote the GNS–representation and GNS–cyclic vector of ω. Thus ω ∈ SD iff
C ⊂ Nω :=
{
A ∈ R(X, σ) | ω(A∗A) = 0}, where C := {iλR(λ, f)− 1 | f ∈ C, λ ∈ R\0}. Note
that C∗ = C.
Proposition 5.2.17 Given the data above, we have:
(i) SD =
{
ω ∈ S(R(X, σ)) | ω(R(1, f)) = −i, f ∈ C}.
(ii) If ω ∈ SD, then it is not regular. In particular, if σ(g,C) 6= 0 for some g ∈ X, then
πω(R(λ, g)) = 0 for all λ ∈ R\0.
(iii) SD 6= ∅ iff σ(C,C) = 0.
Henceforth we will assume that σ(C, C) = 0 and hence SD 6= ∅.
Proposition 5.2.18 With notation
D := N ∩N ∗, O := {A ∈ R(X, σ) | [A,D] ⊂ D}, N := [R(X, σ)C]
from the T -procedure we have:
O = R(X, σ) with the proper ideal D = [R(X, σ)C] = [CR(X, σ)], and P = C′/(C′⋂D) where
P := O/D.
So Dirac constraining of linear bosonic constraints is considerably simpler in the resolvent algebra
R(X, σ) than in the CCR–algebra ∆(X, σ) cf.[42].
5.3 Constraints I: Symplectic Form σ1
We want to use the Resolvent Algebra to model a Fock-Krein bosonic field algebras of the type
discussed in Section 4.2.1. Hence for the remainder of this chapter we will assume that D and HY
are test function spaces with all the structures as in Subsection 4.2.2. Now we have a technical
difficulty that A(g) as defined in Section 4.2.1 are Krein symmetric but not Hilbert selfadjoint
in general, and hence their spectrum need not be a subset of the real line, hence (iλ −A(g))−1
is need not be defined for all λ ∈ R\{0}. This means that although the Resolvent Algebra exists
using the QEM test function space, there is no reason it maps to ‘resolvents’ (iλ−A(g))−1 and
this poses the problem of what Resolvent algebra to use to model the A(g)’s.
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The Resolvent Algebra exists for any non-degenerate symplectic space. So given the CCR’s
in Section 4.2.1 are:
[A(f), A(g)] = iσ1(f, g), f, g ∈ X
we will first try using the Resolvent Algebra R(X, σ1) to model the Fock-Krein fields given in
Section 4.2.1.
Before we use R(X, σ1) to develop a C∗-algebraic model for the structures in in Chapter 4,
we apply the T -procedure to R(X, σ1) as in Subsection 5.2.3. This will establish a reference
point for comparison with subsequent results.
5.3.1 T -procedure I
In this subsection we assume the structures associated to the T -procedure (quantum Dirac
constraint procedure) as described in Appendix (7.4).
Motivated by the Lorentz condition in Subsection 4.1.2, we want implement the heuristic
constraint {A(f)ψ = 0 | f ∈ X1}. As described in Subsection 5.2.3, this corresponds in the
Resolvent Algebra to the T-procedure with constraint set,
C := {iλR(λ, f)− 1 | f ∈ X1, λ ∈ R\0}.
As σ1(X1,X1) = 0 we have that Dirac states exist by Proposition (5.2.17) and that the physical
(constrained algebra) is:
P = C′/(C′ ∩D)
by Proposition (5.2.18). We next construct P more explicitly for comparison with other results.
By equation (5.12) we have that for ω ∈ SD,
πω(iλR(λ, f))Ωω = Ωω.
However we can get the stronger statement:
Corollary 5.3.1 Let ω ∈ SD, then for all f ∈ X1, λ ∈ R\0:
πω(iλR(λ, f)) = 1.
Proof. Since D is an ideal of R(X, σ1) (Proposition (5.2.18)) and D ⊂ Kerω for all ω ∈ SD,
it follows by [22] 2.4.10 that D ⊂ Kerπω hence that iλR(λ, f) − 1 ∈ C ⊂ D ⊂ Kerπω for all
f ∈ X1. ✷
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Now Xt and X1 ⊕ X2 are non-degenerate and Xt ⊥ (X1 ⊕ X2) σ1-symplectically. Hence we
have by Theorem (5.2.14) that
RT := C∗({R(λ, f), |f ∈ Xt ∪ X1 ⊕ X2, λ ∈ R\0}) ∼= R(Xt, σ1)⊗R(X1 ⊕ X2, σ1).
Let ϕ be this ∗-isomorphism, and define Rph := ϕ−1(R(Xt, σ1)⊗1) and Ru := ϕ−1(1⊗R(X1⊕
X2, σ1)).
To characterize the physical observable algebra P, we prove the following lemmma. Recall
the notation ωB = ω|B where ω ∈ SA and B is a C∗-subalgebra of A (cf. Definition (5.0.7)).
Lemma 5.3.2 We have:
(i) For every ω1 ∈ S(R(Xt, σ1)) there exists an ω ∈ SD(R(X, σ1)) such that ωRph = ω1 ◦ ϕ.
Furthermore we have that,
Rph ∩ D = {0}.
(ii) Define the representation of the observables as πD : R(X, σ1)→ B(HD) by:
HD :=
⊕
{Hω |ω ∈ SD}, πD :
⊕
{πω |ω ∈ SD}.
Then πD(Rph) = πD(R0(Xt, σ1))B(HD) ∼= R(Xt, σ1), the closure in the first equality with
respect to the uniform norm of B(HD).
(iii) Let ω ∈ SPD(R(X, σ1)), i.e. ω is a pure Dirac state. Then for all f ∈ Xt, g ∈ X1 and
λ ∈ R\{0} we have:
πω(R(λ, f + g)) = πω(R(λ, f))
Proof. (i): We have that C := {iλR(λ, f) − 1 | f ∈ X1, λ ∈ R\0} ⊂ R(X1 ⊕ X2, σ1) and so
we can use C as the constraint set for the T -procedure in R(X1 ⊕ X2, σ1). As σ1(X1,X1) = 0
Proposition (5.2.17) implies that Dirac states SD(R(X1⊕X2, σ1)) exist. Take ω1 ∈ S(R(Xt, σ1))
and ω2 ∈ SD(R(X1 ⊕ X2, σ1)) and let ω˜ := (ω1 ⊗ ω2) ◦ ϕ ∈ S(RT ). We can extend ω˜ to
ω ∈ S(R(X, σ1)) by the Hahn-Banach theorem, and it is easy to check that ω|Rph = ω1 ◦ ϕ and
C ⊂ Nω.
For the last statement in (i) let A ∈ Rph and ω1 ∈ S(R(Xt, σ1)) such that (ω1 ◦ ϕ)(A∗A) 6= 0.
By the above there exists ω ∈ SD such that ω(A∗A) = (ω1 ◦ ϕ)(A∗A) 6= 0, henceRph∩Nω = {0}.
As Rph is a ∗-algebra, Rph ∩ D = {0}.
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(ii): By the definition of πD we see that KerπD = ∩{Kerπω |ω ∈ SD(R(X, σ1))} = D where the
last equality follows by Theorem (7.4.2). Hence by (i) we see that (KerπD∩Rph) = (D∩Rph) =
{0}, and hence πD|Rph is isometric. As Rph ∼= R(Xt, σ1) the result follows.
(iii): Let ω ∈ SPD(R(X, σ1)) and let f ∈ Xt. By Corollary (5.3.1) we have πω(R(λ, g)) = −(i/λ)1
for all g ∈ X1 and λ ∈ R\{0}. As ω is pure, πω(R(λ, f)) = 0 or πω(R(λ, f)) is invertible by
Theorem (5.2.6) (i).
Consider the case that πω(R(λ, f)) is invertible. Note that πω(R(λ, g)) = −(i/λ)1 is invert-
ible, hence φπω(g) exists and φπω(g) = 0. Therefore,
πω(R(λ, f)) = (iλ1+ φπω(f))
−1,
= (iλ1+ φπω(f) + φπω(g))
−1,
= (iλ1+ φπω(f + g))
−1,
= πω(R(λ, f + g))
where we used Theorem (5.2.7) (v) in the third equality.
Next consider the case that πω(R(λ, f)) = 0. Note that πω(R(1, f)) is invertible if and only
if πω(R(λ, f)) is, since in each case φπω(f) exists, hence since ω is pure πω(R(1, f)) = 0 if and
only if πω(R(λ, f)) = 0. So by assumption we have πω(R(1, f)) = 0. Proposition (5.2.11) (i)
gives (f + g) ∈ XS where XS defined as in Proposition (5.2.11) and so πω(R(1, f + g)) = 0.
Therefore
πω(R(λ, f)) = 0⇒ πω(R(λ, f + g)) = 0.
A similar argument shows that πω(R(λ, f + g)) = 0 implies πω(R(λ, f)) = 0 for all λ ∈ R\{0},
and we are done. ✷
From these lemmas we can characterize the Dirac physical observable algebra:
Proposition 5.3.3 We have
P := O/D ∼= R(Xt, σ1) ∼= R((X1 ⊕ Xt)/X1, σ1)
where ‘∼=’ denotes (isometric) ∗-isomorphism.
Proof. First, by a slight abuse of notation we will write R(Xt, σ1) for Rph as by Theorem
(5.2.12) (i), we have that the norms of Rph and R(Xt, σ1) coincide. Let ω ∈ SD(R(X, σ1)) and
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let f ∈ Xt, g ∈ X1, h ∈ X2. Consider
R(λ, f + g + h) ∈ R(X, σ1)
where λ ∈ R\0. By assumption we have that X is σ1-nondegenerate and that σ1(X1,Xt⊕X1) = 0,
so if h 6= 0 then there exists a k ∈ X1 such that σ1(k, h) 6= 0. Hence by Proposition (5.2.17) we
have for all λ ∈ R\0 that πω(R(λ, f + g + h)) = 0 and hence R(λ, f + g + h) ∈ D. Now assume
h = 0, i.e. we consider
R(λ, f + g) ∈ R(X, σ1).
By lemma (5.3.2) (iii) and that πω is a representation we have that R(λ, f)−R(λ, f+g) ∈ Kerπω
for all ω ∈ SPD(R(X, σ1)), and hence that R(λ, f) − R(λ, f + g) ∈ D by Corollary 3.13.8 [83],
where we recall that D ⊳ O = R(X, σ1) where the last equality is by Proposition (5.2.18). Let
τ : R(X, σ1) → P = O/D be the factor map. By the arguments in the preceding paragraph,
and as τ is a continuous ∗-homomorphism, we get that:
P ∼= τ(R(X, σ1)) ⊂ τ(R0(X, σ1)) ⊂ τ(R0(Xt, σ1))
By lemma (5.3.2) (i) we have that Ker τ ∩Rph = D ∩Rph = {0} where Rph = R(Xt, σ1), hence
τ : R0(Xt, σ1)→ P is injective hence isometric (cf. [76, Theorem 3.1.5, p80]). Therefore
τ(R0(Xt, σ1)) ∼= R0(Xt, σ1) = R(Xt, σ1)
where ‘∼=’ denotes ∗-isomorphism (automatically isometric by [76, Theorem 3.1.5, p80]). Putting
these together we get that
P ∼= R(Xt, σ2)
The last isomorphism statement follows as X1 is the σ1 degenerate part of Xt ⊕X1. ✷
5.3.2 QEM and Covariance I
We take X as in Subsection 4.1 and hence we get that
P = O/D ∼= R(Xt, σ1) ∼= R((X1 ⊕ Xt)/X1, σ1)
Recall that for X as in Subsection 4.1, the Poincare´ transformations defined by
(Vgf)(p) := e
ipaΛf(Λ−1p) ∀f ∈ L2(C+,C4), g = (Λ, a) ∈ P↑+,
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(cf. equation (4.11)). As the measure λ is Lorentz invariant, it is straightforward to see that Vg
is (·, ·)-unitary on L2(C+,C4, λ) and so σ1-symplectic on X. Hence we have by Theorem (5.2.4)
(v) that,
αg(R(λ, f)) = R(λ, Vgf)
extends to an automorphism on R(X, σ1) for all g = (Λ, a) ∈ P↑+. Also as Vg preserves X1
(lemma (4.3.9)), we have that αg(C) = C and hence αg factors to an automorphism on P.
Hence the Poincare´ transformations are defined naturally on the constrained algebra and we use
representations that satisfy the spectral condition for physical representations.
5.3.3 C∗-BRST I
We want to construct a C∗-algebraic version of Fock-Krein BRST as in Section 4.2. The defini-
tion of δ in (4.2.11) uses the complexified test function space D = X+ iX (cf. Subsection 4.2.4),
hence we use will use the Resolvent algebra R(D, σ1) to define the C∗-algebraic δ and restrict
to R(X, σ1) once done.
A complication with this approach is, as already discussed at the beginning of Subsection 5.3,
that A(f) as defined in Subsection 4.2.1 is †-symmetric but not necessarily ∗-symmetric. Hence
the operators (iλ1−A(f))−1 need not necessarily exist nor does alg({(iλ1 −A(f))−1 | f ∈ X})
into which R(D, σ1) naturally maps. We can however think of R(λ, f) ‘=’ (iλ1 − A(f))−1
as a heuristic formula and use it as guideline to construct a rigorous BRST superderivation
and investigate the results, comparing the final constrained BRST-physical system with that in
Subsection 5.3.
To begin the construction to define the abstract BRST-Field Algebra:
• Let D and HY have all the structures as in Subsection 4.2.2. Let R(D, σ1) and let Ag(HY2 )
be the ghost algebra (Section 3.1) with all the definitions as there, in particular
C(f) :=
1√
2
(c(f) + c∗(Jf)), f ∈ HY1 ⊕ HY2 .
and {C(f), C(g)} = Re (f, g)1 for all f, g ∈ HY1 ⊕ HY2
• We define the BRST-Field Algebra as
A := R(D, σ1)⊗Ag(HY2 ).
The tensor norm on A is unique as the CAR algebra is nuclear. We define a grading on
A by extending the ghost grading on Ag (cf. Definition (3.1.9)), i.e. we define a grading
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automorphism γ on A as γ equal to the identity on R(D, σ1), and equal to the Z2-grading
automorphism on Ag(HY2 ) (cf. Definition (3.1.9)).
• As J is symplectic, we have that β′(R(λ, f)) := R(λ, Jf) defines a unique automorphism
on R(D, σ1) (cf. Theorem (5.2.4) (v)), and we let β = β′⊗1 ∈ Aut (A). Also, as J defines
a unitary on HY1 ⊕HY2 , we get that α′(C(f)) := C(Jf) defines a unique automorphism on
Ag, and we let α := α′ ⊗ 1 ∈ Aut (A).
5.3.4 Superderivation I
We next define the BRST superderivation. As it will be unbounded we first specify its domain.
Definition 5.3.4 Let
D1(δ) := alg({1, R(λ, f), ζ1(h), ζ1(h)∗ | f ∈ D, h ∈ D1 λ ∈ R\0}),
where D and D1 are as in Subsection 4.2.2, and
D2(δ) := alg({D1(δ), ζ2(f) | f ∈ D, λ ∈ R\0}),
where ζ1(h) := R(1, Y h)⊗ C(h) and ζ2(f) := R(1, f)⊗ C(P2Kf).
Remark 5.3.5 (i) Note that D1(δ) ⊂ D2(δ) but that D1(δ) is a ∗-algebra whereas D2(δ) is
not, and that neither is norm dense in A.
(ii) Note that R(λ, f) ⊗ C(P2Kf) = R(1, f/λ) ⊗ C(P2Kf/λ) = ζ2(f/λ) for λ ∈ R\0. This
implies that α(ζ∗i (f)) = ζi(−f) for i = 1, 2.
(iii) Recall that γ is the grading automorphism on A, hence γ(R(λ, f)⊗ 1) = R(λ, f)⊗ 1 and
γ(1 ⊗ C(g)) = −1⊗ C(g) for all f ∈ D and g ∈ D1 ⊕Y D2 (cf. Remark (3.1.10)). Hence
γ(D1(δ)) = D1(δ) and γ(D2(δ)) = D2(δ).
♠
Now recall the Definitions (4.2.11),
δ(A(g) ⊗ 1) = −i1⊗ C(KP2g), g ∈ D,
δ(1⊗ C(g)) = A(Y P1g)⊗ 1 g ∈ D,
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The second identity is problematic and we want to encode it in bounded form. To do so
we construct a mollified version of δ. To motivate this we make the heuristic identification of
R(λ, f)‘=’(iλ1−A(f))−1, and use the mollifying property of resolvents in the following heuristic
calculation: For h ∈ D1
δ(ζ1(h)) = δ(R(1, Y h)⊗ C(h)),
= δ˜(iλ1−A(f))−1)C(h) +R(1, Y h))δ(C(h)),
= −R(1, Y h)2C(iP2P1Y h)C(P1f) +R(1, Y h))A(Y h),
= iR(1, Y h)− 1,
where we used the mollifying properties of the resolvent in the last equality. The LHS and RHS
are both well defined elements in D2(δ). Similarly we can use heuristic calculations on all the
generators of D2(δ) to rigorously define δ as map. We can then recover the algebraic structure of
superdrivation as given in Definitions (4.2.11) in regular representations. Note however this will
not correspond exactly as resolvents in the Resolvent Algebra correspond to Hilbert essentially
selfadjoint fields, while the A(f) in Chapter 4 are Krein symmetric.
Theorem 5.3.6 Define a map on the elementary tensors in D2(δ) by:
δ(R(λ, f)) = −iR(λ, f)2C(KP2f)
= −iR(λ, f)ζ2(f/λ) ∈ D2(δ),
δ(ζ1(h)) = iR(1, P1Y h)− 1 ∈ D1(δ),
δ(ζ1(h)
∗) = 0,
δ(ζ2(f)) = 0,
for f ∈ D, h ∈ D1, λ ∈ R\0. This extends to a superderivation on δ : D2(δ)→ D2(δ) such that:
(i) γ ◦ δ ◦ γ = −δ on D2(δ).
(ii) δ(A)∗ = −α ◦ δ ◦ α ◦ γ(A∗) on D2(δ).
(iii) δ2 = 0 on D2(δ).
Proof. First we verify that δ is a superderivation on D2(δ). We follow [17] p708. Let πS
be a strongly regular (hence faithful) representation of R(σ1,X). As πS is regular we have
that φπS(f) ∈ Op(Hs) exists for all f ∈ D and have the properties given by Theorem (5.2.7).
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Furthermore, as πS is strongly regular, there exists a dense invariant domain D∞ for all φπS (f),
f ∈ D. Thus by Theorem (5.2.7) (i), the resolvents πS(R(λ, f)) map D∞ back into D(φS(f)) for
all f ∈ D. Thus we can define a second dense invariant domaint DS by applying all polynomials
in φπS(f) and φπS (R(λ, f)) to D∞.
We define the non-normed ∗-algebra
E0 := ∗-alg{φπS (f), πS(R(λ, f)) | f ∈ D, λ ∈ R\0}
which acts on the common dense invariant domain DS , and we have the CCR’s
[φπS(f), φπS (g)]ψ = iσ1(f, g)ψ, ψ ∈ DS (5.13)
Now let π0 be any faithful representation of Ag, and so πS⊗π0 is a faithful representation of A.
Furthermore D := DS⊗Hg is a common dense invariant domain for πS(R(λ, f))⊗1, φπS (f)⊗1,
and 1⊗ π0(C(f)). For convenience of notation we will drop the ⊗ and πS, π0 for the remainder
of this proof and define
E := ∗-alg{φ(f), R(λ, f), C(g) | f ∈ D, g ∈ D1 ⊕D2 λ ∈ R\0}.
We now define the map, δ˜ from the generators of E to E by:
δ˜(φ(f)) = −iC(KP2f), f ∈ D
δ˜(R(λ, f)) = −iR(λ, f)2C(KP2f), f ∈ D
δ˜(C(f)) = φ(Y P1f), f ∈ HY1 ⊕HY2
and show that this extends to a well defined superderivation on E . To do this we show that
δ˜ is linear and satisfies the graded Leibniz rule on any finite polynomial in the operators
φ(f)R(λ, f), C(f) where f ∈ D, λ ∈ R\0.
Let Xs be a finite-dimensional subspace of D1 and let Ds = Xs ⊕ JXs. Let
E(Ds) := alg({φ(f)R(λ, f), C(g) | f ∈ Dt ⊕D2, g ∈ Ds, λ ∈ R\0}) ⊂ E ,
and let (fj)j∈Λ be a finite orthonormal basis for Xs and define,
Qs :=
∑
j∈Λ
(φ(fj)C(Jfj) + φ(Kfj)C(KJfj)) .
Let
δ˜s(·)ψ :=Qs ·ψ, ψ ∈ D
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This is the same formula as the one for Qs in lemma (4.2.13), but we have substituted φ(f) for
A(f). Since A(f) and φ(f) satisfy the same CCR’s, we obtain by the same calculations in the
proof in lemma (4.2.13) that Q2s = 0.
Given g ∈ Ds, λ ∈ R\0 then
∑
j∈Λ〈fj, g〉fj = P1g and
∑
j∈Λ〈Jfj , g〉Jfj = P2g, and we
calculate:
δ˜s(φ(g)) = [Qs, φ(g)] =
∑
j∈Λ
(iσ1(fj , g)C(Jfj) + iσ1(Kfj, g)C(KJfj))
= −i
∑
j∈Λ
C(K(Kσ1(fj, g)Jfj + σ1(fj ,Kg)Jfj)),
= −i
∑
j∈Λ
C(K〈Jfj, g〉Jfj),
= −iC(KP2g),
where we have used the CCR’s (equation (5.13)) for φ(f), the definition of D (cf Subsection
4.2.2) and 〈·, ·〉 (equation (4.25)) for the first identity. To get
δ˜s(R(λ, g)) = −iR(λ, g)2C(KP2g), g ∈ D2
we use
[
φ(f), R(λ, h)
]
= iσ1(f, h)R(λ, h)
2 on DS (Theorem (5.2.7) (vii)). Noting that the CAR’s
for the C(f) use the inner product 〈·, ·〉Y = 〈·, Y ·〉 on HY1 ⊕ HY2 , we get (similar to calculation
for δ˜s(φ(g)))
δ˜s(C(g)) = {Qs, C(g)} = φ(Y P1g), g ∈ D1
So we see that δ˜ agrees with δ˜s on the generating elements of E(Ds) and as Xs was arbitrary we
see that δ˜s extends to all of E as a graded derivation and coincides with δ˜s on each E(Ds).
For h ∈ D1 we calculate the identity:
δ(ζ1(h)) = δ˜(R(1, Y h))C(h) +R(1, Y h))δ˜(C(h)),
= − iR(1, Y h)2C(KP2Y h)C(P1h) +R(1, Y h))φ(Y h),
= R(1, Y h))φ(Y h),
= iR(1, Y h)− 1,
where we used use the mollifying properties of the Resolvent Algebra in the last line.
The identities drb(ζ1(h)
∗) = δ(ζ2(f)) = 0 for h ∈ D1, f ∈ D are obvious. Now δ˜ preserves
πS ⊗ π0(D2(δ)) ⊂ E , hence defines a superderivation δ : D2(δ) → D2(δ) by δ˜ ◦ (πs ⊗ π0) =
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(πS ⊗π0) ◦ δ which agrees on the generating elements R(λ, f), ζ1(f), ζ1(h)∗, ζ2(f) with the given
equations.
(i) and (ii): These follow from Q†s := JωQ∗sJω = Qs and calculations as in lemma (5.1.3) (ii) and
(iii). Alternately, these can be easily verified directly for the generating tensors on of D2(δ) and
so extend to all D2(δ)
(iii): For all finite dimensional subspaces Xs ⊂ D1 we have Q2s = 0 on DS , hence δ˜2s = 0, hence
it follows that δ2 = 0 on D(δ2) ✷
Remark 5.3.7 Some important points to note about the above superderivation:
(i) From the definition above we see that δ preserves D2(δ) but not D1(δ). So δ
2 makes sense
on D2(δ) but not on D1(δ). The reason we define D1(δ) is that it is a ∗-algebra whereas
D2(δ) is not.
(ii) Property (iii) above states
δ(A)∗ = −α ◦ δ ◦ α ◦ γ(A∗) (5.14)
for A ∈ D2(δ). It should be pointed out that although (ζ2(f))∗ /∈ D2(δ), α((ζ2(f))∗) =
ζ2(−f) ∈ D2(δ) and so the ∗ on the RHS of equation (5.14) does not give us domain
problems.
♠
To define the Poincare´ transformations on A recall the representations of P↑+
g → Vg ∈ sp(D, σ1) and g → Sg ∈ U(D1 ⊕Y D2),
where U(H1 ⊕Y HY2 ) ⊂ B(H1 ⊕Y HY2 ) is the group of unitaries in B(H1 ⊕Y HY2 ) (cf. Subsection
4.3.1 and equation (4.36)). Using these we define the Poincare´ transformations by the following
action:
Proposition 5.3.8 There exists a homomorphism α(·) : P↑+ → Aut (A) such that for all f ∈ X,
h ∈ D1 ⊕Y D2 and g ∈ P↑+:
αg(R(λ, f)⊗C(h)) = R(λ, Vgf)⊗ C(Sgh) (5.15)
Moreover:
(i) αg(D1(δ)) = D1(δ) and αg(D2(δ)) = D2(δ).
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(ii) αg−1 ◦ δ ◦ αg = δ on D2(δ) and D2(δ), hence αg(Ker δ) = Ker δ.
(iii) αg−1 ◦α ◦αg = α, where we recall that α = ι⊗α′ ∈ Aut (A) for α′ ∈ Aut (Ag) is such that
α′(C(h)) = C(Jh) for all h ∈ HY .
Proof. Let g ∈ P↑+. Before we begin the proof we recall several properties of Vg and Sg:
VgX1 = X1, SgD1 = D1, SgD2 = D2, (5.16)
V †g = Vg−1 , S
∗
g = S
†
g = Sg−1 , [Sg, J ] = 0,
[Y, P1] = [Y, P2] = 0, Y P1Sg = VgY P1, P2Vg = SgP2,
but also recall [Y, Vg] and [Y, Sg] need not be zero. The first line above follows from lemma
(4.3.9) and the definition of Sg (equation (4.36)). The second follows from the definition of Vg,
lemma (4.3.6) (ii) which proves that Sg is both 〈·, ·〉Y -unitary and (·, ·)Y -unitary, and [Sg, J ] = 0
follows directly from the definition. The statements in the last line were proved as cases in
lemma (4.3.7).
Since Vg ∈ sp(X, σ1) we have by Theorem (5.2.4) (v) that there exists α′g ∈ Aut (R(X, σ1))
such that α′g(R(λ, f)) := R(λ, Vgf). As Sg is (·, ·)Y -unitary we get that the exists α′′g ∈ AutAg
such that α′′g(C(h)) := C(Sgh) (as it preserves the CAR’s). Let αg := α′g ⊗ α′′g ∈ Aut (A) which
satisfies equation (5.15). Furthermore g → αg is a homomorphism of P↑+ as g → Vg and g → Sg
are representations.
(i): For f ∈ X, h ∈ D1 and g ∈ P↑+ we calculate αg on the generators of D2(δ):
αg(R(λ, f)⊗1) = R(λ, Vgf)⊗ 1 ∈ D1(δ),
αg(ζ1(h)) = R(1, VgY h)⊗ C(Sgh) = R(1, Y Sgh)⊗ C(Sgh) = ζ1(Sgh) ∈ D1(δ),
αg(ζ1(h)
∗) = R(−1, VgY h)⊗ C(SgJh) = R(−1, Y Sgh)⊗ C(JSgh) = ζ1(Sgh)∗ ∈ D1(δ),
αg(ζ2(f)) = R(1, Vgf)⊗C(SgP2Kf) = R(1, Vgf)⊗ C(P2KVgf) = ζ2(Vgf) ∈ D2(δ)
where we have used the equations (5.16) above, in particular VgY h = VgY P1h = Y P1Sgh =
Y Sgh in the second and third identities, and P2Vg = SgP2 in the last identity.
As αg ∈ Aut (A) and αg preserves the generators of D1(δ) and D2(δ), we have that (i)
follows.
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(ii): For f ∈ X, h ∈ D1 and g ∈ P↑+ we calculate on the generators of D2(δ):
(αg−1 ◦ δ ◦ αg)(R(λ, f)⊗ 1) = (αg−1 ◦ δ)(R(λ, Vgf)⊗ 1),
= − iαg−1(R(λ, Vgf)2C(KP2Vgf))
= − iαg−1(R(λ, Vgf)2C(SgKP2f))
= − iR(λ, f)2C(KP2f)
= δ(R(λ, f) ⊗ 1)
where we used KP2Vg = SgKP2 in the second line.
(αg−1 ◦ δ ◦ αg)(ζ1(h)) = (αg−1 ◦ δ)(ζ1(Sgh)),
= αg−1(iR(1, P1Y Sgh)− 1),
= αg−1(iR(1, VgP1Y h)− 1),
= iR(1, P1Y h)− 1,
= δ(ζ1(h)),
where we have used αg(ζ1(h)) = ζ1(Sgh) as calculated above. Furthermore using the calculation
of αg on the generators in (i) we get:
(αg−1 ◦ δ ◦ αg)(ζ1(h)∗) = (αg−1 ◦ δ)(ζ1(Sgh)∗) = 0 = δ(ζ1(h)∗)),
(αg−1 ◦ δ ◦ αg)(ζ2(f)) = (αg−1 ◦ δ)(ζ2(Vgf)) = 0 = δ(ζ2(f)).
Hence we have proved that αg−1 ◦ δ ◦ αg = δ on the generators of D1(δ) and D2(δ). As αg is an
automorphism that preserves D1(δ) and D2(δ), and as δ is a superderivation we get that this
extends to αg−1 ◦ δ ◦ αg = δ.
As this is true for all g ∈ P↑+ we have that αg(Ker δ) = Ker δ.
(iii): As [J, Sg] = 0 (iii) follows. ✷
5.3.5 States
We want to define the set of states that will give us the correct ghost gradings on the ghost space
and also serve as vacuum vectors, hence be Krein positive. These states should be in the kernel
of the BRST charge if this exists in a given representation. Now in the above construction, we
do not have a BRST charge Q to select physical states, but motivated by the bounded case
(lemma (5.1.5)) we define
190
Definition 5.3.9 Let Sδ be the set of states on A of the form ω1 ⊗ ω2 such that ω2 ∈ Sg(Ag),
and (ω1 ⊗ ω2)(δ(A)) = 0 ∀A ∈ D(δ).
Note that we have defined the Krein involution on A via (ι ⊗ α′)(A∗) = A† and so we do
not require that ω1 ◦ β = ω. The reason that we do not associate any Krein structure in the
physical representations with β ∈ Aut (R(X, σ1)) is that the Hilbert involution of the resolvents
in R(X, σ1) corresponds to the Krein involution on the fields A(f) that we have heuristically
associated them to.
We immediately get the following
Lemma 5.3.10 Let f ∈ D1 and ω = ω1 ⊗ ω2 ∈ Sδ. Then:
(i) ω(R(1, Y f)⊗ 1) = −i
(ii) We have ω1|R(X,σ1) ∈ SD(R(X, σ1)) where we have assumed Dirac constraints C as in
Subsection 5.3.1. Furthermore, ω1 is nonregular.
(iii) πω(R(1, Y f)⊗ 1)) = −i1.
(iv) πω(R(1, Y Jf)⊗ 1) = 0,
(v) ω1 6= ω1 ◦ β.
Proof. (i): This follows from 0 = ω(δ(ζ1(f))) = ω(iR(1, Y f)− 1).
(ii): It follows from (i) that ω1(R(1, Y f)) = −i for all f ∈ D. Hence if we take X1 as our test
function constraint space as in Subsection 5.3.1, then by Proposition (5.2.17) (i) ω1|R(X,σ1) ∈
SD(R(X, σ1)). Moreover, by Proposition (5.2.17) (ii) ω1 is nonregular.
(iii): Follows by (ii) and Corollary (5.3.1).
(iv): As X2 = JX1 we have that g := Y Jf = JY f ∈ X2. By the definition of the inner products
on X (cf. Subsection 4.2.2 (4)) we have for this g and f :
σ1(g, Y Kf) = σ1(JY f,KY f) = Re(Y f, JY f) = 〈Y f, Y f〉 > 0. (5.17)
By (ii) we have ω1 ∈ SD(R(X, σ1)), and so by Proposition (5.2.17) (ii) and σ1(g, Y Kf) 6= 0 we
get πω1(R(1, Y Jf)) = 0.
(v): Assume ω = ω ◦ β. By part (i) and part (iii), −i = ω(R(1, Y f)) = ω(β(R(1, Y f))) =
ω(R(1, Y Jf)) = 0 for all f ∈ D1. ✷
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Lemma (5.3.10) (v) says that state in Sδ do not have GNS-cyclic vectors that are positive with
respect to the Krein-structure associated to β. As discussed at the beginning of this subsection,
β does not encode the involution on R(X, σ1) associated to the heuristic correspondence with
A(f), hence lemma (5.3.10) (v) is not unreasonable.
5.3.6 A problem with the Physical Algebra
The above structure gives
Proposition 5.3.11 We have:
(i) Sδ = SD ⊗Sg, where SD are the Dirac states of R(D, σ1) using D1 as a constraint test
function space as in Subsection 5.2.3.
(ii) Let ω ∈ Sδ. Then πω ◦ δ = 0 on D2(δ).
Proof. (i): First Sδ ⊂ SD⊗Sg follows from lemma 5.3.10 (ii). Conversely, let ω1⊗ω2 ∈ SD⊗
Sg. Suppose f ∈ D and P2f 6= 0. Then for g := JKP2f ∈ D1 we have σ1(f, g) = 〈P2f, P2f〉 6= 0
(cf. equation (5.17)). So by Proposition 5.2.17 (ii) (taking C = D1), we get that πω(R(λ, f)) = 0
for all λ ∈ R\0. Using Theorem (5.3.6), we get that,
πω(δ(R(λ, f))) = iπω(R(λ, f))
2πω(C(P2Kf)) = 0.
But if we suppose that P2f = 0 then C(P2Kf) = 0 and we can see from the first equality above
that again πω(δ(R(λ, f))) = 0. Therefore we have that,
πω ◦ δ(R(λ, f))) = 0,
πω ◦ δ(ζ1(f))) = iπω(R(1, P1Y f))− 1 = 0,
πω ◦ δ(ζ1(f)∗) = 0,
πω ◦ δ(ζ2(f)) = 0.
where the second line follows from lemma 5.3.10 (ii). Now πω ◦ δ = 0 on all the generators of
D2(δ), so πω ◦ δ = 0 and hence ω ◦ δ = 0 on D2(δ) which proves (i). (ii) is immediate from the
argument above. ✷
Proposition (5.3.11) (ii) is a big problem as it says that if δω(πω(A)) := πω(δ(A)) for ω ∈ Sδ,
then δω = 0 and so Ker δω = πω(D2(δ)) which contains ghost terms, etc, and Ran δω = 0 so
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when passing to the physical algebra, we won’t factor out anything! To be more precise and
also consistent with previous definitions we make the following definition.
Definition 5.3.12 Suppose ω = ω1 ⊗ ω2 ∈ Sδ. Let Qω be the generator of δω given above and
let
Hω = Hωd ⊕Hωs ⊕Hωp
be the dsp-decomposition with respect to Qω. Then we define,
P˜BRSTω := Ker δω/(Ker δω ∩KerΦωs ) ∼= Pωs Ker δωPωs ,
where the above isomorphism is assumed to be algebraic, and we have assumed no topology on
P˜BRSTω .
At this stage we do not assume a topology or involution on P˜BRSTω and so the above
isomorphism are purely algebraic. We address these issues in the next section (cf. Theo-
rem (5.5.12)). As δω = 0 we have that Qω = 0 hence Hωs = KerQω ∩KerQ∗ω = Hω and
Pωs = 1. Therefore P
ω
s Ker δωP
ω
s = Ker δω = πω(D2(δ)). As ω(R(1, Y f)) = −i we have that
πω(R0(X, σ1)⊗1)) = πω(R0(Xt, σ1)⊗1)) by the same arguments as in Proposition (5.3.3), hence
πω(D2(δ)) = πω(R0(Xt, σ1)⊗Ag) (5.18)
However as Ag is simple it only has faithful representations and there do not exist represen-
tations such that πω(1 ⊗ C(P1f)) = 0. Hence if ω ∈ Sδ then πω(ζ1(f)) = πω1(R(1, P1Y f)) ⊗
πω2(C(P1f)) = −i1⊗πω2(C(P1f)) 6= 0, and hence there are non-zero ghost number elements in
πω(A).
We see that ω ∈ Sδ selects the same resolvent part of the algebra as the Dirac method as
in Proposition (5.3.3), but does not remove the ghost terms. Hence BRST for QEM defined as
in Subsection 5.3.4 and Subsection 5.3.5 does not give the same results as the Dirac method as
it does not remove the ghosts. This is somewhat surprising as we found that BRST gave the
correct results for QEM when viewed from the operator point of view in Chapter 4.
The explanation for the difference is that we used the heuristic identification ofR(λ, f)‘=’(iλ1−
A(f))−1 when defining δ and as already discussed, there is no reason to think that (iλ1−A(f))−1
is well defined in a representation having BRST structures.
We will leave the discussion of relativistic covariance for BRST Section 5.5 (cf. Proposition
(5.5.16)) .
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Remark 5.3.13 It is of course possible to do BRST purely at an algebraic level, i.e. to take
Ker δ/Ran δ as the physical algebra, and considering its representations. However, this does not
correspond to any BRST-constraining at an operator level. ♠
5.4 C∗-BRST II
5.4.1 T -prodedure II
As we have seen in the previous section, using the algebra R(D, σ1) in the construction of BRST-
QEM does not lead to the correct results for QEM as the ghosts were not removed when passing
to the final BRST-Physical Algebra P˜BRSTω . One reason for this is that we have assumed that
R(λ, f) ∈ R(D, σ1) should in some sense represent the resolvent of the Krein-symmetric field
A(f) and so have defined our BRST superderivation accordingly. It turned out to give results
different from operator model in Chapter 4 and the T -procedure in Subsection 5.3.1, in that it
did not remove the ghosts.
To remedy this problem we take an approach that more directly connects to the Krein-
symmetric field operator construction in Chapter 4. We use for the algebra of bosonic fields,
R(D, σ2) where σ2(f, g) := σ1(f, Jg) is the auxiliary symplectic form (cf. Subsection 4.2.2).
Heuristically the fields producing the symplectic form σ2 from its commutators are of the form
φ(f) =
1√
2
(a(f) + a∗(f)),
where [a(f), a∗(g)] = 〈f, g〉, rather than
A(f) =
1√
2
(a(f) + a†(f)) =
1√
2
(a(f) + a∗(Jf)),
which produces σ1 from its commutators. Since φ(f) = φ(f)
∗, its resolvents (iλ1 − φ(f))−1
make sense, so we can use R(D, σ2) to model the field φ(f). Solving A(f) and φ(f) for each
other gives:
φ(f) =
1
2
(A(f + Jf) + iA(K(f − Jf)) = A(P+f) + iA(K(P−f)), (5.19)
A(f) = φ(P+f) + iφ(K(P−f)).
using J = P+ − P−. In the Krein space formulation BRST-QEM of δ is defined in terms of
its action on the A(f)’s and C(f)’s (Definition 4.2.11) and so we will use the above equations
to make a rigorous definition of δ on R(D, σ2) ⊗ Ag. The idea of using auxiliary fields to
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generate a C∗-algebra for a quantum system was used in a different context in [45] p505 where
the C∗-algebra under consideration in that case was the Weyl Algebra.
First, we need to apply the T -procedure to constraints in R(D, σ2). For this we need to
specify the constraints corresponding to the smeared Lorentz condition as follows.
Observe that for f ∈ D we have,
A(f)∗A(f) = A(Jf)A(f) = (φ(P+f)− iφ(KP−f))(φ(P+f) + iφ(KP−f), )
= φ(P+f)
2 + φ(KP−f)2
via σ2(P+D, P−D) = 0. Now φ(f)∗ = φ(f) so Ker (A(f)∗A(f)) = Ker (φ(P+f) ∩ φ(KP−f))
hence we can restate the heuristic condition A(f)ψ = 0 as φ(P+f)ψ = φ(KP−f)ψ = 0. Define
the subspaces of X as,
T1 := P+P1D, (5.20)
T2 := P−P1D (5.21)
then we associate {φ(f), φ(g) | f ∈ T1, g ∈ T2} with the smeared complexified Lorentz condition
for the symplectic form σ2. We would like to perform the T -procedure using Proposition (5.2.18)
using T1 and T2 as the test function spaces corresponding to the constraints. Unfortunately
T1 ∪ T2 is not σ2-symplectically neutral since σ2(f,Kf) = ‖f‖2H and KT1 = T11, KT2 = T2.
Hence Proposition (5.2.17) (iii) shows that are no Dirac states for these constraints.
We would like to find σ2-neutral subspaces of T1 and T2 to use for constraints in the T -
procedure, cf. Proposition (5.2.18). In QEM there exists a conjugation on X by which we can
do this.
Let Ŝ, Ŝ0,X,X0,D,D0 be the test function spaces for QEM as in Subsection 4.1, with all the
structures assumed there. It follows from Proposition (4.1.3) and Theorem (4.1.6) that we have
T1 := P+P1D = {f ∈ D | f(p) = (0, p1h(p), p2h(p), p3h(p)), h ∈ H0} (5.22)
T2 := P−P1D = {f ∈ D | f(p) = (ip0h(p), 0, 0, 0), h ∈ H0}.
Note thatD1⊕D2 = T1⊕T2 where⊕ is Hilbert orthogonality with respect to 〈f, g〉 = σ2(f,Kg)+
iσ2(f, g). Now define for the scalar functions f ∈ Ŝ0:
(C0f)(p) := f(p0,−p1,−p2,−p3),
so that C0 is a well defined real linear (but not complex linear) operator such that C
2
0 = 1.
Furthermore, as p = (p0, p1, p2, p3) ∈ C+ ⇐⇒ p = (p0,−p1,−p2,−p3) ∈ C+ we have that if
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f |C+ = 0 then C0f |C+ = 0. Hence we have that C0 factors to a (real) linear operator on X0
which we will still denote by C0.
Proposition 5.4.1 Define the real linear operator C : X→ X by:
Cf := (C0f0, C0f1, C0f2, C0f3)
for f ∈ X. Then
(i) C2 = 1.
(ii) CK = −KC and so C extends to D as an antilinear operator.
(iii) σ2(Cf,Cg) = σ2(g, f) = −σ2(f, g) for all f, g ∈ D.
(iv) Let M ⊂ D be a complex linear subspace such that CM = M and define
MC := {f ∈M |Cf = f}.
Then M = MC ⊕KMC and KMC = {f ∈M |Cf = −f} where ⊕ means algebraic direct
sum of real linear spaces. Furthermore MC and KMC are σ2-neutral real linear spaces.
(v) CT1 = T1 and CT2 = T2 hence we have the decomposition:
D1 ⊕D2 = T1 ⊕ T2 = (T1C ⊕KT2C)⊕ (KT1C ⊕ T2C),
where ⊕ means algebraic direct sum of real linear spaces. Furthermore if we define T :=
T1C ⊕KT2C then:
D = Dt ⊕ T⊕KT
and σ2(T,T) = σ2(KT,KT) = σ2(Dt,T) = σ2(Dt,KT) = 0
Proof. (i) and (ii): Obvious.
(iii): By CK = −KC and the polarization identity (R&S [87] p63) we have that,
〈Cf,Cg〉 = 〈g, f〉,
where we recall 〈·, ·〉 is the inner product given by 〈·, ·〉 = σ2(·,K·)+ iσ2(·, ·), and so (iii) follows.
(iv): Let f ∈ M. Now f = (f + Cf)/2 + K(−K(f − Cf)/2) and as CM ⊂ M ⊃ KM we
get M = MC ⊕KMC (uniqueness of the decomposition is a trivial exercise). Furthermore, as
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CK = −KC and C2 = 1 we get KMC = {f ∈M |Cf = −f}. From (iii) we have for f, g ∈MC
or f, g ∈ KMC that,
σ2(f, g) = σ2(Cf,Cg) = −σ2(f, g),
and so MC and KMC are σ2-neutral spaces.
(v): Using equation (5.22) above we see that CT1 = T1, CT2 = T2 hence the decomposition:
D1 ⊕D2 = T1 ⊕ T2 = (T1C ⊕KT2C)⊕ (KT1C ⊕ T2C) = T⊕KT,
follows by (iv), hence D = Dt ⊕ T⊕KT.
Finally, it follows from σ2(Dt,T1) = σ2(Dt,T2) = σ2(T1,T2) = 0, that KDt = Dt, KT1 =
T1, KT2 = T2, that K is σ2-symplectic and the above decompositions of D.
✷
Remark 5.4.2 Note that the use of C to decomposeM into neutral subspaces as above requires
that C preserve M. By Proposition (4.1.3) and Theorem (4.1.6) we have,
X1 = P1X = {f ∈ X | f(p) = i((p0, p1, p2, p3)/‖p‖)h(p), h ∈ H0}
and so C does not preserve X1 or D1 and hence we do not get an analogous lemma using X1 in
place of T1. ♠
By the argument leading to equation (5.20) we have that the use of T as test function constraint
space corresponds heuristically to the constraint set {KerA(f) | f ∈ T1C ⊕T2C}. So rigorously we
take the quantum system with constraints to be (R(D, σ2), C2) where C2 is the set,
C2 := {iλR(λ, f)− 1 | f ∈ T}.
Proposition 5.4.3 Let (R(D, σ2), C2) be a quantum system with constraints as in Appendix
7.4. Then the Dirac observable algebra is:
P ∼= R(Dt, σ2),
where P = O/D is the maximal C∗-algebra of physical observables.
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Proof. By Proposition (5.4.1) (v) we have σ2(T,T) = σ2(Dt,T) = σ2(Dt,KT) = 0, and f ∈ T\0
does not symplectically commute with KT. These are the analogous inputs in the arguments
that lead to Proposition (5.3.3) with D1 replaced by T. Hence we get
P ∼= R(Dt, σ2).
✷
Therefore we have that the T -procedure applied to (R(D, σ1), C1) or (R(D, σ2), C2) give the
same result.
5.4.2 Superderivation II
To construct BRST-QEM using the auxiliary symplectic space we follow a similar procedure to
Subsection 5.3.3 except now we use the Resolvent Algebra with the auxiliary symplectic form σ2.
For notational efficiency, we use much of the same notation as in Subsection 5.3.3, e.g. R(λ, f)
will denote the generating elements of R(D, σ2):
• Let D and HY have all the structures as in Subsection (4.2.2). Let Ag(HY2 ) be the ghost
algebra with all the structures defined in Section 3.1, e.g.
C(f) :=
1√
2
(c(f) + c∗(Jf)), f ∈ HY .
• We define the BRST-Field Algebra as
A := R(D, σ2)⊗Ag(HY2 ).
The tensor norm on A is unique as the CAR algebra is nuclear. We define a grading on
A by extending the ghost grading on Ag, i.e. we define a grading automorphism γ on A
as γ equal to the identity on R(D, σ2), and equal to the Z2-grading on Ag (cf. Definition
(3.1.9)).
• As J is symplectic, we have that β′(R(λ, f)) := R(λ, Jf) defines a unique automorphism
on R(D, σ2) (cf. Theorem (5.2.4) (v)). As J also defines a unitary on HY , we get that
α′(C(f)) := C(Jf) defines a unique automorphism on Ag and we let α = α′⊗β′ ∈ Aut (A)
which encoded the Krein structure on A. We define the involution:
A→ A† := α(A∗), A ∈ A.
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To define the BRST superderivation rigorously we first use equations (5.19) and Definition
(4.2.11) to get the heuristic equations:
δ(φ(f) ⊗ 1) = δ(A(P+f)⊗ 1) + iδ(A(K(P−f))⊗ 1) = −1⊗ (iC(KP2P+f) + C(P2P−f)),
δ(1⊗ C(g)) = A(Y P1g)⊗ 1 = (φ(Y P+P1g) + iφ(KY P−P1g)) ⊗ 1,
where f ∈ D and g ∈ D1 ⊕Y D2. We can interpret this rigorously using the Resolvent Algebra,
but first we must choose an appropriate domain in A for δ. Again there is a problem of defining
bounded operators corresponding to δ(1⊗C(f)) since the φ’s on the RHS of this expression are
unbounded operators. We will use mollifiers to encode this expression in A.
Definition 5.4.4 Let
D1(δ) = ∗-alg{1, R(λ, f)⊗ 1, ζ1(g), ζ2(g) | f ∈ D, g ∈ D1 λ ∈ R\0},
and,
D2(δ) = alg({D1(δ) , 1⊗ C(g)| f ∈ D, g ∈ D2}),
where ζ1(g) := R(1, Y P+g)R(1,KY P−g)⊗C(g) and ζ2(g) = R(1,−Y P+g)R(1,KY P−g)⊗C(g)
for g ∈ D1.
Remark 5.4.5 We have:
(i) D1(δ) ⊂ D2(δ) but D1(δ) is a ∗-algebra whereas D2(δ) is not. Neither is norm dense in A.
(ii) Note that byR(λ, g)∗ = R(−λ, g) = −R(λ,−g) Jf ∈ D2 for f ∈ D1, and σ2(P+,KY P−f) =
0 we have
ζ1(f)
∗ = R(−1, Y P+f)R(−1,KY P−f)⊗ C(Jf),
= R(1,−Y P+f)R(1,−KY P−f)⊗ C(Jf),
∈ D2(δ),
for all f ∈ D1.
(iii) Using JP+ = P+ and JP− = −P− we have for all f ∈ D1 that ζ2(f) = α(ζ1(f)∗) = ζ1(f)†.
This implies that
ζ2(f)
∗ = α(ζ1(f)) = R(1,−Y JP+f)R(1,−KY JP−f)⊗ C(Jf) ∈ D2(δ)
as Jf ∈ D2. Furthermore α(ζ1(f)) = α(ζ1(f)∗)∗ = ζ2(f)∗ ∈ D2(δ).
199
(iv) From (ii) and (iii) and α(C(f)∗) = C(f), we have that α(A∗) ∈ D2(δ) for all A that are
generators of D2(δ) and hence all A ∈ D2(δ).
(iii) Recall that γ is the Z2-grading automorphism on A, hence γ(R(λ, f) ⊗ 1) = R(λ, f) ⊗ 1
and γ(1 ⊗ C(g)) = −1 ⊗ C(g) for all f ∈ D and g ∈ D1 ⊕Y D2 (cf. Remark (3.1.10)).
Hence γ(D1(δ)) = γ(D1(δ) and γ(D2(δ)) = D2(δ). This says that D2(δ) is a †-algebra.
♠
To reduce notation we define for all f ∈ D1:
R+(f) := R(1, Y P+f), R−(f) = R(1, Y P−f),
and so
ζ1(f) = R+(f)R−(Kf)⊗ C(f), and, ζ1(f)∗ = R+(−f)R−(−Kf)⊗ C(Jf),
ζ2(f) = R+(−f)R−(Kf)⊗ C(f), and, ζ2(f)∗ = R+(f)R−(−Kf)⊗ C(Jf).
Also note that as P+P− = 0 we get using Definition (5.2.1) (5) that
[R+(f), R−(g)] = 0, ∀f, g ∈ D1,
which we will use frequently in calculations. We will also drop the tensor product ⊗ in Theorem
(5.4.6) below. We define the mollified version of the BRST superderivation for this context, the
proof of which follows the method in Theorem (5.3.6).
Theorem 5.4.6 Define a map on the generating elements of D2(δ) as follows, for f ∈ D,
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g ∈ D1, h ∈ D2, λ ∈ R\0:
δ(R(λ, f)⊗ 1) = −R(λ, f)2(iC(KP2P+f) + C(P2P−f))
= − (1/
√
2)R(λ, f)2(c(P2f)− c∗(P2Jf)),
δ(1 ⊗ C(h)) = 0,
δ(ζ1(g)) = −R+(g)R−(Kg)[iR+(g)C(KP2Y P+g) −R−(Kg)C(KP2Y P−g)]C(g)
+ (i− 1)R+(g)R−(Kg)) − iR+(g)−R−(Kg)
= − [iR+(g)C(KP2Y P+g)−R−(Kg)C(KP2Y P−g)]ζ1(g)
+ (i− 1)R+(g)R−(Kg)) − iR+(g)−R−(Kg)
δ(ζ1(g)
∗) = −R+(g)R−(Kg)[iR+(g)C(KP2Y P+g) −R−(Kg)C(KP2Y P−g)]C(Jg)),
δ(ζ2(g)) = R+(g)R−(−Kg)[iR+(g)C(KP2Y P+g) +R−(−Kg)C(KP2Y P−g)]C(g)
+ (i+ 1)R+(g)R−(−Kg))− iR+(g)−R−(Kg)
= [iR+(g)C(KP2Y P+g) +R−(−Kg)C(KP2Y P−g)]ζ2(g)
+ (i+ 1)R+(g)R−(−Kg))− iR+(g)−R−(Kg)
δ(ζ2(g)
∗) = −R+(g)R−(Kg)[iR+(g)C(KP2Y P+g) −R−(Kg)C(KP2Y P−g)]C(Jg)),
The image of this map is a subset of D2(δ), and furthermore this extends to a superderivation
on δ : D2(δ)→ D2(δ) such that:
(i) δ2 = 0 on D2(δ).
(ii) γ ◦ δ ◦ γ = −δ on D2(δ).
(iii) δ(A)∗ = −α ◦ δ ◦ α ◦ γ(A∗) on D2(δ).
Proof. First we verify that δ is a superderivation on D2(δ). We follow [17] p708 (cf. proof of
Theorem (5.3.6) also). Let πS be a strongly regular (hence faithful) representation of R(σ1,X).
As πS is regular we have that φπS (f) ∈ Op(Hs) exists for all f ∈ D and have the properties
given by Theorem (5.2.7). Furthermore, as πS is strongly regular, there exists a dense invariant
domain D∞ for all φπS(f), f ∈ D. Thus by Theorem (5.2.7) (i), the resolvents πS(R(λ, f)) map
D∞ back into D(φS(f)) for all f ∈ D. Thus we can define a second dense invariant domaint DS
by applying all polynomials in φπS(f) and φπS(R(λ, f)) to D∞. In particular, we can form the
non-normed ∗-algebra,
E0 := ∗-alg{φπS (f), πS(R(λ, f)) | f ∈ D, λ ∈ R\0}
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which acts on the common dense invariant domain DS .
Let π0 be any representation of Ag (which is faithful as Ag is simple), and so πS ⊗ π0 is a
faithful representation of A. Furthermore D := DS ⊗ Hg is a common dense invariant domain
for πS(R(λ, f))⊗1, φπS(f)⊗1, and 1⊗π0(C(f)). For convenience of notation we will drop the
⊗ and πS, π0 for the remainder of this subsection. Let,
E := ∗-alg{φ(f), R(λ, f), C(g) | f ∈ D, g ∈ D1 ⊕D2, λ ∈ R\0}
and define the map δ˜ from the generators of E to the generators of E as follows: For f ∈ D,
g ∈ D1 ⊕D2
δ˜(φ(f)) = (iC(KP2P+f) + C(P2P−f)),
δ˜(C(h)) = φ(Y P1P+g) + iφ(Y KP1P−g),
and show that this extends to a well defined superderivation on E . To do this all we have to
is show that δ˜ is linear and satisfies the graded Leibniz rule on any finite polynomial in the
operators φ(f), R(λ, f), C(h), ζ2(g), ζ
∗
2 (g) where f ∈ D, g ∈ D1, h ∈ D1 ⊕D2, λ ∈ R\0.
Let Xs be a finite-dimensional subspace of D1 and let Ds = Xs ⊕ JXs. Let
E(Ds) := alg({φ(f), R(λ, f), C(g) | f ∈ Dt ⊕D2, g ∈ Ds, λ ∈ R\0}) ⊂ E ,
and let (fj)j∈Λ be a finite orthonormal basis for Xs and define,
Qs :=
∑
j
((φ(P+fj) + iφ(KP−fj))C(Jfj) + (φ(KP+fj)− iφ(P−fj))C(KJfj)) .
Let
δ˜s(A)ψ := [Qs, A}ψ, ψ ∈ D, A ∈ E(Ds)
This is the same formula which defined Qs in lemma (4.2.13), but we have substituted (φ(P+f)+
iφ(KP−f)) for A(f). Thus by the same calculations as in the proof of lemma (4.2.13) we get
Q2s = 0
Theorem (5.2.7) (iv) gives that [φ(f), φ(g)] = iσ2(f, g)1 on D, so given g ∈ (Dt⊕Ds), λ ∈ R\0
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then
∑
j〈fj, g〉fj = P1g and
∑
j〈Jfj, g〉Jfj = P2g, and we calculate
δ˜s(φ(g)) = [Qs, φ(g)],∑
j
[iσ2(P+fj, g)− σ2(KP−fj, g)]C(Jfj)
+ [iσ2(KP+fj, g) + σ2(P−fj , g)]C(KJfj),
= − i
∑
j
C(K[Kσ2(P+fj, g) + σ2(P+fj,Kg)]Jfj),
+
∑
j
C([σ2(P−fj,Kg) +Kσ2(P−fj, g)]Jfj),
=
∑
j
(−iC(K〈P+fj, g〉Jfj) + C(〈P−fj, g〉Jfj),
= − iC(KJP1P+g) + C(JP1P−g),
= − (iC(KP2P+g) + C(P2P−g)),
where we have used that P ∗± = P± in the second last line, and JP1 = P2J , JP+ = P+ and
JP− = −P− in the last. Noting that the CAR’s for the C(f) use the inner product 〈·, ·〉Y = 〈·, Y ·〉
on HY1 ⊕ HY2 , we get for g ∈ Ds (similar to calculation for δ˜s(φ(g))),
δ˜s(C(g)) = φ(Y P1P+g) + iφ(Y KP1P−g),
Now Theorem (5.2.7) (vii) gives that,
[φ(f), R(λ, g)] = iσ2(f, g)R(λ, g)
2 on D.
by which we calculate the identity
δ˜s(R(λ, f)⊗ 1) = −R(λ, f)2 ⊗ (iC(KP2P+f) + C(P2P−f)) (5.23)
for f ∈ (Dt ⊕ Ds), similar to the calculation for δ˜s(φ(g)) above. Using that C(f) = 1√2(c(f) +
c∗(Jf)), the fact that f → c(f) is antilinear and f → c∗(f) is linear for all f ∈ D1 ⊕Y D2, and
J = P+ − P− we get that
iC(KP2P+f) + C(P2P−f) =
1√
2
(c(P2P+f) + c(P2P−f)− c∗(P2P+f) + c∗(P2P−f)),
=
1√
2
(c(P2f)− c∗(P2Jf))
hence from equation (5.23):
δ˜s(R(λ, f)⊗ 1) = − 1√
2
R(λ, f)2 ⊗ (c(P2f)− c∗(P2Jf))
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Since δ˜s agrees with δ˜ on the generators {φ(f), R(λ, f), C(g) | f ∈ Dt ⊕DS, g ∈ Ds} for E(Ds)
this shows that δ˜ extends to a superderivation on each E(Ds), hence to a superderivation on E .
Since δ˜(π(D2(δ)) ⊂ π(D2(δ), this allows us to define a graded derivation δ : D2(δ)→ D(δ) by
δ˜(π(δ(A))) =: π(δ(A)), ∀A ∈ D2(δ),
where π := πS ⊗ π0. We check that δ agrees with the stated values on the generators
{R(λ, f), ζ1(g), ζ1(g)∗, ζ2(g), ζ2(g)∗ | f ∈ (Dt ⊕Ds), g ∈ Ds}
of D2(δ). We give the calculation for δ˜s(ζ1(g)) where g ∈ (Ds∩D1), the calculation for the other
generators being similar.
δ(ζ1(g)) = δ(R+(g))R−(Kg)C(g) +R+(g)δ(R−(Kg))C(g) +R+(g)R−(Kg)δ(C(g)),
= − iR+(g)2C(KP2P+Y g)R−(Kg)C(g) +R+(g)R−(Kg)2C(P2P−Y Kg)C(g)
+R+(g)R−(Kg)(φ(Y P+g) + iφ(KY P−g)),
= − iR+(g)C(KP2P+Y g)R−(Kg)C(g) +R+(g)R−(Kg)C(P2P−Y Kg)]ζ1(g)
+ (i− 1)R+(g)R−(Kg)− iR+(g) −R−(Kg),
using
R+φ(Y P+g) = iR+(g)− 1 and R−(Kg)φ(Y P−Kg) = R−(Kg) − 1
by Theorem (5.2.7) (vi).
(i): As already noted for Xs a finite dimensional subspace of D1, we have that Q
2
s = 0. Now for
A ∈ E(Ds) we have that δ˜2(A) = δ˜(δ˜s(A)) = δ˜s′(δ˜s(A)) = δ˜2s′(A) = 0 for some finite dimensional
Xs′ ⊃ Xs. Therefore δ˜2 = 0 and as πS ⊗ π0 is faithful, we get that δ2 = 0 on D2(δ).
(ii) and (iii): These follow from Q†s := JωQ∗sJω = Qs and calculations as in lemma (5.1.3) (ii)
and (iii). Alternately, these can be easily verified directly for the generating tensors on of D2(δ)
and so extend to all D2(δ) ✷
Remark 5.4.7 Some important points to note about the above superderivation:
(i) From the definition above we see that δ preserves D2(δ) but not D1(δ). So δ
2 makes sense
on D2(δ) but not on D1(δ). The reason we define D1(δ) is that it is a ∗-algebra whereas
D2(δ) is not.
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(ii) Theorem (5.4.6) (iii) above states
δ(A)∗ = −α ◦ δ ◦ α ◦ γ(A∗) (5.24)
for all A ∈ D2(δ). By Remark (5.4.5)(iv) we have that α(A∗) ∈ D2(δ) for all A ∈ D2(δ)
and so the ∗ on the RHS of equation (5.24) does not give us domain problems.
♠
5.4.3 Strongly Regular States and Charge
Now that the BRST structures are defined at the C∗-algebraic level using R(D, σ2), we will
investigate what states give the structures as in Section 4.2.3, and also calculate their BRST-
physical subspace and BRST-physical algebra. We will define the BRST physical states as those
which:
(i) Produce the natural Krein structures as related to the J-automorphisms in their GNS
representation.
(ii) Produce ghost gradings as in Subsection 3.1.1.
(iii) Have associated cyclic vector being positive with respect to the Krein structure.
(iv) Have a (possibly unbounded) BRST charge Q in the associated representation which gen-
erates δ on D2(δ) in that representation, and has GNS-cyclic vector in KerQ (i.e. Q selects
the vacuum).
Guided by the bounded Q case we define (cf. Section 5.1, in particular lemma (5.1.5)):
Definition 5.4.8 Let Sδ be the set of states on A of the form ω1 ⊗ ω2 such that ω1 ◦ β = ω1 ∈
S(R(D, σ2)), ω2 ∈ Sg(Ag), and (ω1 ⊗ ω2)(δ(A)) = 0 ∀A ∈ D(δ).
We easily see that the above definition of Sδ give representations that satisfy the first three
criteria above:
(i) Recall the Definition (5.0.7). For ω = ω1 ⊗ ω2 ∈ Sδ we have that ω ◦ α = ω where
α = β′ ⊗ α′ ∈ Aut (A) is the automorphism that encodes the Krein structure on A, i.e.
A† = α(A∗) for all A ∈ A. From β′2 = ι, α′2 = ι, α2 = (α′ ⊗ β′)2 = ι and ω1 ◦ β′ = ω1,
ω2 ◦ α′ = ω2, ω ◦ α = ω we see that (Hω1 , Jω1), (Hω2 , Jω2), (Hω, Jω) are all Krein spaces
as in Definition (5.0.7).
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(ii) By ω2 ∈ Sg(Ag) we have the correct ghost gradings on Ag (cf. Proposition (3.1.11)).
(iii) Also ω ◦ α = ω implies that JωΩω = Ωω and so Ωω is positive with respect to the inner
product (·, ·)ω = 〈·, Jω ·〉ω.
We need to examine the existence of a BRST charge. This will be done for a subset of states in
Sδ for which we can construct a charge as in Subsection 4.2.5. More general exitence criteria
for the BRST charge will be examined in Section 5.5 Theorem (5.5.3).
The structers of Section 4.2.3 are constructed in the Fock representation using the fields φ(f)
of the resolvents in R(D, σ2). So we start by investigating representations in which fields exist
for all the resolvents, i.e. the regular representations (cf. Definition (5.2.8)). We recall some
useful facts and define terminology for these representations:
• Let the regular states of R(D, σ2) be denoted by Sr and let the strongly regular states be
denoted Ssr (cf. Definition (5.2.8) and Section 5.2.1). Recall that for ω1 ∈ Ssr we have
that φπω1 (f) ∈ Op(Hω1) exists for all f ∈ D. In particular we can form the non-normed
∗-algebra
E0ω1 := ∗-alg{φπω1 (f), πω1(R(λ, f)) | f ∈ D, λ ∈ R\0}
• For ω1 ∈ Ssr we have that there exists a dense invariant domain D∞ for all φπS(f), f ∈ D.
Moreover the cyclic GNS-vector Ωω1 ∈ D0ω1 , and so
∗-alg{φπω1 (f), | f ∈ D, λ ∈ R\0}Ωω1 ⊂ D∞
as D∞ is invariant for all φπS (f), f ∈ D. By Theorem (5.2.7) (i) we get
D0ω1 := E0ω1Ωω1 (5.25)
is an invariant domain for E0ω1 , and as D0ω1 ⊃ πω1(R0(D, σ2))Ωω1 we get that D0ω1 is dense
in Hω1 .
• For strongly regular states we can define the creators and annihilators of the fields. Let
ω1 ∈ Ssr(R(D, σ2)),then we define:
aπω1 (f) :=
1√
2
(φπω1 (f) + iφπω1 (Kf)), f ∈ D
where by Theorem (5.2.7) (v) we have that D0ω1 is a dense invariant domain for aπω1 (f).
We have that
a∗πω1 (f) :=
1√
2
(φπω1 (f)− iφπω1 (Kf)), f ∈ D
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which preserves D0ω1 . For f, g ∈ D,
[aπω1 (f) , aπω1 (g)]ψ = [a
∗
πω1
(f) , a∗πω1 (g)]ψ = 0,
[aπω1 (f) , a
∗
πω1
(g)]ψ = 〈f, g〉ψ,
where ψ ∈ D0ω1 . For consistency in notation we will denote cπω2 (f) := πω(1 ⊗ c(f)) for
c(f) ∈ Ag and ω2 ∈ Sg(Ag) (cf. Section 3.1 for definition of c(f) ).
• Take ω = ω1 ⊗ ω2 ∈ Sδ such that ω1 ∈ Ssr. Let D0ω2 := ∗-alg{C(g) | g ∈ D1 ⊕Y D2}Ωω2 .
Then
Dω := D0ω1 ⊗D0ω2 (5.26)
is a common dense invariant domain for πω1(R(λ, f)) ⊗ 1, φπω1 (f)⊗ 1, and
πω1(R(λ, f))⊗ 1 (cf equation (5.25)).
• Let Xs be a subspace of D1 and let Ds := Xs ⊕ JXs = Xs ⊕Y JXs. Let
E(Xs) := ∗-alg{φπω1 (f)⊗1, πω1(R(λ, f))⊗1, 1⊗πω2(C(g))| f ∈ Dt⊕Ds, g ∈ Ds, λ ∈ R\0},
• Define E := E(D1) and extend the ghost grading on A to E in the obvious way.
Remark 5.4.9 Note that for Xs ⊂ D1 and E ∈ E(Xs), a monomial of generating tensors of
E(Xs), we can choose a monomial of R(λj , fj)’s, λj ∈ R\0, such that πω(R(λ1, f1) . . . R(λn, fn)⊗
1)E ∈ πω(D2(δ)). We can also take the λj ’s to be arbitrarily large.
To see this we first take Xs ⊂ D1, λ ∈ R\0, f ∈ Dt ⊕Ds, g ∈ Xs, and h ∈ JXs. We show
the above statement holds for (φπω1 (f)⊗ 1) and πω(1⊗ C(g)).
We have that πω1(R(λ, f))(φπω1 (f)⊗ 1) = iλπω(R(λ, f))− 1 ∈ πω(D2(δ)). Also, for g ∈ Xs,
we have that πω(R(λ, Y P+g)R(λ,KY P−g) ⊗ 1)πω(1⊗ C(g)) = (1/λ)πω(ζ1(g/λ)) ∈ πω(D2(δ)).
Now πω1(R(λ, f)) ⊗ 1, πω(1 ⊗ C(h)) are elements of πω(D2(δ)). Moreover, we can always
multiply E by the appropriate monomial M of resolvents corresponding (φπω1 (f) ⊗ 1) and
πω(1⊗C(g)) in E so that ME ∈ πω(D2(δ)), and using the fact that [R(D, σ2)⊗ 1,1⊗Ag] = 0
and Theorem (5.2.7) (vii) to pair the resolvents in M with their corresponding terms in E. ♠
By the same construction as in the last subsection we now define a superderivation on E :
Theorem 5.4.10 Let ω = ω1 ⊗ ω2 ∈ Sδ is such that ω1 ∈ Ssr.
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Define a map δ˜ : E → E by:
δ˜(φπω1 (f)⊗ 1) = 1⊗ πω2(iC(KP2P+f) + C(P2P−f)),
δ˜(πω2(C(h))) = φπω1 (Y P1P+h) + iφπω1 (Y KP1P−h),
δ˜(πω(A)) = πω(δ(A))
for f ∈ D, h ∈ D1 ⊕D2, A ∈ D2(δ).
Let Xs be a finite dimensional subspace of D1, let (fj) be a finite H-orthonormal basis for
Xs and define
Qs :=
∑
j
[
(φπω1 (P+fj) + iφπω1 (KP−fj))⊗ πω2(C(Jfj))
+ (φπω1 (KP+fj)− iφπω1 (P−fj))⊗ πω2(C(KJfj))
]
,
where D(Qs) = Dω. Define the superderivation
δ˜s : E(Xs)→ E(Xs) by δ˜s(E) := [Qs, E]sb,
on Dω, graded with respect to the Z2-grading coming from the ghosts. Then:
(i) There exists a superderivation δ˜ : E → E with respect to the Z2-grading coming from the
ghosts that agrees with the map δ˜ defined on the generating tensors of E above. Moreover
δ˜(E) = δ˜s(E) for E ∈ E(Xs).
(ii) Qs is 2-nilpotent, closable, Krein symmetric with respect to (·, ·)ω = 〈·, Jω ·〉ω and
Qs =
n∑
j=1
[a∗πω1 (Jfj)⊗ cπω2 (Jfj) + aπω1 (fj)⊗ c
∗
πω2
(fj)]
(iii) D(Qs) ⊂ D(Q∗s) and
Q∗s :=
∑
j
((φπω1 (P+fj)− iφπω1 (KP−fj))⊗ πω2(C(fj))
+ (φπω1 (KP+fj) + iφπω1 (P−fj))⊗ πω2(C(Kfj))),
on Dω.
(iv) For all E ∈ E,
〈Ωω, δ˜(E)Ωω〉 = 0
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(v) We have
(aπω1 (f)⊗ 1)Ωω = 0, (1⊗ cπω2 (f))Ωω = 0
for all f ∈ (D1 ⊕D2), hence Ωω ∈ KerQs ∩KerQ∗s.
Proof. (i): We need only to check that the map δ˜ : E → E extends to a superderivation on
polynomials on the generating tensors in E . This was done in Theorem (5.4.6).
(ii) and (iii): That Qs is 2-nilpotent follows as in lemma (4.2.13) substituting φπω1 (P+fj) +
iφπω1 (KP−fj) for A(f).
For the remaining statements we note that Dω = D0ω1 ⊗ Hω2 , that φπω1 (f) is symmetric
on D0ω1 and C(f)∗ = C(Jf) for f ∈ (D1 ⊕ D2). Using these and that Qs is a finite sum, we
easily get that D(Qs) ⊂ D(Q∗s) and Q∗s is given by the expression in (iii) on D(Qs). Now
Dω = D(Qs) ⊂ D(Q∗s) and so D(Q∗s) is dense in Hω. Hence by [87] Theorem VIII.1 p253 we get
that Qs is closable.
For Krein symmetry we use that E† = JωE∗Jω for E ∈ E and so
φπω1 (P+fj)
† = φπω1 (JP+fj)
∗ = φπω1 (P+fj),
φπω1 (P−fj))
† = φπω1 (JP−fj)) = −φπω1 (JP−fj)),
πω2(C(Jfj))
† = πω2(C(J
2fj)
∗) = φω2(C(Jfj)).
using these on the terms in Qs gives that Qs is Krein-symmetric.
The expression for Qs in terms of creators and annihilators follows from the proof of lemma
(4.2.13) (ii), since the algebraic input is the same.
(iv): Take a monomial E of generating tensors of E . Now by Remark (5.4.9) we can choose
an appropriate monomial M = πω(R(λ1, f1) . . . R(λn, fn)⊗ 1) such that ME ∈ πω(D2(δ)) , i.e.
ME = πω(A) for some A ∈ D2(δ). Thus
〈Ωω, δ˜(ME)Ωω〉 = ω(δ(A)) = 0
by the defining property of ω ∈ Sδ. As ME is a monomial in a finite number of generating
elements, there exists a finite dimensional subspace Xs of D1 such that ME ∈ E(Xs). Hence
0 = 〈Ωω, δ˜(ME)Ωω〉 = 〈Ωω, QsMEΩω〉 − 〈Ωω, γ(ME)QsΩω〉,
= 〈Q∗sΩω,MEΩω〉 − 〈Ωω,Mγ(E)QsΩω〉, (5.27)
since M is even so γ(M) =M and by part (iii) that Ωω ∈ Dω ⊂ D(Q∗s).
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Now M is a function of the λj ’s, and by Remark (5.4.9) we have that M(λ1, . . . , λn)E ∈
πω(D2(δ)), for all λj ∈ R\0, and so equation (5.27) holds for all M(λ1, . . . , λn), λj ∈ R\0.
By Theorem (5.2.7) (ii) we have that, for all ψ ∈ Hω:
lim
λ1→∞
. . . lim
λn→∞
((i)n(λ1 . . . λn)πω(M(λ1, . . . , λn)ψ) = ψ
Take the limits λj →∞ of (i)n(λ1 . . . λn)× (equation (5.27)) to get that,
0 = 〈Q∗sΩω, EΩω〉 − 〈Ωω, γ(E)QsΩω〉 = 〈Ωω, QsEΩω〉 − 〈Ωω, γ(E)QsΩω〉 = 〈Ωω, δ˜(E)Ωω〉
As any E2 ∈ E is a sum of monomials, this proves (iv).
(v): Take 0 6= f ∈ D1, and let Xs = {Cf}. Therefore Ds = [f, Jf ] and so as J = P+ − P− we
have P+f, P−f,KP+f,KP−f ∈ Ds. Hence if we let
E = (φπω1 (P+f)− iφπω1 (KP−f))⊗ πω2(C(f)) + (φπω1 (KP+f) + iφπω1 (P−f))⊗ πω2(C(Kf)),
= aπω1 (Jf)⊗ c∗πω2 (Jf) + a
∗
πω1
(f)⊗ cπω2 (f),
= Q∗s
then we have that E ∈ E(Xs).
As E ∈ E(Xs), we have that δ˜(E) = δ˜s(E) and so following a calculation similar to equation
(4.30) we get
δ˜(E) = [Qs, E} = (a∗πω1 (Jf)aπω1 (Jf){cπω2 (Jf), c
∗
πω2
(Jf)}+ [aπω1 (Jf), a∗πω1 (Jf)]c
∗
πω2
(Jf)cπω2 (Jf))
+ (a∗πω1 (f)aπω1 (f){cπω2 (f), c
∗
πω2
(f)}+ [aπω1 (f), a∗πω1 (f)]c
∗
πω2
(f)cπω2 (Jf))
= (‖f‖2
HY
[a∗πω1 (Jf)aπω1 (Jf) + a
∗
πω1
(f)aπω1 (f)] + [c
∗
πω2
(Jf)cπω2 (Jf) + c
∗
πω2
(f)cπω2 (f)])
Now by part (iv) we have that
0 = 〈Ωω, δ˜(E)Ωω〉,
= 〈Ωω, (‖f‖2HY [a∗πω1 (Jf)aπω1 (Jf) + a
∗
πω1
(f)aπω1 (f)] + [c
∗
πω2
(Jf)cπω2 (Jf) + c
∗
πω2
(f)cπω2 (f)])Ωω〉.
As f ∈ D1 was arbitrary, and the RHS of δ(E) above is the sum of positive operators, we get
that,
(aπω1 (g)⊗ 1)Ωω = 0, (1⊗ cπω2 (g))Ωω = 0,
for all g ∈ (D1 ⊕D2). Hence, Ωω ∈ KerQs ∩KerQ∗s by the expression for Qs in (ii). ✷
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Now Theorem (5.4.10) (v) says that strongly regular BRST physical states are Fock states when
restricted to R(D1 ⊕ D2, σ2). Using this we can construct a BRST charge Q that generates δ˜
for these representations. We follow Subsection 4.2.5, in particular we have an almost identical
version of lemma (4.2.20).
Lemma 5.4.11 Let ω = ω1 ⊗ ω2 ∈ Sδ and ω1 ∈ Ssr(R(D, σ2)). Let Xs ⊂ Xs′ be finite
dimensional subspaces of D1. Then we have that,
Qsψ = Qs′ψ
for ψ ∈ E(Xs)Ωω.
Proof. Take ψ ∈ E(Xs)Ωω, and suppose that dim(Xs) = m < dim(Xs′) = n. Now by lemma
(4.2.17), take an H-orthonormal basis Λ = (fj)
m
j=1 of Xs such that it is also a H
Y -orthogonal
basis for Xs, and take an H-orthonormal basis Λ
′′ = (fj)nj=m+1 of Xs′ ⊖Xs such that it is also
a HY -orthogonal basis for Xs′ ⊖ Xs. Therefore Λ′ = (fj)nj=1 is an H-orthonormal basis and
HY -orthogonal basis for Xs′ . Now,
(Qs −Qs′) =
n∑
j=m+1
[a∗(Jfj)⊗ c(Jfj) + a(fj)⊗ c∗(fj)]. (5.28)
By the way we chose Λ′ we have that fi ⊥H fj and fi ⊥HY fj for i ≤ n, j > n + 1. So as
ψ = AΩω where A ∈ E(Xs), we see that we can (anti-)commute all the terms in the RHS of
(5.28) through the terms in A to Ωω, which they annihilate by Theorem (5.4.10) (v). Therefore
(Qs −Qs′)ψ = 0
✷
Now every ψ ∈ Dω is also in E(Xs)Ωω for some finite dimensional subspace Xs ⊂ D1 (cf.
equation (5.26)), and so using the above lemma we construct the BRST charge:
Theorem 5.4.12 Let ω = ω1 ⊗ ω2 ∈ Sδ and ω1 ∈ Ssr(R(D, σ2)). Let ψ ∈ Dω, let Xs be a
finite dimensional subspace of D1 such that ψ ∈ E(Xs)Ωω. Define
Qψ := Qsψ.
Then Q extends to well defined operator on with domain D(Q) := Dω such that
δ˜(E)ψ = [Q,E]sbψ,
for all ψ ∈ Dω and E ∈ E. Furthermore:
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(i) Q preserves D(Q), is Krein symmetric (hence closable by Proposition (7.2.4)) and Q2ψ = 0
for all ψ ∈ D(Q).
(ii) Q preserves D(Q) and Q
2
ψ = 0 for all ψ ∈ D(Q). Hence Q has dsp-decomposition (cf.
Theorem (3.2.1))
Hdω ⊕Hsω ⊕Hpω,
where Hdω = RanQ, Hsω = KerQ ∩KerQ∗, Hpω = RanQ∗.
(iii) (Q∗)2ψ = 0 for all ψ ∈ D(Q∗).
Proof. Let ψ ∈ Dω, then there exists a finite dimensional subspace Xs ⊂ D1 such that ψ ∈
E(Xs)Ωω. We check that Qψ = Qsψ is independent of the choice of this Xs. Let Xs′ ⊂ D1 be
another finite dimensional subspace such that ψ ∈ E(Xs′)Ωω and suppose that Xs,Xs′ ⊂ Xs′′
where Xs′′ is a finite dimensional subspace of D1. Then by lemma (5.4.11)
Qsψ = Qs′′ψ = Qs′ψ,
and so Qψ = Qsψ is independent of the choice of this Xs. That Q extends to a well defined
linear operator on D(Q) = Dω is now obvious.
Let E ∈ E and ψ ∈ Dω and take a finite dimensional subspace Xs ⊂ D1 such E ∈ E(Xs)
and ψ ∈ E(Xs)Ωω. Then Eψ ∈ E(Xs), and so QEψ = QsEψ ∈ E(Xs)Ωω and EQψ = EQsψ ∈
E(Xs)Ωω. Therefore by Theorem (5.4.10) (i) δ˜(E)ψ = [Qs, E]sbψ = [Q,E]sbψ.
(i), (ii) and (iii): Let ψ ∈ D(Q). Then ψ ∈ E(Xs)Ωω for some finite dimensional subspace of
Xs ⊂ D1. So we have that Qψ = Qsψ ∈ E(Xs)Ωω, hence QD(Q) ⊂ D(Q). By the definition of
Qs we have that QsE(Xs)Ωω ⊂ E(Xs)Ωω and so we have that Q2ψ = Q2sψ = 0. Furthermore Q
is †-symmetric as Qs′ is for all finite dimensional subspaces Xs′ ⊂ D1.
Now (i), (ii) and (iii) follow from lemma (3.3.1) and Theorem (3.2.1). ✷
We want to calculate Hsω = KerQ ∩KerQ∗ explicitly.
Proposition 5.4.13 Let ω = ω1 ⊗ ω2 ∈ Sδ and ω1 ∈ Ssr(R(D, σ2)), and let Q and Hsω =
KerQ ∩KerQ∗ be as in Theorem (5.4.12) above. Let ψ ∈ Dω, then:
(i) ψ ∈ Hsω if and only if,
(aπω1 (g) ⊗ 1)ψ = 0, (1⊗ cπω2 (g))ψ = 0,
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for all g ∈ (D1 ⊕D2), hence Ωω ∈ Hsω. This implies that for ψ ∈ Hsω, the vector state ωψ
is a Fock state when restricted to R(D1 ⊕D2, σ2)⊗ 1.
(ii) Let
R0u := ∗-alg{R(λ, f) | f ∈ D1 ⊕D2, λ ∈ R\{0}} Ru := R0u = R(D1 ⊕D2, σ2)
Fu := ∗-alg{φπω1 (f)⊗ 1 | f ∈ D1 ⊕D2}.
Then
(πω1(Ru)⊗ 1)Ωω = FuΩω
(iii) Let
R0ph := ∗-alg{R(λ, f) | f ∈ Dt, λ ∈ R\{0}} Rph := R0t = R(Dt, σ2).
Then
Hω = πω(R(D, σ2)⊗Ag)Ωω = πω(RphRu ⊗Ag)Ωω,
= πω(Rph ⊗ 1)Fuπω(1⊗Ag)Ωω (5.29)
(iv) We have
Hsω = πω(Rph)Ωω (5.30)
Proof. (i): Take ψ ∈ Dω. Then there exists a finite dimensional subspace Xs ⊂ D1 such that
ψ ∈ E(Xs)Ωω. Now as ψ ∈ Dω, we have Qψ = Qsψ and Q∗ψ = Q∗sψ, and so ψ ∈ (KerQ∩KerQ∗)
if and only if ψ ∈ Ker {Qs, Q∗s}.
Using lemma (4.2.17) we can choose a finite H-orthonormal basis, (fj), which is also H
Y -
orthogonal. So we calculate as in equation (4.30),
{Qs, Q∗s}ψ =
 m∑
j=1
(‖fj‖2HY [a∗(Jfj)a(Jfj) + a∗(fj)a(fj)] + [c∗(Jfj)c(Jfj) + c∗(fj)c(fj)])
ψ,
Hence, as the RHS of the above equation is a sum of positive operators acting on ψ we have
that ψ ∈ (KerQ ∩KerQ∗) if and only if
ψ ∈ {Ker aπω1 (g) ⊗ 1 ∩Ker1⊗ cπω2 (g) | g ∈ Xs ⊕ JXs}.
As ψ ∈ E(Xs)Ωω, the (anti)commutation relations for the aπω1 (·)’s and cπω2 (·)’s give that this
statement extends to ψ ∈ (KerQ ∩KerQ∗) if and only if
ψ ∈ {Ker aπω1 (g) ⊗ 1 ∩Ker1⊗ cπω2 (g) | g ∈ D1 ⊕ JD1}.
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By Theorem (5.4.10) (v) we have that Ωω ∈ Hsω.
(ii): By (i) we have that ω is a Fock-state when restricted to Ru = R(D1⊕D2) and so the result
follows.
(iii): As ω1 is strongly regular and D = Dt ⊕ D1 ⊕ D2, Theorem (5.2.7) (v) gives that
πω1(R(D, σ2))Ωω1 = πω1(Rph)πω1(Ru)Ωω1 . Hence
Hω = πω(R(D, σ2)⊗Ag)Ωω = πω(RphRu ⊗Ag)Ωω = πω(Rph ⊗ 1)Fuπω(1⊗Ag)Ωω
where the last equality follows from (ii) and [Fu, πω(Rph ⊗ 1)] = [Fu, πω(1⊗Ag)] = 0 on Dω.
(iv): Define
Cu := alg({a∗πω1 (f)⊗ 1,1⊗ c
∗
πω2
(g) | f, g ∈ D1 ⊕D2}),
acting on Dω. Equation (5.29) and (i) give:
Hω = [AΩω, BΩω |A ∈ R0ph, B ∈ R0phCu]. (5.31)
Let ψ = AΩω and ξ = BΩω where A ∈ R0ph and B ∈ R0phCu. By definition, B = TS where
T ∈ R0ph and S ∈ Cu. As Dt ⊥ D1 ⊕D2 with respect to 〈·, ·〉 on D we have that the CCR’s for
the φπω1 (f)’s give that [S, T ] = [A,S
∗] = 0 on Dω. Hence
〈ψ, ξ〉ω = 〈AΩω, TSΩω〉ω = 〈AS∗Ωω, TΩω〉ω = 0
where we used that S∗ is a polynomial of aπω1 (fj)⊗1’s and 1⊗cπω2 (gk)’s where fj, gk ∈ D1⊕D2
and so S∗Ωω = 0.
Therefore we have that R0phΩω ⊥ R0phCuΩω with respect to 〈·, ·〉ω and so by equation (5.31)
above we get that
Hω = R0phΩω ⊕R0phCuΩω (5.32)
By (i) Hsω = ∩Ker {aπω1 (g) ⊗ 1, 1⊗ cπω2 (g) | g ∈ D1 ⊕D2} and Ωω ∈ Hsω. Using the CCR’s for
the aπω1 (g)’s and the CAR’s for the cπω2 (g)’s for g ∈ D1 ⊕D2 , we see that
FphΩω ⊂ Hsω, and (FphCuΩω ∩Hsω) = {0},
where we recall that (i) implies that Ωω is the Fock-vacuum for ∗-alg{φπω1 (f)⊗11⊗πω2(C(f))| f ∈
D1 ⊕D2}.
Hence by equation (5.32) above we get that
Hsω = R0phΩω = πω(Rph)Ωω.
✷
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5.4.4 BRST-Algebra for QEM II
Now that we have calculated Hsω for strongly regular states via Proposition (5.4.13), we want
to define and investigate what the BRST-physical algebra will look like via constructions as in
Section 3.3.
To use the results from Section 3.3 we first have to define in a given representation the
superderivation we are using. To make streamline notation, define Rp˜h := R(Dt, σ2) and Ru˜ :=
R(D1 ⊕D2, σ2). Note that Dt and D1 ⊕D2 are σ2-symplectic complements of each other. So
by Theorem (5.2.14):
Rt := C∗({R(λ, f), R(λ, g) |f ∈ Dt, g ∈ D1 ⊕D1}) ∼= Rp˜h ⊗Ru˜.
Let ϕ be this ∗-isomorphism, and define Rph := ϕ−1(Rp˜h ⊗ 1) and Ru := ϕ−1(1 ⊗Ru˜). Recall
that for a subspace S ⊂ D, we have that R0(S, σ2) = ∗-alg{R(λ, f) | f ∈ S, λ ∈ R\{0}}, and
define:
R0ph := ϕ−1(R0(Dt, σ2)), R0u := ϕ−1(R0(D1 ⊕D2, σ2)), (5.33)
R0t := ∗-alg{R(λ, f), R(λ, g) |f ∈ Dt, g ∈ D1 ⊕D1)}
Definition 5.4.14 Define: D(δω) = πω(D2(δ)) ∩ (R0t ⊗Ag))
δω : D(δω)→ D(δω),
δω(πω(A)) = πω(δ(A)),
where δ : D2(δ)→ D2(δ) is as in Theorem (5.4.6).
Remark 5.4.15 The reason we do not define D(δω) = πω(D2(δ)) is that the domain restriction
makes calculations tractable. We do not lose information using the smaller domain and strongly
regular states since for ω = ω1⊗ω2 ∈ Sδ and ω1 ∈ Ssr, we have that D(δω) = πω(D2(δ)∩ (R0t ⊗
Ag)) is strongly dense in πω(A) by Theorem (5.2.7) (v). ♠
From Theorem (5.4.12) we have that if ω = ω1 ⊗ ω2 ∈ Sδ where ω1 ∈ Ssr, then δω has a
generator Qω, which has dsp-decomposition Hω = Hdω ⊕Hsω ⊕Hpω. Define
Φωs : D(δω)→ D(δω) by Φωs (A) = Pωs APωs ,
where Pωs is the projection onto Hsω.
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Definition 5.4.16 Let ω = ω1 ⊗ ω2 ∈ Sδ and ω1 ∈ Ssr. Let Qω be the generator of δω given
in Theorem (5.4.12), and let,
Hω = Hdω ⊕Hsω ⊕Hpω
be the dsp-decomposition with respect to Qω. We define
P˜BRSTω := Ker δω/(Ker δω ∩KerΦωs ) ∼= Φωs (Ker δω),
where the above isomorphism is assumed to be algebraic, and we have assumed no topology on
P˜BRSTω .
Remark 5.4.17 (i) By lemma (3.3.10) we see that Φωs is an algebra homomorphism, hence
P˜BRSTω is well defined as an algebra.
(ii) The above follows the alternative definition of the physical algebra (Subsection (3.3.2)).
To connect with the Ker δω/Ran δω we need to extend D(δω) to
D(δω)
ext = alg({D(δω), Pωs , Pωp , Pωd , Q, V }) as in Section (3.3), which then gives (Ker δω ∩
D(δω))/(Ran δω ∩D(δω)) ∼= PBRSTω by Theorem (3.3.11) (see Remark (3.3.16)).
♠
To calculate P˜ωBRST , we first need Proposition (5.4.13) to show that BRST strongly regular
states have a particularly simple form.
Lemma 5.4.18 (i) Let ω ∈ Ssr(R(D, σ2)) be such that
aπω(f)Ωω = 0, ∀f ∈ (D1 ⊕D2),
where Ωω is the cyclic state in the GNS representation of ω. Then we have that
ω(AB) = ω(A)ω(B),
for all A ∈ Rph and B ∈ Ru.
(ii) Let ω = ω1 ⊗ ω2 ∈ Sδ and ω1 ∈ Ssr(R(D, σ2)). Then we have that for all T ∈ (R0t ⊗Ag)
there exists S ∈ Rph such that,
ω(R1(T − S)R2) = 0, ∀R1, R2 ∈ Rph
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Proof. (i): Let πω be the GNS representation for ω. Define
Gu := ∗-alg{φπω(f) | f ∈ (D1 ⊕D2)} = alg({aπω(f), a∗πω(f) | f ∈ (D1 ⊕D2)})
acting of dense domain D0ω ∋ Ωω constructed as in (5.25). By the assumption that aπω(f)Ωω = 0
for all f ∈ (D1 ⊕D2), we have that ω is a Fock-state when restricted to Ru = R(D1 ⊕D2, σ2)
which implies that
FuΩω = πω(Ru)Ωω.
If we take any element T ∈ Gu then we can write T in a normal ordering of aπω(fi)’s, a∗πω(fj)’s
for fi, fj ∈ D1 ⊕D2. That is
T = a01+ T1
where a0 ∈ C and T1 is a polynomial with zero constant coefficient and with all the a∗πω(·)’s to
the left of the aπω(·)’s. Now using aπω(f)Ωω = 0 for all f ∈ (D1 ⊕D2), we get that
TΩω = a0Ωω + T2Ωω
where T2 is a polynomial with zero constant coefficient but now only in a
∗
πω(·)’s. Thus:
〈Ωω, TΩω〉 = 〈Ωω, a0Ωω〉+ 〈T ∗2Ωω,Ωω〉 = a0
Now let A ∈ Rph, then
〈Ωω, πω(A)TΩω〉 = 〈Ωω, πω(A)a0Ωω〉+ 〈Ωω, πω(A)T2Ωω〉,
= 〈Ωω, πω(A)a0Ωω〉+ 〈T ∗2Ωω, πω(A)Ωω〉,
= ω(A)a0,
= ω(A)〈Ωω, TΩω〉 (5.34)
since [S,R] = 0 for all S ∈ Gu and R ∈ πω(Rph) in the second equality. We have shown above
that FuΩω is dense in πω(Ru)Ωω, and so for B ∈ Ru there exists a sequence (Tn) ⊂ Gu such
that πω(B)Ωω = limn TnΩω and so,
ω(AB) = lim
n
〈Ωω, πω(A)TnΩω〉 = ω(A) lim
n
〈Ωω, TnΩω〉 = ω(A)ω(B)
where we used (5.34) in the second equality.
(ii): By Proposition (5.4.13) (i) we get that aπω1 (f)Ωω1 = 0 for all f ∈ D1 ⊕D2. Then part (i)
gives
ω(AB ⊗ C) = ω1(A)ω1(B)ω2(C) = ω(A⊗ 1)ω(B ⊗ C) (5.35)
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for all A ∈ Rph, B ∈ Ru and C ∈ Ag.
Let T =
∑n
i=1AiBi ∈ Rt ⊗ Ag, Ai ∈ (Rph ⊗ 1) Bi ∈ (Ru ⊗ Ag). Let bi = ω(Bi) and let
S =
∑n
i=1 biAi. Then we have that for all R1, R2 ∈ Rph,
ω(R1(T − S)R2) =
n∑
i=1
ω(R1AiR2(Bi − bi)),
=
n∑
i=1
ω(R1AiR2)ω(Bi − bi),
= 0,
where we have used that [F,G] = 0 for all F ∈ Ru and G ∈ Rph in the first line and equation
(5.35) in the second. As all elements in R0t ⊗Ag are of the form of T we are done. ✷
Using this we can calculate the algebra PBRSTω . Before we proceed, we define
Φ˜ωs : πω(A)→ πω(A) by Φ˜ωs (A) := Pωs APω
i.e. we have extended the domain of Φωs to all of πω(A). Note that Φ˜ωs is a linear transform not
a homomorphism on πω(A). As Hsω == πω(Rph ⊗ 1)Ωω we have that Φ˜ωs is a ∗-homomorphism
on πω(Rph ⊗ 1).
Theorem 5.4.19 Let ω = ω1 ⊗ ω2 ∈ Sδ and ω1 ∈ Ssr(R(D, σ2)), and define ω1,Rph := ω1|Rph .
Then:
(i) (Φωs ◦ πω)(R0t ⊗Ag) = (Φωs ◦ πω)(R0ph ⊗ 1)
(ii) There exists an isometric isomorphism
ϑω : (Φ˜
ω
s ◦ πω)(Rph ⊗ 1)→ π(ω1,Rph)(Rph),
where π(ω1,Rph) is the GNS-representation for ω1,Rph.
(iii) PBRSTω ∼= π(ω1,Rph)(R0ph) as algebras with no topology.
Proof. (i): let T =
∑n
i=1 aiπω(Ai)πω(Bi) ∈ (Ker δ˜ ∩ πω(R0t ⊗ Ag)), where Ai ∈ (R0ph ⊗ 1),
Bi ∈ (R0u ⊗ Ag). By lemma (5.4.18) (ii) we have that there exists S ∈ πω(R0ph ⊗ 1) such that
ω(R1(T−S)R2) = 0 for all R1, R2 ∈ Rph. By Proposition (5.4.13) (ii) we haveHωs = πω(Rph)Ωω,
hence Pωs πω((T − S))Pωs = 0 and so
Pωs πω(T )P
ω
s = Φ
ω
s (πω(T )) = Φ
ω
s (πω(S))
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(ii): Let ιRph : Rph → Rph ⊗ 1 be the identity isomorphism. As Hsω = πω(Rph ⊗ 1)Ωω (Propo-
sition (5.4.13) (ii)), the representation (Φωs ◦ πω ◦ ιRph) : R0ph → B(Hsω) has an algebraic cyclic
vector Ωω (we take closures below.
Define η := Φ˜ωs ◦ πω ◦ ιRph , then for all A ∈ Rph
〈Ωω, η(A)Ωω〉ω = 〈P sωΩω, πω(A⊗ 1)P sωΩω〉ω,= ω(A⊗ 1),
= ω1,Rph(A),
= 〈Ω(ω1,Rph), π(ω1,Rph)(A)Ω(ω1,Rph)〉
where we used P sωΩω = Ωω in the second equality (Proposition (5.4.13) (i)). Hence by [76,
Theorem 4.1.4, p143] we get that η(Rph) unitarily equivalent to π(ω1,Rph)(Rph) and so there
exists an isomorphism
ϑ : η(Rph)→ π(ω1,Rph)(Rph).
Note that as η(Rph) and π(ω1,Rph)(Rph) are C∗-algebras, this isomorphism is isometric [76,
Theorem 3.1.5, p80]
Now η(Rph) = (Φωs ◦ πω)(Rph ⊗ 1) so in fact ϑ : (Φωs ◦ πω)(Rph ⊗ 1)→ π(ω1,Rph)(Rph) is an
isometric isomorphism.
(ii): By definition πω(R0ph) contains only polynomials in resolvents with test functions in Dt.
By the definition δ (cf. Theorem (5.4.6))
δω(πω(R(λ, f))) = −(1/
√
2)πω(R(λ, f)
2(c(P2f)− c∗(P2Jf))),
so as P2f = P2Jf = 0 for f ∈ Dt, we get that πω(R0ph) ∈ Ker δω. From this and part (i) we
have,
Φωs (πω(R0ph ⊗ 1)) ⊂ Φωs (Ker δω) ⊂ Φωs (πω(R0t ⊗Ag)) = Φωs (πω(R0ph ⊗ 1)),
This and the definition of PBRSTω (cf. Definition (5.4.16)) gives
PBRSTω ∼= Φωs (Ker δω) = (Φωs ◦ πω)(R0ph ⊗ 1) (5.36)
as algebras.
(iii): Combining equation (5.36) with the isomorphism ϑ above gives that
PBRSTω ∼= π(ω1,Rph)(R0ph)
as algebras. ✷
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From this we see that for each ω = ω1⊗ω2 ∈ Sδ and ω1 ∈ Ssr(R(D, σ2)), we have that PBRSTω is
algebraically isomorphic to π(ω1,Rph)(R0ph), which by Proposition (5.4.3) is isomorphic to a dense
subalgebra R0ph = R0(Dt, σ2) of the Dirac physical observables P. Hence we see that the BRST
physical observables correspond closely to the Dirac physical observables from Subsection 5.4.
We make this correspondence precise in the next section, after we have defined a the abstract
BRST-physical algebra PBRST with suitable norm.
5.4.5 QEM and Covariance II
A problematic feature of the auxiliary algebra R(D, σ2) is that the Poincare´ automorphisms do
not define naturally on it. This section is devoted to discussing this problem.
Firstly we note that there is a ‘back door’ solution to the problem. We found that in the
covariant algebra case the Poincare´ transformations define naturally and factor to the physical
algebra (Subsection 5.3.2). We have also found that the T -procedure for the covariant algebra
and the auxiliary algebra produce the physical algebra, therefore we can use the factored Poincare´
tranformations coming from the covariant algebra for the constrained auxiliary algebra also.
This deals with relativistic covariance for the auxiliary algebra case but it is somewhat
unsatisfactory from the standpoint that the covariant algebra and auxiliary algebra come from
the same algebra of unbounded fields, and so either algebra should be able to contain the same
information. Therefore we would expect that the Poincare´ transformations should be able to be
encoded as transformations on R(D, σ2) in some form. Such an encoding is not straightforward
and the remainder of this subsection is devoted to a discussion of this issue.
Recall that we define the Poincare´ transformations on the one-particle test function space
as:
(Vgf)(p) := e
ipaΛf(Λ−1p) ∀f ∈ S(R4,C4), g = (Λ, a) ∈ P↑+. (5.37)
where D = X+ iX as given in Subsection (4.1). Also recall as in Subsection 5.3.2, that Vg is σ1-
symplectic on X and D and so generates αg ∈ Aut (R(D, σ1)) by Theorem (5.2.4) (v). However
note that we do not have that for all g ∈ P↑+, Vg is σ2-symplectic on X or D, for example take g
to be a Lorentz boost. Therefore we cannot use Theorem (5.2.4) (v) to generate automorphisms
for such g.
At present the solution to directly encoding the Lorentz boosts for the auxiliary algebra
is still a work in progress. Pursuing the issue here would be to great a digression, however
strategies taken are discussed in Appendix 7.5. Briefly, these strategies are:
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• We defined
γT : sp(X, σ2)→ sp(X, σ2) defined by M → TMT,
where T : X → X is a real linear operator such that γT is a real algebra isomorphism.
Then g → γT (Vg) ∈ sp(X, σ2) is an real homomorphism of P↑+ → sp(X, σ2). Unfortunately,
as γT is only real linear, it not extend to a complex homomorphism P↑+ → sp(D, σ2).
• Now αg := Ad(Γ+(Vg)) is defined in the Fock representation in Subsection 5.3.2. We see
to what extent we define this on R(D, σ2). It turns out that Γ+(Vg) ∈ Op(F+0 (D)) is
unbounded for general boosts, αg does not preserve R(D, σ2) in the Fock representation
and in fact maps bounded elements in R(D, σ2) to unbounded elements. A strategy is to
encode αg in an infintesimal form (as a derivation) on parts R(D, σ2) from which we can
recover a representation g → αg in certain representation. This strategy has difficulties
discussed further in Appendix 7.5.
5.5 General BRST for unbounded δ
In this section we give an abstract definition of C∗-BRST for unbounded superderivations δ,
inspired by the bounded case and the BRST-QEM examples. We identify a set of states for
which δ has a densely defined generating BRST charge Q, and define the abstract BRST-physical
algebra PBRST with a suitable norm. Then we can establish the connection between the Dirac
physical observables and BRST physical observables for the examples of abelian Hamiltonian
BRST, and both versions BRST-QEM.
The treatment for unbounded δ is very similar to the bounded case in Subsection 5.1, but with
differences due to the fact that we no longer have a BRST charge in the field algebra. Motivated
by the BRST-QEM examples we modify the assumptions for bounded BRST in Subsection 5.1
as follows.
• Let A0 be a unital C∗-algebra and β ∈ Aut(A0) be an automorphism such that β2 = ι
which encodes any Krein structure present in A0. We call A0 the Unextended Field Algebra
and we assume that it has a degeneracy, such as constraints.
• We tensor on a ghost algebra Ag(H2) where H2 corresponds to the degrees of degeneracy,
e.g. dim(H2) = number of linear independent constraints in the Hamiltonian case (cf.
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Definition 3.1.3), and let α′ ∈ Aut (Ag) be the automorphism that corresponds to the
Krein-Ghost stucture (cf. equation (3.11)), in particular (α′)2 = ι.
Definition 5.5.1 The BRST-Field Algebra is A := A0 ⊗ Ag or A := A0 ⊗ Arg and we let A
have Z2-grading with grading automorphism ι⊗ γ (cf. ι⊗ γ (cf. Definition (3.1.9)). The norm
on A is unique as Ag is a CAR algebra and hence nuclear. Let α := β ⊗ α′ ∈ Aut (A) and note
that α2 = ι. Define the involution on A:
A† = α(A∗), ∀A ∈ A.
Furthermore we assume that there exists a subalgebras D1(δ) ⊂ D2(δ) ⊂ A that are not
necessarily closed or norm dense in A, but that γ(D1(δ)) = D1(δ), γ(D2(δ)) = D2(δ) and
D1(δ)
∗ = D1(δ). We assume that there exists a (possibly unbounded) superderivation:
δ : D2(δ)→ D2(δ),
graded with respect to γ, and such that:
(i) δ2 = 0 on D2(δ),
(ii) γ ◦ δ ◦ γ = −δ
(iii) δ(A)∗ = −α ◦ δ ◦ α ◦ γ(A∗)
The motivation for defining the domains D1(δ) and D2(δ) for unbounded δ is motivated by the
BRST-QEM examples (cf. Definition (5.4.4) and Definition (5.3.4)). The assumptions (i), (ii),
(iii) correspond to Q2 = 0, Q ∈ A− and Q† = Q in the bounded case (cf. lemma (5.1.3)).
We can try to calculate the cohomogical version of the BRST physical algebra Ker δ/Ran δ
algebraically, however looking at examples such BRST-QEM (Theorem (5.4.6)) we see that this
is not always a tractable problem. The approach taken in the Hamiltonian BRST example and
QEM-BRST II example was to use the projection Ps from the dsp-decomposition (Theorem
(3.2.8)) for the charge Q (with Ps and Q defined in the appropriate representation) to calculate
the BRST-physical algebra PBRST . This can then be connected to the cohomological BRST
definition of the physical algebra via Theorem (3.3.11). For this strategy to work in general we
need to select states such the projection Ps exists in their corresponding representations. Hence
we choose states ω ∈ S(A) such that δ will have a generator Qω in the GNS-representations
associated to ω with the usual properties as in Section 3.2.
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As for the bounded case we want states that give a space on which A0 acts tensored to a
ghost space, i.e. :
ST := {ω ∈ S(A) |ω = ω1 ⊗ ω2, ω1 ∈ S(F), ω2 ∈ Sg}.
By Definition (3.1.12) ω2 ∈ Sg implies that ω2 ◦ α′ = ω hence Hω2 is a Krein space with
Jω2 implementing α and Jω2Ωω2 = Ωω2 hence Ωω2 is positive in the Krein inner product with
fundamental symmetry Jω2 onHω2 . If we want the same forHω1 then we assume that ω1◦β = ω1.
We want to choose a subset of ST such that we can construct an operator Q that generates δ.
Definition 5.5.2 Let Sδ be states of the form ω = ω1 ⊗ ω2, where ω1 ◦ β = ω1, ω2 ∈ Sg,
ω(δ(A)) = 0 ∀A ∈ D2(δ) and πω(D1(δ))Ωω = πω(D2(δ))Ωω = Hω. Let (·, ·)ω and Jω be the
Krein inner product and fundamental symmetry as in Definition (5.0.7).
The above definition is motivated by Defintion (5.1.4) and lemma (5.1.5) (i). The following
theorem justifies the above definition (the proof similar to [39] p29).
Theorem 5.5.3 Let ω = ω1 ⊗ ω2 ∈ Sδ. Then there exists a (·, ·)ω-symmetric, 2-nilpotent
operator Qω on Hω which preserves the dense domain D(Qω) := πω(D2(δ))Ωω and is such that
πω(δ(A))ψ = [Qω, πω(A)]sbψ, ∀ψ ∈ πω(D2(δ))Ωω ,
and for all A ∈ D2(δ). Moreover Ωω ∈ KerQω and:
(i) Qω is closable.
(ii) RanQω ⊂ D(Qω) and Q2ωψ = 0 for all ψ ∈ D(Q).
(iii) (Q∗ω)2ψ = 0 for all ψ ∈ D(Q∗ω)
Proof. As πω(D2(δ))Ωω is dense in Hω we define Qω on πω(D2(δ))Ωω . Take ψ = πω(A)Ωω
where A ∈ D2(δ). We define,
Qωψ = Qωπω(A)Ωω := πω(δ(A))Ωω ,
and check that this is well defined. Linearity is obvious, so as πω(D2(δ)) is dense in Hω, we just
have to check that ψ = πω(A)Ωω = 0 implies that Qωψ = πω(δ(A))Ωω = 0 for all A ∈ D2(δ).
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For all A ∈ D2(δ), B ∈ D1(δ) we have
ω(δ(A)∗B) = 〈πω(δ(A))Ωω , πω(B)Ωω〉,
= ω(B∗δ(A)),
= ω(δ(γ(B∗)A)− δ(γ(B∗))A)),
= −ω(A∗δ(γ(B∗))∗) (as ω(δ(·)) = 0),
= −〈πω(A)Ωω, πω(δ(γ(B∗))∗)Ωω〉,
and so πω(A)Ωω = 0 and πω(D1(δ))Ωω dense in Hω imply that πω(δ(A))Ωω = 0.
With Qω well defined we use the above calculation and δ(B)
∗ = −α(δ(α(γ(B∗)))) to calcu-
late,
〈Qωπω(A)Ωω, πω(B)Ωω〉 = ω(δ(A)∗B),
= −ω(A∗δ(γ(B∗))∗),
= ω(A∗α(δ(α(B)))),
= ω(α(A∗)δ(α(B))),
= 〈Jωπω(A)Ωω, πω(δ(α(B)))Ωω〉,
= 〈Jωπω(A)Ωω, Qωπω(α(B))Ωω〉,
= 〈πω(A)Ωω, (JωQωJωπω(B))Ωω〉.
As πω(D1(δ))Ωω is dense in πω(D2(δ))Ωω , and as J
∗
ω = Jω, we have that
Qω ⊂ JωQ∗ωJω,
and so Qω is Krein symmetric.
Furthermore, let ψ ∈ D(Qω) = πω(D2(δ)Ωω . Then ψ = πω(A)Ωω for some A ∈ D2(δ).
Therefore Qωψ = πω(δ(A))Ωω ∈ πω(D2(δ)Ωω = D(Qω), and so Qω preserves D(Qω). Further-
more δ2(A) = 0, so we have that
Q2ωψ = Qωπω(δ(A))Ωω = πω(δ
2(A))Ωω = 0.
and so Qω is 2-nilpotent. Letting A = 1 gives that Ωω ∈ KerQω.
Now (i), (ii) and (iii) follow from lemma (3.3.1) ✷
An extra complication in the unbounded δ case as compared to the bounded δ case is that we
would like to be able to restrict to onvenient subsets of Sδ, e.g. the strongly regular states in
the BRST-QEM case II (cf. Subsection 5.4.3). We modify Definition (5.1.6) accordingly.
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Definition 5.5.4 Let SW ⊂ Sδ,
(i) Let the representation πW : A → B(HW ) be defined by,
HW :=
⊕
{Hω |ω ∈ SW }, πW :
⊕
{πω |ω ∈ SW }.
Denote the Hilbert inner product on HW by 〈·, ·〉W , and let Pω ∈ B(HW ) denote the
projection onto Hω.
(ii) For ω ∈ SW , ω ◦ α = ω hence α is unitarily implemented in each πω hence α is unitarily
implemented in HW . Denote the implementer for α in πW by JW . As JW |Hω = Jω it
follows from α2 = ι that (JW )2 = 1 and JW∗ = JW . By lemma (7.2.3) HW is a Krein
space with fundamental symmetry JW and indefinite inner product (·, ·)HW := 〈·, JW ·〉HW .
(iii) For ω ∈ SW , let Qω be the BRST charge as in Theorem (5.5.3), with dense domain D(Qω).
Let
D(QW ) :=
ψ ∈ HW
∣∣∣∣∣∣Pωψ ∈ D(Qω), ∀ω ∈ SW ,
∑
ω∈SW
‖QωPωψ‖2Hω <∞

and
QWψ :=
∑
ω∈SW
QωPωψ, ψ ∈ D(QW ).
(iv) We have Q2Wψ = 0 and QW is (·, ·)W -symmetric as Qω for each ω ∈ SW . Hence QW is
Krein symmetric and and QW satisfies the conditions of the dsp-decomposition (Theorem
(3.2.1)) via lemma (3.3.1). Let HW = HdW ⊕HsW ⊕HpW , Hω = Hdω⊕Hsω⊕Hpω be the dsp-
decompositions with respect to QW and Qω where ω ∈ SW . Let P kj , k = ω,W , j = s, p, d
be the corresponding projections on HW ,Hω.
(v) Let ω ∈ SW . For j =W,ω define,
HBRSTphys,j := KerQj/Hdj .
and let ϕj : KerQj → HBRSTphys,j be the factor map. Denote ψˆ := ϕW (ψ) for ψ ∈ HW and
ψˆω = ϕω(ψ) for ψ ∈ Hω.
Remark 5.5.5 As HW = ⊕ω∈SWHω it is obvious that HjW = ⊕ω∈SWHjω for j = d, s, p, and
hence PWj = ⊕ω∈SWPωj , j = d, s, p. ♠
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To get the spatial structures of Chapter 3:
Proposition 5.5.6 We have HBRSTphys,W in Definition (5.5.4) has an indefinite inner product de-
fined for all ψ, ξ ∈ KerQW :
(ψˆ, ξˆ)p := (ψ, ξ)HW = (P
W
s ψ,P
W
s ξ)HW .
Furthermore, if JWHsW = HsW then (HBRSTphys,W , (·, ·)HW ) is Krein space with fundamental sym-
metry, JWp ψˆ := ϕW (J
WPWs ψ) and Hilbert inner product
〈ψˆ, ξˆ〉p := (ψˆ, JWp ξˆ)p = 〈PWs ψ,PWs ξ〉HW , (5.38)
and norm ‖ψˆ‖p := 〈ψˆ, ψˆ〉1/2p . If
JWPWs = P
W
s , (5.39)
then JWp = 1 hence (ψˆ, ξˆ)p = 〈ψˆ, JWp ξˆ〉p, i.e. the Krein structure is the same as the Hilbert
structure.
Proof. We have that QW and HW satisfy the hypothesis of lemma (3.2.3) hence (·, ·)HW ) is
well defined by the above formula on HBRSTphys,W . The rest of the proposition follows from lemma
(3.2.7). ✷
To get the algebraic structures as in Chapter 3:
Definition 5.5.7 Define the linear map:
ΦWs : A → B(HW ),
ΦWs (A) : = P
W
s πW (A)P
W
s ,
By lemma (3.3.10) we have that ΦWs is a homomorphism on Ker δ. We define the BRST-physical
algebra as,
PBRST0 := Ker δ/(Ker δ ∩KerΦWs ) ∼= ΦWs (Ker δ).
where ∼= above denotes an algebra isomorphism. Let the factor map be τ : Ker δ → PBRST , and
denote Aˆ := τ(A) ∈ PBRST for A ∈ Ker δ.
The above definition is motivated by the alternative definition of the BRST-physical algebra, cf.
Subsection 3.3.2 and Theorem (3.3.11) for the connection to the usual cohomological definition
of the BRST-physical algebra.
226
Note that ΦWs is not necessarily a ∗-isomorphism as Ker δ is not necessarily a ∗-algebra
(e.g. for the BRST-QEM example in Subsection 5.3.4 we have for h ∈ D1 that ζ1(h)∗ ∈ Ker δ,
ζ1(h) /∈ Ker δ). As in the bounded case, to get a natural norm for PBRST0 we use the norm on
HBRSTphys,W .
Proposition 5.5.8 Define the representation,
πW,p : PBRST0 → B(HBRSTphys,W ),
πW,p(Aˆ)ψˆ : = ̂πW (A)ψ,
and the seminorm on PBRST0 by:
‖Aˆ‖p := ‖πW,p(Aˆ)‖B(HBRSTphys,W ).
Then ‖Aˆ‖p is a norm on PBRST0 ,
‖Aˆ‖p = ‖ΦWs (A)‖HW , (5.40)
and PBRST := PBRST0 is a Banach algebra where closure is with respect to ‖Aˆ‖p. Further-
more PBRST ∼= ΦWs (Ker δ)
B(HW )
where the isomorphism is isometric. Thus πW,p is a faithful
representation of PBRST and all calculations can be done in this representation.
Proof. We adapt the proof of Proposition (5.1.11). First,
A ∈ Ker δ ⇒ A ∈ D2(δ)⇒ πω(A)D(Qω) ⊂ D(Qω), ∀ω ∈ SW ⇒ πW (A)D(QW ) ⊂ D(QW ).
Therefore A ∈ Ker δ ⇒ πW (A)RanQW ⊂ RanQW , and so as πW (A) ∈ B(HW ) and RanQW is
dense in HdW we get that πW (A)HdW ⊂ HdW . Therefore
A ∈ Ker δ ⇒ πW (A)HdW ⊂ HdW ⇒ PWs πW (A)KerQW = PWs πW (A)PWs KerQW , (5.41)
Using this we see that ‖Aˆ‖p is a norm by the calculation:
‖Aˆ‖p = sup{‖πW,p(Aˆ)ψˆ‖p | ψ ∈ KerπW (Q), ‖ψˆ‖p ≤ 1},
= sup{‖PWs πW (A)ψ‖HW | ψ ∈ KerπW (Q), ‖PWs ψ‖HW = 1}
= ‖ΦWs (A)‖HW ,
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for A ∈ Ker δ where we have used in the second equality that ‖ψˆ‖p = ‖PWs ψ‖HW for ψ ∈ KerQW
by equation (5.38), and equation (5.41) in the third. Therefore ‖Aˆ‖p = 0 iff ‖ΦWs (A)‖HW = 0
iff ΦWs (A) = 0 iff Aˆ = 0, and so ‖ · ‖p is a norm. Let A,B ∈ Ker δ. As ‖PWs ‖HW = 1 we have,
‖AˆBˆ‖p = ‖ΦWs (AB)‖HW ≤ ‖ΦWs (A)‖HW ‖ΦWs (B)‖HW = ‖Aˆ‖p‖Bˆ‖p.
This shows that PBRST is a Banach algebra where closure is with respect to ‖Aˆ‖p. ✷
Note again that Ker δ is not in general a ∗-algebra, and so in general PBRST ∼= ΦWs (Ker δ)
B(HW )
is not a ∗-isomorphism. Now Ker δ is not a ∗-algebra in general so for A ∈ Ker δ, Â∗ is not
necessarily well defined and so we have to be careful of how we define a ∗-involution on PBRST .
Remark 5.5.9 In order that the Krein involution † on Ker δ factors to PBRST we assume below
an extra condition that JW induces in indefinite innner product such that HBRSTphys,W is a Krein
space in a natural way. This extra condition is sufficient but it may not be necessary. It is a
reasonable condition to assume in this thesis as it holds for the all the examples considered. ♠
Proposition 5.5.10 We have:
(i) Assume JWHsW = HsW . Then (Ker δ)† = Ker δ and (Ker δ∩KerΦWs )† = (Ker δ∩KerΦWs ).
Hence † on Ker δ factors to the †-involution on PBRST which coincides with the †-involution
with respect to the representation πW,p, i.e.
πW,p(Â†)ψˆ = πW,p(Aˆ)†ψˆ
for all A ∈ Ker δ where πδ,p(Aˆ)† is the the adjoint of πW,p(Aˆ) with respect to the inner
product (·, ·)p. Furthermore,
PBRST ∼= ΦWs (Ker δ)
where the above is an isometric †-isomorphism.
(ii) Let M ∈ Ker δ be a subalgebra such that ΦWs (M) = ΦWs (M∗). Given A ∈ M, define
Aˆ∗ := Bˆ, (5.42)
where ΦWs (A
∗) = ΦWs (B) for some B ∈ M. This defines an involution on M/(M ∩
KerΦWs ) such that M/(M∩KerΦWs ) is a C∗-algebra where closure is with respect to
‖ · ‖p.
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(iii) Let the physicality condition JWPWs = P
W
s hold (equation (5.3)). Then Ker δ satisfies the
conditions on M in (ii), hence PBRST is a C∗-algebra with respect to the norm ‖ · ‖p.
Moreover, the †-involution from (i) and ∗-involution from (ii) coincide.
Proof. We adapt the proof of Proposition (5.1.12) to this context. (i): (Ker δ)† = Ker δ follows
from δ(A)† = −δ ◦γ(A†) (cf. Definition (5.5.1) (iii)). By the assumption JWHsW = HsW we have
[PWs , J
W ] = 0 hence (PWs )
† = JWPW∗s JW = PWs and so it follows that (Ker δ ∩ KerΦWs ) is a
†-subalgebra of Ker δ. Hence the involution † factors to PBRST . Moreover, it coincides with the
†-involution with respect to the representation πW,p which can be seen by this calculation:
(πW,p(Â†)ψˆ, ξˆ)p = ( ̂πW (A†ψ), ξˆ)p = (πW (A†)ψ, ξ) = (ψ, πW (A)ξ) = (ψˆ, πW,p(Aˆ)ξˆ)p,
for all ψ, ξ ∈ HBRSTphys,W and all A ∈ Ker δ, since by definition (ψˆ, ξˆ)p = (ψ, ξ) for all ψ, ξ ∈ KerQW
(cf. Proposition (5.5.6)).
Let A ∈ Ker δ. Then using [PWs , JW ] = 0,
ΦWs (A
†) = ΦWs (α(A)
∗) = PWs JWπW (A)
∗JWPWs = (JWP
W
s πW (A)P
W
s JW )
∗ = ΦWs (A)
†
where we used J∗W = JW in the last line. Combining this with Proposition (5.5.8) gives that
there is a isometric †-isomorphism such that PBRST ∼= ΦWs (Ker δ).
(ii): Let A ∈ (M∩Ker δ) then by assumption there exists B ∈ M such that ΦWs (A∗) = ΦWs (B).
Hence for all ξ, ψ ∈ KerQW we have by equation (5.38) and equation (5.41) that,
〈ξˆ, πW,p(Aˆ)ψˆ〉p = 〈PWs ξ, PWs πW (A)ψ〉HW ,
= 〈PWs ξ, PWs πW (A)PWs ψ〉HW ,
= 〈ΦWs (A∗)ξ, ψ〉HW ,
= 〈ΦWs (B)ξ, ψ〉HW ,
= 〈πW,p(Bˆ)ξˆ, ψˆ〉p. (5.43)
Hence
πW,p(Aˆ)
∗ = πW,p(Bˆ) = πW,p((Aˆ)∗) ∈ M/(M∩KerΦWs )
where we used equation (5.42) and that B ∈ M. This shows that M/(M∩ KerΦWs ) is a ∗-
algebra. Furthermore Proposition (5.5.8) gives that πW,p :M/(M∩KerΦWs )→ B(HBRSTphys,W ) is
an isometric isomorphism, and so we have proved that πW,p is a ∗-isometric isomorphism. Hence
as B(HBRSTphys,W ) is a C∗-algebra so is M/(M∩KerΦWs ).
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(iii): Now A ∈ Ker δ implies A† ∈ Ker δ, and by equation (5.39)
ΦWs (A
†) = PWs J
WπW (A
∗)JWPWs = P
W
s πW (A
∗)PWs = Φ
W
s (A
∗).
Therefore we can apply (ii) with M = Ker δ to get that PBRST = Ker δ/(Ker δ ∩KerΦWs ) with
norm ‖ · ‖p is a C∗-algebra. Moreover by (i) and the defining equation (5.42), Aˆ† = Â† = Aˆ∗. ✷
Remark 5.5.11 (i) Note that the above Proposition does not assume that M is a C∗-
algebra. If is factoring out by (M∩KerΦδs) and using the the Hilbert ∗-involution coming
from the BRST physical space HBRSTphys,δ that gives a C∗-algebra.
(ii) Proposition (5.42) (iii) shows that equation (5.3) is a good physicality condition as it
ensures that the †-involution factors to a C∗-involution on the physical algebra PBRST .
♠
Summarising we get:
Theorem 5.5.12 Let A, α,Q, δ,SW , πW : A → B(HW ) be as in Definitions (5.5.1),(5.5.2),
(5.5.4), and let
ΦWs (A) := P
W
s πW (A)P
W
s , A ∈ A.
as in Definition (5.5.7). Then:
(i) ΦWs is a homomorphism on Ker δ and on (Ker δ)
∗.
(ii) Let PBRST0 = Ker δ/(Ker δ ∩ KerΦWs ) and πW,p : P0BRST → B(HBRSTphys,W ) be as in Propo-
sition (5.5.8). Then PBRST has the norm
‖Aˆ‖p := ‖πW,p(Aˆ)‖B(HBRSTphys,W ) = ‖Φ
W
s (A)‖HW , ∀A ∈ Ker δ
with respect to which PBRST := PBRST0 it is a Banach algebra and we have a isometric
isomorphism such that PBRST ∼= ΦWs (Ker δ)
B(HW )
. Furthermore, if JWHWs = HWs then
PBRST is a †-Banach algebra and is †-isometrically isomorphic to ΦWs (Ker δ)
B(HW )
.
(iii) If ΦWs (Ker δ) = Φ
W
s ((Ker δ)
∗), then PBRST is a C∗-algebra with norm ‖·‖p and involution
denoted by ∗ as defined in equation (5.42).
When the physcality condition JWPWs = P
W
s is satisfied, we have that Φ
W
s (Ker δ) =
ΦWs ((Ker δ)
∗), hence PBRST is a C∗-algebra.
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Proof. (i): Follows from lemma (3.3.10) applied to for QW and Q
∗
W . (ii) is Proposition (5.5.8)
and Proposition (5.5.10) (i). (iii) follows from Proposition (5.5.10). ✷
Remark 5.5.13 • Theorem (5.5.12) (iii) gives a condition to check if PBRST is a C∗-
algebra. For the case of bounded BRST charge Q, we saw in Example (5.1.14) that by
extending A to A˜ = C∗({P δs , πu(A)}) gives that this condition is satisfied hence PBRST
defined using A˜ is a C∗-algebra. In the bounded case, extension to A˜ is straightforward as
Q ∈ A and D(δ) = A. However, in the unbounded case a similar extension is not straight-
forward it would use the unbounded charge QW to generate the extended structures, and
would also require us to specify the extended domain of the unbounded δ. For this reason,
in the unbounded case we leave extensions similar to Example (5.1.14) to a case by case
basis.
• An intrinsic characterization for PBRST0 without using ΦWs is possible, although more
complicated than in the bounded case (cf. Proposition (5.1.16)). We do not pursue it
further however, as we do not need it to analyze the following examples.
♠
5.5.1 Examples
We have now constructed the abstract structures associated to the BRST constraint process.
Below we apply these to examples discussed so far: abelian Hamiltonian BRST for a finite num-
ber of constraints, and both versions of BRST-QEM. In particular we establish the connection
between the physical algebra produced by the T -procedure (Dirac constraint procedure) and the
BRST-physical algebra.
• To describe the relations between the different algebras below, we will state explicitly the
nature of the homomorphisms, i.e. if they are algebra homomorphisms, ∗-homomorphisms,
†-homomorphisms. The symbol ‘∼=’ will denote isomorphism below but does not assume
any adjointness property, e.g. ∗-isomorphism. Any such property of the associated the
isomorphism will explicitly stated along with the identity containing ‘∼=’.
• We will use the following basic result frequently (cf.[76][Theorem 3.1.5 p80]:
Theorem 5.5.14 Let A and B be C∗-algebras. Let ϕ : A → B be an ∗-homomophism
with Kerϕ = {0}. Then ϕ is isomometric, i.e. A ∼= B.
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Example 1:
For bounded Q let D1(δ) = D2(δ) = A, and let SW = Sδ. The definitions for bounded
BRST in Section 5.1 agree with the unbounded case above. Recall abelian Hamiltonian BRST
for a finite set of constraints in Example (5.1.17). For this case we get by lemma (5.1.18) that
Sδ = SD ⊗Sg and Ps = (1− P )⊗ 1 hence,
PBRST ∼= Φδs(A0 ⊗Ag) =
(
[(1− P )A0(1− P )]⊗Ag
) ∩Ker δ
where the above isomorphism is a †-isomorphism as given by Proposition (5.5.10) (i) but not in
general a ∗-isomorphism as Ker δ is not a ∗-algebra in general. Theorem (5.5.12) (iii) gives that
PBRST is a C∗-algebra if ΦWs (Ker δ) = ΦWs ((Ker δ)∗). In Example (5.1.14) we see that we can
satisfy this condition by extending A to A˜ = C∗({{Ps} ∪ A}).
Alternatively we can restrict to the original algebra and get the traditional Dirac observables
as in Proposition (5.1.19), that is ΦWs (Ker δ ∩ (A0 ⊗ 1)) ∼= (C′/(C′ ∩ D)) ⊗ 1 where ‘∼=’ denotes
a ∗-isomorphism.
Example 2:
For BRST-QEM I in Section 5.3.3 let A = R(X, σ1)⊗Ag and D1(δ),D2(δ) as in Definition
(5.3.4) and let SW = Sδ. We have by Proposition 5.3.11 that Sδ = SD ⊗Sg, where SD are
the Dirac states of R(D, σ1) using D1 as a constraint test function space as in Subsection 5.2.3.
As discussed in Subsection 5.3.6 we have:
πω ◦ δ = Qω = 0, Pωs = 1, πω(D2(δ)) = πω(R0(Xt, σ1)⊗Ag)
πω(D2(δ)) = πω(R0(Xt, σ1)⊗Ag) (5.44)
for all ω ∈ Sδ (cf. equation (5.18) for equation (5.44)). Using the facts we show that the
BRST-physical algebra strictly contains the Dirac physical observables and is contained in the
Dirac physical observables tensored with the ghosts.
Proposition 5.5.15 Let P = O/D are the Dirac physical algebra from Subsection 5.3. Then
P ∼= πW (R(Xt, σ1)⊗ 1) ⊂ ΦWs (Ker δ)
B(HW ) ⊆ πW (R(Xt, σ1)⊗Ag) ∼= P ⊗Ag
where the containment πW (R(Xt, σ1)⊗1) ⊂ ΦWs (Ker δ)
B(HW )
is proper, and the tensor norm is
unique as Ag is nuclear. The above are ∗-isomorphisms.
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Proof. As Pωs = 1 for all ω ∈ SW and HW = ⊕ω∈SW we have that HWs = HW and so
PWs = 1 ∈ B(HW ).
We show that ΦWs (Ker δ)
B(HW ) ⊆ πW (R(Xt, σ1)⊗Ag) ∼= P⊗Ag. From the discussion above
πω ◦ δ = 0 for all ω ∈ SW , and as πW = ⊕ω∈SW πω we have
πW (Ker δ) ⊂ πW (D2(δ)).
Also PWs = 1 and so
PWs πW (Ker δ)P
W
s ⊂ πW (D2(δ)) = πW (R0(Xt, σ1)⊗Ag),
= πW (R0(Xt, σ1)⊗ 1)πW (1⊗Ag). (5.45)
where we used equation (5.44) in the second equality. Note also that the first containment need
not be equality as Ker δ ⊂ D2(δ) where the containment is proper.
Recall from lemma (5.3.2) the representation πD : R(X, σ1)→ B(HD) by:
HD :=
⊕
{Hω |ω ∈ SD}, πD :
⊕
{πω |ω ∈ SD}.
By SW = Sδ = SD ⊗Sg we get,
πW (R0(Xt, σ1)⊗ 1)B(HW ) ∼= πD(R0(Xt, σ1))B(HD) ⊗ 1,
∼=R(Xt, σ1), (5.46)
∼=P,
where the first isomorphism follows from lemma (5.3.2) (ii) and the third from Proposition
(5.3.3). Also πW (1⊗Ag) ∼= Ag as Ag is a CAR algebra hence simple. Hence we have,
ΦWs (Ker δ)
B(HW )
= πW (Ker δ)
B(HW ) ∼= πW (R0(Xt, σ1)⊗ 1)πW (1⊗Ag)B(HW )
∼= R(Xt, σ1)⊗Ag
∼= P ⊗Ag
where all the isomorphisms are ∗-isomorphisms, we used Theorem (5.5.12) in the first isomor-
phism, Pωs = 1 in the first equality and equation (5.45), equation (5.46) and that the tensor
norm is unique as Ag is a nuclear.
We now show that πW (R(Xt, σ1)⊗1) ⊂ ΦWs (Ker δ)
B(HW )
, where the containment is proper.
By P2Xt = 0 and the definition δ(R(λ, f)) = δ(R(λ, f)) = iR(λ, f)
2C(KP2f) (cf. Theorem
(5.3.6)) we have that
R0(Xt, σ1)⊗ 1 ⊂ Ker δ
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hence πW (R(Xt, σ1)⊗ 1) ⊂ ΦWs (Ker δ)
B(HW )
by equation (5.46).
To see that the containment is proper consider ζ1(h)
∗ := R(−1, Y h) ⊗ C(Jh) ∈ D(δ) for
h ∈ X1. By the definition of δ in Theorem (5.3.6) we have that ζ1(h)∗ ∈ Ker δ. Now by h ∈ X1,
lemma (5.3.10) (iii) and SW = Sδ, we have that πW (R(−1, Y h))⊗1)) = πW (R(1, Y h))⊗1))∗ =
i1. Hence
πW (ζ1(h)
∗) = πW (R(−1, Y h)⊗ 1)πW (1⊗ C(Jh)) = iπW (1⊗C(Jh)) /∈ πW (R(Xt, σ1),
where we have used that πW (1⊗C(Jh)) 6= 0 asAg is simple. Hence the containment πW (R(Xt, σ1)⊗
1) ⊂ ΦWs (Ker δ)
B(HW )
is proper. ✷
Now by Proposition (5.5.10),
PBRST ∼= ΦWs (Ker δ)
B(HW )
.
by a †-isometric isomorphism, and so Propostion (5.5.15) therefore states that PBRST properly
contains the Dirac observables obtained using the T -procedure (R(X, σ1), C1) as in Subsection
5.3, and is contained in the Dirac observables tensored with the ghost algebra. This shows
rigorously that BRST using the Resolvent Algebra R(X, σ1) does not give equivalent results to
the Dirac algorithm (T -procedure) as it does not remove the ghosts.
By Proposition (5.3.8) we can also easily encode Poincare´ covariance in this picture.
Proposition 5.5.16 Let g → αg ∈ Aut (A) be the representation of P↑+ as in Proposition
(5.3.8), i.e. αg has action
αg(R(λ, f)⊗C(h)) = R(λ, Vgf)⊗ C(Sgh)
for f ∈ X, h ∈ D1 ⊕Y D2. Then
(i) We have
{ω ◦ αg |ω ∈ Sδ, g ∈ P↑+} = Sδ
for all g ∈ P↑+ there exists βg ∈ Aut (πδ(A)) such that
(βg ◦ πδ)(A) = (πδ ◦ αg)(A), ∀A ∈ A.
Moreover, g → βg is a representation P↑+ → Aut (πδ(A)).
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(ii) We have that αg factors to αˆg ∈ Aut (PBRST0 ) such that
αˆgAˆ = α̂g(A) (5.47)
for all A ∈ Ker δ. This extends to a †-automorphism PBRST , which we still denote αˆg.
Moreover
g → αg
is a representation of P↑+ in the †-automorphisms of PBRST .
Proof. (i): Let ω ∈ Sδ and g ∈ P↑+. Then by Proposition (5.3.8) we have αg−1 ◦ δ ◦ αg = δ on
D2(δ) and αg(D2(δ)) = D2(δ), hence
(ω ◦ αg)(δ(A)) = ω(δ(αg(A))) = 0 (5.48)
for all A ∈ D2(δ). Furthermore, by Proposition (5.3.8) we have αg ◦ α = α ◦ αg and hence
(ω ◦ αg) ◦ α = (ω ◦ α) ◦ αg = ω ◦ αg (5.49)
Obviouly ω ◦ αg ∈ ST = {ω1 ⊗ ω2 |ω1 ∈ S(R(X, σ1)), ω2 ∈ S(Ag)}, which combined with
equation (5.48) and equation (5.49) shows that ω ◦ αg ∈ Sδ (cf. Definition (5.5.2)). This shows
{ω ◦ αg |ω ∈ Sδ, g ∈ P↑+} ⊂ Sδ
The reverse inclusion is obvious. Now πW = ⊕ω∈SW πω = ⊕ω∈Sδπω. As ω ◦ αg ∈ Sδ for all
ω ∈ Sδ we get that πW ◦αg is πω with the direct summands permuted. Such a direct summand
can be done in HW by conjugation with a unitary, which we denote βg. Conjugation by a unitary
which preserves πW (A) is a ∗-automorphism we get that βg ∈ Aut (πW (A)), and as g → αg and
πW are representations, so is g → βg.
(ii): Let g ∈ P↑+. By Proposition (5.3.8) (i) we have αg(Ker δ) = Ker δ. As PWs = 1 and
ΦWs (·) = PWs (·)PWs we have that Ker δ ∩ KerΦWs = {0}. Hence αg factors trivially to an
automorphism αˆg on PBRST0 = Ker δ/(Ker δ ∩KerΦWs ) with action given by equation (5.47).
Now by Proposition (5.47) (iii), αg(A
†) = (αg ◦ α)(A∗) = (α ◦ αg)(A)∗ = αg(A)†. Hence,
αˆg(Aˆ†) = α̂g(A†) = α̂g(A)
†
where we have used that the †-invoution factors to a †-involution on PBRST0 as in Proposition
(5.5.10). Hence αˆg is a †-involution.
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We now show that αˆg extends to an †-automorhism on PBRST . By (i), αg(Ker δ) = Ker δ
and the fact that ΦWs = πW , we have that βg ∈ Aut (πW (A)) is such that
(βg ◦ΦWs )(Ker δ) = ΦWs (Ker δ)
As βg is defined by a unitary conjugation, it is a ∗-automorphism on the C∗-algebra πW (A) and
so isometric and so extends to an †-automorphism on ΦWs (Ker δ)
HW
but not a ∗-automorphism
as Ker δ is not a ∗-algebra. By definition PBRST ∼= ΦWs (Ker δ)
HW
and so if τ is this isomorphism,
then βg ◦ τ−1 defines an automorphism on PBRST . It is easy to check that this agrees with αˆg
on PBRST0 and so βg ◦ τ−1 is the extension of αˆg to PBRST .
Now g → αˆg is a representation of P↑+ → Aut (PBRST ) which follows as g → βg and τ−1 are.
✷
Proposition (5.5.16) (ii) encodes the Poincare´ transformations on the BRST physical algebra
PBRST .
Example 3:
For BRST-QEM II in Section 5.4 we takeA = R(D, σ2)⊗Ag andD1(δ),D2(δ) as in Definition
(5.4.4). Recall from Definition (5.5.2) that we needed πω(D1(δ))Ωω and πω(D2(δ))Ωω to be dense
in Hω for ω ∈ SW . We now show that if ω ∈ ST (A) is regular on the resolvent part of A it has
this property.
Lemma 5.5.17 Let ω = ω1 ⊗ ω2 ∈ ST (A) and ω1 ∈ Sr(R(D, σ2)) (cf. Definition (5.2.8)).
Then πω(D1(δ))Ωω is dense in Hω.
Proof. Recall from Definition (5.4.4) that for all g ∈ D1, ζ1(g), ζ1(g)∗ ∈ D1(δ) where
ζ1(g) = R(1, Y P+g)R(1,KY P−g)⊗C(g) and ζ1(g)∗ = R(−1, Y P+g)R(−1,KY P−g)⊗C(Jg),
and furthermore recall the defining property R(λ, f) = (1/λ)R(1, f/λ) (cf. Definition (5.2.1)
(3)). By Theorem (5.2.7) (ii), we have that for ψ ∈ πω(D1(δ))ψ, g ∈ D1
πω(C(g))ψ = − lim
λ→∞
λ2πω(R(λ, Y P+g)πω(R(λ,KY P−g)πω(C(g))ψ,
= lim
λ→∞
λπω(R(1, Y P+g/λ)πω(R(1,KY P−g/λ)πω(C(g/λ))ψ,
= lim
λ→∞
λπω(ζ1(g/λ))ψ,
and so πω(C(g))ψ ∈ πω(D1(δ))ψ.
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A similar argument using λπω(ζ1(g/λ)
∗), gives that for g ∈ D1, πω(C(Jg))ψ ∈ πω(D1(δ))Ωω
and hence πω(C(Jg))ψ ∈ πω(D1(δ))Ωω .
In fact we can use the same argument to show that for any finite set (gi)
n
i=1 ⊂ D1 ∪D2, we
have,
πω(C(f1) . . . C(fn))πω(D1(δ))Ωω ⊂ πω(D1(δ))Ωω ,
but
[πω(C(f1) . . . C(fn))πω(D1(δ)) | (fi) is a finite subset of D1 ∪D2],
= [πω(C(f1) . . . C(fn)D1(δ)) | (fi) is a finite subset of D1 ∪D2],
= πω(A0),
and so,
Hω = πω(A0)Ωω ⊂ πω(D1(δ))Ωω ⊂ Hω.
✷
Hence we take for SW the set:
SW = SWr := {ω = ω1 ⊗ ω2 ∈ Sδ |ω1 ∈ Sr(R(D, σ2))} ⊂ Sδ,
where Sδ is as in Definition (5.5.2).
To calculate the BRST physical algebra explicitly as in Subsection 5.4.3 we restrict to BRST
ground states that are strongly regular states on R(D, σ2), ie,
SW = SWsr := {ω = ω1 ⊗ ω2 ∈ Sδ |ω1 ∈ Ssr(R(D, σ2))}
and restrict δ to the domains D˜j(δ) := Dj(δ)∩ (R0t ⊗Ag), for j = 1, 2 where R0t ∼= R0(Dt, σ2)⊗
R0(D1⊕D2, σ2) as in equation (5.33). To use the domains D˜1(δ) and D˜2(δ) in the constructions
above we prove.
Lemma 5.5.18 Let ω = ω1 ⊗ ω2 ∈ S(A) and ω1 ∈ Ssr(R(D2, σ2)). Then πω(D˜1(δ))Ωω is
dense in Hω and
πω(D˜1(δ))Ωω ⊂ πω(D˜2(δ))Ωω ⊂ πω(A)Ωω.
Proof. The proof holds as for lemma (5.5.17), replacing Dj(δ) by D˜j(δ) for j = 1, 2. ✷
We can now calculate the physical algebra.
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Proposition 5.5.19 Let A, SWsr be as above for BRST-QEM II and let δ have domain
D˜2(δ) ⊃ D˜1(δ). Then
(i) The physicality condition JWsrP
Wsr
s = P
Wsr
s is satisfied. Hence PBRST is a C∗-algebra
and the †-involution coincides with the ∗-involution on PBRST .
(ii) We have the ∗-isomorphisms:
PBRST ∼= R(Dt, σ2) ∼= P,
where P = O/D is the Dirac physical algebra of observables for (R(D, σ2), C2) as in Sub-
section 5.4.1.
Proof. Recall R0ph = ∗-alg{R(λ, f) | f ∈ Dt} and Rph = C∗({R(λ, f) | f ∈ Dt}).
(i): Let A ∈ Rph ⊗ 1, then by α(R(λ, f) ⊗ 1) = R(λ, Jf) ⊗ 1, and by JDt = 1 (Proposition,
hence we have α(A) = A. Now for ω ∈ SWsr we have Hωs = πω(Rph ⊗ 1)Ωω (cf. Proposition
(5.4.13) (ii)), hence
Jωπω(A)Ωω = πω(α(A))Ωω = πω(A)Ωω,
and so Jω|Hωs = 1. By Definition (5.5.4) (i) and (iv) we have
HdW ⊕HsW ⊕HpW = HW =
⊕
ω∈SWsr
Hω =
⊕
ω∈SWsr
Hdω ⊕Hsω ⊕Hpω
from which it follows that PWsrs |Hω = Pωs for all ω ∈ SWsr. Hence we have that JWsrPWsrs |Hω =
Jω|Hωs = 1 hence JWsrPWsrs = 1, i.e. the physicality condition holds. The rest of the statements
in (i) follow from Theorem (5.5.12) (iii).
(ii): Theorem (5.4.19) (i) gives that
(Φωs ◦ πω)(R0t ⊗Ag) = (Φωs ◦ πω)(R0ph ⊗ 1)
for all ω ∈ SWsr. Recall the definition
ΦWsrs (A) = P
Wsr
s πWsr(A)P
Wsr
s , A ∈ Ker δ.
Combining PWsrs |Hω = Pωs for all ω ∈ SWsr, πWsr = ⊕ω∈SWsrπω and D˜2(δ) ⊂ R0t ⊗Ag give:
ΦWsrs (R0ph ⊗ 1) ⊂ ΦWsrs (Ker δ ∩ D˜2(δ)) ⊂ ΦWsrs (R0t ⊗Ag) = ΦWsrs (R0ph ⊗ 1).
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So by Theorem (5.5.12) (ii), we get
PBRST0 ∼= ΦWsrs (Ker δ ∩ D˜2(δ)) = ΦWsrs (R0ph ⊗ 1), (5.50)
where the above is a ∗-isomorphism as by (i) the †-involution coincides with the ∗-involution on
PBRST0 .
Now define
Φ˜Wsrs : A → A by Φ˜Wsrs (A) := PWsrs πWsr(A)PWsrs
i.e. we have extended the domain of Φ˜Wsr to all of A. Note that Φ˜Wsrs is a linear transform
but not a homomorphism on A, but that it is a ∗-homomorphism on πω(Rph ⊗ 1) as Hsω =
πω(Rph ⊗ 1)Ωω for all ω ∈ SWsr.
We want to show Φ˜Wsr(Rph⊗1) ∼= Rph. Let ω = ω1⊗ω2 ∈ SWsr, then by Theorem (5.4.19)
(ii) we have a ∗-isometric isomorphism
(Φ˜ωs ◦ πω)(Rph ⊗ 1) ∼= π(ω1,Rph)(Rph),
where π(ω1,Rph) is the GNS-representation for ω1,Rph . As ω1|Rph is also strongly regular we have
that π(ω1,Rph) is faithful. Hence
0 = A ∈ Rph ⇔ (Φ˜ωs ◦ πω)(A⊗ 1) = 0 ∀ω ∈ SWsr ⇔ Φ˜Wsr(A) = 0
where the last equivalence is clear from PWsrs |Hω = Pωs for all ω ∈ SWsr, πWsr = ⊕ω∈SWsrπω.
Hence Φ˜Wsr|Rph⊗1 is faithful and so
Rph ∼= (Rph ⊗ 1) ∼= ΦWsr(Rph ⊗ 1), (5.51)
where the above isomorphisms are isometric. Combining equation (5.51) and equation (5.50)
gives that
R0ph ∼= PBRST0
where the above is a ∗-isomorphism between C∗-algebra and hence isometric. Taking closures
gives,
PBRST ∼= Rph ∼= P
where the last isomorphism comes from Proposition (5.4.3). ✷
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Poincare´ covariance is a problem in this example. As in Subsection 5.4.5, we do not have
that the Poincare´ transformations define naturally on the auxiliary algebra R(D, σ2), so it is
not clear how to define them on A either. We do have the resolution to the problem that
the final BRST-physical algebra is the same as that using the T -procedure where the Poincare´
transformations are naturally defined, as discussed in Subsection 5.4.5. This is solution is in
some sense the converse of a usual raison d’etre of BRST, that is that BRST is ‘manifestly
covariant’ while the Dirac method is not.
Summarising, the BRST physical algebra is equivalent to the T -procedure for
(R(D, σ1), C1) or (R(D, σ2), C2) in Subsection 5.3 Subsection 5.4, and so we can say that C∗-
BRST for QEM using the auxiliary R(D, σ2) gives equivalent results to the Dirac method, but
is not ‘manifestly covariant’.
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Chapter 6
Results and Conclusion
6.1 Summary of Results
A brief summary of the results in each chapter are as follows:
Chapter 2: The heuristic BRST structures were described and the examples of BRST-QEM
and Hamiltonian BRST with constraints that close were given. The Multiple Copies of the
Physical Subspace (MCPS) problem was discussed for Hamiltonian BRST. In this introductory
chapter there were no original results.
Chapter 3: The heuristic structures in Chapter 2 were made rigorous. The BRST charge Q
was analysed and the dsp-decomposition was given for an unbounded Q acting on a Krein space
(as first proved in Horuzhy [57]). The BRST physical subspace (HBRSTphys , (·, ·)p) was defined and
shown to be a Krein space. The condition for physicality was given in equation (3.29) which
implied that the Hilbert and Krein structure on HBRSTphys coincided.
The BRST superderivation was analysed. The basic spatial, algebraic and Z2-grading struc-
tures required to define δ was described at the level of algebras of unbounded operators acting
on a dense invariant domain in a Krein space. Topological issues on the algebras were postponed
till Chapter 5. The BRST physical algebra PBRST was defined and its natural representation
on HBRSTphys given. The connection between PBRST and the dsp-decomposition was given in The-
orem (3.3.11). This fundamental result can be found in the literature in [51] p285, however the
rigorous statement and proof for an infinite dimensional Hilbert space with unbounded BRST
charge Q is original.
As a consequence of Theorem (3.3.11) we showed that in a simple example with a single
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constraint, Hamiltonian BRST does not remove the ghosts at a spatial or algebraic level in the
final constrained theory, and that extra ghost number zero conditions do not fix the problem.
This example and problem were communicated to me by Dr. Hendrik Grundling, however the
proof via Theorem (3.3.11) is original and shows the connection between the non-removal of the
ghosts at the spatial and algebraic level.
Chapter 4: We developed a rigorous model for the heuristic BRST-QEM model given in
[68, 92]. We analysed the QEM test function space and defined the abstract KO Abelian
BRST test function space with analogous structures. We constructed the BRST superderivation
δ and showed in the case of QEM that it gave the correct smeared version of the heuristic
superderivation. We then constructed the BRST charge Q for KO Abelian BRST , calculated
HBRST and PBRST using Theorem (3.3.11). We found that the KO Abelian BRSTmodel and
Gupta-Bleuler model for QEM gave equivalent results, at both the spatial and algebraic level.
The calculation of PBRST using Theorem (3.3.11) is to the author’s knowledge an original result.
Using KO Abelian BRSTand Theorem (3.3.11) we were also easily able to calculate the
BRST physical subspace and algebra for the examples of BRST with a finite number of bosonic
constraints, and BRST for massive abelian gauge theory.
We answered in the affirmative the conjecture at the end of [60] as to whether the BRST-
physical state space can be used to calculate the BRST physical algebra more efficiently that by
direct algebraic calculation (cf. Remarks (4.2.29)(i), (3.3.13)(ii)).
Lastly, we synthesized Hamiltonian BRST with a finite set of commuting selfadjoint con-
straints with KO Abelian BRSTwith a finite number of bosonic constraints, to get an abstract
algorithm BRST for a finite set of commuting selfadjoint constraints that selects the correct
physical subspace without the need for extra selection criteria. That is, it does not suffer the
MCPS problem of the usual Hamiltonian algorithm and for simple examples, PBRST for this
algorithm also coincided with the quantum Dirac physical observable algebra. This combined
algorithm is an original construction.
Chapter 5: We developed a C∗-algebraic framework for the structures in Chapters 3 and 4. We
did this by first investigating the case of bounded BRST charge Q. We used the selection criteria
as in [39] to give representations with all the structures of Chapter 3, then defined PBRST as an
abstract Banach algebra. We encoded KO Abelian BRST in a C∗-algebraic form.
To deal with issues related to the unboundedness of the fields we used the Resolvent Algebra
to construct a ‘mollified’ version of the BRST superderivation δ. The first attempt at this gave a
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BRST-model on which we could encode the Poincare´ transformations, but did not give equivalent
results to the quantum Dirac constraint procedure (T -procedure). The second attempt produced
a BRST-model with BRST-physical algebra equivalent to that selected by the T -procedure, but
did not admit a natural encoding of the Poincare´ transformations.
Finally, we developed an abstract C∗-algebraic framework for BRST for the case of an
unbounded superderivation δ with non-norm dense domain. We show that the examples of
Hamiltonian BRST with a finite number of constraints and C∗-KO Abelian BRSTAbelian (both
versions) fit into this framework. The correspondence between the abstract BRST method and
the T -procedure for the examples is: Hamiltonian BRST for a finite number of constraints
suffers the MCPS problem and is not equivalent to the T -procedure; C∗-KO Abelian BRSTwith
covariant symplectic space (D, σ1) does not give equivalent results to the quantum Dirac method
as the ghosts are not removed in PBRST ; C∗-KO Abelian BRSTwith the auxiliary symplectic
space (D, σ2) gives equivalent results to the T -procedure.
The results regarding both versions of C∗-KO Abelian BRSTare original but with the con-
struction of the mollified version of δ is heavily influenced by [17]. The abstract construction
of PBRST for general unbounded δ, and its comparison with the physical observable algebra
selected by the T -procedure in the given examples is original.
6.2 Conclusions
We have now analysed the quantum BRST method of constraints in a well-defined mathematical
framework. This was first done in the setting of a concrete Krein-space representation where
the model independent structures of quantum BRST common to the standard BRST examples
in the literature have been defined. The standard quantum BRST examples have then been
developed rigorously in light of these frameworks, enabling a discussion of problematic issues
related to BRST in the literature.
The analysis the quantum BRST constraint method was then extended to a C∗-algebraic
setting. The construction of this setting was one of the main goals of this thesis. This con-
struction enabled a mathematically rigorous comparison of the results produced by the BRST
method and the quantum Dirac constraint method (T -procedure), which was the other main
aim of the thesis. We found that the results obtained from the different constraint methods were
not equivalent for the examples of Hamiltonian BRST with a finite number of constraints that
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close, and BRST-QEM using the covariant Resolvent Algebra R(X, σ1).
This is not to say that a C∗-algebraic framework is the only way to analyse quantum BRST
rigorously, indeed there are many other approaches to rigorous quantum BRST as mentioned
in the introduction. The C∗-algebraic viewpoint, however, was a methodology to draw together
and analyse in a general and consistent mathematical framework examples coming from the
different varieties of quantum BRST found in the literature.
Even for basic examples, we found that a consistent treatment of quantum BRST was not
straightforward. From the analysis, we draw several important conclusions:
• The quantum BRST method and quantum Dirac method of constraints are not equivalent
in general. This has been seen in the rigorous examples given Subsection 5.5.1.
• Quantum Hamiltonian BRST always suffers the MCPS problem and needs extra selection
criteria to select the correct physical space. In simple examples, the MCPS problem also
leads to the non-removal of the ghosts in the BRST physical algebra PBRST .
• Conversely, KO Abelian BRST selects the correct physical algebra without extra selection
criteria both at the level of unbounded operators acting on a Krein space, and at the
C∗-algebraic level when using the auxiliary test function space (D, σ2). As KO Abelian
BRST is a rigorous example of Lagrangian BRST, we see that quantum Lagrangian KO
Abelian BRSTand quantum Hamiltonian BRST are not equivalent constraint methods.
• Quantum BRST does not incorporate equivalent constraints well (cf. Remark (5.1.20)).
6.3 Further Issues with Quantum BRST
The inequivalence of quantum Hamiltonian BRST, Lagrangian BRST, and the Dirac method
is an interesting topic in need of further investigation, particularly as all are equivalent at the
classical level. Characterization of when the quantum equivalence of the different methods will
hold has not been analysed in this thesis. This is primarily because we have found no general
algorithm that encompasses all the varieties of methods labelled as ‘quantum BRST’.
The Lagrangian approach is used to model heuristically the important physical examples
of quantum gauge theories, but is the least well understood mathematically. The δ and Q are
defined by ‘replacing the gauge parameter by ghost parameter’. As already stated, this is a
vague concept and relies on gauge theory structures being present, rather than being an explicit
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algorithm such as the T -procedure which begins with a field algebra A and a set of constraints
C ⊂ A that ultimately select the physical observable algebra. In fact in KO, the classical
constraint equation ∂µAµ + α0B = 0 (cf. [68] p14) is given but the quantum constraint set of
the original unextended system are never explicitly stated. Natural questions to ask are: How
do we do Lagrangian BRST-QEM with Gupta-Bleuler constraints? Or Coulomb constraints?
Will they give equivalent results? To answer these questions, and the broader equivalence issues
discussed above, we need to formulate rigorously the method of ‘replacing the gauge parameter by
ghost parameter’ in a way that produces the heuristic Lagrangian BRST structures in examples
but is also valid when no gauge theory is present.
Related to the issue above is to what extent we can make other examples of heuristic La-
grangian BRST rigorous. We have done so for KO Abelian BRST , but the main purpose for the
use of BRST in KO is to apply in the case of non-abelian quantum gauge theories (NAQGT).
Issues to address with respect to Lagrangian BRST for NAQGT’s are: will the physical subspace
always be positive as in the abelian case; Will extra constraint conditions beyond δ and Q be
needed to select the correct BRST-physical space and algebra which were not needed in the
abelian case, and if so what extra conditions? Resolving these issues, however, is very difficult
as constructing a rigorous realistic NAQGT is a long standing open problem.
We should note that there is a standard heuristic argument that BRST also gives the correct
results for NAQGT based upon the ‘quartet mechanism” and asymptotic abelianess [68] p46-47.
Whether this can be made rigorous is difficult to answer given the lack of rigorous NAQGT’s,
but there is evidence that extra selection conditions beyond δ and Q will be needed in the non-
abelian case [97, 2]. While very interesting and important to address, these issues are beyond
the scope of this thesis.
A further issue requiring attention is the matter of equivalent quantum constraints and quan-
tum BRST. It is easy to construct examples of different constraint sets of operators that select
the same physical states, but have different commutants. This means that the corresponding
traditional Dirac observables (i.e. the commutant of the constraints) will be different although
the physical states selected are the same. This issue is resolved by the T -procedure, which
defines the observable as the abstract version of the weak commutant of the constraints (cf.
[41] p100), and is a significant advantage which this generalized Dirac method of constraints
has over the traditional Dirac method. In Remark (5.1.20) we see that quantum Hamiltonian
BRST suffers the same problem with respect to equivalent constraints and poses the question of
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how to formulate a generalized version quantum Hamiltonian BRST. Whether a weak version of
Lagrangian BRST is necessary is a difficult question to answer. Evidence against is that in both
versions of KO Abelian BRST for QEM, we found that the BRST method selected the same part
of the Resolvent Algebra as the T -procedure. However, in the QEM case the T -procedure also
selects the traditional Dirac observables. Hence to investigate the equivalent constraint issue for
Lagrangian BRST we come back to need for a rigorous Lagrangian BRST algorithm.
6.4 Directions for Further Analysis
The most important task in finding a mathematically transperant understanding of the quantum
BRST method is stating a well-defined algorithm that encodes Lagrangian BRST for a general
quantum gauge theory as described by KO [68] . Until this is done, it is very difficult to resolve
any of the issues of equivalence, extra selection conditions, positivity of the physical subspace,
etc. as described above except on a case by case basis. But to complete this task, the author
feels we must state what a quantum gauge theory is rigorously. As already stated, this is an open
problem that is very difficult to solve, but should be first completed before we can feel confident
that we fully understand the quantum BRST algorithm. A direction to take in doing this would
be to further investigate the relationship between the structures developed in this thesis and
the rigorous work related to PGI such as found in [92, 26, 25, 24, 56], as this is developed in a
Lagrangian BRST context and gives examples beyond BRST-QEM that would shed more light
on the form of a general Lagrangian BRST constraint algorithm.
On a less grand scale, an issue that needs resolution is the connection between the Resolvent
Algebra with covariant symplectic space (D, σ1) and the Resolvent Algebra with auxiliary test
function space (D, σ2). As both symplectic forms have act on the same vector space D and
are related by the symplectic operator Sp(D, σ1) ∋ J ∈ Sp(D, σ2), it seems that they should
encode the same information. However, the C∗-KO Abelian BRSTmodels constructed with the
different Resolvent Algebras gave different results, i.e. the R(D, σ1)-model selected the wrong
physical algebra but naturally admitted an encoding of the Poincare´ transformations, while
the R(D, σ2)-model selected the correct physical algebra but did not admit an encoding of the
Lorentz boosts. Hence understanding the correspondence is worth investigating. It will also
have relevance in other areas such as supersymmetry models constructed as in [17], but for cases
where the bose fields are Krein-symmetric gauge fields rather than Hilbert essentially-selfadjoint
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scalar fields.
With respect to quantum Hamiltonian BRST an interesting area to investigate is how to
generalize the algorithm in a way that takes into account equivalent sets of constraints. It
is not obvious to the author that the cohomological definition of the BRST physical algebra
PBRST = Ker δ/Ran δ can be generalized in the direction of using a ‘weak’ version of Ker δ and
Ran δ similar to the weak commutant of the constraints in the T -procedure.
A final direction to follow is to see to what extent we can extend the synthesized Hamiltonian
BRST and KO Abelian BRSTalgorithm in Section 4.4. We have constructed a general quantum
BRST algorithm for the case corresponding to a finite set of selfadjoint commuting constraints
such that Q selects the correct physical subspace with no extra selection conditions (i.e. it does
not suffer the MCPS problem of Hamiltonian BRST). It would be extremely useful to extend
this to the case where we have a finite set of constraints that close but do not commute. Or
to a general set of non-commuting constraints. We would also like to extend the algorithm to
infinite sets of constraints. This would be a valuable area to investigate as results would lead
towards a general quantum BRST algorithm that removes the ghosts and selects the correct
physical objects with no extra selection conditions.
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Chapter 7
Appendix
7.1 Superstuff
Let A = A+ ⊕A− be an algebra with Z2-grading where ⊕ denotes algebraic sum. We call A+
the even part of A and A− the odd part of A. Define
ǫA :=

0, for A ∈ A+
1, for A ∈ A−
Then we can define graded brackets on A with the following properties:
• Super Bracket
[A,B]sb = AB − (−1)ǫAǫBBA
Note that,
[A, [A,A]sb]sb = 0 (7.1)
• Superderivation
[A,BC]sb = [A,B]sbC + (−1)ǫAǫBB[A,C]sb,
[BC,A]sb = B[C,A]sb + (−1)ǫAǫC [B,A]sbC,
in particular, for Q such that ǫQ = 1 and δ(A) := [Q,A]sb we have
δ(BC) = δ(B)C + (−1)ǫBBδ(C),
• Super Jacobi Identity
(−1)ǫAǫC [A, [B,C]sb]sb + (−1)ǫCǫB [C, [A,B]sb]sb + (−1)ǫBǫA [B, [C,A]sb]sb = 0,
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A preferred notation for Z2-graded algebras and graded brackets is the following. Define the
grading automorphism on A by
γ(A+ +A−) = A+ −A−
for A+ ∈ A+ and A− ∈ A−. Note that γ2 = ι. Then we can equivalently define the superbrackets
[A,B]sb = AB − γ(A)B, ∀A,B ∈ A.
Using this we can restate all the properties of the superbrackets and superderivation above, such
as the super Jacobi identity, using γ notation instead on ǫA notation. In particular for Q such
that γ(Q) = −Q we have
δ(AB) = δ(A)B + γ(A)δ(B) ∀A,B ∈ A.
7.2 Indefinite Inner Product Spaces
This appendix gives some basic facts about indefinite inner product spaces relevent to the
disussion in this thesis. For much more extensive developments see in particular [14, 5].
Let D be a vector space with inner product (·, ·). A vector f ∈ D such that (f, f) is
positive, negative, or zero, is called positive, negative or null. A subspace HY ⊂ D is called
positive, negative, or null if the vectors in HY are positive negative or null. If D is such that
(f, f) > 0, (f, f) ≥ 0, (f, f) < 0, (f, f) ≤ 0 or is both positive and negative then D is called
positive definite, positive semi-definite, negative, negative semi-definite or indefinite respectively.
Let D+ = {f ∈ D | (f, f) > 0}, D− = {f ∈ D | (f, f) < 0}, Dn = {f ∈ D | (f, f) = 0}, be the
sets of positive, negative and neutral vectors in D. If D is indefinite then none of these sets are
subspaces ([14] Corollary 2.7 p7).
Let D0 = {f ∈ D | (g, f) = 0∀g ∈ D}. Then D0 is called the isotropic subspace of D. If
D0 = {0} then D is called non-degenerate.
Now suppose that D1,D2 ⊂ D are two subspaces such that (f1, f2) = 0 for all f1 ∈ D1, all
f2 ∈ D2 and such that the sum of the two spaces is non-degenerate. Then it follows easily that
the sum is a direct sum, which we denote by D1[⊕]D2.
We still have to discuss topology on D. We will only consider the special case when D
can be completed to a Krein space. More general cases are discussed in [14]. Suppose that D
non-degenenerate and,
D = D1[⊕]D2 (7.2)
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where D1 is a positive subspace and D2 is a negative subspace. Let P+, P− be the projections
on D1, D2 respectively and let,
J = P+ − P−.
We call J the fundamental symmetry on D corresponding to the decomposition (7.2) ([14]
p52), or the fundamental symmetry when the decomposition is understood.
Now we define,
〈·, ·〉 := (·, J ·).
It is straightforward to check that J2 = 1, (Jf, Jf) = (f, f), 〈Jf, Jf〉 = 〈f, f〉.
Now 〈·, ·〉 is positive definite, and hence ‖f‖ := 〈f, f〉1/2 for f ∈ D is a norm on D. Let H
be the completion of D with respect to ‖ · ‖. We call H a Krein Space. Note J is isometric on
D with respect to ‖ · ‖ and so can be extended to a unitary on H. Likewise the indefinite inner
product (·, ·), and the projections P+, P− can be extended to to H. This is not definition of a
Krein space given in [14] p100, but is equivalent for our purposes via [14] Theorem 2.1 p102.
As we now have two inner products on H we have two notions of orthogonality. Krein orthog-
onality will be used when we refer to orthogonality with respect to the indefinite inner product,
and we will use square brackets [ ] when writing relations with respect to Krein orthogonality.
For example f [⊥]g means that (f, g) = 0 and D1[⊥]D2 means that f [⊥]g for all f ∈ D1, g ∈ D2.
Hilbert orthogonality refers to the usual notion of orthogonality with respect to 〈·, ·〉.
As well as orthogonality, the two inner products on H give rise to two different notions of
adjoints of operators. Let T ∈ Op(H) be a densely defined operator on H and let,
D(T †) = {f ∈ H | (f, Tg) = (h, g), ∀g ∈ H},
D(T ∗) = {f ∈ H | 〈f, Tg〉 = 〈h, g〉, ∀g ∈ H}
Then we define T †f = h is the operator such that (f, Tg) = (h, g) for f ∈ D(T †), and a similar
for T ∗. We refer to T † as the Krein adjoint or †-adjoint of T and T ∗ as the Hilbert adjoint
or ∗-adjoint of T .
Similarly as above we will also prefix properties of operators, such a self adjointness, sym-
metric, isometric, unitary with a Krein or Hilbert depending on whether it is in reference to the
indefinite inner product (·, ·), or Hilbert inner product 〈·, ·〉.
We have the following relation between the two adjoints ([14] lemma 2.1 p122)
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Lemma 7.2.1 Let T be a densely defined operator on a Krein space H with fundamental sym-
metry J . Then we have that,
T ∗ = JT †J
We also have ([5] corollary 3.8 p105)
Corollary 7.2.2 Suppose that T is †-self adjoint. Then JT and TJ are ∗-self adjoint.
We will also use,
Lemma 7.2.3 Let H be a Hilbert space with inner product 〈·, ·〉 giving the norm on H. Let
J ∈ B(H) be a unitary operator such that J 6= ±1, J∗ = J , and define the indefinite inner
product,
(·, ·) := 〈·, J ·〉,
on H. Then J2 = 1 and H is a Krein space with indefinite inner product (·, ·), and fundamental
symmetry J .
Proof. The proof follows [14] Theorem IV.5.2 p89. First as J is unitary and J∗ = J we have
that J2 = JJ∗ = 1. Next as J is unitary and self adjoint with respect to the Hilbert inner
product 〈·, ·〉, it has spectrum σ(J) ⊂ (R ∩ T) = {1,−1}, where T is the unit circle in C. As
J 6= ±1 we have σ(J) = {1,−1}
Now by the spectral theorem for normal operators ([20] Theorem IX.2.2 (a) p263) we have
that,
J =
∫
σ
λdE(λ) = E(1) −E(−1)
where E(∆) is the spectral measure for J ([20] Definition 1.1 p256). Now we defineH+ = E(1)H
and H− = E(1)H and P+ = E(1), P− = E(−1). Therefore H = H+ ⊕ H− is a fundamental
decomposition of H with fundamental symmetry J = P+ − P−, and so H is a Krein space. ✷
A useful fact about Krein space operators is the following. Let H is a Krein space with
fundamental symmetry J . From [75] proposition2, p1843.
Proposition 7.2.4 Every Krein symmetric operator is closable (in the 〈·, ·〉 topology).
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7.3 Symplectic Spaces
The following is a collection of basic facts about symplectic spaces as given in [18]. In this section
X will be a real linear space with a nondegenerate symplectic form σ : X× X→ R, and for any
subspace S ⊂ X its symplectic complement will be denoted by S⊥ := { f ∈ X ∣∣ σ(f, S) = 0}.
By X = S1⊕S2⊕ · · · ⊕Sn we will mean that all Si are nondegenerate and Si ⊂ S⊥j if i 6= j, and
each f ∈ X has a unique decomposition f = f1 + f2 + · · ·+ fn such that fi ∈ Si for all i.
Lemma 7.3.1 (i) If X is countably dimensional, then it has a symplectic basis, i.e. a basis{
q1, p1; q2, p2; . . .
}
such that σ(pi, qj) = δij and 0 = σ(qi, qj) = σ(pi, pj) for all i, j.
(ii) For any symplectic space X we have that if S is a nondegenerate finite–dimensional sub-
space, then X = S ⊕ S⊥
(iii) For any symplectic space X and a finite linearly independent subset
{
q1, q2, . . . , qk
} ⊂ X
such that σ(qi, qj) = 0 for all i, j, there is a set
{
p1, p2, . . . , pk
} ⊂ X such that B :={
q1, p1; q2, p2; . . . ; qk, pk
}
is a symplectic basis for Span(B).
Proof: (i) Let (en)n∈N be a linear basis of X. We construct the basis elements pn, qn in-
ductively as follows. If p1, . . . , pk and q1, . . . , qk are already chosen, pick a minimal m with
em 6∈ Span{p1, . . . , pk, q1, . . . , qk} and put
pk+1 := em −
k∑
i=1
(
σ(em, qi)pi + σ(pi, em)qi
)
to ensure that this element is σ-orthogonal to all previous ones. Then pick l minimal, such that
σ(pk+1, el) 6= 0, put
q˜k+1 := el −
k∑
i=1
(
σ(el, qi)pi + σ(pi, el)qi
)
and pick qk+1 ∈ Rq˜k+1 with σ(pk+1, qk+1) = 1. This process can be repeated ad infinitum and
produces the required basis of X because for each k, the span of
{
p1, . . . , pk, q1, . . . , qk
}
contains
at least {e1, . . . , ek}.
(ii) Since S is finite dimensional and nondegenerate, we can choose by (i) a symplectic basis{
q1, p1; q2, p2; . . . ; qk, pk
}
for it. Given any v ∈ X then
vS :=
k∑
i=1
(
σ(v, qi) pi + σ(pi, v) qi
) ∈ S
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and v − vS ∈ S⊥, i.e. σ(v − vS , S) = 0. Thus X = Span{S ∪ S⊥}, and as σ is nondegenerate
S ∩ S⊥ = {0}. Moreover, if 0 = v + w where v ∈ S and w ∈ S⊥, then v = −w ∈ S ∩ S⊥ = {0},
and hence any decomposition of an x ∈ X as x = x1+x2 where x1 ∈ S, x2 ∈ S⊥ is unique. Thus
X = S ⊕ S⊥.
(iii) We first find via the method of part (i), symplectic pairs
{
q˜1, r1; . . . ; q˜k, rk
} ⊂ X such that
the nondegenerate subspaces Sj := Span
{
q˜1, r1; . . . ; q˜j , rj
} ⊃ {q1, . . . , qj} but qj+1 6∈ Sj. We
construct the basis elements q˜i, ri inductively as follows. If r1, . . . , rj and q˜1, . . . , q˜j are already
chosen, put
q˜j+1 := qj+1 −
k∑
i=1
(
σ(qj+1, q˜i)ri + σ(ri, qj+1)q˜i
)
to ensure that q˜j+1 ∈ S⊥j . By (ii), X = Sj⊕S⊥j hence S⊥j is nondegenerate, so there is an element
rj+1 ∈ S⊥j such that σ(rj+1, q˜j+1) = 1. It follows that qj+2 6∈ Sj+1 and that {q1, . . . , qj+1} ⊂
Sj+1. This process can be repeated to produce the required symplectic bases. Next, we want
to show that in Sk we can choose
{
p1, p2, . . . , pk
}
such that
{
q1, p1; q2, p2; . . . ; qk, pk
}
is a
symplectic basis for Sk. Now {q1, . . . , qk} ⊂ {q1, . . . , qk}⊥ where henceforth the symplectic com-
plements are all taken in Sk. We claim that the containment {q2, . . . , qk}⊥ ⊃ {q1, q2, . . . , qk}⊥
is proper. The map ϕ : Sk → S∗k by ϕx(y) := σ(x, y) is a linear isomorphism by nondegeneracy
of σ. Then for any set R ⊂ Sk we have ϕ
(
R⊥
)
= R0 i.e. the annihilator of R in S∗k, hence
dim(R⊥) = dim(R0) = 2k − dim(Span(R)). Thus dim{q1, . . . , qj}⊥ = 2k − j from which the
claim follows. Thus there is an r ∈ {q2, . . . , qk}⊥\{q1, q2, . . . , qk}⊥ such that σ(r, q1) 6= 0. In
particular, let p1 be that multiple of r such that σ(p1, q1) = 1. Let T1 := Span{q1, p1} then
{q2, . . . , qk} ⊂ T⊥1 , and by (ii) we have Sk = T1 ⊕ T⊥1 where T⊥1 is nondegenerate. Thus we can
now repeat this procedure in T⊥1 starting from q2 to obtain p2. This procedure will exhaust Sk
to produce the desired symplectic basis
{
q1, p1; q2, p2; . . . ; qk, pk
}
.
7.4 Quantum Dirac Constraints
The following account of Quantum Dirac Constraints in the algebraic context follows the survey
[41] and references therin.
A brief heuristic outline of the Quantum Dirac Constraints is as follows. Suppose that H is
a Hilbert space and that C = {Gj | j ∈ Λ} is a set of operators that select a physical subspace,
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ie
Hp := ∩j∈ΛKerGj
Then the Dirac observables are traditionally taken as the commutant of the constraints C′, but
can be enlarged to be the algebra generated by the self-adjoint operators that preserve Hp. The
final constrained system is these observables restricted toHp. This procedure can be problematic
for reasons such as spectral issues (think of trying to impose momentum p = 0 when p has a
canonical conjugate), hence we abstract the process to a C∗-algebraic setting that is independent
of the defining representation, then look for representations where the problematic issues are no
longer present.
We give a summary of the relevant aspects of this abstraction found in in the survey [41].
Much more can be said about C∗-Dirac constraints than will be given here, see [42, 41, 43, 40, 46]
for more.
Definition 7.4.1 A quantum system with constraints is a pair (A, C) where the field algebra
A is a unital C∗-algebra containing the constraint set C = C∗. A constraint condtion on (A, C)
consists of the selection of the physical state space by:
SD := {ω ∈ S(A) |πω(C)Ωω = 0 ∀C ∈ C}
where S(A) denotes the state space of A, and (πω,Hω,Ωω) denotes the GNS-data of ω. The
elements of SD are called Dirac states. The case of unitary constriants means that C = U − 1
for a set of unitaries U ⊂ Au, and for this we will also use the notation (A,U).
Now observe that we have,
SD = {ω ∈ S(A) |ω(C∗C) = 0 ∀C ∈ C},
= {ω ∈ S(A) | C ⊂ Nω},
= N⊥ ∩S(A).
Here Nω := {A ∈ A |ω(A∗A)} is the left kernel of ω and N := ∩{Nω |ω ∈ SD}, and the ⊥
denotes the annihilator in the dual of A.
We now have the equality N = [AC]. Since C is self-adjoint and contained in N we have
C ⊂ C∗({C}) ⊂ (N ∩N ∗) = [AC] ∩ [CA]. We can use these facts to get,
Theorem 7.4.2 We have
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(i) SD = {0} iff 1 /∈ C∗({C}) iff 1 /∈ D := N ∩N ∗.
(ii) ω ∈ SD iff πω(D)Ωω = 0.
(iii) An extreme Dirac state is pure.
A constraint set is first class if 1 /∈ C∗({C}) which by the above theorem is the assumption
that the constraints are non-trivial.
Now we define the observable algebra as,
O := {A ∈ A | [A,D] ∈ D ∀D ∈ D}.
We get
Theorem 7.4.3 We have
(i) D = N ∩N ∗ is the unique maximal C∗-algebra in ∩{Kerω |ω ∈ SD}. Furthermore D is
a hereditary C∗-algebra of A.
(ii) O =MA(D) : {A ∈ A |AD ∈ D ∋ DA ∀D ∈ D}, i.e. it is the relative multiplier algebra
of D in A.
(iii) O = {A ∈ A | [A, C] ⊂ D}.
(iv) D = [OC] = [CO].
(v) For the case of unitary constraints, i.e. C = U − 1, we have U ⊂ O and C = {A ∈
A |αU (A)−A ∈ D ∀U ∈ U} where αU := AdU .
Therefore D is a closed two-sided ideal in O and the traditional observables C′ ⊂ O where C′ is
the commutant of C in A.
Define the maximal C∗-algebra of physical observables as
P := O/D
The factoring procedure is the step of imposing constraints. We call this method of imposing
constraints the T-procedure. We require that all physical information is contained in (P,S(P)).
It is possible that P is not simple and in the case we adjust as in [41] p101. We have the following
connection
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Theorem 7.4.4 There exists a w∗-bijection between the Dirac states on O and the states on P.
Although the T -procedure is an abstract C∗-algebra procedure not dependent on the orginal
representation, it can be helpful to work in a representation to aid intuition and calculations. In
fact as D is a hereditary subalgebra of A, we can utilise results in [83] chapters 1-3 in relation to
the universal enveloping von Neumann algebra. Denote the universal representation by πu on
the universal Hilbert space Hu and let A′′ be the strong closure of πu(A) and make identification
of A with a subalgebra of A′′, i.e. we generally omit πu explicitly. Also if ω ∈ S(A) the we
denote by ω the unique normal extension of ω from A to A′′.
From [83] we have that
Definition 7.4.5 A projection P ∈ F ′′ is called open if L = A ∩ (A′′P ) is a closed left ideal of
A.
From [83] Theorem 3.10.7, Proposition 3.11.9 and Remark 3.11.10 we have bijections of open
projections with:
(i) hereditary ideals of A given by P → PA′′P ∩ A.
(ii) closed left ideals of A by P → A′′P ∩ A.
(iii) weak ∗-closed faces containing 0 of the quasi-state space (Q)(A) by
P → {ω ∈ Q(A) |ω(P ) = 0}
Using this we get the following results ([41] Theorem 4, Theorem 5)
Theorem 7.4.6 For the constraint system (A, C) there exists an open projection, P ∈ A′′, such
that,
(i) N = A′′P ∩A,
(ii) D = PA′′P ∩ A,
(iii) SD = {ω ∈ S(A) |ω(P ) = 0}
(iv) O = {A ∈ A |PA(1− P ) = (1− P )AP = 0} = P ′ ∩ A,
(v) P ∼= (1− P )(P ′ ∩ A) = (1− P )O(1− P )
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Now in the universal representation we define the physical space to be Hpu := ∩C∈CKerC. Then
from the above theorem we that Hu = Ker (1 − P ) where P is projection in the statement
of Theorem (7.4.6). That is, P is a condition that selects the same physical subspace as the
constraints. Note however that P is not in A in general and so we would have to extend A if
we wanted to apply the T -procedure using P as a constraint.
Still we have the decomposition of Hu = PHu ⊕ (1 − P )Hu, and with resepect to this
decomposition using Theorem (7.4.6) (ii),(iii),(v) we may write
D =
A ∈ A | A =
D 0
0 0
 , D ∈ PAP
 ,
O =
A ∈ A | A =
A 0
0 B
 , A ∈ PAP, B ∈ (1− P )A(1− P )
 ,
and,
P ∼=
A ∈ A | A =
0 0
0 A
 , A ∈ (1− P )A(1− P )
 ,
Now we define
Φp(A) = (1− P )A(1− P ), A ∈ O
From Theorem (7.4.6) (iii) we see that Φp is a homomorphism on O and from Theorem (7.4.6)
(v) we see that KerΦp = D. Therefore we have that,
P ∼= O/KerΦp ∼= Φp(O) (7.3)
Example 7.4.7 (i) Suppose that H is a Hilbert space, Q is a self-adjoint projection on H
and (A, C) = (B(H), {Q}). It is straightforward to see that P = πu(Q) where P is the
projection in Theorem (7.4.6). Therefore O = Q′ and P ∼= (1−Q)Q′(1−Q). Hence in this
case we have that the T -procedure gives that the observables are the same as the Dirac
observables.
(ii) Suppose that H is a seperable Hilbert space, K(H) are the compact operators on H and
that (A, C) = (B(H),K(H)). Then C′ = C1 (see) but O = B(H) as intersection of the
kernel of all the finite rank operators is {0}.
♠
258
7.5 Covariance for C∗-BRST II
The Fock-Krein representation of the auxiliary algebra in Section 4.2.1, πF , is faithful and the
Poincare´ transformations are defined there by αg := Ad(Γ(V
†
g )). Therefore it is natural to see if
we encode the Poincare´ transformation on the auxiliary algebra via this representation, and so
for the remainder of this section we will assume that we are working in the Fock representation
and will identify R(D, σ2) with πF (R(D, σ2)). We will also use the notation Rf = R(1, f).
An important point to note is that with respect to the IIP (·, ·) on H (see subsection(4.1)) Vg
is Krein-unitary, but not 〈·, ·〉 = (·, J ·)-unitary, i.e. Hilbert unitary. Two important consequences
of this are:
(i) We have that αg will be a †-automorphism on the unbounded algebra generated by the
A(f)’s, but that in general αg will not be a ∗-automorphism.
(i) Vg is Krein unitary hence invertible and hence Γ(Vg) will define Krein unitary operator on
the finite particle space F0(H). However, for g = (Λ, a) where ‖Λ‖ > 1 it follows from,
Γ(Vg)(ψ1 ⊗ . . .⊗ ψn) = Vgψ1 ⊗ . . .⊗ Vgψn,
that Vg is unbounded and so does not extend to F(H). Moreover, there will be problems
defining αg on all of R(D, σ2).
To understand the problem of αg on R(D, σ2) more explicitly, we look at its action on φ(f).
αg(φ(f)) = αg(A(P+f) + iA(iP−f)),
= A(V †g P+f) + iA(iV
†
g P−f),
= φ((P+V
†
g P+ + P−V
†
g P−)f) + iφ(i(P+V
†
g P− + P−V
†
g P+)f),
= (1/2)[φ((V †g + V
∗
g )f) + iφ(i(V
†
g − V ∗g )f)], (7.4)
= (1/
√
2)[a(V †g f) + a
∗(V ∗g f)]
where the second last line follows from lemma (4.2.9) and V ∗g = JV
†
g J . This shows explicitly
that αg will be a ∗-automorphism for all f ∈ D iff (V †g − V ∗g ) = 0, which is when g is a rotation
and/or translation.
Using this we can show that in fact that if g is a Lorentz boost, then αg can map resolvents
to unbounded operators. First note that if we define coordinates (x0, x1, x2, x3) ∈ R4 and B1 is
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Lorentz boost in the x1-direction, then
B1 = B1(t) =

cosh(t) sinh(t) 0 0
sinh(t) cosh(t) 0 0
0 0 1 0
0 0 0 1
 , t ∈ R (7.5)
which is given in [77] p90-92, (Note that [77] uses the index x4 for the time co-ordinate and the
order x = (x1, x2, x3, x4), while we use x0 and x = (x0, x1, x2, x3), which leads to a different
arrangement for the entries of B1).
Let P− = diag(−1, 0, 0, 0) and P+ = diag(0, 1, 1, 1) be projections on R4. For e1 =
(0, 1, 0, 0) ∈ R4 then we see that P+B1P+e1 6= 0 and P1B1P+e1 6= 0. Hence by the defini-
tion of VB1 (equation (5.37)), we see that we can choose h ∈ P+D, such that h1 = P+VB1h 6=
0, h2 = iP−VB1h 6= 0. Now φ(h) = A(P+h) + iA(iP−h) = A(h) so,
α
B†
1
(φ(h)) = A(VB1h) = φ(P+VB1h) + iφ(iP−VB1h) = φ(h1) + iφ(ih2).
As P+D, P−D σ2-symplectically commute, we have [φ(h1), φ(h2)] = [Rh1 , Rh2 ] = 0, and so we
have joint spectral theory for φ(h1), φ(h2). We can use this to calculate αg(Rh). Take ψ ∈ F0(H),
then,
ψ = (i− φ(h))Rhψ ⇒ ψ = αg(i1− φ(h))αg(Rh)ψ,
= (i− φ(h1)− iφ(h2))αg(Rh)ψ,
= [
∫
R2
(i1 − λ− iµ)dP (λ, µ)]αg(Rh)ψ,
= [
∫
R2
(i(1 − µ)− λ)dP (λ, µ)]αg(Rh)ψ,
⇒ αg(Rh)ψ′ =′ (
∫
R2
(i(1 − µ)− λ)−1dP (λ, µ))ψ,
Now as (i(1−µ)−λ)−1 has a singularity at µ = 1, λ = 0 then we have that αg(Rh) is unbounded,
and so we cannot define αg abstractly on all of R(D, σ2).
Although the Poincare´ transformations as defined directly as in the Fock-Krein representation
do not define on all of the auxiliary algebra, we can look for strategies to encode them in a way
so that we can get correct transformations back on the physically interesting objects.
One strategy to use is to see if we can find a homomorphism from γ : Sp(D, σ1)→ Sp(D, σ1),
define the Poincare´ transformations on the auxiliary algebra via Theorem (5.2.4) (v) and check
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that these give the same transformations as in Subsection 5.3.2 when factored to the physical
subspace.
A step in this direction begins with
Proposition 7.5.1 Define the real linear operator
T : X→ X by Tf := P+f + P−Cf,
where C is as Proposition (5.4.1). Then
γT : sp(X, σ2)→ sp(X, σ2) defined by M → TMT,
is a real algebra isomorphism.
Proof. By Proposition (5.4.1) (ii) we have
σ2(Cf,Cg) = −σ2(f, g), f, g ∈ D.
Hence for all f, g ∈ D we have:
σ2(Tf, Tg) = σ2(P+f, P+g) + σ2(CP−f,CP−g),
= σ2(P
2
+f, g)− σ2(P 2−f, g),
= σ2(Jf, g),
= σ1(f, g),
Moreover, for M ∈ sp(X, σ2) we have for all f, g ∈ X:
σ1(TMTf, TMTg) = σ2(MTf,MTg) = σ2(Tf, Tg) = σ1(f, g),
and as C2 = 1, it is obvious that T 2 = 1 and so γT is a real algebra isomorphism from
Sp(X, σ1)→ Sp(X, σ2). ✷
However C andK do not commute, hence T does not extend to a linear or anti-linear operator on
D. Hence we do not have that γT extends to an isomorphism or anti-isomorphism of Sp(D, σ1)→
Sp(D, σ2). So although γT is the first step in implementing the above strategy of mapping
sp(D, σ1) to sp(D, σ2), it is not clear at present how to continue.
Another strategy towards implementing αg is to reduce the problem to implementing Lorentz
in the x1-direction. There is no problem implementing rotations and translations as these are
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both Sp(D, σ1) and Sp(D, σ2) symplectic, and a general Lorentz transformations can always be
written as Λ = R2B1R1 where R2, R1 are rotations and B1 is a boost in the x1-direction (see
[77] (III),p93).
In this direction we begin by breaking the transformations Vg into more manageable pieces.
Note that for g = (Λ, a) ∈ P↑+, we have that Vg = TgUΛ = UΛTg where,
(Tgf)(p) := e
ipaf(Λ−1p), (UΛf)(p) := Λf(p) ∀f ∈ S(R4,C4).
now it is easy to check that Tg is both σ1-symplectic, and σ2-symplectic, hence will generate
automorphisms on and R(D, σ2) (and R(D, σ1)), and Γ(Tg) implements these autormorphisms
in the Fock representations. Therefore if we let D = F0(H), then,
Ad(Γ(Tg))(φπ(f))D = φπ(Tgf)D.
As [Tg, P+] = [Tg, P−], we use,
Aπ(f)D = (φπ(P+f) + iφπ(P−if))D,
to get,
Ad(Γ(Tg))(A(f))D = A(Tgf)D.
So we only need to consider how to encode of UΛ for Λ ∈ L↑+, in R(D, σ2).
Now Λ = R2B1R1 where R2, R1 are rotations and B1 is a boost in the x1-direction (see
[77] (III),p93). It is straightforward to check that UR1 , UR2 are both also σ2 symplectic and
[URi , P+] = [URi , P−], i = 1, 2, hence as above,
Ad(Γ(URi))A(f)D = A(URif)D, i = 1, 2.
So all we have left to do is to construct αB1 . B1 is given by the matrix in equation (7.5), and
by equation (7.4),
αB1(t)(φ(f)) = (1/2)[φ((B1(t)
† +B1(t)∗)f) + iφ(i(B1(t)† −B1(t)∗)f)].
Furthermore, by (7.5) B∗1 = B1, so using B
†
1 = JB
∗
1J and J = diag(−1, 1, 1, 1) we get,
B1(t)
† =

cosh(t) − sinh(t) 0 0
− sinh(t) cosh(t) 0 0
0 0 1 0
0 0 0 1
 , t ∈ R.
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Therefore,
d
dt
∣∣∣∣
t=0
(B1(t)
† +B1(t)∗) = 2
d
dt
∣∣∣∣
t=0

cosh(t) 0 0 0
0 cosh(t) 0 0
0 0 1 0
0 0 0 1
 = 0,
and,
d
dt
∣∣∣∣
t=0
(B1(t)
† −B1(t)∗) = 2 d
dt
∣∣∣∣
t=0

0 sinh(t) 0 0
sinh(t) 0 0 0
0 0 0 0
0 0 0 0
 = 2

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 .
So we get that,
d
dt
∣∣∣∣
t=0
αB1(t)(φ(f)) = (1/2)[φ((B1(t)
† +B1(t)∗)f) + iφ(i(B1(t)† −B1(t)∗)f)],
= iφ(ib1f)
where,
b1 :=

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 .
We summarize in
Lemma 7.5.2 Let B1(t) be a boost in the x1 direction. Then,
d(φ(f))ψ := (
d
dt
∣∣∣∣
t=0
αB1(t))(φ(f))ψ = iφ(ib1f)ψ,
where,
b1 :=

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 ,
and ψ ∈ D.
From this lemma there are two directions to go:
Direction1: Mollify d
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This approach is taken in a different context in [17] p12. We can calculate d on R(λ, f) via,
R(λ, f)ψ = αB1(t)(R(λ, f))αB1(t)(iλ1− φ(f))R(λ, f)ψ,
and so differentiating,
d(R(λ, f))(iλ1 − φ(f))R(λ, f)ψ = R(λ, f)d(iλ1− φ(f))R(λ, f)ψ,
which implies,
d(R(λ, f))ψ = iR(λ, f)φ(ib1f)R(λ, f)ψ,
= i(φ(ib1f) + σ2(ib1f, f)1)R(λ, f)
2ψ
where R(λ, f)ψ ∈ F0(H). Using the above we see that for any A ∈ R(D, σ2)0 we can find a
monomial of resolvents MA to mollify d(A). We have that MAd(A) ∈ R(D, σ2) and so this
encodes the Lorentz boosts on the auxiliary algebra in infintesimal form. With this done we can
the aim is to recover d on the auxiliary fields and then covariant fields in other representations
by using tools such as Theorem 5.2.7. A problem with this is that the mollifying monomial MA
depends on the original A ∈ R(D, σ2)0 and so the ‘mollified d’ is a difficult object to analyse.
Direction2: Use T ∈ Sp(D, σ2)
The idea here is that ib1 is a self-adjoint operator with respect to 〈·, ·〉 on H = D. Therefore
Wt := exp(itb1) is unitary on H = and so σ2-symplectic on D (b1 preserves D so so does
exp(itb1)). Explicitly,
W (t) =

cos(t) i sin(t) 0 0
i sin(t) cos(t) 0 0
0 0 1 0
0 0 0 1
 , t ∈ R.
Therefore we can define the corresponding αWt ∈ Aut (R(D, σ2)). In ‘nice’ representations (such
as the Fock) we have that αWt is unitarily implemented by St and we can differentiate to get a
self-adjoint generator M with dense domain D(M) for St. That is, for a ‘nice’ representation,
π,
π(αWt(A)) = Stπ(A)St, St = exp(itM),
and so when the appropriate fields exist, we get
Stφπ(f)Stψ = φπ(Wtf)ψ, ψ ∈ D(φπ(f)) ∩D(φπ(Wtf)).
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Then we differentiate to get a ∗-derivation,
d(φπ(f))ψ :=
d
dt
∣∣∣∣
t=0
(π(αWt(φπ(f))))ψ = φπ(ib1f)ψ = [iM, φπ(f)]ψ.
That is, under the appropriate regularity conditions, we we will have a well defined derivation
that is generated by a self-adjoint operator, ie
d(φπ(f))ψ = φπ(ib1f)ψ = [iM, φπ(f)]ψ.
Now if we let L = iM then we have that,
dtB1(A)ψ := [A, tL]ψ,
is a well defined derivation for A that preserve the appropriate domain, and we have that,
dtB1(φπ(f))ψ := iφπ(itb1f)ψ,
the exact relation we want for the infintesimal version of B1. Now we can check by direct
computation that [b1, P+] = [P−, b1] and so we get that,
dtB1(Aπ(f))ψ = dtB1(φπ(P+f) + iφπ(iP+f))ψ,
= i(φπ(itb1P+f) + iφπ(−tb1P+f))ψ,
= iφπ(itP−b1f) + φπ(tP+b1f))ψ,
= A(tb1f)ψ
Therefore (dtB1)
n(Aπ(f))ψ = Aπ((tb1)
nf)ψ and so given strong convergence of the fields in their
arguments, we get,
exp(dtB1)(Aπ(f))ψ = Aπ(exp(tb1)f)ψ = A(B1(t)f)ψ,
and so we can reconstruct αB1(t). Also by the derivation property of dtB1 we can check that
αB1(t)(AB)ψ = αB1(t)(A)αB1(t)(B)ψ for appropriate A,B ∈ Op(Hπ) (such as the fields). Note
that as L is skew-self adjoint we will not have that αB1(t) is a ∗-automorphism or that it is even
bounded, as in the case for the Fock representation.
To summarize for direction 2, we start withWt ∈ Sp(D, σ2) and look for restrictions on ‘nice’
representations such that we can strongly differentiate and exponentiate and get convergence
in the arguements for the fields, etc. Given these conditions we construct the derivation corre-
sponding to the infintesimal version of αB1 exponentiate this on the fields to get the αB1 . Once
we have these it is straightforward to get any covariant transform in the nice representations.
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So we see that we have several strategies and directions for encoding the Poincare´ trans-
formations directly on the auxiliary algebra. The first strategy was mapping σ1-symplectic
transformations to σ2-symplectic transformations via some isomorphism γ and checking that
the automorphisms generated are then match those in Subsection 5.3.2 when factored to the
physical algebra. At present such a γ has only been constructed on Sp(DC , σ1) a real subalgebra
of Sp(D, σ1). The second strategy was to reduce the problem to encoding αUB1 where B1 was
a boost in the x1-direction. This is still a difficult problem however we can instead encode the
infintesimal version of αUB1 using d. There were to approaches to doing this: one was mollifying
d but this faced the problem that the ‘mollified d’ depended on the A ∈ R(D, σ2)0 on which
it was acting; The other was to use W (t) ∈ Sp(D, σ2) and differentiate to get d, which faces
the problem that we need to have nice representations where we can differentiate. Also, in
both of the infintesimal strategies, we would need to restrict to representations where we could
re-exponentiate d.
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