We present some new and explicit error bounds for the approximation of distributions. The approximation error is quantified by the maximal density ratio of the distribution Q to be approximated and its proxy P . This non-symmetric measure is more informative than and implies bounds for the total variation distance.
Introduction
This aim of this work is to provide new inequalities for the approximation of distributions.
The inequalities refer to the following quantities: For probability distributions P, Q on a measurable space (X , A), we consider the total variation distance , with the conventions 0/0 := 0 and a/0 := ∞ for a > 0. Obviously ρ(Q, P ) ≥ 1 because Q(X ) = P (X ) = 1. While d TV (·, ·) is a standard and strong metric on the space of all probability measures on (X , A), the maximal ratio ρ(Q, P ) is particularly important in situations in which a distribution Q is approximated by a distribution P . When ρ(Q, P ) < ∞, the probability Q(A) never exceeds ρ(Q, P )P (A), no matter how small P (A) is.
Note also the following upper bound for d TV (Q, P ) in terms of ρ(Q, P ):
Proposition 1. For arbitrary probability distributions P, Q on (X , A), d TV (Q, P ) = sup A∈A Q(A) − P (A) ≤ 1 − ρ(Q, P ) −1 .
The quantity 1 − ρ(Q, P ) −1 appearing in Proposition 1 is easily seen to be the mixture index of fit π * (P, Q) := min π ∈ [0, 1] : P = (1 − π)Q + πR for some distribution R = min π ∈ [0, 1] : P ≥ (1 − π)Q on A introduced by Rudas et al. (1994) .
If P and Q are given by probability densities with respect to a certain measure on (X , A), then d TV (Q, P ) and ρ(Q, P ) may be expressed in terms of these densities:
Proposition 2. Suppose that P (dx) = f (x) µ(dx) and Q(dx) = g(x) µ(dx) for some measure µ on (X , A) and densities f, g ∈ L 1 (µ). Then d TV (Q, P ) = 1 2 X g(x) − f (x) µ(dx) and ρ(Q, P ) = ess sup
The ratio measure ρ(Q, P ) plays an important role in acceptance-rejection sampling:
Suppose that ρ(Q, P ) ≤ C < ∞. Let X 1 , X 2 , X 3 , . . . and U 1 , U 2 , U 3 , . . . be independent random variables where X i ∼ P and U i ∼ Unif [0, 1] . Now let τ 1 < τ 2 < τ 3 < · · · denote all indices i ∈ N such that U i ≤ C −1 g(X i )/f (X i ). Then the random variables Y j := X τ j and W j := τ j − τ j−1 (j ∈ N, τ 0 := 0) are independent with Y j ∼ Q and W j ∼ Geom 1/C .
In Section 2 we present an explicit inequality for ρ(Q, P ) with Q being a hypergeometric and P being an approximating binomial distribution. Our result improves results of Diaconis and Freedman (1980) , Ehm (1991) and Holmes (2004) . In Section 3 we first consider the case of Q being a binomial distribution and P being the Poisson distribution with the same mean. Our bounds provide an alternative approach to well-known inequalities of Chen (1975) , as reviewed in the monograph of Barbour and Chen (2005) . We also complement asymptotic expansions of Antonelli and Regoli (2005) by explicit inequalities.
These bounds carry over to multinomial distributions, to be approximated by a product of Poisson distributions. In particular, we improve and generalize approximation bounds by Diaconis and Freedman (1987) . Indeed, at several places we use sufficiency arguments similar to Diaconis and Freedman (1987) to reduce multivariate approximation problems to univariate ones. Section 4 presents several further examples, most of which are based on approximating beta by gamma distributions.
Most proofs are deferred to Section 5. In particular, we provide a slightly strengthened version of the Stirling-Robbins approximation of factorials (Robbins, 1955) and some properties of the log-gamma function.
Binomial approximation of hypergeometric distributions
Let us recall the definition of the hypergeometric distribution: Consider an urn with N balls, L of them being black and N − L being white. Now we draw n balls at random and define X to be the number of black balls in this sample. When sampling with replacement, X has the binomial distribution Bin(n, L/N ), and when sampling without replacement (n ≤ N ), X has the hypergeometric distribution Hyp(N, L, n). Intuitively one would guess that the difference between Bin(n, L/N ) and Hyp(N, L, n) is small when n N . With an elegant coupling argument, Freedman (1977) showed that
But this bound is suboptimal because it involves n 2 /N rather than n/N . Indeed, Diaconis and Freedman (1980) showed that
By means of the Chen-Stein method, Ehm (1991) and Holmes (2004) achieved the bound
Here is our first main result:
In particular,
3 Poisson approximations
Binomial distributions
It is well-known that for n ∈ N and p ∈ [0, 1] the binomial distribution Bin(n, p) may be approximated by the Poisson distribution Poiss(np) if p is small. Explicit bounds for the approximation error have been developed in the more general setting of sums of independent but not necessarily identically distributed Bernoulli random variables by various authors. For the simple setting of binomial distributions, a general result of result implies that
A nowadays standard proof of LeCam's inequality via coupling was introduced by Hodges and Le and even yields the upper bound 1 − exp(−np 2 ). By means of the Chen-Stein method, Chen (1975) obtained the stronger bound
Instead of the total variation distance, Antonelli and Regoli (2005) investigated the maximal weight ratio ρ Bin(n, p), Poiss(np) . They showed that for any fixed p ∈ (0, 1),
By means of elementary calculations and an appropriate version of Stirling's formula, we shall prove the following bounds:
Theorem 4. For arbitrary n ∈ N,
is a continuous and strictly increasing function of p ∈ [0, 1), satisfying Λ n (0) = 0 and
for 0 < p < 1. More precisely, with k := np ,
Remarks. Combining the first two upper bounds of Theorem 4 with Proposition 1 leads to the inequalities
see inequality (9) in Section 5. The refined inequalities imply that for any fixed p o ∈ (0, 1), The proof of Theorem 4 reveals that Λ n (p) = log ρ Bin(n, p), Poiss(np) is concave in p ∈ (k − 1)/n, k/n for each k ∈ {1, . . . , n}. Figure 1 illustrates this for n = 40.
In the left panel one sees Λ n (p) (in black) together with the two simple upper bounds − log(1 − p) (in green) and − log(1 − np /n)/2 (in blue). The right panel shows the quantities Λ n (p) + log(1 − p)/2 (in black), i.e. the difference of Λ n (p) and the asymptotic bound − log(1 − p)/2 of Antonelli and Regoli (2005) , together with the upper bound − log(1 − np /n)/2 + log(1 − p)/2 (in blue) and the two bounds in (3) (in red and orange).
Generalized binomial distributions. An obvious question is whether Bin(n, p) can be replaced with the distribution of n i=1 Z i with independent Bernoulli variables Z i with arbitrary parameters p i := IP(Z i = 1) = IE(Z i ) ∈ (0, 1) and λ := n i=1 p i in place of np. The authors have some first results for this situation, too, with max 1≤i≤n p i or λ −1 n i=1 p 2 i in place of p. This research will be presented in a separate paper.
Multinomial distributions and Poissonization
Multinomial distributions. The previous bounds for the approximation of binomial by Poisson distributions imply bounds for the approximation of multinomial distributions by products of Poisson distributions. For integers n, K ≥ 1 and parameters
where p 0 := 1 − p + . Further, let X 1 , . . . , X K be independent Poisson random variables with parameters np 1 , . . . , np K respectively. Elementary calculations reveal that with
This implies that for arbitrary integers x 1 , . . . , x K ≥ 0 and
Consequently, by Proposition 2,
and
Poissonization. Theorem 4 applies also to Poissonization for empirical processes: Let X 1 , X 2 , X 3 , . . . be independent random variables with distribution P on a measurable space (X , A). Let M n be the random measure n i=1 δ X i , and let M n be a Poisson process on (X , A) with intensity measure nP . Then M n has the same distribution as i≤Nn δ X i , where N n ∼ Poiss(n) is independent from (X i ) i≥1 . For a set A o ∈ A with 0 < p o := P (A o ) < 1, the restrictions of the random measures M n and M n to A o satisfy the equality
Here M n | Ao and M n | Ao stand for the random measures
Gamma approximations and more
In this section we present further examples of bounds for the ratio measure ρ(Q, P ). In all but one case, they are related to the approximation of beta by gamma distributions.
Beta distributions
In what follows, let Beta(a, b) be the beta distribution with parameters a, b > 0. The corresponding density is given by
with the gamma function Γ(a) := ∞ 0 x a−1 e −x dx. Note that we view Beta(a, b) as a distribution on the halfline (0, ∞), because we want to approximate it by gamma distributions.
Specifically, let Gamma(a, c) be the gamma distribution with shape parameter a > 0 and rate parameter (i.e. inverse scale parameter) c > 0. The corresponding density is given by
The next theorem shows that Beta(a, b) may be approximated by Gamma(a, c) for suitable rate parameters c > 0, provided that b max(a, 1).
(ii) For a > 0, b > 1, and arbitrary c > 0,
Moreover, for this opimal rate parameter c = a
Remarks. The rate parameter c = a + b is canonical in the sense that the means of Beta(a, b) and Gamma(a, a + b) are both equal to a/(a + b). But note that
Hence, Gamma(a, a + b − 1) yields a remarkably better approximation than Gamma(a, a + b), unless a is rather large or b is close to 1.
In the proof of Theorem 5 it is shown that in the special case of a = 1, one can show the following: For b > 1,
The Lévy-Poincaré projection problem
Let U = (U 1 , U 2 , . . . , U n ) be uniformly distributed on the unit sphere in R n . It is wellknown that U can be represented as Z/ Z where Z ∼ N n (0, I) and · denotes standard Euclidean norm. Then the first k coordinates of U satisfy
since n −1 n j=1 Z 2 j → p 1 by the weak law of large numbers. Indeed, let
with r n > 0, and let Freedman (1987) showed that
Diaconis and
By means of Theorem 5, this bound can be improved by a factor larger than 4. The approximation becomes even better if we set r n = √ n − 2. To verify all this, we consider the random variables
Note that V is uniformly distributed on the unit sphere in R k and independent of (R k , R n ).
Moreover,
Applying Theorem 5 with a := k/2, b := (n − k)/2 and c := r 2 n /2 yields the following bounds:
Figures 2 and 3 illustrate Corollary 6 in case of k = 1. For dimensions n = 5, 10, Figure 2 shows the standard Gaussian density f (green) and the density g n of Q n,1 in case of r n = √ n (black) and r n = √ n − 2 (blue). Figure 3 depicts the corresponding ratios g n /f . The dotted black and blue lines are the corresponding upper bounds (1 − δ) −1/2 from Corollary 6. These pictures show clearly that using r n = √ n − 2 instead of r n = √ n yields a substantial improvement.
Dirichlet distributions and uniform spacings
Dirichlet distributions. For integers 1 ≤ k ≤ N and parameters a 1 , . . . , a N , c > 0, let X be a random vector with independent components X i ∼ Gamma(a i , c). With
and X + are independent, where X + ∼ Gamma(a + , c) with
Figure 2: Densities of N (0, 1) and Q n,1 for n = 5 (left) and n = 10 (right). The distribution of Y is the Dirichlet distribution with parameters a 1 , . . . , a N , written
Now let us focus on the first k components of X and Y :
. . , a k ) and is independent of (X
+ , X + ), while
with
+ , c). Thus Theorem 5 yields the following bounds:
where either c = a + and δ = a
Uniform spacings. A special case of the previous result are uniform spacings: For an integer n ≥ 2, let U 1 , . . . , U n be independent random variables with uniform distribution on [0, 1]. Then we consider the order statistics 0 < U n:1 < U n:2 < · · · < U n:n < 1. With U n:0 := 0 and U n:n+1 := 1, it is well-known that
That means, the n + 1 spacings have the same distribution as (E j /E + ) n+1 j=1 with independent, standard exponential random variables E 1 , . . . , E n+1 and E + := n+1 j=1 E j . Consequently, Corollary 7 and the second remark after Theorem 5 yield the following bounds:
Corollary 8. For integers 1 ≤ k < n let Q n,k be the distribution of the vector
Further let P k be the k-fold product of the standard exponential distribution. Then
Remarks. 
n 2 , where 2e −2 ≈ .2707 < 1/2.
Student distributions
For r > 0 let t r denote student's t distribution with r degrees of freedom, with density
It is well-known that f r converges uniformly to the density φ of the standard Gaussian distribution N (0, 1), where φ(x) := exp(−x 2 /2)/ √ 2π. The distribution t r has heavier tails than the standard Gaussian distribution and, indeed,
However, for the reverse ratio measure we do obtain a reasonable upper bound:
Remarks. It follows from Lemma 9 that r log ρ(N (0, 1), t r ) → 1 2 as r → ∞.
By means of Proposition 1 we obtain the inequality r d TV (N (0, 1), t r ) ≤ 1/2 for r ≥ 2.
Pinelis (2015) for r ≥ 4, and that r d TV N (0, 1), t r → C as r → ∞. So C is optimal in the bound for d TV , whereas 1/2 is optimal for ρ.
Let Z and T r be random variables with distribution N (0, 1) and t r , respectively, where r ≥ 2. Then for any Borel set B ⊂ R,
A counterexample: convergence of normal extremes
In all previous settings, we derived upper bounds for ρ(Q, P ) which implied resonable bounds for d TV (Q, P ) = d TV (P, Q), whereas ρ(P, Q) = ∞ in general. This raises the question whether there are probability densities g and f n , n ≥ 1, such that d TV (f n , g) → 0, but both ρ(f n , g) = ∞ and ρ(g, f n ) = ∞? The answer is "yes" in view of the following example.
Example 10. Suppose that Z 1 , Z 2 , Z 3 , . . . are independent, standard Gaussian random variables. Let V n := max{Z i : 1 ≤ i ≤ n}. Let b n > 0 satisfy 2πb 2 n exp(b 2 n ) = n 2 and then set a n := 1/b n . Then it is well-known that
where G is the Gumbel distribution function given by G(x) = exp(− exp(−x)). Set Hall (1979) shows that for constants 0 < C 1 < C 2 ≤ 3 and sufficiently large n,
It is also known that if b n := (2 log n) 1/2 − (1/2){log log n + log(4π)}/(2 log n) 1/2 and a n := 1/ b n , then a n /a n → 1, ( b n − b n )/a n → 0 and (5) continues to hold with a n and b n replaced by a n and b n , but the rate of convergence in the last display is not better than (log log n) 2 / log n.
In this example the densities f n of F n are given by
for each fixed x ∈ R; here φ is the standard normal density and Φ(z) := z −∞ φ(y)dy is the standard normal distribution function. Thus d TV (F n , G) → 0 by Scheffé's lemma. But in this case it is easily seen that both ρ(f n , g) = ∞ and ρ(g, f n ) = ∞ where the infinity in the first case occurs in the left tail, and the infinity in the second case occurs in the right tail.
We do not know a rate for the total variation convergence in this example, but it cannot be faster than 1/ log n.
Proofs and Auxiliary Results

Proofs of the main results
Proof of Proposition 1. The equality is well-known and follows from the fact that P (A) − Q(A) = Q(A c ) − P (A c ) for any A ∈ A and its complement A c = X \ A. As to the inequality, for any A ∈ A with Q(A) > 0,
as required.
Proof of Proposition 2. The equality for the total variation distance is standard. Concerning the representation of ρ(Q, P ), suppose that µ({g/f > r}) = 0 for some real number r > 0. Then g ≤ rf , µ-almost everywhere, so Q(A) ≤ rP (A) for all A ∈ A, and this implies that ρ(Q, P ) ≤ r. On the other hand, if µ({g/f ≥ r}) > 0 for some real number r > 0, then A := {g/f ≥ r} = {g ≥ rf } ∩ {g > 0} satisfies Q(A) > 0 and Q(A) ≥ rP (A), whence ρ(Q, P ) ≥ r. These considerations show that ρ(Q, P ) equals the µ-essential supremum of g/f .
Auxiliary inequalities.
In what follows, we will use repeatedly the following inequalities for logarithms: For real numbers x, a > 0 and b > −x,
These inequalities follow essentially from the fact
with y := a/(2x + a), where the Taylor series expansion in the second to last step is well-known and follows from the usual expansion log(1
Here is another expression which will be encountered several times: For δ ∈ [0, 1],
, and the inequality
In the proofs of Theorems 3 and 4, we write [a] 0 := 1 and [a] m := m−1 i=0 (a − i) for real numbers a and integers m ≥ 1. In particular,
Proof of Theorem 3. The assertions are trivial in case of n = 1 or L ∈ {0, N }, because then Hyp(N, L, n) = Bin(n, L/N ). Hence it suffices to consider n ≥ 2 and 1 ≤ L ≤ N − 1.
it even suffices to consider
In this case, r(k) > 0 for 1 ≤ k ≤ min(n, L), and r(k) = 0 for min(n, L) < k ≤ n.
In order to maximize the weight ratio r, note that for any integer 0 ≤ k < min(L, n),
The worst-case value k N,L,n equals 1 if and only if L ≤ N/(n − 1). But
Consequently, it suffices to consider
Note that these inequalities for L imply that n − 1 > 2. Hence it remains to prove the assertions when n ≥ 4 and N/(n − 1) < L ≤ N/2.
The case n = 4 is treated separately: Here it suffices to show that r N,L,4 (2) ≤ r N,1,4 (1) for N ≥ 6 and 1 Consequently, it suffices to prove our assertion in case of
The maximizer k = k N,L,n of the density ratio is
Now our task is to bound
from above. By Lemma 12 in Section 5.2, for integers A ≥ m ≥ 2,
where
.
Now we introduce the auxiliary quantities
It follows from (7) with x = L∆, a = 1 − γ and b = 1/2 − γ that
and with x = (N − L)∆, a = γ and b = γ − 1/2 we may conclude that
Consequently,
because δ ≤ 1/2, and we want to show that the right-hand side is not greater than
Hence, it suffices to show that
But the left-hand side is a convex function of δ ∈ [0, 1/2] and takes the value 0 for δ = 0.
Thus it suffices to verify that the latter inequality holds for δ = 1/2. Indeed, for δ = 1/2, the left-hand side is log(2)/2 + 1/7 − 1/2 = (log(2) − 5/7)/2 < 0.
It remains to verify (10). When k = Lδ ≥ 3, this is relatively easy:
The case k = 2 is a bit more involved: Since
inequality (10) is equivalent to
The left-hand side of (11) equals
because 7γ(1 − γ) ≤ 7/4 < 2, while the right-hand of (11) side equals
because N − L ≥ L and Lδ > 1. Consequently, it suffices to verify that
To this end, note that γ depends on L, namely,
But the left-hand side is 4(n − 3) − 2γ(4.5n − 8.5) + γ 2 (7n − 9) ≥ 4(n − 3) − (4.5n − 8.5) 2 7n − 9 = 4(n − 3)(7n − 9) − (4.5n − 8.5) 2 7n − 9 .
For n ≥ 5, the denominator is strictly positive, and the derivative of the numerator is 15.5n − 43.5, which is strictly positive, too. Thus it suffices to verify that the numerator is nonnegative for n = 5. Indeed, 4(n − 3)(7n − 9) − (4.5n − 8.5) 2 = 12 for n = 5.
Finally, it follows from Bernoulli's inequality 1 that (1−1/N ) −(n−1) ≤ (1−(n−1)/N ) −1 , and then the inequality for the total variation distance is an immediate consequence of Proposition 1.
Proof of Theorem 4. Obviously, Λ n (0) = 0. For k ∈ N 0 we introduce the weights
Obviously, b(k) = 0 for k > n, while for 0 ≤ k ≤ n and p ∈ (0, 1),
Note that the right hand side is a continuous function of p ∈ [0, 1) with limit λ n,0 (k) := log([n] k /n k ) ≤ 0 as p → 0, where λ n,0 (0) = 0. Thus we may conclude that
is a continuous function of p ∈ [0, 1).
Next we need to determine the maximizer of λ n,p (·). For k ∈ {0, 1 . . . , n − 1},
From now on we fix an integer k ∈ {1, . . . , n} and focus on p ∈ (k − 1)/n, k/n , so
This is a concave function of p with derivative
with Λ(p) := − log(1 − p), and since both Λ(·) and Λ n (·) are continuous on [0, 1) with Λ(0) = Λ n (0) = 0, this implies that Λ n (p) < − log(1 − p) for p ∈ (0, 1).
On the other hand, Λ n is strictly increasing, whence
But Lemma 12 in Section 5.2 implies that
where the last inequality follows from (7) with x = n − k, a = 1, and b = 1/2. In case of
The refined bounds are for the quantity
It follows from (6) with x = n − k + 1/2, a = 1/2 and b = 0 that
and with y := n − k + 3/4 ≥ 3/4,
On the other hand, the lower bound for D n (p) in (3) is trivial in case of k = n, and otherwise
by (8) with x = n − k and a = 1.
Proof of Theorem 5. We start with the first statement of part (ii). Let β := β a,b and γ c := γ a,c for c > 0. Since β(x) = 0 for x ≥ 1, it suffices to consider the log-density ratio
for 0 ≤ x < 1, noting that the latter expression for λ c (x) is well-defined for all x < 1. The derivative of λ c equals
and this is smaller or greater than zero if and only if x is greater or smaller than the ratio (c − b + 1)/c, respectively. This shows that in case of c ≤ b − 1,
But the derivative of the latter expression with respect to c ≥ b − 1 equals
so the unique minimizer of log ρ Beta(a, b), Gamma(a, c) with respect to c > 0 is c = a + b − 1.
It remains to verify the inequalities
Then the total variation bounds of Theorem 5 follow from Proposition 1 and the elementary inequality (9). Lemma 12 in Section 5.2 implies that
Combining this with (14) yields (15):
by (7) with (x, a, b) = (b − 1, a, 1/2). Concerning (16), if follows from (14) and (17) that
where A := 2b − 1 and B := 2(a + b) − 1. Now (16) follows from
In the special case of a = 1, we do not need (17) 
, and in case of b ≥ 2, the latter expression is not larger than
Proof of Lemma 9. By Proposition 1 and the inequality 1 − exp(−x) ≤ x for x ≥ 0, it suffices to verify the claims about log ρ N (0, 1), t r . Note first that log φ(x) f r (x) = log Γ(r/2) r/2 Γ((r + 1)/2) + r + 1 2 log 1 +
, whence log ρ N (0, 1), t r = log Γ(r/2) r/2 Γ((r + 1)/2) − 1 2 + r + 1 2 log 1 + 1 r .
On the one hand, the Taylor expansion − log(1 − x) = ∞ k=1 x k /k yields that .
Moreover, it follows from Lemma 13 in Section 5.2 with x := r/2 that log Γ(r/2) r/2 Γ((r + 1)/2) < 1 4r + 1 12r(r 2 − 1) = 1 4r + 1 12r(r + 1)(r − 1)
,
On the other hand, the previous considerations and Lemma 13 imply that − 1 2 + r + 1 2 log 1 + 1 r > 1 4(r + 1) and log Γ(r/2) r/2 Γ((r + 1)/2) > 1 4(r + 1) , whence log ρ(N (0, 1), t r ) > 1 2(r + 1) .
Auxiliary Results for the Gamma Function
In what follows, let
With a random variable Y x ∼ Gamma(x, 1) one may write
The functions h and h are known as the digamma and trigamma functions; see e.g., Olver et al. (2010) , Section 5.15. This shows that h(x) is strictly convex in x > 0. Moreover, it follows from concavity of log(·) and Jensen's inequality that
The well-known identity Γ(x + 1) = xΓ(x) is equivalent to
Binet's first formula and Stirling's approximation. Binet's first integral formula states that
see Chapter 12 of Whittaker and Watson (1996) . The following lemma provides a lower and upper bound for w(t), and these yield rather precise bounds for the remainder R(x).
Lemma 11. For arbitrary t > 0,
12
−1 e −t/12 < w(t) < 12 −1 .
In particular, the remainder R(x) in Binet's formula (18) is strictly decreasing in x > 0 and satisfies 1 12x + 1 < R(x) < 1 12x .
Since n! = Γ(n + 1), Lemma 11 implies a slight improvement of the Stirling approximation by Robbins (1955) : For arbitrary integers n ≥ 0, log(n!) = log √ 2π + (n + 1/2) log(n + 1) − n − 1 + s n with 1 12(n + 1) + 1 < s n < 1 12(n + 1) .
In addition, Binet's formula (18) and Lemma 11 lead to useful inequalities for the increments of h(·).
Lemma 12. For arbitrary 0 < a < b,
Proof of Lemma 11. The series expansion of the exponential function and some elementary algebra lead to the representation
Note that a 1 = 12 −1 , and
This shows that a m ≤ 12 −1 with strict inequality for m ≥ 3. Consequently, w(t) < 12 −1 .
The reverse inequality, w(t) > 12 −1 e −t/12 , is equivalent to
The left hand side equals 12 Since for any fixed t > 0, the integrand e −tx w(t) is strictly decreasing in x > 0, the remainder R(x) is strictly decreasing in x > 0. The two bounds for w(t) imply that R(x)
is larger than 12 −1 ∞ 0 e −t(x+1/12) dt = (12x + 1) −1 and smaller than 12 −1 ∞ 0 e −tx dt = (12x) −1 .
Proof of Lemma 12. Writing h(x) = log √ 2π + h(x) + R(x) with the auxiliary function Special increments of h. In connection with student distributions, we need lower and upper bounds for the quantities h(x + 1/2) − h(x) − log(x)/2. With a random variable Y x ∼ Gamma(x, 1), the latter expression equals log IE Y x /x, so it follows from Jensen's inequality that h(x + 1/2) − h(x) − log(x)/2 < log IE(Y x /x) = 0. The next lemma shows that h(x + 1/2) − h(x) − log(x)/2 is close to to −1/(8x) for large x.
Lemma 13. For arbitrary x > 0,
Proof of Lemma 13. Let us first mention that the second derivative of the log-gamma function h is given by Gauss' formula h (x) = ∞ n=0 1 (x + n) 2 , see Chapter 12 of Whittaker and Watson (1996) . In particular, h is strictly convex and decreasing on (0, ∞) with Since h is convex and h (z) > 1/z, it follows from Jensen's inequality that h(z + a) + h(z − a) − 2h(z) ≥ a 2 h (z − a + a IE(U + V )) = a 2 h (z) > a 2 z .
Note also that the distribution of W := U + V is given by the triangular density f (w) We first apply these findings with z = x+1/2 and a = 1/2: Since h(x+1)−h(x) = log x, log x 2 − h(x + 1/2) − h(x) = h(x + 1) − h(x) 2 − h(x + 1/2) + h(x) = 1 2 h(x + 1) + h(x) − 2h(x + 1/2) ≥ 1 8(x + 1/2) , which gives us the upper bound for h(x + 1/2) − h(x) − log(x)/2. Furthermore, log x 2 − h(x + 1/2) − h(x) = 1 2 R (1/2 − |t|) + h (x + 1/2 + t) dt.
On the other hand, if x > 1/2, then with z = x + 1/2 and a = 1 we obtain log x + 1/2 x − 1/2 = h(x + 3/2) − h(x + 1/2) − h(x + 1/2) − h(x − 1/2) = R (1 − |t|) + h (x + 1/2 + t) dt. These properties plus the convexity of h imply that R ∆(t)h (x + 1/2 + t) dt ≥ 0.
Indeed, the latter integral doesn't change if we replace h (x + 1/2 + t) with g(t) := h (x + 1/2 + t) + a + bt with constants a, b such that g(±1/3) = 0. But then, by convexity of g and the sign changes of ∆, we have that g∆ ≥ 0. Consequently, log x 2 − h(x + 1/2) − h(x) = 1 2 R (1/2 − |t|) + h (x + 1/2 + t) dt .
