INTRODUCTION
With the advent of stereotactic body radiation therapy (SBRT), stereotactic radiosurgery (SRS), and intensity modulation radiotherapy (IMRT), beamlets with transversal dimensions of less than 10 mm are common. The doses for such modalities are calculated by dividing the beams into beamlets that have varying intensities. Since the dimensions of the beamlets may be too small to establish electronic equilibrium within them, calculations based on corrections to broad-beam data will not suffice. 1 Furthermore, in SBRT higher doses in fewer fractions are delivered, which increases the biological effective dose. 2 A reliable dose delivery is required in terms of both spatial and numerical accuracy in order to achieve good treatment results without damaging the healthy tissue surrounding the target. Raising the standards of the deliverable treatments has been possible due to advances in radiation therapy. Complex fields and dose painting using multileaf collimators (MLCs) and micromultileaf collimators (mMLCs) have boosted the clinical implementation of intensity modulated treatments as well as the use of small fields for precisely targeting the treatment volumes. A number of studies showed that the use of MLCs has improved the conformal radiotherapy techniques 3 and they have pointed out the clinical advantages of these planning and delivery techniques. [4] [5] [6] Paskalev et al. 7 concluded that linac-based treatments with very small photon beams are clinically feasible.
With the clinical implementation of more complex treatments there is a need for a more accurate verification of dose as well as of QA systems and procedures. 8, 9 Conventional small field measurements require very precise fixation of detector at center of the small field at the depth of interest. A submillimeter displacement of the measuring point due to mechanical uncertainties of the detectors may yield a significant error in the measured value. 10 Kutcher et al. 11, 12 and Fraass et al. 13 provided comprehensive reports on the implementation of standard quality assurance (QA) programs in radiotherapy treatment planning. Clinical routine IMRT QA and verification require specific software tools and measurement devices. [14] [15] [16] [17] Gonzalez-Catano et al. 18 investigated a liquid filled ionization chamber for high precision relative dosimetry and showed its ability to perform profile measurements and penumbrae determination with excellent accuracy. Clinical application for the real time profile verification of high gradient beam profiles like those that are present in intensity modulated radiation therapy and radiosurgery would require a detector with good repeatability, small pixel size, and high spatial resolution. 19 The intrinsic characteristics of the liquid filled ionization chamber have to be taken into consideration when it comes to the accuracy of the measurements. The escape probability from initial recombination of the created charge in an ionized liquid, which gives the free ion yield, depends on both the collecting electric field and temperature. 20, 21 By keeping polarization voltage stable and monitoring temperature is the only way of dealing with these two initial recombination dependencies. With the rapid increase in application of rotational therapy, such as arc therapy, angular dependence of the detector has to be taken into account. It has been shown that detector measurements underestimate the dose. Esch et al. 22 investigated online quality assurance of rotational radiotherapy using a two-dimensional (2D) array. They observed that the array measurements underestimated the dose on the beam axis for the open field half arc treatment deliveries by 4% in 6 MV and 2% in 18 MV.
The present investigation evaluated a two-dimensional liquid-filled ion chamber detector array for planar dose measurement of clinical radiation beams. The detector array has a limited field size with high resolution designed to be suitable for patient specific quality assurance of SBRT, SRS, and stereotactic fractionated radiotherapy (SRT) targets. We focused on measurements of the field sizes up to 10 × 10 cm 2 , which are relevant for the clinical application of the detector. Additionally, the dosimetric properties and the performance of the two-dimensional liquid-filled ion chamber detector array were evaluated.
MATERIAL AND METHODS
In this study, the properties and characteristics of the 2D liquid-filled ion chamber detector array Octavius 1000 SRS (PTW, Freiburg, Germany) are investigated (Fig. 1, upper  image) .
The 2D detector array consists of 977 liquid-filled ionization chambers that are arranged in a square plane and are able to measure field sizes of up to 11 × 11 cm 2 . The size of each detector is 2.3 × 2.3 × 0.5 mm (volume = 2.65 mm 3 ). The spacing of the detector in the inner, high resolution area (it refers to field sizes of up to 5.5 × 5.5 cm 2 ) is 2.5 mm centerto-center, whereas the spacing of the detector in outer area is 5 mm center-to-center as shown in the lower image of Fig. 1 .
The linear dimensions of the 2D Octavius Detector 1000 SRS (Fig. 1 , upper image) are 30 × 42 × 2.2 cm (W × D × H) and its weight is approximately 5.4 kg. According to the manufacturer, the reference point of measurement is located 9 mm below the surface of the array although other investigations 30 have indicated that the effective point of measurement is lo- . The detector spacing in the inner area (maximum field size = 5.5 × 5.5 cm) is 2.5 mm center-to-center and in the outer area (maximum field size = 11 × 11 cm) is 5 mm center-to-center. cated 9.5 mm (±0.2 mm) below the surface of the array. The device is able to measure absorbed dose and absorbed dose rate to water. The Octavius Detector 1000 SRS and its multichannel array interface are calibrated by the manufacturer. The calibration consists of a relative output of each detector compared to the central one. An onsite factor correcting for the quality of the beam and daily output variation of the linac can be measured and used during measurements by the accompanying acquisition and analysis software. In this study, the correction factor was measured before each measurement session. The Octavius Detector 1000 SRS is controlled by the VeriSoft software, which is used during measurement acquisition and analysis of the measurements. The software provides the user with evaluation tools, such as profile comparison (horizontal, vertical, diagonal), planar isodose overlay, and gamma index calculation.
A Varian Novalis Tx (Varian Medical System, Palo Alto, CA, Brainlab AG, Germany) linear accelerator was used in all the measurements of this study. All the measurements were performed using 6 MV photon beams, with a constant pulse repetition frequency of 360 Hz. Although small fields can be delivered with higher MV modalities, the vast majority of the small field stereotactic radiotherapy treatments are carried out at low energy. Therefore, the device has only been tested at 6 MV.
2.A. Phantom setup
Figure 2 (upper) shows the setup of the Octavius Detector 1000 SRS used throughout the investigation. During the measurements dose integration time was set to 900 s with an interval time of 0.2 s. Plastic Water Phantom material (CNMC, Nashville, TN) was used for the buildup and backscatter. Plastic Water slabs are plates of a 30 × 30 cm 2 surface size, of various thicknesses, with a density of 1.03 g/cm 3 . In this setup, the thickness of the build-up slab was 4.1 cm and the thickness of the backscatter slab was 5 cm. The source to surface distance (SSD) for the measurement setup was 95 cm. The reference point of measurement of the Octavius Detector 1000 SRS was set to be at 100 cm. Figure 3 shows the vertical position of the Octavius Detector 1000 SRS used for the measurements of the directional (angular) dependence of the detector with the gantry angles that were used for the beams delivery.
2.B. Reproducibility
The Octavius Detector 1000 SRS was assessed over a period of 30 days. The reproducibility of the output of the detector has been checked for periods of: (a) hours (short-term), (b) a few days (midterm), and (c) several weeks (long-term). All the reproducibility measurements were performed with the detector setup shown in Fig. 2 (upper) . A 5 × 5 cm 2 fixed beam and 100 MU were used in each measurement and the dose at the central chamber was recorded. Each measurement was repeated multiple times and the corresponding average and standard deviation were calculated. Each measurement in the linac was accompanied by a PTW N31003 air ionization chamber absolute dose measurement to remove linac output variation and evaluate only the device response. Stability between different detectors in the same setup was evaluated.
2.C. Charge collection efficiency
Several methods have been suggested for performing collection efficiency determination. [23] [24] [25] [26] Since Octavius Detector SRS 1000 has fixed voltage (1000 V), the collection efficiency measurements were carried out with PTW 31003 air ionization chamber and the central chamber of the Octavius Detector using the method described by Tölli et al. 27 The measurements were performed with the detector setup shown in The standard setup that was used for the measurements that were acquired using Octavius Detector 1000 SRS. The detector array is placed between two slabs of Plastic Water. The source to surface distance is 95 cm. The effective point of measurement of the detector is set to be at 100 cm from the radiation source. (Middle) Experimental setup for the measurements using an EDR film. The 5 cm Plastic Water phantom is placed on top of the EDR film. (Lower) Setup for the measurements using Octavius Detector 1000 SRS. The detector array is placed on a slab of Plastic Water without any build-up slab. The SSD is 99.1 cm. The detectors' effective point of measurement is set to be at 100 cm from the radiation source. The Plastic Water slab used for backscatter has a 5 cm thickness. Fig. 2 (upper) . For the constant pulse repetition frequency of 360 Hz, the measurements were done at different distances of the effective point of measurement of the detectors to the radiation source with the dose per pulse varying from 1.47 × 10 −4 to 5.1 × 10 −4 Gy/pulse.
2.D. Leakage current stability
With the detector setup shown in Fig. 4 the leakage current stability was studied. A 10 × 10 cm 2 fixed beam was used to deliver 1 Gy in each measurement at the central chamber.
The measurements were recorded before and after the irradiation of 2 Gy. The measurements were repeated using the same setup and 2 Gy irradiation allowing 8 h between the measurements and they were also verified along different days for a period of 11 days. Each measurement in the linac was accompanied by a PTW N31003 air ionization chamber absolute dose measurement to remove linac output variation and evaluate only the device response. Also, the leakage current stability was verified for a period of 1 h with the detector setup shown in Fig. 2 (upper). A 10 × 10 cm 2 fixed beam was used to deliver 100 MUs and the charge collected was recorded at different times during the 1-h period. The measurements were repeated in different days using the same setup and time interval. The charge collected was recorded using a sample of nine different detectors.
2.E. Linearity
The dose linearity of Octavius Detector 1000 SRS was tested using the same conditions as the ones shown in FIG. 4 . The setup that was used for the leakage current stability measurements of the Octavius Detector 1000 SRS. The detector array is placed between slabs of Plastic Water. The source to surface distance is 100 cm. The effective point of measurement of the detector is set to be at 5 cm depth. The air ion chamber is placed on central axis at a depth of 3.1 cm.
Fig. 2 (upper). A 5 × 5 cm
2 field of 6 MV photons was used to expose the detector. To determine the linearity with dose, varying the dose rate to the highest possible value was accomplished within Boag 28 conditions. All the measurements were compared to those of an air ionization chamber PTW N310013.
2.F. Energy dependence
For this dose fidelity aspect, energy dependence was also studied considering the measurement in a standard field as a function of phantom depth, which compared to standard dosimetry techniques by measuring PDD and profiles at different depths.
2.G. Output factors
The linear accelerator radiation output as a function of the field size using the Octavius Detector 1000 SRS was investigated. The output factor measurements were carried out by delivering 100 MUs for square fields ranging from 0.5 × 0.5 to 10 × 10 cm 2 using the setup of Fig. 2 (upper). Due to a nature of the clinical application of the Octavius Detector 1000 SRS, the measurements were limited to a maximum field size of 10 × 10 cm 2 . The dose output measurements acquired by the Octavius Detector 1000 SRS were compared with measurements acquired using a PTW pinpoint ionization chamber (type 31014, PTW, Freiburg, Germany), PTW MicroLion ionization chamber, and PTW SRS diode. The pinpoint ionization, MicroLion, and SRS diode measurements were made in water under the same setup conditions (SSD = 95 and 100 cm to the effective point of measurement). The Unidos Webline universal dosimeter (PTW, Freiburg, Germany) was used in the pinpoint, MicroLion, and SRS diode measurements.
2.H. Sensitivity
The Octavius Detector 1000 SRS has ionizing chambers equally spaced at 2.5 mm intervals in the inner area (for field sizes up to 5.5 × 5.5 cm) and at 5 mm intervals in outer area (for field sizes up to 11 × 11 cm). In the central part, the detectors are adjacent to each other without spacing in between. The effect of the signal perturbation caused by the photon scattering in the close vicinity of the single detector has been studied by Martens et al. 29 for the PTW LA48 linear ion chamber array. The geometrical separation of detectors could lead to loss of sensitivity to positional changes of the collimation system. While LA48 has guard-ring liquid ionization chambers, the trend along these last 10 years is to realize that for pixilated LICs the guard ring is unnecessary. Thus, in the inner matrix of Octavius only a small gap between pixels exists. Whenever the matrix is polarized and irradiated, the dielectric materials in the gap become superficially charged, thus reaching a steady electric field configuration in which all the electric field lines from the drift electrode end in the metallized layer of the Octavius matrix. Therefore, in the inner matrix there is no dead area while the possible lack of sensitivity refers to the outer part of the matrix in which electrodes are separated with metallized guard-ring electrodes. Poppe et al. 30 investigated detector response function and they determined the lateral detector response function of a single chamber of the array. The sensitivity of the detectors of the Octavius Detector 1000 SRS to positional changes of the collimation system was investigated.
For testing purposes, the Octavius Detector 1000 SRS was irradiated with three rectangular asymmetric fields (A, B, C) as shown in the left panel of Fig. 5 . The center of the field A has been offset to −4.0 cm along the x direction, the center of the field B has been offset to −2.5 cm, and the center of the field C has been set to 0.0 cm. The initial dimension of each field was 2 × 11 cm 2 . One of the collimator jaws (Y1 in Fig. 4 ) was then gradually moved to close the field with an increment step of 1 mm. The final size of each radiation field was 0.5 × 11 cm 2 as shown in the right panel of Fig. 5 . At each step a new acquisition was taken by delivering 100 MUs. Using the fields A, B, and C as shown in Fig. 5 , half of the detectors were able to be tested given that symmetry exists between the left and right parts of the detector. All the measurements for the sensitivity tests of the Octavius Detector 1000 SRS were performed using the setup shown in Fig. 2 (upper). The pinpoint ion chamber (PTW model 31014) was used to repeat the sequence of measurements in a water phantom, under the same geometrical conditions placed at the position of the central array chamber for the measured field. The sensitivity of the detector was investigated by changing the buildup. The detector was irradiated in the same manner with three rectangular asymmetric fields (A, B, C) as shown in the left panel of Fig. 5 and described above. In every set of measurements, the buildup was changed by adding 1 mm (thinnest available) of plastic water slab in the standard setup shown in Fig. 2 (lower) .
2.I. Directional (angular) dependence
With the detector setup shown in Fig. 3 , the isotropical behavior of the device was investigated. For this test, different incidence angle beams in an adequate phantom were delivered in order to provide the tissue-equivalence and angular dependence of the detector. The dose distribution for each field was also calculated on the CT scan of the phantom setup with treatment planning system (Phillips Pinnacle 9.2) using superposition/convolution 31 dose calculation algorithm. Measurements for different incidence angles with respect to the device were acquired and compared with an air ionization chamber (PTW model 31003).
2.J. Clinical application
The Octavius Detector 1000 SRS was used to measure the dose maps of clinical open and wedge fields and its performance was analyzed. The field sizes that were used in the measurements were 2 × 2, 4 × 4, 6 × 6, and 8 × 8 cm 2 . The results were then compared against the measurements with the pinpoint ion chamber at 5 cm depth in water at 95 cm SSD. Furthermore, measurements were acquired using an EDR film (Kodak, Rochester, NY) placed between a twoslab Plastic Water phantom as shown in Fig. 2 (middle) . The number of monitor units delivered during the measurements with the EDR film was the same as that delivered during the measurements with the Octavius Detector 1000 SRS. The offaxis measurements were performed using Octavius Detector 1000 SRS and the setup shown in Fig. 2 (upper) . The field sizes used for the measurements were 0.5 × 0.5, 1 × 1, 1.5 × 1.5, and 2 × 2 cm 2 . These measurements were compared with measurements acquired with SRS diode in water under the same conditions (5 cm depth at 95 cm SSD).
RESULTS

3.A. Reproducibility
The output of the Octavius Detector 1000 SRS as a function of the time period, during which the measurements were taken, is shown in Fig. 6 . The measurements were acquired over a period of 30 days and they were collected in batches of ten. For every batch, the average of the measurements was calculated along with the respective standard deviation. Each measurement in the linac for the reproducibility study was accompanied by an air ionization chamber (PTW model 31003) absolute dose measurement.
Liquid-filled ionization chambers are electric field and temperature dependant. 20 By keeping the polarization voltage constant we managed to minimize their effect on recombination dependency. Daily changes of temperature were measured and a correction due to those variations was applied by using the correction values feature of the VeriSoft software, which was used during the measurement acquisition and analysis.
The reproducibility of the measurements within every batch showed good consistency and stability with the highest value of the standard deviation of the mean not exceeding 0.2%, which is an indicator of the very short-term reproducibility performance of the Octavius Detector 1000 SRS. The standard deviation between the batches was also calculated and its value does not exceed 0.5%, which is an excellent indicator of the reproducibility with the longer period of time. The standard deviation between the detector measurements and an air ionization chamber absolute dose measurements between the batches does not exceed 0.3%, with maximum daily percentage difference being 0.6%. The sample of the nine different chambers was used to study the intercalibration stability. The intercomparison of the measurements showed an average interchamber deviation of 0.2% with a maximum deviation of 0.5%, which was noted on one chamber.
3.B. Charge collection efficiency
The charge collection efficiency measurements were performed with the detector setup shown in Fig. 2 (upper) . As investigated by Tölli et al., 27 the charge collection efficiency was calculated using the two-dose-rate method with the dose per pulse varying from 1.47 × 10 −4 to 5.1 × 10 −4 Gy/pulse. The measurements showed that the maximum dose per pulse of 2 × 10 −4 Gy/pulse yields a charge collection efficiency higher than 0.98. The results are shown in Fig. 7 . This diagram also illustrates the dose rate dependence of the Octavius Detector since the charge collection efficiency versus dose per pulse (dose rate) is a more accurate indication of this property. FIG. 7 . The Octavius Detector 1000 SRS charge collection efficiency curve has been determined by measurements using two-dose rates. The percentage of collection efficiency in the measurements is plotted.
3.C. Leakage current stability
The measurements of pre-and postirradiation of 2 Gy showed no significant change in the absolute dose measured. The maximum percentage difference against the measurements carried out with an ion ionization chamber (PTW 31003) was 0.1% (Fig. 8, left) . The daily changes in temperature were measured and a correction for the variations was applied by using the relevant tool of the VeriSoft software, which was used during the measurement acquisition and analysis. Also, the leakage current stability was verified using a sample of nine detectors for 1 h time period. The leakage current showed that the response is linear with a mean value of 3.26 × 10 −14 C/s and a standard deviation of 1.61 × 10 −15 C/s (Fig. 8, right) .
3.D. Linearity
The results of the linearity test are shown in Fig. 9 . To determine the linearity with dose while varying the dose rate to the highest possible value, measurements were made both under Boag conditions (pulses separated more than 8 ms) and breaking Boag conditions. In the first case, the linac was set to a proper long period pulse repetition and the source to detector distance was varied. In the second condition, the pulse repetition was varied from the longest to the shortest value. All the measurements were compared to those of an air ionization chamber.
The measured results of the central axis (CAX) of the ionization chamber using Boag and breaking Boag conditions showed linear response with the dose rate. The measurements that were made under the Boag condition with an air ionization chamber were compared to the corresponding measurements made with the Octavius detector. The standard deviation of the local percentage difference was 1.1 with the maximum percentage difference being 1.7%. On the other hand, the measurements made under the breaking Boag conditions with an air ionization chamber were compared to those made with the Octavius detector and they showed that the standard deviation for the local percentage difference was 1.6% with the maximum percentage difference being 3.0%. The data analysis indicates that the clinical implementation of the linearity variations underestimates values for the measurements at the highest achievable dose rate.
3.E. Energy dependence
For dose fidelity aspect, energy dependence has been studied. Measurements in a standard field as a function of phantom depth for different field sizes were acquired and compared to standard dosimetry techniques. A study showing PDD/profiles measured at different depths were conducted. Using the standard setup (Fig. 2) , measurements for different field sizes (3 × 3, 5 × 5, 7 × 7 cm 2 ) were made at different depths by adding different build-up thickness of solid water phantom. Profiles were acquired at depth of 9 mm, dmax, 50, 100, and 200 mm. The measured values were normalized to the value at the depth of 10 cm. The measured data have been accompanied with measurements in water by a pinpoint chamber and SRS diode under the same setup conditions. It is noted that the detector sensitivity increases with depth. The detector measurements were compared with those made with the pinpoint chamber and they showed a maximum percentage difference of 1.1% for the depths between dmax and 200 mm, whereas the respective comparison with the measurements by the SRS diode showed a difference of 2.3%. The diode convolved profiles were compared with the array and penumbra regions. In relation to the diode-measured profiles, the σ value was determined to be between 0.7 and 1 mm for the measured field sizes between the depths of dmax and 50 mm. For the purpose of this study, several diagrams of PDD and profiles measured at different depths are shown in Fig. 10 . Using the method proposed by Looe et al., 32 the effective point of measurement of the detector was determined by shifting the TPR curve of the Octavius detector central chamber to match the TPR curve of the Roos chamber. Based on our measurements, the effective point of measurement was found to be located 9 mm below the surface of the array.
3.F. Output factors
The results of the output factors are shown in Fig. 11 . Small field dosimetry is more demanding than dosimetry of conventional field sizes.
Volume averaging effect and the lack of lateral charge equilibrium start to play a non-negligible role and the approximations of classical radiation physic, such as BraggGray conditions tend to be valid to a lesser extent compared to larger field dosimetry. Wuerfel 1 described how to decide which detector to choose for the measurements of the small field sizes and how to perform the measurement. Positioning accuracy that can lead to a relevant uncertainty is very important in small fields and it has to be taken into account. Following Wuerfel's 1 recommendations, we compared the Octavius Detector 1000 SRS measurement with those of the pinpoint air ionization chamber (PTW 31014) for field sizes from 3 × 3 to 10 × 10 cm 2 . The agreement between the Octavius Detector and the pinpoint chamber measurements is within ±0.3% (local relative deviation). A single chamber of the Octavius Detector 1000 SRS has an active volume of 0.003 cm 3 whereas the PTW PinPoint chamber has an active volume of 0.015 cm 3 . For field sizes from 3 × 3 down to 0.5 × 0.5 cm 2 , the Octavius Detector measurements were compared with those of the PTW SRS diode (type 60018). The SRS diode has an active volume of 0.0003 cm 3 and it was cross-calibrated with the pinpoint chamber. For field sizes from 3 × 3 down to 1 × 1 cm 2 , the Octavius detector and the SRS diode measurements are within 2% (local relative deviation). For field sizes smaller than 1 × 1 cm 2 , the maximum percentage difference is 12% (local relative deviation). Relevant measurements were also made using the PTW MicroLion chamber, which has an active volume of 0.002 cm 3 . The MicroLion chamber was also cross-calibrated with the pinpoint chamber. For field sizes from 10 × 10 down to 1.5 × 1.5 cm 2 , the maximum percentage difference between the Octavius Detector and the MicroLion chamber is ±0.8% (local relative deviation) and for the field size of 1 × 1 cm 2 it is less than 2% (local relative deviation).
Other studies 33, 34 have shown that for field sizes smaller than 3 × 3 cm 2 , significant differences can be observed among different detectors regarding the measured output factors. The major factors that influence the measurements were found to be detector's material and the volume effect of detectors as well as positioning accuracy. The method of determining the center of the radiation field using an add on device such as the Peacock System (NOMOS Corporation Pennsylvania) allows a 0.01 mm shift but at the same time it is time consuming and not practical for the regular clinical use. If measured with a diode detector, which is nonwaterequivalent, the increase of the importance of secondary electrons in small field leads to an overestimation of output factors. If measured with an ionization chamber, the reason for an underestimation of output factors is the increase of lateral electron disequilibria with an increase of the detectors measuring volume. Air cavities may further reduce the relative dose reading of detectors. Moreover, the relative dose reading of the detector is also reduced due to the fact that the detector averages the dose across its sensitive volume. The percentage relative difference of the output factors between the Octavius detector and the other examined detectors are shown in Fig. 11. Figure 12 shows the output variation of the nine chambers of the Octavius Detector 1000 SRS (Fig. 5) , as a function of the position of the secondary collimator (Y1).
3.G. Sensitivity
In Field A, the starting point of the Y1 collimator was −5 cm and the end point −3.5 cm. Similarly, in Field B, the Y1 collimator moved from −3.5 to −2 cm and in Field C, from −1 to 0.5 cm. In Field C, the first acquisition was taken with the chamber at position −1 cm and the chamber at position 1 cm was partially covered by the projection of the collimators. At the positions −0.75, −0.5, −0.25, 0, 2.5, and 0.5 cm, the chamber at 0.75 cm is in the field and is not covered by the projections of the collimators. In Fig. 12 (upper) , it is shown that the chambers in the field detect the millimetric movements of the Y1 jaw. The chamber at the position 0.75 cm was never covered by the projection of the collimators but still its signal was influenced by the Y1 jaw, which modifies the linear accelerator's head scattered radiation component. The results show similar patterns of response of the detectors in Fields A and B since the chambers inside the fields are able to detect millimetric (or even submillimetric for 1% array readout relative uncertainty) field changes as shown in Fig. 5 . The measurement showed that the geometrical separation of the detectors does not contribute to the loss of the sensitivity. The investigation showed that there is no noticeable perturbation effect of the irradiated area of the Octavius Detector 1000 SRS. Figure 12 (middle and lower) shows the sensitivity of the Octavius Detector 1000 SRS regarding the changes in the thickness of the built up used during the measurement. For this experiment, the measurements were acquired by changing the thickness of the buildup in 1 mm increments and keeping the effective point of measurement of the detector at 100 cm from the source (Fig. 2, upper) . The same dose was delivered in every measurement and the data were recorded. In Fig. 12 (middle and lower) , the response of the three detectors of the array at different depths is shown when 1 mm change in buildup was applied. As noted before the relation dose to detector signal varies with depth, because at larger depths the array signal exhibits higher variations to some small change of geometry or depth. At a shallow depth, 1 mm change in buildup thickness results in notably a higher change in sensitivity compared with the same change in buildup thickness at a larger depth. While the change in sensitivity at shallow depths can be attributed predominantly to the secondary charged particles, the change in sensitivity at larger depths is predominantly caused by the change in energy spectrum (beam hardening). The measurements that were performed indicate that for depths of the effective point of measurement up to 50 mm, the change in sensitivity due to the change of 1 mm of buildup is noticeable.
3.H. Directional (angular) dependence
For the purpose of this investigation, we focused on a single liquid-filled ion chamber in the middle of the detector array. Figure 3 shows the detector setup for directional (angular) dependence measurements. Figure 13 shows It is noticeable that when the beam incidence moves to the rear of the array, the considerable absolute deviation becomes apparent. Although the TPS (Phillips Pinnacle 9.2) is predicting only slight differences between absorbed doses for mirrored beam angles (e.g., 225
• , 135
• ), the measurements show a considerably smaller signal. There are few possible causes for the asymmetry of the data. The different thickness of the buildup on the top and bottom side of the array in respect to the inverse direction radiation. The array construction and the nonwater equivalent materials on beam path can cause deviation in the measurements. It is also worth to mention the tolerance 35 of the radiation isocenter that can contribute to the observed deviation. All the measurements were accompanied with the air ion chamber measurements. There is noticeable difference between the Octavius Detector 1000 SRS phantom and air ion chamber phantom setup because of their different structure and average density. Separate dose calculations for both setups are therefore required. In Fig. 13 , it is observed that the CAX detector measurements underestimated the dose of the beam for the open field half-arc treatment deliveries by about −4%. To account for deviations, due to the use of the detector in such configurations, correction factors should be applied. Measurements to determine the angular dependence correction factors for the use of the detector in clinical setup should be performed and the relevant correction factors should be determined. However, the use of rotating phantoms such as PTW Octavius 4D where the surface of the array is always perpendicular to the beam will eliminate the need for angular dependence corrections. Figures 14 and 15 show the results of the comparisons between Octavius Detector 1000 SRS, pinpoint ion chamber, and film for open and wedged profiles of different field sizes using the setup shown in the upper scheme of Fig. 2 .
3.I. Clinical application
The data were normalized at the central axis. The Octavius Detector 1000 SRS data fit well the pinpoint ion chamber curve and it appears to accurately measure the penumbra region. The Octavius Detector 1000 SRS data and film-measured data show discrepancies in the penumbra region, which can be attributed to the limited number of points of the calibration curve in the low dose region, to the fact that EDR2 film overresponds in the low dose region and the lateral response function of the detector. The profiles measured for the smallest field size (2 × 2 cm 2 ) are of interest because they show the advantage of the sampling capabilities of the Octavius Detector 1000 SRS. Figure 16 shows the dosimetric comparison between the Octavius Detector 1000 SRS and the SRS diode for the open off-axis field profiles for different field sizes (2 × 2 cm 2 and smaller). The gamma factors that were calculated with tolerances of 2% and 2 mm yield 100% agreement between the Octavius detector and SRS diode. Consequently, corrections for detector's lateral response were not applied.
DISCUSSION
In this work, the characterization of the two-dimensional liquid-filled ion chamber detector array Octavius Detector 1000 SRS is investigated. The Octavius Detector 1000 SRS is found to be easy to use for treatment verification in radiotherapy. Its weight of 5.4 kg makes it practical for daily use. The setup procedures and experimental positioning are simple and straightforward and the whole system can be managed in a short period of time.
The measurements performed in this study showed that the Octavius Detector 1000 SRS response regarding short-term reproducibility standard deviation of the mean does not exceed 0.2%, while standard deviation of the medium and longterm reproducibility does not exceed 0.5%. The system linearity with dose rate throughout a wide range of dose delivered to the detector, showed maximum deviation of 3% which makes this detector very reliable when it comes to the high oscillation in the dose delivery for the fields delivering very high doses per segment. The charge collection efficiency measurements showed that the maximum dose per pulse of 2 × 10 −4 Gy/pulse yields charge collection efficiency higher than 0.98. The measurements and comparison of the output factors with the pinpoint chamber for the field sizes from 3 × 3 to 10 × 10 cm 2 showed an agreement within ±0.3%. The output factor agreement between the Octavius detector and the SRS diode for field sizes from 3 × 3 down to 1 × 1 cm 2 , are within 2%. The output factor agreement between the Octavius detector and the MicroLion chamber for field sizes from 10 × 10 down to 1.5 × 1.5 cm 2 is ±0.8% and for the field size 1 × 1 cm 2 is less than 2%. There are a few major factors that influence the measurements such as detector's material, the volume effect of detectors, and positioning accuracy, which has greater influence on smaller field sizes. Increasing positioning accuracy is possible by using some add on devices although these methods are time consuming and not practical. Overall, the results obtained from the measurement of the output factors showed field sizes down to 1 × 1 cm 2 are measurable to a good fidelity with the Octavius detector. This could be considered of great importance due to the fact that it is hard to attain good output factors for the small field sizes when using matrices of detectors. The minimal energy dependant response of the Octavius Detector 1000 SRS also presents an attractive advantage. For the measurement of the small segments delivered during the IMRT measurements, this is an important characteristic. The measurements that tested the detector sensitivity to small collimator position changes as well as the field perturbation effect showed that the Octavius Detector 1000 SRS could successfully detect millimetric positional movements of the secondary collimators of the linear accelerator. The experimental data showed the relation dose to detector signal varies with depth, at more depth the array signal exhibits higher variation to some small change of geometry or depth. It was found that even 1 mm change in buildup up to 50 mm depth could be detected. The dose profiles measured by the Octavius Detector 1000 SRS fitted very well the measurements obtained with the pinpoint ion chamber and SRS diode for different field sizes. The spacing of 2.5 mm between ion chambers in the central area up to the field size of 5.5 × 5.5 cm 2 is a great advantage in cases involving the measurement of the highresolution profiles especially in high dose gradient regions. With the Octavius Detector 1000 SRS the workload can be reduced compared with some other verification techniques. Dose distribution are acquired, shown, and can be processed on the fly, which can be a great advantage since time is always an important factor. The graphical environment for the comparison and evaluation of the dose maps can be accomplished by the acquisition software. Also, the measured data can be saved in different formats for the analysis.
CONCLUSIONS
The measurements and data analysis of this investigation provide sufficient proof that Octavius Detector 1000 SRS is a dosimetrically accurate and sensitive array detector and it can be used for quality assurance and verification of treatments in radiotherapy. The high detector resolution and sensitivity as well as dose for its linearity and minimum energy dependence allows this detector to be considered as a useful tool not just for the check of the treatment delivery in radiotherapy but also for the quality assurance of the output and the accuracy of the linear accelerator.
