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Branching at a point is defined in terms of the degrees of the central points in the star graphs, 
K ,,nr n = 0,1,2,3, . . As atoms are added to a structure (i.e., as points are added to a graph), the 
new structure in which the atom has been affixed to the precursor atom with the higher degree 
is the more branched. A branching index consistent with this axiom is B,,,=BR + B,+ r+s, 
where B,, B,, and B, are the branching indices of the new structure and two precursor struc- 
tures, respectively, and r and s are the degrees of the precursor atoms before they are connected 
by a bond (line). If B, = 0 for methane, then for other molecules it is simply equal to the number 
of pairs of adjacent bonds, or the number of lines in the line graph of the molecular graph. The 
iterated line graphs are then used to obtain a more complete ordering. Our results are compared 
to those of other approaches and help clarify branching and its relation to chemical properties 
such as boiling point. 
The subject of branching has received considerable attention in the chemical 
literature over the past ca. 40 years [2,6-9,13-16,19-28,341. The alkanes, molecules 
with the general formula CnHZni2, are the most fundamental class of organic 
chemical substances. The carbon skeletons of the alkanes may be represented by 
trees (connected graphs with no cycles) in which the points represent atoms and the 
lines represent bonds between them. Harary [17] has explained that “trees are im- 
portant not only for sake of their applications to many different fields, but also to 
graph theory itself”. Because of their relative simplicity, the alkanes are a good 
place to begin understanding molecular complexity, of which branching is a major 
facet. 
The alkanes can be thought of as combinations of methyls (represented by points 
of degree l), methylenes (degree 2), methines (degree 3), and quaternary carbon 
atoms (degree 4). When a chemist examines an alkane, he or she looks at the par- 
ticular arrangement of these units. In graph-theoretical terms branching is the pat- 
tern of degrees exhibited by a tree. Previous treatments of branching have been built 
around numerical branching indices which can be used to order the alkanes. The 
usual rationale for this activity has been the correlation of physical properties with 
structure [13, 19,20,27,34]. In fact, it has often been assumed that the ‘correct’ 
order of branching is the one that fits the observed sequence of some physical pro- 
perty such as boiling point or enthalpy of formation. Problems arise with this ad 
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hoc approach due to the fact that different properties require different orderings of 
the same alkane isomers. Thus a host of branching indices has been put forward. 
The simplest approach is the use of arbitrary functions such as Ci,j (dju’j))1’2, 
where dj and dj are the degrees at the two ends of a line [26]. Another approach 
employs topological indices such as the total number of sets of independent (non- 
adjacent) points [22] or lines [19]. A third major approach has been the use of infor- 
mation theory to define quantities related to the numbers of equivalent points in a 
graph [9,23,28] or the distribution of distances [8] in a graph representing the 
molecule. 
Most of these indices can be used to obtain a good least-squares fit with one pro- 
perty or another provided that a second parameter is also included. Early in the 
game Platt [24] made these observations about the search for meaningful 
parameters: “By its nature, such a search cannot be straightforward. With the 
limited types of variations possible in paraffin [alkane] isomers, every structural 
parameter is correlated with every other one. A spurious parameter may therefore 
substitute for a true one, because of this correlation, with no great loss in 
accuracy... .” 
We have taken a fundamentally different approach to this problem. Thus it is our 
goal first to define the complexity of molecules [3-71 mathematically and then to 
study the chemical consequences of molecular complexity. Rather than bring some 
preconceived theory - physical or topological - to the problem, we begin with sim- 
ple postulates and build logically upon them to arrive at a new mathematical model 
of branching that is the cornerstone of a general treatment of molecular complexity. 
Results 
Within a homologous series of molecules, it is clear that a higher member is more 
complex than a lower member of the series. An example of such a homologous series 
is the straight-chain alkanes, represented by paths of increasing length: P2 (ethane), 
P3 (propane), P4 (butane), etc. The stars K,, i, K,,,, K,,,, etc., are another such 
series. The stars can be used as the basis of the definition of branching at a point: 
for K17. the branching at the central point increases with n. In other words K,,,+, 
is more branched than K, n , . Thus the order of branching at a point is simply deter- 
mined by the degree of the point. 
Except for the situation in which all the precursor atoms are equivalent, there will 
be more than one way to add an atom (point) to a structure (graph), which results 
in a family of isomeric structures. (Isomeric structures have the same numbers of 
each kind of atom; each structure is an isomer.) While all the possible resulting 
structures will be more branched than the precursor (see Theorem 1 below), an ax- 
iom is needed to rank the product structures vis-a-vis each other. 
Axiom 1. Of two structures derived by the addition of an atom or group of atoms 
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to a given structure, the one in which the new atom or group has been affixed to 
the precursor atom with the higher degree is the more branched. 
Obviously, if it is a group that is attached, the same atom of that group must be 
affixed to the various precursor atoms in order to obtain valid comparisons. 
Hereafter, the term group will include the atom as its simplest representative in 
order to avoid the frequent use of the phrase ‘atom or group of atoms’. Moreover, 
it is arbitrary which graph is designated to be the ‘structure’ and which the ‘group’. 
Usually, the larger of the two is taken to be the structure, but this is a matter of 
convention. In order to be completely general, the skeletal atoms (graph points) will 
not be restricted in valence (degree); therefore, the theorems below apply to all 
simple graphs, including as a subset those with maximum degree 4 (carbon 
skeletons). 
Theorem 1. If an additional atom or group is affixed to a structure, the resulting 
structure is more highly branched. 
The atom of the structure to which the new group is bonded is converted from 
an n-star (K,,,) to an (n + 1)-star (Kt,,+, ) and is thus more highly branched (defini- 
tion of branching at a point). The rest of the atoms have the same degrees and conse- 
quently the same branching. As long as no atoms are removed simultaneously with 
the addition of the new atom, the overall branching must increase. 
It should be noted that, since the labels ‘structure’ and ‘group’ can be interchang- 
ed, the new structure is also more highly branched than the group that is added. The 
same conclusion is reached if two structures are joined together by more than one 
new bond, as long as none of the existing bonds are deleted. Therefore, Theorem 
1 is a corollary of a more general result that joining any number of structures by 
any number of bonds increases the branching - provided no bonds are broken. 
Theorem 2. The straight-chain isomer is the least-branched member of a family of 
isomeric molecules (trees with the same number of points). 
If more than one isomer (the straight-chain one) exists, then the other isomers 
must contain at least one atom with degree >2. Thus, they can be constructed by 
adding a group to an atom of a precursor structure with degree > 1. However, 1 is 
always the lowest possible degree in any non-trivial graph. (The trivial graph is a 
point, which has no isomers.) Since the straight-chain isomer must be constructed 
by adding an atom (or a straight-chain group) to a precursor atom of degree 1, the 
other isomers are more branched by Axiom 1. 
This result has been assumed by all workers in this field. As far as the most bran- 
ched structure is concerned, Bonchev and Trinajstic [8] correctly assumed it to be 
the star, as will now be proven in the context of our definitions and axioms. 
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Theorem 3. The n-star, K,. ,,, is the most highly branched isomer of those structures 
with n + 1 atoms. 
By Axiom 1, if Theorem 3 is true for Kl,k, then it is true for Kl,k+ ,, since the 
latter is constructed by adding a point to the more highly branched point of Kl,k. 
Theorem 3 holds for K,,, (3 in Fig. l), as only two isomers are possible when 
another point is added to K,,,: K,,j and P4 (4 in Fig, l), the former of which is 
more branched by Axiom 1. Therefore, Theorem 3 is proved by induction for n 2 3. 
Noting that for n = 0, 1, and 2 only one tree exists, completes the proof for all n. 
To avoid semantic problems, if only one isomer exists, it can be considered to be 
both the least branched and the most branched structure. For example, propane (2) 
can be considered to be both a straight-chain alkane (P3) and a star (K,,,). 
Fig. 1 shows how the trees through those with seven points are built up by adding 
one point at a time. With some exceptions that will be treated later in this paper, 
the isomers in between the two extremes described by Theorems 2 and 3 can be 
ordered by finding a common precursor and then applying Axiom 1. This procedure 
. - 
0 
A 
2 
A 
3 
\ 
+ 
5 ‘;, 
* 
a \ 
x 
14 
24 
Fig. 1. Generation of the alkanes (represented by tree graphs) by adding one atom (point) at a time in 
all possible ways to each structure. 
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was used in the proof of Theorem 3 (i.e., 3>4). For example 5>6 by application 
of Axiom 1 to 3, and 6>7 by its application to 4, thus the complete ordering of 
pentanes is 5>6>7. By the same procedure all of the hexanes but two (11 and 12) 
can be ordered: 8>9> lO> 11, 12> 13. It is interesting to note that about half of 
the previously proposed indices consider 11> 12 and half 12> 11. At the present 
level of our theory, 11 = 12, as both can be made from 7 by adding a new point to 
a point of degree 2. It is also possible to order some non-isomeric trees; for example, 
14 is the most branched structure of l-24. An example of two non-isomeric struc- 
tures which are not ordered is the pair 3 and 7. They are both more branched than 
4 and less branched than 6, but at this stage there is no logical way to order them. 
Later developments will allow such unresolved pairs to be ordered. 
A way to calculate which of two isomers is more branched is obviously needed, 
since the construction of diagrams such as Fig. 1 quickly becomes unwieldly and 
then prohibitive as the number of points increases. A valid index compatible with 
Axiom 1 must have the symmetry property that either of two fragments (subgraphs) 
joined together in the construction of a product molecule (graph) may be considered 
the group added and either may be considered the precursor structure. Furthermore, 
from the definition of branching, it must be a function of the degrees of the points. 
A branching index consistent with Axiom 1 for the product M of the reaction in 
which a molecule R with branching index B, and a molecule S with branching in- 
dex B, are joined by a bond between atoms of R and S with degrees (before bond- 
ing) r and s is given by 
B,=B,+B,+r+s. (1) 
If R is taken to be the group affixed and S the precursor, then BR, Bs, and r are 
constants and the only variable is s, which depends upon the point of S chosen for 
the attachment of R. The higher the degree of the point of attachment, the higher 
B, will be, as required by Axiom 1. No matter where R is attached B,,,_, increases, 
as required by Theorem 1, except when BM = 0, since BM does not increase upon 
going from methane (0) to ethane (1). 
The application of this formula is illustrated for the graphs of Fig. 1. A point is 
assigned an index of 0, since it has no lines to cause branching. When a second point 
is added, the index of 1 is also 0, since B, = Bs = r = s = 0. The fact that no increase 
in B,,,_, takes place between the point and 1 is a consequence of the choice of B,,,, = 0 
for a point. This choice greatly simplifies the mathematics, as will be shown by later 
developments. Although not covered by equation (l), ethane is still more branched 
than methane by Theorem 1. There is only one way to attach the next point and 
B2 =0 + 0+0+ 1 = 1. The next point can be added in one or two ways. Adding it to 
the center point of 2 gives B, = 0 + 1 + 0 + 2 = 3, whereas adding it to either end- 
point gives B4 = 0 + 1 + 0 + 1 = 2. Another way to construct 4 is from two molecules 
of 1, in which case B,=O+O+ 1 + 1 = 2. This formula for B is obviously useful 
when B for two reactants is known; however, for any given molecule one would like 
to be able to calculate B without having to decompose it into simpler molecules until 
a set with known B values is obtained. This need is answered by the next theorem. 
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Theorem 4. The branching index BM of a graph A4 is equal to the number of pairs 
of adjacent lines in M, provided that for a point B, = 0. 
That this theorem is true for the star graphs is proven by induction. Assuming 
that it is true for K,,,, we have B,=(i), where k is the degree of the central point. 
Adding another point to get Kl,k+ 1 and substituting into equation (1): 
k! 
+O+k= 
k- 1 
(k-2)! 2! 
+k= 
k! +k(k-2)! 2! .~ 
(k- 2)! 2! k-l 
= (k - l)k! + 2k! (k - I + 2)k! (k + I)! k+l 
(k- l)! 2! = (k-1)!2! =(k-1)!2!= 2 ( > 
which is the number of pairs of adjacent lines in Kl,k+ 1. That it is true for the first 
few stars can be verified by comparison with the results in the previous paragraph, 
completing the proof for all stars. Since any tree can be thought of as a collection 
of stars sharing lines, the number of pairs of adjacent lines is calculated at each 
point by treating it as though it were a star, and then these values are summed over 
all the points. 
The number of pairs of adjacent lines has previously been symbolized by q 171. 
Theorem 4 establishes that 
B,=Y/= c = c d,(d,- 1)/2 
i i 
(2) 
where d; is the degree of the ith point. This theorem not only allows B, to be 
calculated for any large tree, it also makes easy the extension of this index of com- 
plexity to general connected graphs (i.e., rings are allowed). Adding a line to join 
a pair of non-adjacent points of a tree inevitably results in a ring, and it increases 
the degrees of two points (the endpoints of the new line), thereby increasing BM. 
In the series butane (PJ < cyclobutane (C,) < bicyclobutane (K4 -x) < tetrahedrane 
(KJ, the increase in complexity with cyclization is due to increased branching at 
the constituent atoms. The introduction of a multiple bond also increases the 
degrees of two points, and thus the level of branching. However, the calculation of 
pairs of adjacent lines is not as straightforward as the application of equation (2); 
it has been detailed elsewhere [3,4]. 
There are many pairs of isomers which cannot be distinguished using Axiom 1 (or 
Theorem 4), i.e., a partial order has been established thus far. To order all trees 
(total order) we must delve more deeply into the mathematical meaning of Theorem 
4. The number of pairs of adjacent lines in a graph is equal to the number of lines 
in its line graph [ 17,331 or derivative graph [ 171, which has also been called the inter- 
change graph [30]. We have referred to it as the bond graph and as the ‘graph- 
theoretical first derivative [6]. The line graph is constructed by representing the lines 
of the graph in question by points, and then connecting two such points with a line 
when the lines they represent are adjacent (incident with the same point of the 
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original graph). By repeating this procedure n times, one obtains the nth iterated 
line graph, L”(G), or ‘graph-theoretical nth derivative’. 
Counting the number of lines of L’(G) (points of L”+‘(G)) gives the nth 
derivative. The behavior of the sequence thus generated depends upon the type of 
graph under consideration [30]. If G is a path (e.g., a straight-chain alkane), the se- 
quence goes to 0. This is consistent with Theorem 2, as all other sequences are either 
constant or increase. If G is a cycle, the sequence has a constant value (equal to the 
number of points or lines in the cycle). With a single exception (Kr,s), the se- 
quences for all other simple graphs (those without multiple lines or loops) approach 
infinity. For the star K,,, each iterate is the triangle, C,. Thus, provided they are 
unique, we are in a position to use the sequences to aid us in ordering all the trees. 
With one exceptional pair (K,,, and C, again), two graphs are isomorphic (i.e., the 
same graph drawn in different ways) if and only if their line graphs are isomorphic 
[17]. In other words every graph except K,,, and C, has a unique line graph. Since 
this is true at each iteration, the resulting series of graphs are unique. It may be con- 
jectured that the corresponding sequences of derivatives are unique and represent 
a potential solution to the graph isomorphism problem [29]. The maximum number 
of derivatives that must be calculated should be limited by the diameter of the 
graph. 
For the sake of simplicity, the number of lines in the graph will be represented by 
N, the first derivative by N’ (N’=B,), the second derivative by N”, the third 
derivative by N”, the fourth derivative by N’“, and so on. The question of which 
of the two isomers, 2-methylpentane (12) or 3-methylpentane (ll), is more branched 
can now be settled. Their first derivatives are both 5; however, their second 
derivatives are 6 and 7, respectively, their third derivatives are 10 and 14, respective- 
ly, and so on (cf. Table 1). Therefore, the latter is more branched. As for the hep- 
tanes (trees with 7 points, N=6), the two with N’=8 are ordered 3,3-dimethyl- 
pentane, 17 (N” = 18, N”= 67) > 2,2_dimethylpentane, 18 (N”= 16, NO’= 54); 
the two with N’=7 are ranked 2,3_dimethylpentane, 19 (N”= 12, N”‘=33)>2,4- 
dimethylpentane, 21 (N” = 10, N” = 20); and the three with N’= 6 are ranked 3-ethyl- 
pentane, 20 (N”= 9, N”=21)>3_methylhexane, 22 (N”= 8, N”‘= 16)>2-methyl- 
hexane, 23 (N” = 7, N”= 11). The first through fifth graph derivatives for the trees 
with as many as seven points are listed in Table 1. The derivatives for the trees on 
eight points are listed in Table 2. In the above cases it does not seem to matter 
whether lexicographic or reverse lexicographic order is considered, as it appears that 
the sequences do not cross. 
Since for trees the sequences of derivatives sometimes decrease (straight-chain 
alkanes) and sometimes increase (all trees but K,,, and the straight-chain alkanes), 
the obvious question is what happens if there is a crossing? As an example consider 
6 (N’=4,N”=5,N”=8) and 24 (N’=S,N”=4,N”=3). Structure 6 can be con- 
sidered more branched, since the increasing sequence is infinite and no matter how 
far along the crossing occurs, there will be more values after it than before it. 
Another example is 11 (N’= 5, N”= 7, N”= 14), which is more branched than 23 
72 S.H. Bertz 
Table 1. Graph derivatives for the graphs in Fig. 1. 
Chemical Name N N N” N” N’” NV w 
methane (0) 0 0 0 0 0 0 0 
ethane (1) 0 0 0 0 0 1 
propane (2) 1 0 0 0 0 4 
butane (4) 
2-methylpropane (3) 
2 
3 
1 
3 
0 
3 
0 
3 
0 
3 
10 
9 
pentane (7) 4 3 2 1 0 0 20 
2-methylbutane (6) 4 4 5 8 18 64 18 
2,2-dimethylpropane (5) 4 6 12 36 180 1620 16 
hexane (13) 5 4 3 2 1 0 35 
2-methylpentane (12) 5 5 6 10 25 103 32 
3-methylpentane (11) 5 5 7 14 44 239 31 
2,3-dimethylbutane (10) 5 6 10 26 114 906 29 
2,2-dimethylbutane (9) 5 I 15 51 300 3261 28 
(8) 5 10 30 150 1350 22950 25 
heptane (24) 6 5 4 3 2 1 56 
2-methylhexane (23) 6 6 I 11 21 112 52 
3-methylhexane (22) 6 6 8 16 52 291 50 
2,4-dimethylpentane (21) 6 I 10 20 64 364 48 
3-ethylpentane (20) 6 6 9 21 81 561 48 
2,3_dimethylpentane (19) 6 7 12 33 158 1402 46 
2,2-dimethylpentane (18) 6 8 16 54 321 3546 46 
3,3_dimethylpentane (17) 6 8 18 61 442 5412 44 
2,2,3_trimethylbutane (16) 6 9 21 84 612 8508 42 
(15) 6 11 34 180 1740 32076 40 
(14) 6 15 60 420 5460 136500 36 
(IV’= 6, IV” = 7, N” = 11). The first such pair within a family of isomers is 3-ethyl- 
pentane, 20 (N/=6, N”=9, N”=21) > 2,4_dimethylpentane, 21 (N/=7, N”= 10, 
N”‘= 20). The fourth through seventh derivatives of 20 are 81, 561, 7377 and 
190161; for 21 they are 64, 364, 3928 and 83252, respectively. Of the 23 trees with 
eight points, only two pairs required the calculation of the fifth derivative (see Table 
2). The use of the iterated line graphs to extend the process begun by Axiom 1 (and 
the Theorems) seems a natural enough extension of the mathematics; nevertheless, 
to preserve rigor a second postulate is needed. 
Axiom 2. Pairs of structures are ordered by comparing the sequences generated by 
counting the number of lines in the iterated line graphs so that the one which 
ultimately dominates is the more branched. 
This is another way of saying that a stage is reached where the order of branching 
induced by the graph derivatives does not change upon calculating further 
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Table 2. Graph derivatives for trees on eight points. 
Name N N N” N” N’v Nv w 
octane 7 6 5 
2-methylheptane I I 8 
2,5-dimethylhexanea 7 8 11 
3-methylheptaneb 7 I 9 
4-methylheptanec 7 I 9 
2,4-dimethylhexaned I 8 12 
3-ethylhexanee I 7 10 
2,3_dimethylhexane I 8 13 
3.4.dimethylhexane I 8 14 
2-methyl-3-ethylpentane I 8 14 
2,3,4_trimethylpentane I 9 17 
2,2_dimethylhexane I 9 17 
2,2,4-trimethylpentane I 10 20 
3,3_dimethylhexane 7 9 19 
3-ethyl-3-methylpentane I 9 21 
2,2,3_trimethylpentane I 10 23 
2,3,3_trimethylpentane 7 10 24 
2,2,3,3_tetramethylbutane 7 12 33 
“2,2,2-trimethy1pentane”f 7 12 35 
“3,3,3-trimethylpentane” 7 12 38 
“2,2,2,3-tetramethylb~1tane”~ 7 13 41 
“2,2,2,2-tetramethylbutane” I 16 65 
“2,2,2,2,2-pentamethylpropane”f 7 21 105 
a NV’ = 1956, NV” = 30036. 
b NV’ = 3211, NV” = 61938. 
’ NV’ = 3973, NV” = 86272. 
d NV1=7132, NV”=171142. 
e NV’ = 8614, NV” = 228149. 
4 
12 
20 
17 
18 
26 
23 
35 
40 
41 
53 
55 
65 
70 
84 
92 
101 
162 
184 
211 
233 
470 
945 
’ No hydrocarbon actually exists for this graph, as it has d>4. 
3 2 84 
28 114 19 
54 242 14 
54 307 16 
60 356 15 
92 586 71 
90 638 12 
167 1488 70 
203 1936 68 
213 2078 67 
297 3173 65 
324 3513 71 
381 4252 66 
464 5795 67 
606 8286 64 
681 9700 63 
783 11664 62 
1512 27702 58 
1782 32982 62 
2163 42570 59 
2481 51193 57 
6360 166330 54 
16065 530145 49 
derivatives. The use of such a reverse lexicographic order is predicated on the 
assumption that if crossings occur, they are finite in number. Whether examples of 
oscillatory behavior or of two graphs with the same sequence exist are open ques- 
tions. The diameter of the graph may provide a natural limit to the number of 
derivatives that need be calculated. The ordering of the graphs in Tables 1 and 2 
is consistent with this limit. Only one of eleven heptanes would have to be moved 
to convert Table 1 from reverse lexicographic to lexicographic order, and only three 
of 23 octanes would have to be moved to do the same for Table 2. In those cases 
where a crossing occurs and the order prescribed by Axiom 2 is not the same as that 
by Axiom 1, it is a matter of choice whether one wishes to use reverse lexicographic 
order or the easier lexicographic order (or simply to use the first derivative). In any 
case the theorems remain valid. 
The meaning of the first derivative is clear thanks to equation (1) and Theorem 
4: it is a function of the degrees of the points and does not reflect their precise ar- 
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rangement. Given one methine, two methylenes, and three methyls, N’ is fixed. It 
does not matter whether they are connected as in 3-methylpentane (11) or 
2-methylpentane (12). The higher derivatives are sensitive to the specific arrange- 
ment of the points. For example, when a group can be added to two different atoms 
of the same degree in a molecule, the resulting structure in which it has been added 
nearest to a precursor atom of higher degree is the more branched, since it will have 
bigger iterated derivatives (see Theorem 5 below). This explains why 11 > 12. In 11 
another atom has been added to C-l of 6, whereas in 12 it has been added to C-4, 
which is farther from the substituent at C-2. 
Axiom 2 could have been introduced at the beginning; however, it is not as in- 
tuitively obvious as Axiom 1 and might have been considered somewhat arbitrary. 
Seeing it arise as a consequence of the mathematics of line graphs gives it much more 
force. Once established it looks perfectly logical, since the next best thing to branch- 
ing at a single point is branching at neighboring points. Only by iterating at least 
as many times as the diameter of the graph can one be certain that the interactions 
of all pairs of points are taken into consideration. The meaning of N” is explained 
by Theorem 5, which also provides a way to calculate N” from G (or IV” from 
L(G)). 
Theorem 5. To obtain N”, the number of lines adjacent to each line in G is counted 
and substituted into equation 2, where the summation is taken over all lines (instead 
of points), and where di is taken to represent he number of lines adjacent to line i. 
The lines of G become the points of L(G), and the lines adjacent to a given line 
in G become the points adjacent to a given point in L(G). The application of 
Theorem 5 to the lines of G to obtain N” is thus equivalent to the application of 
Theorem 4 to the points of L(G). 
In order to validate [32] the computer program used to calculate the derivatives 
in Tables 1 and 2, an independent calculation of some of them was developed. The 
derivatives for the stars can be calculated by using the recursive approach of 
Theorem 6. Since L(K,,,)=K,, Theorem 6 also gives the derivatives for the com- 
plete graphs (cf. proof). 
Theorem 6. The number of lines in L”+‘(K,,.) is given by 
where I, and I,_, are the number of lines in L”(K,,.) and L”-‘(K,,.), respectively. 
The line graph of K,, n is K,; accordingly, the number of lines in L"+ '(K,,,) is the 
same as the number of lines in Ln(K,). The number of lines can be calculated as 
one-half of the sum of degrees and, since K, and its derivatives are regular, as one- 
half of the product of the number of points and the number of lines incident at each 
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point. From the definition of the line graph, the number of points in L”+’ is equal 
to 1,. The number of lines incident per point in L” is thus 21, /I,_ 1, and the number 
of lines incident per point in L”” is 2[(21,/1, _ i) - 11, by an argument similar to 
that used in the proof of Theorem 5. Finally, the number of lines in L”+l can be 
calculated as 
Discussion 
When teaching chemistry we start with the simplest molecules and work up 
through progressively more complex ones. For example, organic chemistry begins 
with the alkanes and builds up to carbohydrates, proteins, and nucleic acids. 
Physical chemistry begins with ideal gases and the hydrogen atom and then ad- 
dresses many-body problems and polyatomic molecules. Along the way ‘complexi- 
ty’, if mentioned, is spoken of casually with the definition left to intuition. Synthetic 
chemistry has as its goal the construction of ever more complex targets, and yet 
there has been no objective way to decide which of two synthetic targets or inter- 
mediates is more or less complex. We believe that a theory of molecular complexity 
must be organic in the true meaning of the word. This is the essence of our approach, 
as illustrated in Fig. 1. 
Whether or not the philosophy underlying this approach is valid is one issue. (We 
believe it is.) Whether or not the particular model we have invented based on that 
philosophy is valid is quite another issue [32], which can only be determined by ex- 
amining its fruits [3-71 and comparing them with those of other models. The 
mathematical model based on the iterated line graphs is the most general of those 
published. It is applicable to hydrocarbon molecules with any of the structural 
features known to contribute to molecular complexity [3-71. In the ranking of 
isomers, the most sterically conjested ones will have the larger derivatives, which 
enables this approach to model steric effects, an important aspect of organic 
chemistry. 
Other approaches tend to be ‘forced fits’. This is especially true of the so-called 
‘topological’ indices. A subset of the point set of a graph is ‘open’ if no two of its 
points are adjacent. Merrifield and Simmons [22] have defined o as the total number 
of these independent sets, and they have proposed (T as ‘a measure of molecular 
complexity’. The problem with cr is that it increases with branching, but decreases 
with cyclization. As was established in the Results section, cyclization increases 
branching and thereby complexity. Hosoya’s index, Z, is defined as the total 
number of sets of independent lines [19]. Considering the definition of the line 
graph, Z can also be defined as a[L(G)]. Hosoya’s index is related to ours in a subtle 
but significant way. Whereas B is the total number of sets of adjacent lines (two per 
set by the definition of adjacency), Z is the total number of sets of nonadjacent 
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lines. Unfortunately, 2 increases with cyclization but decreases with branching, so 
that it has the same flaw as o. 
Another major ‘topological’ approach involves various operations on the distance 
matrix. The first such index was put forward by Wiener [34]; his w equals the sum 
of entries in the upper (or lower) triangle of the distance matrix. The problem with 
indices which decrease with complexity rather than increase with it is illustrated by 
the values of w for the pentanes and hexanes (cf. Table 1). The former fall between 
20 and 16 as one goes from pentane (7) to 2,2_dimethylpropane (5), and the latter 
fall between 35 and 28 as one goes from hexane (13) to 2,2-dimethylbutane (9). Thus 
the pentanes are placed on the wrong side of the hexanes, which makes comparisons 
between such families of isomers impossible. Bonchev and Trinajstic have defined 
two indices based on the distances in a graph [8]. The ‘information on distances’, 
ID”, decreases with branching and decreases with cyclization. The average ‘informa- 
tion index on the distribution of distances in the graph according to their 
magnitude’, Toy increases with both branching and cyclization; however, the 
authors [S] note that “some irregularities occur and it cannot be used as a good 
measure of branching”. 
Balaban’s J index [2] is calculated by substituting average distance sums, S, into 
a RandiC type formula (see below), .Z= C;,j(S,Sj)-“‘. Remarkably, the ordering of 
the isomeric pentanes, hexanes, and heptanes using J is the same as the order based 
on the graph derivatives. Thirteen of the eighteen octanes are ordered in the same 
way by these two methods. It is not surprising that some quantity based on the 
distance matrix should parallel our order of branching, as the iterated graph 
derivatives incorporate information about extended connectivity at successively 
greater distances (cf. Theorems 5 and 6). It is surprising that this particular, ar- 
bitrary formula is so successful, and it is not possible to predict what other functions 
might be as good - or better. This example shows how our logically derived order 
of branching can be used to evaluate other branching indices. Balaban has noted 
that “Index .Z arranges the alkane isomers in an order which differs from that induc- 
ed by all other TIs [topological indices]...” [2]. 
Methods based on the distance matrix share a major shortcoming: they are not 
applicable to multiply bonded systems (multigraphs), since by definition the 
distance between two points of a graph equals the length of the shortest path be- 
tween them. A drawback to the use of Shannon’s formula [8,9,23,28] is the fact that 
the ‘information content’ falls to 0 when all the distances [8] are equal (e.g., 
tetrahedrane, K4) or when all the points are equivalent [9,23,28]. 
The Randic x function [26], x = C ;, j (d;dj)-I’*, where di and dj are the degrees at 
the endpoints of a line, decreases with increased branching in a family of isomers 
and therefore shares the same drawback as w discussed above. More seriously, it 
does not vary systematically with cyclization. The ‘higher order’ x indices [20] suffer 
the same objections as x itself and, in addition, they are more difficult to calculate. 
The largest eigenvalue of the characteristic polynomial [21] has been proposed as 
a branching index, however, it is of limited usefulness, since almost all trees are 
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cospectral [31]. This was not appreciated initially, because pairs of cospectral graphs 
are rare for small graphs. 
The use of theorems by Muirhead and Karamata to compare structures has been 
investigated by Gutman and RandiC [15] and by RandiC [25]. The problem with this 
approach is the fact that these theorems can be applied to any graph invariant with 
the results dependent upon which one is chosen. No matter which one is chosen 
many structures remain ‘non-comparable’. 
The strategy of conceptually building complex structures from simple ones is im- 
plicitly embodied in Gordon’s and Kennedy’s [13] treatment of hydrocarbon pro- 
perties as linear combinations of graph-theoretical invariants, Nij, which are 
defined as the number of distinct ways skeleton i can be cut out of skeleton j (the 
number of subgraphs of j isomorphic with i). An enumeration sequence for tree 
graphs is proposed which, like ours, is based upon postulates. For alkane skeletons 
Aj (j=O, 1,2, . ..) such that for p>q, (i) A, is not a subgraph of A,, and (ii) 
Dp?D,, where Dj is the diameter (largest distance) of Aj. Not all pair of isomers 
are ordered by this method, for examples, 2,3_dimethylbutane (10) and 
2,2_dimethylbutane (9), and 2-methylpentane (12) and 3-methylpentane (11). In 
such cases neither graph is a subgraph of the other, and both have the same 
diameter. It is interesting to note that our first derivative (N’=B,) is equal to N,,, 
the number of ways propane can be cut out of a molecule, which has been used as 
a branching index by Gordon and Scantlebury [14] in their statistical treatment of 
non-random polycondensation. 
A subset of the No, viz. the number of paths of length i in molecule j, has been 
used by RandiC and Wilkins [27] to order alkanes. Paths of length one are bonds; 
paths of length two correspond to our N’ (Gordon’s and Kennedy’s NZj). Paths of 
length three equal Wiener’s ‘polarity number’ [34] (called ‘steric pairs’ by Platt [24], 
see below). For ordering structures it is proposed [27] that a structure P with pz 
paths of length two and p3 paths of length three, symbolized (p,,p,), can only be 
compared with a structure P’ with (p;,p;) paths if p2rp; and p31p;. 
The number of spanning trees has been proposed as a measure of the complexity 
of a graph [33], however, it cannot be used as a branching index for alkanes, as 
C= 1 for all trees. 
Aided mainly by intuition but abetted by a preconceived ‘mathematical for- 
malism’ (1,” and I,“), Bonchev and Trinajstic [8] propose ten ‘rules on branching’. 
Their approach is best expressed with their own words: “It is in accordance with 
our intuition to judge that in general the branching should increase when the length 
of branches increases. However, the branching should decrease relatively when the 
[main] chain length increases. Examining two other cases, one could conclude that 
the branching increases with the increased number of branches connected to a given 
vertex. The second case, in fact, is not so obvious, but it could be associated with 
the tendency of forming a star-like graph which is more branched than the other 
ones. The influence of the last factor, the position of branches, could be explained 
by the combined use of two other factors - the number of branches and their 
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length.. I . In such a way, one can suppose that branching increases when the branch 
moves from the end to the middle of the chain. All the examples considered above 
display the ability of our intuition to indicate the general tendency of branching to 
increase with the total number of branches, the length of branches, their more cen- 
tral position, and their number to a given vertex, and to decrease with the chain 
length increase. One could try to generalize this tendency in some simple rules on 
the basis of the quantities connected with the distance matrix (both information 
measures on graph distances, Wiener number, and the largest eigenvalue of the 
characteristic polynomial)” [S]. 
Whenever such a list of rules is made, two questions immediately arise: first, is 
the list complete? Has every possibility been conceived? Second, how are the various 
factors embodied in the rules weighted? How many of one does it take to balance 
another? Can one outweigh all the others? Some examples of the rules follow: “The 
branching increases when at a constant number of vertices in the graph some branch 
length increases at the cost of a chain decrease (Rule 2.1) or at the cost of a disap- 
pearance of some other branch (Rule 1.3). Only the following is new: Rule 3.1. In 
graphs having a constant number of vertices, the branching decreases when some 
branch increases its length at the cost of the decrease of the length of another branch 
having the same or smaller size than the first branch. . . . Rule 4.1. In graphs having 
a constant number of vertices as well as a constant number and length of branches, 
the branching increases with the displacement of the branch from the terminal to 
the middle vertex of the chain . ..” [8]. 
However, poor results are obtained when the priorities are based on the average 
value of 1;: “Rule 6.1. The relative branching decreases when the increase of the 
total number of vertices of the graph increases the chain length only. For instance, 
[illustration showing 3> 6> 121” [S]. This order is contrary to the principle of 
homology (see also Theorem l), and it is diametrically opposed to our results. 
The paper [S] was chosen for scrutiny here because it is the most fully developed 
of the published treatments of branching, and it depends less on a preconceived 
mathematical formalism than the others. Nonetheless, it illustrates the importance 
of letting the conceptual model dictate the mathematics and not vice versa, for the 
only example on which we disagree was based upon a preconceived mathematical 
model which was called into play when intuition failed. At the same time it under- 
scores the importance of having a well-developed mathematical counterpart to the 
conceptual model, since the behavior of large systems is much less intuitive than that 
of small ones. For example they state: “In the case of more branched trees, it is dif- 
ficult to formulate a simple rule, but a general tendency exists for trees to be more 
branched when more branches have positions near the middle of the chain...” [S]. 
Because it has a precisely fitting mathematical counterpart, our approach is easier 
to apply to large systems, and such calculations are more definitive than trying to 
apply a set of (at least) ten rules in a consistently logical manner. 
Since our mathematical model successfully mirrors our intuitive understanding of 
branching (as well as that of some other investigators [2]), it is worth trying to 
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understand at a functional level why it works. The simple sum of degrees of the 
points in a graph is equal to twice the number of lines, and it does not distinguish 
isomers. A function is needed which weights the points in such a way as to favor 
the one with the highest degree. One simple function which does this is d2, and 
Gutman et al. [ 161 have proposed M, = 1 i df as a branching index. Examination of 
equation (2) makes it clear that the results within a family of isomers will always 
be the same for our first derivative and MI, since N’ is a monotonically increasing 
function of M, (N’= +M, -N). Neither N’ nor Ml is sensitive to the particular ar- 
rangement of a set of points with given degrees. In order to use an iterative strategy 
in conjunction with M, as we did with the graph derivatives, we must modify the 
degrees of the points in such a way that, of two points with the same degree, the 
one with higher neighboring degrees is weighted more. This is in line with our Axiom 
2 and Bonchev’s and Trinajstic’s empirical rules [S]. The simplest procedure seems 
to be addition of the nearest neighbor degrees to the degree of each point, followed 
by squaring the result and summing over all points to give M2. For example, one 
iteration suffices to distinguish 3-methylpentane (M2 = 170) and 2-methylpentane 
(MI = 164). Thus our procedure based on the graph derivatives is not unique in its 
ability to order structures in an intuitively appealing way, as we have, in fact, just 
devised a second one. 
We maintain that the graph derivatives are the simplest indices. To appreciate this 
statement, one can devise a composition principle for M, that will allow it to be 
calculated for a graph G knowing the M, values for two graphs R and S such that 
G can be obtained by joining a point of R (with degree r before bonding and r’after- 
wards) to a point of S (with degree s before and s’ after bonding): 
M,(G)=M,(R)+M,(S)+(r’2-r2)+(.s’2-s2). (4) 
Equation (4) is more complicated than equation (1) for B, =N’. The composition 
principles for Z and o are also much more complicated [ 19,221. According to Dirac 
1111, “one needs to have beauty in mathematical equations which describe physical 
theories.” The criteria upon which this ‘beauty’ should be judged are the incorpora- 
tion of the necessary symmetry (it doesn’t matter which fragment is labelled R or 
S in equations (1) and (4)) and the achievement of a desired level of accuracy with 
the greatest simplicity. The use of the iterated line graphs to lexicographically order 
graphs without multiple lines or loops is a very simple procedure, as is the one using 
the diameter of the graphs to limit the number of iterations for the reverse lexico- 
graphic ordering. 
In another example Platt [24] has stated that “the great success of the Wiener 
2-constant equations for all the properties is immediately evident. They are almost 
as accurate as 5- and 6-constant equations involving other parameters.” The proper- 
ty which has received the most attention is boiling point. The trends in the boiling 
points of isomeric alkanes have been attributed to ‘branching’, and w has been con- 
sidered a ‘branching index’; however, there has been no independent verification 
that w measures branching or that the boiling points are a function of branching. 
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In fact, the order of branching is being operationally defined by the order of boiling 
points! For the isomeric butanes (N= 3), pentanes (N= 4), hexanes (N= 5), and hep- 
tanes (N= 6) in Table 1, the order assigned by our method is the same as the order 
in w, with the caveat that two pairs of heptanes have the same value of w (20, 21 
and 18 , 19). For the eighteen octanes (N= 7, di 4) five isomers have w out of order 
when they are ranked by our method. The correlation between the order of branch- 
ing defined logically in this paper and Wiener’s index suggests that w does, indeed, 
reflect branching; however, it is not purely a branching index. Furthermore, the 
order of alkane boiling points [34] is not the same as the order of branching based 
on the graph derivatives; therefore, boiling point is not solely a function of bran- 
ching. It should be noted that all successful schemes for predicting alkane boiling 
points have used at least two parameters (see below). 
Platt [24] also pointed out that “the success of the Wiener formulas for describing 
internal properties of molecules was at first surprising, because w seems physically 
unreasonable as a factor in such properties.. . . Dependence on such a parameter in 
large molecules would imply very long-range forces indeed.” He concludes that 
“the Wiener number . . . especially needs theoretical examination and justification, 
with both theoretical and empirical attention to the question whether it is itself a 
fundamental variable or only a good approximation to some significant quantity.” 
[24] The good agreement between the order of w and that assigned by the graph 
derivatives shows that the internal properties of molecules predicted by w are not 
necessarily dependent upon long-range forces, but perhaps on the specific arrange- 
ment of short-range ones (N.B. Theorems 4 and 5). 
Quoting Platt [24] again, “Parameters proposed for predicting paraffin proper- 
ties are examined critically. The most important ones are: f, the sum of first C-C 
neighbors of every C-C bond in the molecule; p, the number of ‘steric pairs’ or 
groups on C atoms three bonds apart, which is half the sum of second C-C 
neighbors; and w, the Wiener number, the sum of the number of bonds between 
all pairs of carbon atoms in the skeleton.” Note that f/2=N’, that is “the sum of 
first C-C neighbors of every C-C bond in the molecule” is twice the number of pairs 
of adjacent lines (just as the sum of all the degrees is twice the number of lines). 
Furthermore, w correlates well with N’; therefore, only two parameters should be 
needed. Weiner used w and p and RandiC has since used paths of length two (i.e., 
N’=f/2) and paths of length 3 (i.e., p) to predict alkane boiling points. 
A major impetus for our efforts to define molecular complexity is the analysis of 
possible synthetic routes to a complicated target [5]. Corey’s ‘retrosynthetic 
method’ [lo] starts with the target structure and breaks it down into possible precur- 
sors, which are in turn broken down into still simpler structures until accessible 
starting materials are found. The synthetic route is then the reverse process of 
building up from the starting materials through the intermediates to the final target. 
In order to properly evaluate which routes are intrinsically simpler (and thus likely 
to be more efficient), a measure of intrinsic complexity such as ours is needed. 
We believe the process of synthesis (i.e., building from simple to complex) must 
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be at the heart of defining ‘the logical structure of chemistry’ [12]. Another ap- 
proach has been based upon ‘metric spaces and graphs representing the logical struc- 
ture of chemistry’ [12]. In our view, molecules can be represented by using graphs 
as iconic models [32], but the logical structure of chemistry is a conceptual model 
which incorporates molecules into some systematic description of chemical 
phenomena. Likewise, matrices can be used to represent molecules and the reactions 
they undergo, but they cannot describe the importance of a molecule or a reaction 
in the overall scheme of chemistry. For example, the reaction matrices [12] of the 
Diels-Alder reaction and the Cope rearrangement (cf. any good organic chemistry 
text) are very similar, and yet the former reaction has been orders of magnitude 
more important to synthetic chemistry than the latter. The ‘chemical distance’ 
(‘twice the number of bonds and [lone pairs of] electrons involved in an interconver- 
sion’ [12]) is the same in both cases. The chemical distance between any two isomers 
in a column of Fig. 1 is the same; therefore, it gives no clue as to which isomer is 
more or less complex. Nevertheless, it is proposed that “the chemical metric on the 
EM [ensemble of molecules] of an FIEM [family of isomeric EM] provides not only 
a formalism for constitutional chemistry, but also allows us to fully use the proper- 
ties of Euclidean spaces in expressing the fundamental logical structure of the 
FIEM” [12]. A priori there is no reason to believe the logical structure of chemistry 
should be based on Euclidean spaces. 
Conclusion 
R. Hoffmann has observed that “Each branch of scholarship. . . gives birth to its 
own complexity, its own criteria of elegance, of understanding” [18]. The graph 
derivatives form the mathematical basis for understanding complexity due to bran- 
ching. Of more far-reaching significance, this approach to defining complexity may 
be of general applicability to many other kinds of systems represented by graphs. 
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