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that probabilistic conditional independencies 
have a complete axiomatization. 
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1 Introduction 
This paper studies the relationship between the no­
tion of dependencies in probability theory and that of 
data dependencies in relational database theory. In the 
relational database model, many types of constraints 
called dependencies are used as a semantic language 
to express properties of data. Data dependencies, such 
as multivalued dependency, play an important role in 
database schema design. They are used to decompose 
a relation into a number of smaller relations in order to 
reduce data redundancy and avoid anomalies when up­
dating relations. Thus, data dependencies have been 
studied extensively in the standard relational model 
for databases [Beeri et al. 1983]. 
An important and useful tool in investigating the prop­
erties of a class of dependencies is a complete set of 
inference rules (axioms), usually called a
_
complete �­
iomatization [Parker and Parsaye-Ghom1 1980; Maier 
1983]. Completeness means that any dependency that 
is logically implied by a set :E of dependencies can be 
derived from E by repeated applications of the axioms. 
One may also use these qualitative axioms to compare 
the expressive power of different knowledge represen­
tations, and derive interesting and powerful theorems 
that may not be easily obtained from the numerical 
representation of data. 
Since a great deal about data dependencies in the stan­
dard relational model is known, our objective in this 
paper is to establish a link between probabilistic de­
pendencies and data dependencies. To demonstrate 
the significance of this investigation, we will use this 
approach to provide an alternate proof [Studeny 1990a, 
199Gb, 1989] for refuting the conjecture suggested by 
Pearl and Paz (1985) that probabilistic conditional in­
dependencies have a complete axiomatization [Geiger 
and Pearl 1988]. More importantly, this preliminary 
study gives us a deeper insight into the algebraic struc­
ture of conditional independence, and may lead to a 
complete axiomatization of a subclass of probabilistic 
dependencies. 
This paper is organized as follows. In Section 2, we in­
troduce the notion of generalized embedded multival­
ued dependency (GEMVD) in an extended relational 
model. We show in Section 3 that this class of data de­
pendencies is equivalent to the notion of probabilistic 
conditional independence. In Section 4, we demon­
strate that embedded multivalued dependency in the 
conventional relational model, a subclass of GEMVD, 
has no complete axiomatization. Consequently, no for­
mal theory with a finite number of inference axioms 
can be complete for probabilistic conditional indepen­
dencies. 
2 Basic Notions in Relational Models 
2.1 The standard relational database model 
In the relational database model [Maier 1983], the 
data are viewed as finite tables called relations. The 
columns of a relation correspond to attributes, and the 
rows to records or tuples. Each attribute has an as­
sociated domain of values. A tuple can be interpreted 
as a mapping from the attributes to their respective 
domains. We say that a relation r is a relation over 
a set of attributes X, if the columns of r correspond 
precisely to those attributes in X. 
Let N be a finite set of attributes (variables). We will 
use the letters A, B, C, . . .  to denote single attributes, 
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and the letters ... , X , Y, Z to denote sets of attributes. 
Suppose r is a relation over a set of attributes X, t 
is a tuple in r, and A is an attribute in X. The tu­
ple t maps the attribute A to t(A) , and t(A) is called 
the A-value oft. If Y is a subset of X, then t(Y) 
is a tuple defined only on those attributes in Y. It 
is understood that t maps each attribute A i.n Y to 
t(A). We call t(Y) a Y-value in r, which is also re­
ferred to as a configuration of Y in r. The projection 
of the relation r onto Y ,  written r(Y), is obtained by 
removing the columns of r that do not correspond to 
those attributes in Y and identifying equal tuples, i.e., 
r(Y) = { t(Y) I t is a tuple of r}. Consider two re­
lations r(R1 ) and r(R2) . Let R = R1R2 (where the 
union of two sets Rt and R2 is written as RtR2)· The 
natural join of rt and r2, written rt rxl r2, is the re­
lation r(R) of all tuples t over R such that there are 
tuples ir1 E r1 and tr, E rz with tr1 = t(Rt) and 
lr2 = t(Rz). 
The data of interest satisfy certain constraints. These 
constraints are usually called dependencies in the rela­
tional database model. In this paper, we only consider 
multivalued dependencies (MVDs). A relation rover 
R satisfies the MV D X --+--+ Y IZ if for all tuples it 
and t2 in r, if it(X) = t2(X), then there is a tuple t 
in r such that 
t(XY) = t2(XY) and t(Z) = t2(Z), 
where X and Y are disjoint subsets of attributes and 
Z = R-XY. 
We can define the MVD X --+--+ Y in another way. Let 
x be an X -value in a relation r, and define Zr ( x) to be 
the set of all Z-values z associated with the X-value 
x, namely: 
Zr(x) {z I there is a tuple tin r 
such that t(Z) = z and t (X) = x}. 
For convenience, we will write Zr(x) as Z(x) if no con­
fusion arises. 
Lemma 1 [Sagiv and Walecka 1982] The MVD 
X -- YIZ holds in a relation r over XY Z, if and 
only if Zr(x) = Zr(xy) for all XY -values xy in r. 
MVDs can also be equivalently defined by the following 
lemma. 
Lemma 2 The MVD X-- YIZ holds in a relatwn 
r over XY Z, if and only if 
IY Z(x)l = IZ(xy)l ·IY(xz)l. 
Under certain circumstances, it is necessary to con­
sider constraints that hold in the projection of a rela­
tion onto a subset of its attributes but do not neces­
sarily hold in the entire relation. Constraints of this 
type are called embedded. In particular, the embedded 
multivalued dependency (EMVD) X --+--+ YIZ holds 
in a relation r(R) over a set of attributes R such that 
XY Z � R, if the MVD X --+--+ Y I Z holds in r( XY Z) 
(i.e., in the projection of r onto XY Z). 
2.2 An extended relational model 
In our extended relational model [Wong et al. 1994], 
each relation <I> R is defined by a real-valued function 
¢>R on a set of attributes R = {At,A2, ... , Am} as 
shown in Figure 1, where t; = (t;1, t;2, . .. , i;m} is a 
tuple of R. It is important to note that the function 
¢>R defines the values of the attribute !¢R in relation 
<I> R. In the conventional relational database model, 
one may view ¢> R as a constant function. In this case, 
it may not be necessary to use such a function to define 
a relation. 
At A2 .. . Am f,pR 
<J>R = 
tu i t2 .. . ftm rf>R �tt) 
t21 t22 . . . t2m r/>R(t2) 
is! t.2 . . . ism ¢>R(t,) 
Figure 1: A relation in the extended relational 
database model. 
If ¢>R(t;) # 0 for each i;(l :::; i:::; s) , we can define the 
inverse relation <I>_R1 for <l>R as: 
,.. -t _ '¥R -
At 
tu 
tz1 
fs! 
A2 
ft2 
t22 
t,2 
. .. 
... 
. .. 
. .. 
Am 
itm 
t2m 
ism 
fq,_;,_t 
1(rf>R(it) 
1/¢>R(t2 ) 
lj¢>�(t.) 
Figure 2: The inverse relation <I> .R 1 of <I> R. 
In addition to the select, project, and natural join 
operators in the standard relational database model, 
we introduce here two new relational operators called 
marginalization and product join. 
(i) Marginalization 
Let X be a subset of attributes of R. The marginal­
ization of ci>R on the subset of attributes XU {f,pR}, 
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written <t>kx , is a relation on X U U<t>R}. We can 
construct the marginal <llkx of 1> R as follows: 
1. First project the relation <I>n on XU{/¢R} ,  with­
out eliminating identical tuples (configurations). 
2. For every configuration tx in the relation ob­
tained from Step 1, replace the set of tuples with 
the same X-value tx by the tuple: 
tx * (I: .Pn(tx * tR-x )), 
tR-X 
where tn-x ::: t(R- X), t::: tx * tn-x, and tis a 
tuple in <I> R. The symbol * denotes the concate­
nation of two tuples. 
Consider, for example, the relation <I> x in Figure 3, 
defined by a function rp x on X ::: { A1, A2, A3}. 
A1 A2 A3 l¢x 
0 0 0 .Px�O, 0, 0) = d1 
0 0 1 4>x(O, 0, 1) = d2 
0 1 0 4>x(O, 1,0) == d3 
<f> X ::: 0 1 1 4>x(O, 1, 1) = d3 
1 0 0 4>x(1, 0, 0) = d4 
1 0 1 ¢'x(l, 0, 1) == d4 
1 1 0 ¢x(1, 1, 0) = ds 
1 1 1 .Px(l, 1, 1) = ds 
Figure 3: A relation <l>x with X= {A1,A2,A3} 
defined by a function 4> x. 
Suppose we want to compute the marginal 1>�1A2• 
From Step 1, we obtain the table in Figure 4 by pro­
jecting 1> x on { A1, A2, J,h} without eliminating iden­
tical tuples. 
A1 A2 f<t>x 
0 0 dl 
0 0 dz 
0 1 d3 
0 1 d3 
1 0 d4 
1 0 d4 
1 1 ds 
1 1 d6 
Figure 4: The "projection" of<l>x on {A1,A2.f<t>x}· 
The resultant relation, i.e., the marginal<t>�A,A,, con­
structed from Step 2 is shown in Figure 5. 
A1 A2 ft�>x 
0 0 d! + d2 
0 1 d3 + d3 
1 0 d4 + d4 
1 1 d5 + ds 
Figure 5: The marginal <l>�A,A, of relation 1> x. 
(ii) Product Join 
Consider two relations <l>x and Wy defined respectively 
by the functions ¢ x and 1/Jy. The product join of <II x 
and Wy, written <I> x x Wy, is defined as follows: 
l. First form the natural join, <I>x C><l Wy, of the two 
relations <I> x and 'If y. 
2. Add a new column labeled by the attribute !¢x·!/Jy 
to the resultant relation 1> x txl Wy. The values 
of f<Px '!fy are defined by the product ¢x(t(X)) · 
?j;y (t(Y)), where t is a tuple of XY such that 
t(X) = tx E <l>x(X) and t(Y) = ty E Wy(Y). 
3. The product join <I> x X Wy is obtained by project­
ing the relation constructed in Step 2 on the set 
of attributes XY U Uci>x ·..Py }. 
An example of the product join operation is illustrated 
in Figure 6. 
A1 A2 
0 0 
0 1 
1 0 
1 1 
At 
0 
0 
0 
0 
1 
1 
1 
1 
A! A2 
0 0 
0 0 
0 1 
0 1 
1 0 
1 0 
1 1 
1 1 
f�x 
al 
a2 
a3 
a4 
A2 
0 
0 
1 
1 
0 
0 
1 
1 
A3 
0 
1 
0 
1 
0 
1 
0 
1 
(1) 
1><1 
j'h 
0 
1 
0 
1 
0 
1 
0 
1 
f<t>x 
a1 
a1 
a2 
a2 
a3 
a3 
a4 
a4 
A! A2 f,py_ 
0 0 bt 
0 1 b2 
1 0 b3 
1 1 b4 
f.Px /.J,y 
a1 bl 
a1 b2 
a2 b3 
a2 b4 (
2) ---+ 
a3 bl 
a3 b2 
a4 b3 
a4 b4 
f.p_y !¢>x t/Jy 
b! a1 · b1 
b2 a1 · b2 
b3 a2 · b3 
b4 a2 · b4 
(3) ---+ 
bt a3 · b1 
b2 a3 · b2 
bs a4 · b3 
b4 a4 
· 
b4 
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A1 A2 A a f¢x-t}i_y 
0 0 0 a1 · b1 
0 0 1 a1 · b2 
0 1 0 a2. ba 
0 1 1 a2 · b4 = �X X \lly. 
1 0 0 a3 · bt 
1 0 1 a3 · b2 
1 1 0 a4. ba 
1 1 1 a4 · b4 
Figure 6: The product join � x x 'lly of relations �X 
and \lly. 
2.3 Generalized Multivalued Dependency 
Here we introduce the key notion of generalized multi­
valued dependency (GMVD) in the extended relational 
model [Wong et al. 1994]. 
let� R be a relation over the set of attributes RU{f.pR} 
as shown in Figure 1. Let X and Y be disjoint subsets 
of R and Z = R - XY. A relation <I> R satisfied the 
GMVD X -o--+ YIZ if �R decomposes /osslessly into 
relations �hXY and �hx z, that is: 
n.. _ n..lXY 10, <I>!X Z 'KR- 'KR '<Y R · 
The above monotone join operator 0 is defined as: for 
any V, W 5; R, 
<I>J[ ®<I>W = <I>J[ X �kw X c�kVnW)-1, 
where x is the product join operator and (<I>kVnW)-1 
is the inverse relation of <I>kvnw. 
Similar to the standard relational database model, we 
say that the generalized embedded multivalued depen­
dency (GEMVD) X -o--+ YIZ holds in a relation <I>R 
such that XY Z 5; R, if the GMVD X -o--+ YIZ holds 
in <I>kXYZ (i.e., in the marginal <I>kXYZ of �R)· 
Now we want to show that multivalued dependency is 
a subclass of generalized multivalued dependency. 
Theorem 1 Let <I> R be a constant relation over R U 
{I¢R}, and let X and Y be disjoint subsets of R and 
Z = R - XY. Relation �R satisfies the GMVD 
X-<>--+ YjZ, i.e., <l>R = <I>kxY 0 <J.>RlXZ, if and only 
ifthe relation �R = <l>R(R) overR satisfies the MVD 
X--+--+ YjZ. 
Proof: Let <I> R be a relation defined by the function 
ifJR on R. By the definition of marginalization, the 
marginal �hxY is a relation over the set of attributes 
XY U {f¢XY} defined by the function 1/Jxy, namely: 
for any tuple xy = txy = t(XY) and t E �R, 
¢xy(xy) 1/Jxy(txy) 
L ¢R(txy * tz) 
tz 
LifJR(xyz), 
where z = tz = t(Z). By assumption, ¢R is a con­
stant relation, i.e., ¢R(t) = c for any tuple t E �R· It 
immediately follows: 
1/Jxy(xy) = L tPR(xyz) = cjZ(xy)j, 
z 
where IZ(xy)i is the number of distinct Z-values for 
a given XY-value xy in �R· Similarly, from the 
marginal 1/Jhxz, we obtain: 
¢xz (xz) = L ¢R(xyz) = ciY(xz)l, 
y 
where jY(xz)l is the number of distinct Y-values for a 
given XZ-value xz in �R· 
By definition, the relation �kxy 0 �kxz is defined 
by the function PR on R = X Y Z: for any tuple 
xyz E <l>R(X Y) IXl <l>R(XZ), 
( ) _ t/Jxy(xy) 
· ¢xz(xz) 
PR xyz - tPx(x) . 
The function ¢x is defined by: 
¢x(x) = L¢R(tx *tyz) = L¢R(xyz) = cjYZ(x)l, 
tyz yz 
where IY Z(x)l is the number of distinct tuples for a 
given X-value in <i>R. 
Thus, the function PR(xyz) can be expressed as: 
( ) 
ciZ(xy)i · cjY(xz)l PR xyz = cjYZ(x) i  . 
On the other hand, relation � R is defined by the con­
stant function ¢R on R, i.e., for any tuple xyz = 
t E �R, ¢R(xyz) = c. Clearly, the condition �R = 
<t>kXY 0 <�>kxz is satisfied if and only if PR = ¢R­
Therefore, the condition PR = ifJR holds if and only 
if for any XYZ-value xyz in �R, 
IYZ(x)l = IZ(xy)i ·IY(xz)j. 
By Lemma 2, this equality holds, if and only if relation 
�R satisfies the MVD X--+--+ YjZ. D 
By Theorem 1, embedded multivalued dependency is 
obviously a subclass of generalized embedded multi­
valued dependency. 
· !XYZ Corollary 1 The constant relatzon <I> XY z = <I> R 
satisfies the GEMVD X ---()--+ YIZ such that XY Z 5; 
R, if and only if the relation 4> xY z = <I> XY z (XY Z) 
satisfies the EMVD X --+--+ YjZ. 
3 Probabilistic Conditional 
Independence 
We will show in this section that the notion of proba­
bilistic conditional independence is equivalent to that 
of generalized multivalued dependency. 
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Given a joint probabilistic distribution ¢ R on a set 
of variables (attributes) R, one can construct another 
function called a marginal distribution ¢x on a subset 
X of R [Pearl 1988]. Let t denote a configuration (tu­
ple) of R and tx = t(X) be a configuration of X c;; R. 
The marginal ¢x of ¢R is defined by: for any config­
uration tx, 
ifix(tx) = 2:::: ¢R(tx * tR-X ), 
IR-X 
where tR-X = t(R - X) and t = tx * tR-X. 
Let X and Y be disjoint subsets of Rand Z = R- XY. 
We say that Y and Z are conditionally independent 
given X, if for any XYZ-value xyz, 
A- ( ) 
¢xy(xy) · <Pxz(xz) 
'I'XYZ xyz = ¢x(x) . 
Recall that any real-valued function can be represented 
by a relation in the extended relational database 
model. Thus, a joint probability distribution ¢R can 
be conveniently represented as a relation <I> R (see Fig­
ure 1). Furthermore, by the definition of marginaliza-
tion, the marginal <l»hx of the relation <I> R represents 
the marginal ¢x of the joint distribution ¢R· It im­
mediately follows that probabilistic conditional inde­
pendence can be equivalently stated as a generalized 
multivalued dependency, namely: 
<J>R = <t»kXY X <flhXZ X (<J>hX)
-1 
_ 
�!XY o. n.!X Z - '¥R '0' '¥R ' 
where the marginals <t>kXY, <t>kx z, and <I>kx of <I> R rep­
resent the marginal distributions ¢ XY, ¢ x z, and ¢ x 
of ¢ R, respectively. These results are summarized in 
the following theorem. 
Theorem 2 Let ¢R be a Joint probability distribution 
on a set of variables R, and let X and Y be disjoint 
subsets of R and Z = R- XY . The sets of variables Y 
and Z are conditionally independent given X, if and 
only if the relation <I» R defined by ¢ R satisfies the gen­
eralized multivalued dependency X -o-+ YIZ. 
4 Axiomatization of Embedded 
Multivalued Dependencies 
Based on the results in Sections 2 and 3, it is clear 
that the class of constraints referred to as embedded 
multivalued dependency (EMVD) in the standard re­
lational database model is a subclass of probabilistic 
conditional independence. 
In this section, we outline the proof that a subclass 
of EMVDs, called Z-EMVD, does not have a complete 
axiomatization. (For a more detailed discussion, see 
the paper by Sagiv and Walecka (1982)). As a re­
sult, there is no complete formal theory for probabilis­
tic conditional independencies. In other words, the 
conjecture of Pearl and Paz (1985) is being refuted. 
A Z-EMVD is a EMVD of the form X -+-+ YIZ, 
where Z is a fixed set of attributes, and X, Y, Z are 
pairwise disjoint. Let 1:: be a set of Z-EMVDs. We 
can construct a directed graph G"f:.. Every node [X] in 
GE represents a subset X of attributes that is disjoint 
from Z. There is a arc in GE from [X] to [Y] if either: 
(a) Y c;; X, i.e., X-+-+ YIZ is a trivial Z-EMVD, or 
(b) X-+-+ YIZ is a nontrivial Z-EMVD in 1::. 
Note that G'£ contains only those nodes which are part 
of an arc. 
Since MVDs are transitive, by definition, X-+-+ YIZ 
is implied by E if there is a directed path from [X] to 
[XY]. Thus, we call the set Z-EMVDc (E) defined by: 
Z-EMVDc(E) 
= {X--->-+ YIZ I there is a directed path 
from [X] to [XY] in GE}, 
the cover of E. 
Lemma 3 [Sagiv and Walecka 1982] A non-trivial 
EMVD W -+-+ V1IV2 is implied by a set E of Z­
EMVDs, if and only if there is a Z-EMVD a in 
Z-EMVDc (E) such that W -+---> V11 V2 can be derived 
from a by the respectzve symmetry, augmentation, and 
projection inference axioms: 
(i) X-+-+ YI Z ===> X--->-+ ZIY, 
(ii) X-+-+ YIZW ===> xw -+-+ YIZ, 
(iii) X -+-+ Y IZ, Y' c;; Y, and Z' � Z ===> 
X-+-+ X'IZ'. 
The detailed proof of this lemma is given by Sagiv and 
Walecka (1982). 
Given any positive integer n, we can always construct a 
relation r satisfying the following set E(n) of Z-MVDs: 
Xn- 2  --->-+ Xn-1IZ, 
Xn-1 -+-+ XoiZ, 
where Xo,X1, ... ,Xn-1 and Z are pairwise disjoint 
subsets of attributes. That is, E(n) contains the Z­
MVDs Xi -+---+- Xi+1IZ, for all 0 � i � n- 2, and 
Xn-1 -+-+ X0IZ. It is understood that addition and 
subtraction of indices are done modulo n. For exam­
ple, Xn is Xo, and X_t is Xn-t· 
We will use 1::(n) as a counter example to prove that 
embedded multivalued dependencies do not have a 
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complete axiomatization. The set :E(n) defined above 
satisfies the following two properties. 
Property 1 The Z-EMVD Xo --+--+ Xn-tiZ is implied 
by E(n). 
This property can be illustrated by an example with 
n = 4. The directed graph G:E(•J is shown in Figure 
7, which has the following nodes: [X;] for 0 .:S: i .:S: 3, 
and [X;Xi+1] for 0 .:S: i .:S: 3, The arcs corresponding to 
trivial dependencies are denoted by solid arrows, and 
the arcs corresponding to the dependencies in :E(4) are 
denoted by broken arrows. Clearly, there is path from 
[Xo] to [X3Xo]. Hence, Xo ---->----> X3IZ is implied by 
:E(4). The above argument can be easily extended to 
any positive integer n. 
Figure 7: The directed graph GE(•). 
Property 2 Let E' be a subset of n - 1 dependen­
cies from E(n). If rr' is a nontrivial EMVD implied 
by E', then there is a Z-EMVD rr in :E' such that (]'1 
can be derived from the symmetry, augmentation, and 
projection inference axioms. 
Consider again the graph G�4) in Figure 7. Obvi­
ously, a path in G�) that corresponds to a Z-EMVD 
implied by :E(4) must start at either [X;] or [Xi+t l 
and terminate at [X;X;+1], for some 0 :::; i .:S: 4. 
Also, there is an arc from [X;] to [X;Xi+1], because 
X; --+----> X;+liZ is in :E(4l. It is not difficult to see 
that there is a path from [XH1] to [X;X;+t] for all i, 
namely, X;+t ---->----> X; IZ is implied by EC4l, 0::; i::; 4. 
However, every path from [X;+1] to [X;Xi+d uses all 
the arcs from [X;] to [X;X;+tL (i.e., all the arcs that 
correspond to the Z-EMVDs in :E(4l). Therefore, if 
:E' is obtained by removing one of the Z-EMVDs in 
EC4l, then none of the Z-EMVDs X;+1 --+--+ X;IZ, 
0 .:S: i .:S: 4, is in the cover Z-EMVDC (E'). As a result, 
the only Z-EMVDs in Z-EMVDc(:E') are those in :E1. 
Thus, If (]'1 is a nontrivial EMVD implied by E', then 
there is a Z-EMVD (]'in E' such that rr' can be derived 
from the symmetry, augmentation, and projection in­
ference axioms. 
Theorem 3 [Sagiv and Walecka 1982] Embedded 
multivalued dependencies do not have a complete ax­
iomatization. 
Proof: We will prove this theorem by contradiction. 
Suppose that EMVDs have a complete axiomatization 
with a finite number of inference axioms, say m. Let 
n � m, and consider the set E(n) of Z-EMVDs defined 
earlier. 
We claim: "Suppose T is a nontrivial EMVD that can 
be derived from E(n) by the inference axioms in the 
given complete formal theory for EMVDs. Then r 
can be derived from one of the Z-MVDs in :E(n) by 
the symmetry, augmentation, and projection inference 
axioms." 
This claim can be proved by induction on the number 
of applications of inference axioms in the derivation of 
T from E(n)_ 
Basis. Zero applications. The EMVD is one of the 
EMVDs in E(n), and hence the claim is trivially true. 
Induction. Let O't, 0'2, ... , O'r be a derivation of r from 
E(n.) by k applications of the inference axioms. There 
is a positive integer p such that r is a direct conse­
quence of the EMVDs 0';1, 0';2, ... , 0';, by one of the 
inference axioms. Each (]';1 is either a trivial EMVD, 
an EMVD in E(n), or can be derived from :E(n) by 
fewer than k applications of the inference axioms. By 
the inductive hypothesis, every nontrivial EMVD that 
can be derived from L;(n) by fewer than k applications 
of the inference axioms can also be derived from one 
of the EMVDs in :E(n) by augmentation, projection, 
and complementation. Thus each EMVD (]';1 is either 
trivial or implied by a single EMVD in :E(n). Since 
p < m .:S: n, this means that T is implied by fewer than 
n EMVDs in :E(n)_ By Property 2, we can immediately 
conclude that T can be derived by augmentation, pro­
jection, and complementation from one of the EMVDs 
in :E(n). This completes the proof of the claim. 
However, by Property 1, :E(n) implies the EMVD 
Xo --+----> Xn-tiZ, and this nontrivial EMVD cannot 
be derived by the symmetry, augmentation, and pro­
jection inference axioms from any EMVD in E(n). This 
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observation is in contradiction with the above claim. 
Therefore, the given formal theory cannot be complete 
for EMVDs. D 
5 Conclusions 
In this preliminary report, we have shown explic­
itly the connection between probabilistic conditional 
independence and generalized embedded multivalued 
dependency in our extended relational model for 
databases. We have demonstrated the usefulness of 
this linkage by presenting an alternative proof that 
probabilistic conditional independencies do not have 
a complete axiomatization. More importantly, this 
approach may lead to a complete axiomatization of 
a subclass of probabilistic conditional independencies, 
which is crucial to qualitative reasoning. 
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