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We introduce a novel method that combines the accuracy of Quantum Monte Carlo simulations
with ab-initio Molecular Dynamics, in the spirit of Car-Parrinello. This method is then used for
investigating the structure of a two-dimensional layer of hydrogen at T = 0 K and high densities. We
find that metallization is to be expected at rs ≈ 1.1, with an estimated pressure of 1.0 · 103 a0 GPa,
changing from a graphene molecular lattice to an atomic phase.
Hydrogen is considered the holy grail of high pressure
physics. The origin of this saying is the prediction made
by Wigner and Huntington in 1935 [1], suggesting the
possibility that above the density corresponding to rs =
1.63, hydrogen could turn into a metallic solid with a bcc
atomic structure. Here, the density ρ is parametrized by
rs = a/aB where a is the mean inter-particle distance and
aB is the Bohr radius. Wigner and Huntington estimated
the necessary pressure to attain metallization to be of the
order of 25 GPa. In 1967, based on BCS theory, Ashcroft
argued that such a phase would be superconductive at
room temperature [2].
These predictions aroused the interest of the scientific
community and challenged high-pressure physics to pro-
duce metallic hydrogen in the laboratory. After the in-
troduction of diamond anvil cells [3], it became apparent
that 25 GPa is insufficient for the metallization of hy-
drogen. Nowadays experimentalists are able to compress
hydrogen by applying pressures of more than 300 GPa
[4, 5], revealing a surprisingly rich variety of phases [6–
9].
Experimental advances in high pressure hydrogen also
triggered the development of new computational meth-
ods based on quantum Monte Carlo calculations [10–
13]. These allow quantitative comparisons and provide
more accurate theoretical predictions for pressures out
of experimental reach. Here, we present a first quantum
Monte Carlo study of 2-D hydrogen layers at zero tem-
perature. Two-dimensional hydrogen is especially inter-
esting for two reasons. First, it may open a new pathway
to metallic or even superconducting hydrogen. Secondly,
its comprehension might yield crucial clues for under-
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standing the new 3-D phase formed of alternating layers
[14].
For the investigation of the structure of 2-D hydrogen,
we introduced a novel algorithm based on Variational
Monte Carlo (VMC) [15]. VMC is able to treat quan-
tum correlation effects while remaining computationally
affordable, and it can take full advantage of High Per-
formance Computers, since it is embarrassingly parallel.
Moreover, as we will see, the use of a variational principle
on a chosen Ansatz, allows us to investigate the localiza-
tion of electrons, providing additional information about
hydrogen properties.
Our algorithm can be schematized in two layers:
1. At the core of our simulations we employed the
VMC method to calculate the electronic Born-
Oppenheimer energy surface. For the sake of sim-
plicity, we only considered classical protons, en-
abling us to treat the Coulomb potential generated
by N protons as a static external potential. There-
fore, given the protonic positions Q ≡ (q1, . . .qN )
and a trial wave function ΨΘ,Q with n variational
parameters Θ ≡ (θ1, . . . θn), the VMC energy reads
as
EVMC(Θ, Q) =
〈ΨΘ,Q | H | ΨΘ,Q〉
〈ΨΘ,Q | ΨΘ,Q〉 , (1)
where the Hamiltonian H accounts for the elec-
tronic kinetic energy and the Coulomb potential
energy.
2. On top of VMC, we used an optimization algorithm
for finding the Θ and Q which minimize EVMC to
find the zero temperature ground state structures
at different densities.
In the following, the latter optimization method is il-
lustrated. For that purpose, we begin by introducing a
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2Lagrangian for our system
L = 1
2
N∑
i=1
mq˙2i + µ〈Ψ˙ | Ψ˙〉 − 〈Ψ | H − Λ | Ψ〉 (2)
wherem is the protonic mass, µ is a fictitious mass, and Λ
is a Lagrange multiplier which ensures the normalization
condition 〈Ψ | Ψ〉 = 1 of the trial wave function |Ψ〉.
The corresponding Euler-Lagrange equation for the
protons leads to
mq¨i = Fi
Fi = − ∂
∂qi
(
〈Ψ | H | Ψ〉 − Λ〈Ψ | Ψ〉+ µ〈Ψ˙ | Ψ˙〉
)
,(3)
where Fi is the force acting on the protons. Such an
equation is related to Born-Oppenheimer molecular dy-
namics (MD). In fact, the latter is recovered by setting
µ = 0 and assuming that Ψ is an exact eigenstate, or
very close to it, so that the forces can be evaluated using
the Hellmann-Feynman theorem
FBOi = −〈Ψ |
∂H
∂qi
| Ψ〉 (4)
The dynamics of the electronic wave function for fixed
protons is entirely contained in the time-dependence of
the variational parameters
Ψ˙(Θ) =
n∑
i=1
θ˙iOiΨ(Θ) , (5)
where Oi ≡ ∂ log Ψ/∂θi − 〈∂ log Ψ/∂θi〉, and 〈·〉 ≡ 〈Ψ |
· | Ψ〉. The resulting Euler-Lagrange equation for the Θ
variables then gives
µ
n∑
i=1
θ¨i〈OiOj〉 = −〈Oj(H − Λ)〉, (6)
or
µθ¨i = Fi, (7)
where Fi acts as a generalized force on the electronic
parameters
Fi = −
∑
j
〈OiOj〉−1〈Oj(H − Λ)〉. (8)
Note that Eq. 3 and 6 represents a coupled electron-
ion dynamics that can be utilized to facilitate quan-
tum Monte Carlo based ab-initio molecular dynamics in
the spirit of Car-Parrinello molecular dynamic (CPMD)
[16, 17], which keeps the electronic degrees of freedom
very close to the instantaneous ground state. However,
the noise in the nuclear forces computed in this way needs
to be compensated by means of a modified Langevin
equation [12, 17, 18].
In this work, we have focused on this set of equations
for minimizing the variational energy and finding the
optimal protonic structure. We have neglected the dy-
namic, and simply used the forces to reach the minimum,
similar to the Stochastic Reconfiguration method[19] as
described in [20].
The accuracy of VMC depends on the quality of the
underlying trial wave function [21, 22]. Here, we have
considered basic Jastrow-Slater (JS) trial wave functions
[20],
Ψ(R) = detφn(ri)e
−∑i,j uYUK(rij), where
uYUK(r) ≡ A 1− e
−Fr
r
.
(9)
This is to say that a Yukawa form for the electron-
electron and electron-proton pair correlation accounts for
symmetrical correlations (A and F are variational pa-
rameters, R = (r1, . . . rN ) the electronic coordinates) is
employed here. For the Slater determinant, we have used
four different kinds of orbitals, φn(r):
plane-waves: φpw(r,k) ≡ exp(−ik · r), where k labels
the Fermi k-vectors;
atomic: φatm(r,q) ≡ exp(−Catm||q − r||), where Catm
is a variational parameter;
bi-atomic: φbat(r,q1,q2) ≡ φatm(r,q1) + φatm(r,q2),
where q1 and q2 belong to the same H2 molecule;
DFT: orbitals resulting from a DFT calculation employ-
ing the PBE exchange-correlation energy functional
and the bare Coulomb pseudo-potential.
We applied this novel algorithm as described above for
investigating the high pressure structures of a 2D layer of
hydrogen, where point-like protons are strictly confined
to a plane but electrons can move in all three dimensions.
We considered four configurations for the protons, form-
ing either a square, triangular, or (atomic or molecular)
graphene-like lattice, as illustrated in Fig. 1. Our peri-
odic systems contained N = 128 hydrogen atoms for the
triangular lattice and N = 144 for all of the other struc-
tures. Twist averaged boundary conditions were applied
to reduce finite size effects [23, 24], which are know to be
particularly important in the metallic phase.
For each of these structures, we first computed the vari-
ational energy, optimizing only the wave function param-
eters. The resulting energies corresponding to densities
in between 1 ≤ rs = a/aB ≤ 3.5, where a = (piρ)−1/2
is the mean inter-particle distance in 2D, are reported
in Fig. 2 and Table I. Out of the investigated struc-
tures, the molecular graphene-like lattice structure with
bi-atomic orbitals turned out the most stable one at low
density/pressure whereas the triangular atomic lattice
with DFT orbitals becomes favorable at high densities,
rs . 1.1. At this level, energies are rather widespread de-
pending on both the considered lattice structure and on
the underlying orbitals used in the Slater determinant.
Based on the generalized forces given above, we have
continued to optimize the protonic structure for plane-
wave, atomic, and bi-atomic orbitals, starting from the
3rs 1.0 1.25 1.5 1.75 2.0 2.5 3.0 3.5
square DFT -0.8574(13) -0.965(1) -0.9910(7) -0.9734(5) -0.9459(5) -0.8888(5) -0.8521(4) -0.8278(6)
pw -0.8943(3) -0.9731(4) -0.9709(3) -0.9403(4) -0.9058(2) -0.8384(4) -0.7886(5) -0.7528(9)
rel. -0.8938(5) -0.9725(3) -0.9698(2) -0.9417(4) -0.9220(2) -0.8754(3) -0.8597(4) -0.8585(6)
atomic -0.4894(4) -0.7610(3) -0.8740(2) -0.9244(1) -0.94873(8) -0.96719(3) -0.97291(2) -0.97537(2)
rel. -0.7474(5) -0.9137(3) -0.9791(3) -0.9905(2) -0.9967(2) -0.9961(2) -0.98824(7) -0.98723(5)
bi-atomic -0.5429(5) -0.7876(4) -0.8783(3) -0.9092(1) -0.9162(2) -0.9085(3) -0.9034(3) -0.9093(4)
rel. -0.7153(6) -0.9584(2) -1.0203(3) -1.0536(3) -1.0674(3) -1.0806(3) -1.0776(3) -1.0428(4)
triangle DFT -0.9209(12) -0.9984(5) -1.0103(4) -0.9897(6) -0.9576(4) -0.8956(4) -0.8565(5) -0.8239(6)
pw -0.9136(6) -0.9850(5) -0.9605(9) -0.8959(9) -0.778(1) -0.5513(9) -0.4939(5) -0.3997(4)
rel. -0.9154(3) -0.9865(3) -0.9744(4) -0.9482(4) -0.9347(3) -0.8911(4) -0.8677(2) -0.8548(4)
atomic -0.7403(4) -0.9062(3) -0.9601(2) -0.9747(2) -0.97684(8) -0.97423(5) -0.97327(2) -0.97390(1)
rel. -0.7799(5) -0.9230(5) -0.9777(3) -0.9881(3) -0.9957(2) -0.98994(8) -0.99120(7) -0.99188(5)
bi-atomic -0.7091(3) -0.8762(2) -0.9270(2) -0.9360(1) -0.9300(1) -0.9103(2) -0.9028(3) -0.9097(3)
rel. -0.7664(4) -1.0205(3) -1.0422(4) -1.0793(2) -1.0803(2) -1.0901(3) -1.0667(5) -1.0631(2)
graphene-a DFT -0.7679(44) -0.898(3) -0.980(2) -0.974(1) -0.9566(8) -0.9009(9) -0.8658(5) -0.8146(9)
pw -0.8784(4) -0.9662(4) -0.9700(4) -0.9458(3) -0.9148(3) -0.8527(7) -0.8051(7) -0.713(1)
rel. -0.9082(3) -0.9789(3) -0.9745(3) -0.9526(4) -0.94390(3) -0.8942(3) -0.8659(5) -0.8723(7)
atomic -0.8622(3) -0.9817(2) -1.0092(2) -1.0077(2) -0.9979(1) -0.98176(7) -0.97570(5) -0.97473(2)
rel. -0.8609(4) -0.9816(3) -1.0090(3) -1.0075(2) -1.0037(1) -0.9925(1) -0.9933 -0.99476(9)
bi-atomic -0.8164(5) -0.9575(2) -0.9923(2) -0.9903(1) -0.9757(1) -0.9416(1) -0.9199(2) -0.9143(3)
rel. -0.8344(5) -0.9943(3) -1.0791(2) -1.0865(2) -1.1137(1) -1.1065(3) -1.1127(2) -1.0852(3)
graphene-m DFT -0.7598(30) -0.919(3) -1.003(1) -1.021(1) -1.043(1) -1.0640(8) -1.0834(6) -1.0924(8)
pw -0.8720(4) -0.9270(4) -0.9055(6) -0.8761(5) -0.8517(6) -0.8517(7) -0.873(1) -0.900(1)
rel. -0.9024(4) -0.9822(3) -0.9750(3) -0.9532(3) -0.9247(4) -0.8939(4) -0.8746(6) -0.9072(5)
atomic -0.8581(3) -0.9673(4) -0.9980(4) -1.019(4) -1.0286(3) -1.0419(6) -1.0556(4) -1.0724(2)
rel. -0.8573(3) -0.9665(3) -1.0033(3) -1.0185(6) -1.0333(2) -1.0707(3) -1.0547(4) -1.0720(3)
bi-atomic -0.8558(3) -1.0437(2) -1.1051(2) -1.1255(2) -1.1327(1) -1.1370(2) -1.1395(1) -1.1417(1)
rel. -0.8553(4) -1.0433(1) -1.1048(2) -1.1255(1) -1.1322(2) -1.1369(1) -1.1392(1) -1.1417(1)
Table I. Energies per atom in units of Ry for the different crystal structures: square, triangle, atomic graphene (graphene-a)
and molecular graphene (graphene-b) and underlying orbitals in the Slater determinant of the VMC wave function: plane wave
(pw), DFT, atomic, and bi-atomic orbitals. In each line below the orbitals types pw, atomic, and bi-atomic, we give the energies
of the structural relaxation (rel.) based on the corresponding orbital. The green (orange) fields mark the lowest energies before
(after) structure relaxation.
aforementioned crystal structures investigated here. The
relaxation using the DFT orbitals, whereas possible in
principle, has not be taken into consideration in this
work, as it complicates enormously the wave function
minimization process. Our results after relaxing the po-
sitions of the protons are shown in Fig. 3. The protonic
structure optimization results in a lower energy for most
of the configurations and trial wave functions. Energies
after relaxation become less sensitive to the initial struc-
ture and group together depending mainly on the choice
of the underlying Slater orbitals.
The molecular graphene-like structure remains the fa-
vored low density/pressure phase, and it is best described
by the bi-atomic orbitals. Energies in this molecular
phase are unaffected by the relaxation within our sta-
tistical uncertainties. This is in contrast to our results at
high densities, rs . 1.1, where relaxation lowers signifi-
cantly the energy of the triangular structure with plane-
wave orbitals, the favored ones between the orbitals used
for the structure relaxation. This might indicate that
the ground state of the atomic phase is not likely to be
described by a simple triangular crystal structure, but
contains more atoms in the unit cell, similar to the high
pressure structures predicted in 3D [25, 26]. Another
possibility is that the number of atoms used in our simu-
lation is compatible with the real ground state structure,
but the relaxation process falls in a local minimum.
Besides the structure of hydrogen, its conductivity is
certainly the most interesting property. Here, instead of
attempting a direct calculation of the conductivity [27],
we simply deduce metallic or insulating behavior from the
localization properties of the ground state wave function.
Within VMC, the localization of the reduced single par-
ticle density matrix directly reflects the character of the
orbitals inside the Slater determinant [28, 29]. Since the
molecular graphene structure is described by localized
bi-atomic orbitals, and the triangular structure with ex-
tended DFT/pw orbitals, the metallization transition oc-
curs together with the structural phase transition around
rs ≈ 1.1 within our description.
Finally, let us provide a rough estimation for the
pressure necessary to reach metallization in 2D. The
two-dimensional pressure as obtained from an approxi-
mated Maxwell construction is estimated to be around
54 N/m ' 1.0 · 103a0 GPa with an error of a few per-
cent due to the uncertainty of the Maxwell construction.
The orbitals currently used in the relaxation are likely to
favour the molecular phase, so that the pressure should
4Figure 1. 2D protonic configurations considered in this
work. Starting from the bottom-left panel, in clock-wise
order: Squared, triangular, atomic graphene-like, molecu-
lar graphene-like. In the molecular graphene-like structure,
light grey markers are used to illustrate the connection to the
atomic structure.
present an upper bound for metallization in strictly 2D
hydrogen.
In conclusion, we have introduced a novel general al-
gorithm that can be used for simulations in the spirit
of Car-Parrinello, with the major difference of replacing
density functional theory with the more accurate quan-
tum Monte Carlo methods for describing the electronic
structure. Whereas this original approach might open up
a new generation of ab-initio simulations of higher accu-
racy, we have confined ourselves to the case of T = 0 K,
where the dynamics of the protons simply leads to a
structure relaxation. We have shown that it is possible
to use this method for geometrical optimizations, and we
have applied it to investigate high pressure 2-D hydro-
gen structures where protons are confined within a plane
and electrons are free to move in 3-D. Our simulations
indicate metallization at rs ≈ 1.1 and at a pressure of
1.0·103 a0 GPa, together with a structural transition from
a molecular lattice to an atomic phase. Whereas the ge-
ometrical optimization confirms the molecular graphene
structure for the insulating phase, the structure of the
metallic phase is ambiguous. However, there are good
circumstantial evidences that all of the considered start-
ing configurations can be excluded with reasonable cer-
tainty for the atomic phase. This either means that we
have not considered a number of atoms compatible with
the ground state unit cell of the atomic phase, or that a
minimization technique better suited for finding a global
minimum should be adopted for addressing this specific
question. Finally, we would like to mention that using
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Figure 2. Variational energies obtained by optimiz-
ing the wave function variational parameters. We used
a symbol code for labeling different proton configura-
tions (square=squared, triangle=triangular, circle=atomic
graphene-like, rhombus=molecular graphene-like) and a color
code for the employed trial wave function (red=plane waves,
blue=atomic, green=bi-atomic, magenta=DFT).
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Figure 3. Variational energies obtained by optimizing the
wave function variational parameters and the proton posi-
tions. We used a symbol code for labeling different pro-
ton configurations (square=squared, triangle=triangular, cir-
cle=atomic graphene-like, rhombus=molecular graphene-like)
and a color code for the employed trial wave function
(red=plane waves, blue=atomic, green=bi-atomic).
DFT orbitals in the structural relaxation is likely to fur-
ther lower the energy in the metallic state so that met-
allization might occur at a slightly lower pressure.
5ADDITIONAL MATERIAL
A. Ewald summation in quasi-2D layers
In our study, we have considered a 2D layer with pe-
riodic conditions on the x and y axis. However, the elec-
trons were allowed to move in a 3D space. Such a pecu-
liarity requires some corrections in the Ewald summation.
In particular, when summing over all k-vectors in the
long-range term, one should consider the limit Lz → ∞
and therefore ∆kz → dkz. The sum over all kz needs to
be substituted by an integral:
∑
kz
e−
k2z
4α
k2x + k
2
y + k
2
z
eikzrijz →
∫ ∞
−∞
dkz
e−
k2z
4α
k2x + k
2
y + k
2
z
eikzrijz .
(10)
This integral can actually be computed analytically.
By using the substitution
1
k2x + k
2
y + k
2
z
= −
∫ ∞
0
dt e−(k
2
x+k
2
y+k
2
z)t , (11)
one can compute the integral in Eq. (10), obtaining
pie
1
4αk
2
x+k
2
y−
√
k2x+k
2
y|rijz|
2
√
k2x + k
2
y
2 + e2 14α√k2x+k2y+|rijz|erfc
2 14α
√
k2x + k
2
y + |rijz|
2
√
1
4α
− erfc
−2 14α
√
k2x + k
2
y + |rijz|
2
√
1
4α

(12)
The long-range term in the Ewald summation then
reads
∑
i,j
∑
kx,ky
−4piV e
− k
2
x+k
2
y
4α ei(kxrijx+kyrijy)F(kx, ky, α, rijz)
(13)
where V is the volume of the system, F is the expression
in Eq. (12), and the sum over kx, ky does not include the
case kx = ky = 0.
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Figure 4. Structure optimization algorithm applied to the
simple H2 molecule. We used the bi-atomic wave function,
and two different starting distances for the protons. The inset
shows the corresponding evolution of the variational energy.
B. Code and Algorithm Reliability Check
Whereas the VMC part was used before [20] and it is
therefore known to provide reliable results, the structure
optimization algorithm was new.
In order to check that both our novel algorithm and
code work as expected, we have applied it to a very simple
case: The H2 binding. The results of our test simulations
are presented in Fig. 4 and demonstrated the reliability
of our calculations.
C. Finite size effects
Finite-size effects are known to play a crucial role in
solid state physics, and in particular in conductive mate-
rials. In our study, we have accounted for them by means
of the TABC when using the plane-wave wave function,
but not when using the atomic and bi-atomic ones. This
approximation is justified as long as the simulation box is
big enough for containing such localized wave functions.
However, when dealing with very high densities, it is le-
gitimate to wonder if such an approximation is valid or
not.
We verified the validity of our approximation by explic-
itly computing the kinetic energy for the atomic orbital
for a finite and infinite simulation box. In particular,
we have considered the atomic graphene-like structure at
rs = 1, where Lx = 27.99 Bohr, Ly = 16.16 Bohr, and
Catm = 0.421. We found out that our energies are reli-
able up to ∼ 10−3 Ry ' 10−2 eV. This uncertainty is
much larger than the statistical error inherited from the
Monte Carlo integration.
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