Let M be a square matrix whose entries are in some field. Our object is to find a permutation matrix P such that PMP -x is completely reduced, i.e., is partitioned in block triangular form, so that all submatrices below its diagonal are 0 and all diagonal submatrices are square and irreducible. Let . It is easy to show that there exists a permutation matrix Q such that Q`4.Q-a is an upper triangular matrix. The determination of an appropriate permutation matrix P from this matrix Q is straightforward.
Our object is to develop a procedure to assist in finding the inverse of a given matrix M-~ [mi]~, by finding a permutation matrix P such that PMP-: is in block triangular form. Standard techniques then apply which enable one to write M -1 as a partitioned matrix whose blocks are expressions involving the inverses of the diagonal submatrices of PMP-:. Of course, this will only be possible when the original matrix is sufficiently sparse, i.e., contains sufficiently many zeros. In addition, this depends on the strategic location of these zeros.
In recent years, there have been many papers which relate graphs and matrices. Some of these are mentioned in HARARY [12 and others in PARTER E6] . The approach to matrix inversion which we will describe in this article constitutes a special case of what HOUSEHOLDER [5~ calls the method of modification, which is a closed method for inverting matrices. FORSYTHE E4] notes that "With any method (of matrix inversion) the partitioning may greatly increase the speed by enabling subsidiary matrix inversions to take place entirely within the high speed memory". * This was an informal talk at the International Symposium on Matrix Computation sponsored by SIAM and held in Gatlinburg, Tennessee, April 24--28, t961 and was an invited address at the SIAM meeting in Stillwater, Oklahoma on August 31, 196t.
Preliminaries
Let M= Emij] be any square matrix of order n whose entries are from an arbitrary field. We define the binary matrix (with entries 0 or t) A = A (M)= Eaij ~ by:
{~ if m~,=O or i=," aii = otherwise.
We now construct the directed graph or digraph D=D (M) whose adfacency matrix is A by introducing n points v,, v 2 ..... v~ and by drawing a (directed)
line from v i to vj whenever air 1. Theorem [3] . If a digraph is acyclic, then it has a point of indegree 0 and a point of outdegree 0.
The next theorem characterizes an acyclic digraph in terms of its adjacency matrix, and will be useful in our algorithm. Pro@ The equivalence of the first two conditions is immediate. If D has a cycle, then no one of the points of this cycle can constitute a strong component. On the other hand, any point of D which is not a strong component must lie on a cycle.
We now show the equivalence between conditions (t) and (3). If we are given that the adjacency matrix A (or a permutation thereof) is upper triangular, i.e., has every entry below its diagonal 0, then it is impossible for D to contain a directed cycle. For the occurrence of a cycle in D is necessarily reflected by the presence of at least one nonzero entry below the diagonal of A. Intuitively, such an entry represents the return of a directed path to the starting point.
In order to prove that (t) implies (3) On writing the adjacency matrix of D with regard to this ordering of its points, we see that every entry of the first column below the 1, I cell is 0 since u I has indegree 0 in D, every entry in the second column below the 2, 2 cell is 0 since u 2 is a point of indegree 0 in D-u~, etc., completing the proof.
Since D* is acyclic, its adjacency matrix A* can be permuted into upper triangular form. Hence the theorem provides a partial ordering of the strong components of any digraph in accordance with the reachability relation.
The following algorithm shows how to find a permutation matrix P with the property that PMP -1 is in block triangular form and every diagonal submatrix is irreducible. Having found an expression for the inverse of PMP -1 we may then write (1)
The algorithm 1. Take the given square matrix M= [m~j] and write the corresponding binary matrix A = [aij ]. The matrix A contains all the information needed to draw the digraph D, but this is not necessary since it is possible to describe every step in matrix terms. of the matrix A by a formula using boolean arithmetic. We denote by A2:H= the binary matrix obtained from A 2 by using the rule that 1+1 =1. In terms of this operation we have the following formula from [31, 4. With the information available from the preceding step we may now find the adjacency matrix A* of D*, in which the rows and columns are both ordered in accordance with the strong components S~, Ss .... , S t. Note that the definition of D* guarantees that the diagonal of A* is 0. 5. We know by Theorem E31 that A* has at least one column whose sum is 0. Call the corresponding strong component Sil. Delete its row and column and take any column in the resulting submatrix whose sum is 0. Call its strong component Si,, etc. Now write the upper triangular matrix B* obtained from A* by reordering the rows and columns Sil, Si ...... Sit. This is equivalent to writing B*= QA* Q-~ for the appropriate permutation matrix Q whose order is the number of strong components of D.
6. We now relabel the points of D as follows. Let ul, u s ..... u~l be any ordering of the points in the strong component Sil. Let u~+l ..... u.l+~ be any ordering of the points in Si,, etc. Let P be the permutation matrix such that B = PA p-1 is the result of changing the ordering of the points of D from v~, vs, ..., v, to u 1, u s, ..., u.. Now partition the matrix B into submatrices by drawing horizontal lines after the first n 1 rows, after ns additional rows, etc., and drawing corresponding vertical lines. Thus this partitioning is in block triangular form.
7. Now apply the same permutation matrix P to the original matrix M to obtain PMP -~, and partition it in the same manner. It is also in block triangular form :
~o~ M~s MI~ ... M~, t 33 8. It is well known that if Mll and M22 are nonsingular submatrices, then
Thus this algorithm shows how to express the inverse of a given matrix in terms of the inverses of the submatrices M~ corresponding to the strong components of its digraph, by iterating formula (3). Clearly M is nonsingular if and only if every submatrix Mii is nonsingular, since IMI = H IM.I. The following statement is implied by the algorithm, i
Theorem 2. For any square matrix M with entries from an arbitrary field, there exists a permutation matrix P such that PMP -1 is block upper triangular and completely reduced, and the construction of P is determined by the strong components of the digraph of M.
A generalization of formula (3) Clearly the condensed digraph corresponding to such a partitioning consists of a single directed path with a loop at every point, as shown. Each strong component of this digraph contains just one point.
Old order vl v2 va v4 vs
New order u 2 u 4 u 6 % u 1
According to this table, the matrix block triangular form is:
An illustration
Let us see how this algorithm applies to the matrix M whose digraph D is shown in Figure t . Its condensation D* (Figure 2) shows that the strong components are already numbered so that S t is a transmitter of D* and S 2 is a transmitter of D* --S t. In this case, the strong components are simply ordered. It remains to reorder the points of D within these consecutive strong components. The following table shows the old names of the points v i and their new names u i. Of course the matrix of this illustration can be inverted more quickly by direct methods. In general, the effectiveness of the algorithm increases with the size, complexity, and the number of strong components of the digraph of the given matrix.
If the digraph of the given matrix is already strongly connected, then this algorithm does not help at all. This will be the case very often. For example, if the given matrix contains only positive entries, then its digraph is complete since there is a line from each point to every other point. It is also possible to have a matrix M with many zeros to which this method will not apply. This will be the case for example, when the digraph D(M) contains a cycle passing through every point. Thus the digraph is necessarily strong. We see from these two examples that it is not so much a matter of how many zeros a matrix has but rather their strategic location. It would be interesting to find a precise practical procedure to aid in the inversion of an irreducible matrix by exploiting the graphical properties of its strong digraph. In a sense, this is the aim of Kron's "method of tearing".
