I. INTRODUCTION
Decentralized PI/PID control systems are widely used for MIMO control problems in the process industries, despite the development of multivariable control strategies. The main reason is that decentralized controllers have simple structures that are easy to implement and maintain by plant personnel. But the MIMO design problem is more complicated than the SISO design problem due to control loop interaction.
The most well-known tuning method for decentralized PI control systems is the biggest log modulus tuning (BLT) method proposed by Luyben [l] . In the BLT method, individual PI controllers are first designed using the ZN tuning rules and then detuned by a detuning factor. The detuning factor is adjusted so that the biggest log modulus, which is a measure of how far the system is from closed-loop instability, is equal to a specified value. This method gives reasonable preliminary controller settings with guaranteed closed-loop stability. Multiloop PID/PI control systems can be designed based on Nyquist stability analysis and frequency response information. Ho et al. [2] developed a design method for multiloop PID control systems by shaping the Gershgorin bands, .the MIMO version of the Nyquist curve, so that the gain and phase margin specifications for the Gershgorin bands can be satisfied at the gain and phase crossover frequencies of the diagonal elements. This method cannot guarantee closed-loop stability because only two points of the Gershgorin bands are specified. Also, the process model is assumed to be a second-order plus dead-time model. Lee et al. [3] extended the iterative continuous cycling method for SISO problems to multiloop PI controller tuning. In their method, the Nyquist array method is refined to provide less conservative stability conditions, and ultimate gains for multiloop tuning are determined. Although sophisticated stability analysis is employed in their method, closed-loop stability is still not guaranteed due to the nature of the continuous cycling method.
In this paper, a new design method for multiloop PI control systems is proposed based on Nyquist stability analysis. There are two main steps in the proposed design method. First, a stability region is obtained for the proportional gain and integral time of each PI controller. Then appropriate PI controller settings are chosen which are inside the stability regions; thus closed-loop stability is guaranteed. For systems that are not column diagonally dominant, a pre-compensator is required to achieve diagonal dominance [4], [5] . In the proposed method, no assumption is made concerning the form of the linear process model, i.e., the model is not limited to second-order plus deadtime process model nor any other specific form. Only the frequency response for each input-output pair is required to determine the stability region for each PI controller.
The proposed method provides a simple way to apply Nyquist array analysis for the design and tuning of multiloop PI controllers that guarantees closed-loop stability. A related paper [6] describes a simple alternative approach that does not guarantee closed-loop stability. These design methods can be extended to accommodate model uncertainty using new robust stability conditions [7] .
STABILITY ANALYSIS FOR DECENTRALIZED CONTROL SYSTEMS
Consider an n x n system, G(s) = [ g k~( s ) ] ,~~, controlled by a decentralized controller, C(s) = diag{cl(s), . . . , ~( s ) } . The block diagram of the multiloop feedback control system is shown in Fig. 1 . It is assumed that G ( s ) has been arranged such that the pairings of the inputs and outputs in the multiloop feedback system correspond to the diagonal elements of G ( s ) . . . ' 7 gnn(s)) ( 
2)
In the independent design method, each controller cl(s) is designed for the corresponding diagonal element 911 ( s ) such that each diagonal closed-loop subsystem is stable. But due to the process interactions, the stability of this diagonal subsystem does not necessarily guarantee the stability of the overall closed-loop system
Some constraints on the individual controller designs should be satisfied in order to guarantee stability of the overall system. The pinteraction measure [8] , which bounds the amplitude of h l ( j w ) , gives a sufficient condition for stability. The pinteraction measure is scmewhat conservative because the phase information for H ( j w ) is not utilized. For a less conservative stability condition, Lee et al.
[3] proposed a phase stability condition which provides a sufficient stability condition together with the pinteraction measure. The p-interaction measure is very useful but the computation is rather complex because the structured singular value is involved. The phase stability bound makes it even more complicated.
In this paper the Nyquist array method [9] is considered because it provides much simpler conditions for stability, provided that the open-loop system is diagonally dominant. In the Nyquist array method, Gershgorin circles superimposed on the diagonal elements of Nyquist array can be used to determine if the closed-loop system remains stable in spite of the process interactions. The constraints on the Gershgorin circles for closed-loop stability can be obtained from the following theorem. The column diagonal dominance measure given by Eq. (4) or ( 5 ) provides individual constraints for each of the single loop transfer functions, hl(jw), i.e., for each of the controllers c l ( j w ) . It would be incorrect to view the pinteraction measure as less conservative than the column diagonal measure [8] . The p-interaction measure is a general method, which can consider the controller C ( s ) with block diagonal structure, while the column diagonal dominance measure is only valid for diagonal controller C(s). However, for decentralized control systems the column diagonal measure is much simpler and easier to implement for system analysis and design, especially for fixed structure controllers such as PI or PID controllers.
Because For an open-loop stable system with a decentralized control system, if the closed-loop system is column diagonal dominant, the Gershgorin band of each loop must be one of the two cases shown in Fig. 2 . For an open-loop stable system, if the closed-loop Gershgorin band of the I-th loop is like Case I1 in Fig. 2 , then this individual loop is not stable due to the encirclement of the critical point by the Nyquist locus. Thus, as stated in Theorem 1, in order to achieve closed-lo9 stability, the stability of the diagonal closed-loop system H(s) is required besides closed-loop column diagonal dominance.
STABILITY REGION FOR DECENTRALIZED PI

SYSTEMS
In this section the stability of decentralized PI systems is analyzed by applying the stability condition given by Theorem 1.
Each element of the system frequency response can be expressed in terms of real and imaginary parts, Suppose that a decentralized PI control system C ( s ) = 
B. Stability Conditions f o r Individual Controllers
As discussed in Section 1, each controller c l ( s ) should also stabilize the corresponding diagonal element gll (s) in order to obtain closed-loop stability for the entire system. 
C. Overall Stability Condition
In order to achieve overall system stability, each controller c l ( s ) should satisfy both the column diagonal dominance condition and the individual stability condition for g l l ( s ) , i.e., the parameter settings (Kcl, K I l ) of each controller should satisfy both Eqs. (12) and (14) . Therefore, the over;lll stability region for (Kc., K I~) of the I-th PI controller is the intersection of the column diagonal dominance region from Eq. (12) and the individual stability region from Eq. (14) for all frequencies.
D. Wood-Berry Distillation Column Model
A simulation example is considered to demonstrate how to obtain the boundaries of stability regions for the parameter settings of a decentralized PI control system. where X D and X B are the overhead and bottoms compositions of methanol, respectively; R is the reflux flow rate and S is the steam flow rate to the reboiler; F is the feed flow rate, a disturbance variable.
The column diagonal dominance region can be obtained from Eq. (12) by using a one-dimensional search. First a range for Kcl is specified; then for each value of Kc17 a one-dimensional search is implemented for KIl which satisfies condition (12) for all frequencies. By applying Eq. (14), the individual stability boundary can be obtained for each (Kcl, K n ) . The stability boundary shown in Fig. 3 for the I-th PI controller was obtained by taking the intersection of the column diagonal dominance region and the individual stability region. Six decentralized PI controller settings reported in the literature are given in Table I and are denoted in Fig. 3 .
All of these controller settings are located inside the stability region except for Method 2. As discussed in Section 1, the stability condition is a sufficient but not necessary condition. Lee et al. [3] have developed a phase stability condition which makes their stability conditions less conservative. Therefore, it is not surprising that their settings are just outside the stability region obtained here. Although the stability conditions proposed by Lee et al. [3] may provide less conservative results, their method is very complicated to apply. Thus, it can be concluded that the simple stability condition presented in the present paper provides a suitable stability boundary for PI controller design. Next, a detuning factor F'l is calculated for each loop. The column diagonal dominance information should be taken into account because the radii of the Gershgorin bands, and thus the stability regions, are directly related to the column diagonal dominance. A new column diagonal dominance index for each loop is defined as,
At each frequency, &(U) is a real value that is less than one. Let Cbu1 denote the column diagonal dominance index at the ultimate frequency w u l ,
In order to find a tuning criterion for calculating the detuning factor Fl from the column diagonal dominance index &l, 14 cases of 3 x 3 systems with a large range of +ul values have been studied. Based on analysis and simulation results of 14 cases, the following relation is derived for the For this Kcl, the corresponding value of Krl that lies on the stability boundary is denoted as K;, . Then the recommended value of the integral gain is,
and the integral time of the I-th PI controller is calculated as,
V. SIMULATION EXAMPLES
In this section, two 2 x 2 systems and one 4 x 4 system from [l] are considered to demonstrate the proposed method.
Example 1. Wood-Berry (WB) Distillation Column
The Wood-Berry column model in Eq. (15) is open-loop column diagonally dominant. Therefore, no static decoupler was required. First, the stability region was obtained for each control loop and is shown in Fig. 3 . The column diagonal dominance index &l and the corresponding detuning factor Fl for each loop are shown in Table 11 . By applying the proposed method, two PI controllers were designed and are compared to the BLT settings in Table 11 . The closed-loop responses for two setpoint changes and a feed flow disturbance are shown in Fig. 4 . 
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Example 2. Vinante and Luyben (VL) Column
The transfer function matrix for the VL column system Table 111 . Simulation results for setpoint changes and two unit step disturbances are shown in Fig. 5 for two sets of PI controllers: the proposed design method and the BLT method. The disturbance at u1 occurs at t = 80 min while the disturbance at u2 occurs at t = 120 min. Figure 6 shows the responses for sequential unit step changes in each of the four setpoints. Time ( 
VI. CONCLUSIONS
The stability of decentralized control systems has been analyzed and a stability region has been derived for each controller of a decentralized PI control system. A tuning method has been proposed based on the stability region and a new column diagonal dominance index for each loop. The resulting decentralized control system has guaranteed closed-loop stability. Simulation results illustrate that this design method provides good performance for a wide range of examples. 
