Abstract-In this article, a synthesis approach for robust model predictive control using linear matrix inequalities is presented. Uncertain time-varying parameters and bounded additive disturbances are explicitly taken into account in the controller design. Robust stability and constraint satisfaction are guaranteed by computing a positively invariant set containing the measured state at each sampling instant. The effectiveness of the proposed algorithm is illustrated by a simulation example.
I. INTRODUCTION
Model predictive control (MPC) is an advanced control algorithm widely adopted in the chemical industry. At each sampling instant, a dynamic optimization problem based on an explicit process model is solved and the first computed input is implemented to the process. Since the process model is only an approximation of the real process, MPC should be robust to model uncertainty and disturbance [1] - [3] .
Robust MPC synthesis of linear systems subject to uncertain time-varying parameters has been widely investigated [4] - [7] . The main idea is to compute an ellipsoidal invariant set that can guarantee robust stability of the closed-loop system. At each sampling time, a state feedback gain is obtained by solving an optimization problem subject to linear matrix inequality (LMI) constraints. Since only uncertain time-varying parameters are included in the MPC formulation, robust stability cannot be guaranteed in the presence of disturbances. Robust MPC synthesis using polyhedral invariant sets has also been widely studied [8] - [10] . In the problem formulation, it is assumed that there is no disturbance present so these algorithms cannot deal with disturbance.
In the context of tube-based robust MPC [11] - [13] , disturbances are explicitly taken into account in the problem formulation. The main idea is to compute the regions around the nominal predicted trajectory that contain all possible states of the process. At each sampling time, a sequence of control inputs is obtained by solving an optimal control problem subject to constraints that are tighter than the original ones. Tube-based robust MPC can also handle model uncertainty if uncertain time-varying parameters are represented by virtual disturbances [14] .
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Since there will always be model uncertainty and disturbance acting on the system, they should be considered in the controller design. In this paper, both uncertain time-varying parameter and bounded additive disturbance are explicitly taken into account in the MPC formulation. Robust stability and constraint satisfaction are guaranteed by computing a positively invariant set containing the measured state at each sampling instant. This article is organized as follows. In Section II, the problem statement is presented. In Section III, robust MPC synthesis is proposed. In Section IV, the effectiveness of the proposed MPC algorithm is illustrated by a simulation example. Finally, the conclusions are drawn in Section V.
Notation: For a vector x and a positive-definite matrix P , I is the identity matrix with appropriate dimension.
II. PROBLEM STATEMENT
Consider the following linear time-varying system ) ( ) (
where
is the disturbance and
is the output. v . The objective of this research is to find a state feedback control law that is able to guarantee both robust stability and constraint satisfaction within a positively invariant set. The set Z is said to be positively invariant set if it has the property that whenever the current state is contained in this set
, all possible predicted states must be contained in
for all admissible realizations of
Consider the linear time-varying system (1) at each sampling time
and (ii) guarantees both robust stability and constraint satisfaction within a positively invariant set
P is a Lyapunov matrix, can be calculated by solving the following optimization problem
is the predicted state not corrupted by disturbances,  and  are symmetric weighting matrices.
The cost monotonicity is guaranteed by (5) . A positively invariant set containing the measured state at each sampling time is computed by (6) . All possible predicted states are restricted to lie in a positively invariant set by (7) . The input and output constraints are guaranteed by (8) and (9), respectively.
III. ROBUST MPC SYNTHESIS
Proposition 1: (The cost monotonicity) (5) and (6) 
Then, it follows that  is the upper bound on
Proof: By following [4] , (5) and (6) are ensured by (10) and (11), respectively. By summing (5) from 0  i to   i and applying (6) , it follows that
Proposition 2: (Robust stability) (7) is satisfied if there exists matrices Y and Q such that the following LMIs are satisfied 
Proof: See Appendix B. 
By applying the proposed MPC algorithm, all future states evolving from the initial state are guaranteed to stay within a positively invariant set computed without violation of input and output constraints.
IV. A SIMULATION EXAMPLE
Consider an angular positioning system adapted from [4] . The system consists of an electric motor driving a rotating antenna so that it always points in the direction of a moving object. The motion of the antenna can be described by the following linear time-varying system ) ( 15 . 0 2 shows the norm of state feedback gain as a function of time. The norm of state feedback gain increases as time proceeds. This is due to the fact that the input constraint imposes lesser and lesser limit on the state feedback gain. Finally, the input constraint has no effect on the state feedback gain. 
when the uncertain time-varying parameter and the disturbance are varied as )
k , respectively. It is seen that the proposed MPC algorithm can give less cumulative cost than robust MPC algorithm [5] and off-line robust MPC algorithm [10] where the disturbance is not taken into account in the MPC design. Since there will always be some disturbances acting on the real system, they should be explicitly taken into account in the MPC problem formulation as proposed. [5] 10.02 Off-line robust MPC algorithm [10] 10.94
The numerical simulations have been performed in Intel Core 2 Duo (2.53 GHz), 2 GB RAM, using SeDuMi [15] and YALMIP [16] within the Matlab R2008a environment.
V. CONCLUSIONS
In this article, we have presented a synthesis approach of robust MPC using linear matrix inequalities. At each sampling time, a positively invariant set containing the measured state is computed and all future states are restricted to lie within this set without violation of input and output constraints. The proposed algorithm can guarantee both robust stability and constraint satisfaction in the presence of uncertain time-varying parameters and disturbances. In the future work, this idea can be extended to the case where the state cannot be measured. An off-line robust MPC algorithm that solves off-line all of the optimization problems can also be developed. This will reduce on-line computational time while ensuring the same level of control performance. (7) is satisfied if
Consider the term 
From the convexity of the polytopic description, (23) is equivalent to (12) .
Consider the term
Applying the Schur complement leads to
From the convexity of the polytopic description, (25) is equivalent to (13) .
The maximum allowable value of 
By applying the Schur complement, we can see that (29) is equivalent to (14) . 
Substituting (4) 
From the convexity of the polytopic description, we can see that (34) is equivalent to (15) . 
where r C is the rth row of C . From the convexity of the polytopic description, (36) can be written as (17) . Thus, r Φ can be calculated by solving (16) subject to (17) .
From ( 
From (38), we obtain 
