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Abstract: By means of singular value decomposition (SVD) we investigate the systems of linear algebraic equations 
which are derived for numerical solution of first kind Fredholm integral equations arising in two-dimensional potential 
theory. In order to derive a numerical ‘model’ which has the same features and peculiarities as the underlying integral 
equation, we apply the Galerkin method with orthonormal basis functions. The linear equations are studied with 
respect to (1) conditioning, (2) accuracy of the computed solution, (3) effective rank, and (4) comparison of nullspaces. 
As a practical example we then use our numerical method to investigate the equations of a specific geometry for which 
the analytical solution is not known. 
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1. Formulation of the problem 
We consider the two-dimensional Dirichlet boundary value problem 
v2u(p)=0, pED, (l.la) 
4P)=f(PL PEr @lb) 
where D is a region (interior or exterior) and I’ its boundary curve. This problem can be 
converted into a Fredholm integral equation of the first kind, see e.g. Jaswon and Symm 
[11,54.1]: 
/ K(p, 4)0(q) ds, =f(p), P E r (1.2) r 
where the unknown L?(q) is a simple source density on r, sq is the arc length on I’ (measured 
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from an arbitrary, fixed point on I), and the kernel is the two-dimensional Green’s function 
K(p,q)= -$nlp-ql. (1.3) 
The potential u(p) can be computed from 
u(p) =jrK(p. q&‘(q) ds,, P E D. (1.4) 
For any given shape of the curve, t)- .vays exists a certain critical size of the curve for 
which (1.2) has either none or infirutety many solutions, cf. [ll, 54.2). We denote these critical 
curves by r*. Hsiao and MacCamy [lo] suggest that (1.2) and (1.4) be replaced by 
I 
1 K(p,q)52(q)ds,+o=f(p), pEJ-7 (1Sa) 
I- 
J Q(q) ds, = Q, 
(1 Sb) 
I- 
(l-6) 
where (f, Q) are given and (9, w) are the unknowns. Hsiao & MacCamy [lo, Theorem 31 prove 
existence and uniqueness of this solution. w and Q are scalars, of which the latter equals the total 
amount of source on r. For a specific problem, viz. mapping of exterior domains, Symm [14] has 
obtained the system (1.5) with Q = 0 and a certain function as f(p). 
The purpose of this paper is to derive a numerical ‘model’ (i.e. a system of linear algebraic 
equations) of the integral equation (1.2) so that its features and peculiarities can be studied in 
praxis. Therefore, the paper does not cover the aspects of regularization. 
2. Theoretical investigations 
(1.; 
both 
this and the following section we make a theoretical investigation of the integral equations 
and (1.5) based upon the singular value theory, see e.g. [5, Chapter 141. Because p and q 
belong to r we can write 
K(P, 4) = ax, s) (2.1) 
where x and s denote the lengths along r to p and q, respectively. Then the equations can be 
written as 
J K(x, s)W) ds =f b), r (2.2) 
i 
/ 
K(x, +-2(s) ds + w = f (x), 
r 
J 
G(s) ds = Q. 
r 
(2.3a) 
(2.3b) 
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Applying the singular value theory to the kernel (2.1), we obtain 
3c 
(2.4a) 
r=O 
p, 2 0, i=o, 1,2 ,...) (2.4b) 
where (u,}P_,, and (u,}~,, are orthonormal functions. For notational reasons the singular values 
(PL,K=0 are not sorted in decreasing order. Since the kernel is real and symmetric, the singular 
values and singular functions are in fact-up to a sign-equal to the eigensolutions (hi, 4;). 
/ 
K(x, s)&(.s) ds=X,$;(x), i=O, 1, 2 ,.... (2.9 
I- 
Nevertheless, the concept of the singular value decomposition is the correct tool for our 
discussion, and we can set 
i 
(‘i, #iy +i> 
(PLjr Ui’ ui)’ (-A;, -\cli, \cli) 
for Xi > 0, 
for Xi<O. (2.6) 
For the special case of r being a circle the eigensolutions can be found analytically, cf. 
Christiansen [3]. 
Let us now apply the singular value theory. We remind that 
J 
K(x, s)ui(s) ds = piui(x), i = 0, 1, 2,. . . . (2.7) 
r 
Let a(s) and f(x) be expressed as 
‘Cs) = C Si”i(s)9 fCx) = C Pi”ilx)Y (2.8) 
i=O i=o 
where 
ti=J;n(s)ui(s) ds, Pi=Jrf(X)ui(x) dx* (2.8a) 
We thus obtain 
/ K(Xv s>‘(s) ds = igoPitui(X) =f(x) = 2 Piui(X) (2.9) i=O 
and, since the functions { u~}?_~ are linearly independent, 
Pi5i = Pi 7 i=O, 1,2 ,.... (2.10) 
The statement “(1.2) has a unique solution” is equivalent to “all singular values { pi } are 
non-zero”, which is the case for r # r*. Therefore, the above equation has the unique solution 
5,=pi/pi, i=O, 1,2 ,... (2.11) 
so that (2.2) also has a unique solution 
cc 
rc2(s)= C (Pj/Pi)“i(s)* (2.12) 
i = 0 
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For r = r* we make the assumption that exactly one singular value is zero, and for notational 
reasons we let pcLo =0 be the one. If /3,, f 0 (2.2) has no solution. If &, = 0 the general solution to 
(2.2) is 
W) = J-4&) + %(4 (2.13) 
where O,(s) is the minimum norm solution 
szrn(s) = E (Pi/Pt)“i(s)* (2.13a) 
i-l 
G+(s) belongs to the null-space of the integral operator, and 
G,(s) = W,,(S), c arbitrary. (2.13b) 
From the general solution (2.13) one can ‘pick out’ a single solution by specification of a single 
constraint to the solution. 
3. The approach of Hsiao and MacCamy 
As an example of the application of the singular value theory, let us explain the approach of 
Hsiao and MacCamy (2.3) as follows: To ensure the existence of a solution G’(s) for all curves. 
(2.2) is supplemented with a scalar function o, cf. (2.3a). Let the function w be expanded in terms 
of ( ui(x)}F& For any critical curve r*, w has a non-vanishing term corresponding to the 
function u,,(x) outside the range of the integral operator (this follows directly from the existence 
theorem [lo, Theorem 31). Uniqueness of the solution is then ensured by the additional condition 
(2.3b). 
In continuation of the previous section, let the constant 1 be decomposed as 
1 = $J 7jiz$(X) = E y;o,(s) 
i-o i-0 
with 
Vi =ki(*) dx, yi= $s) ds J 
where ]TI~]=]~~], i=O, 1,2 ,..., due to (2.6). Inserting this into (2.3a) we easily obtain 
pi& + 071~ = pi, i = 0, 1, 2,. . . . 
Similarly, (2.3b) becomes 
/k(s) ds =/ E &ui(s)ds = E &yi = Q. 
r ri=O i-0 
Consider now the case r = r* where p. = 0 and v. # 0. Equations (3.2) yield 
w = PO/770 9 
&=(/Ii-wqi)/pi, i=l,2,3 ,..., 
50= [Q-~r6iYi]/rO. 
(3.1) 
(3.la) 
(3.2a) 
(3.2b) 
(3.3a) 
(3.3b) 
(3.3c) 
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Fig. 3.1. 
Table 3.1 
The three special cases of (3.3). 
case 
(1) 
(2) 
(3) 
k 
Po/%l 
0 
0 Q/Y0 
- W?,/Pr (3.3c) 
Pt/Pi (3.3c) 
The solution procedure is illustrated graphically in Fig. 3.1, where the functions are visualized as 
vectors. R and R L denote the range of the integral operator, and its complement, respectively. 
Equation (3.3a) corresponds to choosing w such that its projection onto R i equals the projection 
of f(x) onto RI. Then {&}~_, are chosen so that the unique Q,,,(s) is mapped onto the 
difference f(x) - o (see (3.3b)). Finally, Q,(s) is chosen so that the total amount of source is Q 
((2.3b) and (3.3~)). 
It turns out that there are three special cases of (3.3a-c) as shown in Table 3.1. The 
geometrical interpretations of these are: 
(1) f(x) “parallel to” w, 
(2) f(x)ER? 
(3) f(x) E R. 
Especially, for I’ being a circle, uO( x) is a constant which means that o lies entirely in R ' at 
r*. 
4. Numerical treatment 
When a numerical method is selected for practical investigations, it is by nature important (1) 
to realize the exact nature of the difficulties caused by the equations, and (2) to decide how to 
treat the difficulties numerically. 
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In our situation, we assume that the right hand side is given exactmly. Therefore, the only 
analytical ‘problem’ with (1.2) is the existence/uniqueness problem exactly at r = I’*, which is 
easily treated by the singular value analysis from Section 2. 
We therefore require that the matrix A obtained by the chosen numerical method reflects the 
analytical properties of the integral operator, i.e. the singular values ui of A are approximations 
to the singular values of the integral operator, and the left and right singular vectors of A must 
correspond to the functions { u;, vi). For a brief summary of the singular value decomposition 
(SVD) of matrices, see appendix A. 
Further, it is well known (see e.g. [3]) that the singular value y, can be arbitrary small for 
contours sufficiently close to to r*, which means that the condition number of A, 
‘C(A) = ai/% (4-I) 
increases dramatically, and for a class of contours close to r* we can not rely on the computed 
solution to the system of linear equations. Approximation and rounding errors make it difficult 
to decide exactly when A is singular, i.e. when a small computed singular value is to be 
interpreted as a zero. The correct procedure here is to estimate the ‘error level’ T of the matrix 
due to errors and then accept the singular values below r as zeros. 
The above requirement hat A possesses the properties of the integral operator is satisfied by 
use of the Galerkin method with orthonormal basis functions as described in [l, 53.8 and g5.21. 
Denoting the basis functions { (pi }y_ 1, we write the approximate solution as 
a(s) = i ai& (4.2) 
i-l 
and the problem is then to determine the expansion coefficients { ai}rcl. For the application 
here, which is mainly to exemplify certain concepts, it is sufficient to divide the total arc length 
interval into n subintervals Ii, I,, . . . , I,, and let the orthonormal basis functions be 
+iCf)= 
hf112 for t E I,, 
0 else, 
hi = length of interval Ii. 
This leads to a piecewise constant approximation to O(s). Use of 
functions may give more accurate results. 
more sophisticated basis 
The Gale&in method then leads to a system of linear algebraic equations 
Aa=b 
in which the matrix and right hand side elements are 
(4.3) 
(4.4) 
aii = 
// 
K(x, s)qt+) ds &(x) dx = h;“2hj1’2 
JJ 
K(x, s) ds dx, 
rr r, r, 
bi = j(x)q$(x) dx = h;‘12/rf(x) dx. 
J 
(4.4a) 
(4.4b) 
c and q. denote the parts of r corresponding to the arc length intervals Ii and Ii, respectively. 
In general, integration along r cannot be performed explicitly. Thus, we approxim_ate r by a 
polygon F as described in [3]. The integral along q. is replaced by an integral along 5, 
+) =iK(x, s> ds 
I 
(4.5) 
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which can be evaluated exactly. The integrals along Fj are then approximated as 
(4.6) 
where X, is close to the midpoint in I,. Hence, (4.4) is replaced by the system 
&=h (4.7) 
with 
6.. = h!‘2h-“2 /C(xi, s) ds, 
‘J 1 J / 
(4.7a) 
b; = hy*f( Xi). (4.7b) 
In order to obtain as much information as possible about k and (4.7)-and thereby about the 
underlying integral equation (1.2)-we then apply SVD to the matrix 2: 
k = &$vr. (4.8) 
Then the solution is computed as 
d = 2 (pi/+$, (4.9a) 
i=l 
&=iiT&, i=l,2 ,..., n. (4.9b) 
Further, approximations to the left and right singular functions are 
ii,(x) = i n,,C#$(x), fij(S) = i Cij&(S). (4.10) 
i=l i=l 
5. Discussion of errors and results 
The solution 
O(s) = c +#$(.s) (5.1) 
i-l 
obtained by numerical solution of (4.7) is influenced by four types of errors: 
(1) errors from approximating the solution by a finite expansion (here: a pieceuise constant 
function), 
(2) errors from approximating the contour I’ by the polygon ?;, 
(3) errors from the approximation (4.6), 
(4) rounding errors from the numerical solution of (4.7). 
The error may be measured e.g. by some norm of sZ( s) - fi( s). However, such an error analysis is 
very complicated and we desist from it. 
Instead, we shall concentrate on the matrix and right hand side errors, characterized by E and 
e, respectively. Let E = E, + E3 + E4 and e = e2 + e3 contain the errors of types (2). (3) and (4). 
Unfortunately, we are not able to estimate analytically the contributions E, and e, from error 
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type (2) so here we have to be satisfied with numerical experiments. 
If xi in (4.6) is the midpoint of I,, the error of this midpoint approximation is known to be of 
the order h!, and when x, is close to the midpoint the dominating error is still of order hf. 
Hence, errors of type (3) can be assumed to be of the order hj or nm3. This means that l]E3]]2 and 
]]e3]12 from type (3) errors are of the order .-’ and .-“*, respectively. 
Finally, the backward error analysis of SVD from Nielsen [12] gives a bound of the norm of 
Ed, reflecting the influence of rounding errors: 
II J% 112 G wll-4 II27 (5.2) 
where er,,, is the machine precision. In our experiments, all computations were carried out in 
double precision corresponding to Q, = 2.22 - 10-‘6. Thus, E is dominated by type (2) and (3) 
errors, while the rounding errors E4 are negligible, i.e. we let E = E, + E,. 
Let us consider the errors of the singular values of A. Let 
A=A+E (5.3) 
and let a, and c?; be the singular values of A and A, respectively ( ui is not equal to p, due to the 
presence of type (1) errors). Then 
~cI~-~~IGIIE/~~, i=l,2 ,..., n, (5.4) 
see e.g. [7, $8.31. This means that the order of the error of the singular values is the same as the 
order of the error of I] E IJ2. 
Numerical results are shown in Table 5.1 for the cases 
(a) r = circle, radius i, 
(b) r = ellipse, semiaxes $ and f , 
(c) r = line segment, length 2. Here, r is an open arc [lo, V5]. 
The table clearly shows that c?; converges quadratically to u,. This means that the errors of type 
(2) are at most of the same order as the type (3) errors, i.e. n -*. Table 5.2 shows numerical results 
for the case 
(d) r = r* = circle, radius 1 
where the singular values pi of the integral operator are known, cf. [3]. Again, the error decreases 
Table 5.1 
Numerical results for r + T*. 
n 01 =2 =3 a.4 
la) 8 0.34741 0.24369 0.11892 0.081888 . I 
16 0.34680 0.24820 0.12249 0.080469 
32 0.34663 0.24952 0.12426 0.082347 
64 0.34659 0.24988 0.12480 0.083055 
(b) 8 0.36728 0.19655 0.1163 0.069923 
16 0.36755 0.19975 0.11648 0.080658 
32 0.36768 0.20086 0.11819 0.082415 
64 0.36772 0.20117 0.11877 0.083185 
Cc) 8 1.7600 0.44217 0.22741 0.10182 
16 1.7631 0.45099 0.23377 0.15757 
32 1.7640 0.45461 0.23809 0.15957 
64 1.7642 0.45570 0.23989 0.16172 
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Table 5.2 
Numerical results for r= r* =circle; p, =!, pJ =f. p's = !. p7 = i. 
n Ol PI - (Jl Q3 P3 - f-73 
(4 8 0.48737 0.01263 0.23785 0.01215 
16 0.49640 0.00360 0.24497 0.00503 
32 0.49905 0.00095 0.24851 0.00149 
64 0.49976 0.00024 0.24960 0.00040 
n 05 P5 - 05 07 Pl- 01 
8 0.16378 0.00289 0.14459 -0.01959 
16 0.16094 0.00573 0.11960 0.00540 
32 0.16469 0.00198 0.12265 0.00235 
64 0.16611 0.00056 0.12430 0.00070 
as n-’ and hence the errors of type (1) are at largest of order nm2. 
Figs. 5.1 and 5.2 give results for the case n = 64. Figs. 5.la-c show the variation of I$,, en_,, 
and 4 with the size of the curve for I’= circle, ellipse, and line segment. The figures verify that 
there is a small interval around the critical size for which the condition number K( 2) = 6,/S” 
increases dramatically, and (4.7) is extremely ill-conditioned. 
Next, let us consider the errors of the computed solution. Let 
&=b+e. (5.5) 
The following error bound is well known, see e.g. [7, 52.51: 
II a - 42 
IIal,2 dd[fi+k]. (5.6) 
For situations where r is close to r*, i.e. where K(A) is large, the above equation clearly shows 
that we cannot rely on the computed solution d. This is verified in Fig. 5.2 for the case r = circle, 
where the relative error of the constant solution Q(S) = s2,, 
is shown together with the condition number K( 2) (a similar investigation for r = line segment 
can be found in [8]). 
6. Effective rank 
The only remaining problem is to decide when a small computed singular value is to be 
interpreted as a zero. From (5.4) we see that we cannot distinguish a singular value dj < ]]E]]2 
from a true zero, and thus we must let the error level r equal an upper bound for ]IE]lz. The 
effective rank of A with respect to r is then defined as the number of singular values greater than 
7 (see [6,9]). In our case, when c?~ < 7, the effective rank is j = n - 1, and the general solution is 
ti=&+&, (6.1) 
where d, is the effective minimum norm solution, 
n-l 
ii, = c (p;/a;)q, (6.la) 
i-l 
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13 02 - / 
I -- 
, :, 
I 
/ 
1.E at - / - / 5. 
I 
1.L 00 - 
- l.E-01 - ‘- .’ 
1.2-02 - 
1.2-03 - 
1 x-04 
I I 1 
0.01 0.10 1.00 10.00 100.00 
1.E 02 
1 -_ 
l.E-01 
l.E-04 
0.85 1.00 1.05 
C C 
Fig. 5.la. r:circle of radius c. Singular values. 
and 1, is an arbitrary null-space solution, 
tio=cCn, c arbitrary. (6.lb) 
The only problem is that we do not know an explicit upper bound for (lE112. However, our 
numerical experiments have shown that the error of the computed singular values is never larger 
than 5n- *. Therefore, we entirely empirically choose 
7 = 5n-2. (6.2) 
This choice of r restricts the ‘critical interval’ around r* to be quite small. cf. Figs. S.la-c. 
The introduction of the concept of effective rank corresponds to replacing the ill-conditioned 
matrix 2 in (4.7) by the matrix 
1.E 02 
1.2 01 
1.t 00 
1.2-01 
l.Jl-02 
1.2-03 
1.2-04 
1.2-05 
A, = mj-T (6.3) 
/- , / 
-1 
/ / -_ , 
c 
/ 
/ 
I - 
I 
I 
I 
*__--- 
#C 
- .- . 
I I I 
0.01 0.10 1.00 10.00 100.00 
b+b)/2 
5, 
1.2 02 
5:. 1.2 Ol 
I I 
I * ” ’ , ” I'1 
0.95 1 .oo 1.05 
(a+bW 
Fig. S.lb. r:ellipse with semiaxes u and 6, a/b = 2. Singular values. 
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1.s 01 
1.z 00 
l.E-01 
1x-02 
l.E-03 
l.E-05 
l.E-06 
l.Z-07 
, 
/’ 
/’ 
I 
1 
/’ l.z 02 , __ -_ , 5, 
I 
I 1.z 01 
/ 
I _* '... zi,_, 1 -------------------_---- 
-l 
__-- . . . 
_#e- l.z 00 4 
t 
H’ 
/c _: - - 
l.Z-01 
_.: 
_..y L 1 
l.Z-02 - 
. . . . .._.__....__......._ . . . . . .._.._........___. 
l.Z-03 ..' \{ 
l.Z-04 - 
l.Z-05 - 
l.E-06 - 
I I 1 I 1 LE-07 1 , , , , 1 , , , , I 
0.01 0.10 1.00 10.00 100.00 0.85 1.00 1.05 
L/4 
Fig. 5.1~. r: line segment of length L. Singular values. 
where $ is obtained from 3 by replacing singular values below T with zeros. A, never has a 
larger condition number than k, and from Figs. 5.la-c we see that ~(2,) is small around the 
critical size of r*. This ensures that the coefficients { &/6, }:I,’ in the minimum norm solution 
are bounded. 
It is now of interest to compare the null-space of the integral operator with the null-space of A 
for r = r*. Since the null-space is one-dimensional, we shall compare q,(s) in (2.13b) with Q,(s) 
determined by the elements of the last column C,, of V: 
i&(s) = i 6,,@;(s). 64) 
i=l 
However, we are only able to treat the errors in the matrix. so that we can only compare 4 with 
the corresponding u, of A. Let 8 denote the angle between C,, and u,,. Then, according to Wedin 
1.G 04 
l.z 03 1 ; -- K(K) n II - rel. I \ 
I \ 
l.E 02 I \ error X \ 
//I 
---- 
_-* ..__ --__ 
l.z 01 
-- 
Fig. 5.2. r:circle of radius c. 
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100.0 
1 ii(s) at ‘ooJJ _ -_ c=o.9 
1.0 
s/Cds 
Fig. 6.la. r:circle of radius c. Solutions. 
1.2 02 
7 
I 
I 
! 
1.L 01 
,- - L/4=0.9 
\ 
:\ : ._ I ,I’; . . . . 
ii(s) at 
=_ ----_-_____--- _-- 
L/4=0.5 
1.t 00 ‘Y.. :’ 
‘......... . . . . . . . . . . . . . .._......... . ..* 
TO(s) at 
-L/4=1.0 
IX-01 
i(s) at 
- - (a+b)/2 
. c=o.5 I IO.9 
Go(s) at 10.0 
- c=l.O 
,-\ 
.’ \ . . . /I..., (a+b)/2 _____- a___-- =0.5 
..‘. 
,: ‘.. : .’ GO(s) at 
.’ .’ . .._._.... ‘.. . . .._..._.. .. 
- (a+b)/2 
1.0 
-1.0 
0.11 I., 1,. , , , , 
0.0 0.5 1.0 
s/Cds 
Fig. 6.lb. r:ellipse with semiaxes a and b, a/b = 2. 
Solutions. 
1x-04 5 
0.0 0.5 1.0 
s/Cds 
Fig. 6.1~. r: line segment of length L. Solutions. 
[15], we have 
sin B,<IIEJJt/(&_, -0,). 65) 
This bound is small since there is a large gap between Cn,-t and a, at r*. 
For the specific case of (2.2) with f(s) = 1, the shape of the solution (i.e. D,(S) at r* and In(s) 
away from r*) is independent of the size of r, cf. appendix B. For n = 64, the Figs. 6.la-c 
compare i?,,(s) at r* with the solution b(s) away from r*. C,(s) is normalized so that 11Q,112 = 1. 
Evidently, &o(s) in all three cases has the correct shape. 
7. A practical example 
As a practical example of our numerical approach we shall here investigate the situation where 
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r* is a ‘triangular’ hypotrochoid of critical size, see Fig. 7.1, given by: 
x = cos 9 + 0.3 cos 28, (7.la) 
y = sin 0 - 0.3 sin 29. (7.lb) 
This is an example of a curve for which the eigensolutions do not seem to be known explic_itly. 
The results shown in this section were all obtained using n = 64. The singular values of A are 
shown in Fig. 7.2, while the first few singular functions fii(s) are shown in Figs. 7.3a-c (we 
remind that &,0(s) corresponds to e,,). 
In our example, we consider two different right hand sides, namely 
j-t(x) = cos(2@ilx/X), (7.2a) 
f*(x) = cos(3 - 2qx/x), (7.2b) 
where X is the circumference of r. The corresponding values of { ]&]}~~r in (2.8) are shown in 
Fig. 7.4. Figures 7.2 and 7.4 indicate that the coefficients ]/I,] decay faster that the singular values 
6; with increasing i such that a square integrable solution exists, cf. [13, Theorem 8.7.1.1. We see 
that f2(x) has a non-zero component in R * , while fr(x) has no component in R L (i.e. (4.7) is 
consistent). Hence, a solution to (2.2) exists and can be computed as described in Section 2. The 
minimum norm solution A?,,, t(s) is shown in Fig. 7.5. The two notches on the curve are 
presumably caused by our use of too primitive basis functions { Gi}. 
To handle the latter right hand side we can apply (2.3) which is easily done by appending A 
with an extra row and column as outlined in [4] and modified to our Gale&in method: 
l!i n+l,i= ‘i,n+l I 7 = h!/2 i=O,l,..., n, (7.3a) 
fi n+l,n+l = 0. (7.3b) 
For Q = 0, we then obtain w2 = 0 and ai, as shown in Fig. 7.5. 
This solution can also be found by direct application of (3.3). We tried ‘this and, with the 
present accuracy, the two solutions were found to be identical. 
8, 
l.E+OO 
x x 
Y I x I 
T 
l.E-01 
x x x 
l.E-02 
l.E-04 
Fig. 7.1. Hypotrochoid of critical size. 
13 5 7 . . . 58 60 62 64 
i 
Fig. 7.2. r+ : hypotrochoid. Singular values. 
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::IAA/- 
0.0 1 
-0.5 
i 
-1.0 1 
s/Cds 
0.0 0.2 0.4 0.6 0.2 1.0 
Fig. 7.3a. r’ : hypotrochoid. Singular functions. 
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- w4 
-- C,(s) 
/\ 
-.-. C@(S) 
-1.0 I 8 I ’ I 8 I 8 1 
0.0 0.2 0.4 0.6 0.2 1.0 
s/Cds 
Fig. 7.3~. r’ : hypotrochoid. Singular functions. 
8. Conclusion 
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\ 
\ 
\ 
\ 
\ 
\ 
-1.0 1 ’ I - I ’ I ’ 1 
0.0 0.2 0.4 0.6 0.8 1.0 
Fig. 7.3b. r+ : hypotrochoid. Singular functions. 
We have shown that it is possible to derive a system of linear algebraic equations which has the 
same features and peculiarities as the underlying integral equation. Further, when SVD is applied 
to the matrix, approximations to the singular values and singular functions of the integral 
operator are obtained. The outlined method also applies to non-Hermitian kernels. Hence, SVD 
turns out to be a valuable tool in practical examinations of first kind integral equations. 
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Fig. 7.4. r+ : hypotrochoid. Right hand side components. 
-61 I , I ( I , I , I , 
0.0 0.2 0.4 0.6 0.8 1.0 
s/Cds 
Fig. 7.5. r+ : hypotrochoid. Solutions. 
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Appendix A 
In this appendix we give a brief summary of the singular value decomposition (SVD) of 
matrices. For a thorough description see [7]. 
By use of SVD, any rectangular matrix A E R”‘” can be decomposed into three matrices, 
A = USVT, (A-I) 
in which S has ‘diagonal’ form (here shown for m > n) 
01 0 
=2 
s= 
=” 
-0 
and where U and V are orthogonal matrices 
UTU= UUT= I,, 
VTV= Jv=I,. 
(A4 
(A.3a) 
(A.3b) 
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The diagonal elements of S are termed the singular values of A, and they satisfy 
ur > u* > * * * 2 up > 0, (A.4a) 
(A.4b) 
where p is the rank of A. 
The linear mapping associated with A is characterized by the four fundamental subspace, viz. 
the range R(A), the nullspace N(A), plus their orthogonal complements R ‘(A) and N I(A). An 
advantageous feature of SVD is that the columns of U and V are orthonormal bases for these 
subspaces (see Table A.l) in such a way that 
Aui=uiui, i=l,2 ,..., n. 64.5) 
This means that each basis vector ui in N ‘(A) is mapped onto the corresponding basis vector Iii 
in R(A), and the singular value ui is the ‘magnification’ of this particular mapping. The basis 
vectors of N(A) are mapped onto 0. 
To solve a system of linear equations 
Ax=b 64.6) 
we first express b in terms of the columns of U, 
b=Z_@ =$ /3=U=b. (A-7) 
Only if (A.6) is consistent, i.e. the components /3,,+r,. . . , /3,,, corresponding to R ‘(A) are zero, 
does there exist a solution x in the usual sense. Expressing x in terms of the columns of V, 
x= v< =$ I= VT& (A-8) 
and inserting (A.l) and (A.7-8) into (A.6) we obtain 
Pi=uiti, i=l,2 ,..., n (A.9) 
which has the solution 
i= I,2 ,..., p, 
i=p+ l,...,n. 
(A.lO) 
Hence, we can write the general solution to (A.6) as 
x=x,+x0 
where x, E N ‘(A) is the minimum norm solution, 
(A.ll) 
X, = i Pi/“iui9 
i-l 
(A.lla) 
Table A.1 
The four fundamental subspaces 
space 
R(A) 
RI(A) 
NL(A) 
N(A) 
orthonormal basis 
qr U2,...,Up 
Up+l,...rU, 
q. v,,...,o, 
up+l,...l% 
dimension 
P 
m-P 
P 
n-p 
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while x,, E N(A) is arbitrary, viz. 
x0 = i Cl”,. c, arbitrary. (A.llb) 
c=p+l 
is termed the minimum norm solution since it is the unique element in the general solution 
;T.ll) which minimizes ]Ix/]~ (this is because x, and x,, are orthogonal). 
Appendix B 
If in (l.l)we put f(p) = c, p E r, where c is a constant, then u(p) = c, p E D, giving the 
internal normal derivative of u to be zero, leading to a homogenous Fredholm integral equation 
of the second kind, having a nontrivial solution fin,,,, which is a single layer source density. 
In the present case a,,, is uniquely determined (apart from a factor) by the shape of r, and 
the size of r determines this factor uniquely via the concept of ‘exterior mapping radius’. 
The single layer potential with density sZ(,.) g enerates on I’ a constant potential (according to 
its construction). This constant is different from zero in case the exterior mapping radius of r is 
different from 1, and it is zero only if the exterior mapping radius of r is equal to 1 (i.e. when 
r = 2-J. 
For an extensive discussion of the above, cf. e.g. [2, 541. 
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