We define a new seasonal forecasting method based on fuzzy transforms. We use the best 9 interpolating polynomial for extracting the trend of the time series and generate the inverse fuzzy 10 transform on each seasonal subset of the universe of discourse for predicting the value of a an 11 assigned output. Like first example, we use the daily weather dataset of the municipality of Naples 
Introduction

22
Time series forecasting methods are quantitative techniques that analyse historical data of a 
27
Different approaches have been developed to deal with trend and seasonal time series.
28
Traditional approaches, such the moving average method, additive and multiplicative models, where the input nodes are given by the successive observations of the time series, that is the target yt 48 is a function of the values yt-1, yt-2,…, yt-p , where p is the number of input nodes.
49
A variation of FNN is the Time Lagged Neural Network (TLNN) architecture [9, 16] , where the 50 input nodes are the time series values at some particular lags. For example, in a time series having 51 the month as seasonal period, the neural network used for forecasting the parameter value at the 52 time t can contain input nodes corresponding to the lagged values at the time t-1, t-2,..,t-12. The key 53 point is that an ANN can be considered a nonlinear auto-regression model. ANN's are inherently 54 nonlinear and can model accurately complex characteristics in data patterns with respect to linear 55 approaches such as ARIMA models. One of the main problems in the ANN forecasting models is the 56 selection of appropriate network parameters. This operation is crucial since it affects strongly the 57 final results. Furthermore, the presence of a high number of network parameters in the model can 58 produce overtraining of data, giving rise to incorrect forecasting solutions.
59
In order to reduce the problems present in the SVM and ANN approaches, some authors have 60 recently developed some hybrid models like, e.g., genetic algorithms and tabu search (GA/TS) [24] 61 and the Modified Firefly Algorithm (MFA).
62
In [15] a Discrete Wavelet Transform (DWT) algorithm is used to decompose the time series into 63 linear and nonlinear components, afterward the ARIMA and the ANN models are used to 64 forecasting separately the two components.
process stops and the given fuzzy partition is considered optimal.
100
In the TSSF method we essentially adopt the same procedure but we prefer to use the 101 MADMEAN index because that this index is more robust than other forecasting indexes, as proved 102 in [17] . We emphasize that the dimension of the optimal fuzzy partition can vary with the seasonal subset. In Fig. 1 the TSSF method is synthetized in detail.
104
In the assessment phase the best polynomial fit is applied for determining the trend in the 105 training data. After de-trending the dataset, the time series is decomposed into S seasonal subsets to 106 which the F-transform forecasting iterative method is applied. Initially, a coarse grained uniform 107 fuzzy partition is fixed. If the subset is not sufficiently dense with respect to the fuzzy partition, the calculated and if it is greater than an assigned threshold, the F-transform sub-process is iterated 
115
To forecast a value of a parameter y0 at the time t we calculate the sth seasonal subset of 116 cardinality n(s) in which the time t is inserted. Then we consider the sth inverse F-transform climate dataset of the municipality of Naples (www.ilmeteo.it/portale/archivio-meteo/Napoli)
129
whose results are given in Section 5 that containin also comparisons with average seasonal variation,
130
ARIMA and traditional prediction F-transform methods. Section 6 reports the final conclusions. 
144
The fuzzy sets {A1(x),…,An(x)} form an uniform fuzzy partition if for every j∈ {1,…,m}. We can extend the above concepts to functions in k (≥2) variables. In the 158 discrete case, we assume that the function f(x1,x2,…, xk) is defined on m points pj = (pj1, pj2,…,pjk) ∈ 
Now we define the discrete inverse F-transform of f with respect to the above basic functions 
169
Theorem. Let f(x1,x2,…,xk) be given on the set of points P = {(p11,p12, …,p1k) ,(p21, p22, …, p2k), 
F-transform forecasting method
input-output pairs data (x (j) , y (j) ) in the following form:
for j = 1,2, …,M. The task is to generate a fuzzy rule-set from the M pairs (x (j) , y (j) ) in order to 178 determine a mapping f from the input-space R n into the output-space R. We assume that the 
if the dataset is not sufficiently dense with respect to the fuzzy partition, that is if 
, obtaining the following:
calculate the discrete inverse F-transform as
to approximate the function f;
4)
calculate the forecasting index as
If it is less or equal to an assigned threshold, then the process stops otherwise a finer fuzzy 198 partition is taken and the process restarts from the step 2. 
204
Our aim is to evaluate seasonal fluctuations of a time series by using the F-transform method.
205
First of all, we use a polynomial fitting for calculating the trend of the phenomenon with respect to 
If the MADMEAN index (14) is greater than an assigned threshold, than the process is iterated 
227
For the sth fluctuation subset, we obtain the inverse F-transform by using the following n(s)
228
basic functions:
For evaluating the value of the parameter y0 at the time t in the sth seasonal period, we add to To evaluate the MADMEAN threshold we apply the k-cross-validation technique in order to 237 control the presence of overfitting in the learning data. We set a seasonal subset and partition it 238 randomly in k folds. The union of k-1 folds is used as a training set and the other fold is used as a 239 validation set. Then we consider a fuzzy partition size n = 3 and apply the TSSF algorithm to the 240 training set calculating the MADMEAN index; then we use the validation test to calculate the RMSE 241 index. We repeat this process for the k combination of k-1 folds used as a training test and a fold 242 used as validation set. Then, we obtain the mean MADMEAN and RMSE indexes as:
where MADMEAN(n) and RMSE(n) are the mean MADMEAN and RMSE by using the fuzzy 244 partition size n.
245
We repeat this process by using many values of n; then we plot in a graph the RMSE(n) by 
Experiments on time series data
250
We compare the results obtained by using the TSSF method with the one obtained by using 
259
For sake of brevity, we limit the results for the parameters mean, max and min temperature. As 
269
We consider the week as seasonal period, partitioning the data set into 9 seasonal subsets: week 
290
In Table 1 we show the four indices obtained by using the four methods. The best results for the 291 mean temperature are obtained using the TSSF method whose MADMEAN is 4.22%. 
292
328
As we can observe in Fig.8 , the seasonality of the data seems more evident than in the two 329 previous examples. In Fig. 9a÷9d we have plotted the final results by using the four forecasting 330 methods.
331
In Table 3 we show the indices obtained by using the four methods, the MAPE index is not 332 measurable because there are measures of min temperature equal to 0. As for the results obtained 333 previously, the best results for the min temperature are obtained by using the TSSF, whose 
337
The results in Table 3 show that the TSSF is more efficient when the seasonality of the data is 338 more pronounced as for the mean temperature time series. In order to test the reliability of the 
356
The analyzed data concern the measures in °C of the daily mean temperature in the period 
359
In Fig. 10 we show the data and the trend obtained by using a best fit polynomial of nine degree
360
(see Appendix). 
373
In Table 5 we show the four indexes obtained by using the four methods. The best results for the 374 mean temperature are obtained by using TSSF whose MADMEAN index is 3.83%. 
378
The results in Table 5 confirm the ones obtained for the min temperature parameters in the 379 weather dataset of the Municipality of Naples in Table 3 : the TSSF gives better results than the
380
ARIMA and F-transform algorithms and is more efficient when the seasonality of the data is more 381 pronounced. In order to test the reliability of the results obtained in Table 5 , we have considered a 382 test dataset containing the measure of the daily mean temperature in the period Table 6 we show the RMSE measured in the four methods for each of the three parameters.
385 386 
393
In 
401
The results in Table 7 confirm that the better performances are obtained by using the TSSF
402
algorithm with respect to the other three algorithms. 
