Abstract-We apply XCS with computed prediction (XCSF) to tackle multistep reinforcement learning problems involving continuous inputs. In essence we use XCSF as a method of generalized reinforcement learning. We show that in domains involving continuous inputs and delayed rewards XCSF can evolve compact populations of accurate maximally general classifiers which represent the optimal solution to the target problem. We compare the performance of XCSF with that of tabular Q-learning adapted to the continuous domains considered here. The results we present show that XCSF can converge much faster than tabular techniques while producing more compact solutions. Our results also suggest that when exploration is less effective in some areas of the problem space, XCSF can exploit effective generalizations to extend the evolved knowledge beyond the frequently explored areas. In contrast, in the same situations, the convergence speed of tabular Q-learning worsens.
Introduction
Computed prediction represents a major advance in learning classifier system research. XCS with computed prediction [16, 18, 19] , or XCSF', has been recently applied (i) to evolve piecewise linear [18] and polynomial approximations of functions [4, 5] ; (ii) to the learning of Boolean functions using piecewise linear approximation, as well as perceptron based and sigmoid based approximations [6] ; (iii) to solve multistep reinforcement learning problems involving integer inputs and delayed rewards [7] ; and also (iv) to solve single-step problems involving continuous inputs [19] . We now take XCS with computed prediction even further and apply it to multistep reinforcement learning problems involving continuous inputs. These types of problems represent an important testbed for XCSF and for learning classifier systems in general. Tabular reinforcement learning techniques such as Q-learning [13] can be applied to the simple multistep problems involving integer inputs, like those considered in [7] . However, they cannot be applied to problems involving continuous inputs, unless fine grained discretization is applied to preprocess the input 1XCS with computed prediction was first introduced as XCSF in [16] to approximate functions defined over integer domains and later extended to XCS-LP in [19] for single step problems defined over continuous domains involving discrete actions. In this paper we generally use the name XCSF to abstract the general concept of computed prediction from the specific implementation.
space [10] . Unfortunately, such discretization process requires large tabular representations and most important, in large multistep problems, it is source of slow convergence. In contrast, XCSF can be directly applied to continuous domains [19] . Furthermore, the first results on a simple single-step problem involving continuous inputs (the frog problem [19] ) demonstrate that XCS with computed prediction can (i) evolve populations which represent accurate approximations of the problem solutions, (ii) providing effective generalizations by evolving classifiers which cover large sections of the problem. In this paper, we apply XCSF to a set of multistep problems, taken from the reinforcement learning literature [2] , involving continuous inputs. The results we present show that XCSF can rapidly evolve populations of accurate maximally general classifiers which represent optimal solutions of the considered problems. We compare XCSF with a version of tabular Q-learning adapted to the continuous domains considered here. For this purpose, we follow the typical approach suggested in the reinforcement learning literaure [10] . First, we empirically determine an adequate discretization of the problem space (in this case a 100 x 100 grid). Then we apply tabular Q-learning on the discretized version of the problems considered and compare the results with those obtained with XCSF on the original problem. Our results show that, tabular Q-learning applied to the discretized problem domain tends to reach near optimal solutions very slowly while also requiring large Q-tables. In contrast, XCSF rapidly converges to optimal solutions that require much less space than the corresponding Q-tables.
Reinforcement Learning
Reinforcement learning is defined as the problem of an agent that learns to perform a task through trial and error interactions with an unknown environment which provides feedback in terms of numerical reward [10] . The agent and the environment interact continually. At time t the agent senses the environment to be in state st; based on its current sensory input st the agent selects an action at in the set A of the possible actions; then action at is performed in the environment. Depending on the state st, on the action at performed, and on the effect of at in the environment, the agent receives a scalar reward rt+l and a new state st+,. The agent's goal is to maximize the amount of reward it receives from the environment in the long run, or expected payoff [10] .
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Generalized Reinforcement Learning
In reinforcement learning the agent learns how to maximize the incoming reward by developing an action-value function Q(., ) ( 
Convergence
The convergence of generalized reinforcement learning is a complex issue, still poorly understood (see [8] for a recent discussion). Most of the approximated reinforcement learning algorithms are not known to converge and there is no known way to extend the convergence proofs for tabular reinforcement learning to the case of function approximators. Even if function approximators proved successful in solving challenging reinforcement learning tasks [11] , yet they have been shown to be generally unstable, even in simple problems [1] . In addition there are a large number of factors that influence the performance of function approximation approaches, such as: the algorithm (e.g., Q-learning or SARSA [10] ), the approximation used (e.g., linear, or tile coding), or the window used for the update (e.g., eligibility traces). For instance, [12] suggests (in the case of Q-learning [10] ), that the approximators induce noise on the action-value function so that the system can overestimate the expected payoff even when noise has zero mean. 3 The XCSF Classifier System XCSF extends XCS in three respects [18] : (i) classifiers conditions are extended for numerical inputs, as done for XCSI [17] ; (ii) classifiers are extended with a vector of weights w, that are used to compute classifier's prediction; finally, (iii) the weights w are updated instead of the classifier prediction. Classifiers. In XCSF, classifiers consist of a condition, an action, and four main parameters. The condition specifies which input states the classifier matches; it is represented by a concatenation of interval predicates, inti = (1i ui), where 1i ("lower") and ui ("upper") are reals (whereas in the original XCSF they were integers [18] ). The action specifies the action for which the payoff is predicted. The four parameters are: the weight vector w', used to compute the classifier prediction as a function of the current input; the prediction error E, that estimates the error affecting classifier prediction; the fitness F that estimates the accuracy of the classifier prediction; the numerosity num, a counter used to represent different copies of the same classifier. The weight vector w has one weight wi for each possible input, and an additional weight wo corresponding to a constant input xO, that is set as a parameter of XCSF.
Performance Component. XCSF works as XCS. At each time step t, XCSF builds a match set [M] containing the classifiers in the population [P] [3] , the system prediction for action a in state st, P(st, a), is defined as: (4) where iq is the correction rate and It_ I 12 is the norm the input vector st -, (see [18] for details). The values Awi are used to update the weights of classifier cl as:
cl.wi +-cl.wi + Awi (5) Then the prediction error E is updated as:
cL.e ÷-cl.± + 3(P -ci.p(st 1)I -dcl.) (6) Finally, classifier fitness is updated as in XCS. Discovery Component. In XCSF, the genetic algorithm works as in XCSI [ 17] ; in the version used here the mutation of classifier conditions, controlled by parameter ro, is based on real values as in [19] instead of integers as in [17] . 4 
Desilgn of Experiments
To apply XCSF to continuous multistep problems, we follow the standard experimental design used in the literature [15] . Each 
The Continuous Linear Corridor
We start from a very simple environment, a one dimensional linear corridor Corr (s) , in which the system inputs are defined over the interval [0, 1], the goal is in position 1, and there are two possible actions: left, coded with 0, which corresponds to a change of "-s" in the system position (when the system tries to move below position 0, the system reaches position 0); right, coded with 1, which corresponds to a change of "+s" in the system position. The step-size parameter s determines the size of the environment with respect to the system movement capabilities, the smaller the s, the larger the environment, the larger the s, the smaller the environment. The system can start anywhere but in the goal position (i.e., in the real interal [0, 1)) and it reaches the goal when moving in 1 or beyond 1 (i.e., the goal is reached if the system position is greater or equal than 1). When the system reaches the goal it receives zero reward, in all the other cases it receives -0.5. Given the step-size s the average number of steps to reach the goal position is computed as (s + 1)/2s (see Appendix A). In the first experiment we apply XCSF to the continuous corridor with a step size of 0.05, Corr the parameter xo for XCSF is 1 [18] . Figure 1 when -y = 0.99. As the ay approaches to one, the optimal value function for the continuous corridor approaches a line (see [7] ) and thus is better approximated by XCSF. Accordingly, on the average the evolved solutions are smaller when / = 0.99.
The 2D Continuous Gridworlds
This class of environments has been introduced in [2] when studying reinforcement learning with function approximators. They are two dimensional environments in which the current state is defined by a pair of real valued coordinates 
Empty Continuous Gridworlds
We begin from the simplest environment an empty gridworld, Grid (s), that XCSF has to solve with a step size s. Given the step-size s the average number of steps to reach the goal in Grid [17] ; the parameter xo for XCSF is 1 [18] . Figure 3 compares the performance of XCSF when N = 5000, N = 7500, and N = 10000. As can be noted, with all the three values of N, XCSF converges to the optimum; more precisely, with N = 10000 the performance is perfectly optimal, while with N = 5000 and N = 7500, the performance is slightly above the optimum. Noticeably, the results also show that the decrease of population size has almost no influence in XCSF performance, with all the three population sizes XCSF rapidly converges near the optimum. The populations evolved are in all the three cases rather compact and always below the 10% of N; more precisely, final populations contain on the average, 991.8 classifiers (the 9.9 1% of N) when N = 10000, 791.3 classifiers (the 10.55% of N) when N = 7500, and 606.5 classifiers (the 12.13% of N) when N = 5000. It is interesting to compare XCSF to tabular Q-learning. For this purpose, before applying Q-learning, we need to select an adequate discretization of the state space; we tried different discretizations (e.g., 50 x 50, 75 x 75, and 100 x 100) and found that Q-learning would perform best when the state space [0, 1]2 is discretized according to a 100 x 100 grid; in coarser grids Q-learning would perform much worse; note that in this case, the step size s = 0.05 corresponds to a move of 5 positions on the discretized grid.
For this comparison, both XCSF and Q-learning use the same explore-exploit strategy. Figure 4 compares the performance of XCSF with N = 10000 to tabular Q-learning applied with the 100 x 100 discretization. The Curves are averages over 10 runs.
Continuous Gridworld wilth Puddles
We now add obstacles to the empty continuous gridworld discussed in the previous section. We follow the approach in [2] and represent obstacles as areas in which there is an additional cost for moving. These areas are called "puddles" [21, since they actually create a sort of puddle in the optimal value function. Figure 5 depicts the Puddles (s) environment that is derived from Grid (s) by adding two puddles (the gray areas). When the system is in a puddle, it receives an additional negative reward of -2, i.e., the action has an additional cost of -2; in the area where the two puddles overlap, the darker gray region, the two negative rewards add up, i.e., the action has a total additional cost of -4. Note that for this environment there is not a simple expression of the average number of steps required to reach the goal. _ Figure 5 : The Puddles (s) environment: the light gray regions represent the two puddles; the dark gray region is where the two puddles overlap; the goal is in position (1, 1).
In the first experiment, we apply XCSF to Puddles (0.1) and compare its performance with tabular Q-learning by discretizing the state space according to the same 100 x 100 grid used in the previous section. We set XCSF parameters as follows: E0=0. [17] ; the parameter xo for XCSF is 1 [18] . Figure 6 compares the performance of XCSF in Puddles (0.1) when N = 5000, N = 7500, and N = 10000 with the performance of tabular Q-learning obtained after 250000 learning problems, using the 100 x 100 discretization. As can be noted, all the three versions of XCSF converge rapidly to a performance that is slightly better than tabular Q-learning. After 4000 learning problems the performance of all the three versions of XCSF is below Q-learning; note however that when N = 5000 spikes in the performance of XCSF appear. Figure 7 compares the performance of XCSF when N = 10000 with Q-learning performed on the 100 x 100 discretization. As in the case of the empty grid, XCSF converges much faster than tabular Q-learning applied to the discretized version of the same environment. The solutions evolved by XCSF are also rather compact, containing an average of 1270 classifiers (the 12.7% of N) when N = 10000, 1027.5 classifiers (the 13.7% of N) when N = 7500, and 420 classifiers (the 8.4% of N) when N = 5000. In the second experiment, we extend previous results and we apply XCSF to Puddles (0.05) with the same settings used in the previous experiment. Figure 8 the 100 x 100 discretization. Figure 9 compares the performance of XCSF when N = 10000 with Q-learning performed on the 100 x 100 discretization. Figure 11 reports an example of optimal value function evolved by XCSF for Puddles (0.05); to report the value function we sample the state space with a resolution of 0.05. Figure 10 reports an example of value function developed by Q-learning on the 100 x 100 discretization.
The results for Puddles (0.05) confirm the ones obtained for Puddles (0.1). XCSF can rapidly converge to a solution that appears to be fully optimal when a sufficient number of classifiers is provided (N = 10000); while with fewer classifiers XCSF performance appears slightly worse and sometimes more noisy evidencing some spikes. On the other hand, on the 100 x 100 discretization of the state space, the convergence of tabular Q-learning is much slower than that of XCSF. Note that the convergence of Q-learning mainly depends on the complexity of the state space and not on the problem itself. In fact, the convergence speed of Q-leaming in Puddles (0.1) is almost slower than in Puddles (0.05), although the latter environment, with respect to the system actions, is larger than the former one. Also in Puddles (0.05) the solutions evolved by XCSF are rather compact in that they contain an average of 1720 classifiers (the 17.2% of N) when N = 10000, 892.5 classifiers (the 11.9% of N) when N = 7500, and 410 classifiers (the 8.2% of N) when N = 5000.
Noticeably, even if for XCSF Puddles (0.05) is virtually four times larger than Puddles (0.1) (with a smaller step size more actions are required to reach the goal position), the populations evolved by XCSF in the two cases contain on the average the same number of classifiers. For instance, when N =10000 in Puddles (0.1 ) the evolved solutions contain an average of 1270 classifiers, in Puddles (0.05) the evolved solutions contain an average of 1700 classifiers. I.e., XCSF has been able to partition the state space so as to produce effective generalizations, more or less independently from the action effect. In contrast, if we compare the performance of Q-learning in Puddles (0.1) and Puddles (0.05) (Figure 7 and Figure 9 , respectively) we note that the convergence of Q-learning is slightly slower. This because with a large step size the exploration of the state space is less effective (the systems jumps around too much). Since tabular Q-learning has no generalization capabilities, the reduction of exploration in Puddles (0.1) corresponds to a decrease in the convergence speed. In contrast, XCSF can exploit effective generalizations to extend the evolved knowledge beyond the highly explored areas. 7 
Conclusions
We have applied XCSF to multistep problems involving continuous inputs. We have presented results showing that XCSF can easily converge toward optimal performance while also producing compact representation of the solutions. The comparison with tabular Q-learning adapted to continuous domains shows that XCSF can converge faster than such tabular methods and requires less memory to store the final solutions. Noticeably, XCSF appears to be rather robust: even if the number of available classifiers is drastically reduced (e.g., it is halved), XCSF can still converge near to optimal performance. Future research directions include the extension to domains involving noise and to more difficult multistep problems. 
