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Abstract. Larger than Life cellular automaton (LtL) is a class of cellu-
lar automata and is a generalization of the game of Life by extending its
neighborhood radius. We have studied the three-dimensional extension
of LtL. In this paper, we show a radius-4 three-dimensional LtL rule is
a candidate for weakly universal one.
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1 Introduction
A class of two-dimensional cellular automata, Larger than Life (LtL) [6], is a
natural generalization of the game of Life [4] by extending the radius of its
neighborhood. A lot of interesting patters such as bugs are found in LtL [7].
A bug is a kind of glider or spaceship patterns found in the game of Life [9,4].
An radius-5 LtL rule, Bosco [6] has high computing efficiency employing the
function of bugs and the other coherent structures [8].
As far as the game of Life, there are several studies about three-dimensional
extensions [1,2]. Although there are many combination of the ranges of birth and
survival, Bays found some better candidates as the three-dimensional “Life” and
found several glider patterns [1,3]. Although the computational universality of
(two-dimensional) Life was shown more than 35 years ago [4], there is no related
study of universality of three-dimensional Life, to the best of our knowledge.
We have studied LtL rules in three-dimension. We showed a methodology to
design period-1 bugs and constructed several period-1 bugs in the cases of radii
from 3 to 7 and we also found several stable patterns and blinker patterns [10].
At the time, we also tried to find some functional patterns such as turning a bug
or copying a bug by colliding a bug to blinkers or stable blocks. Because they
are thought to be inevitable for embedding a computing function to a cellular
space. But the trial was not fruitful. Because there was two reasons: (1) the
number of found bugs was too small, (2) period-1 bugs are too ‘solid’ to recover
the shapes after some reactions cased by the collisions of another bug, stable
block or blinker.
In the process of constructing these bugs and the simulation of collisions of
them, we also found a period-10 bug in the case of radius 4 [10]. We noticed that
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the bug has a kind of stabilizing property to recover the original shape of the bug
even starting from a pattern which is not any pattern of the bug. Unfortunately
the bug did not have any useful function, we have been trying to find bugs with
bit longer periods.
We have finally found a radius-4 three-dimensional LtL rule as a weakly
universal candidate, i.e, starting from a periodic infinite initial configuration, it
is possible to simulate a universal machine (the rule 110 cellular automaton can
be simulated [5]).
2 Larger than Life cellular automata
Larger than Life (LtL) [6] L is a natural generalization of the game of Life and
defined by L = (r, β1, β2, δ1, δ2), where r is the radius of its neighborhood, [β1, β2]
is the range of the total number of live neighborhood cells for giving birth to the
central focus cell (0 → 1), [δ1, δ2] is the range for survival of the central focus
cell (1 → 1). The shape of its neighborhood is the square of the length 2r + 1,
thus the neighborhood includes (2r + 1)2 cells. Note that the game of Life can
be denoted by (1, 3, 3, 3, 4).
In the case of LtL, Evans [6] found a lot of special glider like patterns called
a bug. A bug is a pattern which crawls the cellular space and the same pattern
repeatedly appears at a certain displaced position d = (d1, d2) after a certain
period τ .
Fig. 1. Family of bugs τ ; (d1, d2) supported by Bosco’s rule (5, 34, 45, 34, 58) [6].
LtL can be also defined in three-dimension in the same way, except the
number of neighborhood cells is (2r+1)3. It is extremely large, for example, 729
in the case of radius-4. A displacement vector of a bug needs to be also modified
to three-dimension.
3 Three-dimensional LtL rule (4, 102, 133, 102, 142)
3.1 Bug, blinkers and basic modules
In this section we show that the three-dimensional LtL rule, L = (4, 102, 133, 102, 142),
has interesting patterns such as a bug, blinkers, and basic modules which are
useful for executing computations by embedding a logical circuit.
There is a period-13 bug B which advances two cells in 13 time steps, i.e.,
τB = 13, dB = (0, 2, 0). Fig. 2 shows the evolution of the patterns in a period.
Fig. 3 shows the detailed cross-sectional pattern of B0 of the bug B. In the
following, the coordinate of the position of the black circle is used to identify the
position of B0.
t+1 t+2 t+3 t+4t
B0 B1 B2 B3 B4
B5 B6 B7 B8 B9
B10 B11 B12
t+6t+5 t+7 t+8 t+9
t+11t+10 t+12 t+13
Fig. 2. The evolution of a bug B in a period.
Fig. 3. The cross-sectional view of a bug B0.
We also found two blinkers P and Q. P is a period-4 blinker. Fig. 4 shows the
evolution of the patterns in a period. Fig. 5 shows the cross-sectional pattern
P2 of the blinker P in Fig. 4.
Q is a period-14 blinker. Fig. 6 shows the evolution of the patterns in a period.
In contrast to the blinker P, the blinker Q is asymmetric in the structure. Qi and
Qi+7 (0 < i < 6) are symmetric and both sequences are alternatingly appeared.
Fig. 7 shows the cross-sectional pattern of Q1 of the blinker Q in Fig. 6.
A collision of a bug B to a blinker Q, with a special offset and phase of a
period, realizes a turning module of the bug B. Fig. 8 shows a process of the
right turning. An input bug B0 changes the direction. Place B0 at (0, 0, 0) and
Q1 at (4, 14, 6) as an initial configuration, after 34 steps, a right-turned B0 is
generated at 14, 12, 6 as illustrated in Fig. 9. At time 17 in Fig. 8, the shape of
t+1 t+2 t+3 t+4t
P0 P1 P2 P3
Fig. 4. The evolution of period-4 brinker P in a period.
Fig. 5. The cross-sectional view of P2.
t+1 t+2 t+3 t+4t
Q0 Q1 Q2 Q3 Q4
Q5 Q6 Q7 Q8 Q9
Q10 Q11 Q12 Q13
t+6t+5 t+7 t+8 t+9
t+14t+11t+10 t+12 t+13
Fig. 6. The evolution of period-14 brinker Q in a period.
Fig. 7. The cross-sectional view of Q1.
output pattern is almost recovered but it takes several more steps to converge
the exact shape of the bug B.
t+7 t+8 t+9t
t+11
t+6
t+10 t+12 t+13 t+14
t+16t+15 t+17 t+18 t+34
B0
B0
Q1
Fig. 8. A process of turning a bug.
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B0
15
12
B0
B0
14
(generated)
(z-offset: +6)
(input)
Fig. 9. A layout of turning configuration in xy-plane and the relative positions of input
and output bugs.
A duplicator of a bug B can be realized by a collision of B to two blinkers,
Q, with an offset and a phase. Fig. 10 shows a duplicating process of a bug B.
A bug B0 as an input, two B0 patterns are generated as outputs. As in Fig.11,
B0 at (0, 0, 0) and two Q1 are placed at (±9, 13, 1) as an initial configuration,
two B0 patterns finally appear at the positions (±8, 13, 1) after 44 time steps.
Note that these collisions are destructive and each function is only used once.
t+10 t+11 t+12 t+13t
t+15t+14 t+16 t+17 t+18
t+20t+19 t+21 t+22 t+44
B0
B0
B0
Q1
Q1
Fig. 10. A process of duplicating a bug.
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(z-offset: +1)
(input)
B013
Fig. 11. A layout of duplicate configuration in xy-plane and the relative positions of
input and output bugs.
3.2 Logical gates
We shows that a NOT gate module and an AND gate module can be realized
by combining a duplicator and a turning module.
Fig. 12 is a NOT gate module. A duplicator is used as a kind of “clocking”
module and generate a bug. An input signal to the NOT gate is encoded by
the existence of a bug. If the input is 0 then the generated bug is used as the
output. If the input is 1 then the associated input bug B0 causes a collision to
the generated bug. Almost all types of collisions of two bugs finally annihilate
all live cells produced by the collision. Thus there is no output, i.e., 0.
Fig. 13 shows an AND gate module. It can be realized by the similar way.
Only in the case that two bugs are placed as inputs 1 and 1, the input2 bug
survives as its output.
3.3 Synchronizing issue
The position of input and output bugs of a duplicator (a turning module) differs
in z-coordinate. The value of the offset of a duplicator and turning module are
1 and 6 respectively. Each module flipped upside down is also effective, i.e., a
????????
????????? ?????????
????????
Fig. 12. NOT gate modules (input 0 and 1).
?????????
?????????
?????????
Fig. 13. An AND gate module (input 1 and 1).
flipped duplicator is also a duplicator, and a flipped (right) turning module can
be used as a (left) turning module.
The positions of duplicated bugs by the pattern in Fig. 11 is (±8, 13, 1) and
the difference of their phase of period from the input bug is −5. Because another
B0 pattern appear at 44-step later, but the original bug must be B0 pattern again
in 39-step later. The change of the phase of period causes a serious problem for
combining the pattern of gate modules. Because we need to change the phase
of blinkers P and Q depending on the number of cascading modules. But the
difference of the phase of period between input and output bugs of turning
module pattern (Fig 9) is “fortunately” 5 (= 39−34). Thus we can reset the phase
difference by combining the same number of both modules. Fig. 14 illustrates
the positions of input and output bugs of a phase synchronized duplicator.
Next, we consider the logical gate patterns. In general, two inputs of an AND
gate in Fig. 13 should be strictly synchronized both in their positions and phases.
But in our case, only the bug of input 2 is used as its output signal and the bug
of input 1 is just used as an inhibitor of the bug generated by the duplicator.
Because the annihilation of bugs by collisions occurs in almost all combination
of phases, we do not need to synchronize two inputs. Thus an AND gate never
changes the phase of input signal. We also do not need to control the position
strictly. Of course, a bug with cross mark needs to be eliminated. But almost all
types of collisions with a bug and a blinker P finally cause annihilation. But to
avoid confliction of their transitional evolution, one need to leave enough space
between each module.
A NOT gate in Fig. 12 needs to be carefully considered because the output
signal uses the bug generated from a clocking signal by a duplicator and the
phase of the output bug is not synchronized. So we replace the previous NOT
gate pattern with a synchronized version. Fig. 15 illustrates the input and output
relation of bugs for an improved NOT gate. This layout also usable as a delay
or changing the positions of bugs for wiring a circuit.
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13
(0, 0, 0), 0
(-8, 13, 1), -5 (8, 13, 1), -5
(0, 26, 0), -10
(16, 26, 0), -10
(28, 40, 6), -5(28, 40, -6), -5
(-22, 48, 0), 0 (38, 48, 0), 0
44+44+34+34=156 steps
Fig. 14. A synchronized duplicator.
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Fig. 15. A synchronized NOT gate.
4 Conclusion
In this paper, we show that an LtL, (4, 102, 133, 102, 142), is a candidate for weak
universality. Because universal logic elements can be embedded and a necessary
wiring method are shown, it should be possible to build a cell module for the
rule 110 and placing it infinitely but periodically to simulate the evolution of
the rule 110 cellular automaton. To the best of our knowledge, this rule is the
first universal candidate among three-dimensional life-like and LtL rules.
As in the case of two-dimensional LtL rule, Bosoco, a bug gun should be the
most important module. It seems inevitable to achieve strong universality, i.e.,
universality with finite initial configuration. We strongly believe the existence of
Bosco like rules in three-dimensional LtL. But we can’t find any bug gun so far
in three-dimension.
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