One object class may show large variations due to diverse illuminations, backgrounds and camera viewpoints.
Introduction
With the development of intelligent transportation systems, vehicle and pedestrian detection approaches have garnered profound interest from engineers and scholars in the last several years. Many impressive works [1] [2] [3] [4] [5] [6] [7] have been published in the last several years. However, object detection remains a considerably difficult issue in highly populated public places such as airports, train stations and urban arterial roads which have distributed multiple surveillance cameras with different viewpoints, illuminations and backgrounds under cluttered environments. One object class may show large interclass variations under these different imaging conditions. A substantial amount of training data need to be collected and labeled to model one object category detector based on statistic learning. Otherwise, the detector, which is trained in constrained video environments, will get poor performance under distinct environmental conditions. How to robustly and stably locate object in scenes with arbitrary video environments from unsupervised learning is still an open issue.
Multi-view object detection methods can be used to locate the object in various view-point, which minimize the influence of fluctuations of imaging conditions. However, these approaches increase the discriminability of detectors through relatively complex additional stages which involve view-invariant features [8] - [11] , pose estimator [12] - [15] or the 3D object model [16] [17] [18] [19] [20] [21] that make them computationally expensive. These top-down approaches will result in considerable runtime complexity.
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Transfer learning methods [22] , [23] are an alternative strategy to learn different view-point scene detector from pre-training model. These methods can be used to reduce the efforts involved in collecting samples and retraining in response to such variation in appearance. However, negative transfer often occurs when transfer very different scenes [24] . It will significant influence the performance of target scene detector and limit the applicant of the transfer learning.
Let's focus on one surveillance camera which is used in one specific scenario. It is native strategy to train specific object detector from human collected and labelled training sample set to the scenario since each individual has limited variant poses in one scene. But it is unreasonable to train scenespecific detector for every scenario considering the tedious human efforts and time costs, except that the training process is fully-autonomous. That means we must find a method to learn a scene-specific object detector without any human intervention and extended to other scenes, making sure that every scenes have their own detector and achieve the state-of-the-art detection performance under different imaging conditions and viewpoints. It is a feasible and efficient approach to resolve the multi-view object detection problem, only if the learning process of each scene-specific detector is completely automatic and adaptive to the object-appearance changes aroused by the viewing angles and distances.
Though the idea sounds attractive, this task is challenging because it is very difficult to construct object model without prior knowledge, and there is also a lack of effective algorithm to online collect and label training samples automatically for training the detector on the fly.
In essence, some studies on online-learning object detection methods have been proposed and most of them adopt a similar framework including an online learning detector and a validation strategy.
However, these methods are not completely unsupervised learning methods while only minimize the manually efforts since that they are always initialed by some human labeled training samples.
Otherwise, these approaches employ co-training [25] , [26] , background subtraction [27] , generative model [28] , [29] and tracking-by-detection [30] , [31] as the validation strategies to collect and label the online learning samples automatically, which are far from being competitive with supervised methods 4 Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000 because of the high label error in hard samples, distributed around the decision hyperplane, compared to the human label in supervised training process.
Our focus of this paper is to design an unsupervised object detection framework which can train object class detector in each particular scenario without human intervention. Instead of manually labeled several hundred initial training samples in tradition online object detection methods, our state of the art scene-specific detector is obtained by just marking several bounding boxes around the object in the first video frame via a mouse. This approach substantially reduces human annotation effort to a necessary mouse operation within the first frame, which "tell" our system the interested object category in current surveillance video. Except that, any human labeled samples or general object detectors are not needed. There are two processes in our framework:
In autonomous learning process, firstly, an initial sample set generated automatically by affine warping of these bounding-boxes. Secondly, our proposed online selector fern classifier, trained by the initial sample set, runs as an initial detector on subsequence frames. Obviously, the initial detector has poor detection performance due to the incomplete initial training sample set. Thirdly, for such case, we propose online gradual learning strategy to iteratively train a multiple classifier system [32] . When satisfy the convergence condition, the learning process will stop and result in a hybrid classifier composed of an online dual-boundary fern classifier and an unsupervised iterative SVM model. During object detection process, the two classifiers work together to determine the location of real object. The online dual-boundary Boosting fern classifier was first used to detect object based on sliding window strategy, and the detection regions with fern classifier score located between positive and negative boundaries will be further recognized by the SVM model. Except that, the detection regions, with fern classifier score above positive boundary will be considered as real objects and the rest are backgrounds.
Our method, triggered by several bounding boxes, is fully unsupervised without human effort on manually labelling, which is easily extended to other scenes and form scene-specific objector in various surveillance cameras with different viewing distances and angles. Thus, this is a bottom-up method to
Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000 5 resolve the multi-view object detection problem.
Moreover, both the use of unsupervised SVM model and online gradually learning strategy makes our method robust in tackling the most informative samples lying at the decision boundary and achieve state of the art detection performance under different viewing angles, as shown in Fig.1 . By selflearning within three hours, our method achieves decent performance in three different viewpoints sequences of CAVIAR [33] and PETS2009 [34] datasets. Moreover, we obtain competitive detection performance in S2 sequences of PETS2009 dataset, compared to the Aggregated Channel Features (ACF) [6] , one of the most robust supervised object detection approach trained by human labelled 300 positive samples and 900 negative samples in the same viewpoint. To our best knowledge, this is the first time to propose learning scene-specific object class detector without any manual help compared to the convenient online object detection methods. Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000
The main contributions of this paper are:
1) We present a bottom-up method to resolve multi-view object detection problem by unsupervised training an online hybrid classifiers in various view-point surveillance videos, and achieve the state of the art detection performance automatically.
2) We present an online gradual learning strategy which allows the online learning detector, initialed by marking several bounding boxes around the object with poor detection performance, successively improving classification accuracy and becoming more dedicated to those challenging samples lying near the decision boundary.
3) We present online Boosting fern classifier and unsupervised iteration SVM which employ different type of features and integrated to form hybrid classifier to improve the discriminability of online learning object classifiers while being efficient at run-time.
The rest of this paper is arranged as follow: Section 2 briefly recalls related works. Next, in Section 3, the overview of our approach is provided. Online Boosting fern is described in section 4, unsupervised iterative SVM is explained in section 5, and section 6 shows the online gradual learning process.
Experiments and results are presented in section 7, which is followed by conclusion.
Literature review
Object class detection is arguably the core component in most computer vision tasks, and it has achieved prominent success for single-view object detection and supervised learning based object detection approaches such as [1] - [7] . Here, we focus on the multi-view object detection and online learning object detection.
Multi-view object detection methods
Conventional object detection methods locating objects by considering single view cannot be employed in multi-view object detection since objects have wide variations in their poses, colors and shapes under multiview imaging conditions. Thus, a common idea is to model object classes by collecting distinct views forming a bank of viewpoint-dependent detectors which can be used to predict the optimal viewing angle for detection.
In early stage, most multi-view detection approaches apply several single-view detector independent and then combine their responses via some arbitrary logic. Some impressive works [35] - [38] have been reported in the domain of face detection, dealing with multiple viewpoints (frontal, semi-frontal and profile).
After that, Thomas et.al. [19] no longer rely on single-view detectors working independently, but develop a single integrated multi-view detector that accumulates evidence from different training views. Several other approaches, such as [20] , [21] , build complex 3D part models containing connections between neighboring parts and overlapping viewpoints which achieve remarkable results in predicting a discrete set of object poses. But they usually treat the discrete views independently [39] - [42] and require evaluating a large number of view based detectors, resulting in considerable runtime complexity
Recently, Pepik et.al [43] proposed 3D deformable part models which extend deformable part model to include viewpoint information and part-level 3D geometry information. This method establish 3D object parts represented and synthesize appearance models for viewpoints of arbitrary granularity on the fly, resulting in significant speed-up. Xu et.al. [44] proposed to accomplish multi-view learning with incomplete views by exploiting the connections between multiple views, enabling the incomplete views to be restored with the help of the complete views.
With respect to all the aforementioned approaches, our framework takes a markedly different direction:
we establish scene-specific detector for each scenario in unsupervised manner, so as to prevent from integrating complex models and labeling substantial training samples in different viewpoints. This makes it feasible and applicant to resolve multi-view object detection problem in bottom-up fashion.
Online learning object detection framework
This paper proposes to address multi-view object detection problem by bottom-up online object detection frameworks. In essence, similar frameworks have been published in recent years. However, it is difficult to use these approaches in multi-view object detection domain due to the following two major reasons:
First, traditional online learning object detection methods are inseparable of manual efforts. For instance, most of the online learning detectors are initialed by human labelled training samples. The detection 8
Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000
performances are usually degraded when minimize the number of manual labelled instances. Some works [29] , [45] are proposed to specify a well-trained generic object detector to a specific scene. However, these works are particularly valuable in constrained applicant conditions. Recently, semi-supervised learning [46] , [47] , transfer learning [22] , [23] and weak-supervised learning [48] - [51] are employed to reduce the amount of labeled training data for object detector. But, how to minimize human effort in online object detection system, is still a hot research topic.
[52], [53] proposed to initial online learning classifier by giving a bounding box in the first video frame and online training the classifier to track a single object. These approaches can be employed to online training a tracker for a specific single object cropped in the first frame, while in our case, an multiple object detector is online training after an unsupervised learning process, which is very different with the online learning tracker.
Second, the new samples, which are used to train the detector online, need to be collected and labeled automatically. However, how to correctly label the new training samples is still a challenging topic. And it has a huge impact on the detector's online training process. To date, various automatic annotation methods have been reported and can be broadly divided into four categories: 1) co-training based, 2) background subtraction based, 3) generative model based, and 4) tracking based.
In co-training based approaches [25] , [26] , two classifiers are trained simultaneously and labeled for each other. In background subtracted approaches [27] , the foreground detector, based on background model, is employed as an automatic labeler. Generative model based methods [28] , [29] use reconstructed model error to validate the detection responses and training the detector by a feedback process. Tracking based approaches [30] , [31] collect and label online training samples by using a tracking by detection methods which can interpolate missed object instances and false alarms as positive and negative samples respective.
However, the aforementioned methods have no special strategy to deal with the problematic samples located around decision boundary, the most informative and ambiguous part of feature space describing the objects, especially for clutter environment. Our methods employ online gradual learning and unsupervised iterative SVM to hierarchically process the detection responses which make online learning focus on the hard samples and reduce the online labeling error.
Except for the above mentioned approaches, there exist some methods [54] , [55] detect unknown object class from motion segmentation. Although these methods learn foreground model in arbitrary scenarios without any a priori assumption, they are very different from our methods, which address one object category detection problem since that these methods can not recognize the detected responses due to using the cluster based global optimization procedure.
Our method initialize a scene-specific detector by several bounding boxes, and eventually realize state of the art multiple object detection system without human label effort. Online gradually learning strategy, which is proposed in this paper, is the key point that ensure our framework can be improved from a poor detection performance initial detector (see detail in section 6). Otherwise, the output of our framework is a hybrid classifiers which is very different from the other online learning object detection framework. In this way, our framework opens up the possibility to integrate several different classifier work together to determine the location of one object class in video from online learning.
Overview of our method
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Initial training data generated from several bounding boxes The overview of our method is shown in Fig.2 . In online learning procedure, initial training sample set is prepared by affine warping of the several selected patches in the first surveillance video frame. An online Boosting fern classifier is trained as initial detector. Obviously, the detector has poor detection performance due to the incomplete training sample set. Thus, we propose the gradual online learning strategy to training a hybrid classifier, consisted of a dual-boundary fern classifier and an iterative SVM, in fully-autonomous miner, as follow steps:
 Firstly, we define positive and negative decision boundaries in online Boosting fern classifier, called online dual-boundary Boosting fern classifier. The detected responses are then collected as positive, negative and hard samples respectively. To ensure the high label correct rate, the fern classifier has large initial margin setting between the two boundaries.
 Secondly, an unsupervised iterative SVM algorithm is proposed to online learning and label the hard samples.
 Thirdly, the labelled hard samples are used to online training the online dual-boundary Boosting fern classifier and minimize the margin between positive and negative boundaries gradually based on active learning theory [56] , [57] .
This process is repeated till convergence. The output is a hybrid classifiers, composed of a dual-boundary online Boosting fern classifier and an unsupervised iterative SVM.
In detection process, the scanning window strategy is employed. The most image patches are classified by online boosting fern classifier and only a small fraction of them located between the dual boundaries, collected as hard samples, are classified by unsupervised iterative SVM, which makes our approach robust while being efficient at run-time.
Next section, we will firstly introduce the Boosting fern classifier and its online learning algorithm realized by online selection operator. The unsupervised iterative SVM will be presented followed in section 5. After that, online dual-boundary Boosting fern classifier and online gradual learning strategy is shown in section 6.
Online Boosting fern
Traditional fern classifier is widely used in object tracking field [58] , due to the time efficient and high performance in tracking affine transformation planar objects. concentrates on capturing the generation process of f by modelling ( / ) P f C . As we know, generative models are much harder to learn than discriminative models, especially in multi-view object detection problem in which f may be collected from different sample distributions. However, in this paper, we focus on learning video-specific detector. The individual scene object generative model may be constructed by learning enough samples captured in current scenario, which is the assumption of our method. Thus, given the prior () PC , assuming uniform prior probabilities, one can always derive discriminative classifiers from generative models based on Bayes rule： 12 12 12 ( , ,..., | ) ( 
We employ Local Binary Feature (LBF) [58] to map an image sample to a Boolean feature space by comparison between two random position intensities of a sample. Fern is denoted as a feature sub-space random sampled from the N-dimension feature space. The lth fern can be denoted as:
Where s is the number of feature in a fern. For a training sample, this gives an s-digit binary code to describe the sample appearances. In other words, each Fern maps 2D image samples to a 2 s -dimensional feature space, as shown in Fig.3 (a) . Accordingly, apply the fern l 
which are further linearly combined to an ensemble classifier. Where  is a smoothing factor. Thus, the discriminative classifier is estimated approximately:
x sign h x th l   (6) fern th is the threshold of each weak fern classifier, which is usually set to 0.5. Next section will introduce the weak classifier's selection strategy and online Boosting fern algorithm.
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From section 4.1, the fern based weak classifier is more discriminant than single feature based weak classifier because every fern is a group of features in fixed size of s. Moreover, the online learning process of each weak classifier is simplified by updating the post probability of every fern [58] . However, in online learning process, we must find a method to select the most discriminant fern classifier online. Similar to [62] , denote a fern based weak classifier set
, and a selector
Where m is chosen according to an optimization criterion. In this paper, we use the common criterion of picking the one that minimizes the following Bhattacharyya distance B between the distributions of the class C  and background C  : We conduct an extensive set of experiments to evaluate the performance of the online selection fern for vehicle detection from learning human labelled online samples, as shown in Fig.5 . However, to a selflearning object detection system, the online training samples need to be collected and labelled autonomously.
In this paper，we employ unsupervised iterative SVM to label the online training samples and construct the online gradually learning strategy without human annotated training data.
Unsupervised iterative SVM
A standard SVM classifier for two-class problem can be defined as [63] can be trained by labelled and unlabeled samples simultaneously. We reveal this learning method can be embed in our framework, and evolved into an unsupervised learning algorithm. As shown in Fig.2 , the initial training samples, generated by affine warping of the several bounding box in the first frame, can be used as the initial labelled sample set Hx , more dedicated to the problematic samples. As a consequence, the updated classifier puts more emphasis on the most distinctive parts of the object that let to reduce the global classification error.
online Gradual learning based on dual-boundary fern classifier
The online gradual learning strategy is the critical factor that a poor performance detector is permitted in the beginning of our online learning process and will be improved with iterative learning the hard samples located close the decision boundary, which is the key idea behind our proposed framework. 
 is the decision hyperplane. To minimize the risk of misclassification and obtain a robust video-specific detector, we must design a learning process to reduce the margin gradually, called online gradually learning. This procedure similar to an active learning process [56] , [57] which reduce gradually the amount of human assistance of annotating hard samples by updating classifier models for the most distinctive parts of the object domain. However, to obtain labels for these samples, the active learner has to ask an oracle (e.g., a human expert) for labels. In our framework, the human expert can be instead by unsupervised iterative SVM classifier which has learned the hard samples in advance (see detail in section 5).
From equation (11) , the parameter  , determining the margin between the dual boundaries, can be minimized by the followed equation:
where  is a sensitivity parameter which control the learning speed of dual-boundary fern classifier (set to 0.85 in our experiments). fern  measures the performance of the fern classifier which make the margin reduce process adaptive to the classifier learning process. fern  can be computed by:
The overall of the online gradual learning process is shown in Algorithm1.
Algorithm1. Online gradual learning.
Input:
The initial training sample set 0 The output of online gradual learning is a hybrid classifier integrated by a SVM classifier and a fern classifier with dual decision boundaries. When the hybrid classifier is used to detect individual class object in a video, most candidate windows, generated by sliding window strategy, are classified by the Boosting fern classifier. Only a small fraction of them, located between the positive and negative boundary, are dedicatedly classified by the SVM model. This multiple classifiers system exploit the strengths of the individual classifier models by performing first a sample space partitioning and, second, assigning to each partition region an individual classifier that achieves high classification accuracy while being efficient at run-time. Moreover, the online gradual learning process is fully-autonomous and can be extended to other surveillance scenes or object class detection tasks. It is very important to resolve the multi-view object detection problem by combining multiple self-learning view independent detectors.
Experiment and comparison
The proposed method was evaluated on multi-view vehicle and pedestrian detection problems, which plays a key role in current intelligent surveillance systems. For vehicle detection task, GRAM-RTM dataset [65] and Vehicle dataset are used to evaluate our approach. The Vehicle dataset is captured and labeled In each experiment, we trigger the video-specific object learning algorithm by several bounding boxes in the first frame. Thus, this method can be conveniently extended into each video sequence. In terms of the necessary parameters that define our hybrid classifier, we would like to point that in all the experiments described in the following section, the dual-boundary Boosting fern classifier have 10 selectors with initial margin parameter 0  setting to 1. Each selector uses 10 Random fern classifiers with 6 binary local features.
When online training unsupervised iterative SVM classifier, HOG feature is employed to describe the samples which are divided into cells of size 16×16 pixels and each group of 8×8 cells is integrated into a block. Otherwise, in online gradually learning process,  , which controlling the updating speed of online dual-boundary Boosting fern classifier, is set to 0.85.
In traditional object detection methods, the detection performance always appear different levels depending on the scale of detector, which brings so many discommodiousness to set appropriate detection 20 Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000 scales in different surveillance videos. But in our framework, we can conveniently ensure the optimal detection scales for every testing video according to the bounding box in the first frame, which describe the accurate object size in surveillance videos. From this scale, we increase 11 different scales and achieve robust detection performance in each testing video.
In experiments, our approach has demonstrated state of the art detection performance in each view-point testing videos from self-training process within 5 hours, learning about 400-1500 samples without any human efforts, as shown in Tab.1. We initially analyze the object detection performance of the proposed framework on sequences Hx from the Vehicle dataset, which will reveal the influence of different hybrid classifier strategies and human annotation. As shown in Fig.5 , these classifiers were initialed by same initial sample set generated by affine warping of several bounding boxes in the first frame of the sequence Hx but have different online learning process and classifier system. Here, we evaluate five different alternative:
Online hybrid classifier structure and parameter test
Human fern: the vehicle objects are detected only by online Boosting fern classifier which is online trained by human labeled 850 frames, including 246 positive samples and 500 negative samples collected from the sequence Hx.
Human fern SVM: the detector is a hybrid classifier consisted of online dual-boundary Boosting fern and iterative SVM, which is supervised learning 850 frames, including manually annotated 246 positive samples and 500 negative samples.
Our approach:
The detector is a hybrid classifier composed of a dual-boundary fern classifier and iterative SVM classifier. The fern classifier is first used to detect object by sliding window searching strategy and the SVM focus on recognizing the hard samples distribute around the decision boundary. Note that, the hybrid classifier is obtained by self-learning 850 frames about 248 positive samples and 513 negative sample which are all collected and labeled automatically, some collected samples are shown in Fig.6 . Fern 300: the detector is only online Boosting fern classifier which is supervised trained by 300 frames under human guidance, learning about 160 positive samples and 160 negative samples.
Fern SVM 300: the detector is hybrid classifier which is obtained by human annotated 300 frames about 160 positive samples and 160 negative samples.
The ROC curves are shown in Fig.5 . The hybrid classifier based detector outperform single fern classifier.
The result clearly demonstrate the ability of our multiple classifier system to handle the most distinctive 22 Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000 parts of the object. Otherwise, Human fern SVM achieves the best detection performance but our method has comparable performance to the supervised hybrid classifier, which show that our framework can improve detection performance by focus learning on the problematic samples located near decision boundary and has high label correct rate.
Multi-view Object Detection in Video Sequences
Further test is made to see if the system can self-adjust to the changes of the view point. Our system was applied to video sequence Yk and Hi from Vehicle and GRAM-RTM datasets initialed from several bounding boxes. For the Yk sequence, the detector self-learning 156 positive samples and 323 negative samples. For the Hi sequence, 244 positive samples and 598 negative samples were collected and labeled automatically to online training the video-specific detector. As shown in Fig.7 , the new detector achieves the state of the art performance without any human intervention. After that our framework is used for multiview pedestrian detection in CAVIAR and PETS2009 dataset. The numbers of online learning samples, self-learning duration and detection speed, different in each video, as shown in Table 1 . Thus, the trained scene-specific detector can detect object in real time on a standard PC (Intel Core i5 3.2 GHz with 4 GB RAM). The detection performance is shown in Fig.7 . It worth to note that all self-learning processes are fully unsupervised without any prior and constrain which can be easily employed in other surveillance scenes and form a bottom-up multi-view object detection method. 
Comparison with online Learning Method
In this section, the proposed method is compared with the commonly used Sharma's adaptive object detection method [31] which has achieved one of the best results among the online learning object detection frameworks. More specifically, the proposed approach is compared with a robust supervised method, named 24 Author name / XXXXXXX XXXXXX XXXXXX XX 00 (2012) 000-000 ACF [6] . 300 positive samples and 900 negative samples are collected and labelled manually from S2 sequence to train the ACF classifier. In Hi sequence of Vehicle Dataset, the number of supervised positive and negative training data become 100 and 300 respectively. The ROC curves are shown in Fig.8 and Fig.9 , the ACF method outperform the proposed method on Hi and S2 sequence. But our approach outperforms the other online object detection methods and achieves detection performance competitive with the supervised ACF method. We argue that the main reason is that our approach has special strategy to address the hard samples, which is very important to detect object in clutter environments. Some of the detection results are shown in Fig.10 . Fig. 10 . Some detection results using our approach in Vehicle, GRAM-RTM, CAVIAR and PETS2009 Datasets. Note that the Hx,Yk and Hi sequences have high resolutions. Thus, a ROI region of purple box was settled for improving the detection speed. The detection results were shown in the last three rows.
Conclusions and Discussions
This paper presents a novel online multi-view object detection framework. In this framework, a hybrid classifier, consisted of online dual-boundary Boosting fern classifier and unsupervised iterative SVM, can be trained by online gradual learning strategy without any human labelled samples. This framework can be easily employed in multiple surveillance scenarios and result a scene-specific detector more dedicated to the problematic samples by hierarchical process the detection responses. As a consequence, the online learning hybrid classifier puts more emphasis on the most distinctive parts of the object that led to reduce the global classification error. This process simulates the autonomous study of human. Experiments results show that our approach achieves high accuracy on multi-view vehicle and pedestrian detection tasks.
In the future, we will integrate our self-learning detector with an online learning tracker to form a videospecific multiple object detection and tracking system, which will increase the performance of the detection and tracking simultaneous in an unsupervised manner. 
