Abstract. We present some properties of measures orthogonalizing set of q − Hermite polynomials so called q − Gaussian measures. We also present an algorithm simmulating i.i.d. sequencs of random variables having q−Gaussian distribution.
Introduction
In 1997 in [Bożejko, (1997) ] a family of one-dimensional measures that are important both for classical and noncommutative probabilists as well as for physicists was defined . We will call them q −Gaussian.This family is defined by the following formulae; if q = −1 then P H is a discrete 2 point distribution, that assign values 1/2 to point −1 and 1 , for q ∈ (−1, 1) P H has density given by:
(1 − q k+1 ), for and |x| < 2 √ 1−q for q = 1 q − Gaussian is Normal distribution with parameters 0 and 1.
It turns out that there is quite large literature where this distribution appears and is used to model different phenomena. See e.g. [Leeuven et. al. (1995) ], [Bożejko et al. (2001) ], [Anshelevich, (2004) ], [Bryc, Bożejko (2005) ], [Bryc et al.(a) (2005) ].
q − Gaussian is the distribution with respect to which q − Hermite polynomials, that is the family of polynomials satisfying the following three term recurrence relationship
The aim of this paper is to make q − Gaussian distribution more friendly by presenting an alternative, more easy to deal with, form of the density f H for q ∈ (−1, 1) and suggest a method of simulation of i.i.d sequences having density f H .
In the sequel we will use the following traditional notation used in so called 'q-series theory'
for n ≥ 0, k = 0, . . . , n and 0 otherwise and
Sometimes (a, q) n will be abbreviated to (a) n if it will not cause misunderstanding.
Expansion of f H
In this section we will prove the following expansion theorem:
where {U n (z)} n≥0 are so called Chebishev polynomials of the second kind and
Identity (2.1) can be a source of many interesting identities, that are certainly not widely known outside the circle of researchers working in special functions.
where polynomials U k are defined by (2.2). In particular we have:
Simulation
There is an interesting problem of quick simulation q − Gaussian distribution. More precisely the problem of simulating sequences of i.i.d. random variables distributed according to f H using few realizations of i.i.d. uniform on < 0, 1 > variates.
One of possible methods can be so called rejection method (see for example [Devroy, (1986) ]). It is not optimal in the sense that it uses least realizations of independent, uniform on < 0, 1 > variates. But as one can see below it works.
To apply this method one has to compare density of the generated variates with another density that has the property of being 'easy generated' or another words i.i.d. sequences of variables having this control density are easily obtainable. In case of density f H such natural candidate is
. However to be sure that this uniform distribution can be used one has to prove the following inequalities presented by the following Lemma and Theorem.
we have:
Now following [Devroy, (1986) ] we can simulate sequences of independent random variables with q − Gaussian distribution. If q = ±1 then such simulation is trivial.
For q ∈ (−1, 1) we will use Lemma 1. Let us recall that it is elementary to generate realization of random variables uniformly distributed on < 0, 1 >. Using two independent such realizations say U 1 and U 2 we can generate one realization of random variable having f U as its density. Namely we can take X = 2U 1 cos (2πU 2 ) / √ 1 − q. To see that X has desired density view X as marginal of the joint distribution 2 √ 1−q (U 1 cos (2πU 2) , U 1 sin (2πU 2 )) which obviously has uniform distribution on the circle with radius
. It is now elementary to see that X ∼ f U . Now let us recall how rejection method works in case q ∈ (−1, 1). Applying algorithm described in [Devroy, (1986) ], the rule to get one realization of random variable having density f H is as follows.
(1) we generate two variables:
If Y T > 1 then set Z = X otherwise repeat 1. and 2. To see how this algorithm works we present two simulation results performed (consisting of 1000 simulations) for q = −.95 (red dots) and q = .95 (blue dots).
Proofs of the results
of Theorem1. Let us denote
Hence |z| < 1. We have
Now let us notice that
Now notice that since |z| < 1 we see that √ 1 − z 2 + iz = 1, Thus we can write √ 1 − z 2 + iz = exp (iθ) where θ = arcsin z and also √ 1 − z 2 = cos θ. Hence we can write 1 + q k 2 − 4z 2 q k = 1 + e 2iθ q k 1 + e −2iθ q k , and consequently:
We will now use so called 'Triple product identity" (see [Andrews et all (1999) ] , thm. 10.4.1 p.497) that states in our setting, that
cos θ = 2 cos θ e iθ cos θ = 2e −iθ .
Hence
To return to variable z we have to recall definition of Chebishev polynomials. Namely we have
where U n (z) is so called Chebishev polynomial of the second kind. More precisely we denote here:
It is well known, that sequence {U n } satisfies 3 term recurrence
with U −1 (z) = 0, U 0 (z) = 1 and can be calculated directly (see [Bell, (1968) ], Thm. 7.2 p. 188) as in (2.2). Thus we have shown:
Or equivalently
And that following (2.1) we get
ii) and iii) are obtained by inserting x = 0 and x = 1/ √ 1 − q in (2.1) and canceling out common factors. From (2.1) it follows also that values U 2n (0) and U 2n (1/2) will be needed . Keeping in mind (4.1) we see that U 2n (0) = cos (nπ) = (−1) n and
. On the other hand we see that
Now recall that U 2k (1) = 2k + 1. v) To see this notice that q−Hermite polynomials are orthogonal with respect to measure whose density is equal to f H . Thus we have ∀m > 0 :
Using (2.1) know that ∀k > 0 :
Observing that function f H is a symmetric function we deduce q−Hermite polynomials of odd order are odd functions we deduce that above mentioned identities are trivial for odd m. Thus let us concentrate on even m. Introducing new variable z = x √ 1 − q/2, and multiplying both sides of this identity by (1 − q) m/2 we get (4.2) ∀k > 1 :
where we denoted h m (z|q) = (1 − q) m/2 H m 2z/ √ 1 − q|q . It can be easily checked that following (1.1), polynomials h k satisfy the following recurrence
with h −1 = 0, h 0 (z|q) = 1. Moreover it is also known that:
Let us change once more variables in (4.2) and put z = cos τ , we get∀m > 1 :
Keeping in mind that 2 sin (2k − 1) τ sin τ = cos (2k − 2) τ − cos (2k) τ we see that If q ∈ (−1, 0) then
Now notice that using (2.3) we get
Now since U 2k (1) = 2k + 1 we get assertion.
