We present a technique for reconstructing a semi-infinite Jacobi operator in the limit circle case from the spectra of two different self-adjoint extensions. Moreover, we give necessary and sufficient conditions for two real sequences to be the spectra of two different self-adjoint extensions of a Jacobi operator in the limit circle case.
Introduction
In the Hilbert space l 2 (N), consider the operator J whose matrix representation with respect to the canonical basis in l 2 where b n > 0 and q n ∈ R for n ∈ N. This operator is densely defined in l 2 (N) and J ⊂ J * (see Section 2 for details on how J is defined). It is well known that J can have either (1, 1) or (0, 0) as its deficiency indices [2, Sec. 1.2 Chap. 4], [31, Cor. 2.9] . By our definition (see Section 2), J is closed, so the case (0, 0) corresponds to J = J * , while (1, 1) implies that J is a non-trivial restriction of J * . The latter operator is always defined on the maximal domain in which the action of the matrix (1.1) makes sense [3, Sec. 47] .
Throughout this work we assume that J has deficiency indices (1, 1) . Jacobi operators of this kind are referred as being in the limit circle case and the moment problem associated with the corresponding Jacobi matrix is said to be indeterminate [2, 31] . In the limit circle case, all self-adjoint extensions of a Jacobi operator have discrete spectrum [31, Thm. 4.11] . The set of all self-adjoint extensions of a Jacobi operator can be characterized as a one parameter family of operators (see Section 2) .
The main results of the present work are Theorem 1 in Section 3 and Theorem 2 in Section 4. In Theorem 1 we show that a Jacobi matrix can be recovered uniquely from the spectra of two different self-adjoint extensions of the Jacobi operator J corresponding to that matrix. Moreover, these spectra also determine the parameters that define the self-adjoint extensions of J for which they are the spectra. The proof of Theorem 1 is constructive and it gives a method for the unique reconstruction. The uniqueness of this reconstruction in a more restricted setting has been announced in [13] without proof. In Theorem 2 we give necessary and sufficient conditions for two sequences to be the spectra of two self-adjoint extensions of a Jacobi operator in the limit circle case. This is a complete characterization of the spectral data for the two-spectra inverse problem of a Jacobi operator in the limit circle case.
In two spectra inverse problems, one may reconstruct a certain self-adjoint operator from the spectra of two different rank-one self-adjoint perturbations of the operator to be reconstructed. This is the case of recovering the potential of a Schrödinger differential expression in L 2 (0, ∞), being regular at the origin and limit point at ∞, from the spectra of two operators defined by the differential expression with two different self-adjoint boundary conditions at the origin [4, 5, 9, 15, 17, 21, 24, 27, 28] .
Necessary and sufficient conditions for this inverse problem are found in [27] . Characterization of spectral data of a related inverse problem was obtained in [10] . The inverse problem consisting in recovering a Jacobi matrix from the spectra of two rank-one self-adjoint perturbations, was studied in [8, 12, 19, 20, 32, 35] . A complete characterization of the spectral data for this two-spectra inverse problem is given in [29] .
In the formulation of the inverse problem studied in the present work, the aim is to recover a symmetric non-self-adjoint operator from the spectra of its self-adjoint extensions, as well as the parameters that characterize the self-adjoint extensions. There are results for this setting of the two spectra inverse problem, for instance in [14, 23] for Sturm-Liouville operators, and in [13] for Jacobi matrices.
It is well known that self-adjoint extensions of symmetric operators with deficiency indices (1, 1) can be treated within the rank-one perturbation theory (cf. [6, Sec. 1.1-1.3] and, in particular, [6, Thm. 1.3.3] ). Thus, both settings may be regarded as particular cases of a general two-spectra inverse problem. A consideration similar to this is behind the treatment of inverse problems in [11] . For Jacobi operators, however, the type of rank-one perturbations in the referred formulations of the inverse spectral problem are different [6] . Indeed, in the setting studied in [29] , one has the so-called bounded rank-one perturbations [6, Sec. 1.1] . This means that all the family of rank-one perturbations share the same domain. In contrast the present work deals with singular rank-one perturbations [6, Sec. 1.3] , meaning that every element of the family of rank-one perturbations has different domain. Note that for differential operators both settings involve a family of singular rank-one perturbations.
The paper is organized as follows. In Section 2, we introduce Jacobi operators, in particular the class whose corresponding Jacobi matrix is in the limit circle case.
Here we also present some preliminary results and lay down some notation used throughout the text. Section 3 contains the uniqueness result on the determination of a Jacobi matrix by the spectra of two self-adjoint extensions. The proof of this assertion yields a reconstruction algorithm. Finally in Section 4, we give a complete characterization of the spectral data for the two spectra inverse problem studied here.
Preliminaries
Let l f in (N) be the linear space of sequences with a finite number of non-zero elements. In the Hilbert space l 2 (N), consider the operator J defined for every
where, for n ∈ N, b n is positive and q n is real. Clearly, J is symmetric since it is densely defined and Hermitian due to (2.1) and (2.2). Thus J is closable and henceforth we shall consider the closure of J and denote it by the same letter. We have defined the operator J so that the semi-infinite Jacobi matrix (1.1) is its matrix representation with respect to the canonical basis {e n } ∞ n=1 in l 2 (N) (see [3, Sec. 47] for the definition of the matrix representation of an unbounded symmetric operator). Indeed, J is the minimal closed symmetric operator satisfying (Je n , e n ) = q n , (Je n , e n+1 ) = (Je n+1 , e n ) = b n , (Je n , e n+k ) = (Je n+k , e n ) = 0 , n ∈ N , k ∈ N \ {1} .
We shall refer to J as the Jacobi operator and to (1.1) as its associated matrix.
The spectral analysis of J may be carried out by studying the following second order difference system
with the "boundary condition"
If one sets f 1 = 1, then f 2 is completely determined by (2.4). Having f 1 and f 2 , equation (2.3) gives all the other elements of a sequence {f n } ∞ n=1 that formally satisfies (2.3) and (2.4). Clearly, f n is a polynomial of ζ of degree n − 1, so we denote f n =: P n−1 (ζ). The polynomials P n (ζ), n = 0, 1, 2, . . . , are referred to as the polynomials of the first kind associated with the matrix (1.1) [2, Sec. 2.1 Chap. 1].
The sequence P (ζ) : 5) in which case P (ζ) ∈ Ker(J * − ζI). The polynomials of the second kind Q(ζ) := {Q k−1 (ζ)} ∞ k=1 associated with the matrix (1.1) are defined as the solutions of
under the assumption that f 1 = 0 and
Q n (ζ) is a polynomial of degree n − 1.
As pointed out in the introduction, J has either deficiency indices (1, 1) or (0, 0) [2, Sec. 1.2 Chap. 4] and [31, Cor. 2.9] . These cases correspond to the limit circle and limit point case, respectively. In terms of the polynomials of the first kind, J has deficiency indices (0, 0) if for one ζ ∈ C \ R the series in (2.5) diverges. In the limit circle case (2.5) holds for every ζ ∈ C [2, Thm. 1.3.2], [31, Thm. 3] and, therefore, P (ζ) is always in Ker(J * −ζI). Another peculiarity of the limit circle case is that every self-adjoint extension of J has purely discrete spectrum [31, Thm. 4.11] . Moreover, the resolvent of every self-adjoint extension is a Hilbert-Schmidt operator [33, Lem. 2.19] .
In what follows we always consider J to have deficiency indices (1, 1) . The behavior of the polynomials of the first kind determines this class. There are various criteria for establishing whether a Jacobi operator is symmetric but non-self-adjoint. These criteria may be given in terms of the moments associated with the matrix, for instance the criterion [ 
n , then the Jacobi operator whose associated matrix is (1.1) is in the limit circle case.
Jacobi operators in the limit circle case may be used to model physical processes. For instance Krein's mechanical interpretation of Stieltjes continued fractions [22] , in which one has a string carrying point masses with a certain distribution along the string, is modeled by an eigenvalue equation of a Jacobi operator [2, Appendix] . There are criteria in terms of the point masses and their distribution [2, Thm. 0.4 Thm. 0.5 Appendix] for the corresponding Jacobi operator to be in the limit circle case.
In this work, all self-adjoint extensions of J are assumed to be restrictions of J * . When dealing with all self-adjoint extensions of J, including those which imply an extension of the original Hilbert space, the self-adjoint restrictions of J * are called von Neumann self-adjoint extensions of J (cf. [3, Appendix I], [31, Sec. 6] ).
There is also a well known result for J in the limit circle case, namely, that J is simple [2, Thm. 4.2.4 ]. In its turn this imply that the eigenvalues of any self-adjoint extension of J have multiplicity one [3, Thm.3 Sec. 81 ].
Let us now introduce a convenient way of parametrizing the self-adjoint extensions of J in the symmetric non-self-adjoint case. We first define the Wronskian associated with J for any pair of sequences
and
All the self-adjoint extensions J(τ ) of the symmetric non-self-adjoint operator J are restrictions of J * to the set [33, Lem. 2.20] 
The notation for these limits has not been chosen arbitrarily; they are the elements of the second row of the Nevanlinna matrix associated with the matrix (1.1) and they are usually denoted by these letters [2, Sec. 4. 
Thus, the zeros of the function
constitute the spectrum of the self-adjoint extension J(τ ) of J. A Jacobi matrix of the form (1.1) determines, in a unique way, the sequence
This sequence is orthonormal in any space L 2 (R, dρ), where ρ is a solution of the moment problem associated with the Jacobi matrix 
where E(t) is the spectral resolution of the identity for some von Neumann selfadjoint extension of the Jacobi operator J associated with (1. 
By linearity, one extends U to the span of {e n } ∞ n=1 and by continuity, to all l 2 (N). Clearly, the range of U is all L 2 (R, dρ). The Jacobi operator J given by the matrix (1.1) is transformed by U into the operator of multiplication by the independent variable in L 2 (R, dρ) if J = J * , and into a symmetric restriction of the operator of multiplication if J = J * . Following the terminology used in [11] , we call the operator UJU −1 in L 2 (R, dρ) the canonical representation of J. By virtue of the discreteness of σ(J(τ )) in the limit circle case (here and in the sequel, σ(A) stands for the spectrum of operator A), the function ρ τ given by (2.11), with E(t) being the resolution of the identity of J(τ ), can be written as follows
where the positive constant a(λ k ) is the so-called normalizing constant of J(τ ) corresponding to λ k . In the limit circle case it is easy to obtain the following formula for the normalizing constants [2, Sec.
Formula (2.13), which gives the jump of the spectral function at λ k , also holds true in the limit point case, when λ k is an eigenvalue of J [7, Thm. 1.17 Chap. 7]. It turns out that the spectral function ρ τ uniquely determines J(τ ). Indeed, there are two ways of recovering the matrix from the spectral function. One method, developed in [16] (see also [32] ), makes use of the asymptotic behaviour of the Weyl m-function 
, n ∈ N , (2.14)
where m
is the Weyl m-function of the Jacobi operator associated with the matrix (1.1) with the first n columns and n rows removed.
The other method for the reconstruction of the matrix is more straightforward (see [7, 16) where all the coefficients b k (k ∈ N) turn out to be positive and q k (k ∈ N) are real numbers. The system (2.15) and (2.16) defines a matrix which is the matrix representation of J.
After obtaining the matrix associated with J, if it turns out to be non-selfadjoint, one can easily obtain the boundary condition at infinity which defines the domain of J(τ ). The recipe is based on the fact that the spectra of different selfadjoint extensions are disjoint [2, Sec. 2.4 Chap. 4]. Take an eigenvalue, λ, of J(τ ), i. e., λ is a point of discontinuity of ρ τ or a pole of m τ . Since the corresponding eigenvector
This implies that either W ∞ Q(0), P (λ) = 0, which means that τ = ∞, or
Notation We conclude this section with a remark on the notation. The elements of the unbounded set σ(J(τ )), τ ∈ R ∪ ∞, may be enumerated in different ways. Let σ(J(τ )) = {λ k } k∈K , where K is a countable set through which the subscript k runs. If σ(J(τ )) is either bounded from above or below, one may take K = N. If σ(J(τ )) is unbounded below and above, one may set K = Z. Of course, other choices of K are possible. Since the particular choice of K is not important in our formulae, we shall drop K from the notation and simple write {λ k } k . All our formulae will be written so that they are independent of the way the elements of a sequence are enumerated, so our convention for denoting sequences should not lead to misunderstanding. Similarly, we write k y k instead of k∈K y k , and the convergence of the series to a number c means that for any sequence of sets
tends to c whenever j → ∞.
Unique reconstruction of the matrix
In this section we show that, given the spectra of two different self-adjoint extensions J(τ 1 ), J(τ 2 ) of the Jacobi operator J in the limit circle case, one can always recover the matrix, being the matrix representation of J with respect to the canonical basis in l 2 (N), and the two parameters τ 1 , τ 2 that define the self-adjoint extensions. It has already been announced [13, Thm. 1] that, when τ 1 , τ 2 ∈ R and τ 1 = τ 2 , the spectra σ(J(τ 1 )) and σ(J(τ 2 )) uniquely determine the matrix of J and the numbers τ 1 and τ 2 . A similar result, but in a more general setting can be found in [11, Thm. 7] .
Consider the following expression which follows from the Christoffel-Darboux formula [2, Eq. 1.17]:
It is easy to verify, taking into account the analogue of the Liouville-Ostrogradskii formula [2, Eq. 1.15], that
Thus,
Indeed, due to the uniform convergence of the limits in (2.9) [2, Sec. 4.2 Chap. 2], the following is valid
On the other hand one clearly has
Hence,
It follows from (2.13) that the values of the function a(ζ) evaluated at the points of the spectrum of some self-adjoint extension of J are the corresponding normalizing constants of that extension. The analogue of (3.1) with τ 1 = τ 2 and τ 1 , τ 2 ∈ R, for the Schrödinger operator in L 2 (0, ∞) being in the limit circle case is [14, Eq. Note that (2.10) implies that the entire function R τ (ζ), τ ∈ R ∪ {∞}, is real, i. e., it takes real values when evaluated on the real line. Let λ k < λ k+1 be two neighboring eigenvalues of the self-adjoint extension J(τ 2 ) of J, with τ 2 ∈ R ∪ {∞}. So λ k , λ k+1 are zeros of R τ 2 and by (3.1) these zeros are simple. Since R ′ τ 2 (λ k ) and R ′ τ 2 (λ k+1 ) have different signs, it follows from (3.1) that R τ 1 (λ k ) and R τ 1 (λ k+1 ) (τ 1 ∈ R ∪ {∞}, τ 1 = τ 2 ) have also opposite signs. From the continuity of R τ 1 on the interval [λ k , λ k+1 ], there is at least one zero of R τ 1 in (λ k , λ k+1 ). Now, suppose that in this interval there is more than one zero of R τ 1 , so one can take two neighboring zeros of R τ 1 in (λ k , λ k+1 ). By reproducing the argumentation above with τ 1 and τ 2 interchanged, one obtains that there is at least one zero of R τ 2 somewhere in (λ k , λ k+1 ). This contradicts the assumption that λ k and λ k+1 are neighbors.
The assertion of the following proposition is a well established fact (see, for instance [23, Thm. 1]). We, nevertheless, provide the proof for the reader's convenience and because we introduce in it notation for later use. Note that a non-constant entire function of at most minimal type of order one must have zeros, otherwise, by Weierstrass theorem on the representation of entire functions by infinite products [25, Thm. 3 Chap. 1], it would be a function of at least normal type.
Before stating the proposition we remind the definition of convergence exponent of a sequence of complex numbers (see [25, Sec. 4 Chap. 1]). The convergence exponent ρ 1 of a sequence {ν k } k of non-zero complex numbers accumulating only at infinity is given by
We also remark that, as it is customary, whenever we say that an infinite product is convergent we mean that at most a finite number of factors may be zero and the partial product formed by the non-vanishing factors tends to a number different from zero [1, Sec. 2.2 Chap. 5].
Proposition 3. Let f (ζ) be an entire function of at most minimal type of order one with an infinite number of zeros. Let the elements of the sequence {ν k } k , which accumulate only at infinity, be the non-zero roots of f , where {ν k } k contains as many elements for each zero as its multiplicity. Assume that m ∈ N ∪ {0} is the order of the zero of f at the origin. Then there exists a complex constant C such that
where the limit converges uniformly on compacts of C.
Proof. The convergence exponent ρ 1 of the zeros of an arbitrary entire function does not exceed its order [25, Thm. 6 Chap. 1]. Then, for a function of at most minimal type of order one, ρ 1 ≤ 1. According to Hadamard's theorem [25, Thm. 13 Chap. 1], the expansion of f in an infinite product has either the form:
if the limit lim
converges, or Let {λ n (τ )} n be the eigenvalues of J(τ ). In view of the fact that R τ (ζ) is an entire function of at most minimal type of order one, by Proposition 3, one can always write
where C τ ∈ R \ {0} and δ τ is the Kronecker delta, i. e., δ τ = 1 if τ = 0, and δ τ = 0 otherwise. The limits in (3.7) converge uniformly on compacts of C. Note that when τ = 0 we have naturally excluded λ k (0) = 0 from the infinite product. When writing (3.7), we have taken into account, on the one hand, that R 0 (0) = 0, which follows from (2.10) and the definition of the function D, and on the other, that different self-adjoint extensions have disjoint spectra (see Section 2). Now, let us consider the following expressions derived from the Green's formula [2, Eqs. 1.23, 2.28]
Again we verify from (3.8) that D(0) = 0, while from (3.9) we have B(0) = −1. Therefore R τ (0) = −τ for every τ ∈ R, and R ∞ (0) = −1. Thus, C τ = −τ provided that τ ∈ R and τ = 0, and C ∞ = −1.
To simplify the writing of some of the formulae below, let us introduce R τ (ζ) :=
, that is,
where δ τ is defined as in (3.7). Due to the uniform convergence of the expression
By (3.1) and (3.11), one obtains
of a Jacobi operator J in the limit circle case uniquely determine the matrix associated with J, and the numbers τ 1 and τ 2 .
Proof. For definiteness assume that τ 1 = 0, in other words that the sequence {λ k (τ 1 )} k does not contain any zero element. By (3.1), we have
Now, since {a(λ k (τ 1 ))} k are the normalizing constants of J(τ 1 ) we must have
.
Thus, M is completely determined by the sequences {λ k (τ 2 )} k and {λ k (τ 1 )} k . Inserting the obtained value of M into (3.13) one obtains the normalizing constants.
Having the normalizing constants allows us to construct the spectral measure for J(τ 1 ). Then, by standard methods (see Section 2), one reconstructs the matrix associated with J and the boundary condition at infinity τ 1 . From the value of M and τ 1 one obtains τ 2 , by using the first three cases in (3.14). When 0 ∈ {λ k (τ 2 )} k , one does not use (3.14), since it is already known that τ 2 = 0.
Remark 2. Note that the proof of Theorem 1 gives a reconstruction method of the Jacobi matrix. Although mentioned earlier, we also remark here that the assertion of Theorem 1, for the case of τ 1 , τ 2 ∈ R, was announced without proof in [13, Thm. 1].
Necessary and sufficient conditions
In this section we give a complete characterization of our two-spectra inverse problem. We remind the reader about the remark on the notation at the end of Section 2.
First we prove the following simple proposition related to the converse of Proposition 3. , the canonical product has order one. Since the product of functions of the same order is of that same order, the order of (4.1) 
is absolutely convergent for m = 0, 1, . . . , and the absolutely convergent expansion
holds true for all ζ ∈ C \ {κ j } j .
Proof. The absolutely convergence of (4.7) follows from
where the series is absolutely convergent in compact subsets of C \ {κ j } j because of (4.7). Clearly, h(κ j ) = 0 for any j. Moreover, it turns out that h is an entire function of at most minimal type of order one. To show this, first consider the case when j |κ j | −1 < ∞.
Here, by what we have discussed in the proof of Proposition 3, the function F(ζ)/(ζ − κ j ) can be expressed by a canonical product of genus zero. 
for any r > 0 provided that ρ 1 < 1. If, on the other hand, ρ 1 = 1, then for any ǫ > 0, there exists R 0 > 0 such that
for all r > R 0 . Hence, in any case, we have the uniform, with respect to j, asymptotic estimation (4.8) when j |κ j | −1 < ∞.
Suppose now that j |κ j | −1 = ∞. In this case, as was shown in the proof of Proposition 3,
where lim
On the basis of the estimates found in the proof of [25, Thm. 
for all r > R 1 and ǫ > 0 (see the definition of n(r) in the statement of Proposition 4). Note that if |κ j | ≤ r, then the above inequality follows directly from the inequality next to [25, Eq. 1.43]. If |κ j | > r, the same inequality holds due to
Since F does not grow faster than a function of minimal type of order one, by [25, Thm. 15 a Chap. 1], one again verifies that, for any ǫ > 0, (4.8) holds for all r greater than a certain R 2 depending only on the velocity of convergence in the limits (4.9) and (4.2). Thus, one concludes that, for any ǫ > 0, there is R > 0 such that
for all r > R, which shows that h is an entire function of at most minimal type of order one. Now, the function h/F is also an entire function of at most minimal type of order one [25, Cor. Sec. 9 Chap. 1]. By the hypothesis (4.6), Theorem 2. Let {λ k } k and {µ k } k be two infinite sequences of real numbers such that
For definiteness we assume that 0 ∈ {λ k } k b) the sequences accumulate only at the point at infinity.
Then there exist unique τ 1 , τ 2 ∈ R ∪ {∞}, with τ 1 = 0, τ 1 = τ 2 , and a unique Jacobi 
and if
where n λ (r) and n µ (r) are the number of elements of {λ k } k and {µ k } k , respectively, in the circle |ζ| < r.
The limits
converge uniformly on compact subsets of C, and they define the functions 
diverge either to −∞ or +∞.
The series
Proof. We begin by proving that if {λ k } k and {µ k } k are, respectively, the spectra of the self-adjoint extensions J(τ 1 ) and J(τ 2 ) of a Jacobi operator J, then conditions 1-6 hold true.
, the functions R τ 1 and R τ 2 , given by (2.10), have the sequences {λ k } k and {µ k } k , respectively, as their sets of zeros. These functions do not grow faster than an entire function of minimal type of order one. By Proposition 3 (see (3.7)), the limits
converge uniformly on compacts of C. This is condition 2. Moreover, by (3.6) and [25, Thm. 15 a Chap. 1], condition 1 holds. The functions R λ and R µ , given by (4.10) and (4.11), coincide with R τ , given by (3.10), with τ = τ 1 and τ = τ 2 , respectively. Thus (3.13) is rewritten as follows 12) where M is given by (3.14) . Analogously,
On the basis of the positiveness of the normalizing constants, from (4.12) and (4.13), we obtain condition 3.
From what we discussed in Section 2 all the moments exist for the spectral functions of J(τ 1 ) and J(τ 2 ), which are, respectively,
Hence the series in both sides of condition 4 are convergent for m ∈ N ∪ {0}. Moreover, the spectral functions (4.14) are solutions of the same moment problem associated with J (see the paragraph surrounding (2.11)), therefore the equality of condition 4 holds. Theorem 1 in the Addenda and Problems of [2, Chap. 4] tells us that
is a necessary condition for the sequences {λ j } j and {a(λ j )} j to be the spectrum of J(τ 1 ) and its corresponding normalizing constants. Thus, substituting (4.12) into (4.15), one establishes the divergence of the first series in condition 5. Similarly,
must hold, which, by (4.13), implies the divergence of the second series in condition 5.
By the same theorem in [2] mentioned above, and taking into account (4.12) and (4.13), one obtains the convergence of the series in condition 6.
Let us now prove that the conditions 1-6 are sufficient. Using condition 2 and the convergence of the series in the left hand side of condition 4 with m = 0, we define the real constant (4.16) and the sequence of numbers
By condition 3 and (4.16), it follows that a j > 0 for all j. Moreover, (4.16) and (4.17) imply that j a −1 j = 1. With the aid of the sequences {λ k } and {a k } define the function ρ : R → R + as follows ρ(t) :=
Consider the self-adjoint operator of multiplication A ρ by the independent variable in L 2 (R, dρ). We show below that this operator is the canonical representation (see Section 2) of a self-adjoint extension of a Jacobi matrix in the limit circle case. 
Taking into account (4.17), it is clear that the convergence of the first series in condition 6 ensures that ϕ(t) is indeed an element of L 2 (R, dρ). Define
Since D ⊂ Dom(A ρ ), we can consider the restriction of A ρ to the linear set D. Let us show that this restriction is a symmetric operator with deficiency indices (1, 1).
is orthogonal to D. This would imply that there is a non-zero constant C ∈ C such that
, whence we easily conclude that η ∈ L 2 (R, dρ) would contradict condition 5. Consider now the restriction of A ρ to the set D, denoted henceforth by A ρ ↾ D , and let us find the dimension of ker((A ρ ↾ D ) * − iI) which is characterized as the set of all ω ∈ L 2 (R, dρ) for which the equation
is satisfied for any ξ ∈ D. It is not difficult to show that any such ω can be written as follows
Hence dim ker((A ρ ↾ D ) * − iI) = 1. Analogously, it can be shown that the dimension of ker((A ρ ↾ D ) * + iI) also equals one. Indeed, if ω ∈ ker((A ρ ↾ D ) * + iI) then, up to a complex constant ω = (A ρ − iI)(A ρ + iI) −1 ϕ . Now we show that A ρ ↾ D is the canonical representation of a Jacobi operator in the limit circle case and A ρ is the canonical representation of a self-adjoint extension of this Jacobi operator. We proceed stepwise.
I. We orthonormalize the sequence of functions {t n } ∞ n=0 with respect to the inner product of L 2 (R, dρ). Note that condition 4 guarantees that all elements of the sequence {t n } ∞ n=0 are in L 2 (R, dρ). We obtain thus a sequence of polynomials {P n−1 (t)} ∞ n=1 which satisfy the three term recurrence equation (2.15) and (2.16) , where all the coefficients b k (k ∈ N) turn out to be positive and q k (k ∈ N) are real numbers.
II. We verify that the polynomials are dense in L 2 (R, dρ), so the sequence we have constructed is a basis in L 2 (R, dρ). Note first that the function R λ (ζ) is entire of at most minimal type of order one. Indeed, this follows from Proposition 4, in view of conditions 1 and 2. Now, for any element λ k 0 of the sequence {λ k } k , we clearly have
This implies that R λ satisfies (4.6). Hence the function R λ and the sequences {λ j } j , {a j } j satisfy the condition of Lemma 1. Thus, we have shown the convergence of the series Whence it follows that S ∈ D. Now, by (2.15) and (2.16), it is straightforward to show that U −1 A ρ ↾ D U (see (2.12) ) is a Jacobi operator in the limit circle case.
Denote by J the Jacobi operator U −1 A ρ ↾ D U. On the basis of what was discussed in Section 2 one can find τ 1 ∈ (R ∪ {∞}) \ {0} such that the self-adjoint operator of multiplication in L 2 (R, dρ) is the canonical representation of J(τ 1 ). τ 1 cannot be zero since then {λ k } should contain the zero. If 0 ∈ {µ k } k , we define
in all other cases, (4.25) and if 0 ∈ {µ k } k simply assign τ 2 := 0. For the proof to be complete it remains to show that {µ k } k are the eigenvalues of J(τ 2 ). To this end we first show that {µ k } k are the eigenvalues of some self-adjoint extension of J. Let M = −M and define with s k given by (4.24) . Moreover, taking into account conditions 1 and 6, one easily verifies as before that the sequences {µ j } j and { a j } j , and the function R µ satisfy the conditions of Lemma 1. Therefore, by Definitions 1, 2 and Corollary 2 of the Addenda and Problems of [2, Chap. 4] , as well as conditions 5 and 6, it turns out that the sequence {µ j } j is a canonical sequence of nodes and { a j } j the corresponding sequence of masses for the moment problem given by {s k } ∞ k=0 with s k satisfying (4.24). Hence ρ is a canonical solution of this moment problem. Denote by J( τ 2 ) the self-adjoint extension of J having ρ as its spectral function.
Let us consider now the functions R τ 2 and R e τ 2 corresponding to J(τ 2 ) and J( τ 2 ), respectively (see (3.10) ). It is straightforward to verify that 26) where the first equality follows from (3.13), while the second follows from (3.11) and (4.17) . By (3.14), (3.15) , and (4.25), one easily concludes from (4.26) that τ 2 = τ 2 .
Remark 3. When 0 ∈ {µ k } k , the signs of the real numbers R µ (λ j )R ′ λ (λ j ) and R λ (µ j )R ′ µ (µ j ) are known. Thus, we can write condition 3 as follows
This is a consequence of (3.12) and (3.14) by which we know that in equation (4.12) M = −a(0) < 0.
Remark 4. Note that, by Proposition 2, conditions 1-6 imply the interlacing of the sequences {λ k } k and {µ k } k .
