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A KINETIC TRANSPORT-PROJECTION SPLITTING ALGORITHM FOR AN
HIERARCHY OF MOMENT CLOSURES OF GAS-KINETIC EQUATIONS
MISHA PEREPELITSA
ABSTRACT. We review some geometrical properties of models of moment closures of gas-kinetic
equations, and consider a transport-projection splitting scheme for construction of solutions of such
closures. The scheme, formulated in terms of a dual kinetic density, defines the kinetic density
in successive superposition of transport in x–direction and projection to a finite dimensional linear
space in a weighted L2 space, in the kinetic variable v. Given smooth initial data, we show that the
approximate solutions converge to a unique classical solution of a system of moment closure PDEs.
1. INTRODUCTION
1.1. Motivation. In a kinetic description of fluid motion the state of the gas is defined by a kinetic
function f (x, t,v), that determines the distribution of molecules at position x and time t according
to the velocity v, and a kinetic equation for f ,
(1) ∂t f + v ·∇x f = Q( f ),
where the right-hand side determines the changes in the kinetic density due to molecular interac-
tions. In the kinetic models of gases, the collision operator Q( f ) verifies the following properties:
(1) Q has zero moments: ∫
(1,v, |v|2)Q( f )dv = 0;
(2) Q( f ) = 0 iff f ∈ E0, where E0 is the set of minimizers of the problem
min
{
S( f ) : f ≥ 0,
∫
(1,v, |v|2) f dv = const.
}
with an entropy functional
S( f ) =
∫
s( f )dv,
were s : R→R is a convex, coercive function;
(3) interactions do not increase entropy: for any kinetic density f ,∫
Q( f )s′( f )dv ≤ 0.
The above properties are due to the conservation of mass, momentum, and energy of molecular
motion, and express the fact that molecular interactions have an effect on the kinetic density to
“relax” toward the set of equilibrium densities E0.
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Assuming that relaxation processes are instantaneous, the kinetic density takes values f (x, t, ·)∈
E0, for all (x, t), i.e, it is a function only of its (1,v, |v|2) moments, that we denote by U = (ρ ,m,E)
– the macroscopic density, momentum and energy. The moments verify the system of Euler equa-
tions,
(2)
∫
(∂t f + v ·∇x f )

 1v
|v|2

 dv = 0,
which should be supplemented with the initial/boundary conditions for a particular fluid flow in
question. System of equations (2) is a first order quasi-liner system of PDEs:
(3) ∂tU +divxF(U) = 0,
where the flux F : R5 → R5×3.
The conservation of entropy at the kinetic level (Q( f ) = 0) leads (for smooth kinetic functions)
to the conservation of macroscopic entropy
∂tS+divxQe = 0,
where
S(U) =
∫
s( f )dv, Qe(U) =
∫
vs′( f )dv.
In flows away from vacuum, ρ > 0, the entropy is a strictly convex function of U, and that makes
system (3) to be symmetrizable, hyperbolic system of conservation laws. The Cauchy problem
for such systems is well-posed in classes of smooth functions, as was established in [12, 21].
Specifically, the following result holds, theorem 5.1.1 of [9].
Consider a symmetrizable, hyperbolic system of m conservation laws
(4) ∂tU +divxF(U) = G(U),
with F ∈C4(O)m×d, G∈C3(O)m, and entropy S ∈C3(O), on an open subset O⊂Rd . Assume that
S is strictly convex on O and the initial data U0(x) belong to a compact subset of O, with
∇U0 ∈ H l, l > d/2.
Theorem. There is a time interval [0,T ), on which system of equations (4) with initial data U0 has
a unique classical solution U(x, t). Solution belong to the class
∇U ∈ ∩lk=0 Ck([0,T ) : Hk−l).
The solution is constructed by a fixed point of a map, determined by a solution of the linearized
equations (4). Alternatively, the solution can obtained in a zero viscosity limit, using the theory of
parabolic systems.
In the analysis of non-equilibrium flows, it might be desirable to approximate equation (1) by a
closed system of PDEs for a finite set of macroscopic parameters (moments). A moment closure
is an example of such reduction of dimension, which is based on an ubiquitous idea of Galerkin
approximation. A generic form of a moment closure was described in [17, 18], and [22]. The
moment closures of [15, 10] are earlier, notable examples of such approximations.
CLASSICAL SOLUTIONS OF GAS-DYNAMIC EQUATIONS 3
Let us consider moment closures is some detail, following [22] for the presentation. The closures
are taken with respect to the moments∫
f li(v)dv, i = 1..k,
where {li}ki=1 is a set “elements”. Given the tendency of the kinetic density to an equilibrium in
E0, it is reasonable to include polynomials {1,v, |v|2} among moments. Further restrictions on the
set of moments can be imposed by requirement that the corresponding system of PDEs (4) verifies
Galilean and rotational symmetries, see [22].
Denote
E∗ = span{li, i = 1..k}.
Consider a minimization problem
(5) min
{
S( f ) :
∫
f li(v)dv =Ui = const.
}
where the entropy functional is as above. For a given vector U = (U0, ..,Uk), the problem (typi-
cally) has a unique minimizer f0,, determined by the conditions
∃g0 ∈ E∗, g0 ∈ ∂S( f0),∫
f0li(v)dv =Ui, i = 1..k.
The first condition defined g0 = s′( f0) ∈ E∗, or f0 = (s∗)′(g0), where s∗ is the Legendre transform
of s.1
Define E to be a set of minimizers f0 for all choices of moments vector U. A moment closure of
[22] is defined as a system of equations
(6)
{∫
(∂t f + v ·∇x f −Q( f )) li(v)dv = 0, i = 1..k,
f (x, t, ·) ∈ E,
which is equivalent to a first order quasi-linear system of PDEs of type (4) in unknowns Ui(x, t) =∫ f (x, t,v)li(v)dv. The corresponding entropy equation reads:
∂t
∫
s( f )dv+divx
∫
vs′( f )dv =
∫
Q( f )s′( f )dv.
Following [22], the convexity of S = S(U) can be conveniently expressed using dual, hydrody-
namic variables αi = αi(x, t), related to f by the condition
s′( f (x, t,v)) = ∑
i
αi(x, t)li(v) ∈ E∗.
1 We always assume the duality pairing between functions to be 〈 f ,g〉 = ∫ f gdv. A functional space V for kinetic
density f can be define
V =
{
f :
∫
(1+ |v|m0)| f |dv <+∞
}
,
where m0 is the highest degree of polynomials in the set {li}. In this section we proceed informally, identifying, for
example, a subdifferential ∂S( f ) with a function s′( f ).
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Indeed, the definition of U is stated as
(7) U j =
∫
f l j(v)dv =
∫
(s′)−1(∑
i
αili(v))dv.
Since S(U) =
∫
s( f )dv we obtain that
∂U jS =
∫
s′( f )∂U j f dv =
∫
(∑
i
αili)∂U j f dv = α j.
Thus, ∂ 2U jUk S = ∂Ukα j. Also, from (7) we also get
∂αiU j =
∫ l j(v)li(v)
s′′(∑αili) dv,
which makes ∂αU a positive definite. Its inverse is positive definite as well, and so is ∇2U S.
1.1.1. Orthogonality in primal variables. An alternative way to derive system (6) is to use the
differential structure of sets appearing in the optimization problem (5), following the approach of
[17, 18].
Consider a kinetic density f and a set of density with the same li moments:
M( f ) =
{
˜f :
∫
( ˜f − f )li(v)dv = 0, i = 1..k
}
.
Let f0 ∈ M f ∩E0 be the minimizer of problem (5). Define the tangent plane to M f at f0 as
TM( f ) =
{
ˆf :
∫
ˆf li(v) = 0, i = 1..k
}
.
Since it is independent of f we simply write TM. The set E, defined above, can be defined as
f0 ∈ E ⇐⇒
∫
s′( f0) ˆf dv = 0, ∀ ˆf ∈ TM.
With this definition we can define the tangent space to E at f0, denoted by TE( f0), as the set of
vectors ¯f such that
∀ ˆf ∈ TM, lim
t→0
t−1
∫
s′( f0 + t ¯f ) ˆf dv = 0.
The condition for being an tangent vector can be equivalently stated as
(8)
∫
s′′( f0) ˆf ¯f dv = 0, ∀ ˆf ∈ TM.
One can interpret this condition as orthogonality between the tangent spaces to M and E, in a
weighted L2 space with scalar product
( ˆf , ¯f ) =
∫
ˆf ¯f s′′( f0)dv.
In this notation, TM = (TE( f0))⊥ . Now, the moment closure system (6) can be equivalently ex-
pressed as a differential inclusion
(9)
{
∂t f + v ·∇x f −Q( f ) ∈ (TE( f0))⊥ ,
f (x, t, ·) ∈ E,
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or, by noticing that ∂t f ∈ TE( f ), as an equation
(10)
{
∂t f = projTE( f )(−v ·∇x f +Q( f )),
f (x, t, ·) ∈ E.
The later equation is in the form used in [17, 18].
1.1.2. Orthogonality in dual variables. Finally, lets consider yet another way to pose a moment
closure, expressing (9) is dual kinetic variables
l = s′( f ), (l ∈ ∂S( f )).
Condition (8) carries over to l–variables and becomes,
(11)
∫
(s∗)′′(l0) ˆl ¯l dv = 0, ∀ˆl ∈ E∗, ˆl ∈ TM∗(l0).
It expresses the orthogonality of linear space E∗ and tangent space to M∗(l0) = {l :
∫
((s∗)′(l)−
(s∗)′(l0))li(v)dv = const.}
Orthogonality condition (11) has another interpretation. Recall from the Convex Analysis, [11],
proposition 2.4, that the values of the primal problem
min
{
S( f ) : f ≥ 0,
∫
( f − ˇf )li(v)dv = 0, i = 1..k
}
(for a fixed ˇf ≥ 0,) and its dual
(12) sup
{∫
l ˇf dv−S∗(l) : l ∈ E∗
}
where S∗(l) =
∫
s∗(l)dv is the Legendre transform of S( f ), are equal. The minimizer f0 and the
maximizer l0 are determined by the conditions
l0 ∈ ∂S( f0), (l0 = s′( f0), f0 = (s∗)′(l0)),∫
( f0− ˜f )li(v)dv = 0, i = 1..k.(13)
Choose h that verifies condition (11):∫
(s∗)′′(l0)hli dv = 0, i = 1..k,
and let l0 ∈ E∗. Consider the above maximization problem with ˜f = (s∗)′( ˜l), ˜l = l0 + th. Let lt0 be
the corresponding maximizer. Re-writing condition (13) as∫
((s∗)′(l0 + th)− (s∗)′(lt0))li(v)dv = 0.
we see that due to assumptions on h,
lt0− l0 = o(t), l0 = projE∗( ˜l),
where the projection with respect ot weighted L2 norm. In other words, the solution of the opti-
mization problem (12) with ˜f = (s∗)′( ˜l), coincides (to the first order of distance from E∗) with the
projection of ˜l onto E∗.
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This considerations allow us to re-write the moment closure equations in (9) as a differential
inclusion in dual variable l :
(14)
{
∂t l+ v ·∇xl− ˜Q(l) ∈ (E∗(l))⊥,
l(x, t, ·)∈ E∗,
where the collision operator equals
˜Q(l) = Q((s
∗)′(l))
(s∗)′′(l) .
We certainly could have arrived at (14) directly from (9), but the above arguments show that there
is also an underlying variational principle.
Let us remark, that the dual kinetic variables and weighted L2 spaces, discussed above, has been
in use in the theory of Boltzmann equations since the work of Hilbert[20], where they appear in a
context of linearization of (1). In a typical linearization analysis, kinetic density is represented in
terms of a dual variable h, as f = f0(1+h), where f0 is a Maxwellian ( f0 ∈ E0).
1.2. Results. In this work we establish the existence of classical solutions to a class of systems
of PDEs (4) corresponding to (14), by solving the later problem in a space of kinetic functions.
We assume that initial data l0(x, ·) take values in E∗, ranging in a neighborhood of a constant state
¯l ∈ E∗, and, is in Sobolev’s H3 space, as a function of x.
Two types of collision operators are considered. In the first model, the collision operator is
absent, ˜Q = 0, and we are dealing with projection of a transport equation onto E∗. In the second
model, we consider a non-linear BGK–type operator, in dual variable l :
˜Q(l) = Π 0l − l, Π 0l = projE∗0 (l)(l).
The corresponding operator in the primal variable, Q( f ) = (s∗)′′(l) ˜Q(l), l = (s)′( f ), verifies prop-
erties (1), (2), and (3) of the collision operators, stated at the beginning of the Introduction. It is a
first order (in the distance from E0) approximation of the classical BGK operator.
We show that classical solutions of (14) can be constructed in zero limit of step h, of a time-
discretization of (14), in which transport, collision and projection are computed in succession, over
time intervals (nh,(n+1)h], as defined in (18), (33), (39).
The analysis is based on entropy estimates for the kinetic density and its x–derivatives, that are
similar to the estimates for linearized Boltzmann equation obtained in [16].
The choice of the approximating scheme is not accidental. In fact, it is the convergence of that
particular scheme that we’re interested in, rather than finding a new way to prove the existence
of classical solutions for a class of PDEs (4). The reason for this, is an observation that the time
discretization of (14), with E∗ = E∗0 , and ˜Q = 0, is linked to a hydrodynamic limit of a gas-kinetic
equation (1) with the right-hand side containing a large factor h−1. The projection of the kinetic
density to an equilibrium E0 can be loosely related to result of collisions, since the later amounts
to relaxing the density toward equilibrium, while conserving the moments.
In this respect, our convergence result can be compared with the works on the fluid dynamic
limit of Boltzmann and related equations, with some representative results given in [23, 6, 7, 1, 2].
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In the present setting, the convergence takes place for all times t inside an interval [0,T ] deter-
mined by the initial data. No initial layer is present since the dynamics is smooth and starts from
the target manifold E∗.
Finally, let us mention that discrete transport–projection approximations appear in many areas of
PDEs. Some examples of the method, in the context of Boltzmann equation and scalar conservation
laws can be found in [19, 3, 4].
2. TRANSPORT EQUATION
2.1. Notation and auxiliary lemmas. Let {li(v)}ki=1 be a set of k+1 linearly independent on an
open set of Rd polynomials. We assume that the highest degree polynomial is lk(v) = |v|m0, for
some m0 > 0, and the lowest degree polynomial l1(v) = 1. Denote
E∗ = span{li, i = 1..k}.
We choose entropy density to be s( f ) = f p, with p ∈ (1,6/5). The Legendre transform of s
equals
s∗(l) = cp(l+)p/p−1,
with cp = p−1pp/(p−1) , and l+ is a positive part of l.
For a notational convenience we define the weight function with respect to variable −l, rather
than l,
w(l) = c¯p(l−)
2−p
p−1 ,
where c¯p > 0, and l− ≥ 0 – the negative part of l. For the range of p defined above, w ∈C4(R),
convex function, supported on l ≥ 0. With the above choice of an entropy s, kinetic densities
f ∈ E, are smooth and compactly supported functions. The analysis critically depends on last two
properties.
We consider a Cauchy problem
(15)


∂t l + v ·∇xl ∈ (E∗(l))⊥, (x, t,v) ∈ R3× (0,T )×R3,
l(x, t, ·) ∈ E∗, (x, t) ∈ R4+,
l(x,0,v) = l0(x,v), (x,v) ∈ R6,
where notation E∗(l) denotes space E∗ with weighted L2 norm
‖ ˜l‖2w(l) =
∫
˜l2 w(l)dv.
Following [9], we make the following definition.
Definition 1. A classical solution l, of (15) as a Lipschitz continuous in (x, t,v) function l(x, t, ·),
such that for a.e. (x, t), t ≥ 0, the set of k+1 equations holds,∫
(∂t l + v ·∇xl) li(v)dv = 0, i = 1..k;
for all (x, t), t ≥ 0, l(x, t, ·) ∈ E∗; for t = 0, and all (x,v), l(x,0,v) = l0(x,v).
A care should be taken to avoid degenerate situation when the weight w(l) is zero.
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Definition 2. Let (R,δ1,r,δ2) be positive numbers. We say that l ∈ E∗ has property P(R,δ1,r,δ2)
if
(1) ∀v, with |v|> R, l(v)≥ 0;
(2) ∀v, with |v|< R, l(v)≥−δ1;
(3) there is a ball Br of radius r such that l(v)≤−δ2, for all v ∈ Br.
Let ¯l = ∑i γ¯ili(v) ∈ E∗ be a constant reference state with
γ¯0 < 0, γ¯k > 0.
The solutions we construct are in a neighborhood of ¯l. The following lemma is easily verified.
Lemma 1. There are positive numbers (R,δ1,r,δ2) such that
¯l ∈ P(R/2,δ1/2,2r,2δ2) ,
and ∀ε > 0 there is ∆ > 0, such that, if l ∈ E∗ and∫
BR
|l− ¯l|2 dv ≤ ∆ ,
then
l ∈ P
(
1+ ε
2
R,
1+ ε
2
δ1,
2
1+ ε
r,
2
1+ ε
δ2
)
.
Let ∆2 be a number corresponding to ε = 1, and ∆1 < ∆2 be the number corresponding to
ε = 1/2, in the above lemma. The numbers (R,δ1,r,δ2) and the corresponding balls BR, Br from
the definition of the property P, will be fixed in the following analysis.
Let the initial date l0(x,v) be such that
(16)


∀x ∈ R3, l0(x, ·) ∈ E∗,
l0− ¯l ∈ L2(BR;H3(R3)),
supx
∫
BR |l
0(x,v)− ¯l(v)|2 dv ≤ ∆1.
We use a weighted “norm” for l, defined as:
(17) ‖l‖X(l) =
(∫∫
( ∑
α,|α|≤3
|Dαx l|2)w(l)dvdx
)1/2
.
2.2. Statement of the result. The discrete-time algorithm approximating differential inclusion
(15) is defined in the following way. Let h > 0 be the time step and define N = ⌈T/h⌉. Given the
values of ln−1, we define
(18) ln(x, ·) = projE∗(ln−1(x,·))ln−1(x−h·, ·),
where the projection is in weighted L2 space with weight w(ln−1). If the weight is not zero identi-
cally, the projection is uniquely defined by conditions
(19) ∀x ∈ R3, i = 1..k,
∫
ln(x,v)li(v)w(ln−1(x,v))dv =
∫
ln−1(x−hv,v)li(v)w(ln−1(x,v))dv.
In what follows we use the shorthand notation wn(x,v) = w(ln(x,v)).
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Theorem 1. Let ¯l, l0 be as described above and h ∈ (0,1]. There is time T > 0, independent
of h, such that all functions ln, n = 0..⌈T/h⌉, in (18) are well defined, and the family {lh} of
interpolations of ln’s, defined in (33), converges as h → 0, uniformly on compact set in R3 ×
[0,T ]×R3 to a unique classical solution of (15).
Remark 1. The uniqueness of classical solutions (in fact strong-weak uniqueness) follows from
the uniqueness of classical solutions of corresponding PDEs (4), with strictly convex entropy, see,
for example, [9], theorem 5.3.1.
The theorem is based on the fact that functions ln are bounded in strong norms, which can be
heuristically explained as follows. Suppose that the approximation {ln} is well-defined. Denote
by ˆln−1(x,v) = ln−1(x−hv,v), and for any x ∈ R3, the distance
|l(x, ·)− ¯l(·)|2wn =
∫
|l(x,v)− ¯l(v)|2w(ln(x,v))dv.
From (18) we obtain
|ln− ¯l|2
wn−1 ≤ |
ˆln−1− ¯l|2
wn−1.
We will show that
(20) |ln− ¯l|2wn ≤ | ˆln−1− ¯l|2w(ˆln−1)+Rn,
where Rn accounts for changes in the weights from wn to wn−1, and from w(ln−1) to w( ˆln−1). The
remainder is such that
(21)
∫
Rn dx = O(h),
provided that all ln are smooth, as measured by (17). Integrating (20) we obtain
(22)
∫
|ln− ¯l|2wn dx ≤
∫
|ln−1− ¯l|2
wn−1 dx+O(h).
To estimate the spacial derivatives we use an orthogonal decomposition (in topology of L2
wn−1
(R3))
(ln− ¯l)+( ˆln−1− ln) = ˆln−1− ¯l,
to obtain
Dαx (ln− ¯l)+Dαx ( ˆln−1− ln) = Dαx ( ˆln−1− ¯l),
which implies that
|Dαx (ln− ¯l)|2wn−1 ≤ |D
α
x ( ˆln−1− ¯l)|2wn−1 +R
α
n ,
where Rαn accounts for spacial derivatives of the weight function, and has property (21). From this,
by changing the weights,
|Dαx (ln− ¯l)|2wn ≤ |Dαx ( ˆln−1− ¯l)|2w(ˆln−1)+ ˜R
α
n ,
which leads to
(23)
∫
|Dαx (ln− ¯l)|2wn dx ≤
∫
|Dαx (ln−1− ¯l)|2wn−1 dx+O(h).
With derivatives of order 3, (22), (23) lead to a priori estimates on ln as measured by X(ln).
The above arguments are formalized in lemmas 2–7 below, after which we show that properly
interpolated in time sequence ln converges to a classical solution of (15).
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2.3. Proof of theorem 1. Consider the sequence {ln} determined from the initial data and (18).
We will assume in this section the following hypothesis.
Hypothesis 1. For all n = 1..N, and all x ∈ R3,
ln(x, ·) ∈ P(R,δ1,r,δ2).
Under this hypotheses, functions ln = ∑i γni (x)li(v) from (18) are well-defined and we proceed
to derive energy estimates.
Lemma 2. There is C > 0, independent of (n,h), such that
(24) sup
x
∫
BR
|ln−1(x−hv,v)− ln−1(x,v)|2 dv ≤Ch2‖ln−1− ¯l‖2X(ln−1).
Proof. The estimate follows directly by applying lemma 12 and lemma 13 from the Appendix to
function ln−1. 
Lemma 3. There is C > 0, independent of (n,h), such that
(25) sup
x
∫
BR
|ln(x,v)− ln−1(x,v)|2 dv ≤Ch2‖ln−1− ¯l‖2X(ln−1),
and
(26)
∫ ∫
BR
|ln− ln−1|2 dvdx ≤Ch2‖ln−1− ¯l‖2X(ln−1).
Proof. Indeed, using (18) we obtain
sup
x
∫
|ln(x,v)− ln−1(x,v)|2wn−1 dv ≤C sup
x
∫
BR
|ln−1(x−hv,v)− ln−1(x,v)|2 dv,
and the first statement of the lemma follows from (24), and the facts that wn−1 is strictly positive
on the ball Br, and norms with respect to balls Br and BR are equivalent. Similarly, from conditions
(18) and Hypothesis 1 we get∫∫
|ln− ln−1|2wn−1 dvdx ≤C
∫
BR
∫
|ln−1(x−hv,v)− ln−1(x,v)|2 dxdv
which is less than Ch2‖ln−1− ¯l‖2X(ln−1), by estimate 24. 
Lemma 4. There is C > 0, independent of (n,h), such that∫ ∫
BR
|Dβ ln−Dβ ln−1|2 dxdv ≤Ch2(‖ln−1− ¯l‖2X(ln−1)+‖l
n−1− ¯l‖4X(ln−1)),
for any multi-index β , with |β |= 1;∫ ∫
BR
|Dβ ln−Dβ ln−1|2 dxdv ≤Ch2(‖ln−1− ¯l‖2X(ln−1)+‖l
n−1− ¯l‖4X(ln−1)+‖l
n−1− ¯l‖6X(ln−1)),
for any multi-index β , with |β |= 2.
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Proof. Let D be generic notation for the first derivative in x. By applying it to (18) we find that
∫
(Dln−Dln−1)liwn−1 dv =
∫
(Dln−1(x−hv,v)−Dln−1(x,v))liwn−1 dv(27)
+
∫
(ln−1(x−hv,v)− ln(x,v))liw′(ln−1)Dln−1 dv.
It follows that for any x,
∫
BR
|Dln−Dln−1|2 dv ≤ C
∫
BR
|Dln−1(x−hv,v)−Dln−1(x,v)|2 dv
+C
∫
BR
|ln−1(x−hv,v)− ln−1(x,v)|2|Dln−1|2 dv
+
∫
BR
|ln− ln−1|2|Dln−1|2 dv
≤ C
∫
BR
|Dln−1(x−hv,v)−Dln−1(x,v)|2 dv
+
∫
BR
|Dln−1|2 dv
∫
BR
|ln−1(x−hv,v)− ln−1(x,v)|2 dv
+
∫
BR
|Dln−1|2 dv
∫
BR
|ln− ln−1|2 dv.
Using (24), (25) and lemma 13 we get the first inequality in the lemma.
∫ ∫
BR
|Dln−Dln−1|2 dv ≤Ch2(‖ln−1− ¯l‖2X(ln−1)+‖l
n−1− ¯l‖4X(ln−1)).
The second inequality is obtained by differentiating (27) and repeating the arguments above. 
Lemma 5 (Zero order entropy estimate). There is C > 0, independent of (n,h), such that
(28)
∫∫
|ln− ¯l|2wn dvdx ≤
∫∫
|ln−1− ¯l|2wn−1 dvdx+Ch‖ln−1− ¯l‖2X(ln−1).
Proof. To get the estimate we use (18) to write
∫∫
|ln− ¯l|2wn−1 dvdx ≤
∫∫
|ln−1(x−hv,v)− ¯l|2wn−1dvdx
≤
∫∫
|ln−1(x,v)− ¯l|2wn−1 dvdx+
∫∫
|ln−1(x,v)− ¯l|2|wn−1−w(ln−1(x+hv,v))|dvdx
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The last term can be estimated as
∫∫
|ln−1(x,v)− ¯l|2|wn−1−w(ln−1(x+hv,v))|dvdx
≤C
∫ ∫
BR
|ln−1(x,v)− ¯l|2|ln−1(x,v)− ln−1(x−hv,v)|dvdx
≤C
∫
sup
v∈BR
|ln−1(x,v)− ln−1(x−hv,v)|
∫
BR
|ln−1(x,v)− ¯l|2 dvdx
≤C
∫ ∫
BR
|ln−1(x,v)− ln−1(x−hv,v)|dv
∫
BR
|ln−1(x,v)− ¯l|2 dvdx
≤C
(
sup
x
∫
BR
|ln−1(x,v)− ln−1(x−hv,v)|dv
)(∫ ∫
BR
|ln−1(x,v)− ¯l|2 dvdx
)
≤Ch‖ln−1− ¯l‖2X(ln−1),
where we used equivalence of norms in v, and (24). Using this in the previous inequality results in
the statement of the lemma.

Higher order energy estimates are obtained by differentiating conditions (18) and following the
arguments of the previous lemma.
Lemma 6 (Third order entropy estimates). There is C > 0, independent of (n,h), such that for any
multi-index α, with |α|= 3,
(29)
∫∫
|Dα ln|2wn dxdv ≤
∫∫
|Dα ln−1|2wn−1 dxdv+Ch
(
‖ln− ¯l‖3X(ln)+‖l
n− ¯l‖2X(ln)
+‖ln−1− ¯l‖2X(ln−1)+‖l
n−1− ¯l‖3X(ln−1)+‖l
n−1− ¯l‖5X(ln−1)
)
.
Proof. After differentiating (18) by Dα = ∂ α1x1 ∂ α2x2 ∂ α3x3 we obtain
∫
Dα lnliwn−1 dv =
∫
Dα ln−1(x−hv,v)liwn−1 dv
−
∫
(ln− ln−1)liDαwn−1 dv−
∫
(ln−1(x,v)− ln−1(x−hv,v))liDαwn−1
− ∑
β ,γ
∫
Dβ (ln− ln−1)liDγwn−1 dv
− ∑
β ,γ
∫
Dβ (ln−1(x,v)− ln−1(x−hv,v))liDγwn−1 dv, i = 1..k,
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where multi-indices’s β ,γ are such that β + γ = α, |β |, |γ|> 0. From this we obtain∫
|Dα ln|2wn−1 dv ≤
∫
|Dα ln−1(x−hv,v)|2wn−1
+2
∫
|ln− ln−1||Dα ln||Dαwn−1|dv
+2
∫
|ln−1(x,v)− ln−1(x−hv,v)||Dα ln||Dαwn−1|dv
+2∑
β ,γ
∫
|Dβ (ln− ln−1)||Dα ln||Dγwn−1|dv
+2∑
β ,γ
∫
|Dβ (ln−1(x,v)− ln−1(x−hv,v))||Dα ln||Dγwn−1|dv.
Labeling the last four terms as I1, .., I4, we write∫∫
|Dα ln|2wn dvdx ≤
∫∫
|Dα ln−1(x−hv,v)|2w(ln−1(x−hv,v))dvdx(30)
+
∫∫
|Dα ln−1(x−hv,v)|2|w(ln−1(x−hv,v)−w(ln−1(x,v)|dvdx
+
∫∫
|Dα ln|2|wn−wn−1|dvdx+ ∑
j
∫
I j dx.
In this way we obtained inequality∫∫
|Dα ln|2wn dvdx ≤
∫∫
|Dα ln−1|2wn−1 dvdx
+
∫
J1 dx+
∫
J2 dx+ ∑
j
∫
I j dx,
where by J1,J2 we denote the second and the third terms on the right in (30). It remains to show
that integrals of J′is and I′js are of the order h.
∫
J1 dx ≤ C
∫
BR
(∫
|Dα ln−1(x−hv,v)|2 dx
)
sup
x
|ln−1(x−hv,v)− ln−1(x,v)|dv
≤ Ch
∫
BR
(∫
|Dα ln−1(x−hv,v)|2 dx
)
‖ln−1− ¯l‖H3(R3) dv
≤ Ch sup
v∈BR
‖ln−1− ¯l‖2X(ln−1) ≤Ch‖l
n−1− ¯l‖3X(ln−1).
∫
J2 dx ≤ C
∫
BR
∫
|Dα ln|2|ln− ln−1|dvdx
≤ C
∫ (∫
BR
|ln− ¯l|2 dv
)1/2 ∫
BR
|Dα ln|2 dvdx
≤ C sup
x
(∫
BR
|ln− ¯l|2 dv
)1/2
‖ln− ¯l‖2X(ln) ≤Ch‖l
n− ¯l‖3X(ln),
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where in the last inequality we used (25).
Consider now∫
I1 dx ≤ C
∫ ∫
BR
|ln− ln−1||Dα ln||Dln−1|3 dvdx+C
∫ ∫
BR
|ln− ln−1||Dα ln||Dln−1||D2ln−1|dvdx
+C
∫ ∫
BR
|ln− ln−1||Dα ln||D3ln−1|dvdx = K1 +K2 +K3,
where Dl,D2l,D3l denote all derivatives in x of orders 1,2, and 3. Then,
K1 ≤ C
∫
sup
v∈BR
(
|ln− ln−1||Dln−1|2
)∫
BR
|Dα ln|2 + |Dln−1|2 dvdx
≤ C
∫
sup
v∈BR
|ln− ln−1| sup
v∈BR
|Dln−1|2
∫
BR
|Dα ln|2 + |Dln−1|2 dvdx
≤ C
∫ (∫
BR
|ln− ln−1|2 dv
)1/2 ∫
BR
|Dln−1|2 dv
∫
BR
|Dα ln|2 + |Dln−1|2 dvdx
≤ C sup
x
(∫
BR
|ln− ln−1|2 dv
)1/2
sup
x
∫
BR
|Dln−1|2 dv
(
‖ln− ¯l‖2X(ln)+‖l
n−1− ¯l‖2X(ln−1)
)
.
Using estimates of lemma 12 and (25), we conclude that
K1 ≤Ch‖ln−1− ¯l‖3X(ln−1)
(
‖ln− ¯l‖2X(ln)+‖l
n−1− ¯l‖2X(ln−1)
)
.
Estimates on K2,K3 are similar. They lead to:∫
I1 dx ≤ Ch
(
‖ln−1− ¯l‖X(ln−1)+‖ln−1− ¯l‖2X(ln−1)+‖l
n−1− ¯l‖3X(ln−1)
)
(31)
×
(
‖ln− ¯l‖2X(ln)+‖l
n−1− ¯l‖2X(ln−1)
)
.
The estimate on I2 is analogous to that of I1, where we use (24) instead of (24). It lead to the
estimate (31).
Consider I4 :∫
I4 dx ≤ C
∫ ∫
BR
|Dln−1(x−hv,v)−Dln−1(x,v)||Dα ln||D2ln−1|dvdx
+C
∫ ∫
BR
|Dln−1(x−hv,v)−Dln−1(x,v)||Dα ln||Dln−1|2 dvdx
+C
∫ ∫
BR
|D2ln−1(x−hv,v)−D2ln−1(x,v)||Dα ln||Dln−1|dvdx = M1 +M2 +M3.
M3 ≤ C sup
v∈BR,x∈R2
|Dln−1|
(∫ ∫
BR
|D2ln−1(x−hv,v)−D2ln−1(x,v)|2 dvdx
)1/2
×
(∫ ∫
BR
|Dα ln|2 dvdx
)1/2
≤ Ch‖ln− ¯l‖X(ln)‖ln−1− ¯l‖2X(ln−1),
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where in the last inequality we used lemmas 12 and 13. By exactly the same argument,
M2 ≤Ch‖ln− ¯l‖X(ln)‖ln−1− ¯l‖2X(ln−1),
as well.
Consider now
M3 ≤ C‖Dα ln‖L2(BR×R3)‖D
2ln−1‖L6(BR×R3)‖Dl
n−1(x−hv,v)−Dln−1(x,v)‖L3(BR×R3).
Using Sobolev’s inequalities we find that
M3 ≤ C‖Dα ln‖L2(BR×R3)‖D
3ln−1‖L2(BR×R3)‖Dl
n−1(x−hv,v)−Dln−1(x,v)‖1/2L2(BR×R3)
×‖D2ln−1(x−hv,v)−D2ln−1(x,v)‖1/2L2(BR×R3).
Using lemma 13 this is less than
Ch‖ln− ¯l‖X(ln)‖ln−1− ¯l‖2X(ln−1).
Thus we showed that ∫
I4 dx ≤Ch‖ln− ¯l‖X(ln)‖ln−1− ¯l‖2X(ln−1).
It remains to estimate I3. Notice, that it has structure similar to that of I4. Once we establish the
estimates in lemma 4,
∫
I3 dx is estimated in a similar way, leading to∫
I3 dx ≤Ch‖ln− ¯l‖X(ln)
(
‖ln−1− ¯l‖X(ln−1)+‖ln−1− ¯l‖2X(ln−1)+‖l
n−1− ¯l‖3X(ln−1)
)
,
which completes the proof of lemma 6. 
Collecting all energy estimate we conclude the next lemma.
Lemma 7. Assume (without loss of generality) that for all n, ‖ln − ¯l‖X(ln) ≤ 1. There is C > 0
independent of (n,h) such that for all n = 0..N,
(32) ‖ln− ¯l‖2X(ln) ≤ ‖l0− ¯l‖2X(l0)+CT.
Now we impose a smallness condition on T :
CT < ∆2−∆1,
(see lemma 1), which implies that for all n, and x, ln(x, ·) ∈ P(R,δ1,r,δ2), verifying Hypothesis 1.
2.3.1. Convergence of the scheme. In this section we show that properly interpolated on time axis
solution of the discrete scheme converges to a classical solution of (15).
Let {ln(x,v)} be the sequence verifying estimate (32). Define a continuous function lh(x, t,v)
by
(33)
lh(x, t,v)=


ln(x− (t−nh)2v,v), t ∈ [nh,nh+h/2],
(
1−2(n+1)h− t
h
)
ln+1(x,v)+2(n+1)h− t
h
ln(x−hv,v), t ∈ [nh+h/2,(n+1)h].
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Notice that ∂t lh is piecewise constant in t. By construction, for all (x,v) and all t 6= nh, lh is a
solution of the equation
(34) ∂t lh = −2v ·∇xlh1Ah(t)+
2
h(l
⌊t/h⌋+1− l⌊t/h⌋)1[0,T ]\Ah(t),
where
Ah = ∪N−1n=0 [nh,nh+h/2].
The following bounds are easily verified given (32).
Lemma 8 (Bounds). The following statements hold.
lh− ¯l bounded in L∞((0,T )×BR;H3(R3));
Dx,t,vlh bounded in L∞(R3× (0,T )×BR);
∀(x, t), supp vlh(x, t, ·)⊂ BR.
Lemma 9 (Compactness). There a sequence (still labeled) h → 0, and a continuous function
l(x, t,v), such
l− ¯l ∈ L∞((0,T )×BR;H3(R3));
Dx,t,vl ∈ L∞(R3× (0,T )×BR);
lh converges to l uniformly on compact sets of R3× [0,T ]×R3;
for any (x, t),
supp vl(x, t, ·)⊂ BR,
and
l(x, t, ·) ∈ E∗.
Proof. Given the bounds of lemma 8, it remains to prove the inclusion l(x, t, ·)∈ E∗. Fix t ∈ (0,T ].
Let integer nh be such that
nhh ≤ t < nhh+h.
Using the definition of function lh we find that for t ∈ [nhh,nhh+h/2],
|lnh(x,v)− lh(x, t,v)| ≤ |lnh(x,v)− lnh(x− (t−nhh)2v,v)|,
and for t ∈ [nhh+h/2,nhh+h),
|lnh(x,v)− lh(x, t,v)| ≤
(
1−2
(nh +1)h− t
h
)
|lnh+1(x,v)− lnh(x,v)|
+2
(nh+1)h− t
h |l
nh(x−hv,v)− lnh(x,v)|.
Using (24), (25), and (32), we find that
sup
x
∫
BR
|lnh(x,v)− lh(x, t,v)|2 dv → 0.
It follows that for fixed (x, t), l(x, t, ·)= lim lh(x, t, ·) is also a limiting point of a sequence {lnh(x, ·)}⊂
E∗. Since E∗ is closed, l(x, t, ·)∈ E∗. 
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We conclude the analysis by taking the limit in the equation (34). By W (l) we denote the anti-
derivative of w, normalized by W (0) = 0.
Lemma 10 (Limiting equations). For any ψ ∈ C∞0 (R4), – test function, and for any i = 1..k it
holds:
(35)
∫∫∫
W (l)li(v){∂tψ + v ·∇xψ}dvdxdt = 0;
for a.e. (x, t) :
(36)
∫
{∂tW (l)+ v ·∇xW (l)} li(v)dv = 0;
for a.e. (x, t) :
(37)
∫
{∂t l + v ·∇xl} li(v)w(l)dv = 0;
vector
Ui(x, t) =
∫
li(v)W (l)dv, i = 1..k,
is a classical solution of the system of PDEs (4) corresponding to the closure (15).
Proof. Only the first statement needs a proof. Others follow from that, since l is Lipschitz contin-
uous in (x, t,v). We multiply equation (34) by w(lh)ψ(x, t)li(v), and consider the integral
2
∫∫∫
1Ah(t)li(v)W (l
h)v ·∇xψ dvdxdt.
Due to the uniform convergence of lh, the integral converges to∫∫∫
li(v)W (l)v ·∇xψ dvdxdt.
Consider the integral
2
h
∫
[0,T ]\Ah
∫∫
li(v)w(lh)(l⌊t/h⌋+1(x,v)− l⌊t/h⌋(x−hv,v))ψ dvdxdt
=
2
h
∫
[0,T ]\Ah
∫∫
li(v)w(l⌊t/h⌋)(l⌊t/h⌋+1(x,v)− l⌊t/h⌋(x,v))ψ dvdxdt
+
2
h
∫
[0,T ]\Ah
∫∫
li(v)(w(lh)−w(l⌊t/h⌋))(l⌊t/h⌋+1(x,v)− l⌊t/h⌋(x,v))ψ dvdxdt
+
2
h
∫
[0,T ]\Ah
∫∫
li(v)(w(lh)−w(l⌊t/h⌋))(l⌊t/h⌋(x−hv,v)− l⌊t/h⌋(x,v))ψ dvdxdt.
The first integral on the right equals zero by the definition of l⌊t/h⌋+1. The other two are of the
order h, due to estimates (24), (25), and (32). 
Finally, since the classical solutions of the problem in question are unique, we conclude that the
original sequence lh converges to l as h → 0.
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3. BGK-TYPE EQUATION
In section we consider a problem of projecting a BGK-type model (14) onto a finite dimensional
space E∗. Let E∗0 = span{1,v, |v|2}, and E∗ = span{li(v), i = 1..k}, with E∗0 ⊂ E∗. Let Π 0l denote
the projection of l onto E∗0 in L2 space with the weight w = w(l). We consider the problem
(38)


∂t l+ v ·∇xl− (Π 0l − l) ∈ (E∗(l))⊥, (x, t,v) ∈ R3× (0,T )×R3,
l(x, t, ·) ∈ E∗, (x, t) ∈ R4+,
l(x,0,v) = l0(x,v), (x,v) ∈ R6.
Let ¯l ∈ E∗0 , and l0 = l0(x, ·) ∈ E∗, be the functions verifying assumptions (16) of the previous
section.
Given h ∈ (0,1], and the values of approximation ln−1(x, t,v), define approximation at the next
level, ln as
ˆln−1(x,v) = ln−1(x−hv,v),
ˇln−1(x,v) = ˆln−1(x,v)+h(Π 0
ˆln−1 −
ˆln−1)(39)
= (1−h) ˆln−1(x,v)+hΠ 0
ˆln−1, Π
0
ˆln−1 = projE0(ln−1) ˆln−1,
ln(x,v) = projE(ln−1) ˇln−1.
We prove
Theorem 2. Let ¯l, l0 be as described above and h ∈ (0,1]. There is time T > 0, independent
of h, such that all functions ln, n = 0..⌈T/h⌉, in (39) are well defined, and the family {lh} of
interpolations of ln’s, defined in (42)–(44), converges as h → 0, uniformly on compact set in R3×
[0,T ]×R3 to a unique classical solution of (38).
Proof. We start with the heuristic arguments of the proof. It is based on the orthogonality of
ˇln−1 − ln to E∗, and orthogonality of ˆln−1 −Π 0
ˆln−1 to E
∗
0 . Consider the following orthogonal de-
compositions (w.r.t. weight wn−1 = w(ln−1)):
ˇln−1− ¯l = (ln− ¯l)+( ˇln−1− ln),(40)
ˆln−1− ¯l = (Π 0
ˆln−1 −
¯l)+( ˆln−1−Π 0
ˆln−1).(41)
From the first equation we obtain
|ln− ¯l|2
wn−1 ≤ |
ˇln−1− ¯l|2
wn−1 ≤ (1−h)| ˆl
n−1− ¯l|2
wn−1 +h|Π
0
ˆln−1 −
¯l|2
wn−1.
Here and below h ∈ (0,1). From the second equation we get
|Π 0
ˆln−1 −
¯l|2
wn−1 ≤ |
ˆln−1− ¯l|2
wn−1,
which leads to
|ln− ¯l|2
wn−1 ≤ |
ˆln−1− ¯l|2
wn−1.
It implies, as explained in theorem 1,∫
|ln− ¯l|2wn dx ≤
∫
|ln−1− ¯l|2
wn−1 dx+O(h),
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where O(h) measures the change in weights. Differentiating equations (40) and (41) in x, we get:
Dαx ( ˇln−1− ¯l) = Dαx (ln− ¯l)+Dαx ( ˇln−1− ln),
Dαx ( ˆln−1− ¯l) = Dαx (Π 0ˆln−1 − ¯l)+D
α
x ( ˆln−1−Π 0ˆln−1).
It follows that
|Dαx (ln− ¯l)|2wn−1 ≤ |D
α
x ( ˇln−1− ¯l|2wn−1 +Rn,
and
|Dαx (Π 0ˆln−1 − ¯l)|
2
wn−1 ≤ |D
α
x ( ˆln−1− ¯l)|2wn−1 + ˜Rn,
where
∫
Rn dx,
∫
˜Rn dx = O(h). By varying the weights we arrive at∫
|Dαx (ln− ¯l)|2wn dx =
∫
|Dαx (ln−1− ¯l|2wn−1 dx+O(h).
By appropriately changing the arguments of lemmas 2–7 we obtain
Lemma 11. There are T,C > 0 such that for all n = 0..⌈T/h⌉,
‖ln− ¯l‖X(ln) ≤C.
For all x ∈ R3, ln(x, ·) ∈ P(R,δ1,r,δ2).
We omit the proof of this lemma.
A continuous process lh(x, t,v), t ∈ [0,T ] is constructed by a linear interpolation between states
ln, ˆln, ˇln, and ln+1 on interval [nh,(n+1)h] :
for t ∈ [nh,(n+1/3)h],
(42) lh(x, t,v) = ln(x− (t−nh)3v,v);
for t ∈ [(n+1/3)h,(n+2/3)h],
(43) lh(x, t,v) =
(
1−3t− (n+1/3)h
h
)
ln(x−hv,v)+3t− (n+1/3)h
h
ˇln(x,v);
for t ∈ [(n+2/3)h,(n+1)h],
(44) lh(x, t,v) =
(
1−3t− (n+2/3)hh
)
ˇln(x,v)+3t− (n+2/3)hh l
n+1(x,v).
Repeating the convergence arguments of theorem 1 we find that lh converges (uniformly on com-
pact sets of R3 × [0,T ]×R3 to a Lipschitz continuous function l, which is a classical solution of
(38). 
4. APPENDIX
4.0.2. Lemmas from the theory of Sobolev’s spaces.
Lemma 12. Let f be a measurable function such that for some constant ¯f , f − ¯f ∈H3(R3). There
is C > 0, independent of f , and ¯f , such that
ess supx|∇ f | ≤C‖ f − ¯f ‖H3(R)3.
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Lemma 13. Let f ∈ H1(R3). Then, for all h ∈ R3,∫
| f (x+h)− f (x)|2 dx ≤ |h|2
∫
|∇ f |2 dx.
4.0.3. Equivalence of norms in v–variable. By assumption on the linear independence of polyno-
mials li(v) spanning E∗, restriction of E∗ to any ball is a k+1–dimensional vector space. Any two
norms on E∗ are equivalent to ‖l‖= (∑i γ2i )1/2, for l = ∑i γili(v). In particular, if BR and Br are two
balls, norms
‖l‖Lp(BR), ‖l‖Lp(Br), p ∈ [1,+∞],
are equivalent. This property implies the following lemma.
Lemma 14. Consider set
¯E∗ =
{∑γi(x)li(v) : γi ∈ Hm(R3), i = 1..k} ,
for some m ≥ 0. For any p,q ∈ [1,+∞], norms
‖l‖Lp(BR;Hm(R3)), ‖l‖Lq(BR;Hm(R3)),
on ¯E∗, are equivalent.
For any p ∈ [1,+∞], norms
‖l‖Lp(BR;Hm(R3)), ‖l‖Lp(Br;Hm(R3)),
on ¯E∗, are equivalent.
REFERENCES
[1] F. Berthelin and F. Bouchut, Relaxation to isentropic gas dynamics for a BGK system with single kinetic
entropy, Methods Appl. Anal., 9 (2002), p. 313–327.
[2] F. Berthelin and A. Vasseur, From kinetic equations to multidimensional isentropic gas dynamics before
shocks, SIAM J. Math. Anal. vol. 36, 6, (2003) p.1807–1835.
[3] Y. Brenier, Averaged multivalued solutions for scalar conservation laws, SIAM J. Numer. Anal. 27 (1984), n.
6, p. 1013–1037.
[4] Y. Brenier, L2 formulation of multidimensional scalar conservation laws, Arch. Rat. Mech. Anal. 193(1)
(2009), p. 1–19.
[5] Y. Brenier and L. Corrias, A kinetic formulation for multi-branch entropy solutions of scalar conservation
laws, Ann. Inst. Henri Poincare´ 15 (1998), n. 2, p. 196–190.
[6] R. Caflisch, The fluid dynamic limit of the nonlinear Boltzmann equation, Comm. Pure Appl. Math. 33 (1980),
p. 651–666.
[7] R. Caflisch, and G. Papanicolaou The fluid-dynamical limit of a nonlinear model boltzmann equation, Comm.
Pure Appl. Math. 32(5) (1979), p. 589–616.
[8] C. Cercignani, The Boltzmann Equation and Its Applications, Springer-Verlag, New York, 1988.
[9] C. M. Dafermos, Hyperbolic Conservation Laws in Continuum Physics, Springer, 2010.
[10] W. Dreyer, Maximization of entropy in non-equilibrium, J. Phys. A: Math Gen. 20 (1987), p. 6505–6517.
[11] I. Ekland, and R. Temam, Convex Analysis and Variational Problems, SIAM Classics in Applied Mathematics,
1999.
[12] L. Garding, Probleme de Cauchy pour les systemes quisi-lineares d’order un strictement hyperboliques, In
Les Equations aux Derivees Partielles, Paris, 1962.
[13] Y. Giga, R. Miyakawa, A kinetic construction of global solutions of first order quasilinear equations, Duke
Math. J., 50 (1983), p. 505–515.
CLASSICAL SOLUTIONS OF GAS-DYNAMIC EQUATIONS 21
[14] H. Grad, Asymptotic equivalence of the Navier-Stokes and Nonlinear Boltzmann equations, AEC Research
and Development Report, NYU, (1964).
[15] H. Grad, On the kinetic theory of rarefied gases, Pure Appl. Math 2 (1949), p. 331–407.
[16] H. Grad, Asymptotic theory of the Boltzmann equation, Phys. FI. 6 (1963), p. 147–181.
[17] A.N. Gorban, and I.V. Karlin, Thermodynamic parametrization, Physica A: Math. Gen. 190 (1992), p. 393–
404.
[18] A.N. Gorban, and I.V. Karlin, Method of invariant manifolds and the regularization of acoustic spectra, Trans-
port Theor. Stat. Phys. 23 (1994), p. 559–632.
[19] A.N. Gorban, I.V. Karlin, H.Ch. ¨Ottinger, and L.L. Tatarinova, Ehrenfest’s argument extended to a formalism
of non-equilibrium thermodynamics, Phys. Review E. (63) (2001), p. 066124.1–066124.6.
[20] D. Hilbert, Begru¨ndung der kinetischen Gastheorie, Math. Annalen, 72(4), (1912), p. 562–577.
[21] T. Kato, The Cauchy problem for quasi-linear symmetric hyperbolic systems, Arch. Rat. Mech. Anal. 58(3)
(1975), p. 181–205.
[22] C.D. Levermore, Moment Closure Hierarchies for Kinetic Theories, J. Stat. Physics 83(5/6), (1996), p. 1021–
1065.
[23] T. Nishida, Fluid Dynamical Limit of the Nonlinear Boltzmann Equation to the Level of the Compressible
Euler Equation, Comm. Math. Phys. 61 (1978), p. 119–148.
MISHA PEREPELITSA, MISHA@MATH.UH.EDU, UNIVERSITY OF HOUSTON, PGH 631, 4800 CALHOUN RD.,
HOUSTON, TX, USA
