One of the most popular and widely used methods for data clustering is hierarchical clustering. This clustering technique has proved useful to reveal interesting structure in the data in several applications ranging from computational biology to computer vision. Robustness is an important feature of a clustering technique if we require the clustering to be stable against small perturbations in the input data. In most applications, getting a clustering output that is robust against adversarial outliers or stochastic noise is a necessary condition for the applicability and effectiveness of the clustering technique. This is even more critical in hierarchical clustering where a small change at the bottom of the hierarchy may propagate all the way through to the top.
INTRODUCTION
As the amount of data available in many different domains (social sciences, text classification, bioinformatics, image processing) is increasing every day, the development of computationally efficient data clustering techniques that are also effective, accurate, and robust to noise has become increasingly important. As one of the most popular and widely used methods for data clustering, hierarchical clustering aims to describe the structure of the data at different scale levels. This clustering technique is applied as a standard tool by statisticians, computer scientists, bio-scientists and more recently data scientists.
Hierarchical clustering provides partitions of the input data at different levels where every partition is obtained by refining a partition at a higher level. The structure of the solution of a hierarchical clustering algorithm is conveniently represented by a tree. More specifically, the top partitioning is formed by the whole set of input points, the partitioning of level k is obtained by refining one of the clusters of the partition at level k − 1, and the partitioning at the lowest level is the one with each of the points in a separate cluster. The quality of a partitioning is mathematically described by some measures of the internal cohesiveness of the clustering, every measure giving rise to a different clustering problem. In this paper we consider the k-center clustering problem, i.e., the problem of partitioning data into k clusters while minimizing the maximum radius of a cluster.
The k-center clustering problem is NP-hard, and admits simple aproximation algorithms with a ratio of 2 [11, 14] . An approximation algorithm for hierarchical k-center clustering problem outputs a tree of partitions that contains, for every integer k, a kcluster partitioning that is a good approximation of the optimum k-center clustering. For hierarchical k-center clustering, Dasgupta and Long [8] presented an algorithm that for every k induces a k-clustering with maximum radius at most 8 times the optimal kcenter clustering. A wealth of methods for computing a hierarchical clustering has been proposed in the literature (see for instance [3, 6, 8, 10, 16, 17] .) These methods are either based on a top-down recursive partitioning or more often based on a bottom-up agglomerative method that merges the two closest clusters according to some measure.
Most of the standard hierarchical clustering algorithms are not tolerant to noise [20] meaning that the output solution is very sensible to size and position of the outliers. In other words, the insertion of a few outliers in the metric space may determine a complete alteration of the clustering structure, thus leaving the question of whether the computed clustering is meaningful at all. In order to deal with issue, several practical and theoretical algorithms have been proposed. Some well-known practical techniques are the Ward's method [21] , the Wishart's method [22] , and CURE [13] . These algorithms however do not have a theoretical guarantee. Various attempts for a theoretical analysis of these problems have also been made, e.g., Balcan et. al [2] studied a certain type of separation property, and presented an agglomerative procedure that clusters instances that possess this property. …$15.00.
In this paper, we study a variant of the robust hierarchical kcenter clustering. Specifically, we seek hierarchical clustering algorithms that are tolerant against outliers, i.e., we aim to find, for each k, a solution to the k-center problem that is approximately optimal for a large portion of the data points excluding a small number of outliers (considered as noise in the data). In particular, our goal is to compute a k-center hierarchical clustering that is robust against outliers using a small set of universal outliers, i.e., a set of outliers whose removal allows to find an approximately optimal solution for the k-center problem for all values of k. Although dealing with outliers has been extensively considered already in the context of k-center and other clustering problems [4, 5, 19] , the question of finding a universal set of outliers for all k has not been formally studied. In fact, in our study, we will show that a universal set of outliers is needed if we want to obtain a good approximation for all values of k, since an outlier used for one partition of the hierarchy may be used as a center for another partition. In this paper, we aim to study this problem by answering the following question: Does there exist a set of universal outliers whose removal allows to compute a k-center hierarchical clustering on the remaining points that is approximately optimal for all values of k?
We also investigate another aspect of robustness related to clustering. In applications with large-scale data it is often impossible to observe the whole input data, but it is available some knowledge on the distribution that generates the input. It is relevant in these cases to compute a clustering that is good on average for most of the input instances generated by the distribution. Achieving a similar result requires to discard some outliers, for instance those points that have a big influence on the solution but appear in the input data with small probability. In this work, we address for the first time the problem of computing an hierarchical stochastic k-center clustering with outliers that provides, on average, a good solution for (almost) any sample of the metric space. Our Contributions. We study the robust hierarchical k-center clustering problem. One of our main contributions is to introduce the concept of universal hierarchical clustering and provide lower and upper bounds for the hierarchical clustering problem with outliers and variants of the stochastic clustering problem.
To achieve this result, we first study the existence of a set of universal outliers, O, that can be used for k-center solution for all k, k = 1, . . . , n, to obtain a solution that compares with the optimal solution of the k-center clustering with z outliers. In particular, we present the following structural results on the set of universal outliers:
1. There does not exist a constant-factor approximation algorithm for all possible k using a set of universal outliers with less than Ω z 2 points.
2. There does not exist a constant-factor approximation algorithm for the problem without deciding in advance a universal set of outliers.
We also present the following nearly matching upper bound:
3. There exists a set of universal outliers, O, with O z 2 points, such that the k-center solution computed with O as a set of outliers is an O(1) approximation of the optimal k-center with z outliers for all possible k(where the z outliers can change with k).
4. The set of universal outliers can be computed in polynomial time.
The above result is somehow surprising as it implies that the total number of points in the set of universal outliers does not depend on n, or on the number of levels of the hierarchical clustering, but only on z.
We next consider the problem of designing a stochastic hierarchical k-center clustering with outliers that provides a good hierarchical solution for every subset of h points independently sampled from a metric space of n points.
5. There exists an O(1)-approximation algorithm for stochastic hierarchical k-center clustering on inputs of size h and k ≤ K that uses at most z =
The above result is obtained by computing an a-priori solution that is used for all subsets sampled from the metric space. In order for this result to be non-trivial, K should be bounded by O n × h ln n . In our stochastic model, all points are sampled with equal probability. However, we observe that a non-uniform distribution can be simulated by repeating more points at nearby locations of the metric space. With suitable discretization, this leads only to a small loss in the approximation for the k-center problem.
RELATED WORK
Hierarchical or agglomerative clustering is a popular clustering techniques widely studied in data mining and machine learning [8, 15, 18] .
We study the k-center clustering problem with outliers. The first work in this direction was by Charikar et al. [4] that develops a 3-approximation algorithm for the problem. If one is interested in hierarchical k-center clustering (without outliers), [8] then gives a procedure for finding a hierarchical clustering that is 8-approximated for every k = 1, . . . , n. This paper is to the best of our knowledge the first theoretical work which combines both hierarchical k-center clustering and the notion of outliers. Our construction for universal outliers is somewhat similar conceptually to [19] , where a streaming algorithm for k-center clustering with outliers is presented. Finally, universal stochastic optimization has been considered for network design and set cover problems in [12, 9] . The problem of universal stochastic optimization with outliers for network design has also been addressed in [1] .
PRELIMINARIES
In this section, we give a formal definition of the hierarchical k-center with z outliers, and introduce some notation that will be used throughout the paper.
Let M = (X, d) be a metric space, S be a subset of X and n = |X \ S|. Let c 1 , c 2 , . . . , c n be an ordering of the points in X \ S and π be a function from {c 2 , . . . , c n } → {c 1 , . . . , c n } such that for every c i we have π(c i ) = c j , with j < i. Note that using the function π, we can define a tree on c 1 , c 2 , . . . , c n where each node c i points to π(c i ) and c 1 is the root of the tree.
For every point c i ∈ X \ S with i > 1, we say that the node c j is the ancestor of c i in c 1 , c 2 , . . . , c k , with 1 ≤ k ≤ i − 1, and denote it by a k (c i ) = c j , if c j ∈ {c 1 , c 2 , . . . , c k } is the closest node in π to c i .
Note that we can define a recursive partition of the points in X \S, using c 1 , c 2 , . . . , c n and π. More precisely, for every 1 ≤ k ≤ n we can use the first c 1 , . . . , c k points as centers of the clusters in the partition and we can assign each node c i with i > k to the cluster whose center is its ancestor. Furthermore, we can define the cost of such a partition at level k as
For 1 ≤ k ≤ n, let O k denote the optimal set of z outliers for k-center clusterings, and OPT z k denote the cost of the optimal solution for k-center with z outliers and with OPT k (X \ S) be the cost of the optimal k-center solution for the points in X \ S. In the hierarchical k-center problem with z outliers, we want to find an ordering of points in X \ S, c 1 , c 2 , . . . , c n , and a function π such that
In the rest of the paper, we denote by B(u,C) the ball centered in u and with radius C. Also we often refer to S as universal set of outliers.
OUTLIERS AND HIERARCHICAL K-CENTER
In this section, we analyze the structural properties of hierarchical k-center clustering with outliers. We know from the work of Das and Mathieu [7] (Theorem 4) that no randomized algorithm can achieve an approximation better than 3/2 for the hierarchical k-center clustering problem even when we allow unbounded computational power so in the paper we focus on finding a constant factor approximation for our problem.
In particular we are able to show that it is possible to compute a hierarchical k-center clustering that uses a set of universal outliers S of size O z 2 and that gives a constant approximation for the kcenter problem with z outliers for all values of k. Furthermore, we show that this result is asymptotically tight, i.e., in order to get a constant factor approximation for all k, we need to use a universal set of outliers and such a universal set of outlier has to be of size at least Ω z 2 .
In the next subsections, we first present the two structural lower bounds, and then we describe our positive result.
Lower bounds

Size of the set of universal outliers
Given that we cannot hope to have an approximation better than 3 /2, we focus on obtaining a constant-factor approximation. Here we show that in order to get a constant-factor approximation algorithm with a set of universal outliers S, we need S to be of size Ω z 2 . Lemma 1. There exists a layout of the points in a 1-dimensional euclidian space such that it is impossible to obtain a constant approximation for all possible k using a set of universal outliers with less than Ω z 2 points.
Proof. We partition the n points in t sets U 0 ,U 1 , . . . ,U t −1 . All the sets U j , for j in 1 ≤ j ≤ t − 1, contain j + 1 points, the set U 0 contains the remaining points. All the points in U 0 lie in [0, 1] , in all the other sets U j , for j in 1 ≤ j ≤ t − 1, there is one point in position − log j (n) and j points in [log j (n) − 1, log j (n)].
Consider the 1 center solution for the problem with z outliers. The optimal solution in this case is to select one center in U 0 and to select as outliers all points in U z −1 , this solution has cost O(log z −2 n). Furthermore note that all the solutions with cost O(log z −2 n) select U z −1 as set of outlier so the universal set of outliers contains U z −1 . The optimal solution with 2 centers and z outliers has one center in U 0 one center in the positive points of U z −1 , and the outliers' set is composed by the negative point in U z −1 and the points in U z −2 , this solution has cost O(log z −3 n). Also in this case it is possible to check that there is no solution of cost O(log z −3 n) with a different set of outliers so the universal set of outliers contains U z −1 ∪ U z −2 . More generally, the solution with j centers and z
points in U z −1 , one center between the positive points in U z −2 , . . . , one center between the positive points in U z − j+1 and the set of outliers for such solution is composed by the negative points of U z −1 ,U z −2 , . . . ,U z − j+1 and all the points in U z − j (refer to figure 1 for an example for k = 1, 2, 3 and z = 4). This solution has cost O(log z − j −1 n) and one can check that it is possible to get a O(log z − j −1 n) solution only using the described set of outliers, so the universal set of outliers contains
Thus we have that the cardinality of the universal set of outliers U is lower bounded by
The claim follows. 
A universal set of outliers is necessary
We just proved that the size of the set of universal outliers needed to get a constant-factor approximation is at least of size Ω z 2 . In this subsection, we show that a universal set of outliers is necessary if we want to construct a robust hierarchical k-center solution. More precisely, we show that it is impossible to obtain a constantfactor approximation for the problem without deciding in advance a universal set of outliers to be excluded since the beginning of the execution of a hierarchical clustering algorithm. To prove it we exhibit an example where one of the centers in a k-center solution computed for a value of k must later be turned into an outlier if we like to maintain a constant approximation for another value of k (note that this is impossible in a hierarchical solution). Our result holds also if we are allowed to use a different set of outliers for different values of k.
Lemma 2.
There exists a layout of the points in a 1-dimensional Euclidian space such that for z = 4 it is impossible to obtain an approximate solution for all possible k without using a set of universal outliers.
Proof. Consider the following layout of the points, point v 1 is in position log 2 n, point v 2 in position log 2 n + 1, point v 3 in position − log 2 n, point v 4 in position − log 2 n − 1, point v 5 , v 6 , v 7 and v 8 are respectively in positions log 3 n, log 3 n + log n, log 3 n + 2 log n and log 3 n + 3 log n, all the remaining points are in the set U 
Upper bound
In this section, we prove that the lower bound of Lemma 1 is asymptotically tight. In particular, we present a constructive proof for the existence of a set of universal outliers of size O(z 2 ) that once removed allow the existence of algorithms that achieves an O(1) approximation for hierarchical k-center. In particular, thanks to the result of Dasgupta and Long [8] on hierarchical k-center clustering it suffices to prove that there is a set S of size O(z 2 ) such that for
Note that in this section our construction will not be algorithmic, in particular we assume to know the optimal solution and the optimal set of outliers, O k , for each k. In the next section we will show how to turn this existential result into a polynomial time algorithm that identifies the set of universal outliers and produces the hierarchical clustering on the remaining points.
The main idea behind the construction is to include a node in the set of universal outliers only if by including it the optimal solution improves significantly and only if it does not have too many "close" points. More formally, the algorithm to find the universal set of outliers is shown in Algorithm 1.
Algorithm 1 Finding universal outliers
1: Let 0 < α ≤ 1/12 be a parameter that we will choose later. 2: t ← 0 3:
end if 14: end for 15: S ← S t In the remaining of this section we prove that Algorithm 1 constructs a good universal set of outliers. More formally we show the following theorem: Theorem 3. For every metric space M = (X, d) with |X | = n and z > 0 there exists a subset S ⊆ X such that
In order to prove the main theorem of the section we first show a series of technical lemma that we use to get the approximation guarantee. We start by showing that the cardinality of S is small: Lemma 4. For the resulting set S one has |S| ≤ z 2 .
Proof. We prove that if for every t the size of S t is at most z 2 . Consider the optimal k-center clustering of X \ O k t (with all the clusters having radii at most OPT z k t ). Consider all the clusters that consist of points from S t −1 exclusively and have cardinality at most z. Note that there are less than z such clusters otherwise, we could remove them and add all the points from O k t as singletons and this would contradict the invariant OPT z k t < α·OPT k t (X \S t −1 ). So, in total there are at most (z −1)z points in all these clusters. Moreover, all the points from S t −1 outside these clusters are filtered from S t .
Thus, overall the total size of S t is at most z 2 .
Now we focus on proving the approximation factor, the core idea of the proof is to show that OPT k t (X \ S t ) and OPT z k t are a constant factor away and also OPT z k t and OPT
are a constant factor away and combine this two facts to prove the approximation. We start by introducing a lemma bounding the difference between the optimal k-center solutions on two set P,Q ⊆ X.
Proof. First, note that
Indeed, consider the optimal k-center clustering for P∪Q. First, we remove all the clusters that do not contain points from P. Second, in each of the remaining clusters we move the center to any point in P. Thus, the cost of the clustering can at most double. Second, note that
Indeed, consider the optimal k-center clustering for Q, attach all the points from P \ Q to the closest clusters and apply the triangle inequality. Finally, combining (1) and (2) we get the desired inequality.
Using the previous Lemma we are now able to prove a relationship between OPT k t (X \ S t ) and OPT
Proof. By Lemma 5 and the definition of
Thus, it is sufficient to prove that for every u ∈ X \ S t one has
If u O k t , then the required distance is zero. So, we can assume wlog that u ∈ O k t \ S t . Since O k t ⊆ U t , u was filtered out in the line 9 of the code. This means that one of the two possibilities holds. The first is that B u, 2 · OPT
Finally, from (3), Lemma 7 and the fact that k λ+1 > k * we get
Using the previous two lemma we can prove Lemma 8.
Proof. (of Lemma 8)
By combining Lemma 5, Lemma 9 and Lemma 10 we get
We are now ready to show our main theorem in fact by using the result of Lemma 4 and Lemma 8 and by choosing choose α = 1/12 we get Theorem 3.
HIERARCHICAL CLUSTERING WITH OUTLIERS
In this section we give a polynomial time algorithm that constructs a hierarchical clustering that uses a set S of universal outliers of size O(z 2 ) and for every k gives a constant approximation to OPT z k . The core idea of the algorithm is to use the same schema of our constructive proof for the universal set of outliers to find the outliers and then to apply a hierarchical k-center clustering on the remaining points. For 1 ≤ k ≤ n let O k denote the set of z outliers for k-center clusterings of X computed by a 3-approximation algorithm. Note that O k can be computed in polynomial time using the algorithm from [4] . Let cost k (U) be the cost of a k-center clustering of U ⊆ X, found by the farthest-point traversal. To find S we now use Algorithm 2.
Algorithm 2 Finding a hierarchical universal
end if 13: end for 14: S ← S t Using the previous algorithm we can show that: Theorem 11. For every metric space M = (X, d) with |X | = n and z > 0 there exists a subset S ⊆ X
• |S| ≤ z 2 ,
• S can be found in polynomial time
The full proof of Theorem 11 is given in Appendix A. The proof follows the lines of Theorem 3. The blow up in the approximation factor is given by the use of the 3-approximation polynomial time algorithm from [4] to compute a set O k of outliers and by the 2-approximation farthest-first traversal polynomial time algorithm for computing cost k (X \ O k ).
Note that once we have found the universal set of outliers we can use the hierarchical k-center algorithm of Dasgupta and Long [8] on the remaining points to get a hierarchical k-center clustering with z outliers that uses a set of universal outliers of size O(z 2 ). More formally:
Corollary 12. There is a polynomial algorithm for the hierarchical k-center clustering with z outliers that uses a set S of universal outliers of size O z 2 and that compute a set of centers c 1 , c 2 , . . . , c n and a function π such that, for every 1 ≤ k ≤ n, C (c 1 , c 2 
STOCHASTIC HIERARCHICAL CLUS-TERING
We define the stochastic variant of hierarchical k-center with outliers: find a hierarchical k-center solution on the metric space M = (X, d) which is good on average for any subset of h randomly selected points. Unfortunately this goal cannot always be achieved, for instance if the metric space contains k + 1 points that are far away from each other.
For this reason, it is important to allow the presence of outliers also in the stochastic setting. 1 More precisely, we answer the following question: does it exist a small set of outliers that allows to compute a good stochastic and hierarchical k-center solution for a range of values k = 1, . . . , K? We answer this question by finding a set S of outliers such that the expectation, over a random subset of h points from X, of the cost of an a-priori hierarchical clustering of X is for any fixed k ∈ {1, . . . , K } close to the expected cost of the optimal k-clustering. We show the following theorem: Theorem 13. There exists a 48-approximation algorithm for stochastic hierarchical k-center on inputs of size h and maximum number of centers equal to K that uses at most z = 2K (K −1) ln n h n outliers.
We remark that the solution computed on X \ S is an a-priori solution which is good on average for any subset of h points sampled from X.
To show our Theorem we first prove some technical lemmas. We start by proving that there exists a set of outliers S of small size such that there exists a stochastic k-center solution for X \ S that is on average also a good solution for Y \ S, where Y is randomly selected set of h points from X (possibly with repetitions). Initially we focus on the setting where k is fixed then we generalize the result for k between 1, 2, . . . , K.
Let us first fix a value of k. Let us also denote by OPT X \S k (Y \S) the cost of the optimal k-center solution computed for X \ S when applied to set Y \ S. We also denote by OPT k (Y ) the cost of the optimal k-center solution computed for Y .
The goal is to determine a set of outliers S of minimum cardinality such that:
Let r = E Y ∈ X h OPT k (Y ) the expected cost of the k-center solution on a random set Y of size h. In the following we prove a claim on the existence of a set of k balls of radius 2r that cover most of the points of the metric space. This lemma will provide us with an upper bound on the size of the set of outliers that is needed in order to obtain a good stochastic solution. Note in fact that the existence of a good solution for X \ S implies the existence of a good solution for Y \ S since Y ⊆ X. A similar lemma is also proved in [12] for the universal stochastic set cover problem. Lemma 14. There exists a set of k balls of radius 2r that cover all but a fraction δ = 2k log n h of X.
Proof. Since the expected optimal cost is r, we know that at least 1 2 n h input instances, i.e., half of the input instances, will lead to a solution of radius at most 2r. Moreover, there exists at most p = n k = e k l nn solutions of k balls of radius 2r. Denote by X i the set of points covered from solution i within radius 2r. We prove that there must exist at least one solution X i such that |X i | ≥ (1−δ)n for δ = 2k log n h
. In order to prove this claim, assume by contradiction that all the solutions X i have |X i | < (1 − δ)n ≤ ne −δ .
All the subsets of h points with a solution of radius at most 2r must have been selected among all subsets of h points covered from one of the solutions X i . We therefore have the following inequality:
Since there are at most e k l nn solutions, and by contradiction |X i | < ne −δ for all solutions, we obtain e k l nn (n −δ ) h ≥ 1 2 n h and therefore e k ln n−hδ ≥ 1 2 ((1−δ)n) h . This is leads to a contradiction if δ ≥ 2 k ln n h since e −k ln n < 1 2 n h , for k, n, h > 1.
The previous lemma allows to claim the existence of set S of z = 2k ln n h n outliers such that a solution for k-center on X \ S of value 2r is also a solution a good stochastic solution for Y \ S since Y ⊆ X. Now for a fixed k, we compute a 3-approximation solution [4] with set S of z = 2k ln n h n outliers on metric space X. The returned solution provides a kcenter solution to be used for any randomly chosen subset Y of h points with set of outliers S. Given Lemma 14, this algorithm is a 6 approximation of the expected cost of a k-center for a random subset Y of h randomly chosen points of the metric space. This solution is meaningful as long as as h = Ω(k ln n).
We therefore conclude with the following:
Lemma 15. There exists a 6-approximation algorithm for k-center for fixed k and sample size h that uses at most z = 2k ln n h n outliers.
We now extend this solution to a stochastic hierarchical k-center problem with outliers for a number of centers in a range k = 1, . . . , K. We take the union of the set of outliers for each value of k = 1, . . . , K. We obtain a total number of outliers equal to 2K (K − 1) ln n h n that is meaningful as long as h = Ω(K (K − 1) ln n).
The algorithm for the stochastic variant of hierarchical k-center is as follows:
We run an 8-approximation hierarchical algorithm [8] for the whole metric space after we remove a set of universal outliers of cardinality 2K (K −1) ln n h n(we remove z = 2k ln n h n outliers for each k as in the previous algorithm), note that by removing the universal set of outliers we loose at most a factor of 3 in the optimal solution. This algorithm provides a 24-approximation of the optimal solution OPT S k (X ) that we know it is at most equal to 2r = 2E Y [OPT k (Y )] for input set Y of cardinality h. Thus we get the main theorem of this section Theorem 13.
