Habits are an important mechanism by which organisms can automate the control of behavior to alleviate cognitive demand. However, transitions to habitual control are risky because they lead to inflexible responding in the face of change. The question of how the brain controls transitions into habit is thus an intriguing one. How do we regulate when our repeated actions become automated? When is it advantageous or disadvantageous to release actions from cognitive control? Decades of research have identified a variety of methods for eliciting habitual responding in animal models.
| INTRODUC TI ON
How does the brain control behavior? Some actions are goal directed: we imagine the consequences of particular choices and take careful measures to ensure good, cost-efficient outcomes to our actions. Other actions are habitual: we respond to familiar situations by relying on established routines and practiced skills. Both of these goal-directed and habitual strategies may be useful for survival, depending on context. Automating a subset of routine behaviors by creating habits allows fast, efficient responding without significant cognitive demand, but leads to inflexible responding in the face of change (Dickinson, 1985; Packard & Knowlton, 2002; Yin & Knowlton, 2006) . Thus, the brain must decide when it is appropriate to create habits from repeated actions and when it is more advantageous to stay goal directed. Importantly, not every brain will balance between goal-directed and habitual control in the same way: individual differences in habit learning rates may contribute to a variety of individual differences in reward-seeking strategies, and may also contribute to an individual's risk for disorders such as drug addiction (George & Koob, 2017) . Habit formation is thus a key area for further study, to better understand how we use habits to navigate our daily lives and how we can manipulate habit formation circuits to mitigate disease risk and treat existing patients.
Maladaptive habit formation mechanisms have been hypothesized to contribute to a variety of neuropsychiatric problems, including obsessive compulsive disorder (OCD), autism, and drug addiction (Alvares, Balleine, Whittle, & Guastella, 2016; Everitt & Robbins, 2016; Gillan et al., 2014) . While these disorders are distinct from each other when considered as a whole, they share the characteristic that problematic behavioral sequences are repeatedly executed and are difficult to inhibit. However, the exact contributions of habit per se to the particular symptoms of each disorder remain unclear. For example, in the context of drug addiction, it has been observed that habit-associated brain areas become engaged in drug seeking with extended training (Everitt & Robbins, 2016) and that this engagement of habit areas is not necessary: constantly solving for new action-outcome contingencies to receive drug reward, which prevents habit formation, preserves many characteristics of drug addiction in a rodent model (including escalating use and punishment-resistant drug seeking; Singer, Fadanelli, Kawa, & Robinson, 2018) . Thus, the role of habits in drug addiction has been questioned. Does it play a role in some aspects of drug addiction? Perhaps in some individuals but not others?
In fact, to determine how dysfunction of the habit system contributes to the development of a brain disorder such as addiction, we need two major things. First, we must better formalize how habits are defined behaviorally. As detailed below, many studies of habit use different methodologies, and while the tasks used may all be related to one another, there are also potentially important differences. These differences do not need to be erased, but understood and related to each other. In other words, we should take care not to artificially narrow our view of habit in pursuit of a clean definition; rather, the goal should be to understand how the primary features of habit contribute to many varied circumstances. Second, we must develop a circuit model for how habitual behavior is produced, such that the statement that "habit circuits" are engaged or disrupted is meaningful across analyses. One way to answer the question of whether habit is involved in controlling a behavior is with a behavioral probe such as outcome devaluation. Another way to connect across behavioral paradigms would be to ask whether similar neural circuits are engaged by related, putatively habit-inducing tasks.
Below, I summarize knowledge and progress on these two issues, with a view as to how the field can proceed to develop a better interface between behavioral and circuit-level models of habit.
| TA S K S TO PROB E HAB ITS IN ANIMAL MODEL S
Colloquially, habits are simply actions that are performed regularly and are resistant to change, a definition which influences our intuitive understanding of habit and our communications with the public on the findings of our research about habits. Scientifically, however, habits have a narrower, more specific definition. A habit is developed when a stimulus-response association is formed. The stimulus is a familiar sensory cue or environmental context, which then triggers a responsive action without consideration of the expected outcome of that action and/or without consideration of the value of the action's outcome to the animal. Thus, habitual actions are performed automatically, even when they appear to be maladaptive.
When a habitual action does produce an adaptive outcome, it can be difficult to determine that the action was produced by force of habit rather than by goal-directed control. But under the stimulusresponse definition of habit, one can test for habitual behavior by creating a situation in which habitual and goal-directed control systems will differ in the actions they produce. Generally, experimenters do this by manipulating the value of an outcome or by manipulating the action-outcome contingency within a task. Both approaches to probing for habit have been employed frequently in the literature, with variations in how the action-outcome contingency or outcome value is manipulated. As other reviews in this issue rightly point out, the probes chosen to evaluate habitual behavior can significantly influence study outcomes and interpretations (Schreiner et al., 2019; Woon et al., 2019) . Table 1 summarizes the most common approaches that have been taken to probe habit. Some tests manipulate outcome values: they reduce the animals' motivation for the outcome (satiety-specific devaluation, in which an animal is prefed a reinforcer to reduce its drive to obtain the particular reinforcer) or they induce a negative valence to the outcome (LiCl pairing, in which an animal learns to associate a previously palatable reinforcer with malaise). Other tests manipulate the action-outcome contingency.
Omission probes reverse the contingency of actions and outcomes, requiring animals to withhold their responding to earn rewards.
Contingency degradation delivers rewards regardless of responding.
Since both of these action-outcome contingency manipulations may

Significance
This article gives an overview of how habits have been conceptualized and studied behaviorally. It also reviews findings and hypotheses about the neural implementation of habits, with an emphasis on striatal circuits. The aim is to integrate discussions of behavioral and circuit-level approaches to the study of habit, and to motivate new research directions at the interface between these levels of investigation. read out slightly different aspects of behavioral flexibility, it is imperative to closely examine the methods used to measure habit in the existing literature on habit formation.
TA B L E 1 Methods for probing habit formation
Another important issue is that under this methodology of identifying habits, habits are simply the impairment of goal-directed behavior.
A goal-directed behavior should be responsive to both action-outcome contingency changes and changes in outcome value (Dickinson & Balleine, 1994) , so the loss of either is used as evidence for habit.
However, this definition of habit may be problematic. Using the probes described in Table 1 , it is impossible to determine whether an apparent "habit" is the result of a strengthened stimulus-response association or a weakening of goal-directed mechanisms (Vandaele & Janak, 2018) . Additionally, it has been argued that habitual and goal-directed control mechanisms operate in a hierarchical organization or in parallel rather than being mutually exclusive (Dezfouli & Balleine, 2013; Lee, Shimojo, & O'Doherty, 2014) . In this case, traditional probe tasks would fail to capture important dynamics of the system. The use of so-called two-step decision tasks to assess model-free versus model-based learning is one attempt to simultaneously and nonexclusively measure contributions from habitual and goal-directed control systems to behavioral output (Daw, Gershman, Seymour, Dayan, & Dolan, 2011; Daw, Niv, & Dayan, 2005) , but there is still substantial disagreement in the field about whether model-free and model-based learning map onto habitual versus goal-directed behavior as elicited by more traditional operant tasks and probe tests. Indeed, alternative computational frameworks to explain habit have recently been proposed (Miller, Shenhav, & Ludvig, 2019) . Thus, the question of whether the two-step task can reliably measure habitual behavior is, for the moment, reserved. The traditional operant tasks used to elicit habit formation are discussed in the next section of this review.
| What kind of operant training induces habits?
The strategy that an animal uses to control its behavior is dependent (at least in part) on the external structure of the task it is asked to perform. A number of different tasks have been developed to elicit habit formation as measured by the probe approaches in Table 1 . Random/ variable ratio (RR) or random/variable interval (RI) schedules are the most commonly used. In an RR schedule, multiple responses (e.g., lever presses or nosepokes) are required for the subject to earn a reward. The exact number of responses, however, is variable. In an RI schedule, rewards are only available to be earned (by performing a lever press or nosepoke) after a certain period of time, which is variable. The subject must continue to respond to check if the response will be rewarded. In rodents, RI schedules are more effective than RR schedules at producing habits (Dickinson & Charnock, 1985; Dickinson, Nicholas, & Adams, 1983; Gremel & Costa, 2013; Yin & Knowlton, 2006) . Both of these random schedules of reinforcement are in turn much more effective at eliciting habit than a fixed ratio schedule, where the relationship between the action and outcome is entirely predictable and stable (DeRusso et al., 2010) . However, we have never fully understood why this should be true.
In fact, some recent work challenges the view that it is merely uncertainty which promotes habitual responding. Vandaele and colleagues demonstrated that a fixed ratio schedule (FR5) can in fact lead to rapid habit formation when it is bracketed by lever insertion and removal (Vandaele et al., 2017) . This "discrete trials" version of the FR5 task, termed DT5, suggests that habit formation is accelerated by cued task bracketing, which seems in contrast to uncertainty.
However, cues may help accelerate habit formation by creating clear stimuli for stimulus-response associations to form around, and by bracketing tasks into clearly defined action sequences. The fact that both an RI60 task and a DT5 task are effective at eliciting habitual responding raises the question of whether these apparently very differently structured tasks actually engage different circuit-level routes to habitual performance. In vivo recordings during these tasks may help to clarify, and will be discussed further in the second part of the review.
Some additional operant tasks have also been designed to elicit habits. In particular, Graybiel and colleagues have taken advantage of a T-maze task in multiple studies of habit (Kubota et al., 2009; Smith & Graybiel, 2016; Smith et al., 2012; Thorn, Atallah, Howe, & Graybiel, 2010) . In the T-maze task, rats run down the long arm of a T-maze and are cued halfway down as to which direction they should turn at the end to receive reward. This task differs from a classic RI reinforcement schedule in important ways: animals are rewarded every time they make a correct decision (no uncertain waiting periods that induce high response rates), and they must perform a sensory discrimination to determine the correct decision for each trial. Nevertheless, after overtraining rats are unable to adjust their behavior after outcome devaluation, continuing to run down the T-maze and turn to the devalued side when instructed (Smith et al., 2012) . Results from these studies are compelling and form a consistent body of literature, yet it remains unclear (as for the DT5 task) whether habitual performance in the T-maze is elicited via similar or different circuit-level mechanisms as habitual performance observed after RI60 training.
| Motor skill learning as habit
Habit formation and motor skill learning are related to each other.
They are often discussed in parallel, and sometimes conflated. Motor skill learning involves the chunking of action sequences into fluidly executed motions requiring minimal cognitive engagement. The ability to learn new motor skills depends on similar brain areas as habit formation. For example, skill learning in mice on an accelerating rotarod test depends on dopamine-dependent shifts in encoding between the dorsomedial and dorsolateral striatum (DLS) ), similar to the shifts in encoding observed as habitual performance emerges during operant training Yin, Ostlund, et al., 2005) , which is also dependent on dopamine (Faure, Haberland, Condé, & Massioui, 2005) .
Learning on the accelerating rotarod has also been used to model acquired repetitive behaviors in mouse models of autism, which have coincident changes in striatal circuitry (Rothwell et al., 2014) .
In human patients with Parkinson's disease, in whom nigrostriatal dopamine signaling is impaired, there are deficits in new motor skill acquisition (Kawashima, Ueki, Kato, Ito, & Matsukawa, 2018) as well as in habit (Bannard et al., 2019; Knowlton, Mangels, & Squire, 1996; Witt, Nuhsman, & Deuschl, 2002) .
Motor skill acquisition has also been assessed in rodents using a variety of skilled reaching tasks and fast, timing-dependent sequences of lever pressing (Jin & Costa, 2010; Jin, Tecuapetla, & Costa, 2014; Kawai et al., 2015; Xu et al., 2009) . Basal ganglia circuit function and striatal dopamine inputs are again at the heart of these learned behaviors. Dopamine cells projecting to the dorsal striatum signal the beginning and end of learned action sequences, and help to control learned sequence-related activity in the striatum (Jin & Costa, 2010; Jin et al., 2014) . Motor skill acquisition also stabilizes dendritic spines in motor cortex (Xu et al., 2009 ), but provocatively, motor cortex was found to be dispensable for the execution of a previously learned motor task, suggesting that subcortical circuits can independently support motor execution after learning has occurred (Kawai et al., 2015) . Indeed, lesions of the DLS, which prevent habit formation , also prevent learned motor skill execution (Dhawale, Wolff, Ko, & Ölveczky, 2019 ).
Another model system in which motor skill learning has been investigated is songbirds. Songbirds have a specialized song learning circuit called the anterior forebrain pathway, which includes areas analogous to cortex, basal ganglia, and thalamus in mammals (Doupe, Perkel, Reiner, & Stern, 2005) . In songbirds such as the zebra finch, song is a highly stereotyped and easily quantified motor output. The combination of such an elegant motor output with a brain circuit that is dedicated to producing it (and separated from the circuits controlling other movements) makes birdsong a very appealing system for studying the relationship between brain activity and behavior.
From studies of birdsong we know that the song-related basal ganglia, and its dopaminergic inputs, are required for song learning to take place (Brainard & Doupe, 2000; Gadagkar et al., 2016) . The implication is that this type of skill learning too may bear relationships with habit learning in mammals. Thus, advances in our understanding of how song production is controlled in the avian brain stand to inform many of our studies in mammals, including those involving habit.
Whether singing in birds or mice is a "habit" is not obvious.
Despite the similarities in brain structures required for motor skill learning and habit formation, the relationship between these behaviors, especially as defined by performance in the probe tests listed in Table 1 , remains to be formalized. Skills such as singing are performed in the absence of external rewards like sucrose pellets, but changes in behavior can be driven by sensory feedback and internal template matching, which also drives dopaminergic reward prediction error signals (Gadagkar et al., 2016) . Eventually, skilled singing is rewarded by mating opportunities in the wild, but the behavior is learned well before mating occurs (e.g., given an appropriate tutor, male zebrafinch learn and crystalize their song around the same time they reach sexual maturity, ~90 days post hatching). In laboratory animals, actual mating may never occur as a consequence for singing, yet the behavior is still learned and performed. Thus, song learning is an interesting but perhaps exceptional context is which a motor skill is acquired due to an innate drive. Still, the study of song learning has provided important principles for motor learning more generally, such as the critical role of variability in motor performance to learning (Dhawale, Smith, & Ölveczky, 2017) . The variability that drives motor learning appears to be created by basal ganglia circuits, which also support habit formation (Dhawale et al., 2017) . What role does behavioral variability play in habit formation? And could that be a key to understanding why difference reward schedules promote it?
A primary difference between tests of motor skills and habits is timing. Motor skills generally involve precision of action on the millisecond timescale, whereas habits encoding relationships between lever pressing and reward retrieval from a separate reward delivery port involve learning about events separated by seconds. Whether there are common striatal and dopaminergic mechanisms capable of mediating both millisecond-and second-scale feedback to alter behavior, particularly transitions to habit, is largely unknown. One study in songbirds showed that birds are capable of learning from millisecond-scale auditory feedback; however, the authors did not explore whether a dopaminergic mechanism mediates that effect (Charlesworth, Tumer, Warren, & Brainard, 2011 
| Grooming behavior
Grooming is a repetitive behavior that mice perform spontaneously without training. It follows a stereotyped sequence, starting from the nose and working back across the face and body.
Grooming meets our intuitive or colloquial definition of habit as a regularly performed behavior, and thus is often discussed in relation to habit. Grooming is also similar to the skilled motor tasks described above, requiring fine coordinated sequences of movement to execute. Like birdsong, it is a stereotyped behavior acquired early in life. But is grooming a habit in the formal psychological sense? Self-injurious overgrooming is observed in several mouse models of OCD and autism, contributing the hypothesis that habit plays a role in these disorders (Peça et al., 2011; Shmelkov et al., 2010; Welch et al., 2007) . The fact that mice with OCD/autismrelated mutations will continue to groom even when the behavior is apparently harmful does suggest a connection to habit: these mice seem unable to discontinue a behavior even when the action is leading to a maladaptive outcome.
In addition to spontaneous grooming, mice can be induced to groom when a water drop is applied to the head (Burguière, Monteiro, Feng, & Graybiel, 2013) . In a mouse model of OCD (Sapap3 model; 
| Compulsive behavior
Habits have been widely hypothesized to contribute to addiction. In particular, habits may contribute to compulsive drug seeking, usually defined as drug seeking in the face of negative consequences. While in humans the negative consequences of drug seeking typically involve the loss of money, jobs, and important social relationships, as well as negative long-term health effects, in animals these negative consequences are often modeled simply as electrical shocks. Other simple methods for modeling the negative consequences of drug taking in animal models include inducing malaise associated with the drug via LiCl or histamine treatment, or adding bitterants to the drug (primarily quinine added to alcohol) to cause an aversive taste response (Vanderschuren, Minnaard, Smeets, & Lesscher, 2017) .
Extended drug taking in rodents leads to the perseverance of drugseeking behavior even when shocks are also delivered as a consequence for seeking and it is hypothesized that habits play a role in this perseverance (Belin, Mar, Dalley, Robbins, & Everitt, 2008; Chen et al., 2013; Pelloux, Everitt, & Dickinson, 2007; Vanderschuren & Everitt, 2004) .
While generally studied in the context of drug abuse, compulsive responding is not limited to responding for drugs. Rodents will also tolerate electrical shocks to receive sucrose in some circumstances (Datta, Martini, Fan, & Sun, 2018; Nieh et al., 2015) . As mentioned above, mice with OCD-linked gene mutations will continue to groom even when it causes pain and injury, an obvious negative conse- Belin, & Piazza, 2004) . Some studies in monkeys delay the aversive outcome, although most rodent studies using shock deliver it immediately (Epstein & Kowalczyk, 2018; Vanderschuren et al., 2017; Woolverton, Freeman, Myerson, & Green, 2012) . One important difference between shock delivery and aversive pairing (e.g., LiCl pairing) is that aversive pairing directly degrades the value of the reward, whereas shocks that occur immediately as a consequence for lever pressing punish the action but leave the reward value intact (for further commentary on this issue, see: Epstein & Kowalczyk, 2018; Vanderschuren et al., 2017) . Differentiating between compulsive and habitual responding is thus a challenge, although one which may be surmountable with the addition of circuit-level investigations demonstrating whether similar or different neural mechanisms are involved in each.
Notably, habitual and compulsive responding do not always track together. When Singer and colleagues trained rats to solve a new operant "puzzle" each day to get cocaine, they found that rats still escalated their cocaine intake and continued to seek cocaine when a footshock consequence was imposed (Singer et al., 2018) .
However, the behavior in theory could not be fully automated, since the actions required to get the outcome were changing each day. Additionally, blocking dopamine signaling in the DLS did not interrupt cocaine-seeking behavior in this paradigm, in contrast to other studies (Giuliano, Belin, & Everitt, 2019; Murray et al., 2014; Vanderschuren, Ciano, & Everitt, 2005) . These results demonstrate that compulsive drug seeking does not absolutely require dopamine signaling in the DLS. However, the data do not preclude the involvement of "habit" defined in the behavioral sense, for example, by outcome devaluation procedures.
Another example of the dissociation between compulsive and habitual responding comes from Willuhn and colleagues. They found that dopamine signaling in the DLS in response to cocaine self-administration develops over weeks of training (Willuhn, Burgeno, Everitt, & Phillips, 2012) . DLS dopamine signaling in this case was required for the selection of drug-seeking actions; however, the behavioral paradigm used-a short access (1 hr/day) self-administration paradigm-is generally not sufficient to achieve compulsive (shock-resistant) drug seeking. Therefore, a model emerges in which habit-related brain systems may become engaged in behavior independently of compulsive responding. The involvement of DLS may precede the development of compulsive behavior, but, intriguingly, a transition to reliance on the DLS system predicts vulnerability to compulsivity (Giuliano et al., 2019) . Still, based on these few studies it is difficult to fully assess the relationship between two closely related concepts. Additionally, it is not known whether cocaine hijacks habitual and compulsive neural mechanisms in a non-naturalistic way or whether responding for natural rewards such as sucrose would produce similar dissociations. One study found that the development of compulsive sucrose-seeking behavior in rats could not predict the development of compulsive cocaine-seeking behavior, suggesting that the neurobiological basis for the engagement of habit may differ under conditions of cocaine use (Datta et al., 2018) .
| Avoidance learning
The vast majority of behavioral studies of habit have focused on paradigms in which animals receive valued rewards for their actions (positive reinforcement). However, animals also learn from aver- The importance of understanding how habits contribute to avoidance is a key question in the study of anxiety disorders and OCD. Human OCD patients show stronger learning of avoidance habits than control subjects (Gillan et al., 2014) . However, this enhanced habit formation is associated with an increase in activity in the caudate (analogous to rodent DMS), an area for goal-directed control, but not changes in the putamen (analogous to rodent DLS), suggesting that avoidance habits in OCD may be the result of impaired goal-directed systems rather than strengthened habit learning (Gillan et al., 2015) . Human studies of avoidance habits also show that a history of early-life stress, which is associated with vulnerability to a number of psychiatric disorders, promotes the development of avoidance habits (Patterson, Craske, & Knowlton, 2019) . Despite these interesting human findings, animal studies on avoidance learning have largely not considered habit.
If we can develop better ways to model avoidance habits in rodents, there are many interesting circuit-level hypotheses to explore, including the roles for dopamine and dorsal striatal circuits.
Dopamine, which is thought to be important for habit formation when learning from positive reinforcement, is also likely important for learning from aversive outcomes. Subsets of dopamine neurons increase their activity for aversive outcomes and for cues predicting aversive outcomes (Lammel et al., 2012; Lerner et al., 2015; Matsumoto & Hikosaka, 2009; Menegas, Akiti, Amo, Uchida, & Watabe-Uchida, 2018) , which could allow for the invigoration of actions by punishment. Additionally, some dopamine neurons projecting to the nucleus accumbens (NAc) respond to safety cues (indicating that shocks will not occur) and encode a "safety prediction error" signal (Stelly et al., 2019) . Dopamine neurons projecting to the caudal tail of the striatum are also potentially interesting in the context of avoidance learning, as ablation of these neurons has been shown to reduce avoidance (Menegas et al., 2018) . However, whether the activity of any of these dopamine neurons can control habit formation in the context of avoidance learning is not yet determined. Future studies more thoroughly examining the role of habitrelated neural circuitry in learning from different types of reinforcement and punishment may help the field to clarify its definitions of habitual control over behavior.
| TOWARD A CIRCU IT MODEL FOR HAB IT FORMATION
As behavioral work on habit and related tasks has proceeded as de- Avoidance learning Negative reinforcement. Animals learn to act to avoid aversive outcomes. Important model for determining how habits contribute to avoidance, for example, in anxiety disorders Two-step task Many different types of reinforcement or punishment may be used. The two-step task allows one to assess the parallel contributions of "model-free" versus "model-based" behavior to performance without a strong working model of normal habit formation, we are limited in our ability to systematically test whether habit circuits are altered in animal models of neuropsychiatric disease.
What is the current state of circuit models for habit formation?
Extensive work has identified striatal learning systems in habit formation and this work provides us with a set of brain regions on which to focus. Specifically, the DLS is imperative for supporting habit formation and motor skill acquisition (Yin & Knowlton, 2006; Yin et al., , 2009 ). Lesions to the DLS prevent habit formation , as do lesions of the dopaminergic inputs to the DLS from the substantia nigra pars compacta (SNc; Faure et al., 2005) .
Pharmacological blockade of dopaminergic signaling in the DLS also impairs motor skill acquisition on the accelerating rotarod ) and habitual cocaine and heroin seeking Hodebourg et al., 2019; Willuhn et al., 2012) . This DLS learning system works in parallel with other striatal learning systems centered around the dorsomedial striatum (DMS) and ventral striatum (or nucleus accumbens, NAc) to regulate reward processing, incentive motivation, and action selection.
Lesions to the DMS generally bias rodents away from goal-directed instrumental behavior and toward habit (Gremel & Costa, 2013; Yin, Ostlund, et al., 2005) , but the effects of DMS lesions are different if the anterior versus posterior DMS (pDMS) is targeted. Anterior DMS (aDMS) lesions do not have major effects on habit formation, as measured by outcome devaluation or by contingency degradation. pDMS lesions reduce instrumental performance and increase habit formation (Yin, Ostlund, et al., 2005) .
Lesions of the pDMS, but not aDMS, also bias rodents toward egocentric rather than allocentric navigation strategies in a T-maze task, a finding that is consistent with increased striatal-driven habit learning . However, this study, while foundational, did not provide circuit-level insight into the nature of the interaction taking place.
| The ascending spiral hypothesis
One prominent and influential hypothesis in the field regarding the interaction between striatal subsystems is the "ascending spiral" hypothesis (Haber, Fudge, & McFarland, 2000; Yin & Knowlton, 2006 Despite the appeal of this hypothesis for learning theories, the original data do not speak to the possibility of disynaptic disinhibition. In fact, the ascending spiral hypothesis is potentially in conflict with the observation that DMS lesions (at least of the pDMS) accelerate the emergence of habitual control over behavior, the opposite effect of what might be expected in this framework (Gremel & Costa, 2013; Yin, Ostlund, et al., 2005) . Thus, it is imperative to test the ascending spiral hypothesis more rigorously to determine its appropriate role in a circuit model for habit formation.
Disinhibitory inputs, which are central to the ascending spiral hypothesis, are posited on the basis of separate knowledge of striatal inputs to midbrain SNr GABA neurons, and SNr GABA inputs to dopamine neurons. The direct pathway of the striatum sends GABAergic projections to SNr cells (Albin, Young, & Penney, 1989; DeLong, 1990) , although the SNr is not uniformly inhibited by direct pathway stimulation in vivo (Freeze, Kravitz, Hammack, Berke, & Kreitzer, 2013) . In turn, dopamine neurons in the SNc receive strong GABAergic inputs from the SNr (Tepper & Lee, 2007; Tepper, Martin, & Anderson, 1995) . SNr GABA neurons have tonic, linear current-frequency relationships (Richards, Shiroyama, & Kitai, 1997) , meaning that a disinhibition circuit through these neurons would likely lead to corresponding graded changes in SNc dopamine neuron tonic firing rather than inducing bursts. Dopamine burst firing relevant to habit formation could be induced by concurrent excitatory inputs, whose efficacy might be strengthened by decreased inhibition from the SNr, but such a circuit then needs to be included explicitly in the ascending spiral hypothesis model.
A careful study of the morphology of SNr GABA neurons showed that SNr axons extend into the SNc in a longitudinal band across the ventral tier. This band encompasses the location of SNc dopamine neurons projecting to the striatal subregion from which the traced SNr cell would receive inputs, but may also extend beyond those boundaries (Mailly, Charpier, Menetrey, & Deniau, 2003 A second oft-cited reference related to the ascending spiral hypothesis is Ikemoto et al. (2007) , which was conducted in rats.
In this study, the retrograde tracer Fluoro-Gold was injected into various striatal sites and the locations of labeled dopaminergic cell bodies in the midbrain were reported. Indeed, there was a clear organization of dopamine cell bodies found, and dopaminergic projections to the dorsal striatum were found to arise primarily from the SNc. However, no distinction was made in this study between DMS and DLS within the dorsal striatum, and no anterograde tracing (parallel to what Haber et al. (2000) completed in monkeys) was done to examine the overlap of output-defined dopamine neuron cell bodies with inputs from distinct striatal subregions.
Additionally, as was true in the Haber et al. (2000) study, no experiments (e.g., electrophysiological measurements) were carried out to verify functional synaptic connections within a striatonigrostriatal spiral, meaning there is still no direct evidence that such a circuit could mediate disinhibition during habit formation.
More direct evidence of disinhibitory control over dopamine neurons exists in the ventral tegmental area (VTA), which contains dopamine neurons projecting to the NAc. However, the patterns of disinhibitory control do not clearly follow predictions of the ascending spiral hypothesis. NAc neurons projecting to the VTA preferentially target VTA GABA neurons, leading to a disinhibition of VTA dopamine signaling following optogenetic stimulation of NAc terminals in the VTA (Bocklisch et al., 2013) . This disinhibition appears to operate in a closed reciprocal loop, rather than an open ascending spiral. Supporting this finding, in a study looking at specific striatal subregions it was found that NAc lateral shell neurons disinhibit dopamine neurons that project back to the lateral shell in a reciprocal loop through VTA GABA neurons (Yang et al., 2018) . Reciprocal loop dopamine disinhibition may also be important for songbird vocal learning (Gale & Perkel, 2010) .
It has been suggested that the ventral pallidum (VP) is well suited to mediate a disinhibitory ascending spiral connecting the NAc and dorsal striatum (Root, Melendez, Zaborszky, & Napier, 2015) . The VP is a source of inhibitory afferent control for SNc dopamine neurons that receive inputs from the NAc, making this suggestion plausible.
Indeed, the VP is required for Pavlovian-instrumental transfer (Leung & Balleine, 2013) as would be predicted for such a circuit. However, the role of the VP in mediating transitions from goal-directed instrumental behavior to habit is not established. This transition may require a different mechanism, hypothesized by the ascending spiral hypothesis to be a disinhibitory connection between the DMS and DLS.
Disynaptic disinhibition of dopamine neurons is not the only route by which striatal activity might influence dopamine release.
It is also important to consider the role of direct striatal inputs to dopamine neurons, which constitute a major source of their afferent control. Monosynaptic rabies-tracing experiments have provided a useful overview of the brain-wide inputs to midbrain dopamine neurons Lerner et al., 2015; Menegas et al., 2015;  Watabe-Uchida, Zhu, Ogawa, Vamanrao, & Uchida, 2012). These experiments confirmed that dopamine neurons receive direct inputs from striatum and demonstrated the relative numbers of inputs received in comparison with other brain areas. Notably, SNc dopamine neurons receive ~50% of their inputs from the dorsal striatum and an additional significant portion from the NAc (Lerner et al., 2015; Watabe-Uchida et al., 2012) . Dopamine neurons in the VTA also receive inputs from both the dorsal and ventral striatum (Beier et al., , 2019 . Therefore, in both the SNc and VTA, there is potential for direct monosynaptic inhibition in addition to disynaptic disinhibition of dopamine neurons.
Direct inhibitory inputs are not a part of the ascending spiral hypothesis as it is currently set forth, and in fact these inputs appear to follow an opposite pattern: DLS inputs to DMS-projecting dopamine neurons are common and strong, as measured by both rabies tracing and electrophysiology (Lerner et al., 2015) . Similarly, rabies-tracing experiments showed that the dorsal striatum sends large numbers of inputs to dopamine neurons that project to the NAc lateral shell (although this NAc lateral shell-projector population also sent inputs to DMS and DLS, complicating the interpretation; Beier et al., 2015) .
Since both inhibition and disinhibition circuits may connect striatal activity to dopamine neuron activity, it is reasonable to ask which type of modulation dominates at behaviorally relevant time points.
It is not clear if the inhibition and disinhibition circuits operate together (i.e., are active at the same times during behavior), especially as these circuits may arise from different striatal neuron populations. Striosomes (also known as patches) within the striatum project directly to dopamine neurons, whereas the matrix compartment of the striatum contains direct pathway projections to SNr GABA | 9 LERNER neurons. Striosome and matrix neurons receive different cortical inputs, which may drive their engagement in behavior separately (Friedman et al., 2015; . In general, striosomes receive input from more "limbic" areas, as opposed to the associational and sensorimotor cortical inputs to DMS and DLS matrix neurons, respectively. In vivo imaging from striosome neurons shows some differences in activity patterns between compartments, with striosome neurons responding more strongly to reward-predicting cues than matrix neurons (Bloem, Huda, Sur, & Graybiel, 2017) . Thus, one can hypothesize that striatal inhibition of dopamine neurons dominates during cue presentation, especially after extensive training.
Striosomes are likely an important part of the habit formation circuit. Partial ablation of striosome neurons with a selective toxin called dermorphin-saporin causes deficits in learning on the rotarod (Lawhorn, Smith, & Brown, 2009 ) as well as in habit formation in a more traditional operant test (Jenrette, Logue, & Horner, 2019) .
One possible mechanism for these effects on learning could be a resulting imbalance in the regulation of striatal dopamine release (Shumilov, Real, Valderrama-Carvajal, & Rivera, 2018) . Imbalances between activity in the striosome and matrix compartments have been proposed to contribute to the development of neurological and psychiatric disorders including Huntington's disease, l-DO-PA-induced dyskinesias, dystonia, and drug addiction (Crittenden & Graybiel, 2011) . Understanding these imbalances and the circuit mechanisms by which they might contribute to symptomatology will be a key to generate new clinical interventions.
In conclusion, while the ascending spiral hypothesis has been influential in the habit formation field, convincing circuit-and syn- (Bergstrom et al., 2018) . Thus, inputs from the DLS onto midbrain DMS dopamine circuits may serve to slow the acquisition of habits through a "descending spiral."
| Shifting patterns of DMS and DLS involvement in behavior with habit formation
In vivo electrophysiological recordings show that patterns of activity in the DMS and DLS change with habit formation and motor skill acquisition, but different tasks can produce different results, calling into question whether the same circuits and plasticity mechanisms are engaged by each (Gremel & Costa, 2013; Thorn et al., 2010; Vandaele et al., 2019; Yin et al., 2009) . Thorn et al. (2010) used the T-maze task (described above) paired with tetrode recordings in the DMS and DLS. Similar percentages of task-responsive neurons were found in each striatal subregion, however, the patterns of activity differed across training. Responses in the DLS tended to occur at action boundaries of the task (locomotion onset, turn, goal). Goal responses in particular seemed to emerge and strengthen with overtraining, after rats reached a performance criterion, perhaps reflecting an emerging reward responsiveness. In contrast, DMS neurons responded most strongly in the middle of the task as the rats progressed down the long arm of the T-maze track. Strong responses to the cue onset (the signal telling rats which direction to turn) occurred mid-training, but faded with overtraining. These results seem in line with the idea that DMS is most actively engaged in action-outcome learning during an earlier phase of task experience, whereas DLS becomes engaged in creating habits later on. Gremel and Costa (2013) recorded DMS and DLS neurons using a more traditional operant task. They trained mice to pursue rewards on an RI schedule (promoting habitual responding) in one context and an RR schedule (promoting goal-directed responding) in another context. This clever study design allowed them to assess within-subject differences depending on the training context. Similar to Thorn et al. (2010) , this group found roughly equal percentages of task-responsive neurons in DMS and DLS. While some neurons responded specifically in one context, many were modulated in both the RI and RR contexts. The observation of task-responsive neurons in both DMS and DLS in both contexts questions the notion of a hard distinction between the two systems as habitual control emerges.
When looking at the magnitude of the changes observed in DMS and DLS, however, some differences were observed in this study. After training, DMS neurons had a larger increase in their lever pressassociated firing in the RR context when the reward had been devalued. DLS neurons had a smaller increase their lever press-associated firing in RR context when the reward was valued. In contrast to Thorn et al. (2010) , Gremel and Costa did not find disengagement of DMS task-responsive neurons over training in the habitual context, nor did they find any changes in DLS task responsiveness with habit (RI context).
Another study by Vandaele et al. (2019) used the DT5 task ( ior, slightly decreasing lever press rates, but overall did not prevent performance of the task.
Finally, Yin et al. (2009) used the accelerating rotarod for their study examining the participation of DMS and DLS neurons in motor skill acquisition. They found a pattern of early DMS engagement in the task and later DLS engagement as the task was mastered and performance plateaued. In this case, the findings appear more similar to Thorn et al. (2010) , with DMS disengaging later.
These four studies clearly drive home the point that DMS and DLS engagement in behavior may be highly task dependent. They leave future researchers with the difficult job of parsing which responses are truly required for habit formation in general, and which are task specific. The reasons that certain tasks maintain DMS engagement while others cause it to diminish will be a particularly interesting avenue for future work. Such investigations will be important for clarifying whether there are multiple neural circuit implementations of habit available to an animal. Better connecting the emergence of habitual behavior with each of these recordings will also be key. Since behavioral probes for habit ( weeks. In contrast, the T-maze task using by Thorn et al. (2010) is more complicated to train. Training to criteria and then further overtraining until rats are insensitive to outcome devaluation generally takes much longer than when using the DT5 task (Smith et al., 2012) . (Yin, Ostlund, et al., 2005) . However, since most recordings are done in the aDMS it is difficult to know how to align the two literatures.
Additionally, the posterior DLS (pDLS), including the far caudal tail of the striatum, is an understudied area, rich in cells projecting directly to substantia nigra dopamine neurons (Lerner et al., 2015; Menegas et al., 2015) . Dopamine cells projecting to the caudal tail of the striatum also have unique input connectivity patterns (Menegas et al., 2015) . Thus, it will be illuminating for future studies to determine the functions of circuits involving the pDLS and caudal tail of the striatum in the emergence of habitual behavior and to incorporate these striatal subregions into a refined circuit model of habit formation.
| Plasticity of habit circuits with learning
To assess the validity of any circuit model of habit formation that is developed, we must determine what types of plasticity take place during training to mechanistically cause the observed in vivo shifts in striatal function over time. A growing body of evidence points to the involvement of corticostriatal plasticity mechanisms in habit formation. Long-term synaptic plasticity at cortical inputs onto DMS and DLS neurons depends critically on dopamine, and blocking dopamine signaling during learning impairs habit or motor skill acquisition (Faure et al., 2005; Yin et al., 2009) . Additionally, inhibition of adenosine A2A receptors or endocannabinoid CB1 receptors, both of which are known to be important actors in corticostriatal plasticity pathways (Lerner, Horne, Stella, & Kreitzer, 2010; Lerner & Kreitzer, 2011 Shen, Flajolet, Greengard, & Surmeier, 2008; Surmeier, Plotkin, & Shen, 2009 ), interferes with habit formation (Gremel et al., 2016; Hilário, Clouse, Yin, & Costa, 2007; Li et al., 2016; Yu et al., 2009 ).
Using an accelerating rotarod task, Yin et al. (2009) showed that AMPA:NMDA ratios at excitatory inputs onto DLS neurons are decreased specifically in the later stages of learning, after performance has plateaued. Additionally, LTD in the DLS was more readily observed in slices made from mice trained to the late stages of learning, suggesting that LTP had occurred in vivo. Another study using the rotarod task found that the engagement of cortical inputs to the DMS and DLS changes dynamically during learning (Kupferschmidt, Juczewski, Cui, Johnson, & Lovinger, 2017) . PFC inputs to the DMS peak in activity early in learning and disengage later, while M1 motor cortical inputs to the DLS remain strong. However, a limitation in both of these studies is that differences in changes onto direct versus indirect pathway striatal neurons were not examined.
Corticostriatal plasticity may act disparately on the direct and indirect pathways within the striatum over the course of goal-directed and habitual learning. In the pDMS, AMPA:NMDA ratios increase onto direct pathway neurons but decrease onto indirect pathway neurons after training to a goal-directed stage of behavior (Shan, Ge, Christie, & Balleine, 2014) . No changes in AMPA:NMDA ratios were observed in the DLS at this early stage in learning. After longer training on a RI60 schedule to induce habitual control, indirect pathway neurons in the DLS showed a reduced amplitude of spontaneous EPSCs (sEPSCs), suggesting that LTD onto these neurons had occurred (Shan, Christie, & Balleine, 2015) . The average amplitude of recorded sEPSCs from each mouse negatively correlated with its press rate in the last RI60 training session, suggesting that this reduction in sEPSC amplitude is specifically involved in the escalation of responding behavior associated with habit.
In addition to plasticity in the strengths of corticostriatal coupling with the direct and indirect pathways, shifts in timing may play a role in habit formation. In a study using acute brain slices containing the DLS, O'Hare et al. (2016) found that changes in the relative timing of direct versus indirect pathway activity in response to cortical stimulation correlated with habitual behavior: direct pathway striatal neurons fired before indirect pathway striatal neurons in habitual mice, whereas the inverse was true in goal-directed mice.
Corticostriatal plasticity is further implicated in habit-related behaviors because mice prone to developing OCD-like repetitive | 11 LERNER overgrooming behaviors all have corticostriatal synaptic deficits in common (Peça et al., 2011; Shmelkov et al., 2010; Welch et al., 2007) , and overgrooming can be induced by repetitive corticostriatal stimulation (Ahmari et al., 2013) perhaps by engaging endocannabinoid-dependent long-term depression mechanisms important for the development of habitual responding (Gremel et al., 2016) .
The fact that corticostriatal plasticity is gated not only by dopamine but also by a host of other neuromodulators suggests that dopaminergic circuits like those invoked by the ascending spiral hypothesis may not be the only mechanism by which transitions to habit are influenced. Alterations to circuits that gate the release of neuromodulators like adenosine, acetylcholine, and endogenous opioids in the striatum could also contribute to habit formation under different circumstances and in different disorders.
Sites of plasticity other than corticostriatal synapses may addi- 
| CON CLUS ION
As a field, we have developed an array of behavioral tasks to study habit. What is now required is to better formalize our definitions of habit, thinking broadly across behavioral fields to integrate studies of instrumental responding, motor skill learning, repetitive behaviors, compulsive behaviors, and avoidance learning. Furthermore, a circuit model for habit-encompassing specific descriptions of circuits and synaptic changes that mediate changes in network activity occurring with habit formation-will provide a foundation to compare mechanisms across tasks. This review has focused on striatal mechanisms, but in fact many additional brain circuits may play a role as well and should be incorporated into our theories. Ultimately, a convincing circuit model for habit is indispensable for understanding the complex relationships between habit and habit-related behavioral tasks, and is required to make substantive progress on addressing the question of whether dysfunctions in habit circuits indeed contribute to the symptoms observed in various neuropsychiatric disorders such as OCD, autism, and addiction.
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