Distance-regular Cayley graphs on dihedral groups  by Miklavič, Štefko & Potočnik, Primož
Journal of Combinatorial Theory, Series B 97 (2007) 14–33
www.elsevier.com/locate/jctb
Distance-regular Cayley graphs on dihedral groups
Štefko Miklavicˇ a, Primož Potocˇnik b,1
a Department of Mathematics and Computer Science, Faculty of Education, University of Primorska,
6000 Koper, Slovenia
b Institute of Mathematics, Physics and Mechanics, Jadranska 19, SI-1000 Ljubljana, Slovenia
Received 1 December 2004
Available online 18 April 2006
Abstract
The main result of this article is a classification of distance-regular Cayley graphs on dihedral groups.
There exist four obvious families of such graphs, which are called trivial. These are: complete graphs,
complete multipartite graphs, complete bipartite graphs with the edges of a 1-factor removed, and cycles. It
is proved that every non-trivial distance-regular Cayley graph on a dihedral group is bipartite, non-antipodal,
has diameter 3 and arises either from a cyclic difference set, or possibly (if any such exists) from a dihedral
difference set satisfying some additional conditions.
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1. Introduction
A connected finite graph is distance-regular if the cardinality of the intersection of two spheres
depends only on their radii and the distance between their centres. Even though this condition
is purely combinatorial, the notion of distance-regular graphs is closely related to certain topics
in algebra, and has motivated a development of various new algebraic notions, as well as shed
a new light on the existing ones (see, for example, [1,4,12]). This interplay of concepts proves
to be especially intimate when a subclass of distance-regular Cayley graphs is considered. (The
Cayley graph Cay(G;S) on a finite group G relative to an inverse-closed subset S of G \ {1},
E-mail address: primoz.potocnik@fmf.uni-lj.si (P. Potocˇnik).
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adjacency relation given by g ∼ h ⇔ h−1g ∈ S.)
We start with presenting four obvious families of distance-regular Cayley graphs, which
will be called trivial for the purpose of this article. These are: complete graphs Kn (of diam-
eter 1), complete multipartite graphs Kt×m (of diameter 2), complete bipartite graphs without a
1-factor Km,m − mK2 (of diameter 3), and cycles Cn (of diameter n/2). All these distance-
regular graphs are Cayley graphs. For example, the complete graph Kn is a Cayley graph on
any group G of order n relative to S = G \ {1}. The complete multipartite graph Kt×m is a
Cayley graph on any group G of order tm which contains a subgroup L of order m, relative to
S = G \ L. The graph Km,m − mK2 can be obtained as a Cayley graph on the dihedral group
Dm = 〈ρ, τ | ρm, τ 2, (ρτ)2〉, relative to S = {ρiτ | i ∈ {1, . . . ,m − 1}}. Finally, the cycle Cn is
a Cayley graph on the cyclic group 〈ρ | ρn〉 relative to S = {ρ,ρ−1}, or if n = 2m is even, Cn
is also a Cayley graph on the dihedral group Dm relative to S = {τ,ρτ }. In particular, all triv-
ial distance-regular graphs with even number of vertices are Cayley graphs on dihedral groups.
(Cayley graphs on dihedral groups are also called dihedrants.)
Further examples of non-trivial distance-regular Cayley graphs are provided by the following
construction. For an integer q = pm, p a prime, q ≡ 1 (mod 4), let Fq denote the finite field of
cardinality q , let S denote the set of all squares in the multiplicative group of Fq , and let H ∼= Zmp
denote the additive group of Fq . The Paley graph P(q) of order q is defined as the Cayley graph
Cay(H ;S). It is easy to see that Paley graphs are distance-regular graphs of diameter 2.
Non-trivial distance-regular Cayley graphs on non-abelian groups seem to be more difficult
to find. The smallest such graph is the graph of the icosahedron, which can be represented as a
Cayley graph on the non-abelian non-dihedral group of order 12. The Heawood graph and its
bipartite complement are distance-regular Cayley graphs on the dihedral group of order 14, and
as it was pointed out in [10], the Shrikhande graph can be represented as a Cayley graph on three
non-isomorphic non-abelian groups of order 16, as well as a Cayley graph on Z4 ×Z4 (see [10]).
To our best knowledge, there is only one known example of a distance-regular Cayley graph on a
non-solvable group (see [5]). It is the antipodal distance-regular Cayley graph on the alternating
group A5, with diameter 3 and valency 29. At this point, the following general problem arises
naturally.
Problem 1.1. For a class of groups G, determine all distance-regular graphs, which are Cayley
graphs on a group in G.
In [10] this problem was solved for the class of cyclic groups. (Cayley graphs on cyclic groups
are also called circulants.)
Theorem 1.2. [10, Theorem 1.2] Let X denote an arbitrary circulant with n vertices. Then X is
distance-regular if and only if it is isomorphic to one of the following graphs:
(i) the cycle Cn;
(ii) the complete graph Kn;
(iii) the complete multipartite graph Kt×m, where tm = n;
(iv) the complete bipartite graph without a 1-factor Km,m −mK2, where 2m = n, m odd;
(v) the Paley graph P(n), where n ≡ 1 (mod 4) is prime.
16 Š. Miklavicˇ, P. Potocˇnik / Journal of Combinatorial Theory, Series B 97 (2007) 14–33The main result of this article is a similar classification of distance-regular Cayley graphs
on dihedral groups (see Theorem 1.3). It transpires that distance-regular dihedrants (and other
Cayley graphs as well) are closely related to a notion of a difference set. The relevant results
pertaining this relationship are gathered in Section 2.4.
Throughout this article, the following notation will be used. For a positive integer n, Dn
will denote the dihedral group with 2n elements, generated by an element ρ of order n and an
involution τ satisfying the relation τρτ = ρ−1. For subsets R,T ⊆ Zn we let ρR = {ρi | i ∈ R}
and ρT τ = {ρiτ | i ∈ T }. Finally, by Dih(n;R,T ) we denote the Cayley graph Cay(Dn;ρR ∪
ρT τ). For a subset A ⊆ Zn and an element i ∈ Zn, we let i +A = {i + a | a ∈ A} and iA = {ia |
a ∈ A}.
Theorem 1.3. Let X be a dihedrant on 2n vertices other than the cycle C2n, the complete graph
K2n, the complete multipartite graph Kt×m, where tm = 2n, or the complete bipartite graph
without a 1-factor Kn,n − nK2. Then X is distance-regular if and only if one of the following
holds:
(i) X ∼= Dih(n; ∅, T ), where T is a non-trivial difference set in the group Zn.
(ii) n is even and X ∼= Dih(n;R,T ), where R and T are non-empty subsets of 1+ 2Zn such that
ρ−1+R ∪ ρ−1+T τ is a non-trivial difference set in the dihedral group 〈ρ2, τ 〉 of order n.
If either (i) or (ii) holds, then X is bipartite, non-antipodal, and has diameter 3.
Let us remark that since there are many non-trivial difference sets in cyclic groups, there
are also many distance-regular dihedrants arising from case (i) of Theorem 1.3. On the other
hand, the question whether or not there are any difference sets in dihedral groups (other than the
empty set, singletons and their complements) is one of the oldest open problems in the theory
of difference sets (see, for example, [8]). Moreover, not every non-trivial difference set in a
dihedral group would necessarily give rise to a distance-regular dihedrant since it might not be
embeddable into a larger dihedral group as indicated in case (ii). It is therefore very likely that
the graphs arising in case (i) are the only non-trivial distance-regular dihedrants.
In Section 2, we summarize some definitions and results on distance-regular graphs and Cay-
ley graphs. In Section 3, we introduce the Fourier transformation, which is a usual vehicle for
the study of difference sets and has been successfully used in investigation of 2-arc-transitive
dihedrants [9]. Finally, in Section 4, a detailed version of Theorem 1.3 is given and proved.
2. Preliminaries
In this section, we review some definitions and facts about distance-regular graphs, Cayley
graphs and group actions on graphs. More background information on distance-regular graphs
can be found in [3]. For the group theoretical concepts not defined here we refer the reader to [6].
Throughout this paper all graphs are assumed to be finite, undirected and without loops or
multiple edges. For a graph X we let V (X), E(X) and ∂X (or just ∂) denote the vertex set, the
edge set and the path length distance function, respectively. The diameter max{∂(x, y) | x, y ∈
V (X)} of X will be denoted by dX (or just d , when the graph X is clear form the context). For a
vertex x ∈ V (X) and an integer i, we let Si(x) = {y | ∂(x, y) = i} denote the ith sphere centred
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for all integers h, i, j (0 h, i, j  d) and all x, y ∈ V (X) with ∂(x, y) = h, the number
phij =
∣∣{z | z ∈ VΓ, ∂(x, z) = i, ∂(y, z) = j}∣∣ (1)
is independent of the choice of x and y. The constants phij (0  h, i, j  d) are known as the
intersection numbers of X.
For notational convenience we define ci = pi1,i−1 (1  i  d), ai = pi1,i (0  i  d), bi =
pi1,i+1 (0 i  d−1), ki = p0i,i (0 i  d), and set c0 = bd = 0. We observe a0 = 0 and c1 = 1.
Moreover, ai + bi + ci = k (0  i  d), where k = k1. Following convention, we abbreviate
λ = a1 and μ = c2. Observe also that ki = |Si(x)| for every x ∈ V (X). The array
{b0, b1, . . . , bd−1; c1, c2, . . . , cd} (2)
is called the intersection array of X.
2.1. Automorphisms, blocks of imprimitivity, and quotients of graphs
An automorphism of a graph X is a permutation on V (X) which preserves the adjacency
relation. The group of all automorphisms of X is denoted by AutX. We shall assume that AutX
acts on V (X) on left and thus write g(v) to denote the image of v ∈ V (X) with respect to some
g ∈ AutX. In this way AutX becomes a permutation group on V (X).
A permutation group G on a set V is called transitive if for each pair u,v ∈ V there exists
g ∈ G such that g(u) = v. If, in addition, such g is unique for each (ordered) pair (u, v), then
the permutation group G is called regular. A graph with a transitive automorphism group is
called vertex-transitive. An imprimitivity system for a transitive permutation group G on a set
V is a G-invariant partition of V . Clearly, the partition of V into singletons and the partition
into one set are imprimitivity systems for any permutation group on V , and are hence called
trivial imprimitivity systems. Members of (non-trivial) imprimitivity systems are called (non-
trivial) blocks of imprimitivity. A transitive permutation group is called primitive if it admits no
non-trivial imprimitivity systems.
If B is a partition of the vertex set V of a graph X, then we define the quotient graph of X
with respect to B (denoted by XB) to be the graph with vertex set B and two different members
B1,B2 ∈ B being adjacent whenever there exists an edge in X between a vertex in B1 and a
vertex in B2. If B is an imprimitivity system for a group of automorphisms G  AutX and
K the maximal subgroup of G preserving the partition B (note that K is normal in G and is
usually referred to as the kernel), then XB admits a natural (faithful) action of G/K as a group
of automorphisms. Moreover, if G is transitive on V (X), then G/K is transitive on V (XB). An
important class of such quotient graphs arises when B is the set of H -orbits for an intransitive
subgroup H  AutX. Then B is an imprimitivity system for the normalizer G of H in AutX
and H is contained in the kernel K G. Hence, if G is transitive on V (X), then G/K AutXB
is transitive on V (XB).
2.2. Antipodal quotients and halved graphs
For a distance-regular graph X let the r th distance graph Xr be the graph with the same ver-
tex set as X, and with two vertices adjacent if and only if they are at distance r in X. If Xr is
connected for all r , 1 r  d , then X is called primitive. Otherwise, X is imprimitive. Clearly, if
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itivity system for G. Therefore, if a vertex-transitive distance-regular graph is imprimitive, then
each transitive subgroup of AutX is imprimitive. The converse is not true in general. However,
if G is distance-transitive, then the imprimitivity of G yields the imprimitivity of X.
A distance-regular graph X is called antipodal, if the relation R on V (X) defined by xRy ⇔
∂X(x, y) ∈ {0, d} is an equivalence relation. By [3, Theorem 4.2.1], an imprimitive distance-
regular graph with valency k > 2 is either bipartite, antipodal, or both. If X is bipartite distance-
regular graph, then X2 has two connected components, called the halved graphs of X and denoted
by X+ and X−. The symbol 12X is used to denote an arbitrary one of these two graphs. Note also
that if X is not vertex-transitive, X+ and X− may not be isomorphic graphs.
If X is an antipodal distance-regular graph of diameter d , then the relation R on V (X) gives
rise to a partition of V (X) into equivalence classes, called fibres. The quotient graph of X rela-
tive to this partition is called the antipodal quotient of X and is denoted by X. If the diameter of
X is at least 3, then for any two adjacent fibres F1,F2 and any vertex v ∈ F1, there exists exactly
one vertex in F2 which is adjacent to v in X. Moreover, all the fibres have the same cardinal-
ity r , called the index of X. In this case, the graph X is also called an r-fold antipodal cover
of X. Finally, note that the only antipodal distance-regular graphs of diameter 2 are the complete
multipartite graphs.
We summarize some well-known facts about imprimitive distance-regular graphs in the fol-
lowing lemma.
Lemma 2.1. [3, p. 141, Proposition 4.2.2] Let X denote an imprimitive distance-regular graph
with diameter d and valency k  3. Then the following hold:
(i) If X is bipartite, then the halved graphs of X are non-bipartite distance-regular graphs with
diameter  d2 .
(ii) If X is antipodal, then X is a distance-regular graph with diameter  d2 .
(iii) If X is antipodal, then X is not antipodal, except when d  3 (in that case X is a complete
graph), or when X is bipartite with d = 4 (in that case X is a complete bipartite graph).
(iv) If X is antipodal and has odd diameter or is not bipartite, then X is primitive.
(v) If X is bipartite and has odd diameter or is not antipodal, then the halved graphs of X are
primitive.
(vi) If X has even diameter and is both bipartite and antipodal, then X is bipartite. Moreover, if
1
2X is a halved graph of X, then it is antipodal, and 12X is primitive and isomorphic to 12X.
2.3. Cayley graphs and dihedrants
In this section we prove some auxiliary results, the first two dealing with the quotients of
Cayley graphs.
Lemma 2.2. Let X = Cay(G;S) denote a Cayley graph with the group G acting regularly on
the vertex set of X by left multiplication. Suppose there exists an imprimitivity system B for G.
Then the block B ∈ B containing the identity element 1 ∈ G is a subgroup in G. Moreover,
(i) if B is normal in G, then XB = Cay(G/B,S/B) where S/B = {sB | s ∈ S \B};
(ii) if there exists an abelian subgroup A in G such that G = AB , then XB is isomorphic a
Cayley graph on the group A/(A ∩ B).
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forward and left to the reader. To prove part (ii), observe that the vertex set B of the graph XB
is the set {gB | g ∈ G} of right cosets of B in G. Since G = AB , the latter, however, equals
{aB | a ∈ A}, showing that the subgroup A of G acts by left multiplication transitively (and pos-
sibly unfaithfully) on the vertex set B of X. The kernel of this action consists of those elements
g ∈ A for which gaB = aB for all a ∈ A. Since A is abelian, this condition is equivalent to the
condition g ∈ B , showing that the kernel of the action of A on B is A∩B . Hence, A/(A∩B) is
a transitive subgroup of AutXB , which (being abelian) acts regularly on V (XB). 
Corollary 2.3. Let X denote a distance-regular dihedrant. Then:
(i) if X is antipodal, then the antipodal quotient X is a distance-regular circulant or a distance-
regular dihedrant;
(ii) if X is bipartite, then the halved graphs X+ and X− are distance-regular circulants or
distance-regular dihedrants.
Proof. Let X = Cay(Dn;S) and let ρ be an element of Dn with order n. Assume first that
X is antipodal and let H ⊆ Dn be the antipodal class of X containing the identity of Dn. By
Lemma 2.2, H is a subgroup in Dn. If H  〈ρ〉, then H is normal in Dn, and by part (i) of
Lemma 2.2, X is a dihedrant. On the other hand, if H  〈ρ〉, then Dn = 〈ρ〉H . Thus, by part (ii)
of Lemma 2.2, X is a Cayley graph on the group 〈ρ〉/(〈ρ〉 ∩H), which is clearly cyclic.
Suppose now that X is bipartite. Let X+ be the halved graph of X containing the identity
of Dn. Since the vertices of a bipartition set form a block of imprimitivity, by Lemma 2.2, the
vertex set of X+ is a subgroup of Dn, which clearly acts regularly on itself by left multiplication
as a subgroup of AutX+. Since any subgroup of a dihedral group is cyclic or dihedral, X+ is
a circulant or a dihedrant. Moreover, since X is vertex-transitive, X+ and X− are isomorphic,
hence also X− is a circulant or a dihedrant. To complete the proof observe that by Lemma 2.1
the antipodal quotient of an antipodal distance-regular graph and halved graphs of a bipartite
distance-regular graph are distance-regular. 
Lemma 2.4. Let R,T ⊆ Zn, 0 /∈ R, −R = R, and let X = Dih(n;R,T ). Then S(ρi) = ρi+R ∪
ρi+T τ and S(ρiτ ) = ρi−T ∪ ρi+Rτ .
Proof. Since, by definition, Dih(n;R,T ) = Cay(Dn;ρR ∪ ρT τ), we have S(ρi) = ρi(ρR ∪
ρT τ) = ρi+R ∪ ρi+T τ , and S(ρiτ ) = ρiτ (ρR ∪ ρT τ) = ρi−Rτ ∪ ρi−T . The result now follows
from the fact that R = −R. 
Lemma 2.5. If Dih(n;R,T ) is an arbitrary dihedrant, a ∈ Z∗n and b ∈ Zn, then the graphs
Dih(n;aR,b + aT ) and Dih(n;R,T ) are isomorphic.
Proof. We leave it to the reader to check that the mapping g :Dn → Dn defined by g(ρi) = ρai ,
g(ρiτ ) = ρai+b , is an isomorphism of groups, and therefore induces an isomorphism of graphs
Dih(n;R,T ) and Dih(n;aR,b + aT ). 
Lemma 2.6. Let X = Dih(n;R,T ) denote a distance-regular dihedrant, and let T2 =
{i ∈ Zn | ∂(ρiτ,1) = 2}. Then λ is even and |S(ρiτ ) ∩ ρR| = |S(ρiτ ) ∩ ρT τ | = λ for each2
20 Š. Miklavicˇ, P. Potocˇnik / Journal of Combinatorial Theory, Series B 97 (2007) 14–33i ∈ T . Moreover, if T2 = ∅, then μ is even and |S(ρiτ ) ∩ ρR| = |S(ρiτ ) ∩ ρT τ | = μ2 for each
i ∈ T2.
Proof. By Lemma 2.4, S(ρiτ ) ∩ S(1) = (ρi−T ∩ ρR) ∪ (ρi−Rτ ∩ ρT τ). But |(i − T ) ∩ R| =
|T ∩ (i −R)| and so |S(ρiτ )∩S(1)| is even. On the other hand, |S(ρiτ )∩S(1)| = λ if i ∈ T and
|S(ρiτ )∩ S(1)| = μ, if i ∈ T2. 
2.4. Distance-regular Cayley graphs and difference sets
A difference set in a group G is a subset D of G, such that the number of pairs (r1, r2) ∈ D×D
satisfying r2r−11 = g is constant for all g ∈ G\{1}. Equivalently, difference sets can be defined in
the language of group algebras. We shall abuse the notation and use the same symbol to denote a
subset S of a group G and the corresponding element S =∑a∈S a of the group algebra ZG. For
S ⊆ G we let S(−1) denote the set {s−1 | s ∈ S} (as well as the corresponding element of ZG).
The notion of a difference set can then be defined as follows:
Definition 2.7. Let ν, k and μ be non-negative integers, let G be a group of order ν, and let D be
a k-subset of G. Then D is a (ν, k,μ)-difference set if and only if DD(−1) = (k − μ)1G + μG.
If |D| ∈ {|G|, |G| − 1,1,0} then D is trivial, otherwise it is non-trivial.
The following lemma will be needed in the proof of our main result. Its proof is straightfor-
ward, and can also be found in [11, Lemma 2.10]. For a detailed treatment of difference sets, see
[13].
Lemma 2.8. Let G be a group of order 2n and S a subset of G. Then the following statements
are equivalent:
(i) S ⊆ G\ {1}, S = S(−1) and Cay(G;S) is a bipartite non-trivial distance-regular graph with
diameter 3 and intersection array {k, k − 1, k − μ;1,μ, k};
(ii) there is a subgroup H of index 2 in G such that for every a ∈ G \H , the set D = a−1S is a
non-trivial (n, k,μ)-difference set in H satisfying D(−1) = aDa;
(iii) there are a subgroup H of index 2 in G and an element a ∈ G \ H such that the set D =
a−1S is a non-trivial (n, k,μ)-difference set in H satisfying D(−1) = aDa.
Moreover, if (i)–(iii) hold, then H \ {1} is exactly the set of vertices of Cay(G;S) which are at
distance 2 from the vertex 1.
3. Fourier transformation
Throughout this section, n will denote a fixed positive integer, Z∗n the multiplicative group of
units in the ring Zn, ω a fixed primitive nth root of unity, and F = Q[ω] the nth cyclotomic field
over the rationals. For a subset A ⊆ Zn, an element i ∈ Zn and a unit c ∈ Z∗n, let ΔA :Zn → F
denote the characteristic function of A, let cA = {ca | a ∈ A}, let i +A = {i + a | a ∈ A}, and let
i − A = i + (−1)A. In a special case when A = {c} is a singleton, we write Δc instead of ΔA.
Further, let FZn be the F-vector space of all functions f :Zn → F mapping from the residue
class ring Zn to the field F (with the scalar multiplication and addition defined point-wise).
The F-algebra obtained from FZn by defining the multiplication point-wise will be denoted by
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tion as the convolution:
(f ∗ g)(z) =
∑
i∈Zn
f (i)g(z − i), f, g ∈ FZn . (3)
Note that for any subsets A,B ⊆ Zn and any i ∈ Zn the following holds:∣∣(i −A)∩B∣∣= ∣∣A∩ (i − B)∣∣= (ΔA ∗ΔB)(i). (4)
The Fourier transformation
F : (FZn ,∗)→ (FZn , ·), (Ff )(z) = ∑
i∈Zn
f (i)ωiz, (5)
is an isomorphism of F-algebras (FZn ,∗) and (FZn , ·). It obeys the inversion formula
F(F(f ))(z) = nf (−z). (6)
The Fourier transform of characteristic functions of subgroups in Zn can be easily computed. For
a positive divisor r of n let rZn = {0, r,2r, . . . , n − r} be the subgroup of the additive group of
Zn of order nr . Then:
FΔrZn =
n
r
Δn
r
Zn
, in particular, F1 =FΔZn = nΔ0, and FΔ0 = ΔZn = 1. (7)
For an element c ∈ Z∗n, let σc be the element of the Galois group Gal[F : Q] mapping ω to ωc.
Further, for each f ∈ FZn let f (c) and f σc be the elements of FZn defined by f (c)(z) = f (c−1z)
and f σc(z) = f (z)σc . A straightforward computation shows that the following holds for each
c ∈ Z∗n and each f ∈ FZn :
(Ff )σc =F((f σc)(c))= (F(f σc))(c−1). (8)
Since the set of elements of F which are fixed by every element of the Galois group Gal[F : Q]
is exactly Q, it easily follows that f σc = f for every c ∈ Z∗n if and only if Im(f ) ⊆ Q. Whence,
by formula (8),
Im(f ) ⊆ Q ⇒ (Ff )σc =F(f (c))= (Ff )(c−1). (9)
Moreover, if f = ΔA for some A ⊆ Zn, then
(FΔA)σc =F
(
ΔA
(c)
)=FΔcA. (10)
On the other hand, f (c) = f holds for each c ∈ Z∗n if and only if f is constant on each orbit of
the action of Z∗n on Zn by multiplication. Note that every such orbit consists of all elements of a
given order in the additive group Zn. If r is a positive divisor of n, then the Z∗n-orbit containing
all elements of order r will be denoted by Or . Hence,
Or =
{
z | z ∈ Zn, r gcd(n, z) = n
}= {cn
r
∣∣∣ c ∈ Z∗n
}
. (11)
The following lemma now follows easily from (9).
Lemma 3.1. Suppose that f :Zn → F is a function such that Im(f ) ⊆ Q. Then Im(Ff ) ⊆ Q if
and only if f =∑r|n αrΔOr for some αr ∈ Q.
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the theory of arithmetic functions and its values are also known as the Ramanujan’s sums. It can
be expressed in terms of the Euler function φ and the Möbius function μ (see, for example, [14,
Chapter IX]):
(FΔOr )(z) =
μ(m)φ(r)
φ(m)
∈ Z, where m = r
gcd(z, r)
. (12)
The above equation together with Lemma 3.1 has the following interesting corollary:
Corollary 3.2. If A is a subset of Zn and Im(FΔA) ⊆ Q, then A is a union of orbits Or , and
Im(FΔA) ⊆ Z.
Lemma 3.3. Let A be a subset of Zn, let r be a positive divisor of n, and let ξ = ωnr be a primitive
r th root of unity. Then:
(i) FΔ(n
r
+A) =FΔA(ΔrZn + ξΔ(1+rZn) + · · · + ξ r−1Δ(r−1+rZn));
(ii) FΔA(nr ) = α0 + α1ξ + · · · + αr−1ξ r−1, where αi = |A ∩ (i + rZn)|.
Proof. To prove part (i) suppose that z ∈ i + rZn for some i ∈ {0,1, . . . , r −1}. Then z = i + rm
for some m ∈ Zn, and
(FΔ(n
r
+A))(z) =
∑
j∈ n
r
+A
ωjz =
∑
∈A
ω(+
n
r
)z = ωnr (i+mr)
∑
∈A
ωz = ξ i(FΔA)(z).
To prove part (ii) observe that ωj nr = ξ i if and only if j ∈ i + rZn. 
Lemma 3.4. Let r be a positive divisor of n, and let A be a transversal of rZn in Zn. If z = mnr
(m /∈ rZn) is an arbitrary element of nr Zn \ {0}, then FΔA(z) = 0.
Proof. Observe that
FΔA(z) =
∑
i∈A
ωim
n
r =
r−1∑
j=0
ωjm
n
r = 0. 
The following technical lemma deals with a very special situation, which will occur in Sec-
tion 4.
Lemma 3.5. Let d is an odd positive integer, let n = 2d , and let A ⊆ Zn be a transversal of
the subgroup dZn  Zn. If Im(FΔA) ⊆ Q, then (FΔA)(z) is an even integer for every z ∈
Zn \ {0, d}.
Proof. Let {r1, r2, . . . , rt } be the set of positive divisors of d . Since the elements of the orbits
Ori , i ∈ {1, . . . , t}, belong to the subgroup 2Zn  Zn, we call these orbits even. Further, since the
union of all even orbits is the set 2Zn, we call the rest of the orbits Or , r | n, odd. Since cd = d
for every element c ∈ Z∗n, the set d + Or is also an orbit of the action of Z∗n on Zn. Therefore
the set of odd orbits is {d + Ori | i ∈ {1, . . . , t}}. The assumption Im(FΔA) ⊆ Q, together with
Corollary 3.2, implies that A is a union of orbits Or . We can assume without loss of generality
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Ori ∩ A = ∅ for all i ∈ {s + 1, s + 2, . . . , t}. Since A is a transversal of dZn  Zn, this amounts
to:
A = (Or1 ∪Or2 ∪ · · · ∪ Ors )∪
(
(d +Ors+1)∪ (d +Ors+2) ∪ · · · ∪ (d + Ort )
)
.
Part (i) of Lemma 3.3 implies that (FΔ(d+Or))(z) = −(FΔOr )(z) for each z ∈ 1 + 2Zn. But
then by (7), for z ∈ 1 + 2Zn \ {d}, we get:
(FΔA)(z) =
s∑
i=1
(FΔOri )(z) −
t∑
i=s+1
(FΔOri )(z)
=
t∑
i=1
(FΔOri )(z) − 2
t∑
i=s+1
(FΔOri )(z) = (FΔ2Zn)(z) − 2
t∑
i=s+1
(FΔOri )(z)
= d(ΔdZn)(z) − 2
t∑
i=s+1
(FΔOri )(z) = −2
t∑
i=s+1
(FΔOri )(z),
which is an even integer by (12). Observe also that for z ∈ 2Zn \ {0} it follows from Lemma 3.4
that (FΔA)(z) = 0. 
4. The proof of Theorem 1.3
After preparing necessary prerequisites, we are now ready to carry out the proof of Theo-
rem 1.3. In fact, we are going to prove the following, slightly stronger theorem.
Theorem 4.1. Let X = Dih(n;R,T ) be a connected dihedrant other than C2n, K2n, Kt×m (where
tm = 2n), or Kn,n − nK2. Then X is distance-regular if and only if one of the following occurs:
(i) R = ∅ and T is a non-trivial difference set in Zn;
(ii) n is even, R is a non-empty subset of 1 + 2Zn, and either
(a) T ⊆ 1 + 2Zn and ρ−1+R ∪ ρ−1+T τ is a non-trivial difference set in the dihedral group
〈ρ2, τ 〉, or
(b) T ⊆ 2Zn and ρ−1+R ∪ ρT τ is a non-trivial difference set in the dihedral group 〈ρ2, τ 〉.
Moreover, if either (i) or (ii) occurs, then X is bipartite, non-antipodal, and has diameter 3.
In view of Lemma 2.5, a dihedrant Dih(n;R,T ) is isomorphic to Dih(n;R,1+T ). Therefore,
if X = Dih(n;R,T ) in the above theorem is such that ρ−1+R ∪ρT τ is a non-trivial difference set
in the dihedral group 〈ρ2, τ 〉, then X ∼= Dih(n;R,T ′), where T ′ = 1 +T , and ρ−1+R ∪ρ−1+T ′τ
is a non-trivial difference set in the dihedral group 〈ρ2, τ 〉. Whence, Theorem 4.1 indeed implies
Theorem 1.3.
Throughout this section we shall use the following generic notation. For a positive integer n,
Dn will denote the dihedral group with 2n elements, generated by an element ρ of order n and
an involution τ satisfying the relation τρτ = ρ−1. With k,λ,μ and d , we shall respectively
denote the valency, the number of common neighbours of two adjacent vertices, the number
of common neighbours of two vertices at distance 2, and the diameter of the distance-regular
dihedrant X = Dih(n;R,T ) under consideration. For every j ∈ {0,1, . . . , d}, let Nj denote the
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Tj = {i ∈ Zn | ρiτ ∈ Nj }. Note that R = R1 and T = T1. Finally, let ρRj = {ρi | i ∈ Rj } =
Nj ∩ 〈ρ〉 and ρTj τ = {ρiτ | i ∈ Tj } = Nj ∩ 〈ρ〉τ .
The Fourier transforms (relative to a fixed primitive nth root of unity ω) FΔRj and FΔTj
will be denoted by rj and tj , respectively. That is,
rj (z) =
∑
i∈Rj
ωiz, tj (z) =
∑
i∈Tj
ωiz. (13)
In particular, we let r = r1 = FΔR , and t = t1 = FΔT . The following lemma is crucial for our
analisys of distance-regular dihedrants.
Lemma 4.2. If X = Dih(n;R,T ) is distance-regular, then
r2 + |t|2 = k + λr + μr2,
2rt = λt +μt2.
Proof. Observe that by (4) and Lemma 2.4, (ΔR ∗ ΔR)(i) + (ΔT ∗ Δ−T )(i) = |R ∩ (i − R)| +
|T ∩ (i +T )| = (kΔ0 +λΔR +μΔR2)(i), and 2(ΔR ∗ΔT )(i) = |R∩ (i −T )|+ |T ∩ (i −R)| =
(λΔT + μΔT2)(i). The result now follows by applying the Fourier transformation on these two
equalities. 
We shall now prove two lemmas, dealing with two possible types of counter-examples to The-
orem 4.1 which proved to be the most difficult to exclude. These are: an antipodal non-bipartite
distance-regular dihedrant with diameter 3, and an antipodal, bipartite distance-regular dihedrant
with diameter 4. After that, a proof of Theorem 4.1 will follow. But first we state a simple ob-
servation, the proof of which is left to the reader (or see [11, Lemma 2.13]). A transversal of a
subgroup H in a group G is a subset of G which contains exactly one element from each of the
right cosets of H in G.
Lemma 4.3. Let n denote a positive integer, let p denote a prime divisor of n, and let A denote
a transversal of the subgroup n
p
Zn in Zn. If A is a union of orbits of the action of Z∗n on Zn
by multiplication, then p = 2 or A = pZn.
Lemma 4.4. There are no antipodal non-bipartite distance-regular dihedrants with diameter 3.
Proof. Suppose that this is not true and let X = Dih(n;R,T ) be the smallest (with respect to
the size of the vertex set) antipodal non-bipartite distance-regular dihedrant with diameter 3. The
antipodal class of X containing the identity element of the group Dn is the set H = N3 ∪ {1}.
Since antipodal classes of X are blocks of imprimitivity for the group Aut(X), by Lemma 2.2,
H is a subgroup of the regular dihedral group Dn. Let p denote the size of H . If p were not a
prime number, H would contain a proper non-trivial subgroup K ⊆ 〈ρ〉, K Dn. Let B denote
the set of K-orbits on V (X). Then in view of Lemma 2.2(i), the quotient graph XB is a dihedrant.
On the other hand, by [7, Theorem 6.2] (and since the orbits of a subgroup in Aut(X) always
form an equitable partition of a graph), XB would be an antipodal distance-regular graph with
diameter 3. If XB were bipartite, then so would be X. Whence, XB is an antipodal non-bipartite
distance-regular dihedrant with diameter 3 with fewer vertices than X. But this contradicts the
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on 2n/p vertices, we have
k + 1 = 2n
p
. (14)
Also, by [3, p. 431], graph X has the intersection array{
k,μ(p − 1),1;1,μ, k} (15)
and eigenvalues k, θ1,−1, θ3, where
θ1 = λ −μ2 + δ, θ3 =
λ− μ
2
− δ; δ =
√
k +
(
λ− μ
2
)2
. (16)
We shall now divide our analysis into two subcases, with respect to whether the intersection
N3 ∩ 〈ρ〉τ is empty or not.
Case A. N3 ∩ 〈ρ〉τ = ∅. Note that in this case the group H is dihedral, and since it is of prime
order, its size is 2. Whence, N3 = {ρcτ } for some c ∈ Zn. Since X ∼= Dih(n;R,−c + T ) by
Lemma 2.5, we may in fact assume that N3 = {τ }.
By (14) and (15), n = k + 1 and the intersection array of X is {k,μ,1;1,μ, k}. Since k =
λ + μ + 1 and since, by Lemma 2.6, λ and μ are even (observe that since X is not bipartite we
have T2 = ∅), k is odd and thus n is even. By Lemma 2.4, S(τ) = ρ−T ∪ρRτ . On the other hand,
S(τ) = N2 = ρR2 ∪ ρT2τ , hence T = −R2 = R2 and T2 = −R = R. In particular, T = −T and
so |t|2 = t2. Now, by Lemma 4.2,
r2 + t2 = k + λr + μt, 2rt = λt +μr. (17)
Let x = r − t and observe that by (17), x2 − (λ − μ)x − k = 0. The solutions of this quadratic
equation in C are θ1 and θ3, showing that Im(x ) ⊆ {θ1, θ3}. In particular, |R| − |T | = x(0) = θ1,
if |R| > |T |, and |R| − |T | = x(0) = θ3, if |R| < |T |. This shows that θ1, θ3 ∈ Z and so also
δ ∈ Z. In view of [3, p. 431], the second distance graph X2 is also an antipodal non-bipartite
distance-regular graph with diameter 3 (in fact, it has the same intersection array as X). On the
other hand, X2 = Dih(n;R2, T2) = Dih(n;T ,R). This allows us to assume without any loss of
generality that |R| > |T |. Namely, if this were not the case, we could consider the graph X2
instead of X. In particular, we may assume that
|R| − |T | = θ1. (18)
Since R2 = T and since {R,R2} is a partition of the set Zn \ {0}, we have t = nΔ0 −1− r. Using
this together with (17), we obtain the following formulae:
r(z) =
⎧⎪⎨
⎪⎩
|R|, z = 0,
θ1−1
2 , z ∈ B,
θ3−1
2 , z ∈ C,
t(z) =
⎧⎪⎨
⎪⎩
|T |, z = 0,
−θ1−1
2 , z ∈ B,
−θ3−1
2 , z ∈ C,
(19)
for some disjoint subsets B,C ⊆ Zn, satisfying B ∪ C = Zn \ {0}. Recall that θ1, θ3 ∈ Z, hence
Im( r ) ⊆ Q, Im( t ) ⊆ Q, and thus, by Corollary 3.2, R and T are unions of Z∗n-orbits on Zn, and
Im( r ) ⊆ Z, Im( t ) ⊆ Z. Applying the Fourier transformation on (19), using (6), and solving the
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that
FΔB(z) =
⎧⎨
⎩
|B|, z = 0,
n
2δ − 1, z ∈ R,
− n2δ − 1, z ∈ T ,
FΔC(z) =
⎧⎨
⎩
|C|, z = 0,
− n2δ , z ∈ R,
n
2δ , z ∈ T .
(20)
Note that Im(FΔB) ⊆ Q, Im(FΔC) ⊆ Q, hence, by Corollary 3.2, B and C are unions of
Z∗n-orbits on Zn and Im(FΔB) ⊆ Z, Im(FΔC) ⊆ Z. In particular, B = −B and C = −C. By
(6), (4) and (20), we have
∣∣(i −C)∩ C∣∣= (ΔC ∗ΔC)(i) = 1
n
F((F(ΔC))2)(i)
= 1
n
F
(
|C|2Δ0 + n
2
4δ2
ΔZn\{0}
)
(i) = 1
n
(
|C|2 + n
2
4δ2
(
nΔ0(i) − 1
))
.
This implies that the Cayley graph Cay(Zn;C) is a strongly regular circulant with parameters
(n, |C|, λ′,μ′) where λ′ = μ′ = 1
n
(|C|2 − n24δ2 ), or the complete graph (if C = Zn \ {0}), or it is
isomorphic to n2K2 (if C = {n2 }). By [2] (cf. Theorem 1.2), the only strongly regular circulants
are the complete multipartite graphs, and the Paley graphs on prime number of vertices. But
none of these satisfies the condition λ′ = μ′. If Cay(Zn;C) is a complete graph (and hence
C = Zn \ {0}), then B = ∅, contradicting (20). Finally, if Cay(Zn;C) ∼= n2K2 (and C = {n2 }), thenFΔC = 2Δ2Zn − 1, and by (20), R = ∅, contradicting the assumption that X is not bipartite.
Case B. N3 ∩ 〈ρ〉τ = ∅. In this case H = N3 ∪ {1} is the subgroup of 〈ρ〉 order p, and therefore
N3 = {ρi
n
p | i ∈ {1, . . . , p − 1}}. We shall first prove that the sets T and R ∪ {0} are transversals
of the subgroup n
p
Zn in Zn (that is, each of them contains exactly one element from every coset
of n
p
Zn in Zn). Observe that R ∩ npZn = ∅, so R ∪ {0} contains exactly one element of npZn.
Suppose that T (or R ∪ {0}) contains two distinct elements in a coset l + n
p
Zn. Then T − T (or
R−R) contains a non-zero element of n
p
Zn, say s np . But then ρ
s n
p ∈ N0 ∪N1 ∪N2, contradicting
the fact that N3 = {ρi
n
p | i ∈ {1, . . . , p − 1}}. Suppose now that T has empty intersection with
a coset l + n
p
Zn. Then l + npZn ⊆ T2. Since each element in N2 has a neighbour in N3, there
exists i ∈ {1, . . . , p − 1} such that ρl+ np τ is adjacent to ρi np , and so l + (1 − i) n
p
∈ T . But
then T ∩ T2 = ∅, which is a contradiction. Similarly, if R ∪ {0} has empty intersection with
a coset l + n
p
Zn, then l + npZn ⊆ R2, and there exists i ∈ {1, . . . , p − 1} such that ρl+
n
p is
adjacent to ρi np . But then l + (1 − i) n
p
∈ R, which is again a contradiction. This shows that
R ∪ {0} and T are indeed transversals of the subgroup n
p
Zn. In particular, |T | = np , |R| = np − 1,
|R2| = (p − 1)|R| and |T2| = (p − 1)|T |. Since R2 = Zn \ ( npZn ∪R) and T2 = Zn \ T , we have
that r2 = nΔ0 − pΔpZn − r and t2 = nΔ0 − t. By Lemma 4.2,
r2 + |t|2 = k + (λ −μ)r − pμΔpZn + nμΔ0, 2rt = (λ −μ)t +μnΔ0. (21)
Clearly r(0) = |R| = n
p
− 1 and t(0) = |T | = n
p
. Since T and R ∪ {0} are transversals
of the subgroup n
p
Zn  Zn, it follows from Lemma 3.4, that r(z) = −1 and t(z) = 0, for
every z ∈ pZn \ {0}. Suppose now that z /∈ pZn. By (21), if t(z) = 0, then r(z) = λ−μ2 ,
and |t(z)| = δ. On the other hand, if t(z) = 0, then (21) implies that r(z) ∈ {θ1, θ3}. Let
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Zn \ (B ∪ C ∪ pZn). Then
r(z) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
n
p
− 1, z = 0,
−1, z ∈ pZn \ {0},
θ1, z ∈ B,
θ3, z ∈ C,
λ−μ
2 , z ∈ D,
∣∣t(z)∣∣=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n
p
, z = 0,
0, z ∈ pZn \ {0},
0, z ∈ B,
0, z ∈ C,
δ, z ∈ D.
(22)
We split the analysis into two subcases with respect to whether δ is a rational number or not.
Subcase B.1. Assume that δ ∈ Q. Then Im(r) ⊆ Q, and Corollary 3.2 implies that R is a union of
Z∗n-orbits. But then also R∪{0} is a union of Z∗n-orbits. On the other hand, R∪{0} is a transversal
of the subgroup n
p
Zn in Zn. Hence, by Lemma 4.3, p = 2 or R = pZn \ {0}. If R = pZn \ {0},
then S(ρi) ∩ ρR2 = ∅ for every i ∈ R, implying S(ρi) ∩ N2 ⊆ ρT2τ for every i ∈ R. On the
other hand, by Lemma 2.6, |S(ρiτ ) ∩ ρR| = μ2 for every i ∈ T2. Whence, by counting edges
between ρR and ρT2τ and by (15), we get |R|μ(p − 1) = |T2|μ2 . Since |R| = np − 1 and |T2| =
n−|T | = n
p
(p− 1), the latter implies n
p
= 2. Hence, |R| = 1, |T | = 2, and so k = |R|+ |T | = 3.
By Lemma 2.6, μ is an even integer, and is clearly positive and smaller than k. Therefore, μ = 2.
By (15), μ(p − 1) < k, implying that p = 2, and the intersection array of X is {3,2,1;1,2,3}.
But this would only be possible if X were bipartite. Whence, R = pZn \ {0}. But then p = 2,
and R3 = {n2 }. Therefore, R contains no elements of Zn of order 2 ( n2 being the only one), and
since R = −R, it follows that |R| = n2 − 1 is an even integer, and n2 is an odd integer. By part (ii)
of Lemma 3.3, t( n2 ) = |T ∩ 2Zn| − |T ∩ (1 + 2Zn)|. Since |T | = n2 is odd, also t( n2 ) is odd. But
then, in view of (22), n2 ∈ D. Similarly, since |R| is even, r( n2 ) is also even. Therefore, λ−μ2 is
even. By Lemma 3.5, r(z) + 1 =FΔR∪{0}(z) is an even integer for every z ∈ Zn \ {0, n2 }, hence
D = {n2 }. This implies that t(z) = n2Δ0 + αΔ{n/2} = ( n2 − α)Δ0 + αΔn2Zn , where α ∈ {δ,−δ}.
By applying (6), we obtain
Δ−T = 1
n
(
n
2
− α + α2Δ2Zn
)
. (23)
Evaluating (23) at 0, we conclude that α = n2 if 0 ∈ T , and α = −n2 if 0 /∈ T . Hence,√(
λ− μ
2
)2
+ k = δ = |δ| = |α| = n
2
. (24)
Since n = k + 1 and k = λ + μ + 1, (24) implies μ = k − 1, and therefore λ = 0. But then X is
bipartite, which contradicts our assumptions. This completes the analysis of Subcase B.1.
Subcase B.2. Assume now that δ /∈ Q. Then by [3, p. 431], λ = μ. By (22), k = |R| + |T | =
2 n
p
− 1. On the other hand, it follows from (15) that k = 1 + μp. Since, by Lemma 2.6, μ is an
even integer, this implies that
p
∣∣∣∣
(
n
p
− 1
)
. (25)
Since μ = λ, formula (22) implies that
r = nΔ0 − ΔpZn + δ(ΔB −ΔC). (26)p
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Galois group Gal[Q[ω] : Q] mapping ω to ωc. By applying σc on (26) and using (9), we obtain
r(c
−1) = rσc = n
p
Δ0 − ΔpZn + δσc (ΔB −ΔC), (27)
which implies
r = n
p
Δ0 −ΔpZn + δσc (ΔcB −ΔcC). (28)
Comparing (26) with (28), we see that either cB = B , cC = C and δσc = δ, or cB = C, cC = B
and δσc = −δ. Since δ /∈ Q, there exists an element σc0 of the Galois group Gal[Q[ω] : Q] which
does not fix δ. By the preceding argument, δσc0 = −δ, and thus c0B = C, c0C = B . In particular,
|B| = |C|. Now, apply the Fourier transformation on (26), use (6), and solve the equation on
g =F(ΔB −ΔC).
g =F(ΔB −ΔC) = n
δ
(
ΔR + 1
p
(Δ n
p
Zn
− 1)
)
. (29)
Next, apply σc on (29) and use (10).
gσc =F(ΔcB −ΔcC) = n
δσc
(
ΔR + 1
p
(Δ n
p
Zn
− 1)
)
. (30)
Finally, compare (29) and (30), and observe that either
gσc = g, if δσc = δ, or gσc = −g, if δσc = −δ. (31)
In particular, for c = c0, we have
−gσc (z) = g(z) =
⎧⎪⎨
⎪⎩
0, z ∈ n
p
Zn,
n(p−1)
δp
, z ∈ R,
− n
δp
, z ∈ Zn \ (R ∪ npZn).
(32)
On the other hand, in view of (9), gσc (z) = g(cz), for every z ∈ Zn. Note that if z ∈ R, then either
cz ∈ R or cz ∈ Zn \ (R ∪ npZn). In the former case, (32) implies n(p−1)δp = g(cz) = −g(z) =
−n(p−1)
δp
, which is clearly impossible. In the latter case, (32) gives − n
δp
= g(cz) = −g(z) =
−n(p−1)
δp
, implying that p = 2. However, if p = 2, the integer n is even and n/2 is odd, by (25).
In view of Lemma 3.3, t( n2 ) = |T ∩ 2Zn| − |T ∩ (1 + 2Zn)| ∈ Q. Since δ /∈ Q, (22) implies that
n
2 /∈ D, and thus t( n2 ) = 0. This shows that |T | is even. On the other hand, |T | = n2 , which is an
odd integer. This contradiction closes Subcase B.2, and concludes the proof of Lemma 4.4. 
Lemma 4.5. The cycle C8 is the only antipodal bipartite distance-regular dihedrant with diam-
eter 4.
Proof. Suppose that the assertion of the lemma is not true. Choose a minimal antipodal bipartite
distance-regular dihedrant X = Dih(n;R,T ) with diameter 4 which is not isomorphic to C8.
Since C8 is the only bipartite cycle with diameter 4, X is not a cycle. Whence, the valency of
X is at least 3. Since X is bipartite, λ = 0. By Lemma 2.2, the antipodal class H = {1} ∪ N4
is a subgroup of Dn. Similarly as in the proof of Lemma 4.4, in view of [7, Theorem 6.2], the
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n
p
Zn\{0}
, or p = 2
and N4 = {ρcτ }, for some c ∈ Zn. By [3, p. 425],
n = p2μ, k = μp. (33)
The bipartition set N0 ∪N2 ∪N4 is a subgroup of index 2 in Dn. Whence, either N0 ∪N2 ∪N4 =
〈ρ〉, or n is even and N0 ∪ N2 ∪ N4 ∈ {ρ2Zn ∪ ρ2Znτ, ρ2Zn ∪ ρ1+2Znτ }. The rest of the proof is
split into several cases, depending on what the bipartition set N0 ∪ N2 ∪ N4 and the antipodal
class N0 ∪N4 are.
Case A. Suppose that n is even, N0 ∪N2 ∪N4 ∈ {ρ2Zn ∪ρ2Znτ, ρ2Zn ∪ρ1+2Znτ }, and N0 ∪N4 =
ρ
n
p
Zn
. Since Dih(n;R,T ) ∼= Dih(n;R,1 + T ), we may in fact assume that N0 ∪ N2 ∪ N4 =
ρ2Zn ∪ρ2Znτ . Then T2 = 2Zn, and by Lemma 2.6, μ is even. Also, T ∪ T3 = R ∪R3 = 1 + 2Zn.
In particular, in view of (33), |R3| = n2 − |R| = p
2μ
2 − |R|. Observe that, since any two vertices
in N4 are at distance 4, the set ρR3 partitions into subsets ρi+R , i ∈ R4, hence |R3| = (p−1)|R|,
implying |R| = pμ2 . Similarly, |T3| = (p− 1)|T |, and thus |T | = pμ2 . Therefore, k = |R|+ |T | =
μp = n
p
. Using R2 = 2Zn \ npZn and T2 = 2Zn, and applying Lemma 4.2, we deduce that
r2 + |t|2 = k + k
2
2
Δn
2Zn
− kΔpZn , 2rt =
k2
2
Δn
2Zn
. (34)
For z ∈ pZn \ {0, n2 }, (34) implies that r(z) = t(z) = 0. On the other hand, if z /∈ pZn, then
r(z) = 0 or t(z) = 0. In the first case, |t(z)| = √k, and in the second case, r(z) ∈ {√k,−√k }.
Define B = {z | z /∈ pZn, t(z) = 0, r(z) =
√
k }, C = {z | z /∈ pZn, t(z) = 0, r(z) = −
√
k }, and
D = Zn \ (pZn ∪B ∪C). Then
r(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
k
2 , z = 0,
− k2 , z = n/2,
0, z ∈ pZn \ {0, n2 },√
k, z ∈ B,
−√k, z ∈ C,
0, z ∈ D,
∣∣t(z)∣∣=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
k
2 , z = 0,
k
2 , z = n/2,
0, z ∈ pZn \ {0, n2 },
0, z ∈ B,
0, z ∈ C,√
k, z ∈ D.
(35)
Observe that the antipodal class of an element ρi , i ∈ R, is ρi+(R4∪{0}) = ρi+ npZn . Since any two
vertices in ρR are at distance 2, ρi+(R4∪{0}) meets ρR in exactly one element, namely ρi . Since
X is bipartite, the rest of ρi+(R4∪{0}) lies in ρR3 . Whence, R3 contains the disjoint union of sets
i + n
p
Zn \ {0}, i ∈ R, each of size p − 1. However, |R3| = (p − 1)|R|, therefore the above sets
form a partition of R3. Since R ∪R3 = 1 + 2Zn, this implies that∣∣∣∣R ∩
(
i + n
p
Zn
)∣∣∣∣= 1 and
∣∣∣∣R3 ∩
(
i + n
p
Zn
)∣∣∣∣= p − 1,
for every i ∈ 1 + 2Zn. (36)
In what follows, we distinguish two subcases, p = 2 and p > 3.
Subcase A.1. Suppose p = 2. For E ∈ {R,T }, let e =FΔE . Furthermore, for a positive integer
t such that 2t | n and i ∈ {0,1, . . . ,2t − 1}, let Ei(t) = E ∩ (i + 2tZn) and αi(t) = |Ei(t)|. Since
R,T ⊆ 1 + 2Zn, also E ⊆ 1 + 2Zn, and thus
α0(t) = α2(t) = · · · = α2t−2(t) = 0. (37)
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e
(
n
2i
)
= 0, for all i ∈ {2,3, . . . , t} ⇒ α1(t) = α3(t) = · · · = α2t−1(t). (38)
The proof is by induction on t . Suppose first that t = 2 and e( n4 ) = 0. Then, by Lemma 3.3(ii)
and (37), e( n4 ) = (α1(2) − α3(2))i, where i2 = −1, whence α1(2) = α3(2). Assume now that
t  3 and that (38) holds for any t ′, 2 t ′  t − 1, in place of t . Suppose that e( n2i ) = 0, for all
i ∈ {2,3, . . . , t}. In view of Lemma 3.3(ii),
0 = e
(
n
2t
)
=
2t−1−1∑
i=0
(
αi(t)− αi+2t−1(t)
)
ξ i, (39)
where ξ = ω n2t is a 2t th root of unity. Since the degree of the minimal polynomial for ξ over Q
is φ(2t ) = 2t−1, (39) implies that
αi(t) = αi+2t−1(t), for every i ∈
{
0,1, . . . ,2t−1 − 1}. (40)
Furthermore, by the induction assumption, there exists an integer c such that
α1(t − 1) = α3(t − 1) = · · · = α2t−1−1(t − 1) = c. (41)
Since the set 2t−1Zn is a disjoint union of the sets 2tZn and 2t−1 + 2tZn, also Ei(t − 1) is
a disjoint union of Ei(t) and Ei+2t−1(t). Whence, αi(t − 1) = αi(t) + αi+2t−1(t). The latter,
however, combined with (40) and (41) implies that
α1(t) = α3(t) = · · · = α2t−1(t) = c2 , (42)
completing the proof of (38). In view of the fact that 4|R| = 4|T | = n, (37) and (38) imply that
2t+1 | n, whenever e
(
n
2i
)
= 0, for all i ∈ {2,3, . . . , t}. (43)
Let s be the largest integer such that 2s | n. Since n = 4μ and μ = |R| is even, s  3. By (35),
r( n2i ) = t( n2i ) = 0, for all i ∈ {2,3, . . . , s − 1}. Moreover, since n2s /∈ {0, n2 }, either r( n2s ) = 0 or
t( n2i ) = 0, and by (43), 2s+1 | n, contradicting the maximality of s.
Subcase A.2. Suppose now that p > 2. Then n
p
is even. If
√
k ∈ Q, then, by Corollary 3.2, R is a
union of Z∗n-orbits on Zn. On the other hand, in view of (36), R consists of exactly one element
from each of the cosets i + n
p
Zn, i ∈ 1 + 2Zn. Whence, it contains an element from 1 + npZn.
Since n = p2μ, then 1 + n
p
Zn ⊆ Z∗n. Hence R contains an element of Z∗n. However, R is a union
of Z∗n-orbits, therefore Z∗n ⊆ R, and thus 1 + npZn ⊆ R. But |(1 + npZn) ∩ R| = 1, implying that
| n
p
Zn| = 1, which is clearly a contradiction.
If
√
k /∈ Q, then there exists an element σc, c ∈ Z∗n, of the Galois group Gal[Q(ω) : Q] such
that
√
k
σc = −√k. It follows from (35) that
r = k
2
(2Δ0 − Δn2Zn)+
√
k(ΔB −ΔC), (44)
and from (10) that
rσc =F(ΔcR) = k (2Δ0 − ΔnZn)−
√
k(ΔB −ΔC). (45)2 2
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nΔR = k(1 − Δ2Zn)+
√
kg, nΔcR = k(1 − Δ2Zn)−
√
kg, (46)
where g =F(ΔB − ΔC). Having in mind that n = p2μ and k = pμ, we deduce from (46) that
p(ΔR + ΔcR) = 2(1 −Δ2Zn). (47)
Evaluating the latter at any z ∈ R, we deduce that p = 2, contradicting our assumption p > 2.
Case B. Suppose that n is even, N0∪N2∪N4 ∈ {ρ2Zn ∪ρ2Znτ, ρ2Zn ∪ρ1+2Znτ }, and N4 = {ρcτ },
for some c ∈ Zn. Since X ∼= Dih(n;R,−c + T ), we may assume without loss of generality that
N4 = {τ }, implying also that N0 ∪N2 ∪N4 = ρ2Zn ∪ρ2Znτ . Clearly, p = 2, and by (33), n = 4μ
and k = 2μ. Observe that R2 = T2 = 2Zn \{0}, and therefore r2 = t2 = n2Δn2Zn −1. Furthermore,
N3 = S1(τ ), and in view of Lemma 2.4, R3 = −T and T3 = R. In particular, T = −T , hence
Im( t ) ⊆ R. Now, by Lemma 4.2,
r2 + t2 = 2μ2Δn
2Zn
+ μ, 2rt = 2μ2Δn
2Zn
−μ, (48)
evaluating (48) at n4 we deduce that r( n4 ) ∈ {
√
μ
2 ,−
√
μ
2 }. But in view of Lemma 3.3(ii) and the
fact that R ⊆ 1 + 2Zn, the real part of r( n4 ) is 0, which is a clear contradiction.
Case C. N0 ∪N2 ∪N4 = 〈ρ〉 and N0 ∪N4 = ρ
n
p
Zn
. In this case, R2 = Zn \ npZn, and therefore for
every i ∈ Zn \ npZn, there exist exactly μ pairs (j, j ′) ∈ T × T such that i = j − j ′. On the other
hand, an element i ∈ n
p
Zn \ {0} cannot be represented as j − j ′, j, j ′ ∈ T , since in this case,
ρi = ρj τρj ′τ would be in R2. A set T with this property is known as a relative ( np ,p, k,μ)-
difference set in Zn relative to the forbidden subgroup npZn (see, for example, [12]). Since np = k
and μ = k
p
, T is a relative (k,p, k, k
p
) difference set in Zn relative to the forbidden subgroup
n
p
Zn. In view of [12, Theorem 4.1.1], such relative difference set exists if and only if p = 2 and
n = 4. In this case X ∼= C8. 
Proof of Theorem 4.1. Let us first prove that the graphs satisfying (i) or (ii) are indeed distance-
regular. If R = ∅ and T is a non-trivial difference set in Zn, then also −T is a non-trivial differ-
ence set in Zn, and hence ρ−T is a non-trivial difference set in 〈ρ〉. Observe that ρT = τρ−T τ .
Then by Lemma 2.8, the Cayley graph Cay(Dn;S) = Dih(n; ∅, T ), S = τρ−T = ρT τ , is a non-
trivial bipartite distance-regular graph with diameter 3.
Next, suppose that T ⊆ 1 + 2Zn and D = ρ−1+R ∪ ρ−1+T τ is a non-trivial difference set in
〈ρ2, τ 〉. Then S = ρR ∪ρT τ = ρD, and therefore D(−1) = S(−1)ρ = Sρ = ρDρ. By Lemma 2.8,
Cay(Dn;S) = Dih(n;R,T ) is a non-trivial bipartite distance-regular graph with diameter 3.
Finally, if T ⊆ 2Zn and D = ρ−1+R ∪ ρT τ is a non-trivial difference set in 〈ρ2, τ 〉, then
let S′ = ρD = ρR ∪ ρ1+T τ . Observe that S′(−1) = S′ and so D(−1) = ρDρ. By Lemma 2.8,
Cay(Dn;S′) = Dih(n;R,1+T ) is a non-trivial bipartite distance-regular graph with diameter 3.
But by Lemma 2.5, Dih(n;R,1 + T ) is isomorphic to Dih(n;R,T ), and thus Dih(n;R,T ) is
distance-regular. This completes the proof of sufficiency of the conditions in Theorem 4.1.
Suppose now that X = Dih(n;R,T ) is a connected non-trivial distance-regular dihedrant. It
was observed in [10, Corollary 3.7] that an old result of Wielandt [15] implies that there are no
primitive distance-regular dihedrants other than the complete graphs. This shows that the graph
X has to be of one of the following types: antipodal but not bipartite, antipodal and bipartite, or
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of them leads to a contradiction.
Case 1. Suppose X is an antipodal non-bipartite distance-regular graph. By Lemma 2.1, the
antipodal quotient X is a primitive distance-regular graph. Moreover, by Corollary 2.3, X is a
dihedrant or a circulant. Thus, by [10, Corollary 3.7] and Theorem 1.2, X is either a complete
graph, or a Paley graph on a prime number of vertices. By [3, p. 180], a Paley graph cannot
be covered by an antipodal distance-regular graph, hence X is a complete graph. In particular,
d ∈ {2,3}. By Lemma 4.4, d = 3, whence d = 2. However, the only antipodal distance-regular
graphs with diameter 2 are the complete multipartite graphs. We can therefore conclude, that
there are no non-trivial distance-regular dihedrants which are antipodal but not bipartite.
Case 2. Let X be a bipartite antipodal distance-regular graph. By Corollary 2.3, the antipodal
quotient X and a halved graph 12X are dihedrants or circulants. Suppose that the diameter d of
X is odd. Then, by Lemma 2.1, X is primitive distance-regular graph. As in Case 1, in view of
[10, Corollary 3.7], Theorem 1.2 and [3, p. 180], X is a complete graph. Whence, d = 3. But
then X would be isomorphic to Kn,n − nK2. Therefore, we may assume that d is even. Then,
by Lemma 2.1, 12X is a non-bipartite antipodal distance-regular dihedrant or a circulant, with
d 1
2 X
= 12d . Clearly, d = 2. By Lemma 4.5, d = 4. Therefore, we may assume that d 12 X  3. In
view of Case 1 above, 12X is not a dihedrant, hence it is a circulant. But then Theorem 1.2 implies
that 12X is a cycle. It is easy to see that in this case X is also a cycle (see [11, Lemma 2.2]).
Case 3. Let X be a bipartite non-antipodal distance-regular graph. By Lemma 2.1, Corollary 2.3
and Theorem 1.2, 12X is either a complete graph, or a Paley graph on a prime number of vertices.
Since, by [3, p. 180], a Paley graph cannot be isomorphic to a halved graph of a distance-regular
graph, 12X is a complete graph. By Lemma 2.1, the diameter d of X is either 2 or 3. If d = 2
then X is a complete bipartite graph, which is antipodal. Hence X is isomorphic to a bipartite
non-antipodal distance-regular graph with diameter 3. Recall that X = Cay(Dn;S), where S =
ρR ∪ ρT τ . Let H be the bipartition set of X containing the element 1. Note that H = N0 ∪ N2.
On the other hand, by Lemma 2.2, H is a subgroup of index 2 in Dn. Moreover, if a ∈ Dn \ H ,
then, in view of Lemma 2.8, D = a−1S is a difference set in H . Observe that the dihedral group
Dn has a unique subgroup of index 2, namely 〈ρ〉, if n is odd, and has two more subgroups
of index 2, namely 〈ρ2, τ 〉 and 〈ρ2, ρτ 〉, if n is even. We shall now split the proof into three
subcases with respect to which of these subgroups H is.
Subcase 3.1. If H = 〈ρ〉, then S = ρT τ and by letting a = τ we may conclude that D = a−1S =
τρT τ = ρ−T is a non-trivial difference set in 〈ρ〉. But then also ρT is a difference set in 〈ρ〉, and
since 〈ρ〉 is isomorphic to Zn, T is a non-trivial difference set in Zn.
Subcase 3.2. If n is even and H = 〈ρ2, τ 〉, then clearly T ∩ 2Zn = ∅ and thus T ⊆ 1 + 2Zn. Fur-
thermore, for a = ρ, D = a−1S = ρ−1(ρR ∪ρT τ) = ρ−1+R ∪ρ−1+T τ is a non-trivial difference
set in 〈ρ2, τ 〉.
Subcase 3.3. If n is even and H = 〈ρ2, ρτ 〉, then T ∩ (1+2Zn) = ∅, and thus T ⊆ 2Zn. Further-
more, for a = ρ, D = a−1S = ρ−1(ρR ∪ρT τ) = ρ−1+R ∪ρ−1+T τ is a non-trivial difference set
in 〈ρ2, ρτ 〉. But since f : 〈ρ2, ρτ 〉 → 〈ρ2, τ 〉 defined by f (ρi) = ρi and f (ρiτ ) = ρi+1τ is a
Š. Miklavicˇ, P. Potocˇnik / Journal of Combinatorial Theory, Series B 97 (2007) 14–33 33group homomorphism, f (a−1S) = ρ−1+R ∪ρT τ is a non-trivial difference set in f (〈ρ2, ρτ 〉) =
〈ρ2, τ 〉. 
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