Abstract-Neural network algorithm is applied to image adaptive enhancement problem to determine the processing parameters in this paper. Based on the analysis of image enhancement theory, a BP neural network algorithm which contains forward propagation of information and back propagation of error is introduced to image filter designing, and the detailed computer implementation procedure is given for image enhancement. Numerical experiments have been performed to evaluate the efficiency of neural network algorithm for optimization problem of image enhancement.
INTRODUCTION
Image enhancement is to improve the image quality by emphasizing some characteristics in image while restraining others selectively. The original image is usually processed to be a new form that the computer can understand easily [1] . Usually image enhancement technology can not make the image information increasing. Frequency domain algorithm, fuzzy processing and airspace law algorithm are the common methods in image enhancing. Fuzzy enhancement algorithm is the most popular method in image enhancing, and it can be divided to three steps: original image is processed to blurring data by image mapping technology, and then based on properties of characteristic plane, the fuzzy image data is processed, the processed information data can be mapped inversely to the spatial domain finally, and the enhanced image is obtained [2] [3] [4] . This algorithm makes good use of image inherent in the two justices, it is more suitable to human visual habits, but it requires manual intervention to determine the transition point and saturation point.
At present, many scholars have done many research works for image enhancement problem. Such as: waveletbased, curvelet-based, and contourlet-based algorithms have been used to improve the effect of image enhancement. An image enhancement method based on Laplacian pyramid has been researched by Greenspan [5] [6] [7] [8] . BP (back-propagation) neural network algorithm has attracted a lot of attention due to its success in solving optimization and image processing problems. A BP neural network is one of the most maturely studied neural network, it has good self-learning, selfadapting, robustness and generalization ability, and a threelayered BP neural network can approach any non-linear functions with any precision [9] [10] . Hence, there is a need to introduce BP neural network to improve the traditional image enhancement algorithm, and to achieve a better image processing effect.
This paper consists of four sections. The introduction is given in Section 1. The brief principles of BP neural network algorithm for image enhancement as well as the computer implementation procedure are presented in detail in Section 2. In Section 3 the experiments results using the method have been discussed in this paper to enhance images are given. Conclusions are addressed in Section 4.
II. IMAGE ENHANCEMENT BY BP NEURAL NETWORK

A. Image Enhancement Strategy
During image enhancing, usual methods can not carry out processing parameters automatically. To solve the problem, we consider a strategy to determine the parameters adaptively.
Generally, an original image can be divided into three parts: light and dark, gray concentrated in one area. To image enhancement, there are usually four typical contrast transform curves, we can made use of the normalized incomplete Beta function to automatically fitting image enhancement of the four kinds of curves. The Beta function can be defined as:
Where, α>0 and β<10, Y(α,β) can be described as:
To the different values of α and β, normalized incomplete Beta function has a different transform curves.
In this paper, BP neural network is used to determine the best image transform function adaptively. Original image is normalized firstly, and based on this , the image is transformed by nonlinear function, then the optimal parameter values of the transform function can be carried out by BP neural network adaptively, the enhanced image is got after reverse normalization finally. In this processing, BP neural network is simply a gradient descent method designed to minimize the total error (or mean error) of the output computed by the network, and there is an input layer, an output layer, and one or more hidden layers between them.
Suppose the original image is 
where Lmax is the maximum gray value, Lmin Lmax is the minimum gray value. The nonlinear transformation function is ) F(μ ,the transformation process is:
Finally, the reverse normalization process is:
B. Computer Implementation of the Strategy
The strategy discussed above can be applied to the image enhancement problem. During enhancing image, we consider using BP neural network to optimize the two Beta parameters, and then the normalized incomplete Beta function is applied to enhance images. The process includes: image normalization, Beta parameters initialization, BP neural network training, image reverse transformation and image enhancement. The procedure is shown as figure 1. From figure 1, the image enhancement procedure can be described as follows:
Step 1. Read the original image and save the row, column and greyscale values of each pixel;
Step 2. Normalization of the original image: Greyscale value of each pixel is transformed between [0, 1] by the above formula (3);
Step 3. Generate two Beta parameters randomly which values is between [1, 10] . The initial parameters of Beta function are rarely more than 10 but always no less than 1 by experiences;
Step 4. Training Beta parameters by BP neural network. BP Neural Network originates from BP algorithm which contains two parts: forward propagation of information and back propagation of error. Through forward propagation of information and back propagation of error the weights are constantly adjusted between neurons to reduce the error between the expected output and the actual output achieving the purpose of training the samples. During the determining of the two parameters, we can use a three -layer BP neural network taking effect in training the two input variables, the output is the two optimal Beta parameters. The energy function is constructed by image contrast which can be described as: 
Where, g is the image, g(x,y) is the gray value of one pixel point in image g, h is the height of image, w is the width of image ;
Step 5. Image reverse transformation. The reverse transformation process can use the formula (4) and (5);
Step 6. Based on the two parameters determined by BP neural network, the image can be transformed by the normalized incomplete Beta function finally.
III. APPLICATION OF THE STRATEGY
Numeral experiments are taken out to verify the electiveness of the discussed method by applying it to a digital mage -the standard Lenna image. The image experimented in this paper is shown in figure 2 , image histogram of the original Lenna image is shown in the figure  3 , and the enhanced image is shown in figure 4 , image histogram of the enhanced image is shown in the figure 5. The original image is of size 256*256 pixels, and is 8 bits/pixel, gray-scale. The result of experiment is shown as follow: From the experiment result, we can see that: in the original image, the face and hat texture detail is not very obvious and the image is a bit of dark, the contrast in the image is also lower. While, when the image has been enhanced by the algorithm discussed in this paper, the above problems have been solved and we obtain a satisfactory images, which is brightness and contrast are well balanced, visual effects of the experiment image has been improved very well. For the given image, when we use BP neural network to compute the transformation parameters, the parameters value respectively is 3.65 and 8.12. Meanwhile, from the histogram figure3 and figure 5 , it is obviously that the image gray distribution is more even and the dark gray region allocation in the image is more reasonable.
