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Abstract 
In this paper we face the train loading problem (TLP) at seaport terminals by proposing a general purpose Lagrangian 
heuristic. The TLP consists of assigning import containers to the trains departing from the terminal, maximizing the utilization 
of trains, minimizing the distance travelled by containers from their locations in the storage area to the wagons, as well as the 
number of needed unproductive movements of containers (re-handles). We define a 0-1 LP formulation consisting of a 
network flow model complicated by additional constraints. We design a Lagrangian heuristic, which exploits a mixed integer 
programming (MIP) heuristic to find a first feasible solution in an acceptable time and then to improve it. We show the 
effectiveness of this approach by comparing the obtained results with the ones provided by a state-of-the-art MIP solver. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of AIRO. 
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1. Introduction  
Mixed Integer Programming (MIP) is a valuable tool for formulating decision problems. In the last ten years 
the confidence in the possibility of using MIP for solving complex real world problems greatly increased due to 
the improvements showed by MIP solvers (Bixby, 2002). However, very often models for real world problems, 
even simplified, involve a large number of variables and constraints to make the use of available solvers not 
practical. Therefore, new heuristic methods for solving challenging MIP problems were proposed in literature. 
Among the most known, Local Branching (Fischetti & Lodi, 2003), Relaxation Induced Neighbourhood Search 
(Danna, Rothberg & Pape, 2005), Evolutionary Algorithm for Polishing (Rothberg, 2007) have been embedded 
in the Cplex MIP solver. These methods start from an initial feasible solution and perform a solution space 
exploration by iteratively executing local search (LS) steps in a neighbourhood of the incumbent solution carried 
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out by solving MIP sub-problems. We recently proposed a simple but effective MIP heuristic, called Randomized 
Neighbourhood Search (RANS) (Anghinolfi & Paolucci, 2011), which was successfully applied to a planning 
problem in railway freight transportation (Anghinolfi, Paolucci, Sacone & Siri, 2011). Unfortunately, often also 
finding a starting feasible solution for large MIP problems turns out to be quite difficult. Rounding and diving 
methods (Berthold, 2006) and primal heuristics, as the Feasibility Pump (Fischetti, Glover & Lodi, 2005; 
Bertacco, Fischetti & Lodi, 2007), were designed to speed up the generation of a first integer feasible solution. 
In this work we propose a new general purpose heuristic to face complex MIP problems by combining a 
primal heuristic, which exploits concepts from Lagrangian relaxation to determine a first feasible solution, with 
the RANS heuristic, which guides a MIP solver to rapidly improve such a solution. This approach has been 
defined and first applied to face the Train Load Planning (TLP) problem at a seaport container terminal. TLP 
regards the loading of import containers from the terminal storage area to trains. This process must be performed 
quickly and efficiently, and it involves the use and coordination of different types of handling equipment. 
According to the classifications proposed in several surveys (e.g., Stahlbock & Voss, 2008), the TLP problem 
deals with landside transport optimization at an operational level, as it considers the generation of detailed 
loading plans for the trains departing from the terminal. A loading plan assigns a subset of containers from the 
storage area to the wagons of a train taking into account the destination, type and weight of containers, the 
maximum load of the wagons and the train composition. The loading plan should optimize both the pick-up 
operations in the terminal and the train load operations. Therefore, also the container locations in the storage area 
can affect the planning decisions. Few works in literature deal with the TLP problem and often they focus on 
landside intermodal terminals rather than to seaports. The TLP is considered as a sub-problem of the gantry 
cranes scheduling in rail–rail transhipment optimization (Boysen, Fliedner & Keller, 2010). Several models and 
heuristics for containers allocation to trains in rail-rail terminals equipped with rapid transfer yards are proposed 
in (Bostel & Dejax, 1998). Some techniques for defining the assignment of containers to the slots of a train in 
intermodal road-rail terminals are considered by Corry and Kozan (2006) and (2008). Three different integer 
linear programming models are introduced by Bruns and Knust (2012) for the TLP problem in intermodal 
terminals to maximize the train utilization and minimize the transportation costs for the handled containers and 
the setup costs for changing the configuration of wagons, considering many types of containers. 
The model here proposed extends the ones in (Ambrosino, Bramardi, Pucciano, Sacone & Siri, 2011), as (a) 
we define the planning problem considering a sequence of trains with different destinations, (b) we minimize the 
distances between the container locations in the storage area and the assigned wagons, and (c) we manage the 
repositioning of re-handled containers in the storage area. In the remainder of the paper Section 2 introduces the 
TLP problem; Section 3 defines the mathematical model; Section 4 illustrates the Lagrangian approach; Section 5 
shows the experimental tests and finally Section 6 draws some conclusions.  
2. The Train Load Planning problem  
We consider a set C=C20∪C40 of containers, partitioned in the subsets of 20' and 40' containers. We model the 
storage area as a set of locations univocally identified by a pair (k, t), where k∈K denotes the stack and t∈T the 
tier. Each location can store a 20’ container, whereas two adjacent (k-1, t) and (k, t) locations a 40’ one. We 
assume to assign 40’ containers to a location in an even stack k∈KE ⊂ K so that it occupies also the adjacent k-1 
odd stack location. Kc denotes the subset of stacks compatible with container c. Each container c∈C has a weight 
class gc, length lc, destination dc, commercial value πc and an initial location (k0, t0) in the terminal storage area. 
The containers can be loaded on a set of wagons W which compose a set of trains I departing in sequence from 
the terminal and in general bound for different destinations. Each train i∈I includes a set of wagons Wi ⊆W, it has 
a destination di and a maximum weight capacity Ωc. Each wagon w∈W is has a length, maximum weight capacity 
Φc and a set of alternative configurations Bw ⊂ B, where B is the set of all the possible configurations. In general, 
more containers can be loaded on a wagon depending on its physical configuration (refer to (Bruns and Knust, 
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2012) for details). S denotes the set of slots on the trains in I, and Sb the subset of slots for configuration b∈B. We 
assume all the trains, wagons, configurations and slots univocally indexed. Fig. 1 shows an example of 
configurations for two wagons used in Italian railways: for each wagon w, configuration b and slot s, the number 
in the boxes gives the maximum weight (tons) allowed. Note that the available configurations induce mutually 
exclusive subsets of slots (e.g., {1, 2, 3} and {4, 5} for wagon 1). 
 
 
Fig. 1. An example of alternative configurations for two wagons 
We assume to load one train at a time by an overhead traveling crane. In order to reduce the non-productive 
movements of the crane, trains are loaded sequentially, starting from the first wagon onwards, and wagon and 
train indexes are sorted accordingly. The storage area is organized in stacks of containers grouped in block and 
rows. The containers in the stacks satisfy conditions on weight (heavier containers cannot be positioned over 
lighter ones) and on length (20’ containers cannot be positioned over 40’ ones). The containers are transferred 
from the stocking area to the train by reach stackers and tractors. Re-handling operations, which may occur in the 
storage area to access containers located under other ones in a stack, must be avoided as much as possible since 
they are unproductive movements affecting time and cost. We assume to know the distance δkw from stack k to 
wagon w of the train waiting on the track, the unitary transfer (handling) cost β, and the unitary re-handling cost 
α. The TLP problem consists in determining the assignment of containers to the trains and wagons satisfying 
physical constraints, maximizing the train utilization and minimizing both re-handling and handling costs. We 
assume to know the sequence of the n next departing trains at the planning time t0. In seaport terminals the state 
of the storage area typically changes over time due to arrivals of new import containers carried by ships calling at 
the terminal; therefore, we adopt a rolling-horizon strategy to plan the train load which consists in determining 
the detailed plan only for the first departing train, but taking into account the successive n-1 departures. 
3. The mathematical model 
We define a 0-1 LP model consisting in a network flow, modelling the assignment of containers to wagon 
slots, the selection of wagon configurations and the relocation of containers due to re-handlings, with additional 
constraints imposing the feasibility of stacks, wagon configurations and load capacities. Let G(V, A) be the 
considered network. The set of nodes V includes a final node φ and the following subset of nodes: 
• initial state nodes, VC ={c: c∈C}, associated with the containers available in the storage area; 
• wagon loading nodes, VW ={(c, w): c∈C, w∈W1}, which pair the containers with the wagons of the first train; 
• next trains departure nodes, VI ={(c, i): c∈C, i∈I∪{fc}, i >1}, which pair the containers with the trains 
subsequent to the first; fictitious train departure nodes, fc, are included to model containers left in the terminal; 
• re-handling nodes, VR ={(c, i): c∈C, i∈I}, associating the containers with possible re-handle operations; 
• wagon configuration nodes, VB ={(c, w, b): c∈C, w∈W1, b∈B1}, associating the containers with the 
configurations of the wagons of the first train; 
• slot nodes, VS ={(w, b, s): w∈W, b∈Bw, s∈Sb}, associating the wagon configurations with the available slots.  
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In the following we denote with VXY=VX∪VY and with VαX  the subset of VX involving item α when this is not 
apparent from the context. Since the train departures and the wagon loading operations occur in sequence, each 
node v∈VIW corresponds to an event e(v). For any nodes u, v∈VW, such that u=(c, w), v=(c’, w’) and w<w’, or 
any nodes u∈VW and v∈VI, event e(u) strictly precedes event e(v) (in the following denoted as u<v). We assume 
that each container can be at most re-handled once for train departure. Hence, VR includes for each container one 
node for train departure: the events for re-handling nodes for the first train correspond to the loading of the first 
wagon, whereas the events for the subsequent trains to the relevant train departure. The nodes in VC correspond to 
the initial event. All the arcs in A have a unitary capacity and are associated with the following binary variables. 
• xcktuv, c∈C, k∈Kc, t∈T, u∈VCR, v∈VWI: u<v. Value 1 denotes that container c is in location (k, t) from event 
e(u), corresponding to the initial state or a re-handling node, to event e(v), corresponding to the loading on a 
wagon of the first train, on a successive train or on the final fictitious train (i.e., it is not loaded); 
• rcktuv, c∈C, k∈Kc, t∈T, u∈VCR, v∈VR: u<v. Value 1 denotes that container c, in location (k, t) after event e(u), 
is re-handled at the occurrence of event e(v), i.e., its current location is changed; 
• ycwb, c∈C, w∈W1, b∈Bw. Variables for arcs (u, v), such that u=(c, w)∈VW and v=(c, w, b)∈VB; value 1 denotes 
that container c is loaded in a slot available for configuration b of wagon w of the first train; 
• ψcis, c∈C, i∈I: i>1, s∈S. Variables for arcs (u, v), such that u=(c, i)∈VI and v=(c, b, s)∈VS, where w∈Wi, i∈I, 
i >1; value 1 denotes that container c is loaded in slot s available for configuration b of wagon w of train i>1:  
• ucbs, c∈C, b∈B, s∈Sb. Variables for arcs (u, v), such that u=(c, w, b)∈VB and v=(w, b, s)∈VS, where w∈W1, 
that specify the assignment of container c to slot s available for configuration b of a wagon of the first train; 
• qs, s∈S. Variable for arcs (u,φ), u=(w, b, s)∈VS, modelling the fact that slot s is used by a container; 
• zc, c∈C. Variable for arcs (fc,φ), c∈C, modelling the fact that container c is not loaded on any train. 
The objective function includes a component for the terminal operation cost, which sums normalized handling 
costs and re-handling costs, and a component for the value of the train utilization. Since the model does not 
impose the loading of containers, a priority weight P is introduced for the train utilization component whose 
value must be appropriately defined in order to avoid the determination of a trivial solution corresponding to not 
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Constraints (2) are relevant to the final node φ, (3) to the fictitious departure nodes fc, (4) to the initial state 
nodes, (5) to wagon loading nodes in VW, (6) to next trains departure nodes in VI, (7) to re-handling nodes in VR, 
(8) to wagon configuration nodes in VB, (9) and (10) to slot nodes in VS respectively for the first and the 
subsequent trains. Then, we introduce the following additional constraints. 
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Constraints (11), specifying that any location can be used to store a single 20’ container, are imposed for any 
wagon loading and next train departure nodes, i.e., for their relevant events: the summations in the brackets 
compute the number of containers in the location at the reference event that are successively loaded on a wagon 
or on a train, or re-handled. A similar computation imposes in (12) that at each loading event either an even stack 
location is used for a 40’ container or the adjacent odd stack location is used for a 20’ one, and in (13), (14) and 
(15) the weight conditions for the stacks in the storage area. Constraints (13) impose that a 20’ container can be 
located on another 20’ container, whereas (14) and (15) that a 40’ container can be located either on another 40’ 
container or two paired 20’ containers, provided that the class of weight of the upper container is always not 
greater than the one of the lower containers. Note that (13), (14) and (15) are responsible for triggering re-handles 
(no container can be left in its location if the below location is emptied). Constraints (16) force to select a single 
configuration for each wagon. Finally, maximum weight capacity conditions are imposed by (17) and (18) the for 
the wagons respectively of the first train and of the successive trains, whereas (19) and (20) for the first and 
successive trains. 
4. The Lagrangian heuristic 
In order to find good quality solutions to the TLP problem in an acceptable time, we propose a heuristic 
approach, denoted as Lagrangian Heuristic (LH), for general MIP problems that combines a primal starting 
heuristic with the recently proposed RANS matheuristic (Anghinolfi & Paolucci, 2011). LH exploits concepts 
from the Lagrangian relaxation method for dealing with complicating constraints in order to find an initial 
solution to the problem, whereas RANS is used to improve such a solution. We consider a generic MIP problem  
(P)  min{ : , , }T n qZ c x Ax b Cx d x= ≥ ≥ ∈ ∪Z R                (21) 
and we define the Lagrangian relaxation LR(λ) of P by relaxing the complicating constraints Ax ≥ b 
(LR(λ))  ( ) min{ ( ) : , }T T n qL c x Ax b Cx d xλ λ= − − ≥ ∈ ∪Z R            (22) 
Let R and N respectively be the index sets of relaxed and not relaxed constraints. The LH algorithm, reported 
in Fig. 2, consists of the following steps.  
Initialization. The LR(λ) problem is defined and solved by a MIP solver having simply fixed λ=0. 
Iteration. If the current solution x is not feasible for P the following three steps are executed: 
• the constraints in R satisfied by x are removed from R and introduced in N so that they are no more relaxed;  
• an expanded version of the constraints in R not satisfied by x is added to N or updated if already included, 
modifying their right hand side so that they can be satisfied by x (Fig. 2 shows this step for inequalities, 
whereas equality constraints can be substituted by a pair of inequalities);  
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• the multipliers λ for the constraints in R are updated as in the surrogate subgradient method (Zhao, Luh & 
Wang, 1999) and the new Lagrangian problem LR(λ) is defined. 
A new solution for the updated Lagrangian problem LR(λ) is found invoking the RANS procedure and a new 
iteration occurs until a feasible solution is found or the maximum time limit is reached.   
 
 
Fig. 2. The Lagrangian heuristic 
LH tries to progressively push the solutions found in the iterations towards feasibility. This is obtained by 
reinserting in N the satisfied constraints, but also the expanded version of the not satisfied constraints. This latter 
step forces the procedure to obtain a sequence of solutions whose unfeasibility, measured as the sum of the 
subgradients for the violated constraints, is not increasing. However, reintroducing complicating constraints in N 
may very rapidly increase the difficulty in finding not only an optimal solution but also a "good" one for the 




Fig. 3. The Randomized Neighbourhood Search (RANS) 
The version of RANS used in LH slightly differs from that in (Anghinolfi & Paolucci, 2011) and it is 
summarized in Fig. 3. RANS starts from a feasible incumbent solution for the input MIP problem and proceeds 
iteratively hard fixing at each step a subset of the binary/integer variables to the values of the incumbent, then 
solving the obtained partially fixed sub-problem by calling a MIP solver to seek for an improved solution in the 
44   Davide Anghinolfi  and Massimo Paolucci /  Procedia - Social and Behavioral Sciences  108 ( 2014 )  37 – 46 
neighbourhood of the incumbent. The parameter k gives the dimension of the explored neighbourhood and it is 
adjusted during the iterations: if the last sub-problem has been easily solved (the incumbent has been improved in 
half the available time) then the dimension of the neighbourhood is increased, otherwise is reduced. 
5. Experimental analysis 
In order to evaluate the proposed model, we randomly generated a set of instances, whose features are reported 
in Table 1, with reference to a real Italian case study. We considered 300 containers such that: 60% of them are 
20’; dc∈{1, 2}; gc is uniformly distributed in U[5 t, 30 t]; πc∈{10 (30%), 25 (30%), 55 (40%)} for 20’ containers, 
whereas πc is doubled for 40’ ones with the same percentages of distribution. The containers were randomly 
located in a feasible way in the storage area whose number of stacks, tiers and rows are given in Table 1. 
Table 1. The considered instances 
Instance Stacks Rows Tiers Trains Destinations Variables Constraints 
1 120 6 5 3 1 626,793 115,346 
2 120 6 5 3 1 637,476 121,296 
3 120 6 5 3 2 371,773 97,602 
4 120 6 5 3 2 346,995 91,768 
5 140 2 4 3 1 462,082 115,049 
6 140 2 4 3 1 471,219 119,264 
 
The containers can be assigned to a sequence of 3 trains bound for 1 or 2 destinations, with Ωi∈{950 t (60%), 
1600 t (40%)} and composed by 20 wagons whose features are summarized in Table 2. Table 1 also shows the 
number of variables and constraints for the 0-1 LP formulations where we fixed α=β=1. In addition, we fixed the 
priority weight for the train utilization objective component as P=100, since such value was considered large 
enough to avoid the determination of a trivial solution for the available instances. 
Table 2. The characteristics of the wagons 
Type Weight 20’ slots 40’ slots Configurations 
1 27 2 1 7 
2 59.5 2 1 9 
3 56 3 1 21 
4 54 2 1 17 
5 62 3 1 21 
 
We implemented LH in C++ on a 2.4GHz Intel Core 2 Duo E6600, 4GB RAM notebook, and we used Cplex 
12.4 as MIP solver. We defined the Lagrangian problem in LH by relaxing all the sets of additional constraints 
but (16). These constraints represent for the considered instances about the 36% of the additional constraints, and 
we verified that the resulting relaxed problem could be solved quickly by Cplex. We gave 3,600 sec of time limit 
to the MIP solver and LH, obtaining the results reported in Table 3 (since RANS is a randomized procedure, LH 
results are averages over 5 runs). Cplex was not able to find any feasible solution for 3 out of 6 instances and in 
the other cases the time needed to generate the first solution was quite long. LH was able to find the first solution 
in acceptable times (about 5 minutes with the exception of instance 1) and the gaps with respect to the lower 
bound (LB column) produced by Cplex never exceeded 9% (note that LH does not currently provide any gap 
information). 
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Table 3. The MIP solver and LH results 
Instance 
MIP Solver LH 
LB Objective Gap Time for first Objective Time for first Gap 
1 -520,920.06 - - - -496,980.42 685 -4.60% 
2 -502,130.79 - - - -460,984.21 424 -8.19% 
3 -440,778.18 -384,974.88 12.66% 3,207 -401,475.81 396 -8.92% 
4 -477,904.04 - - - -439,979.26 432 -7.94% 
5 -511,837.30 -496,973.62 2.90% 2,730 -509,978.41 365 -0.36% 
6 -555,380.28 -537,474.26 3.22% 1,096 -535,977.21 529 -3.49% 
 
The MIP solver obtained a better result only for instance 6. However, observing Fig. 4 that plots the trend in 
the time of the gaps for instances 3, 5 and 6, we can note that Cplex slightly prevailed on LH at the end of the 
available computation time.  
 
     
Fig. 4. The trend of gap in time of MIP solver and LH for instances 3, 5 and 6 
In Fig. 5 we report of percentage of satisfied constraints for the considered instances during the LH execution. 
We can observe that just from the first iterations of LH the number of satisfied constraints is close to 100%. This 
fact justifies the adoption of the RANS heuristic, as also in the first iterations the Lagrangian problems become 
quite difficult after the reinsertion of the constraints.  
 
 
Fig. 5. The percentage of satisfied constraints in the time 
Finally, in Table 4 we compare the LH results with the ones produced by Cplex when it was initialized by the 
first feasible solutions generated by LH. Also in these cases we observe the same behaviour of Table 3, as LH 
always outperformed the MIP solver with the exception of instance 6. This result underlines the effectiveness of 
the RANS procedure. 
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Table 4. Comparison with the results of MIP solver initialized by the first LH solutions 
Instance 
 Initialized MIP Solver  LH 
LB Objective Gap Objective Gap 
1 -520,920.06 -480,478.28 7.76% -496,980.42 4.60% 
2 -501,192.82 -453,482.74 9.52% -460,984.21 8.02% 
3 -440,778.18 -393,471.49 10.73% -401,475.81 8.92% 
4 -474,026.00 -436,979.58 7.82% -439,979.26 7.18% 
5 -511,837.30 -504,475.18 1.44% -509,978.41 0.36% 
6 -555,380.28 -537,472.10 3.22% -535,977.21 3.49% 
6. Conclusions 
In this work we faced the TLP problem at a seaport terminal, proposing a 0-1 LP model to determine the 
assignment of the import containers to a sequence of trains within a rolling-horizon planning approach, taking 
into account costs due to loading operations and re-handles. We introduced a general purpose Lagrangian 
heuristic that we experimented on a set of difficult instances for the TLP highlighting the effectiveness of the 
approach. As future developments we will analyse possible improvements to LH such as adopting a more 
sophisticated dual solution approach as bundle methods (Frangioni, 2002), and a non-trivial initialization for the 
Lagrangian multipliers, both aspects not considered here for simplicity. In addition, we would analyse the 
proposed general purpose approach also on other difficult MIP benchmark instances. 
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