Adaptações em Algoritmo Evolucionário para Exploração de Soluções em Sistemas Embarcados by Cancia, Rafael Luiz
 Adaptações em Algoritmo Evolucionário para Exploração 
de Soluções em Sistemas Embarcados 
Rafael Luiz Cancian 
Departamento de Informática e Estatística (INE) – Universidade Federal de Santa 
Catarina (UFSC) – Florianópolis – SC – Brasil 
cancian@lisha.ufsc.br 
Resumo. Este artigo apresenta adaptações num algoritmo evolucionário para 
que represente de forma mais adequada componentes de software e de 
hardware que compõem um sistema embarcado dirigido pela aplicação, de 
modo que esse algoritmo evolucionário adaptado possa ser usado como base 
para a exploração do espaço de projeto. Essas adaptações foram testadas 
usando o conjunto de problemas de teste ZDT e avaliadas usando o indicador 
de hipervolume. Os resultados indicaram que as adaptações permitiram maior 
proximidade da fronteira de Pareto e também soluções melhor distribuídas, 
para a maioria dos problemas de teste. Esses resultados indicam, 
indiretamente, a qualidade da exploração do espaço de projeto de sistemas 
embarcados que possam ser gerados utilizando esse modelo adaptado, em 
conjunto com outros modelos necessários ao seu projeto. 
Abstract. This paper presents adaptations in an evolutionary algorithm to 
represent more adequately hardware and software components that compose 
an application driven embedded system (ADESD), so that the adapted 
evolutionary algorithm can be used as a base for design space exploration. 
These adaptations were tested using the set of test problems ZDT and 
evaluated using the hypervolume indicator. The results indicated that the 
adaptations achieved closer the Pareto front, and also better distributed 
solutions, for most of the test problems. These results indicate, indirectly, the 
quality of design space exploration of embedded systems that can be generated 
using this adapted model in conjunction with other models. 




Os sistemas embarcados tem se tornado sucessivamente mais complexos, demandando 
o uso de metodologias e técnicas de projeto que estão em constante aperfeiçoamento. 
Uma metodologia para o projeto e desenvolvimento de sistemas embarcados baseados 
em componentes é a ADESD (Application Driven Embedded System Design), proposta 
por Fröhlich [Frohlich 2001]. A ADESD ainda é pouco difundida, mas tem produzido 
resultados promissores que a tornam um bom alvo para pesquisas. Essa metodologia 
permite a criação de sistemas dirigidos pela aplicação, que são projetados de forma a 
satisfazerem exatamente os requisitos de aplicações-alvo, com o mínimo de sobrecusto 
[Polpeta e Frohlich 2004]. Ela abstrai componentes lógicos (software, hardware 
sintetizável) e físicos (hardware eletrônico, mecânico) através de interfaces bem 
definidas e utiliza modernas técnicas de engenharia de software e de implementação 
 para adaptar e configurar esses componentes a um cenário específico de execução. A 
pesquisa associada a este artigo visa justamente contribuir com uma ferramenta 
computacional que suporta o projeto de sistemas embarcados projetados segundo a 
ADESD, ao criar adaptações a um algoritmo evolucionário que representa um sistema 
embarcado dirigido pela aplicação para que possa ser realizada a exploração do espaço 
de projeto. O fluxo de processamento da ferramenta da ADESD é apresentado na figura 
1, com destaque às etapas desenvolvidas durante a pesquisa. 
Figura Erro! Nenhuma sequência foi especificada.. Fluxo da ferramenta de suporte a ADESD, 
destacando o desenvolvimento feito na pesquisa associada a este artigo. 
 Uma das etapas comuns a praticamente todas as metodologias modernas, 
incluindo a ADESD, é a exploração do espaço de projeto (DSE - Design Space 
Exploration), dada sua grande importância na determinação de uma boa solução para o 
sistema final. Ela é responsável por testar diferentes soluções alternativas e escolher a 
mais adequada a um projeto específico, de acordo com seus requisitos, e consiste de 
dois sub-problemas: modelar o sistema e seu espaço de projeto, e então procurar nesse 
espaço de projeto pelas melhores soluções que atendem os requisitos [Azizi 2010]. Boas 
soluções devem atender vários requisitos simultaneamente, e sua determinação é um 
problema de otimização multiobjetivo. 
 Problemas de otimização multiobjetivo visam minimizar mais de uma função-
objetivo simultaneamente. Contudo, é muito provável que não exista um único conjunto 
de variáveis (ou seja, uma solução) que minimize todas as funções-objetivo 
simultaneamente. Por isso, os problemas de otimização multiobjetivo buscam um 
conjunto de soluções que representam a melhor relação (trade-off) entre as diferentes 
funções-objetivos [Coello 2005], conhecido como Conjunto de Pareto. Entretanto, 
encontrar soluções com dominância de Pareto é custoso ou mesmo impossível para 
muitas técnicas de otimização tradicionais [Coello 2006]. Assim, técnicas envolvendo 
heurísticas estocásticas têm sido cada vez mais usadas. Entre essas técnicas estocásticas 
destaca-se a dos algoritmos evolucionários (EA - Evolutionary Algorithms). 
 Algoritmos evolucionários (EA) correspondem a uma classe de técnicas de 
otimização com inspiração biológica e têm sido usados há mais de uma década para a 
otimização multiobjetivo [Xie e Ding 2009] [Said 2010a]. Entre as diversas pesquisas 
que utilizam EA para a DSE, incluem-se Noonan e Flanagan [Noonan 2006], que 
utilizaram uma arquitetura baseada num processador Intel para fazer a DSE em nível de 
 arquitetura, configurando parâmetros como frequência e largura dos barramentos. 
Haubelt et alli [Haubelt 2008] fazem a DSE em nível arquitetural e de projeto lógico 
sobre uma arquitetura baseada unicamente em FPGA. A DSE é feita com base na 
aplicação especificada em SysteMOC e também no hardware sintetizado, e busca 
soluções ótimas em termos de throughtput, latência e área de silício, utilizando 
algoritmos evolucionários para encontrar soluções de Pareto. 
 Certamente, a aplicação dos algoritmos evolucionários a problemas de 
otimização multiobjetivo (MOEA - Multi Objective Evolutionary Algorithms) exige sua 
adaptação a esse cenário, como o uso de operadores de seleção que considerem o 
conjunto de Pareto (ou alguma dominância alternativa) na escolha dos melhores 
indivíduos, visando obter soluções mais próximas desse conjunto e também melhor 
distribuídas [Beume 2009], como por exemplo NSGA2, NPGA, SPEA2 e PAES [Bader 
2010]. Na literatura podem ser encontradas dezenas de variações nas heurísticas, 
incluindo novas estruturas e operadores genéticos que foram criados para a otimização 
multiobjetivo, bem como a inclusão de outros modelos de inspiração biológica, como 
nichos, sub-populações e migrações; todas visando obter um bom conjunto de soluções. 
 Para avaliar o quão eficiente é cada uma dessas variações nas heurísticas, é 
necessário o uso de indicadores adequados e de problemas de otimização conhecidos 
que possam ser usados como testes (benchmarks). Deb et alli [Deb 2006] apresentam 
seis características gerais que devem estar presentes num conjunto de problemas de teste 
de otimizadores multiobjetivo, que foram aplicadas a esta pesquisa. Dentre vários 
problemas usados como benchmark está o conjunto de problemas de teste ZDT (Zitzler-
Deb-Thiele), composto por seis problemas que apresentam diferente obstáculos à 
otimização, como possuir fronteira não-convexa (ZDT2), fronteiras desconexas (ZDT3), 
mínimos locais (ZDT4, ZDT5) e soluções concentradas numa pequena área da fronteira 
(ZDT6). Em relação a indicadores de qualidade, tem recebido ênfase o indicador de 
hipervolume, pois apresenta algumas características interessantes, como integrar, num 
único valor numérico, informações sobre a proximidade da fronteira de Pareto e a 
distribuição das soluções, ser Pareto-completo e também Pareto-compatível. O 
hipervolume representa a porção do espaço M-dimensional que é dominado por um 
conjunto de soluções. Assim, um conjunto de soluções com maior hipervolume 
representa um conjunto melhor que outro com menor hipervolume [Bradstreet 2008], 
[Zou 2008], [Beume 2009], [Auger 2009]. 
 Como qualquer modelo, os algoritmos evolucionários para otimização 
multiobjetivo (MOEA) abstraem parte da complexidade do sistema real e representam 
apenas as características mais importantes. Entretanto, a abstração indevida de 
características importantes do processo bioquímico pode prejudicar a evolução. De 
modo análogo, a representação de características irrelevantes pode aumentar sua 
complexidade sem trazer benefícios adicionais. Porém, não se encontra na literatura a 
avaliação dos efeitos da representação ou abstração de várias características do processo 
bioquímico na eficiência dos MOEA, ou pelo menos não de forma satisfatória, ou seja, 
isolando cada característica e utilizando um conjunto de problemas de testes 
conceituado e usando um indicador completo e compatível que agrega informações de 
proximidade da fronteira de Pareto e de sua distribuição. 
 Assim, as principais contribuições da pesquisa descrita neste artigo foram: (I) 
Desenvolver um modelo evolucionário adaptado que permita a exploração de espaço de 
projeto de sistemas embarcados dirigidos pela aplicação; e (II) Avaliar as novas 
características e operadores desenvolvidos para esse modelo evolucionário.  
  Embora os modelos desenvolvidos, devidamente manipulados pela ferramenta 
de apoio da ADESD, permitam o desenvolvimento de sistemas embarcados reais, esses 
sistemas reais não são avaliados neste artigo. As equações que descrevem os objetivos a 
serem minimizados num sistema embarcado (consumo de energia, tempo de execução, 
etc) são desconhecidas e, portanto, também é desconhecida sua fronteira de Pareto. 
Portanto, é impraticável demonstrar que a exploração escolheu, efetivamente, as 
melhores soluções para um projeto de sistema embarcado qualquer. Entretanto, dado 
que a exploração do espaço de projeto consiste de um problema de otimização 
multiobjetivo, e que os conjuntos de problemas de teste (benchmarks) foram criados 
para impor diferentes dificuldades que são encontradas em problemas reais (como o 
projeto de sistemas embarcados), então a avaliação da qualidade da otimização em 
problemas de testes cuja fronteira de Pareto seja conhecida, como apresentado neste 
artigo, parece ser uma boa estimativa para a eficiência da exploração do espaço de 
projeto em sistemas embarcados reais. Os resultados desses testes são apresentados 
neste artigo. Destaca-se que o projeto de sistemas embarcados dirigidos pela aplicação 
utiliza vários outros modelos que não são apresentados neste artigo, já que este foca 
apenas no modelo que representa componentes de software e hardware, por limitação de 
espaço. Portanto, apenas esse modelo adaptado, sozinho, não é suficiente para a 
exploração do espaço de projeto em sistemas embarcados. 
2. Um modelo evolucionário com adaptações de inspiração genética 
A estrutura básica dos EA tradicionais é a de uma simples lista de genes que formam 
um cromossomo, que é o genótipo de indivíduo (uma solução codificada do problema 
sendo otimizado). Essa estrutura é adequada para muitos problemas, como a otimização 
de funções, em que os genes são variáveis dessas funções. A interação entre os genes 
(epistasia) não é considerada na estrutura. Porém, essa representação não é adequada 
para representar um sistema embarcado dirigido pela aplicação e seus componentes de 
software e de hardware. Componentes, como definidos pela ADESD, representam 
entidades significativas no contexto da aplicação, são organizados em famílias, possuem 
configurações (traits), características funcionais configuráveis (configurable features), 
dependências de outros componentes e mesmo suas características funcionais 
configuráveis podem conter configurações e dependências próprias [Frohlich 2001]. O 
modelo de um componente, segundo a ADESD, é apresentado na figura 2. Portanto, foi 
necessária uma nova estrutura dos MOEA que permitisse representar diferentes 
características de um componente, e não apenas variáveis reais. Também foi necessário 
que essas características refiram-se inequivocamente ao mesmo componente no modelo 
evolucionário. Isso significa que elas não podem ser divididas (pelo operador de 
recombinação, por exemplo), pois fazem parte de uma mesma entidade básica que 
compõe os sistemas embarcados, que é o componente. 
 Para tratar os problemas mencionados foram alterados os modelos 
evolucionários com soluções inspiradas na própria genética. As alterações apresentadas 
neste artigo limitam-se apenas a mudanças na estrutura do indivíduo (genótipo) e, 
consequentemente, aos operadores genéticos que modificam essa estrutura. Não foram 
alterados outros componentes dos algoritmos evolucionários, como estratégias de 
seleção e os princípios gerais de funcionamento. Neste artigo apresenta-se os resultados 
da incorporação à estrutura do indivíduo dos seguintes dois elementos: neutralidade 
genética e códons. 
 Figura 2. Modelo de um componente (de hardware ou de software) conforme a ADESD. Para 
representar adequadamente um componente que possa ser explorado por um otimizador, são necessárias 
adaptações no MOEA. 
 Primeiro, a neutralidade genética, representada pelo controle da expressão 
genética, pelo multiploidismo e por genes não codificantes. Nos organismos vivos, uma 
parte considerável do genótipo nunca é expressa (lixo genético). Toda a redundância e 
formas de neutralidade podem ser proveitosas na manutenção (para gerações futuras) de 
genes que já foram úteis no passado. No contexto de sistemas embarcados, a 
neutralidade genética permite que haja informações no modelo da solução e que não são 
utilizadas na geração do sistema final (tradução para fenótipo); também permite que 
componentes alternativos de uma solução (como uma versão otimizada para área e outra 
para desempenho, por exemplo) compitam entre si como genes alelos para serem 
expressos no sistema gerado, ou mesmo que componentes que formaram boas soluções 
no passado sejam mantidos em gerações futuras.   
 Segundo, e por fim, nos organismos vivos genes são compostos por estruturas 
mais elementares de informação: os códons, que codificam a informação necessária para 
a síntese de um aminoácido. Um gene é, então, um conjunto de códons que, juntos, 
especificam um elemento único e completo, que é uma proteína. Numa analogia com os 
sistemas embarcados, informações elementares como taxa de transmissão, quantidade 
de bits, tipo de paridade e realização ou não de cálculo de CRC, juntas, podem 
especificar um elemento único e completo, como um UART (um componente). 
Representar cada uma dessas variáveis como genes não apenas desestruturaria os 
componentes, como causaria problemas de epistasia (interação entre genes), e também 
impediria o uso de certos operadores genéticos de variação, como a transposição, por 
exemplo. Assim, introduziu-se o conceito biológico de códon na estrutura do MOEA, o 
que não existe em outras soluções encontradas na literatura. De maneira geral, o 
genótipo de indivíduo é composto por um ou  mais cromossomos; cada cromossomo é 
composto por loci (locais); cada locus (local) é composto por genes (alelos); e cada gene 
é composto por códons, que são a unidade básica de informação genética A figura 3 
apresenta essa estrutura, de forma genérica.  
 Figura 3. Estrutura hierárquica do genótipo de um indivíduo, incluindo as adaptações feitas, como 
multiploidismo e a inclusão do códon. 
3. Experimentos e resultados 
As adaptações de multiploidismo e da neutralidade genética por ele gerada foram 
submetidas a problemas de teste para avaliação de sua qualidade. Para ser possível 
verificar a proximidade e distribuição das soluções encontradas em relação à fronteira 
de Pareto ótima, é necessário que a equação que descreve a fronteira de Pareto dos 
problemas de testes seja conhecida [Deb 2006], o que não ocorre com o projeto de 
sistemas embarcados reais. Por isso, neste artigo não foram apresentados problemas 
reais de exploração do espaço de projeto em sistemas embarcados específicos, pois 
nesse caso não seriam conhecidas as equações das funções-objetivos, nem as equações 
das fronteiras de Pareto e nem quais obstáculos eles oferecem aos algoritmos. Portanto, 
também não seria possível saber o quão próximas do ótimo estariam as soluções. Além 
disso, conjuntos de testes “artificiais” possuem vantagens sobre problemas reais no que 
se refere à aplicação dos algoritmos testados [Huband 2006]. Assim, foram usados 
problemas de teste consagrados na literatura, com fronteira de Pareto conhecida e que 
oferecem obstáculos específicos. O conjunto de problemas de testes utilizado para 
avaliação do modelo evolucionário é o ZDT [Deb 2001], sigla de seus autores: Zitzler, 
Deb e Thiele, e é composto por 6 problemas de teste. 
 Deste modo, a avaliação do MOEA adaptado foi feita em termos de sua 
eficiência na otimização multiobjetivo. Com isso, é possível verificar indiretamente o 
quão próximas do ótimo estariam os sistemas embarcados gerados a partir da 
exploração do espaço de projeto usando as mesmas adaptações em seu modelo 
evolucionário. Reitera-se que as adaptações realizadas no modelo apresentado neste 
artigo não são suficientes para projetar sistemas embarcados; elas são específicas para 
representar os componentes de software e hardware de um sistema embarcado, e a 
pesquisa realizada inclui vários outros modelos de mais alto nível que não são 
apresentados neste artigo por limitação de espaço. A eficiência desse modelo específico 
na otimização é quantificada ao submeter o modelo adaptado a um conjunto de 
problemas de teste conceituado (o ZDT) e obtendo, para cada problema, o valor 
numérico de um indicador de qualidade completo e compatível (o indicador 
hipervolume ponderado – IH). O procedimento geral para avaliação de uma adaptação 
do modelo evolucionário pode ser descrito com as seguintes etapas gerais: (1) Para cada 
problema de teste são executadas uma pré-otimização para determinação dos limites 
mínimo e máximo de cada objetivo, e então 30 (trinta) otimizações (chamadas aqui de 
execuções), com populações iniciais aleatórias diferentes; (2) Para cada execução são 
anotados os valores do indicador de qualidade e das soluções não-dominadas; (3) Após 
as execuções de um problema de teste, os valores de média aritmética, desvio-padrão, 
 mínimo e máximo são anotados e correspondem aos resultados de um uma configuração 
específica; e (4)  Os valores são apresentados em gráficos e tabelas. 
 Todos os experimentos foram realizados no mesmo microcomputador usando os 
seguintes parâmetros do framework de otimização: (1) Operador de variação de 
recombinação SBX de 1-ponto; (2) Operador de mutação com distribuição polinomial; 
(3) Codificação com números reais; (4) Estratégia de seleção NSGA2 (torneio=0); (6) 
Dominância de Pareto; e (5) Critério de parada baseado unicamente na quantidade 
máxima de gerações.  Os algoritmos evolucionários utilizam os parâmetros extraídos de 
[Bader 2010] (N, alfa, execuções) e de{Deb 2001] (fi, zeta, etarec, etamut), permitindo 
uma comparação mais direta, sendo eles: (1) Número máximo de gerações (N): 200; (2) 
População (alfa): 50; (3) Indivíduos-pais por geração (mu): 20; (4) Indivíduos-filhos por 
geração (lambda): 20; (5) Recombinação (etarec=15) com taxa de aplicação (fi): 1.0; e 
(6) Mutação (etamut=20) com taxa de aplicação (zeta): 1/n, onde n é o número de 
variáveis do problema de teste. 
 Para o experimento apresentado neste artigo foram utilizadas duas versões de 
MOEA: (1) Um MOEA básico, sem qualquer adaptação, e cuja estrutura corresponde 
apenas a um arranjo linear de variáveis reais, e que equivale à representação comum de 
um problema de otimização. Essa versão é chamada aqui de MOEABAS, e que serve de 
referência. A quantidade de iterações usada foi tal que esse modelo não chegasse muito 
próximo da fronteira de Pareto em qualquer problema do conjunto ZDT, ou seja, 
garantimos que o modelo básico ainda permite melhorias nas soluções geradas. (2) O 
MOEA com adaptações que incluem o multiploidismo e a neutralidade genética, 











Figura 5. Fronteiras de Pareto para cada um dos 6 problemas do ZDT. São apresentadas a fronteira 
ótima (otm), a fronteira do modelo básico (bas) e a fronteira do modelo sendo avaliado (dipl).    
 No MEA adaptado para o benchmark ZDT, cada indivíduo é representado por 
um cromossomo com dois genes por locus, ou seja, dois cromossomos homólogos 
(diploidismo). A abordagem utilizada neste experimento usa apenas genes dominantes 
ou recessivos. Cada gene possui uma região promotora que informa sua “dominância”, 
representada por um número inteiro. Um gene é dominante em relação ao seu alelo se 
esse número inteiro é maior, e apenas os códons do gene dominante são considerados na 
tradução do genótipo em fenótipo (o gene recessivo é neutro). A dominância de todos os 
 genes é atualizada no final de cada iteração. Os indivíduos do conjunto elitista de 
melhores soluções (ou seja, indivíduos não Pareto-dominados por outros) têm a 
“dominância” de todos seus genes dominantes incrementada, e os indivíduos da 
população que não pertencem ao conjunto de melhores soluções têm  a “dominância” de 
seus genes dominantes decrementada. Nada ocorre com os genes recessivos, embora 
essa alteração de valores possa alterar qual dos genes é recessivo ou dominante. Essa 
abordagem reforça a dominância dos genes alelos que, em conjunto com os demais 
genes dominantes, geram soluções ótimas, e enfraquece a dominância de genes alelos 
que, em conjunto com os demais, não geram soluções tão boas. O otimizador com 







Figura 6. Valores do indicador de hipervolume ao longo das iterações, para cada um dos 6 problemas do 
ZDT. São apresentados o hipervolume do modelo básico (bas) e do modelo sendo avaliado (dipl).  
Quanto maior, melhor. 
 Os resultados deste experimento são apresentados nas figuras 5 e 6, e na tabela1. 
As fronteiras de Pareto para cada um dos 6 problemas do benchmark ZDT (da esquerda 
para a direita, de cima para baixo) para a versão com multiploidismo (DIPL na legenda 
da figura), para cada problema de teste, são apresentadas na figura 5, e são também 
comparadas com as fronteiras de Pareto da versão básica do algoritmo (BAS) e com a 
fronteira ótima (OTM). É possível verificar que o multiploidismo leva a um conjunto 
não-dominado melhor que a versão básica para a mesma quantidade de iterações, ou 
seja, mais próximo da fronteira de Pareto. Sua convergência também é mais rápida, 
como é visível na figura 6, que mostra a evolução do indicador de hipervolume (IH). A 
eficiência do MOEADIPL foi, em média, 6,18% melhor que o otimizador básico, sem 
adaptações. Uma das maiores melhoras em relação ao algoritmo básico ocorreu na 
fronteira não-convexa do problema ZDT2, que ficou mais próxima e melhor distribuída, 
com uma melhora de 12,73%. No problema ZDT4, o MOEADIPL conseguiu avançar 
mais fronteiras locais que o algoritmo básico, porém não teve tempo de  explorar toda 
essa nova fronteira, gerando soluções não tao bem distribuídas, de modo que a área 
dominada melhorou apenas 0,96%. 
 A tabela 1 resume os resultados para todos os problemas e compara 
relativamente os indicadores de hipervolume da versão ótima IH_OTM (fronteira de 
Pareto), da versão básica (IH_REF) e da versão desenvolvida na pesquisa, com 
multiploidismo (IH_DIPL). A segunda linha apresenta a relação IH_OTM/IH_DIPL. Como a 
 versão ótima tem sempre maior valor de hipervolume, a relação é sempre maior ou igual 
a 1,0, e a versão com multiploidismo é melhor sempre que se aproxima do ótimo; 
portanto, da relação igual a 1,0. Já na terceira coluna apresenta a relação IH_REF/IH_DIPL. 
Assim, sempre que a versão com adaptações é melhor (denominador maior), essa 




Tabela 1. Valores de hipervolume do modelo adaptado (IH_DIPL) para cada um dos 6 problemas do 
ZDT, e também a relação entre o hipervolume do modelo ótimo (IH_OTM) e o hipervolume do modelo 
básico (IH_REF). 
4. Conclusões 
A utilização de algoritmos evolucionários para a exploração do espaço de projeto em 
sistemas embarcados tem sido alvo de pesquisas há mais de uma década. Apesar disso, 
vários problemas persistem. Dentre eles, estão a representação diferenciada de sistemas 
embarcados e de seus componentes e configurações. Este artigo focou apenas num 
modelo dentre os vários necessários ao projeto de um sistema embarcado dirigido pela 
aplicação: o modelo evolucionário que representa componentes de software e hardware. 
Para que o modelo evolucionário represente adequadamente todas as informações 
necessárias, foram propostas algumas adaptações, incluindo a representação de 
elementos de inspiração biológica e bioquímica que eram ignorados ou não 
devidamente adequados nas demais abordagens encontradas na literatura. 
 A avaliação da qualidade das soluções foi realizada submetendo a adaptação 
incluída no modelo evolucionário a um conjunto de problemas de testes conhecido na 
literatura e avaliados utilizando o indicador de qualidade hipervolume. Com base nos 
resultados, percebe-se, então, que é nos problemas ZDT2, ZDT4 e ZDT6 que a inclusão 
do multiploidismo mais se destacou em relação ao algoritmo básico, ou seja, essa 
adaptação traz melhores resultados em problemas com a fronteira de Pareto não-
convexa, ou em que há mínimos locais ou então em que as soluções estão concentradas 
em certa região da fronteira de Pareto. Contudo, não apresentou resultados são bons no 
ZDT5, em que o problema é deceptivo, ou seja, que apresenta pontos sub-ótimos.  
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