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Abstract
Gravitational lensing by large-scale structure significantly impacts observations of the cos-
mic microwave background (CMB): it smooths the acoustic peaks in temperature and E-mode
polarization power spectra, correlating previously uncorrelated modes; and it converts E-mode
polarization into B-mode polarization. The act of measuring and removing the effect of lensing
from CMB maps, or delensing, has been well studied in the context of B modes, but little atten-
tion has been given to the delensing of the temperature and E modes. In this paper, we model
the expected delensed T and E power spectra to all orders in the lensing potential, demonstrating
the sharpening of the acoustic peaks and a significant reduction in lens-induced power spectrum
covariances. We then perform cosmological forecasts, demonstrating that delensing will yield
improved sensitivity to parameters with upcoming surveys. We highlight the breaking of the
degeneracy between the effective number of neutrino species and primordial helium fraction as
a concrete application. We also show that delensing increases cosmological information as long
as the measured lensing reconstruction is included in the analysis. We conclude that with future
data, delensing will be crucial not only for primordial B-mode science but for a range of other
observables as well.
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1 Introduction
Weak gravitational lensing of the cosmic microwave background (CMB) [1–4] is now a highly
significant feature, seen in both the power spectra [5–11] and the higher-order statistics [12–18].
Depending on the question of interest, CMB lensing can be either a nuisance or a tool. For
instance, the sum of the neutrino masses can be measured from the reconstruction of the lensing
potential [19]. For some other parameters, error bars improve when the effect of lensing is removed
from the power spectra (delensing). Delensing the B-mode polarization to search for primordial
gravitational waves is one example that has been studied in great detail [20–24], but delensing is
a more broadly useful tool that has been explored to a much smaller extent in temperature (T )
and E-mode polarization (E). Recently the delensing of the small-scale temperature field was
demonstrated on Planck CMB data using Planck maps of the cosmic infrared background [25]. In
this paper we present a computation of the delensed small-scale CMB power spectra to all orders
in the lensing potential, calculate the associated covariance matrices of delensed power spectra,
and forecast parameter constraints from upcoming CMB surveys when analyzing the delensed
spectra.
One of the motivations for studying delensing in this regime is for future measurements of the
effective number of neutrino species, Neff . Free streaming radiation, such as neutrinos, is known
to induce a phase shift in the acoustic peaks of the primary CMB [26–28]. Lensing is known to
smooth the acoustic peaks [29, 30] which, in turn, reduces the accuracy of the measurements of the
peak locations. In fact, the benefit of delensing is quite analogous to BAO reconstruction [31], as
illustrated in Figure 1. For this reason, forecasts for future CMB experiments show that unlensed
spectra lead to better measurements of Neff [28]. In reality, delensing is an imperfect procedure
and therefore any proper treatment of forecasting or analysis should predict the delensed, rather
than unlensed, spectra.
One of the great technical simplifications of CMB lensing is that the process is local in the
observed direction. In the flat sky limit,
T˜ (~x) = T (~x + ~α(~x)) ' T (~x) + ~α(~x) · ~∇T (~x) + . . . . (1.1)
where T˜ (T ) is the lensed (unlensed) temperature map, ~α = ~∇φ is the deflection angle, and φ
is the lensing potential. Given an observed temperature map (T obs) and lensing map (~α obs), we
can certainly imagine a perturbative approach to delensing where
T d(~x) ≈ T obs(~x)− ~α obs · ~∇T obs(~x) , (1.2)
where T d is the delensed temperature map.
In practice, modeling lensing of the CMB power spectra requires more accuracy than the
simple perturbative description. Fortunately, φ is Gaussian to good approximation, which makes
an all-orders description of the lensed spectra calculable [29, 30]. One would therefore expect
that delensing could be treated by a similar all-orders procedure to predict the delensed power
spectra (see also [25] for a related discussion), given a non-perturbative description of the method
for delensing.
In this paper, we will provide an all-orders description of delensing for both temperature and
polarization. We will first describe a non-perturbative approach to delensing that reproduces
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Figure 1: The effect of lensing and delensing on the temperature two-point correlation function,
CT (r). The top panel shows the lensed and unlensed curves, as well as the delensed curves for
various experimental noise configurations using the tools developed in this work. Specifically, the
Stage II, III, and IV experiments contain noise levels of 10, 5, and 1 µK-arcmin respectively. The
bottom panel shows the change relative to the unlensed correlation function. We see that lensing
smoothes the BAO feature in the CMB and is restored by delensing, much like what is done with
BAO-reconstruction at lower redshifts [31].
the unlensed CMB in the limit of no noise. This procedure is naturally generalized to account
for the noise in the temperature, polarization, and lensing maps. We are careful to use filtered
maps as part of the delensing procedure, which we show is necessary for improving parameters
constraints. In principle, one can then produce the all-orders delensed spectra. In practice, the
exact expressions are difficult to calculate due to the non-local relationship between the observed
data and the true location of the underlying lenses. Fortunately, on the scales of interest, the
lensing potential varies slowly compared to the CMB maps and these non-local effects can be
neglected or included in a perturbative expansion. This will allow us to provide simple expressions
for the delensed power spectra that we also implement numerically.
The most immediate application of these all-orders results is for forecasting future CMB
experiments. We include forecasts covering a range of possible experimental configurations to
illustrate the impact of delensing on Neff and other cosmological parameters. Our goal is to
understand to what degree forecasts using unlensed spectra are achievable given realistic noise
levels in the lensing map. This is especially important for forecasts of Neff for CMB Stage IV,
which are tantalizingly close to the theoretical threshold of ∆Neff = 0.027 (see e.g. [32–37] for
discussion). We will also show that delensing reduces the covariance between the lensing power
spectrum and the observed temperature and polarization spectra. Proper forecasting must thus
account for both the delensed spectra and covariance matrix [38, 39].
This paper is organized as follows. In Section 2, we present the theoretical framework for
2
computing the delensed CMB spectra. We apply these results in Section 3 to show the numerically
computed spectra and covariance matrices. In Section 4, we use these results in forecasts for
future CMB experiments. We highlight the impact of delensing by comparing forecasts with
lensed, unlensed, and delensed spectra. We conclude in Section 5.
The main text is supplemented by six appendices. Appendix A explores the validity of our
expansion in gradients of φ. We compute the optimal filters in Appendix B for both the tem-
perature and polarization spectra in various limits and explain the choice of filters used in the
main text. Appendix C gives the expressions for efficient numerical computation of the delensed
polarization spectra. In Appendix D, we show how to calculate the delensed covariance matrix.
In Appendix E, we explore the effect of delensing on the Fisher information. We argue that,
as long as the lensing potential is included in the likelihood, one should gain information by
delensing. Appendix F explores an alternate all-orders approach to delensing that is exact in the
limit of no noise.
We will use the following conventions throughout: we define Stage II, III, and IV to be 1
arcmin resolution experiments with 10, 5, and 1 µK-arcmin temperature noise respectively. The
lensing noise for these experiments is determined assuming the minimum variance quadratic
estimator [40], which combines information in the lensed temperature and polarization fields,
including the improvement from iterative delensing with the EB reconstruction [23]. We typically
show power spectra in terms of D` ≡ `(` + 1)C`/(2pi). We will use ~` to label harmonics of the
CMB temperature and polarization but we use ~L for the harmonics of the lensing potential.
2 All-Orders Delensing
The goal of this section is to present an all-orders theoretical framework for delensing, both
in principle and with real data. Our discussion will focus on temperature at first, but we will
also include the generalization to polarization. We will assume the flat sky limit for simplicity.
Nevertheless, our primary interest is in delensing temperature and E-mode polarization where
the modes of most interest are well approximated by the flat sky limit. Previous work aimed
at reconstructing the primary (unlensed) CMB simultaneously with the lensing potential include
global maximum-likelihood approaches [41, 42], local maximum-likelihood approaches [43], and
Bayesian techniques [44].
Our approach to delensing removes the effect of the lensing directly from the CMB maps,
rather than simply deconvolving the estimated lensing deflection power spectrum from the CMB
power spectrum. The realization of the lensing deflection field (including its scatter about the
mean) affects the smoothing of the acoustic peaks and is responsible for moving Fisher information
from the power spectrum to higher-order statistics. It is therefore important that delensing is a
map-level procedure rather than a deconvolution of the power spectra.
2.1 Non-Perturbative Delensing for Real Data
Lensing is a local process in real space. Given an unlensed temperature map T (~x) and a lensing
field ~α(~x), the lensed temperature map is given by
T˜ (~x) = T (~x + ~α(~x)) =
∫
d2`
(2pi)2
ei
~`·
(
~x+~α(~x)
)
T~` . (2.1)
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Suppose now that we have a perfect measurement of the lensing map (i.e. ~α obs = ~α) and would
like to reconstruct T (~x). We can define an exact delensing procedure as
T d(~x) =
∫
d2x′J(~x ′)δ2(~x − ~α(~x ′)− ~x ′)T˜ (~x ′) , (2.2)
where J(~x) = det ∂i(xj + αj(~x)) is the Jacobian for the change of variables ~y = ~x + ~α(~x) and
T d is our delensed map. By a change of variables, it is clear that this procedure perfectly inverts
the lensing
T d(~x) =
∫
d2x′J(~x ′)δ(~x − ~α(~x ′)− ~x ′)T (~x ′ + ~α(~x ′)) =
∫
d2y′δ(~x − ~y ′)T (~y ′) = T (~x) . (2.3)
We see that, in the absence of noise, lensing can be perfectly inverted.
At a practical level, this exact procedure is challenging to implement. In order to make use
of the Jacobian, we need a map of the lensing deflection field, and we also require a map of its
gradients at small scales which is typically more contaminated with noise (see Appendix A for
more details). While a simple solution is to neglect the Jacobian in (2.3), this approximation
introduces an error of O(~∇ · ~α).
Perhaps the more obvious and convenient approach is to invert lensing locally in the map as
follows,
T d(~x) = T˜
(
~x − ~α(~x)) = T(~x + ~α(~x − ~α(~x))− ~α(~x)) = T(~x +O((~α · ~∇)~α)) . (2.4)
One beneficial feature of this approach is that it is very easy to implement given the maps T˜ (~x)
and φ(~x). While this procedure does not delens the temperature exactly, it does so up to an
error of order O
(
(~α · ~∇)~α
)
. This error is acceptably small for our applications as we show
explicitly in Appendix A. We could even iteratively correct this procedure by hand, T d(~x) =
T˜
(
~x − ~α(~x) + (~α · ~∇)~α
)
, to push the error to progressively higher orders in ~α · ~∇.
In reality, we observe neither the temperature (polarization) nor the lensing potential perfectly.
Given our limited knowledge, we must provide a procedure for delensing an observed map that
is well suited for the strengths and limitations of our observations. We would like any delensing
procedure to have the following properties:
• In the limit where the noise vanishes, delensing should be accurate: T d(~x) ≈ T (~x).
• We do not add or remove power from the map. Lensing itself conserves total power and we
wish maintain this property of the delensing as well.
• We should be allowed to filter our maps to minimize the impact1 of noisy modes.
1One often filters maps simply to project out the noisy modes altogether. Such a procedure does not conserve
total power, and we show explicitly in Section 4 that such a procedure weakens parameter constraints. The role of
filtering here is to avoid introducing additional noise in the maps from delensing itself, due to noise in ~α obs and/or
T obs. See Appendix B for more discussion.
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With real data, we typically want to filter the maps before delensing to avoid using noisy modes,
both in T and φ. Therefore, given an observed temperature map T obs(~x), and an observed lensing
map ~α obs, our delensed map will be given by
T d(~x) = h¯ ? T obs(~x) + h ? T obs(~x − g ? ~α obs(~x)) (2.5)
where
a ? b(~x) =
∫
d2x a(~x − ~x ′)b(~x ′) =
∫
d2`
(2pi)2
ei
~`·~xa~` b~` . (2.6)
The functions h¯, h, and g are filters that we will discuss shortly. If we want to satisfy the above
requirements, we can see that h¯ must be determined by g and h. In particular, there is a constraint
imposed on the filters to ensure that we not add or remove power 〈T d(0)2〉 = 〈T obs(0)2〉. We will
determine the explicit expression for of h¯ once we discuss the power spectrum of T d for general
filters2. In the limit of no noise and g, h → 1, we must impose a constraint h¯ → 0 in order to
reproduce the procedure in Equation (2.4). An alternative procedure that uses Equation (2.3) as
the starting point is discussed in Appendix F.
A similar delensing procedure was recently discussed in [25], applied to Planck data. The
approach taken there is equivalent to Equation 2.5 with h¯ = 0 and h = 1. This choice conserves
total power and matches our procedure in the limit of no noise. Including h 6= 1 and h¯ 6= 0 is
important for minimizing the noise induced in the delensed maps, as shown in Appendix B.1.
Furthermore, we will show in Section 4 that filtering with h¯ = 0 produces significantly weaker
constraints on cosmological parameters than when we allow h¯ 6= 0 for noisy modes.
The expressions for the delensed maps are easier to work with in terms of harmonics,
T d~` = h¯~`T
obs
~` +
∫
d2x
d2`1
(2pi)2
h~`
1
T obs~`
1
e−i~`·~xei~`1·(~x−g?~α(~x)) . (2.7)
From here on, we will assume isotropic noise, and therefore isotropic filters, so we will take
h~` = h` and h¯~` = h¯`. We can formally write the delensed C` as
〈T d~` T d~`′〉 = (2pi)2δ(~` + ~`′)|h¯`|2Cobs` +
[∫
d2x
d2`1
(2pi)2
e−i(~`−~`1)·~x ×
(
h¯`′h`1〈e−i
~`
1·g?~α obs(~x)T obs~`
1
T obs~`′ 〉
)
+ {~` ↔ ~`′}
]
+
∫
d2x′d2x′′
d2`1d
2`2
(2pi)4
e−i(~`−~`1)·~xe−i(~`
′−~`2)·~x ′h`1h`2 ×
〈e−i~`1·g?~α obs(~x)e−i~`2·g?~α obs(~x ′)T obs~`
1
T obs~`
2
〉 . (2.8)
In principle, this defines the all-orders result, if one can evaluate all of the correlation functions
exactly and perform the integrals. In the next section, we will discuss several approximations
that will simplify the calculations and allow for simpler analytic results that can be efficiently
2We discuss optimal and near-optimal filtering schemes in Appendix B. However, the delensing procedure should
make sense independent of the precise choice of filters.
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computed numerically. We can also systematically improve these (or any other) approximations
by treating them as a perturbative expansion of this equation.
While these results hold for any choice of the gL, h`, and h¯` filters, one should optimize these
choices to minimize the impact of noise. We will discuss this optimization in Appendix B but we
will ultimately use signal-to-noise filtering of the form
gL =
CφφL
Cφφ,obsL
h` =
C˜TT`
CTT,obs`
, (2.9)
where C˜TT` is the lensed spectrum. We determine h¯` in terms of h` and gL from the conservation
of total power in Appendix B.2. We will also need to define a filter for polarization, hP` , which is
similarly filtered in terms of CEE` . These choices are optimal in certain limits, but are also easy
to implement and have simple interpretations.
2.2 Approximate Delensed Power Spectra
Two well-motivated approximations that will greatly simplify calculations are (1) small lensing
gradients, (~α · ~∇) ~α ~α and (2) Gaussianity of the lensing potential. These two approximations
alone allow for simple all-orders expressions for the delensed power spectra.
Let us start by dropping gradients of ~α. As described above, in the limit of no noise we can
make the approximation T˜ (~x − g ? ~α obs(~x)) ≈ T (~x + ~α − g ? ~α obs(~x)) up to errors that we
can safely ignore (see Appendix A for details). However, we are still filtering the maps before
delensing, which makes it more challenging to implement this approximation. Specifically, we
have
h ? T obs(~x − g ? ~α obs(~x)) =
∫
d2x′
d2`1
(2pi)2
h`1e
i~`1·(~x−~x ′−g?~α obs(~x))T obs(~x ′) (2.10)
=
∫
d2`1
(2pi)2
h`1e
i~`1·(~x−g?~α obs(~x))
[
TN~`
1
+ e−i~`1·~x
∫
d2x′
d2`2
(2pi)2
ei
~`
2·(~x ′+~α(~x ′))T~`
2
]
,
where we used T obs = T˜ + TN. For a completely general filter, h`, this expression can be
challenging to work with. In practice, for the range of interest, the filters change very slowly.
For `1, `2 that dominate these integrals, we expect that h`1 ' h`2 , so we can perform the integral
over `1 (and relabel `2 → `1) to find
h ? T obs(~x − g ? ~α obs(~x)) ≈
∫
d2`1
(2pi)2
h`1
[
ei
~`
1·(~x−g?~α obs(~x))TN~`
1
+ ei
~`
1·(~x−g?~α obs(~x)+~α(~x))T~`
1
]
,
h¯ ? T obs(~x) ≈
∫
d2`1
(2pi)2
h¯`1
[
ei
~`
1·~xTN~`
1
+ ei
~`
1·(~x+~α(~x))T~`
1
]
. (2.11)
In position space, we are assuming that h(~x) is highly localized (i.e. approximately a delta
function) compared to the scales over which ~α(~x) varies. In `-space, this means that h` ' h`±100
since the lensing power spectrum peaks at large angular scales L . 100.
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Putting this all together and transforming to harmonics gives
T d~` = h¯`T
N
~` +
∫
d2x
d2`1
(2pi)2
[
h`1e
−i~`·~x
(
ei
~`
1·(~x−g?~α obs(~x))TN~`
1
+ ei
~`
1·(~x−g?~α obs(~x)+~α(~x))T~`
1
)
+h¯`1e
−i~`·~xei~`1·(~x+~α(~x))T~`
1
]
. (2.12)
The noise and unlensed temperature are independent of the lensing potential, and therefore the
power spectrum becomes〈
T d~` T
d
~`′
〉
= (2pi)2δ(~` + ~`′)|h¯`|2Cobs` +
[∫
d2x h¯`′h−`′CN`′ e
−i(~`+~`′)·~x
〈
e−i~`
′·g?~α obs(~x)
〉
+ {~` ↔ ~`′}
]
+
∫
d2xd2x′
d2`1
(2pi)2
h¯`1h−`1C`1 ×[
e−i~`·~x−i~`
′·~x ′+i~`1·(~x−~x ′)
〈
ei
~`
1·(~α(~x)−g?~α obs(~x))e−i~`1·~α(~x
′)
〉
+ {~` ↔ ~`′}
]
+
∫
d2xd2x′
d2`1
(2pi)2
|h`1 |2C`1 ×[
e−i~`·~x−i~`
′·~x ′+i~`1·(~x−~x ′)
〈
ei
~`
1·(~α(~x)−g?~α obs(~x))e−i~`1·(~α(~x
′)−g?~α obs(~x ′))
〉]
.(2.13)
In principle, this reduces the problem to the correlation functions of ~α and ~α obs, but because of
the exponentials, it will involve an infinite series of terms.
Now we will assume3 that ~α is Gaussian. We can then evaluate the correlation functions using
〈eiy〉 =
∫ ∞
−∞
dyeiy
1√
2piσ2
e−y
2/2σ2 = e−〈y
2〉/2 , (2.14)
which holds for any Gaussian random variable y.
We can now reduce the problem to computing the two-point correlation functions of ~α and
~α obs in terms of Cφφ` and C
φφ,obs
` where ~α =
~∇φ. This boils down to evaluating〈
αXi (~x)α
Y
j (~x
′)
〉
=
1
2
δijC
Z
0 (r)− (rˆirˆj −
1
2
δij)CZ2 (r) (2.15)
where X,Y = { , obs} and Z = { , cross, obs} for {X = Y 6= obs , X 6= Y,X = Y = obs}
respectively. With these conventions, we will define the filter to be gZL = {1, gL, |gL|2} and
lensing power Cφφ,ZL = {CφφL , CφφL , Cφφ,obsL }. We have assumed isotropic reconstruction noise so
that g~L = gL. In terms of these quantities, our correlation functions are given by
CZ0 (r) ≡
〈
~α(~x) · ~α(~x ′)〉 = ∫ d2L
(2pi)2
L2gZLC
φφ,Z
L e
i~L ·~r
=
∫
dL
2pi
L3gZLC
φφ,Z
L J0(Lr) , (2.16)
3The CMB lensing field is expected to be mostly Gaussian because the matter fluctuations that lens the CMB
are mainly at high redshift z ∼ 2 and on large scales k ∼ 102Mpc−1, where the perturbations are well-described by
linear theory . This is supported by simulations [45, 46] and analytical calculations [47–49]. Non-Gaussianity from
post-Born corrections should also be small [50]. Non-Gaussian contributions may also be included as perturbative
corrections to our Gaussian approximation.
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and
CZ2 (r) ≡ −2(rˆirˆj −
1
2
δij)
〈
αi(~x)αj(~x
′)
〉
= −
∫
d2L
(2pi)2
L2 cos 2ϕgZLC
φφ,Z
L e
i~L ·~r
=
∫
dL
2pi
L3J2(Lr)g
Z
LC
φφ,Z
L , (2.17)
where ~L · rˆ = L cosϕ. In practice, these quantities are all very similar, and they differ only in the
sense that we are filtering the observed map (but not the underlying lensing field ~α(~x)) and that
the noise in our measurement only affects the power spectrum of ~α obs. The notation in terms of
CZ0,2 captures that there are two power spectra and one cross-correlation.
Putting this all together, we get〈
T d~` T
d
~`′
〉
= (2pi)2δ(~` + ~`′)
[
|h¯`|2Cobs` + (h`h¯−` + h−`h¯`)e−
1
4 `
2Cobs0 (0)CN` (2.18)
+
∫
d2r
d2`1
(2pi)2
|h`1 |2CN`1e−i(
~`−~`1)·~r e−
`21
2
(Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))
+
∫
d2r
d2`1
(2pi)2
C`1e
−i(~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r))
×
(
(h`1 h¯−`1 + h−`1 h¯`1)e
− `
2
1
4
Cobs0 (0)+
`21
2
(Ccross0 (0)−Ccross0 (r))+
`21
2 cos 2ϕ1C
cross
2 (r))
+|h`1 |2e−
`21
2
(Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))+`21(Ccross0 (0)−Ccross0 (r))+`21 cos 2ϕ1Ccross2 (r)
)]
.
where ˆ`1 · rˆ = cosϕ1. When computing spectra in later sections, we will often consider the case
where cross-correlations are used to effectively set CN` = 0 in this expression. However, when
computing the covariance matrices the noise terms cannot be removed.
From these expressions, we can also determine the h¯` that conserves total power. This is
derived in Appendix B.2 and give the result
h¯` =
√
1− h2`
(
1− e− `22 Cobs0 (0)
)
− h`e−
`2
4
Cobs0 (0) . (2.19)
To zeroth order in Cobs0 (0), this expression is h¯` ≈ 1− h`.
2.3 Polarization
Lensing of the polarization field is quite familiar when written in terms of Q and U ,
[
Q± iU](~x) = −∫ d2`
(2pi)2
[
E ± iB]~` e±2iϕ~`ei~`·~x , (2.20)
where the factor e±2iϕ~` converts between the fixed reference basis in real space and the natural
basis in harmonic space. Like temperature, lensing moves the points on this map via
[
Q˜± iU˜](~x) = [Q± iU](~x + ~α(~x)) = −∫ d2`
(2pi)2
[
E ± iB]~` e±2iϕ~`ei~`·(~x+~α(~x)) . (2.21)
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The all-orders delensing procedure at this level is therefore to take the Q and U maps and apply
the same procedure as we did for temperature:[
Qd ± iUd](~x) = h¯(P ) ? [Qobs ± iUobs](~x) + h(P ) ? [Qobs ± iUobs](~x − g ? ~α obs(~x)) . (2.22)
We note that, a priori, h¯(P ) and h(P ) are not required to be real functions. Yet, in practice,
delensing is a procedure we apply to the Q and U maps, and if the noise is isotropic then there
should be no distinction between the filtering of Q and U nor should they be mixed under filtering.
As result, we will choose our filters to be real (see Appendix B.5 for further discussion).
Making the same approximations as we did for temperature, the delensed E and B are given
by
(Ed ± iBd)~` = h¯(P )` (Eobs ± iBobs)~` +
∫
d2x
d2`1
(2pi)2
h
(P )
`1
e
±2i(ϕ~`
1
−ϕ~`)e−i(~`−~`1)·~x
×
[
(EN ± iBN)~`
1
e−i~`1·g?~α
obs(~x) + (E ± iB)~`
1
ei
~`
1·(~α(~x)−g?~α obs(~x))
]
. (2.23)
Now we can isolate Ed (or equivalently Bd) as
Ed~` = h¯
(P )
` E
obs
~` +
∫
d2x
d2`1
(2pi)2
h
(P )
`1
ei(
~`
1−~`)·~x
×
[
cos(2(ϕ~`
1
− ϕ~`))
(
EN~`
1
e−i~`1·g?~α
obs(~x) + E~`
1
ei
~`
1·(~α(~x)−g?~α obs(~x))
)
+ sin(2(ϕ~`
1
− ϕ~`))BN~`
1
e−i~`1·g?~α
obs(~x)
]
. (2.24)
where we have assumed there are no primordial B-modes. Repeating the same steps as for
temperature, we find
〈Ed~`Ed~`′〉 = (2pi)2δ(~` + ~`′)
[ ∣∣∣h¯(P )` ∣∣∣2CEE,obs` + (h(P )` h¯(P )−` + h(P )−` h¯(P )` )e−14 `2Cobs0 (0)CEE,N` (2.25)
+
∫
d2r
d2`1
(2pi)2
e−i(~`−~`1)·~r e−
`21
2
(Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))
×
∣∣∣h(P )`1 ∣∣∣2 [ cos2(2(ϕ~`1 − ϕ~`))CEE,N`1 + sin2(2(ϕ~`1 − ϕ~`))CBB,N`1 ]
+
∫
d2r
d2`1
(2pi)2
cos2(2(ϕ~`
1
− ϕ~`))CEE`1 e−i(
~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r))
×
(
(h
(P )
`1
h¯
(P )
−`1 + h
(P )
−`1 h¯
(P )
`1
)e−
`21
4
Cobs0 (0)+
`21
2 (C
cross
0 (0)−Ccross0 (r)+cos 2ϕ1Ccross2 (r))
+
∣∣∣h(P )`1 ∣∣∣2 e− `212 (Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))+`21(Ccross0 (0)−Ccross0 (r)+cos 2ϕ1Ccross2 (r))
)]
,
9
where we used ϕ−~` = ϕ~` + pi. Similarly we can compute the TE correlation, which simplifies
significantly
〈
T d~` E
d
~`′
〉
= (2pi)2δ(~` + ~`′)
[
h¯`h¯
(P )
−` C˜
TE
` (2.26)
+
∫
d2r
d2`1
(2pi)2
cos(2(ϕ~`
1
− ϕ~`))CTE`1 e−i(
~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r))
×
(
(h`1 h¯
(P )
−`1 + h
(P )
−`1 h¯`1)e
− `
2
1
4
Cobs0 (0)+
`21
2 (C
cross
0 (0)−Ccross0 (r)+cos 2ϕ1Ccross2 (r))
+h`1h
(P )
−`1e
− `
2
1
2 (C
obs
0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))+`21(Ccross0 (0)−Ccross0 (r)+cos 2ϕ1Ccross2 (r))
)]
.
The cross-correlation in this case will have some unusual features because we have separate
filters acting on T and E. At the map level, this means there are modes where we delens the
temperature but not the polarization (h` ≈ 1 and h¯(P )` ≈ 1). The temperature and polarization
information is carried by the same photons yet this delensing procedure can break this physical
relationship between the lensing in the two maps. Nevertheless, our filtering scheme is chosen to
minimize the error-bars in our cosmological parameters and some counter-intuitive features arise
as a consequence of minimizing the noise.
One can also apply the same technique to delensing the B modes. Delensing of the B modes
is substantially simplified compared to T and E because the unlensed signal is often assumed to
vanish. Alternate delensing schemes, such as iterative delensing [23], are likely to be effective in
this context and can also be used to generate the φ-map.
Summary: Together with CφφL , the delensed spectra given by Equations (2.18), (2.25) and (2.26)
will form the basis for forecasting presented in Section 4. Forecasts involving the tensor-to-scalar
ratio, r, should include Cd,BB` but is beyond the scope of this work. In principle, these same
techniques can also be generalized to any N -point function or corrected perturbatively to improve
accuracy.
3 Numeric Spectra and Covariances
In the previous section, we gave analytic formulas for the TT , TE, and EE spectra given the
unlensed spectra and the noise power spectra for the CMB and lensing maps (assuming Gaussian,
isotropic noise). Evaluating these expressions must be done numerically but this is straightfor-
ward given the existing techniques used to compute the lensed spectra [4]. Furthermore, from
these expressions, we can also compute the covariance matrix for the delensed spectra. In this
section we will show the numeric calculation of the spectra and covariance matrix.
3.1 Spectra
The method we use to numerically compute the delensed power spectra is very similar to the
procedure for computation of the flat-sky lensed spectra in CAMB [51]. Numerical results are
more stable if one computes first the change to the unlensed spectrum due to the combination
10
of lensing and delensing, and then adds the result to the unlensed spectrum. Starting from
Eq. (2.18), we expand to first order in C2(r) and find for the change to the delensed temperature
correlation function
∆ξdT (r) =
∫
d`
2pi
`C`
[
− J0(`r) (3.1)
+
∣∣h¯`∣∣2 exp [−`2
2
(C0(0)− C0(r))
](
J0(`r) +
`2
2
C2(r)J2(`r)
)
+
(
h`h¯−` + h−`h¯`
)
exp
[
−`
2
2
(
(C0(0)− C0(r))− (Ccross0 (0)− Ccross0 (r)) +
1
2
Cobs0 (0)
)]
×
(
J0(`r) +
`2
2
(C2(r)− Ccross2 (r)) J2(`r)
)
+ |h`|2 exp
[
−`
2
2
(
(C0(0)− C0(r))− 2(Ccross0 (0)− Ccross0 (r)) + (Cobs0 (0)− Cobs0 (r))
)]
×
(
J0(`r) +
`2
2
(
C2(r)− 2Ccross2 (r) + Cobs2 (r)
)
J2(`r)
)]
.
One could include higher orders in C2(r) for improved accuracy, however most scales in the CMB
are well approximated with the first-order approach used here [4, 52]. These expressions are
evaluated using h` = C˜`/(C˜` + C
N
` ), as described in Appendix B. These spectra also require the
noise for both φ and T which is shown in Figure 2.
The delensed temperature power spectrum is then given by
Cd` = C` + 2pi
∫
rdrJ0(`r)∆ξ
d
T (r) . (3.2)
Similar remarks apply for the polarization spectra, which are discussed in Appendix C.
The delensed spectra that result from this calculation are shown in Figure 3. Qualitatively,
the delensed spectra follow our basic expectations. At low `, where the temperature and polar-
ization are measured with high signal-to-noise, our ability to delens is limited only by the lensing
reconstruction noise. At high `, when the temperature and polarization noise in the left panel
of Figure 2 begins to dominate over the signal, delensing becomes difficult and delensed spectra
follow the lensed spectra. Both statements are consistent with expectations from the form of the
filters.
A more detailed understanding of the spectra can be gained from isolating the various con-
tributions. At the power spectrum level, if we had a perfect lensing measurement, we would
qualitatively expect a transition from mostly unlensed at large angular scales to mostly lensed
spectra at small angular scales. These limits are represented by the regions of the spectra where
the filters take the values h` = 1 and h¯` = 1 respectively. Figure 4 shows the contributions
from each filter and indeed low ` is dominated by h2` and high ` is dominated by h¯
2
` . However,
at intermediate values the h¯`h` cross-term dominates, yet it has no simple interpretation as the
lensed or unlensed spectrum. This is a direct consequence of working at the map level, but this is
crucial for removing the effect of the realization of φ, rather than just the lensing power spectrum.
This will lead to some unexpected features in the covariance, but we will find it is necessary for
improving constraints through delensing.
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Figure 2: Left: Noise spectra for both T and E for Stage II, III, and IV experiments (green)
compared to the lensed (blue) and unlensed (red) TT (solid) and EE (dashed) spectra. In
what follows, the transition region from signal-dominated to noise-dominated is where we expect
filtering to play an important role. Right: Lensing deflection (d ≡ Lφ) power spectrum in black,
compared to the lensing deflection noise for Stage II, III, and IV experiments in green (details can
be found in Section 4.1). We expect that modes that are reconstructed with high signal-to-noise
can be removed from CMB maps by delensing.
Our ability to delens is also affected by the noise in our lensing reconstruction. The smearing
of the acoustic peaks of the lensed spectra is due mostly to the peak of the lensing power spectrum
around L ∼ 40. At high `, there is an excess of power in the lensed spectrum as compared to
the unlensed spectrum due to the presence of small scale lenses. One can see, for example, in the
TT panel of Figure 3 that around ` ∼ 2500 for the Stage IV experiment, the peak smearing has
mostly been removed from the delensed spectrum, but there remains an excess of power compared
to the unlensed spectrum since the small scale lenses are not resolved with high significance (see
the right panel of Figure 2).
3.2 Power Spectrum Covariance
In order to obtain forecasts on cosmological parameter constraints, we also account for the co-
variances between observed CMB and lensing power spectra, calculating the reduction in these
covariances when delensing is performed. Ignoring the non-trivial off-diagonal lens-induced co-
variance in a cosmological analysis will double count information encoded in the lensing field,
and can overestimate the constraints on cosmological parameters that are sensitive to CφφL . We
will see that delensing removes these off-diagonal covariances when the noise is small; however,
since our lensing map is not perfect the off-diagonal covariances are not removed perfectly, or at
all for the noisiest modes.
To compute the power spectrum covariance matrices, we will use the analytic approximation
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Figure 3: Comparison of lensed, unlensed, and delensed TT , TE, EE, and BB power spectra
for Stage II, III, and IV experiments using the cosmological parameters listed in Table 1. For
each spectrum, in the lower panel we show ∆D` ≡ D` −Dunlensed` in order to highlight the effect
of delensing on the power spectra. The spectra for an experiment with perfect delensing would
lie on the zero line in these lower panels.
proposed by [38],
Cov(Cd,XY` , C
d,WZ
`′ ) =
fsky
2`+ 1
[
Cd,XW` C
d,Y Z
` + C
d,XZ
` C
d,Y W
`
]
δ` `′ (3.3)
+fsky
∑
L
[
∂Cd,XY`
∂CφφL
Covφφ,φφLL′
∂Cd,WZ`′
∂CφφL′
]
,
where XY,WZ ∈ {TT, TE,EE}, Cd,XY` are the delensed spectra, and fsky is the observed sky
fraction. In principle, our all-orders approach can also be applied directly to the covariance
matrix but is beyond the scope of this work. The advantage of this approximate form is that it
can be computed from the delensed spectra and derivatives thereof.
In practice, we will typically consider the case where we compute cross correlations of subsets
of data that experience different realizations of the noise. This removes the noise when computing
these cross-spectra. For the covariance matrix, this amounts to considering X = W = T and
Y = Z = T ′ where CTT ′` is the delensed spectrum with C
N,TT ′
` = 0. In Equation (3.3), we see
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Figure 4: Contributions to delensed spectrum for a Stage II experiment, where the signal-
dominated modes that we delens are isolated using the h filter and the noise-dominated modes
we do not delens are isolated using the h¯ filter. In the power spectrum, the resulting h¯2, h¯h, and
h2 terms (Eq. 2.25) are shown in salmon, cyan, and magenta respectively. While it is intuitively
clear that the first and last terms dominate at high and low `, we see that the cross-term, h¯h, can
be the dominant contribution at intermediate scales. This feature is relevant for the covariance
matrices.
that the noise still enters in the diagonal term via CXW=TT` C
Y Z=T ′T ′
` but does not enter in the
off-diagonal terms.
Calculating the derivative of the CMB spectra with respect to the lensing spectrum is tedious
but straightforward. Essentially, it is a simple application of the result for the lensed TT spectrum
∂C˜TT`
∂CφφL
=
∫
d2r
d2`1
(2pi)2
C`1e
−i(~`−~`1)·~r ∂
∂CφφL
[
e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r))
]
(3.4)
=
∫
d2r
d2`1
(2pi)2
C`1
`21L
3
2
(
J0(Lr)− 1− cos 2ϕ1J2(Lr)
)
e−i(~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r)) .
The full result for the delensed TT spectrum is shown in Appendix D and is trivially generalized
to the polarization spectra. As with the power spectra, we expand to first order in C2(r) for the
numerical computation of the covariance matrices.
The covariance is most easily visualized through the dimensionless correlation matrix shown
in Figure 5, defined as
Corr
(
CXY` , C
WZ
`′
) ≡ Cov(CXY` , CWZ`′ )√
Cov(CXY` , C
XY
` ) Cov(C
WZ
`′ , C
WZ
`′ )
, (3.5)
where the contribution from the CMB noise is included in the covariance. For the lensed spectra,
we see the characteristic checkerboard pattern in the TT , TE, and EE spectra from the lens-
induced mode coupling [38]. We also see that the correlation between lensing power spectra and
the CMB power spectra is dominated by the low-L lensing modes over a wide range of scales in
14
0500
1000
1500
2000
2500
3000
CT
T
`
0
500
1000
1500
2000
2500
3000
CT
E
`
0
500
1000
1500
2000
2500
3000
CE
E
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTT`
0
100
200
300
400
500
Cd
d
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTE`
0
50
0
10
00
15
00
20
00
25
00
30
00
CEE`
−0.0010
−0.0008
−0.0006
−0.0004
−0.0002
0.0000
0.0002
0.0004
0.0006
0.0008
0.0010
0
500
1000
1500
2000
2500
3000
CT
T
`
0
500
1000
1500
2000
2500
3000
CT
E
`
0
500
1000
1500
2000
2500
3000
CE
E
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTT`
0
100
200
300
400
500
Cd
d
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTE`
0
50
0
10
00
15
00
20
00
25
00
30
00
CEE`
−0.0010
−0.0008
−0.0006
−0.0004
−0.0002
0.0000
0.0002
0.0004
0.0006
0.0008
0.0010
0
500
1000
1500
2000
2500
3000
CT
T
`
0
500
1000
1500
2000
2500
3000
CT
E
`
0
500
1000
1500
2000
2500
3000
CE
E
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTT`
0
100
200
300
400
500
Cd
d
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTE`
0
50
0
10
00
15
00
20
00
25
00
30
00
CEE`
−0.0010
−0.0008
−0.0006
−0.0004
−0.0002
0.0000
0.0002
0.0004
0.0006
0.0008
0.0010
0
500
1000
1500
2000
2500
3000
CT
T
`
0
500
1000
1500
2000
2500
3000
CT
E
`
0
500
1000
1500
2000
2500
3000
CE
E
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTT`
0
100
200
300
400
500
Cd
d
`
0
50
0
10
00
15
00
20
00
25
00
30
00
CTE`
0
50
0
10
00
15
00
20
00
25
00
30
00
CEE`
−0.0010
−0.0008
−0.0006
−0.0004
−0.0002
0.0000
0.0002
0.0004
0.0006
0.0008
0.0010
Stage IV Lensed Stage II Delensed
Stage III Delensed Stage IV Delensed
Figure 5: Correlation matrices, defined in Eq. (3.5) where d ≡ Lφ is the magnitude of the
deflection angle. The top left panel shows the correlations for the lensed spectra with Stage-IV
noise. The other panels show the covariances for the delensed spectra for three experimental
noise levels. In the delensed covariances there is additional off-diagonal correlation at moderate
values of ` beyond what appears in the lensed spectra. One can check that this is consequence
of the h¯h terms in Figure 4. This term is only important when the noise is comparable to the
signal and moves to smaller scales with higher-sensitivity data.
the CMB [39]. In contrast, the delensed spectra show essentially none of these features at low `
where we expect the delensing to be effective. This is precisely what we would expect by removing
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the effect of lensing. However, at moderate values of ` we see that delensing has produced large
off-diagonal correlations that have no analog in the lensed spectra.
The large off-diagonal terms are a result of the h`h¯` term of Eq. 2.12 shown in Figure 4.
Effects of lensing that remain in the h¯-filtered maps lead to a broadband lensing contribution
in the spectra when cross correlated with the h-filtered maps. This in turn causes off-diagonal
covariance between modes which contain a significant contribution from the h`h¯` term. This
explains why these off-diagonal correlations are confined to intermediate value of `, as it is due
to the transition from h` to h¯` where both are important. Furthermore, these regions would not
appear if we were simply to set h¯` = 0 throughout. However, our goal is to get the best possible
measurement of cosmological parameters, not minimize the off-diagonal correlations. We will see
in Section 4 that these regions do not negatively impact the forecasts and, in fact, attempts to
remove the off-diagonal correlations by taking h¯` = 0 significantly weaken the constraints. As a
result, while these off-diagonal features may seem undesirable, they are an inevitable consequence
of choices that optimize delensing both for map making and for cosmological parameters.
4 Delensing and Cosmological Parameters
The primary applications of our all-orders delensed spectra are to forecasting and data analysis.
A real experiment will produce temperature, polarization, and lensing maps with the goal of
measuring cosmological parameters. We have seen that delensing does sharpen acoustic peaks
and removes some of the lensing-induced non-Gaussian covariance. Of course, the practical
value of delensing is seen in the error bars of cosmological parameters. In this section, we will
explore forecasts using delensed spectra for a variety of cosmological parameters. We will see
that forecasts always improve with delensed spectra, providing a more unambiguous reason to
delens the CMB maps (see also Appendix E for discussion).
4.1 Forecasting Methodology
All unlensed, lensed, and deflection power spectra used in forecasts are computed using CAMB
[51]. Delensed spectra are computed from the CAMB output by using Eqs. (3.1), (3.2), and
(C.1-C.4).
For the noise in the CMB survey, we assume Gaussian noise spectra of the form
CTT,N` = ∆
2
T exp
(
`(`+ 1)
θ2FWHM
8 log 2
)
, (4.1)
where ∆T is the instrumental noise in µK-radians and θFWHM is the beamsize in radians. We
assume fully polarized detectors, such that the polarization noise spectra are CEE,N` = C
BB,N
` =
2CTT,N` .
For the noise in the lensing reconstruction, we assume that the given CMB survey is used to
obtain a lensing map with standard quadratic estimator techniques [40]. We note, however, that
maps obtained from tracers of large-scale structure [23], such as the emission from the cosmic
far-infrared background [24], can yield higher-fidelity maps of lensing than those obtained inter-
nally from the CMB for some upcoming experiments. We use the minimum variance quadratic
estimator, which combines information in the lensed temperature and polarization fields. For
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the EB estimator, which dominates the lensing information in a high-sensitivity experiment, our
calculation of the lensing reconstruction noise includes the improvement from iterative delens-
ing [23]. We use this iterative technique only for the purpose of minimizing lensing reconstruction
noise, and we use our all-orders method when computing delensed spectra.
Although we model the lens reconstruction noise as coming from the given CMB survey, we
are ignoring terms that would arise in both the spectra and covariances if the lensing field were
obtained from quadratic combinations of the same T and E modes that are being delensed.
Including these terms will generically lead to biases on the delensed power spectra. These bi-
ases can be avoided using independent maps of the lensing field such as those from large scale
structure [23, 24] or by using CMB modes in the lens reconstruction that are disjoint from those
being delensed. This latter technique is analogous to a method for avoiding the bias on measured
lensing power auto-spectra originating from the disconnected CMB four-point function [15, 53].
Avoiding these biases also has the benefit of avoiding off-diagonal lens-lens covariance [54] as
well as obviating the need for additional terms in the temperature- and polarization-lens power
cross-covariance [39] in Eq. (3.3).
In order to forecast constraints on a set of cosmological parameters λi, we compute Fisher
matrices using
Fij =
∑
`,`′
∑
WX,Y Z
∂CXY`
∂λi
Cov−1(CXY` , C
WZ
`′ )
∂CWZ`′
∂λj
. (4.2)
In this sum over power spectra, as well as when computing reconstructed lensing maps, we take
`min = 30 and `max = 5000, except for TT spectra, for which we use `
TT
max = 3000, due to
the presence of foregrounds in the CMB temperature, such as radio and emission high-redshift
galaxies and the thermal and kinetic Sunyaev-Zel’dovich effects. We take the sky fraction to be
fsky = 0.7, and we assume a 1 arcminute beam.
We have simplified the calculation of the Fisher matrix in Equation (4.2) by ignoring deriva-
tives of the inverse covariance. This approximation is typically very reliable, but turns out to
create complications with Cd,TE` . Specifically, when h` 6= h(P )` delensing changes the RMS power
in CTE` by an amount that depends on C0(0), unlike C
TT
` and C
EE
` which conserve total power.
This can be seen as excess power at high-` in Figure 3. In forecasts, this excess power should
cancel between signal and the noise but this cancellation is missed in the Fisher matrix when
dropping derivatives of the covariance. To avoid this technical challenge we will use hT` = h
(P )
`
in Cd,TE` . This choice has the additional advantage that the T and E fluctuations are shifted
by the same amount in the delensing process, preserving the TE correlation. In principle, one
might imagine improvements in parameter constraints by using hT` instead but we will see that
at Stage IV noise levels there is little room for improvement in most parameters.
Fiducial cosmological parameters and step sizes for numerical derivatives are listed in Table 1.
We use TT , TE, EE, and dd power spectra in all forecasts (d ≡ `φ). For the covariance matrix
Cov(CXY` , C
WZ
`′ ) for lensed and delensed CMB spectra, we include non-Gaussian covariance term
given in Eq. (3.3).
Note that we have not included external data such as BAO information or a prior on the
optical depth τ in order to highlight the various aspects of delensing. On the other hand, this
choice results in forecasts which are weaker than other published results, especially for
∑
mν .
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Parameter Symbol Fiducial Value Step Size
Physical cold dark matter density Ωch
2 0.1197 0.0030
Physical baryon density Ωbh
2 0.0222 8.0× 10−4
Angle subtended by acoustic scale θs 0.010409 5.0× 10−5
Thomson optical depth to recombination τ 0.060 0.020
Primordial scalar fluctuation amplitude As 2.196× 10−9 0.1× 10−9
Primordial scalar fluctuation slope ns 0.9655 0.010
Sum of neutrino masses
∑
mν [eV] 0.060 0.020
Number of radiation-like species Neff 3.046 0.080
Primordial helium fraction Yp 0.2467 0.0048
Table 1: Fiducial cosmological parameters and step sizes for numerical derivatives used in fore-
casts. We consider the 8-parameter ΛCDM+
∑
mν+Neff model with Yp set by BBN consistency
for the given values of Ωbh
2 and Neff , as well as the 9-parameter ΛCDM+
∑
mν+Neff+Yp model
in which Yp is free.
4.2 Implications
The behavior of cosmological parameters in our forecasts ultimately splits into two categories:
parameters that are constrained by the primary CMB (e.g. θs, Neff , and Yp) and those that
benefit from lensing information (e.g. τ , As, and
∑
mν). These extreme cases will both be
important in highlighting how delensing affects information and the role played by the non-
Gaussian covariances. We find that delensing always increases the Fisher information. We expand
on some of these points in Appendix E.
The qualitative effects of delensing are seen most easily in Figure 6 which shows forecasted
errors on an 8-parameter ΛCDM+
∑
mν+Neff model, where Yp is fixed to be consistent with the
predictions of standard big bang nucleosynthesis (BBN) for the given values of Ωbh
2 and Neff .
Constraints on all the parameters are seen to improve at least marginally with delensing, in many
cases coming close to the unlensed constraints in the limit of no instrumental noise. This confirms
for this model that delensing always increases Fisher information. However, we also see that the
improvements for a given parameter depend sensitively on the detailed effect it has on the power
spectrum. One can typically tell from the unlensed and lensed constraints which parameters
ought to improve with delensing, although Ωch
2 shows that this is by no means guaranteed.
Delensing most clearly improves the measurement of parameters that affect the acoustic oscil-
lations, as was anticipated in Sec. 1. This is seen explicitly in Figure 7, which shows the forecasts
for θs, Neff , and Yp for the 9-parameter model where Yp is free. The angular scale of the acoustic
horizon, θs, directly determines the peak locations and benefits most from delensing, due to peak
sharpening. This is clearly seen in the forecasts, as the measurement of θs smoothly interpolates
between the lensed and unlensed forecasts as we lower the noise of the experiment (and therefore
the lensing reconstruction noise as seen in Figure 2). In this case, delensing is literally playing
the same role as BAO-reconstruction in sharpening the BAO peak of the correlation function and
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Figure 6: Forecasts showing the improvement from delensing for the 8-parameter
ΛCDM+
∑
mν+Neff model with Yp fixed by BBN consistency. One can see from the middle
row that when neglecting lensing-induced covariance, errors on parameters which depend on
lensing information are underestimated and delensing appears to worsen constraints. When non-
Gaussian covariances are properly included, delensing improves constraints for all parameters
and all noise levels. At low noise levels, we see that forecasts saturate the unlensed forecasts for
several parameters.
reducing the error in θs, as shown in Figure 1.
Similar behavior is seen for other cosmological parameters that affect the acoustic peaks, but
the effect is most significant when we isolate the effect on the acoustic oscillations. A parameter
of particular interest is Neff which affects the peak locations [26–28] but also alters the damping
scale [26, 55]. The effect on the damping tail is degenerate with Yp and by marginalizing over
Yp we can isolate the phase shift. In particular we see that the error on Neff in the 9-parameter
ΛCDM+
∑
mν+Neff+Yp model for a Stage IV experiment improves from σ(Neff) = 0.085 with
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Figure 7: Forecasts for a subset of parameters which benefit from peak sharpening in the 9-
parameter ΛCDM+
∑
mν+Neff+Yp model. In this regime, for the parameters shown, the benefit
of delensing is roughly equivalent to a two-fold improvement in sensitivity if no delensing were
performed.
lensed spectra to σ(Neff) = 0.067 with delensed spectra, an improvement of 21%. Figure 7 also
shows the constraints on Neff and Yp, showing the same improvement for these parameters that we
observed with θs. We also see that the residual non-Gaussian covariances induced by our filtering
scheme shown in Figure 5 have no meaningful impact on our constraints on these parameters.
Specifically, the forecasts with Gaussian covariances give essentially the same results indicating
a negligible effect form the off-diagonal terms. Non-Gaussian covariances will be important
for parameters that are sensitive to the lensing power spectrum, as we discuss below and in
Appendix E.
We can further isolate the effect of delensing on the phase shift by examining the contours in
the Neff -Yp plane. The phase shift induced by Neff breaks the degeneracy between Neff and Yp
and therefore we expect delensing to have a larger effect along the line of degeneracy. Figure 8
shows that this is precisely what happens in our forecasts. We also see that prediction of BBN
consistency, in which Yp is determined in terms of Neff , assuming otherwise standard BBN, is
not aligned with to the degenerate direction. As a consequence, forecasts for Neff that assume
BBN consistency show only a marginal improvement in going from lensed to delensed spectra (see
Figure 6). A larger difference between lensed and unlensed forecasts for Neff had been noticed
previously [28] although in that case it was likely due to information in the damping tail of
the unlensed spectra whereas the delensed spectra discussed here are much closer to the lensed
spectra at small angular scales4.
For parameters that are directly influenced by CφφL , the benefit of delensing is less clear. De-
lensing removes the information about the lensing potential and one could worry that delensing
could weaken constraints. The intuitive reason that delensing does not weaken constraints is that
φ is a Gaussian field and therefore all cosmological information is encoded in Cφφ` , which we also
include in our likelihood. Any information that we are removing from the CMB spectra is then
being included through the lensing power spectrum. We see this explicitly in the second row of
Figure 6, where the constraints on τ , As, and
∑
mν are all seen to improve with delensing and
4It is also worth noting that unlike in Ref. [28] we have set `TTmax = 3000 which removes all of the high-`
information in temperature.
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Figure 8: Forecasts showing the improvement from delensing for 2d ellipses of 68% confidence
levels in the 9-dimensional ΛCDM+
∑
mν+Neff+Yp parameter space for a Stage IV experi-
ment, as well as current constraints from Planck [18]. Specifically, we use the “base nnu yhe
plikHM TTTEEE lowTEB” chains provided by the Planck team at http://wiki.cosmos.esa.
int/planckpla2015/index.php/Cosmological_Parameters. In the Neff–Yp panel we see that
delensing makes a more significant impact along the direction of the degeneracy. This is consis-
tent with the expectation that the measurement of the phase shift is important for breaking the
degeneracy and this measurement improves with peak sharpening. The dashed line shows the
prediction assuming BBN consistency, which gives Yp for a given value of Neff (assuming Neff
does not vary in time). This line is not aligned with the degenerate direction which explains
why there is little improvement in the constraint on Neff from delensing when assuming BBN
consistency, as shown in Figure 6.
even saturate the unlensed forecasts. However, in this case we see that it is always important to
include non-Gaussian covariances. Failing to include lensing-induced non-Gaussian covariances
gives overly optimistic constraints and it would appear that delensing actually weakens param-
eter constraints. The unlensed spectra do not contain any non-Gaussian covariances and it is
therefore noteworthy that the delensed constraints reproduce the unlensed result at low noise.
This shows that the residual off-diagonal covariances in Figure 5 have no meaningful impact on
these measurements.
Our forecasts clearly demonstrate the benefits of delensing. However, one might question
whether the full filtering scheme introduced in Equation (2.5) is necessary to achieve similar
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Figure 9: Forecasts demonstrating the drawbacks of a filtering scheme in which only the imaged
CMB modes are delensed, i.e., setting h¯ = h¯(P ) = 0 while h and h(P ) are given by Eqs. (B.25) and
(B.38) respectively. One can clearly see that with this choice of filtering, parameter constraints
with delensing are worse than when using the filtering scheme that conserves total power, and in
fact worse than performing no delensing for most parameters.
results. Of particular concern is the need for both the h¯ and h terms in our map. In Figure 5,
we saw that the interplay between these two terms added significant off-diagonal correlations
that are not present in the unlensed or lensed covariances. One could eliminate much of this by
setting h¯` = 0 but leaving h` unchanged (this does not conserve total power because h` 6= 1).
The downside of this procedure is that we are suppressing both the signal and the noise and one
may ultimately be losing information. Forecasts shown in Figure 9 demostrate that this is indeed
what occurs and setting h¯ = 0 significantly reduces the sensitivity of the experiment. In this
sense, we see that our filtering scheme is important for achieving the benefits of delensing.
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5 Conclusion
In this paper, we have shown that future CMB experiments will be sufficiently sensitive to CMB
lensing that the delensing of all of the spectra (and not just B modes) can meaningfully improve
the constraints on cosmological parameters. Delensing sharpens in the acoustic peaks, improving
the measurement of peak locations and any cosmological parameters that affect the acoustic
structure. Delensing also removes the lens-induced covariances for the modes measured with
high significance.
We have shown how to compute the predictions for the delensed spectra and covariances to
all orders in the lensing potential. We used these results to model the impact of delensing on
cosmological parameters of interest. The most notable improvements occurred for parameters
sensitive to peak locations and associated parameters that would otherwise be degenerate. In
ΛCDM, the most dramatic improvements occurred for θs which is directly a measurement of the
peak locations. When Yp and Neff are both free, the phase shift due to Neff breaks the degeneracy
between these two parameters and delensing is seen to substantially improve error bars, showing
an improvement of roughly 20% for both parameters with a Stage IV experiment when compared
to forecasts with lensed spectra. More generally, we show that when the residual lens-induced
covariances are included, Fisher information always increases when using delensed, rather than
lensed, spectra.
Looking forward, delensed spectra will ultimately be necessary not just for forecasting but
also for any likelihood analysis with delensed data. However, unlike lensed or unlensed spectra,
the theoretical predictions depend also on the experimental noise. The analysis presented here
computes these spectra for more idealized experiments. In principle, the approach taken here will
generalize to any experiment, but real data may violate some of the technical assumptions needed
to simplify our analytic predictions. More optimistically, we did not fully solve the problem of
how to optimize our filters to maximize the Fisher information and one might imagine even more
information may yet be available. As delensing of the CMB becomes more commonplace, these
and other extensions of this work will deserve further exploration.
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A Gradient Expansion
In Section 2, we presented two procedures for delensing. In the limit of a noiseless measurement,
these two procedures are
T d1
,(J)(~x) =
∫
d2x′J(~x ′)δ(~x − ~x ′ − ~α(~x ′))T˜ (~x ′) and T d2 (~x) = T˜ (~x − ~α(~x)) , (A.1)
where J(~x) = det ∂i(xj +αj(~x)). The advantage of working with T
d
1
,(J) is that it reproduces the
unlensed map, while T d2 disagrees with the unlensed map due to gradients. In practice, T
d
1
,(J)
is a difficult procedure to implement, in part because we must compute the determinant J(~x)
for the observed map ~α obs(~x) (see Appendix F for details). Yet, we are dropping “gradients” so
one might imagine that we can approximate T d1
(J) by taking J(~x) → 1. In this appendix, we
will show that error made by dropping gradients in T d2 is acceptably small while T
d
1
,(J=1) is not
sufficiently accurate.
First let us estimate the error made by setting J(~x) = 1 by defining
T d1 (~x) =
∫
d2x′δ(~x − ~x ′ − ~α(~x ′))T˜ (~x ′) , (A.2)
which is given in terms of harmonics by
T d~`,1 =
∫
d2x′
d2`1
(2pi)2
e−i(~`−~`1)·(~x
′+~α(~x ′))T~`
1
. (A.3)
The residual lensing in the power spectrum due to the gradients (i.e the error in setting J → 1)
is given by
∆Cd1,` =
∫
d2r
d2`′
(2pi)2
C|~`−~`′|e
−i~`′·~r
[
e−
`′2
2
(C0(0)−C0(r)+cos 2ϕ′C2(r)) − 1
]
, (A.4)
where we made the change of variables ~`′ = ~`− ~`1 and defined ˆ`′ · rˆ ≡ cosϕ′ and ∆Cd` ≡ Cd` −C`.
To estimate the size of the error, we will Taylor expand in σ(r) = C0(0) − C0(r) and drop
C2(r) C0(r) to get
∆Cd1,` ≈
∫
d2r
d2`′
(2pi)2
C|~`−~`′|e
−i~`′·~r `′2
2
[
C0(r)− C0(0)
]
≈
∫
d2L
(2pi)2
C|~`−~L |
L4
2
CφφL (A.5)
We should compare this to the perturbative correction from lensing
∆C˜` ≈
∫
d2L
(2pi)2
L2
2
CφφL
[ ∣∣∣~` − ~L ∣∣∣2C|~`−~L | − `2C`] . (A.6)
If the integrals in Eqs. (A.5) and (A.6) are both dominated in by L  `, then the gradient
term, Eq. (A.5), would be suppressed by (L/`)2. While this is true for the effect of lensing in
Eq. (A.6), L6CφφL grows with increasing L and the gradient term is actually dominated by L ∼ `
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Figure 10: Comparison of the error due to ignoring gradients from Equation (A.10) compared
to perturbative effect of lensing from Equation (A.6). We see that gradients are roughly two
orders of magnitude smaller than the correction from lensing.
and therefore is unsuppressed. We see that J(~x) is not a small correction but is crucial5 for
avoiding this large error.
Now let us compare to the error made by dropping gradients in T d2 . To first order in gradients
we have
T d~`,2 =
∫
d2x′
d2`1
(2pi)2
e−i(~`−~`1)·~x
′
ei`
j
1∇iαj(~x ′)αi(~x ′)T~`
1
. (A.7)
It is easy to check that translation and rotation invariance requires 〈∇iαj(~x ′)αi(~x ′)〉 = 0. There-
fore the leading correction is O(α4) and is given by
∆Cd2,` ≈
∫
d2`′d2r
(2pi)2
∣∣∣~` − ~`′∣∣∣2C|~`−~`′|ei~`′·~r 14[C∇20 (r)C0(r)− C∇20 (0)C0(0)] , (A.8)
where we have dropped C2(r) and similar terms and defined
C∇
2
0 (r) =
∫
d2L
(2pi)2
L4CφφL e
i~L ·~r . (A.9)
We can integrate over r and one of the momenta to find
∆Cd2,` ≈
∫
d2L1d
2L2
(2pi)4
L22
2
CφφL2
L41
2
CφφL1
[ ∣∣∣~` − ~L1 − ~L2∣∣∣2C|~`−~L1−~L2| − `2C`] , (A.10)
5In practice, we also filter ~α obs such that we are often not integrating up to L ∼ ` for ` > 1000. Nevertheless,
the integral is still dominated by the largest L allowed by the filter. In this sense, the intuition that the gradients
are controlled by the peak of CφφL around L ∼ 40 is not correct and the suppression only from the filter is not
sufficiently accurate.
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Like T d1 , we see that the contribution from the derivative causes the L1 integral to be peaked at
L1 ∼ ` and is therefore unsuppressed. However, T d2 is additionally suppressed by C0(0) ' 10−7
which keeps the effect from the gradients small compared to the effect of lensing. Equation (A.10)
can be integrated numerically, as shown in Figure 10. We see that gradients are suppressed by
two orders of magnitude relative to the perturbative effect of lensing.
B Filters
In this appendix, we will explain how we choose the filters h , h¯ and g, which select for, respec-
tively, the CMB modes we delens, the CMB modes we do not delens, and the φ modes we include
when delensing. We will first motivate the need for filtering in our procedure for delensing. We
will then determine h¯ in terms of h and g by demanding that the total power is conserved by
delensing. Finally, we discuss how to optimize the choice of h and g to minimize the variance
induced in the maps from lensing / delensing and the generalization to the polarization maps.
B.1 Noise and Filtering
When delensing a temperature or polarization map, it is intuitively clear that we should filter
the lensing map used for delensing. After all, we are trying to remove the effect of the physical
lens, not introduce more noise into the maps. On the other hand, filtering the temperature and
polarization maps may not be as obvious. We often take cross-correlations between different
subsets of the data in order to cancel the noise and avoid noise-bias in the resulting spectra. In
this sense, we can remove the noise with filtering.
When it comes to constraining cosmological parameters, the noise will always enter through
the covariance matrix. For example, given a perfect measurement of φ, delensing an unfiltered
temperature map (h = 1, h¯ = 0) gives us the map
T d(~x) = T (~x) + TN(~x − ~α(~x)) . (B.1)
While we have removed the lensing from the signal, we have lensed the noise in the process. The
delensed noise power spectrum becomes
Cd,N` =
∫
d2r
d2`1
(2pi)2
CN`1e
−i(~`−~`1)·~r e−
`21
2
(Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r)) . (B.2)
Lensing therefore moves the power in CN` to from one scale to another. Most importantly, it will
move the noise power from regions with high noise to those with low noise. As a result, if we do
not filter before delensing, we will be allowing the noisiest modes to corrupt the cleaner modes
by moving noise power around. This effect is illustrated in Figure 11, where we have shown
the noise curves before and after delensing with and without filtering. We have added a region
with large non-white noise to show how this noise corrupts modes that were measured with high
signal-to-noise before delensing.
The goal of filtering is therefore to isolate the noisiest modes from the cleanest modes. There
are many ways one could imagine doing this, depending on the goals. Regardless of motivations,
one is always left to find an optimal filtering procedure. Defining a (near)-optimal choice of
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Figure 11: Illustrating the value of filtering on noise-dominated CMB modes. The lensed
temperature power spectrum and noise curves in solid blue and dashed black respectively. The
noise spectrum is given a large spike for illustration. The noise curve after delensing is shown
with and without filtering in orange and magenta respectively. We see that the unfiltered noise
curve exceeds the signal in locations that were signal dominated before delensing. Filtering leaves
the noise curve essentially unchanged.
filters will become the focus of the rest of this section. Our goal is not to throw away information
but to combine the available maps to produce the best possible measurements of cosmological
parameters.
B.2 Conservation of Total Power
We want our delensing procedure to conserve total power to mimic the properties of lensing.
Furthermore, conserving power ensures we are not throwing any information away but simply
moving it around. This constraint determines h¯ in terms of h and g from the requirement that
〈T d(0)2〉 = 〈T obs(0)2〉 =
∫
d2`
(2pi)2
(C` + C
N
` ) . (B.3)
To simplify the calculations, we work with the simplified (dropping gradients) form of delensing
T d(~x) '
∫
d2`
(2pi)2
(
ei
~`·(~x+~α(~x))
(
h¯` + e
−i~`·g?~α obs(~x)h`
)
T~` + e
i~`·~x
(
h¯` + e
−i~`·g?~α obs(~x)h`
)
TN~`
)
(B.4)
and therefore
〈T d(0)2〉 =
∫
d2`
(2pi)2
( (|h¯`|2 + |h`|2)Cobs` + (h¯`h−` + h`h¯−`) e− `24 Cobs0 (0)Cobs` ) . (B.5)
We solve Equation (B.3) for h¯` and find
h¯` =
√
1− h2`
(
1− e− `22 Cobs0 (0)
)
− h`e−
`2
4
Cobs0 (0) . (B.6)
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This formula is not quite correct, due to neglecting gradients of ~α but this is a small effect
(especially at the level of the filters).
B.3 Optimal Filters
In order to find the optimal result, we need to first define what we are trying to minimize. In
the interest of providing all-orders expressions, we will define our procedure such that we choose
h and g to minimize 〈(
T d~` − 〈T d~` 〉φ,φN
)(
T d−~` − 〈T
d
−~`〉φ,φN
)〉
T,φ,φN
(B.7)
where 〈. . .〉X means the statistical average with respect to X, holding everything else fixed. The
advantage of this choice is that we are minimizing something that is manifestly positive and that
it will reproduce the filters used in the perturbative limit.
The intuition for this choice is as follows: we are demanding that we minimize how much T d
varies with each realization of the lensing field and the reconstruction noise. In the limit where
there is no noise, this means that we have removed the lensing from T d, as the map does not
change under different realizations of the lensing potential. In the limit of a very noisy recon-
struction, our procedure minimizes how much noise is introduced into the delensed temperature
maps. As we eventually want to use the delensed maps for cosmological constraints, minimizing
the noise in the maps is also a desirable feature. Finally, we will see in Appendix E that this
minimization procedure determines an approximate local extremum of the Fisher information,
and should be close to providing the best possible limits on cosmological parameters of interest.
In principle, we can minimize Equation B.7 to determine gL and h` given any noise levels
for T obs and φobs. Unfortunately, solving these equations in complete generality is challenging,
even numerically. However, the solutions simplify in a number of limits that will allow us to gain
intuition for the behavior of the optimal solution. In practice, we want filters that are easy to
implement on real data and therefore we want a simple filtering scheme that approximates the
various limits of the optimal filters.
Perturbative Limit: Let us start by expanding T d to linear order in φ (ignoring gradients)
to get
T d~` ' (1− h`)
[
TN~` + T~` +
∫
d2L
(2pi)2
(− ~L · (~` − ~L))φ~LT~`−~L]
+h`
[
TN~` + T~` +
∫
d2L
(2pi)2
(− ~L · (~` − ~L))(φ~LT~`−~L − g|~`−~`1|φobs~L (T~`−~L + TN~`−~L ))]
' TN~` + T~` +
∫
d2L
(2pi)2
(− ~L · (~` − ~L))(φ~LT~`−~L − h|~`−~L |gLφobsL (T~`−~L + TN~`−~L )) (B.8)
where we used h¯` = 1 − h` + O(CφφL ), ~α(~x) =
∫
d2L
(2pi)2
ei
~L ·~x i~Lφ~L and h` → h|~`−~L | (which is
the small gradient expansion). We will simplify this expression by assuming h` and gL are real
(i.e. real in both position- and `-space). Now we minimize with respect to hq (noticing that
〈T d〉φ,φN ' TN` + T` is independent of h) to find
∂h〈T d~` T d−~`〉
′ = −2g|~`−~q |CqCφφ|~`−~q | + 2hq g
2
|~`−~q | (Cq + C
N
q )C
φφ,obs
|~`−~q | = 0 , (B.9)
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where 〈. . .〉′ means we have removed the (2pi)2δ(0). To solve this equation, we note that if we
write
g|~`−~q |C
φφ,obs
|~`−~q |
Cφφ|~`−~q |
=
Cq
hq(Cq + CNq )
, (B.10)
then the left and right hand sides must be constants (independent of ~` and ~q ), otherwise it would
be impossible to find a solution. This means that
g` = a
CφφL
Cφφ,obsL
h` = a
−1 C`
C¯` + CN`
, (B.11)
where a is a constant. In the limit of a perfect measurement, we would like g = h = 1, so we
should choose a = 1.
Technically speaking, we should have included the order φ2 term in the expansion of T d because
it will contribute to the power spectrum at this order. This would contribute a term of the from
κh`T` where κ ∝
∫
d2LL2CφφL is a constant independent of `. In what follows, an important
feature of this minimization procedure is that if we want to solve a(q)b(` − q) + c(q)d(`) = 0
(where a, b, c, d are functions of one variable) for all q, `, then both terms must be independent
of q and ` which means we can look at each term independently.
The take-away from this calculation is that our definition of optimal filtering for delensing
matches the perturbative result [23] in the appropriate limit.
Noisy Lensing Reconstruction: Now suppose we have a noisy measurement of the lensing
potential such that the perturbative result suggests we should take g  1. Now we can expand
in g as the small number while keeping all orders in φ. Working to linear order in g, we have
T d~` ' (1− h`)
[
TN~` + T˜~`
]
+ h`T
N
~` + h`T˜~` +
∫
d2L
(2pi)2
~L · (~` − ~L)gLφobs~L h|~`−~L |(T˜~`−~L + T
N
~`−~L )
= TN~` + T˜~` +
∫
d2L
(2pi)2
~L · (~` − ~L)gLφobs~L h|~`−~L |(T˜~`−~L + T
N
~`−~L ) (B.12)
Now expanding the power spectrum and taking a derivative with respect to gq we get
2(~` − ~q ) · ~q h|~`−~q |〈φobs~q T˜~`−~q T˜−~`〉′ − 2gqCφφ,obsq ((~` − ~q ) · ~q )2|h|~`−~q ||2Cobs|~`−~q | = 0 . (B.13)
The statement gL  1 implies that Cφφ,NL  CφφL and therefore it is consistent to drop terms
proportional to g2LC
φφ,N
L while keeping terms of order gLC
φφ,N
L ∼ CφφL .
The last thing we need to evaluate is 〈φobs~q T˜~`−~q T˜−~`〉. Using Gaussian statistics, we see that
for a Gaussian random field y,
〈y f(y)〉 =
∫
dy
1√
2piσ
(−σ2)
(
∂ye
− y2
2σ2
)
f(y)
= σ2〈f ′(y)〉 . (B.14)
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Now we can use (being careful to note that when y is complex we take a derivative with respect
to y∗),
∂φ−~q T˜~` =
∫
d2x1
d2`1
(2pi)2
e−i~`·~x1(~`1 · ~q )ei~q ·~x1ei
~`
1·~x1+
∫
d2L
(2pi)2
ei
~L ·~x1 (~`1·~L)φ~L
= (i~q ) · (∇˜T )~`+~q , (B.15)
where ∇˜T = ∇T (~x + ~α(~x)). Now if we define〈
(∇˜T )~` T˜~`′
〉
= i~`C˜T∇T` (2pi)
2δ(~` + ~`′) , (B.16)
then we find
〈φobs~q T˜~`−~q T˜−~`〉′ = (~` − ~q ) · ~q Cφφq C˜T∇T`−q − ~` · ~qCφφq C˜T∇T` . (B.17)
Putting this together we find
g` =
CφφL
Cφφ,obsL
, h` =
C˜T∇T`
Cobs`
. (B.18)
It turns out that C˜T∇T` ' C˜` [56] and therefore this explains why taking the perturbative result
and making the replacement C` → C˜` is useful approximation to the non-perturbative result, at
least in the limit of a noisy lensing map.
Ideal Lensing Map: In order to get intuition for the limits of an ideal filter, we will finally con-
sider the case where we have a (nearly) perfect lensing map in the presence of noisy temperature
(or polarization) data.
The complication presented by noisy data is that we can perfectly delens the underlying CMB
modes, but we will also shift around the noise in the process. In harmonic space, we will have
T d~` = h¯`(T˜~` + T
N
~` ) + h`(T~` + T˜
N
~` ) (B.19)
where T˜N(~x) = TN(~x − ~α(~x)). We notice that
∆T d~` ≡ T d~` − 〈T d〉α = h¯`(T˜~` − e−
`2
4
C0(0)T~`) + h`(T˜
N
~` − e−
`2
4
C0(0)TN~` ) (B.20)
so that 〈
∆T d~` ∆T
d
~`′
〉
= (2pi)2δ(~` + ~`′)
[
|h¯`|2(C˜` − e−
`2
2
C0(0)C`) + |h`|2(C˜N` − e−
`2
2
C0(0)CN` ) (B.21)
Because of the relatively complicated form of h¯` in terms of h` this is not especially easy to
minimize with respect to h`. However, we are mostly interested in the behavior that defined
h`  1 so we can expand h¯` ' 1− h`e− `
2
4
C0(0). Minimizing with respect to h` we find
h` ∼
e−
`2
4
C0(0)
(
C˜` − e− `
2
2
C0(0)C`
)
(C˜N` − e−
`2
2
C0(0)CN` )
. (B.22)
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In writing this expression, we assumed that the temperature map is noisy, in order to be consistent
with the assumption h`  1. We can evaluate this expression using
∆C˜
(N)
` ≡
(
C˜
(N)
` − e−
`2
2
C0(0)C
(N)
`
)
= e−
`2
2
C0(0)
∫
d2r
d2`1
(2pi)2
e−i(~`−~`1)·~r
(
e
`21
2
(C0(r)−cos 2ϕC2(r)) − 1
)
C
(N)
`1
. (B.23)
The main takeaway is that in the limit of a perfect lensing map, the optimal filter as the tem-
perature map becomes noisy is controlled by the ratio of the lensed power to the delensed noise.
Summary: While our all-orders spectra suggest an all-orders method for choosing filters, in
practice the the optimal choice is difficult to determine analytically and therefore of limited
practical utility. However, the all-orders approach simplifies in a number of limits of interest and
therefore we can choose our filters by matching the appropriate limit. For the lensing potential,
the optimal fiter in all cases is
gL =
CφφL
CφφL + C
φφ,N
L
. (B.24)
The case is more complicated for temperature and polarization, as there are three different types
of spectra to consider: lensed, unlensed, and delensed spectra. Intuitively, when we are signal
dominated for all of the spectra, the choice gL, h`, h
(P )
` ' 1 is free of any subtlety. Furthermore,
for T and E, as we go to larger L and `, the noise in Cφφ,obsL usually dominates before we are
limited by the noise in T or E. Therefore, we will typically be in the situation where g  1
when the choice when there is a noticeable difference in the filters for T and E. We calculated
the optimal filters perturbatively in g and found
h` =
C˜T∇T`
Cobs`
' C˜
TT
`
Cobs`
(B.25)
This choice seems to behave appropriately in the limits applicable to a typical CMB experiment
and would seem to be the appropriate choice for our forecasting purposes. The corresponding h¯
filter is
h¯` =
√
1− h2`
(
1− e− `22 Cobs0 (0)
)
− h`e−
`2
4
Cobs0 (0) . (B.26)
B.4 Polarization
Having fully explored the choice of filters for temperature, we will now repeat the process for
polarization (in an abbreviated form). Our delensed polarization field is defined to be[
Qd ± iUd](~x) = h¯(P ) ? [Qobs ± iUobs](~x) + h(P ) ? [Qobs ± iUobs](~x − g ? ~α obs(~x)) . (B.27)
As discussed in the main text, we are choosing a common filter for both Q and U and we will
take h¯(P ) and h(P ) to be real. We choose a common filter because isotropic noise implies the
noise is the same for both Q and U . Furthermore, since lensing acts locally on Q and U , we want
to avoid filtering that mixes Q into U or vise versa. A direct consequence of these choices is that
there is a common filter for E and B. We will expand on this choice in the next subsection.
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The first constraint is that we require that the total power is unchanged, which for polarization
means we want to keep Q2(0) + U2(0) fixed. This implies that〈∣∣∣Qd ± iUd∣∣∣2〉 (0) = ∫ d2`
(2pi)2
(
CEE,obs` + C
BB,obs
`
)
(B.28)
×
[(∣∣∣h¯(P )` ∣∣∣2 + ∣∣∣h(P )` ∣∣∣2)+ (h¯(P )` h(P )−` + h(P )` h¯(P )−` ) e− `24 Cobs0 (0)]
Requiring that this is the same as the observed power implies that
h¯
(P )
` =
√
1− h(P )`
2 (
1− e− `22 Cobs0 (0)
)
− h(P )` e−
`2
4
Cobs0 (0) . (B.29)
Perhaps unsurprisingly, this is identical to the constraint we found for the temperature filters.
Now we will compute the filter in the noisy lens limit by minimizing〈(
Ed~` − 〈Ed~` 〉φ,φN
)(
Ed−~` − 〈E
d
−~`〉φ,φN
)〉
E,φ,φN
. (B.30)
Expanding in small g` we find
Ed~` = E
obs
~` +
∫
d2L
(2pi)2
[
h
(P )
|~`−~L |
~L · (~` − ~L)gLφobs~L
×
[
cos(2(ϕ~`−~L − ϕ~`))Eobs~`−~L + sin(2(ϕ~`−~L − ϕ~`))B
N
~`−~L
]
(B.31)
The angles introduce a small complication compared to temperature. However, in practice the
lensing is peaked at low multipoles such that |~` − ~`1|  ` or cos(ϕ~`
1
− ϕ~`) ' 1. Therefore, to
simplify the discussion we can set (ϕ~`
1
− ϕ~`) = 0 such that
〈Ed~`Ed~`′〉 ∼ (2pi)2δ(~` + ~`′)CEE,obs` +
∫
d2L
(2pi)2
[
h
(P )
|~`−~L |
~L · (~` − ~L)gL
〈
φobs~L E˜~`−~L E˜~`′
〉
+ {~` ↔ ~`′}
]
+
∫
d2L
(2pi)2
∣∣∣h(P )|~`−~L |∣∣∣2 |gL|2 [~L · (~` − ~L)]2 Cφφ,obsL CEE,obs|~`−~L | . (B.32)
Now taking a derivative with respect to gq we get(
h
(P )
|~`−~q |~q · (~` − ~q )
〈
φobs~q E˜~`−~q E˜~`′
〉
+ {~` ↔ ~`′}
)
= 2
∣∣∣h(P )|~`−~q |∣∣∣2 gq [~q · (~` − ~q )]2 Cφφ,obs1 CEE,obs|~`−~q |
(B.33)
We can evaluate the left hand side using 〈yf(y)〉 = σ2〈f ′(y)〉 for Gaussian y as we did for
temperature. We will define
∇˜E~` ≡ i
[
Re
∫
d2x
d2`1
(2pi)2
~`
1E~`
1
e−i(~`−~`1)·~xe2i(ϕ~`1−ϕ~`)ei~`1·~α(~x)
]
(B.34)
and 〈
∇˜E~`E˜~`′
〉
= i~`C˜E∇E` (2pi)
2δ(~` + ~`′) (B.35)
Following the same procedure as we did for temperature, we have
∂φ−~q E˜~` = (i~q ) · (∇˜E)~`+~q . (B.36)
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and therefore〈
φobs~q E˜~`−~q T˜~`′
〉
= (2pi)2δ(~` + ~`′)
[
(~` − ~q ) · ~q Cφφq C˜E∇E`−q − ~` · ~q Cφφq C˜E∇E`
]
. (B.37)
The optimal filters are then
gL =
CφφL
Cφφ,obsL
, h
(P )
` =
C˜E∇E`
CEE,obs`
≈ C˜
EE
`
CEE,obs`
. (B.38)
It is reassuring that g in unchanged from the temperature filters. One can check that the ap-
proximation C˜E∇E` ≈ C˜EE` is the same one that allowed us to neglect the angular terms in
Equation B.31, namely that ~` − ~L ' ~`.
B.5 Filtering in Q/U versus E/B
We have chosen to filter locally in terms of the Q and U maps. Locally, the polarization defines
a vector field with independent components and isotropic noise, so this was a natural choice.
However, one could instead imagine converting the map into E and B modes and filtering each
separating. In this subsection, we will explain the relationship between these two approaches in
order to further explain the meaning of our choice in filtering Q and U .
To simplify our discussion, let us ignore delensing and simply discuss the meaning of the filters
directly. After converting P (~x) into E~` and B~`, it is natural to consider the filtered fields
Ef` = h
E
` E` B
f
` = h
B
` B` . (B.39)
To make the connection to the original Q and U , let us define
(Q± iU)~` =
∫
d2xe−i~x ·~`(Q± iU)(~x) (B.40)
such that
e±i2ϕ~`(E ± iB)~` = Q~` ± iU~` . (B.41)
Now if we define the filtered maps as Qf~` ± iUf~` ≡ e±i2ϕ~`(Ef ± iBf )~` we have
Qf~` + iU
f
~` =
1
2
(hE~` + h
B
~` )(Q+ iU)~` +
1
2
(hE − hB)~`e4iϕ~`(Q− iU)~` (B.42)
One can immediately see that the first term does not mix Q and U , while the second term rotates
the polarization vector.
We can now map this back position space in terms of P (~x) = Q(~x) + iU(~x) and P f (~x) =
Qf (~x) + iUf (~x) as
P f (~x) =
∫
d2x′
[
hE+B(x− x′)P (x′) + hE−B(x− x′)P ∗(x′)] (B.43)
where
hE+B(~x) ≡
∫
d2`ei
~`·~x 1
2
(hE + hB)` (B.44)
hE−B(~x) ≡
∫
d2`ei
~`·~xei4ϕ~`
1
2
(hE − hB)` . (B.45)
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We see that the hE+B filter is an ordinary scalar under rotations while the hE−B transforms like
a spin-4 object.
The properties of these two filters are relatively easy to understand from isotropy. Since we
want to isotropy to be preserved by filtering, our filters should also decompose into representations
of the rotations. Furthermore, in order for the filtered field to transform in the same way as the
unfiltered field, the filters in Equation (B.43) are limited to spin-0 and spin-4.
Our filtering scheme is equivalent to only the first term in Equation (B.43) and therefore we
have set hE−B = 0 or hE = hB. This choice also matches the optimal perturbative result [23].
We made this choice to preserve the local nature of the filter in real space. Specifically, since
δ(~x) is a scalar under rotations, in the limit where the filter is trivial we can only have the scalar
piece. This is desirable for delensing because delensing itself is local in ~x .
Although we have chosen to drop the hE−B filter, one could imagine situations where it
provides useful information. Because the primordial E-mode signal is much larger than the B-
mode signal, there are correlations in the signal between U and Q at separated points. One could
imagine this non-local information being useful in weighting the signal-to-noise in the filtered
maps, especially for noisy maps. Whether this improves constraints is a question of whether our
filtering scheme is truly optimal. It is possible that this more elaborate scheme that includes the
spin-4 filter could improve constraints; although, as we saw in Section 4, there is often very little
room for improvement given how close the delensed and unlensed forecasts are when using the
simpler filters.
C Numeric Computation of Polarization Spectra
Here we give the expressions used for the numeric computation of delensed polarization spec-
tra. As for the temperature, we expand to first order in C2(r) and compute the change to the
correlation functions due to lensing and delensing
∆ξd+(r) =
∫
d`
2pi
`(CEE` + C
BB
` )
[
− J0(`r) (C.1)
+
∣∣∣h¯(P )` ∣∣∣2 exp [−`22 (C0(0)− C0(r))
](
J0(`r) +
`2
2
C2(r)J2(`r)
)
+
(
h
(P )
` h¯
(P )
−` + h
(P )
−` h¯
(P )
`
)
exp
[
−`
2
2
(
(C0(0)− C0(r))− (Ccross0 (0)− Ccross0 (r)) +
1
2
Cobs0 (0)
)]
×
(
J0(`r) +
`2
2
(C2(r)− Ccross2 (r)) J2(`r)
)
+
∣∣∣h(P )` ∣∣∣2 exp [−`22 ((C0(0)− C0(r))− 2(Ccross0 (0)− Ccross0 (r)) + (Cobs0 (0)− Cobs0 (r)))
]
×
(
J0(`r) +
`2
2
(
C2(r)− 2Ccross2 (r) + Cobs2 (r)
)
J2(`r)
)]
,
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∆ξd−(r) =
∫
d`
2pi
`(CEE` − CBB` )
[
− J4(`r) (C.2)
+
∣∣∣h¯(P )` ∣∣∣2 exp [−`22 (C0(0)− C0(r))
](
J4(`r) +
`2
4
C2(r)(J2(`r) + J6(`r))
)
+
(
h
(P )
` h¯
(P )
−` + h
(P )
−` h¯
(P )
`
)
exp
[
−`
2
2
(
(C0(0)− C0(r))− (Ccross0 (0)− Ccross0 (r)) +
1
2
Cobs0 (0)
)]
×
(
J4(`r) +
`2
4
(C2(r)− Ccross2 (r)) (J2(`r) + J6(`r))
)
+
∣∣∣h(P )` ∣∣∣2 exp [−`22 ((C0(0)− C0(r))− 2(Ccross0 (0)− Ccross0 (r)) + (Cobs0 (0)− Cobs0 (r)))
]
×
(
J4(`r) +
`2
4
(
C2(r)− 2Ccross2 (r) + Cobs2 (r)
)
(J2(`r) + J6(`r))
)]
,
∆ξdX(r) =
∫
d`
2pi
`CTE`
[
− J2(`r) (C.3)
+h¯`h¯
(P )
−` exp
[
−`
2
2
(C0(0)− C0(r))
](
J2(`r) +
`2
4
C2(r)(J0(`r) + J4(`r))
)
+
(
h`h¯
(P )
−` + h
(P )
−` h¯`
)
exp
[
−`
2
2
(
(C0(0)− C0(r))− (Ccross0 (0)− Ccross0 (r)) +
1
2
Cobs0 (0)
)]
×
(
J2(`r) +
`2
4
(C2(r)− Ccross2 (r)) (J0(`r) + J4(`r))
)
+h`h
(P )
−` exp
[
−`
2
2
(
(C0(0)− C0(r))− 2(Ccross0 (0)− Ccross0 (r)) + (Cobs0 (0)− Cobs0 (r))
)]
×
(
J2(`r) +
`2
4
(
C2(r)− 2Ccross2 (r) + Cobs2 (r)
)
(J0(`r) + J4(`r))
)]
.
The delensed polarization spectra are then
Cd,EE` = C
EE
` + 2pi
∫
rdr
1
2
(
J0(`r)∆ξ
d
+(r) + J4(`r)∆ξ
d
−(r)
)
, (C.4)
Cd,BB` = C
BB
` + 2pi
∫
rdr
1
2
(
J0(`r)∆ξ
d
+(r)− J4(`r)∆ξd−(r)
)
,
Cd,TE` = C
TE
` + 2pi
∫
rdrJ2(`r)∆ξ
d
X(r) .
D Calculating the Covariance
In our forecasts, we use the approximate form of the covariance matrix
CovXY,WZ` `′ =
1
2`+ 1
[
CXW` C
Y Z
` + C
XZ
` C
YW
`
]
δ` `′ +
∑
L
[
∂CXY`
∂CφφL
Covφφ,φφLL
∂CWZ`′
∂CφφL
]
, (D.1)
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where XY,WZ = TT, TE,EE and CXY,WZ` are the delensed spectra. In order to evaluate the
covariance, we therefore need to compute the derivatives
∂CXY`
∂CφφL
. As a warm up, consider this
derivative acting on the lensed TT power spectrum,
C˜TT` =
∫
d2r
d2`1
(2pi)2
C`1e
−i(~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r)) (D.2)
such that
∂C˜TT`
∂CφφL
=
∫
d2r
d2`1
(2pi)2
C`1
`21L
3
2
(
J0(Lr)−1−cos 2ϕ1J2(Lr)
)
e−i(~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r)) .
(D.3)
Now we can the same procedure to the delensed spectra, holding the filters fixed. We find
∂Cd,TT`
∂CφφL
= |h¯`|2∂C˜
TT
`
∂CφφL
+ (h`h¯−` + h−`h¯`)(−14g2L`2L3)e−
1
4 `
2Cobs0 (0)CN` (D.4)
+
∫
d2r
d2`1
(2pi)2
|h`1 |2CN`1e−i(
~`−~`1)·~r e−
`21
2
(Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))
×g2L
`21L
3
2
(
J0(Lr)− 1− cos 2ϕ1J2(Lr)
)
+
∫
d2r
d2`1
(2pi)2
C`1e
−i(~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r))
×`
2
1L
3
2
[(
J0(Lr)− 1− cos 2ϕ1J2(Lr)
)
(1− gL)− 1
2
]
×
(
(h`1 h¯−`1 + h−`1 h¯`1)e
− `
2
1
4
Cobs0 (0)+
`21
2
(Ccross0 (0)−Ccross0 (r))+
`21
2 cos 2ϕ1C
cross
2 (r))
)
+
∫
d2r
d2`1
(2pi)2
C`1e
−i(~`−~`1)·~r e−
`21
2
(C0(0)−C0(r)+cos 2ϕ1C2(r))
×`
2
1L
3
2
[(
J0(Lr)− 1− cos 2ϕ1J2(Lr)
)
(1− gL)2
]
×
(
|h`1 |2e−
`21
2
(Cobs0 (0)−Cobs0 (r)+cos 2ϕ1Cobs2 (r))+`21(Ccross0 (0)−Ccross0 (r))+`21 cos 2ϕ1Ccross2 (r)
)
In practice, we will always consider the case where the spectra involved are cross-correlations of
the from X = W = T and Y = Z = T ′ such that CN,TT
′
` = 0. Since the off-diagonal terms
in Equation (D.1) will involve only these cross-correlations, we may drop the noise terms in
Equation (D.4) and similarly for covariances including the E-modes.
E Fisher Information and Delensing
From some perspectives, it is not clear that errors bars should improve by delensing the temper-
ature and/or polarization. Cosmological parameters have an impact on lensing and one might
worry that delensing could remove this information. Alternatively, one might argue that all of
the cosmological information is in the lensing power spectrum and this information is available
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whether or not we delens, as long as we include the lensing likelihood, and there should be no
improvement by delensing. Neither of these arguments would suggest that delensing is adding
information. The purpose of this appendix is to address these concerns and show that delensing
should always add Fisher Information and reduce error bars (or at least leave them unchanged).
We will assume that φ is a Gaussian random field, as we did in the main text. As a result, all
information about cosmological parameters encoded in φ is determined by CφφL . Although it does
not carry cosmological information itself, this does not imply that the the specific realization of
φ cannot impact the measurement of cosmological parameters. The realization of φ lenses the
CMB in a way that changes the sensitivity of the lensed spectra to cosmological parameters6.
Measuring φ and removing its effects from the CMB maps can increase the Fisher information
by restoring information that was originally in the unlensed spectra.
We will first demonstrate that our delensing procedure produces a local extremum of the
Fisher information. The easiest way to see this is to note that h¯(P ) = h¯ = 1 and h(P ) = h = 0 is
equivalent to not delensing. Therefore, any statement about Fisher information with or without
delensing is equivalent to a statement about the choice of filters. The Fisher matrix for a set of
cosmological parameters λi is given by
Fij =
∑
X,Y,W,Z
∂Cd,XY`
∂λi
Cov−1XY,WZ;`,`′
∂Cd,WZ`′
∂λj
(E.1)
where X,Y,W,Z ⊃ {T,E,B, φ} and Cd,φφ` ≡ CφφL . We will assume the covariance matrix is given
in terms of Cd,XY` as explained in Appendix D. We can determine if delensing will improve the
constraint on a given a cosmological parameter by computing
∂
∂h
Fii|h=0 ≈
∑
X,Y,W,Z
2
(
∂2Cd,XY`
∂λi∂h
∣∣∣∣∣
h=0
)
Cov−1XY,WZ;`,`′
∂Cd,WZ`′
∂λi
(E.2)
where h = {h`, h(P )` }. We have assumed that the change to the Fisher information in λi is
dominated by the change to CXY` rather than to the covariance matrix. Now we compute
∂2Cd,XY`
∂λi∂h
∣∣∣∣∣
h=0
=
∂
∂λi
(〈
Xobs~` Y
obs(~x − g ? ~α obs(~x))−~`
〉′−e− `24 Cobs0 (0)CXY,obs` )+{X ↔ Y } (E.3)
where X,Y ⊃ {T,E,B}. Note that e− `
2
4
Cobs0 (0)Cd,XY` is the change to C
XY
` by the average
effect of lensing on X- and Y -maps. The term in brackets is therefore the effect of removing the
realization of φobs from the maps (i.e. the total minus the average). It is easy to see that this
does not vanish and will depend on the unlensed spectra. Therefore, any cosmological parameter
that affects the unlensed spectra should have ∂∂hFii|h=0 6= 0. As a result, we are guaranteed that
delensing changes the Fisher information for some of the cosmological parameters (since h can
take either sign, we can always increase the Fisher information and therefore decrease the error
bars).
6This is most obvious in the case of r, where lensing B modes act as a foreground. For sufficiently low r, without
delensing with the realization of φ, we could not distinguish r from cosmic variance of the lensing potential.
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We also have good reason to think that our filters are nearly maximizing the Fisher infor-
mation. We can see that Equation E.1 is a function only of the delensed spectra. As a result
∂hFij ∝ ∂hCd,XY. One can check that our optimal filters, defined by minimizing Equation B.7,
satisfy
∂hC
d,XX = 0→ ∂hFij ≈ 0 . (E.4)
In the last step we have assumed that the diagonal terms in the delensed covariance play the
dominant role in the Fisher information. Under these circumstances, optimizing our filters is
roughly the same as extremizing the Fisher information. This is confirmed through our forecasts
in Section 4 where we see that for parameters like Neff , Yp, and θs that affect the primary CMB,
the off-diagonal covariances have essentially no effect on the forecasts.
The question that remains is whether the local extremum is a minimum or a maximum. For
parameters that affect only the unlensed spectra, we should maximize information with perfect
delensing and therefore this extremum should be a maximum even for imperfect delensing. On the
other hand, it is less obvious that this is a maximum for cosmological parameters that affect CφφL
without introducing large effects in the unlensed CMB. In such cases, it would seem surprising
that delensing increases the Fisher information as we are removing information about the lensing
potential from the spectra. The intuitive reason that delensing does not remove information is
that the information that allows us to delens also gives a direct measurement of CφφL . For a
Gaussian random field, the power spectrum should contain all of the cosmological information
encoded in φ. Therefore, as long as Cφφ,obsL is included in the likelihood, we should not gain or
lose information encoded in CφφL by delensing the other spectra.
To see this this another way, there is also nothing that forbids us form increasing the amount of
lensing by changing the sign of gL. Therefore, if we lost information by delensing, then we should
increase information by increasing the amount of lensing in the spectra. Any such procedure
is just some operation performed on a Gaussian random field, f(αobs). As long as we are only
interested information that is contained directly in Cφφ,obsL , then adding f(α
obs) is just repeating
the same information and should not be double counted. Of course, it is the covariance matrix
that should correct for this.
To see the role of the covariance for delensing, we will assume that we can measure ~α without
noise. The first case we consider is where CφφL is not included in our likelihood and we include
only the delensed T,E, and B. When delensing can be performed perfectly, we have
∂2Cd,XY`
∂λi∂h
∣∣∣∣∣
h=0
=
∂
∂λi
(
e−
`2
4
C0(0)CXY` − e−
`2
4
C0(0)C˜XY`
)
+ {X ↔ Y } . (E.5)
Since C` − C˜` ∼ O(CφφL ), we can ignore the derivatives that act on the exponents (to first
approximation) and therefore if ∂λiC
XY
` = 0 we have
∂
∂h
Fii|h=0 ≈
∑
X,Y,W,Z
−2e− `
2
4
C0(0)
(
∂C˜XY`
∂λi∂h
∣∣∣∣∣
h=0
)
Cov−1XY,WZ;`,`′
∂C˜WZ`′
∂λi
≈ −2e− `
2
4
C0(0)Fii < 0 (E.6)
This is intuitively clear, we are removing the information about CφφL and therefore the information
decreases.
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To see that no information is lost when we include the measurement of CφφL we must account
for the off-diagonal contributions to the covariance matrix. Inverting the covariance matrix is of
course very numerically challenging in practice, but we can schematically understand the effect
as
Cov−1XX,φφ ≈ −Cov−1XX,XX
∂Cd,XX
∂Cφφ
(E.7)
which is inspired by Equation 3.3 and inverted as a 2 × 2 matrix assuming we are looking at
a single additional spectrum Cd,XX . We also assumed the off-diagonal covariances are small
compared to the diagonal terms. The final step is to notice that if the only dependence on λi is
through lensing, then
∂Cd,XY
∂λi
=
∂Cd,XY
∂Cφφ
∂Cφφ
∂λi
(E.8)
Now combining the off-diagonal and diagonal contributions,
Fii ≈ ∂C
φφ
∂λi
Cov−1φφ,φφ
∂Cφφ
∂λi
+
∑
X
∂Cφφ
∂λi
∂CXX
∂Cφφ
Cov−1XX,XX
∂CXX
∂Cφφ
∂Cφφ
∂λi
−∂C
φφ
∂λi
∂CXX
∂Cφφ
Cov−1XX,XX
∂CXX
∂Cφφ
∂Cφφ
∂λi
≈ ∂C
φφ
∂λi
Cov−1φφ,φφ
∂Cφφ
∂λi
(E.9)
This was a vast oversimplification of the problem, but we see that schematically, the purpose of
the off-diagonal terms in the covariance is to remove the information that is already included in
Cφφ` , which is all of the non-trivial information in this case. Therefore, we only see a decrease in
the information when we delens if we neglect to include the observed lensing power spectrum.
The additional complication of real data (beyond inverting large matrices) is that we do
not measure φ perfectly, and there can be residual information about CφφL left in the delensed
spectrum. For example, suppose we use a sub-optimal measurement of φ and therefore both
the delensing procedure and Cφφ,obsL miss important information that is in the lensed spectra.
This information is still encoded in the temperature and polarization spectra, but delensing using
φobs may decrease the Fisher information by making it more difficult to extract this information.
Furthermore, if we did not filter the noisy modes in φ, then we could imagine the induced error
in the delensed spectra could dominate over the error in the observed spectra.
In practice, most information about CφφL can be determined through known procedures for
extracting ~α obs. We expect that any information about lensing that is encoded in the map
should allow for a reconstruction of ~α with low noise. Therefore, while it is possible for the
Fisher information to decrease with delensing, we expect this to occur only when sub-optimal
methods are used for reconstruction and/or filtering.
F Exact Delensing and Real Data
Given an observed temperature map, T obs(~x), and an observed lensing map ~α obs, an alternate
approach to delensing is to define [44]
T d(~x) = h¯ ? T obs(~x) +
∫
d2x′Jobs(~x ′)δ(~x − g ? ~α obs(~x ′)− ~x ′)h ? T obs(~x ′) , (F.1)
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where Jobs = det ∂i(xj + g ? α
obs
j ). As discussed in Section 2, in the absence of noise with h¯ = 0
and h` = g` = 1, this choice of delensing has T
d(~x) = T (~x) even including gradients.
Assuming the noise is uncorrelated with the lensing noise and the signal, we can formally write
the delensed C` as
〈T d~` T d~`′〉 = (2pi)2δ(~` + ~`′)|h¯`|2Cobs` +
[∫
d2x′
d2x1d
2`1d
2x2
(2pi)2
ei
~`
1·(~x ′−~x1)e−i~`·~x
′
e−i~`
′·~x2 ×
(
h¯`′h`1
〈
Jobs(~x ′)e−i~`·g?~α
obs(~x ′)T obs(~x1)T
obs(~x2)
〉)
+ {~` ↔ ~`′}
]
+
∫
d2x′d2x′′
d2x1d
2`1d
2x2d
2`2
(2pi)4
e−i~`·~x
′−i~`′·~x ′′ei~`1·(~x
′−~x1)h`1h`2 ×〈
Jobs(~x ′)Jobs(~x ′′)e−i~`·g?~α
obs(~x ′)−i~`′·g?~α obs(~x ′′)T obs(~x1)T obs(~x2)
〉
. (F.2)
This result can be used as the starting point for a variety of calculations. In principle, this defines
the all-orders result, if one can evaluate all of the correlation functions exactly and perform the
integrals. One may also use this as a starting point where one can systematically include small
effects as a perturbative expansion.
There are two main technical challenges of this approach: (1) computing Jobs(~x) with real
data and (2) evaluating the integral in Equation F.1. As we saw in Appendix A, including Jobs(~x)
is necessary for controlling the effects of small scale gradients. The advantage of our approximate
approach in Equation 2.5 is that we avoid both complications by simply moving the points in
real space.
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