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Abstract. We work on dynamic problems with collected data {xi} that distributed on a manifold
M ⊂ Rp. Through the diffusion map, we first learn the reaction coordinates {yi} ⊂ N where N
is a manifold isometrically embedded into an Euclidean space R` for `  p. The reaction coordi-
nates enable us to obtain an efficient approximation for the dynamics described by a Fokker-Planck
equation on the manifold N . By using the reaction coordinates, we propose an implementable,
unconditionally stable, data-driven upwind scheme which automatically incorporates the manifold
structure of N . Furthermore, we provide a weighted L2 convergence analysis of the upwind scheme
to the Fokker-Planck equation. The proposed upwind scheme leads to a Markov chain with transi-
tion probability between the nearest neighbor points. We can benefit from such property to directly
conduct manifold-related computations such as finding the optimal coarse-grained network and the
minimal energy path that represents chemical reactions or conformational changes. To establish
the Fokker-Planck equation, we need to acquire information about the equilibrium potential of the
physical system on N . Hence, we apply a Gaussian Process regression algorithm to generate equi-
librium potential for a new physical system with new parameters. Combining with the proposed
upwind scheme, we can calculate the trajectory of the Fokker-Planck equation on N based on the
generated equilibrium potential. Finally, we develop an algorithm to pullback the trajectory to the
original high dimensional space as a generative data for the new physical system.
1. Introduction
1.1. Problem set up and goals. We study a complex chemical, biological or physical system P
which can be described by p-dimensional variables in Rp with p  1. We assume the underlying
structure of the system P is an unknown d dimensional closed Riemannian submanifold M of Rp
[10, 9]. The essential physical motions in the system P are those slow time scale structural changes
or conformational changes rather than the fast time scale motions such as vibrations. Therefore,
despite the high dimensionality of P in practice, we can find some intrinsic low dimensional vari-
ables, called reaction coordinates, to represent those essential structural or conformational changes
in a low dimensional space [10, 9, 36]. Formally, the reaction coordinates should be a smooth
embedding y = Φ(x) : M ↪→ R` with `  p in order to preserve the topological structure of the
underlying manifold. Then, N = Φ(M) is a submanifold of R` with the metric induced by the
Euclidean metric of R`. The reaction coordinates can be realized through the nonlinear dimension
reduction algorithms. Suppose {xi}ni=1 are n data points sampled fromM⊂ Rp. Without knowing
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all the information of the system P (i.e., without knowing the manifoldM), a nonlinear dimension
reduction algorithm constructs an embedding Φ by using the coordinates of {xi} in Rp, so that
we can present the high dimensional data {xi} ⊂ M ⊂ Rp as yi = Φ(xi) ⊂ N ⊂ R` in the low
dimensional space.
When we study the dynamics on a submanifold of an Euclidean space, the measurement errors
of the information on a submanifold in a high dimensional ambient space has much larger impact
on the accuracy of the solution than those on a submanifold in a low dimensional ambient space.
Thus, proposing a calculation for those slow time scale dynamics based on the dataset {yi} ⊂ N
is important and enables us to handle the examples such as finding the optimal coarse-grained
network and finding the minimal energy path for chemical reactions on N . In contrast, solving
dynamic systems on the original manifoldM⊂ Rp may lead to inaccuracy, for instance, for the case
of solving PDE on the well-known Swiss Roll manifold. Another advantage of describing slow time
scale dynamics using reaction coordinates is that the system converges to its equilibrium. Indeed,
the resulting low dimensional reaction coordinates are not sensitive to the invariant measure so
that they can be used to reproduce new physical system with new invariant measure [10, 14]; see
Theorem 2.6.
We will focus on the data collected from a physical system P which is assumed to be described by
a continuous strong Markov process on M⊂ Rp. Therefore, the generator of this process must be
a second order elliptic operator [24]. Especially, if the noise is additive and is describe by Brownian
motion, the leading term of the generator is a Laplace operator. We consider Brownian motion on
manifold M (resp. N ). To study the stochastic differential equation (SDE) on manifold, we first
write down the Brownian motion on M symbolically
(1.1) dxt =
d∑
i=1
τMi (xt)⊗ τMi (xt) ◦ dBt,
where ◦ is understood in the Stratonovich sense in the stochastic integral, Bt is p-dimensional
Brownian motion and {τMi ; 1 ≤ i ≤ d} are orthonormal basis of tangent plane TxtM. Besides the
Brownian motion onM, we are particularly interested in physical systems with a drift determined
by some potentials U on M depending on the system. Let k be the Boltzmann constant and T be
the temperature. Then the SDE on M is
(1.2) dxt = −∇MU(xt) dt+
√
2kT
d∑
i=1
τMi (xt)⊗ τMi (xt) ◦ dBt,
where ∇M :=
∑d
i=1 τ
M
i ∇τMi =
∑d
i=1 τ
M
i ⊗ τMi ∇ is surface gradient and ∇τMi = τ
M
i · ∇ is the
tangential derivative in the direction of τMi . The equilibrium state of this system, also known as
invariant probability density measure, is ρ∞(x) ∝ e−
U(x)
kT , x ∈ M. Notice the diffeomorphism Φ
from M to N induce a map Φ∗ from the space, denoted as Γ(TM), of smooth vector fields on M
to the space, denoted as Γ(TN ) , of smooth vector fields on N such that for any f ∈ C∞(N ) and
V ∈ Γ(TM)
(1.3) (Φ∗V )f(y) = V (f ◦ Φ)(x), y = Φ(x).
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Thus the Stratonovich formulation transform consistently under diffeomorphism Φ. Notice τNi ∈ R`
are defined by the induced map Φ∗ and Bt is `-dimensional Brownian motion. Therefore, instead
of considering U on M directly, we consider the SDE on N
(1.4) dyt = −∇NUN (yt) dt+
√
2kT
d∑
i=1
τNi (yt)⊗ τNi (yt) ◦ dBt,
where ∇N :=
∑d
i=1 τ
N
i ∇τNi =
∑d
i=1 τ
N
i ⊗ τNi ∇ is surface gradient and ∇τNi = τ
N
i · ∇ is the
tangential derivative in the direction of τNi .
By Ito’s formula, the SDE (1.4) gives the following Fokker-Planck equation, which is the govern-
ing equation for the density ρN (y) of y,
(1.5) ∂tρ
N
t = divN (kT∇NρNt + ρNt ∇NUN ) =: FPNρNt ,
where divN is the surface divergence defined as divN ξ =
∑d
i=1 τ
N
i · ∇τNi ξ. One equivalent form of
(1.5) is the relative entropy formulation
(1.6) ∂tρ
N
t = kTdivN
(
e−
UN
kT ∇N (ρNt e
UN
kT )
)
= FPNρNt .
Now, we are ready to explain the goals and the procedures of this paper. Since the conformational
changes with slow time scale are more essential and more stable than the vibrations with fast time
scale, the first goal is to find the reaction coordinates y = Φ(x),x ∈ M. After learning the
reaction coordinates y, one can assume that the equilibrium potential UN (y) is known in the
physical system so that we can use it to establish (1.5). However, in a more realistic case, the
equilibrium potential UN (y) may also depends on some other parameters θ of the physical system
such as the temperature, the time window, or the parameters indicating electronic, magnetic,
gravitational, drug or catalysis effect. So the second goal is to predict the equilibrium potential
UN (y; θ(2)) for the unlabeled parameters θ(2) from the gathered information about UN (y; θ(1)) over
the labeled parameters θ(1). Next, given UN (y; θ(2)), we need to recover the dynamics onM in the
original space. More precisely, we want to first find out the trajectory ρNt (y) driving any initial
density ρN0 to the new invariant measure ρN∞(y) ∝ e−
U∗N (y)
kT := e−
UN (y;θ(2))
kT by solving the Fokker-
Planck equation (1.5) on N . Then, we can pull back the density ρNt (y) to a density ρMt (x) on
M. Last but not least, based on the dataset {yi} ⊂ N reflecting the manifold structure and an
approximated transition probability associated with the Fokker-Planck equation, we can efficiently
conduct implementable computations on the manifold for finding the optimal cluster-cluster coarse-
grained network, c.f. [11, 15, 26, 29] and for finding the minimal energy path of chemical/biological
reactions, c.f. [19, 17, 33, 18, 36]. In summary, we want to
(I) Learn the reaction coordinate y for the d-dimensional manifold N ⊂ R`;
(II) Use the information for the equilibrium potential UN (y, θ(1)) suggested by collected data to
reproduce new equilibrium potential U∗N (y) = UN (y, θ
(2));
(III) For the new equilibrium potential U∗N (y), find out the trajectory ρ
N
t driving any initial
density ρN0 , which may come from the invariant measure for the old physical system, to the
new invariant measure ρN∞(y) ∝ e−
U∗N (y)
kT ;
(IV) With the trajectory ρNt in lower dimension, we want to recover the dynamics (trajectory) of
x in the original real space M⊂ Rp;
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(V) Find the minimal energy path (committor function), between two local minima of the equi-
librium potential UN (y), which represents the slow time scale transition from one stable state
to another stable state.
1.2. Practical difficulties and mathematical implementations. The first difficulty is that we
are not able to acquire all the information about the system P . Hence, we sample n points {xi}ni=1
from M based on a density function on M with lower and upper bounds. To achieve goal (I), in
Section 2, we apply the Diffusion map algorithm [10] on {xi}ni=1 to find the reaction coordinates
so that we have {yi = Φ(xi)}ni=1 ⊂ N = Φ(M) ⊂ R`. Note that {yi} can also be regarded as the
samples based on a density function on N with lower and upper bounds.
Next, we focus on the goal (III) with a given equilibrium potential W (y) := U∗N (y). To find the
trajectory ρNt , we need to solve the Fokker-Planck equation (1.5) on manifoldN ⊂ R` with potential
W (y). Our method uses the data points {yi} ⊂ N to construct a discrete approximation of the
Fokker-Planck equation (1.5). It is proved that the data points are well-distributed on N whenever
the points are sampled based on a density function with lower and upper bounds [42, 30]. Hence,
we can construct a “regularly shaped” Voronoi tessellation on N from {yi} ⊂ N . With the help of
such Voronoi tessellation, we introduce an upwind scheme by applying relative entropy formulation
and finite volume method to (1.5). The upwind scheme is associated with an assignment of the
transition probability for an approximated Markov process on {yi} between the nearest neighbor
points. Due to the manifold structure of N , each Voronoi cell can be approximated by a polygon in
a tangent space of N with high accuracy. (see Section 3.3 for details.) Therefore, an approximated
transition probability based on the volume of each polygon and the areas of its faces can be assigned
over {yi} and leads to an implementable upwind scheme for the Fokker-Planck equation (1.5). (See
Section 3 and Theorem 3.14 for consistence and convergence analysis for this upwind scheme.) We
also provide an unconditionally stable explicit time descretization for the upwind scheme based on
the detailed balance property of the Markov process in Section 3.5. This explicit scheme is very
efficient and enjoys mass conservation law and the exponential convergence to the equilibrium.
At last, to show the accuracy of the upwind scheme, we simulate challenging numerical examples
including dataset on dumbbell, torus and sphere in Section 3.6.
The approximated transition probability between the nearest neighbor points for the Markov
process on {yi} ⊂ N shows the manifold structure and enables us to efficiently do computations such
as cluster, coarse-graining and minimal energy path on manifold. Notice this transition probability
between the nearest neighbor points not only incorporates the manifold information but also gives
an adapted graph network on the manifold. Based on the above observation, we conduct some
examples in Section 5 including optimal coarse-graining partition (cluster) in Section 5.1 and finding
the minimal energy path in Section 5.2. The later one is a fundamental question in finding the
activation energy in chemical reaction or protein folding.
In practice, the equilibrium potential UN (y) not only depends on the configuration of N , but
may also depend on some other parameters of the physical system, for instance, the temperature,
the time window or the parameters indicating electronic, magnetic, gravitational, drug or catalysis
effect. Consequently, we generalize the equilibrium potential to a function UN (y, θ), where θ is a
q-dimensional independent parameter. In other words, UN (y; θ) can be considered as a function on
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the product manifold N ×Rq. Although we are able to obtain the reaction coordinates through the
Diffusion map, it is very expensive to collect the information of the equilibrium potential directly
for all parameters θ over all points {yi}. Hence, to achieve goal (II), we apply to a Gaussian
Process regression based on the intrinsic geometry of N ×Rq. Specifically, suppose we can observe
the potential UN (y, θ) with noise under some labeled parameters θ(1) = {θi}ri=1 ⊂ Rq over a small
amount of labeled points {y1,y2, · · · ,ym} on the manifold N , i.e. we observe r vectors
~zj(i) = UN (yi, θj) + ~σj(i),(1.7)
where ~zj = (zj(1), · · · , zj(m)), ~σj = (σj(1), · · · , σj(m)) ∈ Rm and 1 ≤ j ≤ r. Here, ~σj is a Gaussian
noise vector and we assume that σj(i) ∈ N (0, σ2noise) for all i, j. Then we want to reproduce
the potential UN (y, θ) with unlabeled parameters θ(2) = {θi}r+si=r+1 ⊂ Rq over a large number of
unlabeled points {ym+1,ym+2, · · · ,ym+n} on N . In Section 4, we choose a Gaussian Process prior
for the unknown function as UN ∼ GP (0, C), where C is the covariance function which is a function
on N ×Rq ×N ×Rq. A natural and canonical choice for the covariance function is the heat kernel
of the manifold N × Rq. Unfortunately, without knowing the metric of N , the heat kernel on
N ×Rq is intractable to calculate. Hence, we apply the Diffusion based Gaussian Process (DBGP)
proposed in [14] to recover the heat kernel on N and on N × Rq. The simulation on dumbbell is
provided in Section 4.1. It is worth to mention that this method can be generalized to the case
when the parameter θ is an independent variable from a submanifold N ′ ⊂ Rq, i.e. UN (y, θ) is a
function on N ×N ′ with the product metric.
Due to the curse of high dimensionality, we collect the partial information about the equilibrium
potential on the submanifold N in a low dimensional space and reproduce it on the whole manifold
in Section 4. Then, we can process the upwind scheme in Section 3 to find the trajectory ρNt
based on the reproduced equilibrium potential. To achieve goal (IV), we can pull back the density
function ρNt to a density function ρMt onM through an estimation of the Jacobian of the reaction
coordinates Φ. Detailed pullback algorithm is developed based on the results in [32]. We provide
and justify this algorithm in Section 6.
The remaining part of the paper will be organized as follows. In Section 2, we use diffusion map
to achieve goal (I). In Section 3, we focus on goal (III) and propose the solver for Fokker-Planck on
manifold with several simulations. In Section 4, we deal with goal (IV) to generate new potential
with hidden parameters. Then goal (V) is discussed in Section 5. Finally, we recover the dynamics
in the original high dimensional space in Section 6. All the commonly used notations are listed in
Table 1 for the sake of clarity.
2. Review of nonlinear dimension reduction and diffusion map
In this section, we focus on the goal (I), i.e. learn the reaction coordinate y for the d-dimensional
manifold N ⊂ R` to extract the conformational changes with slow time scale from other fast time
scale vibrations. We first introduce the basic idea about the nonlinear dimension reduction under
the following assumption.
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Table 1. Commonly used notations in this paper.
Symbols Meaning
Rp, R` High (low) dimensional ambient spaces
d Dimension of the Riemannian manifolds
M, N d-dimensional smooth closed Riemannian submanifolds of the Euclidean spaces
x, y Points on M and N respectively
dVM, dVN Volume forms on M and N respectively
∆ Laplace Beltrami operator of a manifold
λi, ψi The eigenvalues and the corresponding orthonormal (in L
2) eigenfunctions of ∆
Φ Reaction coordinates (Smooth embedding of a manifold)
X, Y Random variables with the range M and N respectively
ρ, ρM, ρMt Probability density functions on M
ρN , ρNt Probability density functions on N
n ∈ N Number of data points sampled from M based on ρ
{x1, · · · ,xn} Data points sampled from M based on ρ
 The bandwidth in the Diffusion map
K Kernel in the Diffusion map
W,α Affinity matrix in Diffusion map with α normalization
L,α Diffusion map matrix
λi,n,, vi,n, The eigenvalues and the corresponding orthonormal eigenvectors in l
2 of
L,1−I
2
K, t Parameters in the DBGP algorithm
Ci the Voronoi cell around the point yi on the manifold N
Γij the Voronoi face between yi and yj on the manifold N
r bandwidth in the Voronoi cell approximation algorithm
s threshold in the Voronoi cell approximation algorithm
ιk the projection map in the Voronoi cell approximation algorithm
δ the bandwidth in the pullback algorithm
Assumption 2.1. Let M be a d dimensional smooth closed Riemannian submanifold of Rp. Sup-
pose that ρ is a smooth probability density function on the manifold M. We assume that ρ is
bounded from below and from above, i.e. ρm ≤ ρ ≤ ρM . Let {x1 · · · ,xn} ⊂ M i.i.d.∼ ρ.
Nonlinear dimension reduction algorithms construct maps which map {x1 · · · ,xn} to some low
dimensional space R` while preserve the topological or geometric structure of the underlying man-
ifold. There are a lot of well known dimension reduction algorithms, for instance, ISOMAP [41],
eigenmap [5], locally linear embedding (LLE) [37] and its variations like Hessian LLE [13], vector
diffusion map [39, 40]. In this work, we focus on the algorithm Diffusion map which is introduced
by Coifman and Lafon [10]. The algorithm of the Diffusion map can be described in the following
steps:
(i) For x,x′ ∈M, we define K(x,x′) = exp(−‖x−x
′‖2Rp
42
), where  > 0 is the bandwidth.
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(ii) Define
q(x) :=
n∑
i=1
K(x,xi).(2.1)
We define the affinity matrix which is a n× n matrix W,α:
W,α,ij :=
K(xi,xj)
qα (xi)q
α
 (xj)
.(2.2)
This step is called the α-normalization.
(iii) Define a n× n diagonal matrix D with diagonal entry
D,α,ii =
n∑
j=1
W,α,ij .(2.3)
Let
L,α = D
−1
,αW,α.(2.4)
(iv) To reduce the dimension of the dataset {x1 · · · ,xn}. We choose α = 1. Denote
λ0,n, ≤ · · · ,≤ λn−1,n,(2.5)
to be the eigenvalues of
I−L,1
2
. We find the first ` corresponding eigenvectors of
I−L,1
2
, namely,
{vj,n,}`j=1. Then the map
xi → (v1,n,(i), · · · , v`,n,(i))(2.6)
reduces the dimension of the dataset into the Euclidean space R`.
Remark 2.2. Note that the matrix L,1 in (2.4) may not be symmetric in general. Therefore,
in the implementation, we use the matrix L˜,1 = D
−1/2
,1 W,1D
−1/2
,1 . L˜,1 is similar to L,1 and is
symmetric. Therefore, they share the same eigenvalues and the corresponding eigenvectors differ
by D
−1/2
,1 .
The Diffusion map can be understood from the spectral geometry point of view. Let M be a d
dimensional smooth closed Riemannian manifold. Let ∆ be the Laplace-Beltrami operator of M.
Let {λi}∞i=0 be the eigenvalues of −∆, and
∆ψi = −λiψi,(2.7)
where ψi is the corresponding eigenfunction normalized in L
2(M). We have 0 = λ0 < λ1 ≤ λ2 ≤
· · · .
Based on the work of [6], [25], [3] and [35], we know that there is a ` such that for x ∈ M, the
map
Ψ(x) = (ψ1(x), · · · , ψ`(x)),(2.8)
is a smooth embedding of M into R`. The readers may refer to Appendix A for more detailed
discussion about the map Ψ.
Remark 2.3. Note that λ0 = 0 and ψ0 =
1√
Vol(M) which is a constant. Hence, we never use ψ0
in constructing an embedding.
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Next, we review some theoretical results in justification of the diffusion map as a nonlinear
dimension reduction algorithm. Those results relate the Diffusion map to the Laplace Beltrami
operator and the eigenfunctions of it. First, it is proved in [10] and [39] that the matrix
L,1−I
2
converges pointwisely to the Laplace Beltrami operator of the manifold in the following sense.
Theorem 2.4. (Coifman-Lafon,[10], Singer-Wu,[39]) Suppose α = 1. Under Assumption 2.1, for
f ∈ C3(M), if
√
logn
√
n
d
2+2
→ 0 and → 0 as n→∞, then with probabilty greater than 1− 1
n2
, for all
i = 1, · · · , n, we have∑n
j=1 L,1(i, j)f(xj)− f(xi)
2
= ∆f(xi) +O() +O(
√
log n
√
n
d
2
+2
).(2.9)
The α = 1 normalization in the Diffusion Map comes from the idea of the density estimation.
When α is chosen to be 1, the impact of the non uniform density ρ is removed. Hence, the Laplace-
Beltrami operator in the previous theorem is not contaminated by the probability density function
ρ.
A stronger version of the convergence theorem in [40] shows the spectral convergence of the
diffusion map in L2 sense. At last, in [14], it shows the L∞ spectral convergence result based on
the following definition.
Definition 2.5. Under Assumption 2.1, suppose vj,n, is an eigenvector of
I−L,1
2
which is normal-
ized in the l2 norm. Let Nk = |BRp (xk) ∩ {x1, · · · ,xn}|, the number of points in the  ball in the
ambient space. Then, we define the l2 norm of vj,n, with respect to the inverse estimated probability
density 1/ρˆ as:
‖vj,n,‖l2(1/ρˆ) :=
√√√√ |Sd−1|d
d
n∑
i=1
vj,n,(k)
Nk
.
Define the renormalization of vj,n, in the l
2 norm with respect to the inverse estimated probability
density 1/ρˆ as:
Vj,n, :=
vj,n,
‖vj,n,‖l2(1/ρˆ)
.(2.10)
Intuitively, vj,n, is a a discretization of some function onM while ‖vj,n,‖l2(1/ρˆ) is an approxima-
tion of the L2(M) norm of the function. Hence, Vj,n, can be regarded as a discretization of some
function that is normalized in L2(M). On the other hand, the vector ~ψj = (ψj(x1), · · · , ψj(xn))>
is a discretization of ψj which is also normalized in the L
2(M). Therefore, it is reasonable to
compare Vj,n, and ~ψj rather than vj,n, and ~ψj . In the following theorem, it shows that, on a closed
manifold M, if we fix K and we choose the bandwidth  based on the number of data points n,
then for i < K, with high probability, λj,n, is an approximation of the j-th eigenvalue λj of −∆
and Vj,n, is an approximation of ~ψj .
Theorem 2.6. (Dunson-Wu-Wu, [14]) Under Assumption 2.1, suppose all the eigenvalues of ∆
are simple. Let (λj , ψj) be the j-th eigenpair of −∆ with ψj normalized in L2(M). Let L,1 be
the matrix in (2.4). Let (λj,n,, Vj,n,) be the j-th eigenpair of
I−L,1
2
with Vj,n, normalized as
in Definition 2.5. Let ΓK := min1≤j≤K dist(λj , σ(−∆) \ {λj}). For a positive integer K, if we
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choose  = (n) = n−
1
4d+15 and  ≤ K1 min
((
min(ΓK ,1)
K2+λd/2+5K
)2
, 1
(2+λd+1K )
2
)
, then there is a sequence
an ∈ {1,−1} such that for all i < K with probability greater than 1− n−2,
|λj,n, − λj | ≤ K33/2,(2.11)
max
1≤i≤n
|anVj,n,(i)− ψj(xi)| ≤ K41/2,
where K1 and K2 > 1 are constants depending on the lower bound of the p.d.f. ρm, the C2 norm of
p.d.f. ρ, the volume, the injectivity radius and the curvature of the manifold and K3 and K4 depend
on the curvature of M, ρm and the C1 norm of ρ.
Remark 2.7. The above theorem assumes that the eigenvalues of ∆ are simple for notation sim-
plicity. In the case when the eigenvalues are not simple, the same theorem still works by introducing
the eigenprojection.
Based on Definition 2.5 and Theorem 2.6, we provide the following definition of the reaction
coordinates which we use in this work.
Definition 2.8 (Reaction coordinates). Let (λi, ψi) be the i-th eigenpair of the Laplace Beltrami
operator on M, −∆, with ψj normalized in L2(M). Suppose for x ∈M
Ψ(x) = (ψ1(x), · · · , ψ`(x)),(2.12)
is a smooth embedding ofM into R`. Let A be a `× ` diagonal matrix such that Aii = ‖vj,n,‖l2(1/ρˆ)
as defined in Definition 2.5. Under Assumption 2.1, we define
yi = Φ(xi) := A ◦Ψ(xi) ∈ R`,(2.13)
to be the reation coordinates of xi
Note that A ◦ Ψ is also a smooth embedding of M into R`. Hence, by Theorem 2.6, we have a
justification of the diffusion map. Let {v1,n,, · · · , v`,n,} be the first ` eigenvectors of I−L,12 in Step
(iv) of the algorithm of the Diffusion map. Then, the Diffusion map
xi → (v1,n,(i), · · · , v`,n,(i)),(2.14)
is an approximation of yi = Φ(xi) := A ◦Ψ(xi) over the data points {x1 · · · ,xn}.
3. Solution to the Fokker-Planck equation on N
Suppose N is a d dimensional smooth closed Riemannian submanifold of R` with the coordinates
y obtained in Section 2. In this section, we will focus on the goal (III), i.e. given an equilibrium
potential for the new physical system as W (y) := U∗N (y), we want to solve the Fokker-Planck
equation on N which drives any initial data ρ0 to the equilibrium density on N , ρN∞(y) ∝ e−W (y)
(after taking kT = 1). To study the trajectory of ρt driving any initial data ρ0 to the equilibrium
density ρN∞(y) ∝ e−W (y) (for instance, how the old physical system change to the new physical
system), it is sufficient to solve the following Fokker-Planck equation on manifold N
(3.1) ∂tρ
N
t = divN (∇NρNt + ρNt ∇NW ).
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For notation simplicity, in the remaining of this section, we will denote the equilibrium density for
the Fokker-Planck equation (1.5) as pi := ρN∞.
As mentioned before, since we do not have exact information of N , the only implementable
method is to use the data {yi} ⊂ N sampled from invariant density pi on N to construct directly
a good discrete approximation to the Fokker-Planck equation (3.1). Assume pi has upper and
lower bounds, thus it is proved the sampled data is well-distributed on N [42, 30]. In Section
3.1, we will construct a Voronoi tessellation for N from {yi} ⊂ N and then assign the transition
probability for an approximated Markov process on {yi} between the nearest neighbor points.
This transition probability with detailed balance property also gives an theoretic upwind scheme
for Fokker-Planck equation (3.1). We give the stability and convergence analysis for this scheme
in Section 3.3. However, without the exact metric on N , to propose an implementable scheme, the
Voronoi tessellation needs to be further approximated. In Section 3.4, thanks to the metric on N
induced by low dimensional Euclidean distance, the volumes of each Voronoi cell and the areas of
the each Voronoi face can be further approximated by polygons in its tangent plane in R` with high
order accuracy. Therefore the new transition probability based on polygons can be assigned and
leads to an implementable upwind scheme for Fokker-Planck equation (3.1); see Theorem 3.14. In
Section 3.5, we provide an unconditionally stable explicit time descretization for the upwind scheme
based on the detailed balance property of the Markov process, which satisfies mass conservation
law and exponentially converges to the equilibrium. Challenging numerical simulations including
dataset on torus, dumbbell and sphere are conducted in Section 3.6.
3.1. Construction of Voronoi tessellation and the upwind scheme on manifold N . In
this section, we construct an upwind scheme based on the Voronoi tessellation for manifold N .
We will see the advantage is that the Voronoi tessellation automatically gives a positive-preserving
upwind scheme for the Markov process with detailed balance; see Lemma 3.4.
Suppose (N , dN ) is a d dimensional smooth closed submanifold of R` and dN is induced by the
Euclidean metric in R`. Q := {yi}ni=1 are sampled from the equilibrium density pi = ρN∞. Define
the Voronoi cell as
(3.2) Ci := {y ∈ N ; dN (y,yi) ≤ dN (y,yj) for all yj ∈ Q},
with the volume |Ci| = Hd(Ci). Then N = ∪ni=1Ci is a Voronoi tessellation of manifold N . Denote
the Voronoi face for cell Ci as
(3.3) Γij := Ci ∩ Cj , and its area as |Γij | = Hd−1(Γij)
for any j = 1, · · · , n. If Γij = ∅ or i 6= j then we set |Γij | = 0. We define the bisector between yi
and yj to be the set
(3.4) Gij := {y ∈ N ; dN (y,yi) = dN (y,yj)}.
Obviously, we have Γij ⊂ Gij .
Define the associated adjacent sample points as
(3.5) V F (i) := {j; Γij 6= ∅}.
We have the following basic facts about the Voronoi cells and bisectors on a manifold.
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Proposition 3.1. If Ci is the Voronoi cell containing the yi and Ci is contained in the geodesic
ball centered at yi whose radius is equal to the injectivity radius of N at yi, then Ci is star shaped.
Proof. For any y ∈ Ci, if there is a point y′ on the minimizing geodesic between y and yi such that
y′ 6∈ Ci and y′ ∈ Cj , then dN (y′,yj) < dN (y′,yi). Therefore, we have dN (y,yj) ≤ dN (y,y′) +
dN (y′,yj) < dN (y,y′) + dN (y′,yi) = dN (y,yi). This contradicts to y ∈ Ci. Hence, any point on
the minmizing geodesic between y and yi is in Ci. 
Note that above fact holds regardless how {yi}ni=1 are sampled. Due to the topological and
geometrical structure of the manifold, the bisector between two points in general may not be a
manifold. In [4], the author proves that any bisector between two points is a totally geodesic
submanifold if and only if the manifold has constant curvature. An obvious example of this case is
the round 2-sphere, where any bisector is a great circle. Hence, on the round 2-sphere, any Voronoi
surface is a part of a great circle. We have the following fact about the bisector.
Proposition 3.2. Suppose dN (yi,yj) is less then injectivity radii at yi and yj. Suppose Gij is
the bisector between yi and yj. Let y
∗ be the midpoint of the minimizing geodesic between yi and
yj. Then there is a d dimensional geodesic ball B around y
∗ such that Mij = B ∩ Gij is d − 1
dimensional submanifold. Moreover, the minimizing geodesic between yi and yj is perpendicular to
Mij at y
∗.
Based on the above proposition, we make the following assumption about each Voronoi face Γij .
Assumption 3.3. We assume that each Voronoi face Γij ⊂Mij for the submanifold Mij and there
is a well defined unit outward normal vector field n on each ∂Ci.
Above assumption enables us to apply the divergence Theorem on each Voronoi cell.
Let us first clarify the density on each cell. Let χCi be the characteristic function such that
χCi = 1 for y ∈ Ci and 0 otherwise. For i = 1, · · · , n,
ρapprox(y) =
n∑
i=1
ρiχCi(y)
is the piecewise constant probability distribution on N provided ∑ni=1 ρi|Ci| = 1 and ρi ≥ 0.
Let pii be the approximated equilibrium density at yi satisfying
∑n
i=1 pii|Ci| = 1. If ρapprox(y) =∑
i ρiχCi(y) is an approximation of density ρN (y), then ρi is an approximation of the density
ρN (yi).
Recall the Fokker-Planck on N (3.1). We first recast (3.1) in the relative entropy form
(3.6) ∂tρ
N
t = divN
(
pi∇N
(
ρNt
pi
))
.
Then using the finite volume method and the divergence theorem on manifold, we have
(3.7)
d
dt
ρi|Ci| = d
dt
∫
Ci
ρapproxHd(Ci) =
∑
j∈V F (i)
∫
Γij
pin · ∇N
(
ρapprox
pi
)
Hd−1(Γij),
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where n is the unit outward normal vector field on ∂Ci. Based on this, we introduce the following
upwind scheme. For i = 1, · · · , n,
(3.8)
d
dt
ρi|Ci| = 1
2
∑
j∈V F (i)
pii + pij
|yi − yj | |Γij |
(
ρj
pij
− ρi
pii
)
.
We will first formulate upwind scheme (3.8) as the forward equation for a Markov process with
basic properties such as ergodicity in Section 3.2. We then show the truncation error analysis and
stability analysis and thus convergence of the scheme (3.8) later in Section 3.3.
3.2. Associated Markov process, detailed balance and ergodicity. We will first formulate
upwind scheme (3.8) as the forward equation for a Markov process and then in Proposition 3.5, we
study the generator of the Markov process, which leads to ergodicity of ρipii .
Lemma 3.4. The upwind scheme (3.8) is the forward equation for a Markov Process with transition
probability Pij (from state j to i) and jump rate λj
(3.9)
d
dt
ρi|Ci| =
∑
j∈V F (i)
λjPijρj |Cj | − λiρi|Ci|,
where
(3.10)
λi :=
1
2|Ci|pii
∑
j∈V F (i)
pii + pij
|yi − yj | |Γij |, i = 1, 2, · · · , n;
Pij :=
1
λj
pii + pij
2pij |Cj |
|Γij |
|yi − yj | , j ∈ V F (i); Pij = 0, j /∈ V F (i).
(i) It satisfies
∑
i Pij = 1 and the detailed balance property
(3.11) Pijλjpij |Cj | = Pjiλipii|Ci|.
(ii) With {wi}ni=1 := {ρi|Ci|}ni=1, we recast the forward equation (3.9) as
(3.12)
d
dt
w = A∗w,
where
(3.13) A∗ = (a∗ij)n×n, a
∗
ij :=
{
−λi, j = i;
λjPij , j 6= i.
(iii)
∑n
i=1 a
∗
ij = 0, which gives the conservation law for wi = ρi|Ci|
(3.14)
d
dt
n∑
i=1
wi =
n∑
i=1
n∑
j=1
a∗ijwj = 0;
(iv) We have the dissipation relation
d
dt
∑
i
ρ2i
pii
|Ci| = −
∑
i,j
pii + pij
2
|Γij |
|yi − yj |
(
ρj
pij
− ρi
pii
)2
.(3.15)
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Proof. First, one can rewrite (3.8) as (3.9) with λi =
1
2|Ci|pii
∑
j∈V F (i)
pii+pij
|yi−yj | |Γij | and Pijλj =
pii+pij
2|yi−yj |
|Γij |
pij |Cj | . Then since
pii+pij
|yi−yj | |Γij | is symmetric, we have
(3.16)
d
dt
(
n∑
i=1
|Ci|ρi) =
∑
i,j
1
2
pii + pij
|yi − yj | |Γij |
(
ρj
pij
− ρi
pii
)
= 0.
Second we can check
(3.17)
∑
i
Pij =
∑
i∈V F (j)
Pij =
1
λj
∑
i∈V F (j)
pii + pij
2|yi − yj |
|Γij |
pij |Cj | = 1.
Third the detailed balance property comes from the symmetric property of
pii+pij
|yi−yj | |Γij | and
(3.18) λjPijpij |Cj | = pii + pij
2|yi − yj | |Γij | = λiPjipii|Ci|.
Next, the conservation law follows directly from
∑n
i=1 a
∗
ij = 0.
Finally, multiplying
(3.19)
d
dt
ρi|Ci| =
∑
j∈V F (i)
λiPjipii|Ci|ρj
pij
− λipii|Ci|ρi
pii
=
∑
j∈V F (i)
λipii|Ci|Pji
(
ρj
pij
− ρi
pii
)
by ρipi and detailed balance property (5.14) show that
d
dt
∑
i
ρ2i
pii
|Ci| =−
∑
i,j
λipii|Ci|Pji
(
ρj
pij
− ρi
pii
)2
=−
∑
i,j
pii + pij
2
|Γij |
|yi − yj |
(
ρj
pij
− ρi
pii
)2
.(3.20)
This gives the dissipation relation (3.15).

Proposition 3.5. Let A := (aij)n×n be the transport matrix of A∗ in (3.13) with a∗ij = aji. Then
{ui}ni=1 := { ρipii }ni=1 is the solution to the backward equation
(3.21)
d
dt
u = Au.
Moreover, 0 is the simple, principle eigenvalue of A with the ground state {1, 1, · · · , 1}. We thus
have the exponential decay of ρi with respect to time t,
(3.22) max
i
|ρi(t)− pii|
pii
≤ ce−αt,
where α > 0 is the absolute value of the spectral gap of A.
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Proof. With the detailed balance property (3.11), we recast the forward equation (3.9) as
(3.23)
d
dt
ρi|Ci| =
∑
j∈V F (i)
λjPijpij |Cj |ρj
pij
− λipii|Ci|ρi
pii
=
∑
j∈V F (i)
λiPjipii|Ci|ρj
pij
− λipii|Ci|ρi
pii
,
which gives
(3.24)
d
dt
ρi
pii
= λi
 ∑
j∈V F (i)
Pji
ρj
pij
− ρi
pii
 .
Next, we show {ui}ni=1 := { ρipii }ni=1 is the solution to this backward equation. Recast (3.24) as
(3.25)
d
dt
ui =
n∑
j=1
aijuj .
Here A = {aij} is the generator of the backward equation
(3.26)
d
dt
u = Au.
One can check
∑n
j=1 aij = 0, aij ≥ 0 for j 6= i and aii < 0.
Moreover, due to the detailed balance property (3.11), we know A is self-adjoint in the weighted
l2-space
(3.27) 〈u,Av〉pi|C| :=
∑
i,j
uiaijvjpii|Ci| =
∑
i,j
ajiuivjpij |Cj | =: 〈Au, v〉pi|C|.
Thus we know the eigenvalues of A are real. For the matrix µ1I + A with µ1 > maxi λi, we know
each element is non negative and
∑
j(µ1 + aij) = µ1 > 0. Since Voronoi tessellation N = ∪ni=1Ci,
we know if N is strongly connect then µ1I +A is irreducible. So by the Perron-Frobenius theorem
for µ1I + A, we know the PerronFrobenius eigenvalue (i.e. the principal eigenvalue) of µ1I + A is
µ1 and µ1 > 0 is simple eigenvalue with the ground state u
∗ := (1, 1, · · · , 1) and other eigenvalues
µi satisfy |µi| < µ1. Therefore, we have the exponential decay of u to its ground state u∗
(3.28) ‖u− u∗‖ ≤ ce(|µ2|−µ1)t.
Here µ1 − |µ2| > 0 is the spectral gap of µ1I +A, which is also the spectral gap of A. 
See [27] for the ergodicity of upwind schemes in unbounded space.
3.3. Truncation error estimate, stability and convergence of the upwind scheme (3.8).
In this section we prove the stability of (3.8) in Lemma 3.6. Then we obtain the convergence of
the solution to upwind scheme (3.8) to the solution of Fokker-Planck (3.1) in Theorem 3.7.
First, we have the following stability property, which corresponds to the Markov chain version of
the Crandall-Tartar lemma for monotone schemes. This lemma is also known as the total variation
diminishing for two density solutions.
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Lemma 3.6. Any two solutions ρi and ρ˜i to upwind scheme (3.9) have the following stability
properties
(3.29)
d
dt
n∑
i=1
|ρi − ρ˜i||Ci| ≤ 0;
(3.30)
d
dt
n∑
i=1
|ρ˙i| |Ci| ≤ 0.
Proof. First assume ρi and ρ˜i are two solutions to upwind scheme (3.9). We have
(3.31)
d
dt
(ρi|Ci| − ρ˜i|Ci|) =
∑
j∈V F (i)
Pijλj |Cj |(ρj − ρ˜j)− λi|Ci|(ρi − ρ˜i).
Multiply sgn(ρi − ρ˜i) to both sides and then take summation with respect to i
(3.32)
d
dt
n∑
i=1
|Ci||ρi − ρ˜i| ≤
∑
i,j
Pijλj |Cj ||ρj − ρ˜j | −
n∑
i=1
λi|Ci||ρi − ρ˜i| = 0,
where we used
∑
i∈V F (j) Pij = 1. Second, take time derivative in (3.9), then we have
(3.33)
d2
dt2
ρi|Ci| =
∑
j∈V F (i)
Pijλj |Cj |ρ˙j − λi|Ci|ρ˙i.
Then similarly we can multiply sgn(ρ˙i) to both sides and obtain
(3.34)
d
dt
n∑
i=1
|Ci||ρ˙i| ≤
∑
i,j
Pi,jλj |Cj ||ρ˙j | −
n∑
i=1
λi|Ci||ρ˙i| = 0,
where we used
∑
i∈V F (j) Pij = 1. 
We conclude this section by the following convergence theorem in the weighted L2 sense.
Theorem 3.7 (Convergence). Suppose ρ(y, t), t ∈ [0, T ] is a smooth solution to Fokker-Planck
equation (3.1) on manifold N ⊂ R` with initial density ρ0(y). Let N = ∪ni=1Ci be the Voronoi
tessellation of manifold N based on {yi}. Let
h = max
(
max
i=1,...,n
(diam(Ci)), max
i=1,...,n
( max
j∈V F (i)
dN (yi,yj))
)
(3.35)
Let ρi be the solution to the upwind scheme (3.8) with initial data ρ
0
i and ei := ρ(yi)− ρi. Under
Assumption 3.3, we have the following error estimate
(3.36) max
t∈[0,T ]
∑
i
ei(t)
2 |Ci|
pii
≤ (∑
i
ei(0)
2 |Ci|
pii
+O(h2(nhmax
i
|∂Ci|+ 1))
)
expT ,
where the constant in O(h2(nhmaxi |∂Ci| + 1)) depends on Vol(N ), the minumum of pi, the C1
norm of pi, the L∞ norm of ∂t∇Nρ and the C2 norm of ρpi .
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Proof. Let ρei :=
1
|Ci|
∫
Ci
ρdy be the cell average. Plug the exact solution into the numerical scheme
(3.37)
∂t(ρ
e
i |Ci|) =
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γij |
(
ρ(yj)
pij
− ρ(yi)
pii
)
+
∑
j∈V F (i)
εij ,
εij :=
∫
Γij
pinij · ∇N ρ
pi
dHd−1 − pii + pij
2|yi − yj | |Γij |
(
ρ(yj)
pij
− ρ(yi)
pii
)
,
where nij is the restriction of the unit outward normal vector field on Γij . Exchanging i, j above,
we can see that εij is anti-symmetric.
Subtracting the numerical scheme (3.8) from (3.37), we have
(3.38)
d
dt
(ei|Ci|) =
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γij |
(
ej
pij
− ei
pii
)
+
∑
j∈V F (i)
εij + ∂t((ρ(yi)− ρei )|Ci|).
Similar to the dissipation relation (3.15), multiplying eipii shows that
(3.39)
d
dt
∑
i
e2i
|Ci|
pii
= −
∑
i
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γij |
(
ej
pij
− ei
pii
)2
+
∑
i
∑
j∈V F (i)
2εij
ei
pii
+
∑
i
2∂t(ρ(yi)−ρei )ei
|Ci|
pii
.
Since εij is anti-symmetric,
(3.40)
d
dt
∑
i
e2i
|Ci|
pii
= −
∑
i
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γij |
(
ej
pij
− ei
pii
)2
+
∑
i
∑
j∈V F (i)
εij
(
ei
pii
− ej
pij
)
+
∑
i
2∂t(ρ(yi)−ρei )ei
|Ci|
pii
.
Applying Young’s inequality to the last two terms, we have
(3.41)
∑
i
∑
j∈V F (i)
εij
(
ei
pii
− ej
pij
)
≤ 1
2
∑
i
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γij |
(
ej
pij
− ei
pii
)2
+
1
2
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γij |
;
(3.42)
∑
i
2∂t(ρ(yi)− ρei )ei
|Ci|
pii
≤
∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
+
∑
i
e2i
|Ci|
pii
.
Thus we have
d
dt
∑
i
e2i
|Ci|
pii
≤− 1
2
∑
i
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γij |
(
ej
pij
− ei
pii
)2
+
1
2
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γij |
(3.43)
+
∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
+
∑
i
e2i
|Ci|
pii
≤
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γij |
+
∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
+
∑
i
e2i
|Ci|
pii
.
Next, we bound the term
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γij |
.
Let Gij be the bisector between yi and yj . Suppose y
∗ is the intersection point of the minimizing
geodesic from yi to yj and Gij . We have dN (y∗,yi) = dN (y∗,yj). Suppose T is the unit tangent
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vector of the minimizing geodesic at y∗. From the Taylor expansion of ρpi along the geodesic, we
have
ρ
pi
(yj)− ρ
pi
(y∗) = T · ∇N ρ
pi
(y∗)dN (y∗,yj) +O(d2N (y
∗,yj)),(3.44)
ρ
pi
(y∗)− ρ
pi
(yi) = T · ∇N ρ
pi
(y∗)dN (y∗,yi) +O(d2N (y
∗,yi)).(3.45)
By Assumption 3.3, nij can be extended to a unit normal vector field on the d − 1 dimensional
submanifold Mij ⊂ Gij . We also call the extension to be nij . By Proposition 3.2, T = nij(y∗).
Therefore, if we add the above two equations , we have
ρ
pi
(yj)− ρ
pi
(yi) = nij · ∇N ρ
pi
(y∗)dN (yi,yj) +O(d2N (yi,yj)).(3.46)
Hence,
nij · ∇N ρ
pi
(y∗) =
ρ(yj)
pij
− ρ(yi)pii
dN (yi,yj)
+O(dN (yi,yj)) =
ρ(yj)
pij
− ρ(yi)pii
|yi − yj | +O(dN (yi,yj)),(3.47)
where we apply Lemma 3.8 in the last step. Similarly,
pi(yj)− pi(y∗) = O(dN (y∗,yj)),(3.48)
pi(y∗)− pi(yi) = O(dN (y∗,yi)).(3.49)
Hence,
pi(y∗) =
pii + pij
2
+O(dN (yi,yj)).(3.50)
Therefore,
pi(y∗)nij · ∇N ρ
pi
(y∗) =
pii + pij
2
ρ(yj)
pij
− ρ(yi)pii
|yi − yj | +O(dN (yi,yj)).(3.51)
For any y on Γij ,
pi(y)nij · ∇N ρ
pi
(y) =pi(y∗)n · ∇N ρ
pi
(y∗) +O(dN (y,y∗))(3.52)
=pi(y∗)n · ∇N ρ
pi
(y∗) +O(dN (yi,y) + dN (yi,yj))
=pi(y∗)n · ∇N ρ
pi
(y∗) +O(diam(Ci) + dN (yi,yj)),(3.53)
where diam(Ci) is the diameter of Ci measured with respect to the distance in N . Thus,
pi(y)nij · ∇N ρ
pi
(y) =
pii + pij
2
ρ(yj)
pij
− ρ(yi)pii
|yi − yj | +O(diam(Ci) + dN (yi,yj)).(3.54)
We conclude that
ij = O((diam(Ci) + dN (yi,yj))|Γij |).(3.55)
Therefore,
ε2ij
pii+pij
2|yi−yj | |Γij |
= O(dN (yi,yj)(diam(Ci) + dN (yi,yj))2|Γij |).(3.56)
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If we sum up all j ∈ V F (i),∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γij |
= max
j∈V F (i)
dN (yi,yj)(diam(Ci) + dN (yi,yj))2O(|∂Ci|).(3.57)
Hence, ∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γij |
= O(nh3 max
i
|∂Ci|),(3.58)
where the constant depends on the minumum of pi, the C1 norm of pi and the C2 norm of ρpi .
Next, we bound
∑
i[∂t(ρ(yi)− ρei )]2 |Ci|pii
∂t(ρ(yi)− ρei ) = O(diam(Ci)) = O(h),(3.59)
where the constant depends on the L∞ norm of ∂t∇Nρ. Since
∑
i |Ci| = Vol(N ),∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
= O(h2),(3.60)
where the constant depends on the L∞ norm of ∂t∇Nρ, Vol(N ) and minimum of pi. Hence ,
d
dt
∑
i
e2i
|Ci|
pii
≤ O(h2(nhmax
i
|∂Ci|+ 1)) +
∑
i
e2i
|Ci|
pii
.(3.61)
In conclusion,
(3.62) max
t∈[0,T ]
∑
i
ei(t)
2 |Ci|
pii
≤ (∑
i
ei(0)
2 |Ci|
pii
+O(h2(nhmax
i
|∂Ci|+ 1))
)
expT .

3.4. Approximation of Voronoi cells on manifold. Recall that {yi}ni=1 are sampled from the
equilibrium density ρN∞ on a smooth closed submanifold N in R`. In this section, we first introduce
an algorithm to approximate the volumes of the Voronoi cells and the areas of the Voronoi faces
constructed from {yi}ni=1.
When the geodesic distance between two points on N is small, the next lemma relates the
Euclidean distance and the geodesic distance between them. The proof can be found in Lemma
B.3 in [44].
Lemma 3.8. Suppose y,y′ ∈ N such that dN (y, y′) is small enough. Then
‖y′ − y‖R` = dN (y,y′)(1 +O(d2N (y,y′))),(3.63)
where the constant in O(d2N (y,y
′)) depending on the second fundamental form of N in R` at y.
Above lemma implies that if r is small enough, then for all yk and any y ∈ BR`r (yk) ∩ N , there
is a constant D1 > 1 depending on the second fundamental form of N in R`, such that
dN (y,yk) ≤ D1‖yk − y‖R` .(3.64)
We further make the following assumption about the Voronoi cells and the distribution of {yi}ni=1
on N .
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Assumption 3.9. For n large enough, there exists r depending n such that the following conditions
hold for any yk:
(1) Suppose BR
`
r (yk) ∩ {yi}ni=1 = {yk,1, · · · ,yk,Nk}. We have Ck ⊂ BR
`
r (yk). Moreover, if Γkj is
a Voronoi surface of Ck between yk and yj, then yj ∈ BR`r (yk). Suppose yj = yk,m, then we
introduce the notation Γk,m = Γkj.
(2) For any i = 1, · · ·Nk, there is a constant D2 < 1 such that dN (yk,i,yk) ≥ D2r.
The following lemma is a consequence of (2) in the above assumption.
Lemma 3.10. Under Assumption 3.9, dN (∂Ck, yk) ≥ 12D2r. There are constants K1 and K2
depending on D1, D2 and the Ricci curvature of N , such that
K1r
d ≤ |Ck| ≤ K2rd,(3.65)
Proof. Suppose Gk,i is the bisector between yk and yk,i. Then dN (Γk,i, yk) ≥ dN (Gk,i, yk) ≥ 12D2r.
Hence, dN (∂Ck, yk) ≥ 12D2r. Therefore, each Ci contains a geodesic ball of radius 12D2r and is
contained in the geodesic ball of radius D1r. By Lemma B.1 in [44] when r is small enough, the
volume geodesic ball of radius r can be bounded from below by K ′1rd and from above by K ′2rd
where K ′1 and K ′2 depend on the Ricci curvature of N . The conclusion follows. 
In order to introduce the Voronoi cell approximation algorithm, we need the following definition.
Definition 3.11. For any 0 < r < 1 and yk ∈ {yi}ni=1, suppose BR
`√
r
(yk)∩{yi}ni=1 = {yk,1, · · · ,yk,N¯k}.
We define the discrete local covariance matrix at yk,
Cn,r(yk) :=
1
n
N¯k∑
i=1
(yk,i − yk)(yk,i − yk)> ∈ R`×`.(3.66)
Suppose {βn,r,1, · · · , βn,r,d} are the first d orthonormal eigenvectors corresponding to Cn,r(yk)’s
largest d eigenvalues. Define a map ιk(u) : R` → Rd as
ιk(u) := (u
>βn,r,1, · · · , u>βn,r,d).(3.67)
For any y ∈ R`, define ι˜k(y) = ιk(y − yk).
Based on the above definition, we propose the following algorithm to find the approximated
volumes |C˜k| of the Voronoi cells Ck and the approximated areas |Γ˜k`| of the Voronoi faces Γk`.
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Algorithm 1: Approximation of the Voronoi cell
Parameters: Algorithm inputs are the bandwidth r and the threshold s
1 Choose 0 < r < 1. For each yk ∈ {yi}ni=1, find
BR
`√
r(yk) ∩ {yi}ni=1 =: {yk,1, · · · ,yk,N¯k}, BR
`
r (yk) ∩ {yi}ni=1 =: {yk,1, · · · ,yk,Nk}.
2 Construct the matrix Cn,r(yk) as in (3.66) by using the {yk,1, · · · ,yk,N¯k}. Find the
orthonormal eigenvectors corresponding to Cn,r(yk)’s largest d eigenvalues. Denote them as
{βn,r,1, · · · , βn,r,d}.
3 Use {βn,r,1, · · · , βn,r,d} to construct ι˜k as in (3.67). Find vk,i = ι˜k(yk,i), for i = 1, · · · , Nk.
4 Find the Voronoi cell decomposition of {0, vk,1, · · · , vk,Nk} in Rd. Denote the Voronoi cell
containing 0 to be C˜k,0 and the Voronoi cell containing vk,i to be C˜k,i. Denote the face
F˜k,i = C˜k,0 ∪ C˜k,i.
5 Find the approximation of |Ck| as
(3.68) |C˜k| := |C˜k,0| := Hd(C˜k,0).
6 Find |F˜k,i| = Hd−1(F˜k,i). Define Γ˜ ∈ Rn×n such that
Ak` :=
A˜k` + A˜`k
2
, A˜k` =
{
|F˜k,i| if y` = yk,i ∈ BR`r (yk) ;
0 otherwise.
(3.69)
7 If Ak` ≥ s, then |Γ˜k`| = Ak`. Otherwise |Γ˜k`| = s. Then |Γ˜k`| is an approximation of |Γk`|.
The idea of the above algorithm can be summarized as follows. For each yk, by using the points in
a larger ball BR
`√
r
(yk), we construct the matrix Cn,r(yk). Then, the first d orthonormal eigenvectors
will be an approximation of an orthonormal basis of TykN . Next, we project the points in a smaller
ball BR
`
r (yk) onto this tangent space approximation. Now the points around yk are projected into a
d dimensional Euclidean space and yk is projected to the origin. If we find the Voronoi cell around
the origin in the Euclidean space, then it gives the approximation of the Voronoi cell around yk
in N . Obviously, the better estimation of the tangent space we have, there are smaller errors in
the approximation of the volumes of the Voronoi cells and the areas of the Voronoi faces. To have
better estimation of the tangent space, we need that the number of points in a ball goes to infinity
as n goes to infinity. However, to approximate the Voronoi cells and faces, the number of points in
a ball should not be too large. This is reason that we choose two different scales r and
√
r in our
algorithm.
In the next proposition, we show that |C˜k| is a good approximation of |Ck|. The proof of the
proposition is in the Appendix.
Proposition 3.12. Let |C˜k| be the approximated volume of Ck in (3.68). Under Assumption 3.9,
if we choose r → 0, nrd goes to some constant and nr
d
2
logn → ∞ as n → ∞, then with probability
greater than 1− 1
n2
, for all yk, we have |C˜k| = |C˜k,0| = |Ck|(1 +O(r)).
Since we are approximating the tangent plane of the manifold N , the error between |Γki| and |Γ˜ki|
will not be much smaller than |Γki| itself when |Γki| is too small. However, in the next proposition,
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we show that if |Γki| is large enough, then |Γ˜ki| is a good approximation of |Γki|. The proof of the
proposition is in the appendix.
Proposition 3.13. Let |Γ˜ki| be the approximated area of Γki in (3.69). Let s = a1rd in the last
step of Algorithm 1 for some constant a1. Under Assumption 3.3 and Assumption 3.9, if we choose
r → 0, nrd goes to some constant and nr
d
2
logn → ∞ as n → ∞, then for r small enough, with
probability greater than 1− 1
n2
, for all yk, we have
|Γki| = |Γ˜ki|+O(rd).(3.70)
Hence, if |Γki| ≥ a2rd−1 for some constant a2, then
|Γki| = |Γ˜ki|(1 +O(r))(3.71)
At last, if we use our approximation of the volumes of the Voronoi cells and the areas of the
Voronoi faces in (3.8) we have the following implementable upwind scheme based only on the
collected dataset {yi} ⊂ N
(3.72)
d
dt
ρ˜i|C˜i| = 1
2
∑
j∈V F (i)
pii + pij
|yi − yj | |Γ˜ij |
(
ρ˜j
pij
− ρ˜i
pii
)
.
Moreover, same as Lemma 3.4, we know the upwind scheme (3.72) is the forward equation for a
Markov Process with transition probability P˜ij and jump rate λ˜i
(3.73)
d
dt
ρ˜i|C˜i| =
∑
j∈V F (i)
λ˜jP˜ij ρ˜j |C˜j | − λ˜iρ˜i|C˜i|,
where for i = 1, · · · , n, j = 1, · · · , n,
(3.74)
λ˜i :=
1
2|C˜i|pii
∑
j∈V F (i)
pii + pij
|yi − yj | |Γ˜ij |,
P˜ij :=
1
λ˜j
pii + pij
2pij |C˜j |
|Γ˜ij |
|yi − yj | , j ∈ V F (i); P˜ij = 0, j /∈ V F (i).
It also satisfies the detailed balance property
(3.75) λ˜jP˜ijpij |C˜j | = λ˜iP˜jipii|C˜i|,
conservation laws and the stability analysis in Lemma 3.6.
Now we state and prove the convergence of the implementable upwind scheme (3.72). The bound
of the error in the weighted `2 norm is summarized in the following theorem. Due to the estimation
error in the Voronoi cells and faces, the error in Theorem 3.7 eT is replaced by e2T . Assume for
i = 1, · · · , n, |V F (i)|, the cardinality of V F (i), is order 1.
Theorem 3.14. Suppose ρ(y, t), t ∈ [0, T ] is a smooth solution to the Fokker-Planck equation (3.1)
on manifold N ⊂ R` with initial density ρ0(y). Assume the sampled data {yi}ni=1 ⊂ N satisfies
Assumption 3.9. Let ρ˜i(t) be the solution of the upwind scheme (3.72). Let e˜i := ρ(yi) − ρ˜i. In
Algorithm (1) and we choose threshold s = a1r
d for some constant a1. Under Assumptions 3.3, if
22 Y. GAO, J.-G. LIU, AND N. WU
we choose r → 0, nrd goes to some constant and nr
d
2
logn → ∞ as n → ∞, then for r small enough,
with probability greater than 1− 1
n2
, we have
(3.76) max
t∈[0,T ]
∑
i
e˜i(t)
2 |Ci|
pii
≤ (∑
i
e˜i(0)
2 |Ci|
pii
+ cr
)
e2T ,
where c is a constant independent of r and n.
Proof. Define ρei :=
1
|Ci|
∫
Ci
ρdy. Plug the exact solution into the numerical scheme
(3.77)
∂t(ρ
e
i |Ci|) =
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γ˜ij |
(
ρ(yj)
pij
− ρ(yi)
pii
)
+
∑
j∈V F (i)
∫
Γij
pinij · ∇N ρ
pi
dHd−1 −
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γ˜ij |
(
ρ(yj)
pij
− ρ(yi)
pii
)
,
where nij is the restriction of the unit outward normal vector field on Γij . Subtracting the numerical
scheme (3.72) from (3.77), we have
(3.78)
d
dt
e˜i|Ci| =
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γ˜ij |
(
e˜j
pij
− e˜i
pii
)
+
∑
j∈V F (i)
εij + ∂t((ρ(yi)− ρei )|Ci|) +
d
dt
ρ˜i(|C˜i| − |Ci|),
where
εij :=
∫
Γij
pinij · ∇N ρ
pi
dHd−1 − pii + pij
2|yi − yj | |Γij |
(
ρ(yj)
pij
− ρ(yi)
pii
)
(3.79)
+
pii + pij
2|yi − yj |(|Γij | − |Γ˜ij |)
(
ρ(yj)
pij
− ρ(yi)
pii
)
Note that εij is anti-symmetric, hence by the same argument in Theorem 3.7, we have
d
dt
∑
i
e˜2i
|Ci|
pii
≤− 1
2
∑
i
∑
j∈V F (i)
pii + pij
2|yi − yj | |Γ˜ij |
(
e˜j
pij
− e˜i
pii
)2
+
1
2
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γ˜ij |
(3.80)
+
∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
+
∑
i
( d
dt
ρ˜i(
|C˜i| − |Ci|
|Ci| )
)2 |Ci|
pii
+ 2
∑
i
e2i
|Ci|
pii
≤
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γ˜ij |
+
∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
+
∑
i
( d
dt
ρ˜i(
|C˜i| − |Ci|
|Ci| )
)2 |Ci|
pii
+ 2
∑
i
e2i
|Ci|
pii
= : 1 + 2 + 3 + 2
∑
i
e2i
|Ci|
pii
.
First, we estimate the term 1, in particular,
ε2ij
pii+pij
2|yi−yj | |Γ˜ij |
for j ∈ V F (i). Since the exact solution is
smooth such that
|ρ(yi, t)− ρ(yj , t)| ≤ CLip|yi − yj |,(3.81)
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by (3.55),
ij = O((diam(Ci) + dN (yi,yj))|Γij |) +O(|Γij | − |Γ˜ij |).(3.82)
Hence,
ε2ij
pii+pij
2|yi−yj | |Γ˜ij |
= O(dN (yi,yj)(diam(Ci) + dN (yi,yj))2
|Γij |2
|Γ˜ij |
) +O(dN (yi,yj)
(|Γij | − |Γ˜ij |)2
|Γ˜ij |
).
(3.83)
Note that |Γ˜ij | ≥ s = a1rd. Hence, by Proposition 3.13,
(3.84)
(|Γij | − |Γ˜ij |)2
|Γ˜ij |
= O(rd).
By Assumption 3.9 and Lemma 3.8, dN (yi,yj) and diam(Ci) are of order r. By Assumption 3.3,
sinceN is compact, there is a constant K such that |Γij | ≤ Krd−1. Therefore, ε
2
ij
pii+pij
2|yi−yj | |Γ˜ij |
= O(rd+1)
and
1 =
∑
i
∑
j∈V F (i)
ε2ij
pii+pij
2|yi−yj | |Γ˜ij |
= O(nrd+1 max
i
|V F (i)|) = O(rmax
i
|V F (i)|),(3.85)
where we use nrd goes to some constant in the last step.
Second, we estimate 2 + 3. By Proposition 3.12 and (3.65),∑
i
( d
dt
ρ˜i(
|C˜i| − |Ci|
|Ci| )
)2 |Ci|
pii
= O(r2).(3.86)
By (3.60) and Assumption 3.9, ∑
i
[∂t(ρ(yi)− ρei )]2
|Ci|
pii
= O(r2).(3.87)
We sum up all the terms,
d
dt
∑
i
e˜2i
|Ci|
pii
≤ O(rmax
i
|V F (i)|) + 2
∑
i
e2i
|Ci|
pii
.(3.88)
In conclusion
max
t∈[0,T ]
∑
i
e˜i(t)
2 |Ci|
pii
≤ (∑
i
e˜i(0)
2 |Ci|
pii
+O(rmax
i
|V F (i)|))e2T .(3.89)

3.5. Unconditional stable explicit time stepping and exponential convergence. To the
end of this section, we show that the detailed balance property (3.75) leads to stability and expo-
nential convergence of a discrete-in-time Markov process.
Let ρki be the discrete density at the discrete time k∆t. To achieve both the stability and the
efficiency, we introduce the following unconditional stable explicit scheme
(3.90)
ρk+1i
pii
=
ρki
pii
− λ˜i∆tρ
k+1
i
pii
+ ∆t
∑
j∈V F (i)
λ˜iP˜ji
ρkj
pij
,
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where λ˜i and P˜ij are defined in (3.74). The above equation is equivalent to
(3.91)
ρk+1i
pii
=
ρki
pii
+
λ˜i∆t
1 + λ˜i∆t
 ∑
j∈V F (i)
P˜ji
ρkj
pij
− ρ
k
i
pii
 .
For uk+1i :=
ρk+1i
pii
, the matrix formulation of (3.91) is
(3.92) uk+1 = (I + ∆tBˆ)uk,
where
(3.93) Bˆ := {bˆij} =
 −
λ˜i
1+λ˜i∆t
, j = i;
λ˜i
1+λ˜i∆t
P˜ji, j 6= i
satisfies
∑
j bˆij = 0.
Now we show Bˆ is the generator of a new Markov process.
For wk+1i := ρ
k+1
i |C˜i|, (3.90), together with detailed balance property (3.75), yields
(3.94) ρk+1i |C˜i| − ρki |C˜i| = ∆t
 ∑
j∈V F (i)
λ˜jP˜ijρ
k
j |C˜j | − λ˜iρk+1i |C˜i|
 ,
which can be recast as
(3.95) (1 + ∆tλ˜i)ρ
k+1
i |C˜i| = (1 + ∆tλ˜i)ρki |C˜i|+ ∆t
 ∑
j∈V F (i)
λ˜jP˜ijρ
k
j |C˜j | − λ˜i|C˜i|ρki
 .
Denote gk+1i := (1 + ∆tλ˜i)ρ
k+1
i |C˜i|. (3.95) can be simplified as
(3.96) gk+1i = g
k
i + ∆t
∑
j
λ˜j
1 + ∆tλ˜j
P˜ijg
k
j −
λ˜i
1 + ∆tλ˜i
gki
 .
This is a new Markov process for gi with transition probability P˜ij and a new jump rate sj =
λ˜j
1+∆tλ˜j
.
With Bˆ in (3.93), the matrix formulation for g is
(3.97) gk+1 = (I + ∆tBˆ)∗gk.
One can check (1 + ∆tλ˜i)pii|C˜i| is a new equilibrium.
Proposition 3.15. Let ∆t be the time step and consider the explicit scheme (3.90). Assume the
initial data satisfies
(3.98)
∑
i
(1 + λi∆t)ρ
0
i |C˜i| =
∑
i
(1 + λi∆t)pii|C˜i|.
Then we have
(i) the conversational law for gk+1i := (1 + ∆tλ˜i)ρ
k+1
i |C˜i|, i.e.
(3.99)
∑
i
(1 + λi∆t)ρ
k+1
i |C˜i| =
∑
i
(1 + λi∆t)ρ
k
i |C˜i|;
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(ii) the unconditional maximal principle for ρipii
(3.100) max
i
j
ρk+1j
pij
≤ max
j
ρkj
pij
.
(iii) the `∞ contraction
(3.101) max
i
∣∣∣∣∣ρk+1ipii − 1
∣∣∣∣∣ ≤ maxi
∣∣∣∣ρkipii − 1
∣∣∣∣ ;
(iv) the exponential convergence
(3.102)
∥∥∥∥ρkipii − 1
∥∥∥∥
`∞
≤ c|µ2|k, |µ2| < 1,
where µ2 is the second eigenvalue (in terms of the magnitude) of I+∆tBˆ, i.e. µ2 = 1−gapBˆ∆t
and gapBˆ is the spectral gap of Bˆ.
Proof. First, recast (3.91) as
(3.103)
ρn+1i
pii
=
1
1 + λ˜i∆t
ρni
pii
+
λ˜i∆t
1 + λ˜i∆t
 ∑
j∈V F (i)
P˜ji
ρnj
pij
 ,
which gives the unconditional maximal principle (3.100).
Second, from (3.103), we have
(3.104)
ρk+1i
pii
− 1 = 1
1 + λ˜i∆t
(
ρki
pii
− 1
)
+
λ˜i∆t
1 + λ˜i∆t
∑
j∈V F (i)
P˜ji
(
ρkj
pij
− 1
)
.
Then we have
(3.105)
∣∣∣∣∣ρk+1ipii − 1
∣∣∣∣∣ ≤ 11 + λ˜i∆t
∣∣∣∣ρkipii − 1
∣∣∣∣+ λ˜i∆t1 + λ˜i∆t
∑
j∈V F (i)
P˜ji
∣∣∣∣∣ρkjpij − 1
∣∣∣∣∣ ≤ maxi
∣∣∣∣ρnjpij − 1
∣∣∣∣ ,
which gives (3.101).
Third, recall the matrix formulation (3.92). Every element in (I + ∆tBˆ)m is strictly positive for
some m. By Perron-Frobenius theorem, µ1 = 1 is the simple, principal eigenvalue of I + ∆tBˆ with
the ground state u∗ ≡ {1, 1, · · · , 1} and other eigenvalues µi satisfy |µi| < µ1. On one hand, the
mass conservation for initial data u0 = ρ
0
pi satisfies (3.99), i.e.,
(3.106)
∑
i
(u0i − u∗i )u∗i (1 + ∆tλi)pi|C˜|i = 0.
On the other hand, I + ∆tBˆ is self-adjoint operator in the weighted l2((1 + ∆tλ)pi|C|) space, we
can express u0 using
(3.107) u0 − u∗ =
∑
j=2
cjuj , uj is the eigenfunction corresponding to µj .
Therefore, we have
(3.108) uk − u∗ = (I + ∆tBˆ)k(u0 − u∗) =
∑
j=2
cjµ
k
juj ,
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which concludes
(3.109)
∥∥∥∥ρkipii − 1
∥∥∥∥
`∞
≤ c|µ2|k with |µ2| < 1.
Here µ2 is the second eigenvalue (in terms of the magnitude) of I + ∆tBˆ sitting in the ball with
radius µ1 = 1 and thus |µ2| < 1.
Finally, taking summation with respect to i in (3.94) shows
(3.110)
∑
i
(
ρk+1i |C˜i| − ρki |C˜i|
)
=∆t
∑
i,j
λ˜jP˜ijρ
k
j |C˜j | −
∑
i
λ˜iρ
k+1
i |C˜i|

=∆t
∑
j
λ˜jρ
k
j |C˜j | −
∑
i
λ˜iρ
k+1
i |C˜i|
 ,
which gives (3.99).

As a comparison, we also give some other standard stability estimates for explicit and implicit
schemes.
Lemma 3.16 below gives the maximal principle, and exponential convergence for an explicit
scheme under CourantFriedrichsLewy (CFL) condition. Lemma 3.17 below gives the unconditional
maximal principle, and exponential convergence for an implicit scheme.
Lemma 3.16. Let ∆t be the time step and consider the explicit scheme for (3.73)
(3.111)
ρn+1i |C˜i| − ρni |C˜i|
∆t
=
 ∑
j∈V F (i)
λ˜jP˜ijρ
n
j |C˜j | − λ˜iρni |C˜i|
 .
With the detailed balance property (3.75), and the CFL condition for ∆t
(3.112) ∆t ≤ 1
λ˜i
=
2|C˜i|pii∑
j∈V F (i)
pii+pij
|yi−yj | |Γ˜ij |
,
we have
(i) the conversational law for ρk+1i |C˜i|, i.e.
(3.113)
∑
i
ρk+1i |C˜i| =
∑
i
ρki |C˜i|;
(ii) the equivalent updates for uk+1i =
ρk+1i
pii
(3.114) uk+1 = (I + ∆tB)uk, with bij :=
{
−λ˜i, j = i;
λ˜iP˜ji, j 6= i;
(iii) the maximal principle for ρipii
(3.115) max
i
j
ρk+1j
pij
≤ max
j
ρkj
pij
.
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(iv) the `∞ contraction
(3.116) max
i
∣∣∣∣∣ρk+1ipii − 1
∣∣∣∣∣ ≤ maxi
∣∣∣∣ρkipii − 1
∣∣∣∣ ;
(v) the exponential convergence
(3.117)
∥∥∥∥ρkipii − 1
∥∥∥∥
`∞
≤ c|µ2|k, |µ2| < 1,
where µ2 is the second eigenvalue (in terms of the magnitude) of (I + ∆tB).
Lemma 3.17. Let ∆t be the time step and consider the implicit scheme
(3.118)
ρn+1i
pii
=
ρni
pii
− λ˜i∆tρ
n+1
i
pii
+ ∆t
∑
j∈V F (i)
λ˜iP˜ji
ρn+1j
pij
.
We have the following unconditional properties:
(i) the conversational law for ρk+1i |C˜i|, i.e.
(3.119)
∑
i
ρk+1i |C˜i| =
∑
i
ρki |C˜i|;
(ii) the equivalent updates for uk+1i =
ρk+1i
pii
(3.120) (I −∆tB)uk+1 = uk, with bij =
{
−λ˜i, j = i;
λ˜iP˜ji, j 6= i;
(iii) the maximal principle for ρipii
(3.121) max
i
ρk+1j
pij
≤ max
j
ρkj
pij
.
(iv) the `∞ contraction
(3.122) max
i
∣∣∣∣∣ρk+1ipii − 1
∣∣∣∣∣ ≤ maxi
∣∣∣∣ρkipii − 1
∣∣∣∣ ;
(v) the exponential convergence
(3.123)
∥∥∥∥ρkipii − 1
∥∥∥∥
`∞
≤ c|µ2|k, |µ2| < 1,
where µ2 is the second eigenvalue (in terms of the magnitude) of (I −∆tB)−1.
The proof of the two lemmas are same as Proposition 3.15 and we omit it. Roughly speaking, the
forward equation leads to the conservation law while the backward equation leads to the maximal
principle. The advantage of the explicit scheme (3.111) is its efficiency but the disadvantage is the
requirement of CFL condition on ∆t. Indeed, the convergence rate for the explicit scheme (3.111)
is slow since the spectral gap vanishes as ∆t → 0. On the other hand, the unconditionally stable
implicit scheme (3.118) gives the exponential convergence with fast rate when we take ∆t large
enough but it is not efficient. Therefore, the unconditional stable explicit scheme (3.90) achieves
both the efficiency and the stability.
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We refer to [31, 8, 34, 20, 21, 23] for more discussions on the corresponding generalized gradient
flow of the relative entropy with graph Wasserstein distance on discrete space and Benamou-Brenier
formula.
3.6. Simulations for Fokker-Planck solver. In this section, we use the dataset {yi}2000i=1 with
the reaction coordinates on the underlining manifolds which are dumbbell, torus and sphere to
solve the Fokker-Planck equation (3.1) following the unconditionally stable explicit scheme (3.90).
3.6.1. Example I: Fokker-Planck evolution on dumbbell.
Suppose (θ, φ) ∈ [0, 2pi) × [0, pi), then we have the following dumbbell in the R200 parametrized
as (x, y, z, 0, · · · , 0) = f1(θ, φ) ∈ R200, where
r =
√√
1 + 0.954(cos(2φ)2 − 1) + 0.952 cos(2φ)(3.124)
x = r sin(φ) cos(θ)
y = r sin(φ) sin(θ)
z = r cos(φ).
After composite with a dilation and rotation map f2 of R200 , we have an embedded dumbbellM⊂
R200. f2 ◦ f1(θ, φ) is the parametrization of M. we sample 4000 points (θ1, φ1), · · · , (θ4000, φ4000)
on [0, 2pi)× [0, pi). Let xi = f2 ◦ f1(θi, φi), then we have a non uniform sample {xi}4000i=1 on M. We
apply the Diffusion map to find the reaction coordinates {yi}4000i=1 of {xi}4000i=1 in R3, i.e. {yi}4000i=1
can be regarded a non uniform sample on a dumbbell N ⊂ R3.
Suppose ψi is the i th eigenfunction of the Laplace-Beltrami operator on N . Assume the initial
density ρ0 is ψ2 plus some constant (so that ρ
0 is positive) as shown in Fig 1. Assume the equilibrium
density pi is ψ8 plus some constant as shown in Fig 1. We first obtain the approximated Voronoi
cell volumes |C˜i|4000i=1 and the areas Γ˜ij from Algorithm 1 by taking the bandwidth r = 0.16 and
threshold s = 0. Then we adjust the initial data, i.e., we replace ρ0 by cρ0 such that (3.98) holds.
We set the time step ∆t = 0.05. Let T = k∆t for the integer k and 1 ≤ k ≤ 20000, i.e., we
iterate the scheme for 20000 times and set the final time to be T = 20000 ∗∆t = 1000. We use the
unconditional stable explicit scheme (3.90) to solve ρk. We compare the numerical relative error in
maximum norm with the theoretic relative error, |µ2|k = 0.9997k in (3.102), in the semilog-plot in
Fig 2. The exponential convergence rate is exactly same. To clearly see the dynamics of the change
of the density over the 4000 points, we plot ρk for k = 20, 60, 100, 160, 220, 4000, correspondingly
T = 1, 3, 5, 8, 11, 200 in Fig 3
3.6.2. Example II: Fokker-Planck evolution on torus.
Suppose {yi}2000i=1 are 2000 points sampled on a torus N = T 2 ⊂ R3, i.e. we can regard {yi}2000i=1
as the reaction coordinates of 2000 points sampled on M (a manifold diffeomorphic to a torus)
in some high dimensional space. Suppose ψi is the i th eigenfunction of the Laplace-Beltrami
operator on N . Assume the initial density ρ0 is ψ2 plus some constant (so that ρ0 is positive) as
shown in Fig 4. Assume the equilibrium density pi is ψ7 plus some constant as shown in Fig 4.
We first obtain the approximated Voronoi cell volumes |C˜i|2000i=1 and the areas Γ˜ij from Algorithm
1 by taking the bandwidth r = 0.22 and threshold s = 0. Then we adjust the initial data, i.e.,
we replace ρ0 by cρ0 such that (3.98) holds. We set the time step ∆t = 0.05. Let T = k∆t for
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Figure 1. Left: The initial density is the second eigenfunction of the Laplace Bel-
trami operator on a dumbbell N ⊂ R3 plus a constant. We plot it over 4000 points
{yi}4000i=1 ⊂ N ⊂ R3. Right: The equilibrium density is the eighth eigenfunction of
the Laplace Beltrami operator on a dumbbell N ⊂ R3 plus a constant. We plot it
over 4000 points {yi}4000i=1 ⊂ N ⊂ R3.
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Figure 2. The semilog-plot comparison between the numerical relative error with
theoretic relative error. The numerical relative error is the error from the uncon-
ditional stable explicit scheme (3.90) with ∆t = 0.05 and 1 ≤ k ≤ 20000. The
theoretic relative error is base on (3.102) with |µ2|k = 0.9997k .
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Figure 3. The density dynamics ρk from the unconditional stable explicit scheme
(3.90) with ∆t = 0.05. We plot ρk for k = 20, 60, 100, 160, 220, 4000, correspondingly
on time T = 1, 3, 5, 8, 11, 200.
the integer k and 1 ≤ k ≤ 10000, i.e., we iterate the scheme for 10000 times and set the final
time to be T = 10000 ∗∆t = 500. We use the unconditional stable explicit scheme (3.90) to solve
ρk. We compare the numerical relative error in maximum norm with the theoretic relative error,
|µ2|k = 0.9992k in (3.102), in the semilog-plot in Fig 2. The exponential convergence rate is exactly
same. To clearly see the dynamics of the change of the density over the 2000 points, we plot ρk for
k = 20, 60, 100, 160, 220, 2000, correspondingly T = 1, 3, 5, 8, 11, 100 in Fig 6
3.6.3. Example III: The “breakup” of Pangaea via Fokker-Planck evolution on sphere.
In this example, we use the Fokker-Planck evolution on sphere to simulate the dynamics of the
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Figure 4. Left: The initial density is the second eigenfunction of the Laplace
Beltrami operator on a torus N ⊂ R3 plus a constant. We plot it over 2000 points
{yi}2000i=1 ⊂ N ⊂ R3. Right: The equilibrium density is the seventh eigenfunction of
the Laplace Beltrami operator on a torus N ⊂ R3 plus a constant. We plot it over
2000 points {yi}2000i=1
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
10-4
10-3
10-2
10-1
100
101
Numerical relative error
Theoretic relative error
Figure 5. The semilog-plot comparison between the numerical relative error with
theoretic relative error. The numerical relative error is the error from the uncon-
ditional stable explicit scheme (3.90) with ∆t = 0.05 and 1 ≤ k ≤ 10000. The
theoretic relative error is base on (3.102) with |µ2|k = 0.9992k.
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Figure 6. The density dynamics ρk from the unconditional stable explicit scheme
(3.90) with ∆t = 0.05. We plot ρk for k = 20, 60, 100, 160, 220, 2000, correspondingly
on time T = 1, 3, 5, 8, 11, 100.
altitude of continents and the depth of oceans for earth based on the dataset for initial distribution
of Pangaea and the equilibrium distribution of the current earth.
Suppose {yi}2000i=1 are the points on the unit sphere N = S2 ⊂ R3, i.e., {yi}2000i=1 are the reaction
coordinates of 2000 points on M (a manifold diffeomorphic to a sphere) in some high dimensional
space. Assume the initial density ρ0i at {yi} are extracted from the Pangaea continents map file [1]
as shown in Fig 7 (down left). Assume the equilibrium {pii} at {yi} are collected from the ETOPO5
topography data [2] expressing the altitude of continents and the depth of oceans for earth.
We first obtain the approximated Voronoi cell volumes |C˜i|ni=1 and areas Γ˜ij from Algorithm 1
by taking the bandwidth r = 0.3. and threshold s = 0. Then after an adjustment to the initial
data, i.e., replacing ρ0 by cρ0 such that (3.98) holds. Then we adjust the initial data, i.e., we
replace ρ0 by cρ0 such that (3.98) holds. We set the time step ∆t = 0.05. Let T = k∆t for
the integer k and 1 ≤ k ≤ 10000, i.e., we iterate the scheme for 10000 times and set the final
time to be T = 10000 ∗∆t = 500. We use the unconditional stable explicit scheme (3.90) to solve
ρk. In Fig 7 (up), the numerical relative error in maximum norm is semilog-plotted using circles.
Compared with decay of the theoretic relative error |µ2|k in (3.102), blue line in the semilog-plot,
the exponential convergence rate is exactly same. The initial 3D plot of Pangaea continents is
shown in Fig 7 (down left) while the final 3D plot at T = 500 of the simulated altitude and depth
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Figure 7. Simulations for the density dynamics of altitude and depth of continents
and oceans starting from pangaea (down left) to the final altitude of land-ocean
(down right) with parameters dt = 0.05, T = 500. (up)The semilog-plot comparison
between the numerical relative error in maximum norm (blue circle) with theoretic
relative error |µ2|k = 0.9985k (blue line) in (3.102).
of continents and oceans are shown in Fig 7 (down right)1. To clearly see the dynamics of altitude
and depth of continents and oceans at n points with longitude and latitude, starting from same
pangaea continents with time step ∆t = 0.05, four snapshots at T = 0, 25, 50, 75 of the dynamics
are shown in Fig 8.
4. Reproduce the equilibrium potential UN (y; θ) for new physical system
In this section, we focus on the goal (II), i.e. use the collected data for the equilibrium UN (y, θ(1))
to generate new equilibrium UN (y, θ(2)) for different parameters θ(2). Suppose N is a d dimensional
smooth closed Riemannian submanifold of R`. Suppose UN is an unknown function on N such
1The altitude and depth exceed the range [−3800m, 3800m] is cut off for clarity.
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Figure 8. 2D Snapshots for the density dynamics of altitude and depth of conti-
nents and oceans at 2000 points with longitude and latitude starting from pangaea
with parameters dt = 0.05, T = 0, 25, 50, 75.
that UN also depends on q independent parameters, i.e.
UN (y, θ) : N × Rq → R,(4.1)
Suppose we have observations ~zj(i) of UN with some noise over the labeled points (yi, θj) ∈ N ×Rq
for 1 ≤ i ≤ m and 1 ≤ j ≤ r, i.e.
~zj(i) = UN (yi, θj) + ~σj(i),(4.2)
where ~zj = (zj(1), · · · , zj(m)), ~σj = (σj(1), · · · , σj(m)) ∈ Rm. Here, ~σj is a Gaussian noise vector
and we assume that σj(i) ∈ N (0, σ2noise) for all i, j. The goal of this section is to predict the value
of UN over some other unlabeled points {yi} on N for m+1 ≤ i ≤ m+n and unlabeled parameters
θj ∈ Rq for r + 1 ≤ j ≤ r + s.
Below we denote y1,y2, · · · ,ym,ym+1, · · · ,ym+n as m+n points onN . θ1, · · · , θr, θr+1, · · · , θr+s
as r+ s points in Rq. Suppose we choose a Gaussian Process (GP) prior for the unknown function
as UN ∼ GP (0, C), where C is the covariance function which is a function on N × Rq × N × Rq.
We discuss here the choice for the covariance function. Note that since y and θ are independent,
N×Rq can be regarded as a product manifold with the product metric. On the other hand, the heat
kernel on a manifold is related to the geometric structure of the manifold. For example, Varadhan’s
formula [43] relates the heat kernel on a closed manifold to the geodesic distance. Hence, to take
the intrinsic geometric structure of the manifold N × Rq into account, we choose the covariance
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function C to be the heat kernel on N × Rq. Since N × Rq has the product metric, the Laplace
Beltrami operator on N × Rq is ∆N + ∆Rq , where ∆N is the Laplace Beltrami operator on N
and ∆Rq is the Laplace Beltrami operator on Rq. Therefore, if (y, θ) and (y′, θ′) are two points on
N × Rq, then the heat kernel on N × Rq with diffusion time t is
HN×R
q
heat (t, (y, θ), (y
′, θ′)) =
1
(4pit)k/2
e
‖θ−θ′‖2Rq
4t HNheat(t,y,y
′),(4.3)
where HNheat(t,y,y
′) is the heat kernel on N . Hence, the GP prior for the unknown function is
UN ∼ GP (0, HN×Rqheat (t)). The diffusion time t can be regarded as the bandwidth of the covariance
function.
Denote ρ ∈ Rmr to be the discretization of UN over (yi, θj) for 1 ≤ i ≤ m and 1 ≤ j ≤ r, so
that ρ((j − 1)m+ i) = UN (yi, θj). Denote z ∈ Rmr with z((j − 1)m+ i) = ~zj(i) for 1 ≤ i ≤ m and
1 ≤ j ≤ r. Denote ρ∗ ∈ Rnr+ms+ns with
ρ∗ =
ρ1∗ρ2∗
ρ3∗
 .(4.4)
Speficially, we have
ρ1∗((j − 1)n+ i) = UN (yi, θj), for m+ 1 ≤ i ≤ m+ n and 1 ≤ j ≤ r,(4.5)
ρ2∗((j − 1)m+ i) = UN (yi, θj), for 1 ≤ i ≤ m and r + 1 ≤ j ≤ r + s,(4.6)
ρ3∗((j − 1)n+ i) = UN (yi, θj), for m+ 1 ≤ i ≤ m+ n and r + 1 ≤ j ≤ r + s.(4.7)
In other words, ρ1∗ is the discretization of UN over the labeled parameters but unlabeled points on
the manifold N . ρ2∗ is the discretization of UN over the labeled points on the manifold N but the
unlabeled parameters. ρ3∗ is the discretization of UN over the unlabeled parameters and unlabeled
points on the manifold N . Obviously given z, the prediction of ρ1∗ and ρ2∗ are simply regression on
N and Rq. Hence, we are more interested in the prediction of ρ3∗.
Under the GP prior for UN , the joint distribution of ρ and ρ∗ is still Gaussian with
(4.8) p(ρ,ρ∗) = N (0, C),
where C is the covariance matrix induced from the kernel HN×R
q
heat (t, (y, θ), (y
′, θ′)). Specifically, C
can be expressed in the following way. Let Σij = H
N
heat(t,yi,yj) for 1 ≤ i, j ≤ m+ n, which is an
(m+ n)× (m+ n) covariance matrix. We decompose it into block matrices
Σ =
[
Σ1 Σ2
Σ3 Σ4
]
,
where Σ1 is an m ×m block matrix. Let Σ′ij = 1(4pit)q/2 e
‖θi−θj‖2Rq
4t for 1 ≤ i, j ≤ r + s, which is a
(r + s)× (r + s) covariance matrix. We decompose it into block matrices
Σ′ =
[
Σ′1 Σ′2
Σ′3 Σ′4
]
,(4.9)
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where Σ1 is a r×r block matrix. Then, the covariance matrix C is an (m+n)(r+s)×(m+n)(r+s)
matrix such that C = Σ′ ⊗ Σ. Moreover, C can be decomposed as
C =

Σ′1 ⊗ Σ1 Σ′1 ⊗ Σ2 Σ′2 ⊗ Σ1 Σ′2 ⊗ Σ2
Σ′1 ⊗ Σ3 Σ′1 ⊗ Σ4 Σ′2 ⊗ Σ3 Σ′2 ⊗ Σ4
Σ′3 ⊗ Σ1 Σ′3 ⊗ Σ2 Σ′4 ⊗ Σ1 Σ′4 ⊗ Σ2
Σ′3 ⊗ Σ3 Σ′3 ⊗ Σ4 Σ′4 ⊗ Σ3 Σ′4 ⊗ Σ4
 .(4.10)
Denote C1 = Σ
′
1 ⊗ Σ1, then C can be decomposed as
C =
[
C1 C2
C>2 C3
]
.(4.11)
Under the regression model and the GP prior, we have
(4.12) p(z,ρ∗) = N (0, C¯),
where
C¯ = C +
[
σ2noiseImr×mr 0
0 0
]
=
[
C1 + σ
2
noiseImr×mr C2
C>2 C3
]
.(4.13)
By a direct calculation, the predictive distribution is
p(ρ∗|z) = N (C>2 (C1 + σ2noiseImr×mr)−1z, C3 − C>2 (C1 + σ2noiseImr×mr)−1C2) .(4.14)
Then above formula implies that our prediction for ρ3∗ is
Σ′3 ⊗ Σ3(Σ′1 ⊗ Σ1 + σ2noiseImr×mr)−1z(4.15)
To find an approximation for Σ, we use the Diffusion-based Gaussian Process(DBGP) proposed
in [14]. The idea of DBGP comes from the spectral representation of the heat kernel. In fact, let
{λNi } be the eigenvalues of −∆, and
∆NψNi = −λNi ψNi ,(4.16)
where ψNi is the corresponding eigenfunction normalized in L
2(N ). We have 0 = λN0 ≤ λN1 ≤ λN2 ≤
· · · . Then the heat kernel of N can be represented as
HNheat(t,y,y
′) =
∞∑
i=0
e−λ
N
i tψNi (y)ψ
N
i (y
′).(4.17)
If we apply the Diffusion map to the points y1,y2, · · · ,ym,ym+1, · · · ,ym+n, and construct the
matrix L,1 as in (2.4). Denote
λ0,m+n, ≤ · · · ,≤ λm+n−1,m+n,,(4.18)
to be the eigenvalues of
I−L,1
2
. And let Vi,m+n, be the corresponding eigenvectors normalized as
(2.10). Let
HK,t =
K−1∑
i=0
e−λi,m+n,tVi,m+n,V >i,m+n, ∈ Rn×n.(4.19)
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By Theorem 2.6, we expect that, for suitable choices of , K and t based on m+n, the i, jth entry
of HK,t is an approximation of H
N
heat(t,yi,yj) for all i and j with high probability. Hence, we can
use HK,t to approximate Σ.
Note that for (y, θ) ∈ N×Rq, y and the components of θ, θ(1), · · · , θ(q), are independent param-
eters of the function UN . Therefore, it is reasonable to impose different bandwidths corresponding
to different parameters in constructing the covariance function. In fact, this is the motivation that
we apply DBGP only on N rather than N × Rq so that we can make choices of the bandwidths
adaptive. Hence, we introduce the bandwidths t0, t1, · · · , tq. For 1 ≤ i, j ≤ r + s, we define
Σ′ij =
q∏
k=1
1
(4pitk)1/2
e
|θi(k)−θj(k)|2
4tk ,(4.20)
and Σ = HK,t0 . Then C = Σ
′⊗Σ is the covariance matrix. We summarize our algorithm as follows.
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Algorithm 2: DBGP on Product manifold ALGORITHM
Parameters:
(1) Bandwidths , t0, t1, · · · tq.
(2) Number of eigenpairs in the Diffusion map K.
(3) Variance of the error σnoise.
(4) z((j − 1)m+ i) = ~zj(i) for 1 ≤ i ≤ m and 1 ≤ j ≤ r , where ~zj(i) defined in (4.2) is the
observations over the labeled points under labeled parameters.
1 Construct the (m+ n)× (m+ n) matrices W,1 and D,1 as in (2.2) and (2.3) by using the
bandwidth  and data points {y1,y2, · · · ,ym,ym+1, · · · ,ym+n}. Let
L˜,1 − I
2
=
D
−1/2
,1 W,1D
−1/2
,1 − I
2
.(4.21)
2 Find the first K eigenpairs of
I−L˜,1
2
, namely {λi,m+n,, Ui,m+n,}K−1i=0 . Let v˜i,m+n, be the
normalized vector of D
−1/2
,1 Ui,m+n, in the l
2 norm.
3 For j = 1, · · · ,m+ n, find
N(j) = |BRp (yj) ∩ {y1, · · · ,ym+n}|.(4.22)
Calculate
‖v˜i,m+n,‖l2(1/ρ) =
√√√√ |Sd−1|d
d
n∑
j=1
v˜2i,m+n,(j)
N(j)
.(4.23)
For i = 0, · · · ,K − 1, construct
Vi,n, =
v˜i,n,
‖v˜i,n,‖l2(1/ρ)
.(4.24)
4 Construct HK,t0 as described in (4.19). Rewrite H
K
,t0 as
HK,t0 =
[
Σ1 Σ2
Σ3 Σ4
]
,(4.25)
where Σ1 is an m×m matrix and Σ2, Σ3, Σ4 are block matrices.
5 For {θ1, · · · , θr, θr+1, · · · , θr+s}, construct the (r + s)× (r + s) matrix
Σ′ij =
q∏
k=1
1
(4pitk)1/2
e
|θi(k)−θj(k)|2
4tk .(4.26)
Rewrite Σ′ as
Σ′ =
[
Σ′1 Σ′2
Σ′3 Σ′4
]
,(4.27)
where Σ′1 is an r × r matrix and Σ′2, Σ′3, Σ′4 are block matrices.
6 Given z ∈ Rmr,
ρ3∗ = Σ
′
3 ⊗ Σ3(Σ′1 ⊗ Σ1 + σ2noiseImr×mr)−1z(4.28)
is our prediction.
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The algorithm involves parameters , K, t0, t1, · · · tq and σnoise. We propose to estimate these
parameters by maximizing the marginal likelihood,
p(z|,K, t0, t1, · · · tq, σnoise) ∝ 1
det(Σ′1 ⊗ Σ1 + σ2noiseImr×mr)
e−z
>(Σ′1⊗Σ1+σ2noiseImr×mr)z.(4.29)
There is a simple generalization of the above discussion. Suppose N is a d dimensional smooth
closed Riemannian submanifold of R` and N ′ is a d′ dimensional smooth closed Riemannian sub-
manifold of Rq. Suppose UN (y, θ) is an unknown function such that
UN (y, θ) : N ×N ′ → R.(4.30)
Suppose that y1,y2, · · · ,ym,ym+1, · · · ,ym+n are m+n points on N . θ1, · · · , θr, θr+1, · · · , θr+s are
r + s points in N ′. We make the obervations of UN over the labeled points (yi, θj) for 1 ≤ i ≤ m
and 1 ≤ j ≤ r, i.e.
zj(i) = UN (yi, θj) + σj(i),(4.31)
where ~zj = (zj(1), · · · , zj(m)), ~σj = (σj(1), · · · , σj(m)) ∈ Rm.
Since N ×N ′ has the product metric, if (y, θ) and (y′, θ′) are two points on N ×N ′, then the
heat kernel on N ×N ′ with diffusion time t is
HN×N
′
heat (t, (y, θ), (y
′, θ′)) = HN
′
heat(t, θ, θ
′)HNheat(t,y,y
′),(4.32)
where HNheat(t,y,y
′) and HN ′heat(t, θ, θ
′) are the heat kernels on N and N ′ respectively. The diffusion
time t can be regarded as the bandwidth of the covariance function. Since y and θ are independent,
we can select the different bandwidths for y and θ separately in the covariance function. Therefore,
we can choose the GP prior for the unknown function to be UN ∼ GP (0, HNheat(t1)HN
′
heat(t2)).
Through (4.19), we can construct HK1,N1,t1 and H
K2,N ′
2,t2
by y1, · · · ,ym+n and θ1, · · · , θr+s respectively.
Then, HK1,N1,t1 ⊗HK2,N
′
2,t2
is an approximation to the covariance matrix induced by HNheat(t1)H
N ′
heat(t2)
for GP regression.
4.1. Simulations on dumbbell.
Suppose (θ, φ) ∈ [0, 2pi) × [0, pi), then we have the following dumbbell in the R3 parametrized
as (x, y, z, 0, · · · , 0) = f1(θ, φ) ∈ R200, where f1 is described in (3.124). After composite with a
dilation and rotation map f2 of R200 , we have an embedded dumbbellM⊂ R200. f2◦f1(θ, φ) is the
parametrization of M. We choose 400 points (θ1, φ1), · · · , (θ400, φ400) on a grid on [0, 2pi) × [0, pi)
and we sample 4000 points (θ401, φ401), · · · , (θ4400, φ4400) on [0, 2pi)× [0, pi). Let xi = f2 ◦ f1(θi, φi),
then we have a non uniform sample {xi}4400i=1 onM. We apply the Diffusion map to find the reaction
coordinates {yi}4400i=1 of {xi}4400i=1 in R3 as shown in Fig 9, i.e. {yi}4400i=1 can be regarded a non uniform
sample on a dumbbell N ⊂ R3.
Suppose UN (y, η) is an unknown function on N depending on the parameter η. Here, we explain
where the actual values of UN (y, η) come from. UN (y, η) is supposed to be the equilibrium potential
that can be used to establish the Fokker-Planck equation (1.6). However, in order to show the effort
of the DBGP algorithm, without loss of generality, we assume UN (y, η) is modified from a solution
of equation (1.6). More precisely, suppose ψi is the i th eigenfunction of the Laplace-Beltrami
operator on N . Assume the initial density ρ0 is ψ12 plus some constant (so that ρ0 is positive).
Assume the equilibrium density pi is ψ2 plus some constant. We first obtain the approximated
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Table 2. Range of the parameters to maximize marginal likelihood for DBGP
Parameters Range
(i1) = 0.01× j 1 ≤ j ≤ 30
K(i2) = i 1 ≤ i2 ≤ 40
t0(i3) = 0.1× i3 1 ≤ i3 ≤ 10
t1(i4) = 0.1 + 0.005× i4 1 ≤ i4 ≤ 20
σnoise(i5) = 0.1× i5 1 ≤ I5 ≤ 20
Voronoi cell volumes |C˜i|4400i=1 and the areas Γ˜ij from Algorithm 1 by taking the bandwidth r = 0.16
and threshold s = 0. Then we adjust the initial data, i.e., we replace ρ0 by cρ0 such that (3.98)
holds. We set the time step ∆t = 0.05. Let 1 ≤ k ≤ 200, i.e., we iterate the scheme for 200
times. We use the unconditional stable explicit scheme (3.90) to solve ρk. We assume that, for
i = 1, · · · , 4400
UN (yi, ηk) = UN (yi, 0.005k) = ρk(yi).(4.33)
Let ηj = 0.1 × j for integers 0 ≤ j ≤ 8 (correspond to k = 0, 20, · · · , 160). For a better
visualization, we plot UN (yi, ηj) for 0 ≤ j ≤ 8 over the 4400 points (θi, φi) on the chart [0, 2pi)×[0, pi)
as shown in Fig 10 . Suppose we observe UN (yi, η) at ηj for 0 ≤ j ≤ 8 over the first 400 points,
namely {yi}400i=1, with some noise. In other word, we observe 9 vectors ~zj for 0 ≤ j ≤ 8 where
~zj(i) = UN (yi, ηj) + ~σj(i),(4.34)
and ~σj(i) ∈ N (0, 1) for all i, j. We plot ~zj over (θi, φi) for j = 0, 1, · · · , 8 in Fig 11. We predict the
value of ρ(yi, η) at η = 0.44 (corresponds to k = 88) for {yi}4400i=401 by applying Algorithm 2 to the
vectors ~zj , 0 ≤ j ≤ 8. The parameters to be chosen in Algorithm 2 are , t0, t1,K, σnoise. Note that
we only observe ~zj(i), therefore the variance of the noise is unknown and σnoise is a parameter to
be determined. To determine those parameters, we maximize the marginal likelihood as in (4.29)
over the choices of i1 , K(i2), t0(i3), t1(i4) and σnoise(i5) as shown in the table 2. The maximum
is achieved when  = 0.02 , K = 22, t0 = 0.3, t1 = 0.145 and σnoise = 1. Under the choices of the
parameters, we compare the actual values of UN (yi, 0.44) and our prediction of UN (yi, 0.44) over
{yi}4400i=401. The comparison is shown in Fig 12. The root mean square error between the actual
values and our prediction is 0.516.
5. Cluster, coarse-graining and transition state theory on manifold
The upwind scheme we constructed in Section 3 also enables us to do the cluster and coarse-
graining on manifold. The approximated transition probability we constructed efficiently shows
the dynamics on the manifold and no other information from the manifold is needed. Based on
it, to deal with goal (V), we conduct a few examples including cluster, coarse-graining and most
probable transition path in this section.
5.1. Cluster and coarse-graining. We study a continuous time Markov process on a finite state
S = {1, · · · , N} with the transition probability (from site j to i) Pij and the jumping rate λi
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Figure 9. For {xi}4400i=1 sampled from a dumbbell in R200, we find the reaction
coordinates {yi}4400i=1 of {xi}4400i=1 in R3 after applying the Diffusion map.
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Figure 10. Actual values of the equilibrium potential UN (y, η) for η =
0, 0.1, 0.2, · · · , 0.8 over the 4400 points {yi}4400i=1 on the chart [0, 2pi) × [0, pi) of the
dumbbell.
obtained in Section 3. To obtain a simpler but efficient representation, also known as coarse-
grained model, for the network with finite states, one need to partition the network into important
components/clusters. In this section, we follow the idea of [15, 26, 29] that using the transition
probability of the Markov chain to efficiently partition the network.
Denote fi := ρi|Ci| and pii := pii|Ci| (with a slight abuse of notation) and the forward equation
for the Markov process (3.9) reads
(5.1)
d
dt
fi =
N∑
j=1
Pijλjfj − λifi, i = 1, · · · , N.
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Figure 11. We plot the observations of UN (y, η) with noise for η =
0, 0.1, 0.2, · · · , 0.8 over the 400 labeled points {yi}400i=1 on the chart [0, 2pi)× [0, pi) of
the dumbbell.
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Figure 12. We compare the actual value of UN (y, 0.44) and our prediction of
UN (y, 0.44) over the 4000 unlabeled points {yi}4000i=400 on the chart [0, 2pi)× [0, pi) of
the dumbbell. The root mean square error is 0.516
Notice that the transition probability satisfies
(5.2) Pij ≥ 0,
∑
i
Pij = 1.
We call the Markov process satisfies detailed balance property if there exists a distribution pii
such that
(5.3) Pijλjpij = Pjiλipii.
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We describe how to do the K-clusters for S = S1 ∪ · · · ∪ SK and determine a optimal coarse-
graining Markov process between clusters with transition probability Pˆ ∗mn, m,n = 1, · · · ,K. Here
K is the Perron index and below, we do the Perron cluster analysis (c.f. [11]).
Notice we do not allow empty sets in the partition S = S1∪· · ·∪SK . For a fixedK-partition, define
the coarse-graining distribution gm :=
∑
i∈Sm λipii, and pˆim :=
gm∑K
m=1 gm
, λˆm :=
gm
pˆim
. Therefore we
have
(5.4) λˆmpˆim =
∑
i∈Sm
λipii,
and define the conditional probability on Sm
(5.5) µm(i) = λipii
χm(i)
λˆmpˆim
,
where χm(i) = 1 if i ∈ Sm and χm(i) = 0 otherwise. Obviously, we have
∑
i∈Sm µm(i) = 1.
For any transition probability between clusters Pˆmn, m,n = 1, · · · ,K, define the prolongation
transition probability on P˜ij , i, j ∈ S as
(5.6) P˜ij =
∑
m,n
χn(j)µm(i)Pˆmn =
∑
m,n
χn(j)χm(i)λipiiPˆmn
λˆmpˆim
.
It can be directly verified that for any j for some Sn,
(5.7)
∑
i
P˜ij =
∑
i
∑
m
µm(i)Pˆmn =
∑
m
(
∑
i∈Sm
µm(i))Pˆmn = 1.
Now following the idea of [15, 26], we define the discrepancy functional between Pij and P˜ij
indicating the efficiency and accuracy of the coarse-graining
(5.8) E := ‖P − P˜‖pi :=
∑
i,j
λjpij
λipii
(Pij − P˜ij)2.
By minimizing this discrepancy, we want to find the optimal partition that efficiently represents
the original network. To include the case of Markov process with a jumping rate λ, the procedures
below are slight modifications of the methods developed in [15, 28].
5.1.1. The optimal coarse-graining transition probability for fixed K-clusters. In this section, for a
fixed partition S = S1∪· · ·∪SK , we find the optimal coarse-graining transition probability Pˆ ∗mn. We
state and prove the following lemma on some properties of the optimal coarse-graining transition
probability, which is a slight modification of lemmas in [15] to include jumping rate λ.
Lemma 5.1. Given a partition S = S1 ∪ · · · ∪ SK , for the discrepancy functional E in (5.8),
(i) E can be recast as
(5.9)
E(Pˆ ) =
∑
i,j
λjpij
λipii
P 2ij − 2
∑
m,n
∑
i∈Sm,j∈Sn
λjpijPˆmn
λˆmpˆim
Pij +
K∑
m,n=1
λˆnpˆin
λˆmpˆim
Pˆ 2mn
=
K∑
m,n=1
∑
i∈Sm,j∈Sn
λipiiλjpij(
Pij
λipii
− Pˆmn
λˆmpˆim
)2,
for any coarse graining transition probability Pˆ ;
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(ii) The optimal coarse graining transition probability Pˆ is given by
(5.10) Pˆ ∗mn =
1
λˆnpˆin
∑
i∈Sm,j∈Sn
λjpijPij , for any m, n = 1, · · · ,K
and satisfies
∑
m Pˆ
∗
mn = 1;
(iii) If Pij satisfies the detailed balance condition (5.3) with respect to pij, then the optimal coarse-
graining transition probability Pˆ ∗mn also satisfies the detailed balance condition with respect to
pˆin
(5.11) Pˆ ∗nmλˆmpˆim = Pˆ
∗
mnλˆnpˆin.
(iv) Under the detailed balance assumption, the minimal discrepancy is
(5.12) E(Pˆ ∗) =
∑
i,j
λjpij
λipii
P 2ij −
∑
m,n
λˆnpˆin
λˆmpˆim
(Pˆ ∗mn)
2 =
∑
i,j
PijPji −
∑
m,n
Pˆ ∗nmPˆ
∗
mn.
Proof. For (i), from (5.6), we have
E(Pˆ ) =
∑
i,j
λjpij
λipii
(P 2ij − 2P˜ijPij + P˜ 2ij)
=
∑
i,j
λjpij
λipii
P 2ij − 2
∑
i,j
λjpij
λipii
P˜ijPij +
∑
i,j
λjpij
λipii
P˜ijP˜ij
=
∑
i,j
λjpij
λipii
P 2ij − 2
∑
i,j
λjpij
λipii
P˜ijPij +
∑
i,j
∑
m,n
χn(j)χm(i)λipiiλjpijPˆ
2
mn
λˆ2mpˆi
2
m
=
∑
i,j
λjpij
λipii
P 2ij − 2
∑
i,j
∑
m,n
χn(j)χm(i)λjpijPˆmn
λˆmpˆim
Pij +
∑
m,n
λˆnpˆin
λˆmpˆim
Pˆ 2mn
=
∑
i,j
λjpij
λipii
P 2ij − 2
∑
m,n
∑
i∈Sm,j∈Sn
λjpijPˆmn
λˆmpˆim
Pij +
∑
m,n
λˆnpˆin
λˆmpˆim
Pˆ 2mn.
Moreover, one can also recast E(Pˆ ) as
(5.13) E(Pˆ ) =
∑
m,n
∑
i∈Sm,j∈Sn
λipiiλjpij
[
Pij
λipii
− Pˆmn
λˆmpˆim
]2
.
To prove (ii), notice the necessary condition for Pˆ to minimize E(Pˆ ) is δE(Pˆ )
δPˆmn
= 0 for m,n =
1, · · · ,K. Thus we obtain
(5.14) λˆnpˆinPˆ
∗
mn =
∑
i∈Sm,j∈Sn
λjpijPij for any m,n = 1, · · · ,K
and conclude (5.10). Besides, one can verify that
(5.15)
∑
m
Pˆ ∗mn =
∑
i
(
∑
j∈Sn
λjpij
λˆnpˆin
)Pij =
∑
i
Pij = 1.
To prove (iii), we start from (5.10) by exchanging index m,n,
(5.16) λˆmpˆimPˆ
∗
nm =
∑
i∈Sn,j∈Sm
λjpijPij =
∑
i∈Sm,j∈Sn
λipiiPji,
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where the second equality follows from exchanging index i, j. Combining (5.14) and (5.16), the
original detailed balance property for Pij in (5.3) implies the detailed balance property for Pˆ
∗
mn in
(iii).
For (iv), since Pij and thus Pˆ
∗
mn satisfy the detailed balance condition, the minimal discrepancy
is
(5.17)
E(Pˆ ∗) =
∑
i,j
λjpij
λipii
P 2ij − 2
∑
m,n
Pˆ ∗nmPˆ
∗
mn +
∑
m,n
λˆnpˆin
λˆmpˆim
(Pˆ ∗mn)
2
=
∑
i,j
λjpij
λipii
P 2ij −
∑
m,n
λˆnpˆin
λˆmpˆim
(Pˆ ∗mn)
2
=
∑
i,j
PijPji −
∑
m,n
Pˆ ∗nmPˆ
∗
mn.

5.1.2. Using K-means to find the optimal partition. From Lemma 5.1 in the last section, to find
the best partition which minimizes the discrepancy functional E is equivalent to
(5.18)
min
{S1,··· ,SK}
E(S1, · · · , SK , Pˆ ∗)
= min
{S1,··· ,SK}
K∑
m,n=1
∑
i∈Sm,j∈Sn
λipiiλjpij(
Pij
λipii
− Pˆ
∗
mn
λˆmpˆim
)2
=
∑
i,j
λjpij
λipii
P 2ij − max{S1,··· ,SK}
∑
m,n
λˆnpˆin
λˆmpˆim
(Pˆ ∗mn)
2.
Notice we do not allow empty sets in the partition S = S1∪· · ·∪SK . Inspired by the last equivalent
formula the discrepancy functional, to find the optimal partition using K-means, [15, 28] define the
following distance function between j and the cluster Sn for any j = 1, · · · , N , n = 1, · · · ,K
(5.19) d(j, Sn) :=
∑
m
∑
i∈Sm
λipiiλjpij(
Pij
λipii
− Pˆ
∗
mn
λˆmpˆim
)2.
Then standard Kmeans schemes can be applied to iteratively update the partitions; see [15, 28] for
simulations about the well known Zacharys Karate Club Network.
5.2. Transition state theory on manifold. Computing the minimal energy path on a manifold
N is important in the molecular dynamics for chemical reaction and protein folding for biomolecular.
After the dimension reduction in Section 2, we learned the reaction coordinates y for N ⊂ R` with
` ∼ O(1). The minimal energy path from one stable state to another stable state on N represents
the process of the chemical reaction. It also indicates the energy barrier (a.k.a. activation energy)
for this chemical reaction in different situations, for instance, the activation energy is lower for a
catalyzed reaction.
More precisely, a chemical reaction from reactants a ∈ N through a transition state c ∈ N
to the products b ∈ N can be described by the reaction coordinate y, which can be obtained
from manifold learning described above, and a path on the reaction coordinate y(t) ∈ N with a
pseudo-time t ∈ [0, T ] and y(0) = a, y(T ) = b. This chemical reaction can be characterized by
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an underlining potential V (y) in terms of the reaction coordinate y ∈ N , which has a few deep
wells separated by high barriers. Assume a and b are two local minimums with attractor basins
A, B ⊂ N such that max(V (a), V (b)) < V (∂A ∪ ∂B). The energy barrier to achieve the chemical
reaction from a to b is V (c)−V (a). The minimal energy path is a path with minimal energy barrier
given by
(5.20) y∗(t) = arg min
y(t)
max
t∈[0,1]
V (y(t)),
and the transition state is given by c = arg maxt∈[0,1] V (y∗(t)). The existence of the minimal energy
path is guaranteed by the mountain pass theorem [22], which is the foundation of calculating the
transition state c, and we know c is the saddle point of V . There are some recently developed
effective optimization methods in finding the minimal energy path y∗(t) and transition state c, for
instance, the string method [18, 17], Ekeland variational method [19] and some recently developed
primal-dual methods, c.f. [7]. However, these methods can not be directly applied since we do not
have exact information for the manifold N and potential V (y). Below, we will develop an imple-
mentable method based on only on dataset {yi} ⊂ N and the approximated transition probability
between the nearest neighbor points obtained in Section 3.
To model this chemical reaction, we use an over-damped Langevin equation on N in (1.4). The
transition rate is given by the Kramers reaction rate formula [16, 38]
(5.21) k =
|λc|
2pi
√
det∇2NV (a)
|det∇2NV (c)|
e−
V (c)−V (a)
kT , as kT → 0,
where λc is the unique negative eigenvalue of the Hessian at c. This is also known as Arrhenius’s
law of reaction rates. As long as we obtain the minimal energy path, which gives the transition
state c, then we can compute the reaction rate using the approximated formula for (5.21).
By the Freidlin-Wentzell theory, {yt} satisfies the large deviation principle with the rate function
(5.22) I(y) :=
1
2
∫ T
0
|y˙(s) +∇NV (y(s))|2 ds.
Then the maximal probable path in some set D ⊂ {y(·) ∈ C[0, T ]; y(0) = a,y(T ) = b} is defined
as the optimal path y∗(t) minimizing the action I(y) in D (also called the minimum action path).
The maximal probable path y∗(t) satisfies
(5.23)
d
ds
y(s) = −∇NV (y(s)),
and one can check the minimal energy path also satisfies (5.23).
In practice, we consider the continuous time Markov chain (3.73) on finite states {yi} ⊂ N .
One of effective methods is to calculate the probability current of reactive trajectories and find
the optimal reaction pathway with the maximal min-current is developed in [33, 18, 16]. Another
strategy is to use the optimal the cluster-cluster transition probability obtained in Section 5.1. This
idea is already successfully used in single-cell cellular state inference by incorporating molecular
network features [12].
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6. Pullback
With the trajectory ρNt on N obtained in Section 3, the last goal is to recover the dynamics
(trajectory) of x in the original real space M ⊂ Rp. Suppose {x1, · · · ,xn} are n data points
sampled on M in a high dimensional space Rp based on some probability density function ρ that
satisfy Assumption 2.1. In Section 2, we know that we can find the reaction coordinates Φ of the
data points {x1, · · · ,xn} which is a smooth embedding of M into R`. We also know that the
diffusion map is an approximation of the map Φ. Suppose N = Φ(M) and yi = Φ(xi) are the
reaction coordinates of xi. By using the reaction coordinates, in Sections 3 and 4, we are able to
find the probability density functions ρN on N . In this section we propose an algorithm to find
the pullback density function ρM on M which is defined as follows.
Suppose thatM is a d dimensional smooth closed Riemannian submanifold of Rp. Φ :M ↪→ R`
is a smooth embedding. Moreover, suppose that N = Φ(M), then N ⊂ R` is another d dimensional
smooth closed Riemannian manifold. Let X be the random variable defined on the probability space
(Ω,F ,P) with the rangeM, where P is the probability measure defined on the sigma algebra F in
the event space Ω. Define P = X∗P to be the induced measure defined on the Borel sigma algebra
on M . By the Radon-Nikodym theorem, for any x ∈ M, P(x) = ρM(x)dVM(x), where ρM is the
probability density function of X associated with the Riemannian volume measure, dVM, defined
on M. Furthermore, define Q to be the induced measure by Φ defined on the Borel sigma algebra
on N ; that is, Q = Φ∗P = (Φ ◦X)∗P. By Radon-Nikodym chain rule, for y = Φ(x),
ρN (y) =
dQ(y)
dVN (y)
=
dP(Φ−1(y))
dVM(Φ−1(y))
dVM(Φ−1(y))
dVN (y)
=
ρM(x)
|∇Φ(x)|(6.1)
is the induced probability density function of the random variable Y := Φ ◦X associated with the
Riemannian volume measure defined on N . Here, ∇Φ ∈ Rd×d is the Jacobian of Φ calculated in
the charts of M and N . In contrast, we call ρM to be the pullback probability density function of
ρN on M through Φ.
We introduce the normalized local covariance matrix for a point y ∈ N ⊂ R` below. For more
discussion about the normalized local covariance matrix, the readers may refer to [32].
Definition 6.1. For a measurable set O ⊂ N ⊂ R` and y ∈ O, the local covariance matrix at y
associated with O is defined as
Cy,O :=E[(Y − y)(Y − y)>χO(Y )](6.2)
=
∫
O
(y′ − y)(y′ − y)>ρN (y)dVN (y′) ∈ R`×`.
For x ∈M, y = Φ(x) ∈ N and δ > 0, we construct a subset of N :
Eδ(y) = Φ(B
Rp
δ (x) ∩M).(6.3)
We define the normalized local covariance matrix as
C¯y,Eδ(y) :=
Cy,Eδ(y)
δ2E[χEδ(y)(Y )]
(6.4)
The normalized local covariance matrix C¯y,Eδ(y) is related to the |∇Φ| by the following theorem.
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Theorem 6.2. Suppose δ is small enough. Let µ1(y) ≥ µ2(y) ≥, · · · ,≥ µ`(y) be the eigenvalues of
C¯y,Eδ(y). Then µ1(y), · · · , µd(y) are of order 1, and the rest of the eigenvalues are of order O(δ2).
Moreover,
|∇Φ(x)|2 = (d+ 2)dµ1(y) · · ·µd(y) +O(δ2).(6.5)
Proof. The proof is a modification of Lemma 3 and Lemma 5 in [32]. We point out the main
differences between this work and [32]. First, there is a difference in the notations. In this work,
Φ is a map from M to R`, while in [32], Φ is a map from M to N and N is embedded in
R` by a map called ι. Second, in [32], the normalized local covariance matrix is defined over
Eδ(y) = Φ(Bδ(x) ∩ M), where Bδ(x) is a geodesic ball in M ((39) in [32]). In this work, the
normalized local covariance matrix is defined over Eδ(y) = Φ(B
Rp
δ (x) ∩M). The proof of Lemma
3 in [32] is a Taylor expansion on the region Bδ(x) in the normal coordinates. However, based on
Lemma 3.8, the difference between the intergal of a bounded function on BR
p
δ (x)∩M and Bδ(x) is
of order of δd+2, which is a higher order term. Therefore, the conclusion of Lemma 3 and Lemma
5 in [32] remains the same. In other words, there is matrix U ∈ O(`), such that
UC¯y,Eδ(y)U
> =
[
1
d+2∇Φ(x)∇Φ(x)> 0
0 0
]
+O(δ2).(6.6)
Since C¯y,Eδ(y) is a symmetric matrix, the conclusion of this theorem follows from applying the
standard perturbation theory to the right hand side of the above equation. 
Combining the above theorem and (6.1), we have
ρM(x) = ρN (y)
√
(d+ 2)dµ1(y) · · ·µd(y) +O(δ2).(6.7)
Hence, we propose the following algorithm.
Algorithm 3: PULLBACK ALGORITHM
Parameters: Algorithm inputs are the bandwidth δ, {x1, · · · ,xn} and their reaction
coordinates {y1, · · · ,yn}.
1 Fix xk ∈ {x1, · · · ,xn} and δ > 0, find the points {xk,1, · · · ,xk,Nk} ⊂ {x1, · · · ,xn} such that
xk,i ∈ BRpδ (xk).
2 Suppose {yk,1, · · · ,yk,Nk} are the corresponding reaction coordinates of {xk,1, · · · ,xk,Nk}.
Construct the matrix
C¯n,k =
1
δ2Nk
Nk∑
i=1
(yk,i − yk))(yk,i − yk)> ∈ R`×`.(6.8)
3 Suppose µ1,n,k, · · · , µd,n,k are the d largest eigenvalues of C¯n,k. Let
Jk =
√
(d+ 2)dµ1,n,k · · ·µd,n,k. Then ρN (yk)Jk is an approximation of ρM(xk).
We know that 1n
∑Nk
i=1(yk,i − yk))(yk,i − yk)> is an approximation to Cy,Eδ(y) and Nkn is an
approximation of E[χEδ(y)(Y )]. Therefore, the entrywise variance analysis between the C¯n,k and
C¯y,Eδ(y) can be constructed by developing the method of Lemma E.1. and Lemma E.4. in [44]. The
error between Jk and |∇Φ(x)| can be bounded in the probabilistic sense if we apply the perturbation
theory on the variance analysis as Lemma E.4. in [44].
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7. Discussion
We focus on the analysis of the dynamics of a physical system with a manifold structure. The
underlying manifold structure of the system is reflected through a point cloud in a high dimensional
space. By applying the diffusion map, we are able to find the reaction coordinates so that those data
points are reduced onto a manifold in a low dimensional space. Based on the reaction coordinates,
we propose an implementable, unconditionally stable, upwind scheme for a Fokker-Planck equation
which incorporates the structure of the manifold in the low dimensional space. Since the equilibrium
potential on the manifold is crucial in establishing the upwind scheme, a Gaussian process regression
which respects the geometry of the manifold is applied to recover the equilibrium potential. At
last, the trajectory of the density corresponding to the solution of the Fokker-Planck equation is
reconstructed in the original high-dimensional space through the pullback algorithm.
Motivated by the upwind scheme, we study the Markov process associated with the Fokker-Planck
equation. We also provide the weighted L2 convergence analysis of the upwind scheme to the Fokker-
Planck equation. The efficiency and the accuracy of the data-driven approaches proposed in this
paper are justified theoretically. However, there are still many interesting directions for future work.
An important direction is the manifold-related applications such as the optimal network partitions.
Another challenging task is to explore the transition path in chemical reactions, especially on the
high dimensional practical dataset.
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Appendix A. Theorems about embedding by eigenfunctions of Laplacian
Let ∆ be the Laplace-Beltrami operator of a closed smooth Riemannian manifoldM. Let {λi}∞i=0
be the eigenvalues of −∆, and
∆ψi = −λiψi,(A.1)
where ψi is the corresponding eigenfunction normalized in L
2(M). We have 0 = λ0 < λ1 ≤ λ2 ≤
· · · .
In this section, we review the theorems about embedding the manifold M by using the eigen-
functions of ∆. In [6], the authors provide a theorem about spectral embedding by using all the
eigenvalues and eigenfunctions of ∆ into the Hilbert space `2.
Theorem A.1. (Be´rard-Besson-Gallot, [6]) Let M be a d dimensional smooth closed Riemannian
manifold with Ric(M) ≥ (d− 1)k and diam(M) ≤ D. Then, for x ∈M
Ψ(x) = (2t)
d+2
4
√
2(4pi)
d
4 (e−λ1tψ1(x), · · · , e−λqtψq(x), · · · ),(A.2)
is an embedding of M into `2 for all t > 0.
[25] improves the above result locally. They show that one can use finite eigenfunctions of
Laplace-Beltrami operator to embed the manifold locally. The result can be briefly summarized as
follows.
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Theorem A.2. (Jones-Maggioni-Schul, [25]) LetM be a d dimensional smooth closed Riemannian
manifold, for each x ∈M , there are j1 ≤ · · · ≤ jd and the constants C1, · · · , Cd such that
Ψ(x) = (C1ψj1(x), · · · , Cdψjd(x)),(A.3)
is locally a bi-Lipschitz chart.
[3] provides a global result about embedding a manifold into some Euclidean space via the
eignfunctions of the Laplace-Beltrami operator.
Theorem A.3. (Bates, [3] ) There is a q such that for x ∈M
Ψ(x) = (ψ1(x), · · · , ψq(x)),(A.4)
is a smooth embedding of M into Rq.
Moreover, the next theorem [35] says that we can use the eigenvalues and eigenfunctions of the
Laplace-Beltrami operator to construct an almost isometric embedding of the manifold into some
Euclidean space.
Theorem A.4. (Portegies, [35]) For any  > 0, there is a t0() and K(), such that if t < t0 and
q > K, then for x ∈M
Ψ(x) = (2t)
d+2
4
√
2(4pi)
d
4 (e−λ1tψ1(x), · · · , e−λqtψq(x)),(A.5)
is an embedding of M into Rq such that 1−  < ‖∇Ψ‖op < 1 + . Here ‖ · ‖op is the operator norm.
Based on the above theorems, the smallest q that
Ψ1(x) = (ψ1(x), · · · , ψq(x)),(A.6)
is a smooth embedding of M is called the embedding dimension of M. The smallest q that
Ψ2(x) = (2t)
d+2
4
√
2(4pi)
d
4 (e−λ1tψ1(x), · · · , e−λqtψq(x)),(A.7)
is an almost isometric embedding of M is called the almost isometric embedding dimension of
M. We expect the embedding dimension is much smalled than the almost isometric embedding
dimension. Hence, for the dimension reduction purpose, we are looking for an embedding of the
manifold rather than an almost isometric embedding.
Appendix B. Proof of Proposition 3.12 and Proposition 3.13
We start from a study of the matrix Cn,r(yk) in Definition 3.11 and relate it to its continuous
form. Consider the local covariance matrix C
yk,B
R`√
r
(yk)∩N defined as in Definition 6.1. Suppose
C
yk,B
R`√
r
(yk)∩N has the following eigendecomposition:
C
yk,B
R`√
r
(yk)∩N = U(yk)Λ(yk)U(yk)
> ∈ O(`),(B.1)
where Λ(yk) is a diagonal matrix with the diagonal entries to be eigenvalues of Cyk,BR
`√
r
(yk)∩N .
Moreover, we have Λ11(yk) ≥ Λ22(yk) ≥ · · · ≥ Λ``(yk). U(yk) ∈ O(`) consists of the corresponding
orthonormal eigenvectors of C
yk,B
R`√
r
(yk)∩N . Intuitively, Cyk,BR`√r(yk)∩N
is the continuous form of the
matrix Cn,r(yk).
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By setting  =
√
r in Proposition 3.2 in [44], we have the following lemma.
Lemma B.1. Assume that TykN is generated by the first d standard basis of R`.
Λ(yk) =
|Sd−1|P (yk)r d+22
d(d+ 2)
([Id×d 0
0 0
]
+O(r)
)
,(B.2)
U(yk) =
[
X1 0
0 X2
]
+O(r),(B.3)
where X1 ∈ O(d) and X2 ∈ O(`− d).
Above lemma says that the first d eigenvectors of C
yk,B
R`√
r
(yk)∩N form an orthonormal basis of
TykN up to an error of order O(r). Note that, for simplicity, we assume TykN is generated by
the first d standard basis of R` so that U(yk) can be expressed in the above block form. Suppose
Cn,r(yk) has the following eigendecomposition:
Cn,r(yk) = Un(yk)Λn(yk)Un(yk)
>.(B.4)
Λn(yk) is a diagonal matrix with the diagonal entries to be eigenvalues of Cn,r(yk). Moreover,
we have Λn,11(yk) ≥ Λn,22(yk) ≥ · · · ≥ Λn,``(yk). Un(yk) ∈ O(`) consists of the corresponding
orthonormal eigenvectors of Cn,r(yk).
The relation between the eigenstructure of C
yk,B
R`√
r
(yk)∩N and Cn,r(yk) is discussed in Lemma
E.4 in [44].
Lemma B.2. Assume that TykN is generated by the first d standard basis of R`. When n is large
enough, with probability greater than 1− 1
n2
, for all yk,
Λn(yk) = Λ(yk) +O(
√
log n
nr−
d
2
−2 ),(B.5)
Un(yk) =
[
X ′1 0
0 X ′2
]
U(yk) +O(
√
log n
nr
d
2
−2 ),(B.6)
where X ′1 ∈ O(d) and X ′2 ∈ O(`− d).
Remark B.3. Above lemma follows from Lemma E.4 in [44] if we choose  =
√
r and ρ → ∞ in
Case 0 of Lemma E.4 in [44]. In fact, Case 0 of Lemma E.4 in [44] focuses on the first d eigenpairs
of the matrix C
yk,B
R`√
r
(yk)∩N of which we need to recover.
If we combine Lemma B.1 and Lemma B.2, we have
Λn(yk) =
|Sd−1|P (yk)r d+22
d(d+ 2)
[
Id×d 0
0 0
]
+O(r
d
2
+2) +O(
√
log n
nr−
d
2
−2 ),(B.7)
Un(yk) =
[
U1 0
0 U2
]
+O(r) +O(
√
log n
nr
d
2
−2 ),(B.8)
where U1 ∈ O(d) and U2 ∈ O(`− d). If nr
d
2
logn →∞ as n→∞, then
√
logn
nr
d
2−2
≤ r. If nr
d
2+2
logn →∞ as
n→∞, then
√
logn
nr
d
2−2
≤ r and
√
logn
nr−
d
2−2
≤ r d2+2. Hence, we have the following proposition.
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Proposition B.4. Assume that TykN is generated by the first d standard basis of R`. If nr
d
2
logn →∞
as n→∞, then with probability greater than 1− 1
n2
, for all yk,
Un(yk) =
[
U1 0
0 U2
]
+O(r),(B.9)
where U1 ∈ O(d) and U2 ∈ O(`− d).
If nr
d
2+2
logn →∞ as n→∞, then with probability greater than 1− 1n2 , for all yk,
Λn(yk) =
|Sd−1|P (yk)r d+22
d(d+ 2)
[
Id×d 0
0 0
]
+O(r
d
2
+2),(B.10)
Un(yk) =
[
U1 0
0 U2
]
+O(r),(B.11)
where U1 ∈ O(d) and U2 ∈ O(`− d).
Above proposition should be understood in the following way. If n and r satisfy nr
d
2
logn → ∞ as
n→∞, then we have an approximation of the tangent space of N at yk, i.e. the first d eigenvectors
of Cn,r(yk) are the basis of TykN up to an error of order O(r). If n and r satisfy nr
d
2+2
logn → ∞
as n → ∞, the first d eigenvectors of Cn,r(yk) are the basis of TykN up to an error of order
O(r). Moreover, there are d significantly large eigenvalues of Cn,r(yk) which are close to the first
d eigenvalues of C
yk,B
R`√
r
(yk)∩N .
Next, we show that the map ι˜k in the definition 3.11 restricted on B
R`
r (yk) ∩ N is a 1 + O(r)
bi-Lipschitz homeomorphism.
Lemma B.5. Choose r → 0 and nr
d
2
logn → ∞ as n → ∞. Suppose r is small enough, then with
probability greater than 1− 1
n2
, for all yk and any y,y
′ ∈ BR`r (yk) ∩N , we have
‖ι˜k(y′)− ι˜k(y)‖Rd = ‖ιk(y′ − y)‖Rd = dN (y,y′)(1 +O(r)).(B.12)
Proof. ‖ι˜k(y′) − ι˜k(y)‖Rd = ‖ιk(y′ − y)‖Rd follows from the definition. Next. we prove ‖ιk(y′ −
y)‖Rd = dN (y,y′)(1 +O(r)). For simplicity, we assume yk = 0 and TykN is generated by the first
d standard basis of R`. For any y ∈ R`, we use the following notation to simplify the proof:
y = [[v, v⊥]] ∈ R` ,(B.13)
where v ∈ TykN forms the first d coordinates of y and v⊥ ∈ T⊥ykN forms the last `− d coordinates
of y. For any y,y′ ∈ BR`r (yk) ∩ N , suppose y = [[v1, v⊥1 ]] and y′ = [[v2, v⊥2 ]]. Due to the manifold
structure of N , we have
‖v⊥1 − v⊥2 ‖R`−d ≤ C1r‖v1 − v2‖Rd ,(B.14)
for some constant C1 depending on the curvature of N . Hence,
‖v1 − v2‖Rd ≤ ‖y′ − y‖R` ≤ ‖v1 − v2‖Rd
√
1 + C21r2,(B.15)
which is equivalent to
‖v1 − v2‖Rd = ‖y′ − y‖R`(1 +O(r2)).(B.16)
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Moreover, suppose {βn,r,1, · · · , βn,r,d} are orthonormal eigenvectors corresponding to Cn,r(yk)’s
largest d eigenvalues. Then, by Proposition B.4
βn,r,1 = [[βi, 0]] +O(r),(B.17)
where {βi}di=1 form an orthonormal basis of TykN ≈ Rd.
‖ιk(y′ − y)‖Rd =‖v1 − v2‖Rd + ‖y′ − y‖R`O(r)(B.18)
=‖y′ − y‖R`(1 +O(r2)) + ‖y′ − y‖R`O(r) = ‖y′ − y‖R`(1 +O(r)),
where we apply (B.16) in the second last step.
By equation (3.64), we know that dN (y,y′) ≤ 2D1r. Hence, by Lemma 3.8,
‖ιk(y′ − y)‖Rd =‖y′ − y‖R`(1 +O(r)) = dN (y,y′)(1 +O(d2N (y,y′)))(1 +O(r))(B.19)
=dN (y,y′)(1 +O(r2))(1 +O(r)) = dN (y,y′)(1 +O(r)).

We introduce the following notations to prove the following lemma and proposition. Denote the
boundary of Ck by ∂Ck. Denote the boundary of ι˜k(Ck) by ∂ι˜k(Ck) = ι˜k(∂Ck). Let C˜k,0 be the
Voronoi cell in Rd containing 0 constructed in the Step 4 in Algorithm 1. Denote the boundary of
C˜k,0 by ∂C˜k. Denote d
Rd
H (S1, S2) be the Hausdorff distance between two sets S1 and S2 in Rd with
respect to the Euclidean metric.
Lemma B.6. Under Assumption 3.9, if we choose r → 0, nrd goes to some constant and nr
d
2
logn →∞
as n→∞, then with probability greater than 1− 1
n2
, for all yk , d
Rd
H (∂ι˜k(Ck), ∂C˜k) = O(r
2).
Proof. We are going to use Lemma B.5, hence we require r → 0 and nr
d
2
logn → ∞ as n → ∞. We
expect the number of points in BR
`
r (yk), hence we require nr
d goes to some constant. For simplicity,
in this proof, we use | · | to denote ‖ · ‖Rd .
Recall that in Assumption 3.9, we assume BR
`
r (yk) ∩ {yi}ni=1 = {yk,1, · · · ,yk,Nk}. We have
Ck ⊂ BR`r (yk). Moreover, if Γkj is a Voronoi surface of Ck between yk and yj , then yj ∈ BR
`
r (yk).
We denote Γk,i to be the Voronoi face between yk and yk,i.
The proof has two steps, first we show that for any v ∈ ∂ι˜k(Ck), dRd(v, ∂C˜k) = O(r2). We need
to consider two cases in this step.
Case 1: v ∈ C˜k,0
Suppose v = ι˜k(y) for some y ∈ ∂Ck. Moreover y ∈ Γk,i. In other word, y is on the Voronoi face
between yk and yk,i ∈ BR`r (yk). As shown in figure 13(a), let O be the origin in Rd. Let A = v
and B = ι˜k(yk,i). Let H be the hyperplane in Rd which perpendicularly bisects OB. M is the
intersection of H and OB. Let C be the point on OB so that AC is perpendicular to OB. Since
we assume A ∈ C˜k,0, C ∈ OM . We have
dRd(A,H) =|CM | =
|CB| − |CO|
2
=
|CB|2 − |CO|2
2(|CB|+ |CO|)(B.20)
=
|AB|2 − |AC|2 − (|AO|2 − |AC|2)
2|BO| =
(|AB|+ |AO|)(|AB| − |AO|)
2|BO|(B.21)
56 Y. GAO, J.-G. LIU, AND N. WU
(a) The Case when v = A ∈ C˜k,0 (b) The Case when v = A 6∈ C˜k,0
Since y ∈ Γk,i, by equation (3.64), dN (y,yk,i) = dN (y,yk) = a ≤ D1r. By Lemma B.5, |AB| =
a(1 + O(r)) and |AO| = a(1 + O(r)), hence (|AB| + |AO|)(|AB| − |AO|) = 2a2O(r) ≤ 2D21O(r3).
By Lemma B.5, |BO| = dN (yk,yk,i)(1 + O(r)). By (2) in Assumption 3.9, dN (yk,yk,i) ≥ D2r.
Hence,
dRd(A,H) =
(|AB|+ |AO|)(|AB| − |AO|)
2|BO| ≤
D21
D2
O(r2) = O(r2).(B.22)
Since C˜k,0 is convex, dRd(A, ∂C˜k) ≤ dRd(A,H). The conclusion follows. Note that if A 6∈ C˜k,0, we
still have dRd(A,H) = O(r
2). However, it is not true that dRd(A, ∂C˜) ≤ dRd(A,H).
Case 2: v 6∈ C˜k,0
Suppose v = ι˜k(y) for some y ∈ ∂Ck. As shown in figure 13(b), let O be the origin in Rd. Let
A = v. Suppose OA intersects with ∂C˜k at D. D ∈ F˜k,j , where F˜k,j is Voronoi face in Rd between
O and B = ι˜k(yk,j). H is the hyperplane that perpendicularly bisects OB. M is the intersection
between H and OB. Note that F˜k,j ⊂ H. Let C be the point on OB so that AC is perpendicular
to OB. Since we assume A 6∈ C˜k,0, C ∈ BM . We have
|CM | = |CO| − |CB|
2
=
|CO|2 − |CB|2
2(|CB|+ |CO|)(B.23)
=
|AO|2 − |AC|2 − (|AB|2 − |AC|2)
2|BO| =
(|AB|+ |AO|)(|AO| − |AB|)
2|BO| .(B.24)
y ∈ ∂Ck but we may not have y ∈ Γk,j , therefore, a = dN (y,yk,j) ≥ dN (y,yk) = b. dN (y,yk,j) ≤
dN (y,yk)+dN (yk,j ,yk), hence by equation (3.64), b ≤ D1r and a ≤ 2D1r. By Lemma B.5, |AB| =
a(1 +O(r)) and |AO| = b(1 +O(r)). Since a ≥ b and |AB| ≤ |AO|, we have 0 ≤ a− b = D1O(r2).
Hence, |AO| − |AB| = D1O(r2). By Lemma B.5 and Assumption 3.9,
|BO| = dN (yk,yk,j)(1 +O(r)) ≥ D2r(1 +O(r)),(B.25)
|AO| = dN (y,yk)(1 +O(r)) ≤ D1r(1 +O(r)).(B.26)
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Hence, (|AB|+ |AO|)(|AB| − |AO|) ≤ 2|AO|(|AB| − |AO|) ≤ 2D21O(r3). Moreover,
|CM | = (|AB|+ |AO|)(|AB| − |AO|)
2|BO| ≤
D21
D2
O(r2) = O(r2).(B.27)
At last,
|AD| = |CM ||AO||OC| ≤
|CM ||AO|
|OM | =
2|CM ||AO|
|OB| ≤
2|CM |D1r(1 +O(r))
D2r(1 +O(r))
= O(r2).(B.28)
Since dRd(A, ∂C˜) ≤ |AD|, the conclusion follows.
In the second step, we show that for any v ∈ C˜k, dRd(v, ∂ι˜k(Ck)) = O(r2). The proof follows the
similar argument as the first step, so we omit it. 
Now we prove the first main proposition.
Proof of Proposition 3.12
Proof. By Assumption 3.9, for any y ∈ ∂Ck, 12D2r ≤ dN (y,yk) ≤ D1r. By Lemma B.5, any for v ∈
∂ι˜k(Ck),
1
2D2r(1 +O(r)) ≤ ‖v‖Rd ≤ D1r(1 +O(r)). Hence, 12D2r+O(r2) ≤ ‖v‖Rd ≤ D1r+O(r2).
By Lemma B.6 and the triangle inequality, for any v′ ∈ ∂C˜k, 12D2r+O(r2) ≤ ‖v′‖Rd ≤ D1r+O(r2).
Since C˜k,0 is convex, we conclude that there is a constant Ω such that |C˜k,0| = Ωrd +O(rd+1). By
Lemma B.6 and the fact that C˜k,0 is convex, |ι˜k(Ck)| = Ωrd+O(rd+1) = |C˜k,0|(1+O(r)). By Lemma
B.5, |Ck| = |ι˜k(Ck)|(1 +O(r))d = |ι˜k(Ck)|(1 +O(r)). Therefore, |C˜k| = |C˜k,0| = |Ck|(1 +O(r)). 
Proof of Proposition 3.13
Proof. We provide a sketch of the proof. Use | · | to denote the d−1 dimensional Hausdorff measure.
∂A denotes the topological boundary of a set A. Suppose BR
`
r (yk) ∩ {yi}ni=1 = {yk,1, · · · ,yk,Nk}.
Suppose Γk,i is the Voronoi face between yk and yk,i.
Step 1 We approximate the Voronoi face Γk,i by a region in a d− 1 dimensional affine subspace
in R`.
Suppose the minimizing geodesic intersects the bisector G between y and yk,i at y
∗
k,i. Then, by
proposition 3.2, there is a d− 1 dimensional subspace Sk,i of Ty∗k,iN which is perpendicular to the
tangent vector of the minimizing geodesic at y∗k,i. If we realize Ty∗k,iN as a subspace of R`, then
the affine subspace y∗k,i + Sk,i is tangent to G at y
∗
k,i. Without loss of generality, we rotate and
translate the manifold N so that y∗k,i = 0 and Sk,i is identified with the subspace of R` generated
by the first d − 1 standard basis. By, Assumption 3.3, there is an open subset of Sk,i and denote
Lk,i to be its closure such that for any y ∈ Γk,i, we have
y = (u, g1(u), · · · , g`−d+1(u)),(B.29)
where u ∈ Lk,i ⊂ Rd−1 and gi : Rd−1 → R. Moreover, gj(u) is smooth and gj(0) = 0 and
∇gj(0) = 0. The second order derivative of gi can be bounded by the curvature of N at yk and
yk,i. By (1) in Assumption 3.9, Γk,i ⊂ Ck ⊂ BR`r (yk), hence for any y ∈ Γk,i, ‖y − yk‖R` ≤ r.
‖y∗k,i − yk‖R` ≤ dN (y∗k,i,yk) = 12dN (yk,i,yk)) ≤ 12D1r. Since yk,i = 0,
‖y‖R` = ‖y − y∗k,i‖R` ≤ ‖y − yk‖R` + ‖y∗k,i − yk‖R` ≤ (1 +
1
2
D1)r.(B.30)
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By (B.29), for any u ∈ Lk,i, ‖u‖Rd−1 ≤ ‖y‖R` ≤ (1 + 12D1)r. Thus, Lk,i is contained in a d − 1
dimensional ball of radius (1 + 12D1)r in R
d−1. Hence
|Lk,i| ≤ |Sd−1|(1 + 1
2
D1)
d−1rd−1(B.31)
(B.29) implies that
|Γk,i| = |Lk,i|+O(|Lk,i|
d
d−1 ) = |Lk,i|+O(rd),(B.32)
where we use |Lk,i| ≤ |Sd−1|(1 + 12D1)d−1rd−1 in the last step. Moreover,
dR
`
H (∂Γk,i, ∂Lk,i) = max
u∈∂Lk,i
√
g21(u) + · · · , g2`−d+1(u) = O(r2),(B.33)
where dR
`
H is the Hausdorff distance with respect to the Euclidean metric of R`.
Step 2
This step is an analogue of Lemma B.5 when we apply ι˜k to the affine subspace y
∗
k,i + Ty∗k,iN .
If we identify both Ty∗k,iN and TykN as the subspaces of R`, then we show that Ty∗k,iN is a small
perturbation of TykN when r is small. For simplicity, we rotate and translate the manifold so that
yk = 0 and TykN is generated by the first d standard orthonormal basis {e1, · · · , ed} of R`. By the
manifold structure of N , there is an orthonormal basis {e′1, · · · , e′d} of Ty∗k,iN with e′i = ei +O(r2).
By Proposition B.4 and the similar argument in Lemma B.5, we can show that ι˜k restricted on the
affine subspace y∗k,i + Ty∗k,iN is a 1 +O(r) bi-Lipschitz homeomorphism.
Step 3
For simplicity,denote ι˜k(y
∗
k,i + Lk,i) by ι˜k(Lk,i), denote ι˜k(y
∗
k,i + ∂Lk,i) by ι˜k(∂Lk,i) and denote
∂ι˜k(y
∗
k,i + Lk,i) by ∂ι˜k(Lk,i). Since ι˜k restricted on the affine subspace y
∗
k,i + Ty∗k,iN is homeomor-
phism, ∂ι˜k(Lk,i) = ι˜k(∂Lk,i). Moreover, Lemma B.5 shows that ι˜k restricted on B
R`
r (yk) ∩ N is a
homeomorphism. Hence, ∂ι˜k(Γk,i) = ι˜k(∂Γk,i). Since ι˜k is a projection,
dR
d
H (∂ι˜k(Γk,i), ∂ι˜k(Lk,i)) = d
Rd
H (ι˜k(∂Γk,i), ι˜k(∂Lk,i)) ≤ dR
`
H (∂Γk,i, ∂Lk,i) = O(r
2),(B.34)
where we use (B.33) in the last step. Since ι˜k is a projection, ι˜k(Lk,i) is a subset of a d − 1
dimensional affine subspace of Rd. Since ι˜k restricted on the affine subspace y∗k,i + Ty∗k,iN is a
1 +O(r) bi-Lipschitz homeomorphism,
|Lk,i| = |ι˜k(Lk,i)|(1 +O(r)).(B.35)
Step 4
Recall in the step (4) in Algorithm 1, we find the Voronoi cell decomposition of {0, ι˜k(yk,1), · · · , ι˜k(yk,Nk)}
in Rd. The Voronoi cell containing 0 is C˜k,0. The Voronoi face between 0 and ι˜k(yk,i) is denoted as
F˜k,i. If y ∈ ∂Γk,i, then there is a third point yk,j such that dN (y,yk) = dN (y,yk,i) = dN (y,yk,j).
By using the similar argument in Lemma B.6, we can show that
dR
d
H (∂ι˜k(Γk,i), ∂F˜k,i) = O(r
2).(B.36)
By (B.34), we have
dR
d
H (∂ι˜k(Lk,i), ∂F˜k,i) = O(r
2).(B.37)
Step 5
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By (1) in Assumption 3.9, Ck ⊂ BR`r (yk) ∩ N . Since ι˜k is a projection, ι˜k(Ck) is in the ball of
radius r centered at 0 in Rd. By Lemma B.6, C˜k is in the ball of radius 2r centered at 0 in Rd,
when r is small enough. F˜k,i is a convex polygon and is in a d− 1 dimensional affine subspace Hk,i
in Rd. We know that ∂F˜k,i = ∪jCj , where each Cj is a d − 2 dimensional convex polygon. Each
Cj is a ball of radius 2r. Hence, we have Hd−2(∂F˜k,i) = O(rd−2) and any O(r2) neighborhood of
∂F˜k,i in Hk,i has d − 1 Hausdorff measure O(rd). Since dRdH (∂ι˜k(Lk,i), ∂Γ˜k,i) = O(r2) and ι˜k(Lk,i)
is a subset of a d − 1 dimensional affine subspace of Rd, we rotate and translate ι˜k(Lk,i) so that
∂ι˜k(Lk,i) is in a O(r
2) neighborhood of ∂Γ˜k,i in Hk,i. Therefore,
|ι˜k(Lk,i)| = |F˜k,i|+O(rd)(B.38)
Combine (B.31), (B.32), (B.35) and (B.38), we have
|Γk,i| = |F˜k,i|+O(rd).(B.39)
If y` = yk,i ∈ BR`r (yk), then A˜kl = |F˜k,i|. So, |Γk`| = A˜kl + O(rd). Similarly, |Γ`k| = |Γk`| =
A˜kl + O(r
d). Hence, |Γk`| = A˜kl+A˜kl2 + O(rd) = Ak` + O(rd). If Ak` ≥ a1rd, we automatically
have the conclusion. If Ak` < a1r
d, then |Γk`| = O(rd) and |Γ˜k`| = a1rd. So, we also have
|Γk`| = |Γ˜k`|+O(rd).

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