Supervised recursive neural network models (RNNs) for sentence meaning have been successful in an array of sophisticated language tasks, but it remains an open question whether they can learn compositional semantic grammars that support logical deduction. We address this question directly by for the first time evaluating whether each of two classes of neural model -plain RNNs and recursive neural tensor networks (RNTNs) -can correctly learn relationships such as entailment and contradiction between pairs of sentences, where we have generated controlled data sets of sentences from a logical grammar. Our first experiment evaluates whether these models can learn the basic algebra of logical relations involved. Our second and third experiments extend this evaluation to complex recursive structures and sentences involving quantification. We find that the plain RNN achieves only mixed results on all three experiments, whereas the stronger RNTN model generalizes well in every setting and appears capable of learning suitable representations for natural language logical inference.
Introduction
Supervised recursive neural network models (RNNs) for sentence meaning have been successful in an array of sophisticated language tasks, including sentiment analysis [1, 2] , image description [3] , and paraphrase detection [4] . These results are encouraging for the ability of these models to learn compositional semantic grammars, but it remains an open question whether they can achieve the same results as grammars based in logical forms [5, 6, 7, 8] when it comes to the core semantic concepts of quantification, entailment, and contradiction needed to identify the relationships between sentences like every animal walks, every turtle moves, and most reptiles don't move. To date, experimental investigations of these concepts using distributed representations have been largely confined to short phrases [9, 10, 11, 12] . For robust natural language understanding, it is essential to model these phenomena in their full generality on complex linguistic structures.
We address this question in the context of natural language inference (also known as recognizing textual entailment; [13] ), in which the goal is to determine the core inferential relationship between two sentences. Much of the theoretical work on this task (and some successful implemented models [14, 15] ) involves natural logics, which are formal systems that define rules of inference between natural language words, phrases, and sentences without the need of intermediate representations in an artificial logical language. Following [16] , we use the natural logic developed by [14] as our formal model. This logic defines seven core relations of synonymy, entailment, contradiction, and mutual consistency, as summarized in Table 1 , and it provides rules of semantic combination for projecting these relations from the lexicon up to complex phrases. The formal properties and inferential strength of this system are now well-understood [17, 18] .
In our experiments, we use this pre-specified logical grammar to generate controlled data sets encoding the semantic relationships between pairs of expressions and evaluate whether each of two Name Symbol Set-theoretic definition Example entailment x ⊏ y x ⊂ y turtle, reptile reverse entailment x ⊐ y x ⊃ y reptile, turtle equivalence x ≡ y x = y couch, sofa alternation x | y x ∩ y = ∅ ∧ x ∪ y = D turtle, warthog negation [14] . D is the universe of possible objects of the same type as those being compared, and the relation # applies whenever none of the other six do.
classes of neural model -plain RNNs and recursive neural tensor networks (RNTNs, [2] ) -can learn those relationships correctly. In our first experiment (Section 3), we evaluate the ability of these models to learn the core relational algebra of natural logic from data. Our second experiment (Section 4) extends this evaluation to relations between complex recursive structures like (a or b) and not(not a and not b), and our third experiment (Section 5) involves relations between quantified statements like every reptile walks and no turtle moves. We find that the plain RNN achieves only mixed results in all three experiments, whereas the stronger RNTN model generalizes well in every case, suggesting that it has in fact learned, or at least learned to simulate, our target logical concepts. These experiments differentiate the increased power of RNTNs better than previous work and provide the most convincing demonstration to date of the ability of neural networks to model semantic inferences in complex natural language sentences.
Recursive neural network models
We study neural models that adhere to the linguistic principle of compositionality, which says that the meanings for complex expressions are derived from the meanings of their constituent parts via specific composition functions [19, 20] . In our distributed setting, word meanings are vectors of length n. The composition function maps pairs of them to single vectors of length n, which can then be merged again to represent more complex phrases. Once the entire sentence-level representation has been derived, it serves as a fixed-length input for some subsequent function.
We use the model architecture proposed in [16] and depicted in Figure 1 . The two phrases being compared are built up separately on each side of the tree, using the same composition function, until they have each been reduced to single vectors. The resulting vectors are fed into a separate comparison layer that is meant to generate a feature vector capturing the relation between the two phrases. The output of this layer is then given to a softmax classifier, which in turn produces a hypothesized distribution over the seven relations represented in Table 1 .
For a composition layer, we evaluate models with both the plain neural network layer function (1) and the RNTN layer function (2) proposed in Chen et al. [21] . A sigmoid nonlinearity (element-wise tanh) is applied to the output of either layer function, following [2] .
Here, x (l) and x (r) are the column vector representations for the left and right children of the node, and y is the node's output. The RNN concatenates them, multiplies them by an n × 2n matrix of learned weights, and applies the element-wise non-linearity to the resulting vector. The RNTN has the same basic structure, but with the addition of a learned third-order tensor T, dimension n×n×n, modeling multiplicative interactions between the child vectors. Both models include a bias vector b.
The comparison layer uses the same kind of function template as the composition layers (either an NN layer or an NTN layer) with independently learned parameters and a separate nonlinearity function. Rather than use a tanh nonlinearity here, we follow [16] in using a rectified linear function. In particular, we use the leaky rectified linear function [22] : f ( x) = max( x, 0) + 0.01 min( x, 0), applied element-wise. To run the model forward and label a pair of phrases, the structure of the lower layers of the network is assembled so as to mirror the tree structures provided for each phrase. The word vectors are then looked up from the vocabulary matrix V (one of the model parameters), and the composition and comparison functions are used to pass information up the tree and into the classifier at the top. For an objective function, we use the negative log of the probability assigned to the correct label.
We train the model using stochastic gradient descent (SGD) with learning rates computed using AdaGrad [23] . The parameters (including the vocabulary) are initialized randomly using a uniform distribution over [−0.1, 0.1]. Because the seven classes are not balanced in general, we report performance using both accuracy and macroaveraged F1, since the latter emphasizes performance on infrequent classes. We compute macroaveraged F1 as the harmonic mean of mean precision and mean recall, both computed for all classes for which there is test data, setting precision to 0 where it is not defined. Source code and generated data will be released after the review period.
Reasoning about semantic relations
If a model is to learn the behavior of a relational logic like the one presented here from a finite amount of data, it must learn to deduce new relations from seen relations in a sound manner. The simplest such deductions involve atomic statements using the relations in Table 1 . For instance, given that a ⊐ b and b ⊐ c, one can conclude that a ⊐ c, by basic set-theoretic reasoning (transitivity of ⊐). Similarly, from a ⊏ b and b ∧ c, it follows that a | c. The full set of sound inferences of this form is summarized in Table 2 ; cells containing a dot correspond to pairs of relations for which no valid inference can be drawn in our logic. Table 2 : Inference path from premises a R b (row) and b S c (column) to the relation that holds between a and c, if any. These inferences are based on basic set-theoretic truths about the meanings of the underlying relations as described in Table 1 . We assess our models' ability to reproduce such inferential paths.
Experiments To test our models' ability to learn these inferential patterns, we create small boolean structures for our logic in which terms denote sets of entities from a small domain. Figure 2 depicts a structure of this form. The lattice gives the full model, for which all the statements on the right
{} (a) Simple boolean structure. The letters name the sets. Not all sets have names, and some sets have multiple names, so that learning ≡ is non-trivial.
Train Test are valid. We divide these statements evenly into training and test sets, and remove from the test set those statements which cannot be proven from the training statements.
In our experiments, we create 80 randomly generated sets drawing from a domain of seven elements. This yields a data set consisting of 6400 statements about pairs of formulae. 3200 of these pairs are chosen as a test set, and that test set is further reduced to the 2960 examples that can be provably derived from the training data.
We trained versions of both the RNN model and the RNTN model on these data sets. In both cases, the models were implemented exactly as described in Section 2, but since the items being compared are single terms rather than full tree structures, the composition layer was not involved, and the two models differed only in which layer function was used for the comparison layer. We simply present the models with two single terms, each of which corresponds to a single vector in the (randomly initialized) vocabulary matrix V , thereby ensuring that the model has no information about the terms being compared except the relations between them.
Results We found that the RNTN model worked best with 11-dimensional vector representations for the 80 sets and a 90-dimensional feature vector for the classifier, though the performance of the model was not highly sensitive to either dimensionality parameter in any of the experiments discussed here. These results are fairly straightforward to interpret. The RNTN model was able to accurately encode the relations between the terms in the geometric relations between their vectors, and was able to then use that information to recover relations that were not overtly included in the training data. In contrast, the RNN model was able to achieve this behavior only incompletely. It is possible but not likely that it could be made to find a good solution with further optimization on different learning algorithms, or that it would do better on a larger universe of sets, for which there would be a larger set of training data to learn from, but the RNTN is readily able to achieve these effects in the setting discussed here.
Recursive structure in propositional logic
Recursive structure is a prominent feature of natural languages and an important part of their expressivity, as it allows people to use and interpret complex structures they have never encountered before. Theoretical accounts of natural language syntax and semantics therefore rely heavily on recursive structures, and we expect that accurate computational models will have to come to grips with them as well. The present section pursues this question for our two classes of RNN. In our evaluations, we exploit the fact that our logical language is infinite by testing on strings that are longer and more complex than any seen in training.
Experiments As in Section 3, we test this phenomenon within the framework of natural logic, but we now replace the unanalyzed symbols from that experiment with complex formulae. These formulae represent a truth-functionally complete classical propositional logic: each atomic variable denotes either T or F, and the only operators are truth-functional ones. Table 3a defines this logic,  and Table 3b gives some examples of relational statements that we can make in these terms. To compute these relations between statements, we exhaustively enumerate the sets of assignments of truth values to propositional variables that would satisfy each of the statements, and then we convert the set-theoretic relation between those assignments into one of the seven relations in Table 1 . As a result, each relational statement represents a valid theorem of the propositional logic.
Socher et al. [24] show that a matrix-vector RNN model somewhat similar to our RNTN can learn a logic, but the logic discussed here is a much better approximation of the kind of expressivity needed for natural language. The logic learned in that experiment is boolean, wherein the atomic symbols are simply the values 0 and 1, rather than variables over those values. While learning the operators of that logic is not trivial, the outputs of each operator can be represented accurately by a single bit. The statements of propositional logic learned here describe conditions on unknown truth values of propositions. As opposed to the two-way contrasts seen in [24] , this logic distinguishes between 2 6 = 64 possible assignments of truth values, and expressions of this logic define arbitrary conditions on these possible assignments, for a total of 2 64 possible statements that the intermediate vector representations need to be able to distinguish if we are to learn this logical system in its full generality.
For our experiments, we randomly generate a large set of unique pairs of formulae and compute the relation that holds for each pair. We discard pairs in which either statement is a tautology or contradiction (a statement that is true of either all or no possible assignments), for which none of the seven relation labels in Table 1 can hold. The resulting set of formula pairs is then partitioned into bins based on the number of logical operators in the longer of the two formulae. We then randomly sample 15% of each bin for a held-out test set.
If we do not implement any constraint that the two statements being compared are similar in any way, then the generated data are dominated by statements in which the two formulae refer to largely separate subsets of the six variables, which means that the # relation is almost always correct. In an effort to balance the distribution of relation labels without departing from the basic task of modeling propositional logic, we disallow individual pairs of statements from referring to more than four of the six propositional variables.
Results
We trained both the RNN and RNTN models on data with up to 4 connectives (65k pairs) and tested it on examples of up to 12 connectives (44k pairs). We initialized the model parameters randomly, including the vector representations of the six variables. The results are shown in Figure 3 . In tuning, we found that the RNN model was approximately optimal with 45-dimensional vector representations, and the RNTN model was approximately optimal with 25 dimensions. We fixed The performance of the RNTN model on small unseen test examples indicates that it learned a correct approximation of the underlying logic. It appears that this approximation is accurate enough to yield correct answers when the composition layer is only applied a small number of times, but that the error in the approximation grows with increasing depth (and with the increasing complexity of the expressions), resulting in gradually dropping performance. In contrast, the RNN model did not appear to be able to learn a correct approximation of the logic for statements of any length, but it appears that the faulty logic that the RNN did learn decayed similarly with expression size. This is not necessarily a significant flaw in the model, since it remains possible that different training regimes would allow it to learn accurate representations of the larger expressions.
In an effort to better understand why the RNTN outperformed the plain RNN, we evaluated both models on pairs of long formulae involving binary connectives, to assess the extent to which they achieve substantially different representations for semantically distinct formulae and substantially similar representations for synonymous formulae. We found that both models are able to identify synonymous pairs like (a and a) and (a and (a and (a and a))), with both and and or, but only the RNTN is able to learn substantially different representations for pairs of differing formulae like (a and (a and a)) and (a and (a and b)) when the difference between the two is embedded under multiple operators. Figure 4 summarizes this result.
Reasoning with natural language quantifiers and negation
We have seen that the RNTN can learn an approximation of propositional logic. However, natural languages can express functional meanings of considerably greater complexity than this. As a first step towards investigating whether our models can capture this complexity, we now attempt to directly measure the degree to which they are able to develop suitable representations for the semantics of natural language quantifiers like some and all. Quantification is far from the only place in natural language where complex functional meanings are found, but it is a natural starting point, since it can be tested in sentences whose structures are otherwise quite simple, and since it has formed a standard case study in prior formal work on natural language inference [18] .
This experiment replicates similar work described in [16] , which found that RNTNs can learn to reason well with quantifier meanings given sufficient training data. This paper replaces the partially manually annotated data in that paper with data that is generated directly using the logical system that we hope to learn, yielding results that we believe to be substantially more straightforward to interpret.
Experiments Our experimental data consist of pairs of sentences generated from a small artificial grammar. Each sentence contains a quantifier, a noun which may be negated, and an intransitive verb which may be negated. We use the basic quantifiers some, most, all, two, and three, and their negations no, not-all, not-most, less-than-two, and less-than-three. We also include five nouns, four intransitive verbs, and the negation symbol not. In order to be able to define relations between sentences with differing lexical items, we define the lexical relations between each noun-noun pair, each verb-verb pair, and each quantifier-quantifier pair. The grammar accepts aligned pairs of sentences of this form and calculates the natural logic relationship between them. Some examples of these data are provided in Table 4 . As in previous sections, the goal of learning is then to assign these relational labels accurately to unseen pairs of sentences.
(most warthogs) walk ∧ (not-most warthogs) walk (most mammals) move # (not-most (not turtles)) move (most (not pets)) (not swim) ⊐ (not-most (not pets)) move (no turtles) (not growl) | (no turtles) (not swim) (no warthogs) swim ⊐ (no warthogs) move (no warthogs) move ⊏ (no (not reptiles)) swim We evaluate the model using two experimental settings. In the simpler setting, ALL SPLIT, we randomly sample 85% of the data and evaluate on the remaining 15%. In this setting, the model is being asked to learn a complete reasoning system for the limited language and logic presented in the training data, but it is not being asked to generalize to test examples that are substantially different from those it was trained on. Crucially, though, to succeed on this task, the model must be able to recognize all of the lexical relations between the nouns, verbs, and quantifiers and how they interact. For instance, it might see (3) and (4) in training and, from that information, determine (5).
(most turtle) swim | (no turtle) move (3) (all lizard) reptile ⊏ (some lizard) animal (4) (most turtle) reptile | (no turtle) animal (5) While our primary interest is in discovering the extent to which our models can learn to encode the logic given an arbitrary amount of data, we are also interested in the degree to which they can infer a correct representation for the logic from more constrained training data. To this end, we segment the sentence pairs according to which quantifiers appear in each pair, and then hold out one such pair for testing. We hypothesize that a model that can efficiently learn to represent a logic should be able to construct an accurate representation of each of the two quantifiers in the pair from the way that it interacts with the other nine quantifiers with which it is seen in training. Since running this experiment requires choosing a pair of quantifiers to hold out before training, the resource demands of training prevent us from testing each of the 55 possible pairs of quantifiers, so we choose only four pairs to test on. Three of these (two/less-than-two, not-all/not-most, and all/some) were chosen because they allow for the most different class labels in the test data. The fourth is a self-pair (no/no), meant to test that the model correctly handles equality.
Results
The results for these experiments are shown in Figure 5 . We compare the results to a most frequent class baseline, which reflects the frequency in the test data of the most frequent class in the training data, #. After some cross-validation, we chose 16-and 20-dimensional representations for the RNN and RNTN, respectively, and 75-dimensional feature vectors for the classifier. Training accuracy was near 80% for the each of the five RNN experiments, and near 98% for each of the five RNTN experiments.
The RNN performed poorly at this task, even though the sentences used in these examples are short enough to avoid the pathology shown in Figure 4 . However, the perfect performance by the RNTN on the ALL SPLIT and PAIR TWO/LESS-THAN-TWO experiments, and its strong performance on the PAIR NO/NO experiment, suggest that this stronger model is able to handle quantifiers correctly given sufficient training data, but the weaker results on two of the training settings suggest that it may not be able to generalize from this kind of restricted training data in general. However, though the question of how much data is necessary to accurately capture quantifier behavior in a naïve model remains open, the fact that this model is able to perform so well is promising.
General discussion
This paper evaluated two recursive models on a series of three increasingly challenging interpretive tasks involving natural language inference: the core relational algebra of natural logic with entailment and exclusion; recursive propositional logic structures; and statements involving quantification and negation. The results suggest that RNTNs, but not plain RNNs, have the capacity to meet the challenges of these tasks with reasonably-sized training sets. These positive results are promising for the future of learned representation models in the applied modeling of compositional semantics.
Of course, challenges remain. In terms of our experimental data, even the RNTN falls short of perfection in our more complex tasks, with performance falling off steadily as the depth of recursion grows. It remains to be seen whether these deficiencies can be overcome with improvements to the model, the optimization procedures, or the linguistic representations [3, 12] . In addition, there remain subtle questions about how to fairly assess whether these models have truly generalized in the way we want them to. There is a constant tension between showing the models training data that gives them a chance to learn the target logical functions and revealing the answer to them in a way that leads to overfitting. The underlying logical theories provide only limited guidance on this point. Finally, we have only scratched the surface of the logical complexity of natural language; in future experiments, we hope to test sentences with embedded quantifiers, multiple interacting quantifiers, relative clauses, and other kinds of recursive structure. Nonetheless, the rapid progress the field has made with these models in recent years provides ample reason to be optimistic that they can be trained to meet the challenges of natural language semantics.
