Generative Adversarial Networks (GANs) provide a versatile class of models for generative modeling. To improve the performance of machine learning models, there has recently been interest in designing objective functions based on Wasserstein distance rather than Jensen-Shannon (JS) divergence. In this paper, we propose a novel asymmetric statistical divergence called Relaxed Wasserstein (RW) divergence as a generalization of Wasserstein-L 2 distance of order 2. We show that RW is dominated by Total Variation (TV) and Wasserstein-L 2 distance, and establish continuity, differentiability, and duality representation of RW divergence. Finally, we provide a nonasymptotic moment estimate and a concentration inequality for RW divergence. Our experiments show that RWGANs with Kullback-Leibler (KL) divergence produce recognizable images with a ReLU Multi-Layer Perceptron (MLP) generator in fewer iterations, compared to Wasserstein-L 1 GAN (WGAN).
Introduction
Generative Adversarial Networks (GANs) [10] provide a versatile class of models for generative modeling. The idea is to formulate the generative modeling problem as a competing game between two networks: a generator network and a discriminator network. The generator attempts to fool the discriminator by converting random noise into sample data, while the discriminator tries to identify whether the input sample is a generated data sample or a true data sample.
In the context of GANs, the first proposed class of value functions is based on the Jensen-Shannon (JS) divergence, which is essentially a symmetrized version of the Kullback-Leibler (KL) divergence. Typically GANs are hard to train and one of the common themes for many recent works is to identify ways to achieve stable training ( [1] , [19] , [16] , [13] , [17] ). Variants of the cost functions have been proposed, such as f -divergences [16] . Recently, [1] proposes Wasserstein GAN (WGAN), in which the Wasserstein-L 1 distance is used for the value function, and shows that WGAN possesses superior theoretical properties compared to the standard GAN with the JS divergence.
In this paper, we propose a novel statistical divergence called Relaxed Wasserstein (RW) divergence, which is essentially a marriage between Wasserstein distance and Bregman divergence. We first show that RW is dominated by TV and squared Wasserstein-L 2 , and further decompose RW in terms of distorted squared Wasserstein-L 2 distance with some correction terms. We then prove continuity, differentiability, and duality representation of RW divergence, which are crucial for the stability of gradient computations in the optimization procedure as shown in [1] . We also establish a nonasymptotic moment estimate and a concentration inequality for RW divergence.
We study the empirical performance of the RW divergence in an image generation problem. Our experiments suggest that the flexibility of RWGANs and its particular distorted Wasserstein-L 2 decomposition allows the use of asymmetric clamps, leading to potentially larger steps in back-propagation. In particular, the experiments of RWGANs with KL-divergence achieve faster convergence with a ReLU-MLP generator and provide competitive performance with a DCGAN generator, compared to WGAN [1] .
While the main focus of this paper is applications to GANs, we believe that the theoretical results of RW divergence can be a valuable addition to the rich theory for optimal transport, where regularities of Wasserstein-based cost functions have been extensively studied (for example, [4] , [5] , [6] , [21] ).
Background

Notations
Throughout the paper, the following notations are used unless otherwise stated.
X and Y denote compact sets in R d , with D = D(X ) = max x1,x2∈X x 1 − x 2 2 being the diameter of X . P r denotes an unknown true probability distribution and {P θ : θ ∈ R d } is a parametric family of probability measures defined on X .
P and Q denote probability distributions, P(X ) denotes the set of probability distributions defined on X , and Π(P, Q) denotes the set of all couplings of P and Q, i.e., the set of all joint distributions over X × X with marginal distributions being P and Q.
The Total Variation distance between P and Q is denoted as P − Q T V := inf π∈Π(P,Q) π(X = Y ).
, p − q , for any given differentiable and strictly convex function φ. The same notation D φ (·, ·) is used for Bregman divergence between the continuous probability distributions P and Q:
where P and Q are absolutely continuous with respect to S.
Wasserstein Distance
Wasserstein distance is commonly used to measure closeness of two probability distributions; for example, in optimal transport theory [21] and more recently for GANs [1] . Definition 2.1. The Wasserstein distance of order p between the probability distributions P and Q is defined as
, and m is a metric on X .
For the d-dimensional Euclidean space X = R d , a natural choice is the L q -distance m(x, y) = x − y q with q ≥ 1. This defines the Wasserstein-L q distance of order p:
. Another example is the squared Wasserstein-L 2 distance of order 2:
where (X, Y ) are random variables with a joint distribution π.
For any two distributions P and Q, W (P, Q) is non-negative and equals zero if and only if P = Q almost everywhere. Wasserstein distance is a metric since it is symmetric and satisfies the triangle inequality.
Relaxed Wasserstein (RW) Divergence
We first propose a novel class of statistical divergence called Relaxed Wasserstein (RW) divergences, which can be seen as a combination of Bregman divergence [2] and Wasserstein distance. The term relaxed is used because it relaxes the L 2 distance to a broader class of nonsymmetric divergences. We then analyze theoretical properties of RW divergence.
Definition 3.1. The Relaxed Wasserstein (RW) divergence between the probability distributions P and Q is defined as
where D φ is the Bregman divergence corresponding to a smooth and strictly convex function φ :
Similar to Wasserstein distance, RW divergence is non-negative and equals zero if and only if P = Q almost everywhere. However, RW is usually asymmetric. Remark 3.1. Bregman divergence includes two important special cases:
x i log x i gives the KL divergence between vectors x and y in X , and
Besides Wasserstein distances, Total Variation (TV) is another classical notion of distance between probability distributions. It has been shown that Wasserstein distances are controlled by weighted TV (Theorem 6.15 in [21] ). The following theorem establishes the relationship among RW divergence, TV, and the Wasserstein-L 2 distance of order 2. Theorem 3.2. The RW divergence is dominated by the TV and the squared Wasserstein distance of order 2: if ∇φ is Lipschitz with constant L, then
Proof. For a., define π as the transference plan obtained by keeping all the mass shared by P and Q fixed, and distributing the rest uniformly so that π (dx, dy)
For b., note that for x, y ∈ X ⊂ R d ,
Since for any coupling π ∈ Π(P, Q), π is a probability measure on R d × R d with marginals P and Q, π(dx, dy) ≥ 0. The result follows by integrating both sides with respect to π and taking infimum.
The following simple yet important lemma further decomposes the RW divergence in terms of the distorted squared Wasserstein-L 2 distance of order 2, with additional residual terms that do not depend on the choice of coupling π. Lemma 3.3. Proof. Because φ is strictly convex, its gradient ∇φ has positive definite Jacobian matrix, which is also the Hessian of φ. Then by the inverse function theorem, ∇φ is invertible. Denote its inverse with (∇φ) −1 and the composition of Q and (∇φ)
by the linearity of inner products yields
The following theorem concerns continuity and differentiablity of the parametrized RW divergence. The result is based upon the setup in [1] . Define a random variable Z with a fixed probability distribution p(z) on Z. Then define a parametric function g θ : Z → X to directly generate samples that follows a class of parametric probability distributions P θ . P θ is then used to approximate the unknown distribution P r .
Proof. Since φ and ∇φ are differentiable, X and Y are defined on compact set X , the correction terms in Lemma 3.3 are all continuous and differentiable with respect to θ. It suffices to show that W L 2 (P r , P θ ) is almost everywhere differentiable. First, observe that for two vectors θ, θ ∈ R d , let π be the joint distribution of (g θ (Z), g θ (Z)) where Z ∼ p(z), then
The continuity of g θ ensures that g θ (Z) − g θ (Z) 2 → 0 point-wise as θ → θ . Since X is compact, g θ (Z) − g θ (Z) 2 is uniformly bounded. Therefore by the bounded convergence theorem,
Hence by the triangle inquality, as θ → θ ,
This proves the continuity. Now assume g θ is locally Lipschitz, i.e., for each pair (θ, z), there exists a constant L(θ, z) and an open neighborhood N (θ, z) around (θ, z) such that ∀(θ , z ) ∈ N (θ, z),
By fixing z = z and taking expectation of squares of both sides, we get
, for all θ in an open neighborhood of θ. Therefore,
i.e., W L 2 (P r , P θ ) is locally Lipschitz and by Rademacher's theorem [8] , is differentiable almost everywhere.
A related version of this result has been proved in a different setting [12] . Our proof is simpler and exploits the intrinsic structure of RW divergence highlighted in Lemma 3.3. In fact, this structure is also critical for establishing the duality representation of RW divergence, based on the following lemma modified from Theorem 3.1 in [3] for a compact set X . Lemma 3.5. Suppose that two probability distributions P and Q satisfy
Then there is a Lipschitz continuous solution f : X → R such that the squared Wasserstein-L 2 distance has a duality representation as
where K is a Lipschitz constant of f and depends on X , and f * is defined as the conjugate of f so that f * (y) = sup x∈R d { x, y − f (x)}.
Theorem 3.6. Let P θ be the distribution of g θ (Z) with Z being a random variable with distribution p(z), assume g θ is a locally Lipschitz function, and suppose that M (P r , P θ ) < ∞ as in (2) . Then
There is a Lipschitz continuous solution f : X → R such that the gradient of the RW divergence ∇ θ W D φ (P r , P θ ) can be explicitly represented as
. By Lemma 3.5, we know there exists a Lipschitz continuous function f such that 1 2 W L 2 (P r , P θ ) 2 = V (f, θ). Then by the Envelope theorem (for example, [14] ) and Theorem 3.4,
To prove b., recall that (X, Y ) ∼ π, X ∼ P r , Y ∼ P θ , Z ∼ p(z), and
Taking derivative with respect to θ,
and by a direct calculation
Letf ∈ arg min f ∈L 1 ,f Lipschitz [ f * dP r + f dP θ ] and the transformed random variable Y = −∇φ(Y ). Then by Lemma 3.5,
Finally, we state the nonasymptotic moment estimates and the concentration inequalities for RW divergence. Let P r ∈ P(R d ) and let P n be the empirical distribution based on n observations from P r . Let L be the Lipschitz constant of ∇φ. Define M q (P r ) = X x q 2 dP r and E α,π (P r ) = X e γ x α 2 dP r . Theorem 3.7. Assume that M q (P r ) < +∞ for some q > 2. Then there exists a constant C(q, d) > 0 such that, for n ≥ 1,
Theorem 3.8. Assume one of the three following conditions holds,
(5) Then for n ≥ 1 and > 0, (5) .
Here c, C 1 , and C 2 are constants depending on q and d.
The two theorems follow from Theorem 3.2.b, as well as Theorem 1 and Theorem 2 from [9] .
Algorithm 1 RWGANs. The default values α = 0.0005, c = 0.005, S = 0.01, m = 64, n critic = 5, N max = 1000.
Require: α: the learning rate; c: the clipping parameter; m: the batch size; n critic , the number of iterations of the critic per generator iteration; N max , the maximum number of one forward pass and one backward pass of all the training examples. Require: w 0 , initial critic parameters; θ 0 : initial generator's parameters.
for N = 1, 2, . . . , N max do for t = 0, . . . , n critic do Sample a batch of real data 
Empirical Results
We conduct the experiments on image generation using the Relaxed Wasserstein GANs (RWGANs) and show that RWGANs is a promising alternative to the Wasserstein-L 1 GAN (WGAN) [1] and may sometimes significantly outperform WGAN. Specifically, the RW divergence is a reliable loss function that correlates the convergence of the generator with sample quality, and enjoys the stability of the optimization process.
We focus on estimating a probability distribution P r . Recall we define a random variable Z with a fixed distribution p(z) and pass it through a parametric function g θ : Z → X, i.e. , a neural network, to generate samples from a certain distribution P θ . By varying θ, we approximate the real distribution P r by P θ . Similar to GANs and WGAN, it is intractable to find the explicit solution f for the optimization problem stated in Theorem 3.5. In RWGANs framework, we explore the flexibility of the various choices of φ so that ∇ θ W D φ (P r , P θ ) is dominated by the term E Z∼p(z) [∇ θ f (∇φ(g θ (Z)))]. With this idea, we notice that a proper choice of φ provides flexible clamping (see the definition of clamping in [1] ), allows a larger step in back-propagation, and accelerates the process of training. In addition, we follow [1] and use RMSProp [20] which behaves well even on non-stationary problems [15] .
The RWGANs algorithm with the setting of hyper-parameters is described in Algorithm 1, where we use RW divergence with KL in our experiment. The scaling parameter S controls the range of clamping, α is the step-size, c is the relaxed clamping parameter, and N max is the maximum number of epochs. Note that the choices of α and c here are different from those used in WGAN [1] , and we have additional controls over the range of clamping by S.
We will learn the distribution from the LFW dataset [11] , a collection of face photographs, and use WGAN [1] as a baseline. Figure 3 shows the benefits of fast training, consistent with the sample qualities at different stages of training. The quality of samples generated by RWGANs increases significantly faster than that of samples generated by WGAN. This is strongly supported by the comparison with a ReLU-MLP generator. After running N = 250 epochs, RWGANs generate the sample with medium quality while WGAN generates unrecognizable images. In addition, RWGANs are slightly better than WGAN when both implemented with a DCGAN generator. Figure 2 shows the training curves of RWGANs and WGAN at different stages. The top two plots demonstrate the results of RWGANs with the standard DCGAN [18] and ReLU-MLP [7] , and the bottom two plots demonstrate the results of WGAN with the standard DCGAN and ReLU-MLP. Both losses in RWGANs and WGAN decrease consistently as training progresses. Nevertheless, RWGANs are more stable with a smaller variance, with losses decreasing more quickly than WGAN. This faster rate of training suggests the possible benefit of larger step-size and flexible procedure of asymmetric clamping, as indicated in Lemma 3.3 and Theorem 3.6, although complete understanding and analysis of appropriate choices of φ remains to be further investigated.
