The aim of this article is to investigate the uniqueness of solution of an inverse problem for ultrahyperbolic equations. We first reduce the inverse problem to a Cauchy problem for an integro-differential equation and then by using a pointwise Carleman type inequality we prove the uniqueness.
INTRODUCTION AND THE MAIN RESULT
In this article, we consider an inverse problem for an ultrahyperbolic equation.
One of our motivations to deal with this equation is its interesting structure from the point of view of the theory of partial differential equations. For instance, depending on the specific form of initial conditions, solutions possess both hyperbolic and elliptic properties (see [11] ). Another motivation is recent discussions on the possibility of physics in multiple time dimensions, (e.g., [3, 16, 17] ). Namely, in some superstring theories which attempt to unify the general theory of relativity and the quantum mechanics, extra dimensions are required for the consistency of theory.
When the presence of more than one temporal dimension is considered, the mathematical model occurs as an ultrahyperbolic equation (e.g., [7] ). More precisely, the paper [7] asserts that the equation in a form of is fundamental where x ∈ R n and y ∈ R m are respectively time-like variables and space-like variables.
Let n, m ≥ 2. Inspired by [7, 16, 17] , we here consider an ultrahyperbolic equation in u(x, y) := u(x 1 , ..., x n , y 1 , ..., y m ), which is associated with general geometry in the space variables y:
Lu(x, y) ≡ 
in the domain Ω = D × G. Here D ⊂ R n and G ⊂ R m are bounded domains, and we assume that Ω ⊂ R n+m is supported by the plane
with an open interval I and G ′ ⊂ R m−1 , and the coefficients are assumed to sat-
The purpose of this article is to investigate the uniqueness of solution of the following problem:
Problem.
For given u 0 (x, y 1 , ..., y m−1 ), find a pair of functions (u(x, y), g(x, y 1 , ..., y m−1 )) in Ω satisfying equation (1) , Cauchy data
and the additional information
This is an inverse problem of determining a factor g which is independent of the component y m of the source in (1) which causes the action under consideration.
This inverse problem is called an inverse source problem.
Our main result is stated in Theorem 1: Theorem 1. Let f (x, y ′ , 0) = 0 and the functions a ij satisfy
Inverse problems for ultrahyperbolic equations were studied in [1, 2, 4, 9] , where the key method is based on weighted a priori estimates and was firstly developed by Bukhgeim and Klibanov [4] . A uniqueness theorem for ultrahyperbolic equations, is given by [4] for a bounded domain with Dirichlet and Numann type condition on a part of the boundary. In [1] and [2] , uniqueness is invesigated in an unbounded domain with an additional information for the solution of direct problem at y = 0.
In [9] , Hölder stability estimates were obtained in a bounded domain by some lateral boundary data. A major difference of our work from the existing results is that, in Problem, additional information is given only at y m = 0.
As for the direct problem (1) -(2) with given f g, it is known that the problem of determination of the function u from relations (1) and (2) is ill-posed in the Hadamard sense (see [12] , Chapter 4). By using the mean-value theorem of Asgeirsson, it was shown by [6] that the existence of solutions fails if the initial conditions are not properly prescribed. We refer to [5, 8, [13] [14] [15] , as for the uniqueness results for various Cauchy, Dirichlet and Neumann problems for ultrahyperbolic equations.
Finally, in [7] it is proved that under a nonlocal constraint, the initial value problem is well-posed for initial data given on a codimension-one hypersurface.
KEY CARLEMAN ESTIMATE
We set
and
In order to prove Theorem 1, the key tool is an Carleman type inequality which will be presented in Lemma 1 below. First of all, we reduce equation (1) to a more suitable form by introducing a new variable
2 , where 2η 0 = min {α 0 , γ} , the parameters α 0 , γ will be specified later, η 0 > 0. Without loss of generality, we assume that
2 , and so we have x 1 > 0.
Then, for the new function u (
we have
where a ij = a ij (
For the sake of simplicity, let us denote u, a ij , x 1 , a k , b s , f , g by u, a ij , x 1 , a s , b j , f, g respectively, where i, j = 2, ..., m; k = 0, 1, 2, ..., n; s = 1, 2, ..., m. Then we can write
We introduce
In Ω γ we define the weight function
where α 0 > 0, γ + α 0 = ρ < 1, α 0 < ψ(x) < ρ, and λ, ν, δ are positive parameters satisfying some additional conditions which are specified later.
The following Carleman estimate is the key for the proof of Theorem 1.
we assume that
and the number γ is "small", that is
where 0 < ε 0 < α1 4m . Then there exists a constant δ * = δ * (α 1 , M, n, m, ν) > 0 such that for any δ > δ * there exists λ * = λ * (δ) such that the following estimate holds:
for all ϕ (x, y) ∈ C 2 Ω γ and λ > λ * . In (7),
) and D (ϕ) is described by a divergence form which includes the function ϕ and is given explicitly in the proofs of the lemmata below.
3. THE PROOF OF LEMMA 1.
In the proof of Lemma 1, we shall use two Lemmata 2 and 3.
Lemma 2. Under the hypothesis of Lemma 1, there exists a constant
for all λ > λ 0 and ϕ ∈ C 2 (Ω γ ). Here
and the terms D 1 (χϕ) , D 2 (χϕ) are given by divergence forms which include the function ϕ and are given in the proof explicitly.
The proof of Lemma 2 is technical and lenghty, and we postpone it to Appendix.
In (8), the signs of the terms of |∇′ x ϕ| 2 and |∇ y ϕ| 2 are different. Thus we need to perform another estimation:
Lemma 3. The following equality holds:
for any function ϕ ∈ C 2 (Ω). Here
Lemma 3 can be proved easily by direct calculations and we omit the proof here. Now we will proceed to the completion of the proof of Lemma 1. We multiply equality (9) by 2λνβ 0 and add to inequality (8) to have
we can estimate the coefficient of |∇ y ϕ| 2 :
for δ ≥ δ 1 .
As for the coefficient of ϕ 2 , we can write σ 3 (λ, δ) in the form
where σ 31 = σ 11 + 2β 0 σ 21 , σ 32 = σ 12 + 2β 0 σ 22 , σ 33 = 2β 0 σ 23 .
Since the functions a ij , ψ, ψ xi , ψ yj are bounded in the space C Ω γ , it is clear that the functionσ 31 = σ31 δ 3 νψ −2ν−3 is bounded uniformly with respect to (x, y) ∈ Ω γ : |σ 31 | ≤ M 1 , M 1 > 0. Then we see that
Here we note that (
On the other hand, it is obvious that, for fixed δ ≥ δ 2 , ν > 1, the functions σ 32
and σ 33 are also bounded on Ω γ , that is, there exist constants
Thus we have
Consequently, inequalities (10), (11) and (13) imply that
. Thus the proof of Lemma 1 is complete.
THE PROOF OF THEOREM 1
Let (u, g) be a solution to (1) -(3) with u 0 ≡ 0 in Ω γ . Since f (x, y ′ , 0) = 0 and f ∈ C 2 Ω , there exists a number 0 < γ < 1 such that f (x, y) = 0 also in Ω γ . We assume that γ, which was introduced before, satisfies this condition. We define a new unknown function w = u f in Ω γ . Then dividing equation (5) by f (x, y) and taking into account relations (2)- (3), we obtain
a ij w yiyj )
Differentiating equation (14) with respect to y m , setting z = w ym and using (16), we obtain the integro-differential equation
with the Cauchy data
where
., n;
We now prove that, if z (x, y) satisfies (17) and (18), then z (x, y) = 0 in Ω γ .
From (17), we obtain
where M 5 > 0 depends on M and f C 2 (Ωγ ) .
On the other hand, by Lemma 1, we can write (20) and using (19), we obtain
Here we shall use the following lemma, whose proof is given in Appendix.
Lemma 4. The following relations hold:
where i = 1, ..., n; j = 1, ..., m.
Integrating inequality (21) on Ω γ and using Lemma 4, we have
we obtain
Passing to the limit as λ → ∞ in (22), we conclude that (14) by condition (16) we conclude that g (x, y ′ ) = 0 oñ
Repeating the same argument, we see that z = 0 inΩ 2γ and g (x, y ′ ) = 0 onΩ ′ 2γ . Thus, continuing the argument, we complete the proof.
5. APPENDIX
Proof of Lemma 2
We introduce a new function
Using the relations
where we set
in Ω γ , we estimate the terms T i , 1 ≤ i ≤ 14 as follows:
and we set
We have
where d 5 (ϑ) = 2λνδ ϑ 2 φ x1 x1 ;
where d 6 (ϑ) = −2λνδ ϑ 2 φ 3 x1 ;
(2 ψ xi a ks ys ϑ y k ϑ xi − ψ xi a ks xi ϑ y k ϑ ys )
2 ψ xi a ks ys ϑ y k ϑ xi + ψ xi a ks xi ϑ y k ϑ ys
(2 ψ xi a ks ϑ xi ϑ y k s − ψ xi a ks ϑ y k ϑ ys xi );
( a ij ψ yi ϑ yj ϑ x1 x1 + 2λν a ij ψ yi ϑ 2 x1 yj );
a ij ψ yi ϑ yj ϑ xs xs +2λν (x 1 + η 0 ) 2 a ij ψ yi ϑ );
a ij ψ yi ϑ yj a ks ϑ y k ys = d 13 (ϑ)
(2 a ij a ks ψ yi ys ϑ yj ϑ y k − a ij a ks ψ yi yj ϑ y k ϑ ys )
(2 a ij a κs ψ yi ys ϑ yj ϑ y k + a ij a κs ψ yi yj |ϑ y k ϑ ys |)
(2(a ij ψ yi ϑ yj ϑ y k a ks ) ys − a ij a ks ψ yi ϑ y k ϑ ys yj );
Then by relations (24)-(37), we see that ν+1 β 31 . Since the functions a ij and ψ bounded in the space C 2 Ω γ , the functionβ 31
