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Résumé
De nombreux problèmes utilisés en planiation
de tâhes dans le domaine de l'Intelligene Artiielle
omme Bloks, Logistis, Gripper, Satellite et d'autres,
ne possèdent pas les interations qui aratérisent
les puzzles. Ils peuvent être résolus rapidement mais
non optimalement en temps polynomial. Ce sont en
eet des problèmes failes pour les humains, mais
omme beauoup d'autres problèmes en Intelligene
Artiielle, diiles pour les mahines. Dans e travail,
nous étudions le type d'inférenes requises dans un
planiateur indépendant du domaine pour résoudre
des problèmes simples en évitant au maximum de faire
des retours arrière, en ajoutant uniquement quelques
opérations polynomiales à haque n÷ud de l'arbre de
reherhe. A ette n, nous utilisons le planiateur
temporel optimal CPT qui ombine un shéma de
branhement de type POCL ave des méanismes d'in-
férene puissants, et montrons que l'ajout de quelques
règles d'inférene simples et générales susent pour
éliminer les retours arrière pour de nombreux domaines.
Il s'agit là d'un résultat empirique intéressant, à notre
avis, qui pourrait ontribuer au développement de
planiateurs automatiques plus robustes, et à une
meilleure ompréhension de la façon de planier des
humains. Nous rapportons aussi une amélioration des
performanes signiative par rapport à CPT.
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Abstrat
Many problems used in AI planning inluding Bloks,
Logistis, Gripper, Satellite, and others lak the intera-
tions that haraterize puzzles and an be solved non-
optimally in low polynomial time. They are indeed easy
problems for people, although as with many other prob-
lems in AI, not always easy for mahines. In this work,
we study the type of inferenes that are required in a
domain-independent planner for solving simple problems
suh as these in a baktrak-free manner by perform-
ing polynomial node operations. For this, we make use
of the optimal temporal planner CPT whih ombines a
POCL branhing sheme with strong inferene meha-
nisms, and show that a few simple and general additional
inferene mehanisms sue to render the searh over
various domains baktrak free. This is an interesting
empirial nding, we believe, that may ontribute to the
development of more robust automated planners, and to
a better understanding of human planning. Signiant
performane gains in relation to CPT are also reported.
1 Introdution
De nombreux problèmes utilisés en planiation
de tâhes dans le domaine de l'Intelligene Arti-
ielle omme Bloks, Logistis, Gripper, Satellite et
d'autres, ne possèdent pas les interations qui ara-
térisent les puzzles. Ils peuvent être résolus rapidement
mais non optimalement en temps polynomial. Ce sont
en eet des problèmes failes pour les humains, mais
omme beauoup d'autres problèmes en Intelligene
Artiielle, diiles pour les mahines. Dans e tra-
vail, nous étudions le type d'inférenes requises dans
un planiateur indépendant du domaine pour ré-
soudre des problèmes simples en évitant au maximum
de faire des retours arrière, en ajoutant uniquement
quelques opérations polynomiales à haque n÷ud de
l'arbre de reherhe. Pour ela, nous utilisons le plani-
ateur temporel optimal pt qui ombine un shéma
de branhement de type POCL ave des méanismes
d'inférene puissants [26, 28℄, et montrons que l'ajout
de quelques règles d'inférene simples et générales su-
isent pour éliminer les retours arrière pour de nom-
breux domaines.
Pour disuter des planiateurs indépendants du
domaine dont le but est de résoudre des problèmes
de planiation simples sans retour arrière en ee-
tuant des opérations polynomiales à haque n÷ud,
nous utiliserons le terme de planiateurs aisés. Nous
pensons que le développement de planiateurs aisés
est une tâhe partiulièrement sensée et motivée, qui
pourrait ontribuer non seulement au développement
de planiateurs automatiques plus robustes, mais
aussi à une meilleure ompréhension des méanismes
de planiation de l'être humain. Les humains sont en
eet apables de résoudre failement es problèmes ;
et bien qu'il soit souvent onsidéré que ette apaité
est le résultat de stratégies dépendantes du domaine,
nos résultats suggèrent qu'elle peut aussi déouler de
méanismes d'inférene simples et généraux.
Les planiateurs aisés sont des planiateurs non
optimaux, mais tandis que les planiateurs non op-
timaux herhent à résoudre des problèmes par n'im-
porte quel moyen, et que les planiateurs optimaux
herhent à les résoudre optimalement, les plania-
teurs aisés herhent à résoudre les problèmes sim-
ples ave des opérations polynomiales rapides et sans
reherhe. Cela ne signie pas qu'ils doivent résoudre
es problèmes plus rapidement, ou qu'ils doivent en
résoudre plus, mais qu'ils doivent tenir ompte d'in-
férenes qui rendent es problèmes failes. Nous pen-
sons qu'une telle utilisation d'inférenes peut être
bénéque pour les performanes des planiateurs, et
montrons que 'est le as pour pt. En lui-même,
pt, omme les autres planiateurs basés sur les on-
traintes ou sur SAT, n'est pas un bon planiateur non
optimal et enore moins un planiateur aisé. En eet,
les planiateurs optimaux basés sur les ontraintes ou
sur SAT [15, 23, 6℄ utilisés ave un horizon susam-
ment large pour résoudre des problèmes non optimale-
ment, renontrent deux problèmes :
1. Les odages SAT et CSP basés sur une variable
par unité de temps, les plus ourants, aquièrent
une taille trop importante pour un horizon élevé.
2. Les ontraintes qui requièrent la validité des buts
d'un problème à l'horizon deviennent ineaes
(i.e. perdent leur pouvoir d'élagage) lorsque et
horizon est trop élevé.
Le premier point n'est pas un problème pour pt,
étant donné qu'il s'agit d'un planiateur temporel
utilisant une représentation temporelle plutt que
booléenne. Ainsi, l'utilisation d'une borne élevée sur
la durée totale d'exéution d'un plan (le makespan) a
des onséquenes diretes sur le domaine des variables
temporelles, et non sur leur nombre.
pt, d'un autre té, n'éhappe pas au deuxième
problème : ave une borne élevée sur le makespan,
la reherhe devient beauoup moins ontrainte et
dirigée, et même des problèmes résolus optimalement
sans retour arrière ne peuvent être résolus après un
nombre onsidérable de retours arrière quand une
borne élevée sur le makespan est spéiée. Dans e
travail, nous nous attaquons à e problème en éten-
dant les apaités d'inférene de pt de telle sorte
qu'il dépende moins des inférenes eetuées grâe à
la borne sur le makespan et plus sur des inférenes
indépendantes du domaine qui ne sont pas apturées
par pt. La nouvelle version de pt, que nous ap-
pelons ept, eetue un raisonnement simple mais
plus étendu, tirant parti de l'adaptation de tehniques
omme les points de passage obligatoires [22, 30℄ et
des distanes [25℄, parmi d'autres.
Cet artile est organisé de la façon suivante. Nous
passons d'abord en revue le planiateur pt, disu-
tons de ses fores omme planiateur optimal et de
ses faiblesses omme planiateur non optimal, et in-
troduisons des extensions à son moteur d'inférenes
qui éliminent les retours arrière de la reherhe sur un
grand nombre de domaines de test. Nous évaluons en-
n le planiateur qui en résulte, ept, et disutons
les impliations et pistes de reherhe.
2 CPT
pt est un planiateur temporel indépendant du
domaine qui ombine un shéma de branhement basé
sur la planiation dans les espaes de plans partiels
ave liens ausaux (POCL :  Partial Order Causal
Link ) ave des règles d'élagage puissantes et saines
implémentées par des ontraintes [26℄. La prinipale
innovation de pt par rapport à d'autres formulations
[13, 19, 29℄ est la apaité de raisonner sur les sup-
ports, préédenes et liens ausaux impliquant aussi
les ations qui n'appartiennent pas enore à un plan
partiel. Ainsi, pt peut réduire les bornes sur la date
de début et le domaine des supports des ations qui
ne sont pas enore dans le plan, éliminer des ations
de tout plan partiel, déteter des inonsistanes au
plus tt, et. Les inférenes dans pt sont support-
ées par une représentation adaptée des plans partiels
ave liens ausaux en terme de variables et de on-
traintes. Par exemple, à haque ation a dans le do-
maine est assoiée une variable T (a) qui représente
la date de début de a ; et à haque préondition p
de a, est assoiée une variable S(p, a) qui représente
le support de la préondition p pour l'ation a. Un
lien ausal a′[p]a est ainsi représenté par la ontrainte
S(p, a) = a′, tandis que sa négation est représentée par
la ontrainte S(p, a) 6= a′. Cependant, à la diérene
d'autres planiateurs de type POCL basés sur les on-
traintes [11, 12, 16, 21℄, pt représente et résonne ave
toutes les variables, qu'une ation appartienne ou non
au plan partiel ourant.
pt utilise une extension simple du langage Strips
qui ombine les ations onurrentes ave des durées
entières (bien que l'on puisse, par une simple transfor-
mation, utiliser des durées rationnelles). Un problème
de planiation temporel est un tuple P = 〈A, I,O,G〉
où A est un ensemble d'atomes de base, I ⊆ A et
G ⊆ A représentent la situation initiale et le but, et
O est l'ensemble des opérateurs Strips de base (totale-
ment instaniés), haun ave listes de préonditions,
ajouts et retraits pre(a), add(a), et del(a), et durée
dur(a). De manière lassique en planiation POCL,
on trouve les ations Start et End de durée nulle, la
première sans préondition et omme ajouts les atomes
de I, et la seonde ave préonditions les atomes de
G et auun eet. Comme dans graphplan [3℄, deux
ations a et a′ interfèrent quand l'une retire une pré-
ondition ou un ajout de l'autre. pt suit le mod-
èle temporel simple de [24℄, dans lequel des ations
interférentes ne peuvent se reouvrir dans le temps,
et produit des plans ave durée d'exéution minimale
(makespan minimal).
La formulation de base du planiateur pt peut
être dérite en quatre parties : pré-traitement, vari-
ables, ontraintes, et branhement. Après le pré-
traitement, les variables sont réées et les ontraintes
sont introduites et propagées. Si une inonsistane est
renontrée, il n'existe auun plan valide pour le prob-
lème. Sinon, la ontrainte T (End) = B, pour la borne
B sur le makespan initialisée à la date de début min-
imale de l'ation End, est introduite et propagée. Le
shéma de branhement entre alors en ation et si au-
une solution n'est trouvée, e proédé se répète en
rétratant la ontrainte T (End) = B et en la rem-
plaçant par T (End) = B + 1, et ainsi de suite. Pour
plus de simpliité, nous suivrons le modèle de [26℄ et
supposerons qu'auune ation du domaine ne peut être
présente plus d'une fois dans le plan. Cette restrition
est supprimée dans la dernière version de pt qui est
elle que nous utilisons, par la diéreniation entre
les types d'ation et les instanes d'ation. Ces détails
dérits dans [27℄ ne sont pas utiles ii et seront omis.
2.1 Pré-traitement
Dans la phase de pré-traitement, pt alule les
valeurs heuristiques h2T (a) et h
2
T ({p, q}) pour haque
ation a ∈ O et haque paire d'atomes {p, q} omme
dans [7℄. Ces valeurs prourent des bornes initiales sur
la date minimale de prodution des préonditions de a
et des paires d'atomes p, q, depuis la situation initiale
I. Les mutex struturels sont alors identiés omme les
paires d'atomes p, q telles que h2T ({p, q}) =∞. Une a-
tion a e-retire un atome p quand soit a retire p, soit a
ajoute un atome q tel que q et p sont mutex, ou une
préondition r de a est mutex ave p et a n'ajoute pas
p. Dans tous les as, si a e-retire p, p est faux après
l'exéution de a [20℄.
En addition, l'heuristique plus simple h1T est util-
isée pour dénir des distanes entre ations [25℄. Pour
haque ation a ∈ O, l'heuristique h1T est alulée
depuis la situation initial Ia qui inlut tous les atomes
exepté eux qui sont e-retirés par a. Les distanes
dist(a, a′) sont alors initialisées ave les valeurs résul-
tantes h1T (a
′). Ces distanes enodent les bornes min-
imales sur l'éart temporel qui existe entre la n de
l'exéution de a et le début de l'exéution de a′ dans
tout plan valide dans lequel a′ suit a. Elles ne sont en
général pas symétriques et leur alul, qui reste poly-
nomial, implique |O| exéutions de l'heuristique h1T .
2.2 Variables et domaines
Un état du planiateur est représenté par une ol-
letion de variables, de domaines, et de ontraintes.
Comme mis en valeur plus haut, les variables sont
dénies pour toutes les ations a ∈ O et pas seule-
ment pour les ations du plan partiel ourant. De plus,
les variables sont réées pour haque préondition p de
haque ation a omme préisé i-dessous. Le domaine
d'une variable X est noté D[X] ou plus simplement
X :: [Xmin,Xmax] si X est une variable numérique.
Les variables, leur domaine initial, et leur signiation
sont :
 T (a) :: [0,∞] enode la date de début de haque
ation a, ave T (Start) = 0
 S(p, a) enode le support de la préondition p
de l'ation a ave domaine initial D[S(p, a)] =
O(p) où O(p) est l'ensemble des ations de O qui
ajoutent p
 T (p, a) :: [0,∞] enode la date de début de S(p, a)
 InP lan(a) :: [0, 1] indique la présene de a dans le
plan ; InP lan(Start) = InP lan(End) = 1 (vrai)
Les variables T (a), S(p, a), et T (p, a) assoiées aux
ations a qui ne sont ni présentes dans le plan partiel
ni exlues de tout plan partiel (i.e., les ations pour
lesquelles la variable InP lan(a) peut être aetée à 0
ou 1), sont onditionnelles dans le sens suivant : es
variables et leur domaine ne seront signiatifs que
sous l'hypothèse qu'ils font partie du plan. An de
s'assurer de ette interprétation, ertaines préautions
dans la propagation des ontraintes doivent être prises,
omme dérit dans [26℄.
2.3 Contraintes
Les ontraintes orrespondent essentiellement à des
disjontions, des règles et des préédenes temporelles,
et à leurs ombinaisons. Les ontraintes temporelles
sont propagées par onsistane de borne [18℄. Les on-
traintes s'appliquent à toutes les ations a ∈ O et
toutes les préonditions p ∈ pre(a) ; nous utilisons la
notation δ(a, a′) pour dur(a) + dist(a, a′).
 Bornes : pour tout a ∈ O
T (Start) + dist(Start, a) ≤ T (a)
T (a) + dist(a,End) ≤ T (End)
 Préonditions : le support a′ d'une préondition
p de a doit prééder a d'une quantité qui dépend
de δ(a′, a)
T (a) ≥ min
a′∈[D(S(p,a)]
(T (a′) + δ(a′, a))
T (a′) + δ(a′, a) > T (a)→ S(p, a) 6= a′
 Contraintes de liens ausaux : pour tout
a ∈ O, p ∈ pre(a) et a′ qui e-retire p, a′ préède
S(p, a) ou suit a
T (a′)+dur(a′)+ min
a′′∈D[S(p,a)]
dist(a′, a′′) ≤ T (p, a)
∨ T (a) + δ(a, a′) ≤ T (a′)
 Contraintes de mutex : pour deux ations
eet-interférentes a et a′1
T (a) + δ(a, a′) ≤ T (a′) ∨ T (a′) + δ(a′, a) ≤ T (a)
 Contraintes de support : T (p, a) et S(p, a) sont
reliées par
S(p, a) = a′ → T (p, a) = T (a′)
T (p, a) 6= T (a′)→ S(p, a) 6= a′
min
a′∈D[S(p,a)]
T (a′) ≤ T (p, a) ≤ max
a′∈D[S(p,a)]
T (a′)
1
Deux ations sont eet-interférentes dans pt quand l'une
retire un ajout de l'autre, et auune ne e-retire une préondition
de l'autre.
2.4 Shéma de branhement
Comme en planiation POCL, le branhement
dans pt fontionne en séletionnant et en réparant
itérativement les défauts d'états non terminaux σ, en
eetuant un retour arrière en as d'inonsistane. Un
état σ est dérit par les variables, leurs domaines, et
les ontraintes qui les lient. L'état initial σ0 ontient
les variables, les domaines et les ontraintes i-dessus,
ainsi que la ontrainte d'horizon T (End) = B où B
est la borne ourante sur le makespan, qui est dans
le as optimal initialisée à une valeur minimale, puis
inrémentée jusqu'à l'obtention d'un plan. Un état est
inonsistant quand une variable non onditionnelle se
trouve ave un domaine vide, tandis qu'un état on-
sistant σ sans défaut est un état but duquel un plan
valide P de borne B peut être extrait en xant la date
de début des ations du plan à leur borne inférieure.
La dénition des défauts est elle que l'on renontre
en planiation POCL, exprimée à l'aide des variables
temporelles et des variables de support, ave l'ajout
des menaes de mutex.
 Menaes de Support : a′ menae un sup-
port S(p, a) quand les deux ations a et a′ sont
dans le plan partiel ourant, a′ e-retire p, et ni
Tmin(a
′) + dur(a′) ≤ Tmin(p, a) ni Tmin(a) +
dur(a) ≤ Tmin(a
′) ne sont vériées,
 Conditions Ouvertes : S(p, a) est une ondition
ouverte quand |D[S(p, a)]| > 1 est vériée pour
une ation a du plan,
 Menae de Mutex : a et a′ onstituent une
menae de mutex quand les deux ations sont
dans le plan, elles sont eet-interférentes, et ni
Tmin(a) + dur(a) ≤ Tmin(a
′) ni Tmin(a
′) +
dur(a′) ≤ Tmin(a) ne sont vériées.
Les défauts sont séletionnés pour réparation dans
l'ordre suivant : d'abord les Menaes de Support (MS),
puis les Conditions Ouvertes (OC), et enn les Men-
aes de Mutex (MM). Les MS et MM sont réparées en
introduisant et propageant des ontraintes de préé-
dene, tandis que les OC sont réparées en hoisissant
un support, omme en planiation POCL lassique.
On trouvera plus de détails dans [26℄.
3 eCPT
pt est un planiateur temporel optimal ave de
bonnes performanes, ompétitif ave les meilleurs
planiateurs parallèles basés sur SAT quand les a-
tions ont une durée uniforme. De plus, pour la plan-
iation non optimale, pt possède l'avantage suiv-
ant : la taille du odage n'augmente pas ave la borne.
En eet, la borne dans pt est représentée entière-
ment par la ontrainte T (End) = B, e qui aete
le domaine des variables mais pas leur nombre. En
dépit de ei toutefois, pt n'est pas un bon plani-
ateur non optimal, ar omme les planiateurs SAT
et CSP il dépend énormément du pouvoir d'élagage de
la ontrainte d'horizon qui devient ineae pour des
valeurs élevées de B.
La gure 1 montre les performanes de pt pour
le problème Tower-n, pour diérentes valeurs de n
et plusieurs horizons B. Tower-n est le problème de
l'assemblage d'une tour de n ubes initialement posés
sur la table. Il s'agit d'un problème trivial pour un hu-
main, mais omme on le montre dans [26℄, il est loin
d'être trivial pour les planiateurs optimaux. pt
ependant, résout e problème optimalement et sans
retour arrière pour n'importe quelle valeur de n. Mais
omme le montre la gure, le temps de alul (et les
retours arrière) augmente beauoup quand l'horizon B
dépasse la borne optimale ; et pour des valeurs élevées
de B, pt ne peut résoudre es problèmes après des
milliers de seondes et de retours arrière.
La gure montre aussi le omportement de ept :
tandis que les performanes de pt se dégradent
ave l'augmentation de la borne B, elles de ept
restent stables et sans retour arrière pour les dif-
férentes valeurs de B. ept exploite la exibilité que
proure la formulation basée sur la programmation par
ontraintes qui sous-tend pt, l'étendant par des in-
férenes qui ne dépendent pas autant de la ontrainte
d'horizon, et qui produisent un omportement sans re-
tour arrière parmi un large spetre de domaines sim-
ples. Dans ette setion nous nous onentrons sur es
inférenes.
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Fig. 1  Performanes de pt et ept sur Tower-
n pour divers nombre n de ubes et bornes B. Les
ourbes qui divergent orrespondent à pt ; elles qui
restent stables à ept.
3.1 Supports impossibles
De nombreux supports peuvent être éliminés
par pré-traitement, permettant d'éviter pendant la
reherhe des états ne pouvant mener à une solution.
Par exemple, l'ation a′ = putdown(b1) ne peut ja-
mais supporter la préondition p = handempty d'une
ation omme a = unstack(b1, b3). La raison en est
que l'ation a a une autre préondition p′ = on(b1, b3)
qui est e-retirée par a′ (fausse après a′) et qui devrait
don être produite à nouveau par une autre ation b
préédant a.
Plus généralement, soit dist(a′, p, a) une borne in-
férieure sur l'éart temporel entre les ations a′ et a
dans tout plan valide dans lequel a′ est un support de
la préondition p de a. Dans ertains as, lors du pré-
traitement, on peut montrer que dist(a′, p, a) = ∞ ;
et ainsi, que a′ peut être sans danger retirée du do-
maine de la variable S(p, a) enodant le support de la
préondition p de a.
Cei se produit atuellement quand une préondi-
tion p′ de a n'est pas atteignable depuis la situation
initiale qui inlut tous les atomes exeptés eux qui
sont e-retirés par a′ et où les ations qui ajoutent ou
retirent p sont exlues. La raison pour ette exlusion
est que si a′ supporte la préondition p de a, alors on
peut déduire qu'auune ation ajoutant ou retirant p
ne peut se produire entre a′ et a (la première partie
orrespond à la ondition de systématiité [19℄). Par
atome atteignable, nous entendons qu'il fait partie du
graphe de planiation relaxé : le graphe de plani-
ation dans lequel les retraits des ations sont exlus
[10℄.
Ce test simple interdit l'ation putdown(b1) omme
support possible de la préondition handempty de
l'ation unstack(b1, b3), l'ation stack(b1, b3) omme
support possible de la préondition clear(b1) de
pickup(b1), et.
3.2 Supports uniques
Nous disons qu'une ation onsomme un atome
p quand elle requiert p en préondition et qu'elle
le retire. Par exemple, les ations unstack(b3, b1)
et pickup(b2) onsomment toutes les deux l'atome
handempty. Dans e as-là, si es ations sont intro-
duites dans le plan, on peut montrer que leur préon-
dition ommune p doit avoir des supports diérents.
En eet, si une ation a retire une préondition de a′,
et a′ retire une préondition de a, alors a et a′ sont
inompatibles et ne peuvent pas se reouvrir dans le
temps selon la sémantique sur les ations onurrentes.
Ainsi, soit a doit prééder a′, soit a′ doit prééder a,
et dans tous les as l'atome p doit être produit au
moins deux fois : une fois pour la première ation,
et une deuxième fois pour la seonde ation. La on-
trainte S(p, a) 6= S(p, a′) pour les paires d'ations a et
a′ qui onsomment p assure que, quand une des vari-
ables support S(p, a) ou S(p, a′) est instaniée par une
valeur b, b est immédiatement retirée du domaine de
l'autre variable.
3.3 Amélioration des distanes
Les distanes dist(a, a′) pré-alulées pour toutes
les paires d'ation a et a′ fournissent une borne in-
férieure sur l'éart temporel entre la n de a et
le début de a′. Dans ertains as, ette borne in-
férieure peut être failement améliorée, induisant des
inférenes plus puissantes. Par exemple, la distane en-
tre les ations putdown(b1) et pickup(b1) est égale à 0,
ar il est atuellement possible d'exéuter une ation
après l'autre. Cependant l'ation putdown(b1) suivie
par pickup(b1) est utile seulement si une autre ation
utilisant les eets de la première apparaît entre es
deux ations, omme dans le as où le ube b1 est sur
le ube b2 mais doit être déplaé sur le ube se trou-
vant sous b2.
Nous dirons qu'une ation a annule une ation a′
quand 1) tous les atomes ajoutés par a′ sont e-retirés
par a, et 2) tous les atomes ajoutés par a sont des pré-
onditions de a′. Ainsi, quand a annule a′, la séquene
a′, a ne produit rien qui n'était déjà vrai avant a′. Par
exemple, pickup(b1) annule l'ation putdown(b1).
Quand une ation a annule une ation a′, et qu'une
préondition p de a est produite par a′ (i.e., p est
ajoutée par a′ et est mutex ave une préondition de
a′), la distane dist(a′, p, a) introduite i-dessus de-
vient égale à ∞ si toutes les ations qui utilisent un
ajout de a′ e-retirent p. Dans e as, omme préédem-
ment, l'ation a′ peut être exlue du domaine de la
variable S(p, a). Sinon, la distane dist(a′, a) peut être
augmentée de la valeur minb[dist(a
′, b) + dist(b, a)]
ave b appartenant à l'ensemble des ations diérentes
de a et a′ qui soit utilisent un ajout de a′ mais ne e-
retirent pas a, soit n'utilisent pas obligatoirement un
ajout de a′ mais ajoutent p (ar a′ peut être suivie par
une ation c préédant a qui e-retire p, mais seulement
s'il y a une autre ation b entre c et a qui ré-établit p).
Ainsi, la distane entre les ations putdown(a) et
pickup(a) dans le domaine Bloks est augmentée de 2,
la distane entre sail(a, b) et sail(b, a) dans le domaine
Ferry est augmentée de 1, et. L'eet réel de e proédé
est identique à elui de l'élimination de yles de taille
deux dans une reherhe heuristique standard. L'élim-
ination de yles de taille plus importante, ependant,
semble plus diile dans le adre POCL, bien que des
idées similaires puissent éventuellement être utilisées
pour éliminer ertaines séquenes d'ations ommuta-
tives.
3.4 Préédenes qualitatives
A la diérene des planiateurs POCL tradition-
nels, pt raisonne ave des préédenes temporelles de
la forme T (a) + δ(a, a′) ≤ T (a′) plutt qu'ave des
préédenes qualitatives. pt est un planiateur tem-
porel et un tel hoix paraît naturel d'après la représen-
tation utilisée. Toutefois, le méanisme de propagation
de ontraintes, la onsistane de bornes, est inom-
plet ; et dans un ontexte de planiation, est souvent
trop faible. En partiulier, la onsistane de bornes ne
apture pas la transitivité : par exemple pour les on-
traintes temporelles A < B et B < C, elle n'infère pas
A < C. En eet si le domaine initial des variables A,
B, et C est [1, . . . , 100], la onsistane de bornes réduit
les domaines à [1, . . . , 98], [2, . . . , 99], et [3, . . . , 100] re-
spetivement, e qui ne rend pas A < C vraie pour
toutes les ombinaisons de valeurs. La transitivité,
ependant, est importante en planiation ; ainsi, ept
omprend, en plus des préédenes temporelles, des
préédenes qualitatives de la forme a ≺ a′ qui ne
sont pas limitées aux ations a et a′ présentes dans le
plan partiel ourant. Ces préédenes qualitatives sont
obtenues à haque fois qu'une préédene temporelle
est rendue vraie ou inférée.
2
La fermeture transitive
de ette relation est systématiquement mise à jour.
Quand une nouvelle préédene qualitative a ≺ a′ est
trouvée, la fermeture transitive est alulée de la façon
suivante : si a appartient au plan partiel ourant, alors
pour tout a′′ telle que a′′ ≺ a, a′′ ≺ a′ est enregistrée ;
et si a′ appartient au plan, alors pour tout a′′ telle
que a′ ≺ a′′, a ≺ a′′ est enregistrée. Les mêmes mises
à jour sont exéutées inrémentalement pour une re-
lation existante a ≺ a′ ave a ou a′ pas enore dans le
plan, dès qu'une des deux ations a ou a′ est ajoutée
au plan.
Deux règles d'inférene utilisent es préédenes
qualitatives pour réduire enore le domaine des vari-
ables de support :
 pour une ation a′ dans le plan qui ajoute une
préondition p d'une ation a : si a ≺ a′ alors
S(p, a) 6= a′
 pour une ation a′ qui ajoute une préondition p
d'une ation a et une ation b dans le plan qui
e-retire p : si a′ ≺ b et b ≺ a, alors S(p, a) 6= a′
3.5 Ations obligatoires
Comme tous les planiateurs POCL, pt om-
mene la reherhe ave un plan partiel ontenant
2
Les préédenes temporelles sont rendue vraies omme ré-
sultat d'une déision de branhement orrespondant à une men-
ae de support ou de mutex, et sont inférées quand l'une des
parties de la disjontion d'une menae de supports ou de mutex
devient fausse.
uniquement les deux ations Start et End. Dans de
nombreux as ependant, il est possible d'inférer faile-
ment que ertaines autres ations doivent aussi nées-
sairement appartenir au plan. Par exemple, si un ube
b1 doit être déplaé mais se trouve sous un ube b2 se
trouvant lui-même sous un ube b3, alors les ations
unstack(b3, b2) et unstack(b2, b1) devront être utilisées
quelque part ; de plus, la première doit prééder la
deuxième. Dans ept nous identions de telles ations
néessaires et un ordre partiel entre elles dans la phase
de pré-traitement, suivant l'idée des points de passage
obligatoires introduite dans [22℄, sous la forme présen-
tée dans [30℄. Une ation a est une ation obligatoire si
l'ation End n'est pas atteignable quand l'ation a est
exlue du domaine (omme mentionné plus haut, une
ation est atteignable quand elle est introduite dans
le graphe de planiation relaxé). De plus, une ation
obligatoire a préède une ation obligatoire b, si b n'est
pas atteignable quand l'ation a est exlue. Les a-
tions obligatoires et un ordre partiel entre elles sont
alulés dans l'étape de pré-traitement et sont inlus
dans l'état initial du planiateur en même temps que
les ations Start et End. Cei implique le alul de
|O| graphes de planiation relaxés, un pour haque
ation du domaine.
3.6 Branhement et heuristiques
ept utilise le même shéma de branhement que
pt et dans le même ordre : il branhe d'abord sur les
menaes de support, puis sur les onditions ouvertes,
et enn sur les menaes de mutex. Les heuristiques
pour le hoix des menaes de support et les onditions
ouvertes sont ependant légèrement diérentes.
Les menaes de support 〈a′, S(p, a)〉 sont hoisies
dans ept en minimisant Tmin(a), en assant les
égalités en minimisant d'abord Tmax(p, a), et en-
suite le ritère d'éart temporel utilisé dans pt.
Les onditions ouvertes S(p, a) sont hoisies en min-
imisant Tmax(p, a), en assant les égalités en min-
imisant slack(a′, a) = Tmax(a) − (Tmin(a
′) + δ(a′, a))
où a′ produit p pour a (a′ ∈ D[S(p, a)]), en minimisant
Tmin(a
′). La ontrainte propagée dans le seond as est
S(p, a) = a′, et en as d'éhe, S(p, a) 6= a′.
4 Résultats expérimentaux
Nous analysons ept selon trois dimensions : omme
un  planiateur aisé  apable de résoudre des prob-
lèmes sans retour arrière, omme un planiateur non
optimal en le omparant ave le planiateur réent et
très performant ff [10℄, omme un planiateur tem-
porel optimal en le omparant ave pt et omme un
planiateur parallèle optimal en le omparant ave
satplan04 [14℄. Les instanes et les domaines sont
eux des deuxième et troisième ompétitions interna-
tionales de planiation IPC2 et IPC3 [1, 17℄. Les ré-
sultats ont été obtenus sur un Pentium IV à 2.8Ghz,
ave 1Go de RAM, sous Linux. La limite maximale en
temps de alul pour haque problème a été xée à 30
minutes. La borne B sur le makespan pour les versions
aisée/non optimale de ept est xée à 200, toutes les
ations étant onsidérée omme ayant une durée uni-
taire (planiation parallèle type graphplan).
La table 1 montre pour haque domaine le nombre
total d'instanes, le nombre d'instanes résolues par
ept, le nombre d'instanes résolues sans retour ar-
rière (et entre parenthèses, le nombre maximum de re-
tours arrière pour les problèmes en omportant), et le
nombre maximum de n÷uds générés (en planiation
de type POCL, e nombre est diérent du nombre to-
tal d'ations du plan même dans le as où il n'y a pas
de retour arrière). Pour illustrer e propos, le nombre
d'instanes résolues et le nombre maximum de n÷uds
générés par ff sont aussi rapportés. Comme on peut
le voir, ept résout 339 instanes sur 350, 336 sans
retour arrière, dont toutes elles de Bloks, Ferry, Lo-
gistis, Gripper, Mioni, Rovers et Satellite. Les 11
instanes qui ne sont pas résolues par ept sont dues
à des limitations de mémoire inhérentes au langage
Claire, et non à des retours arrière ou au dépassement
de la limite de temps. Nous pensons qu'il s'agit d'un
résultat remarquable, et étonnant ; jusqu'il y a peu, es
instanes étaient onsidérées omme diiles. ept ré-
sout atuellement 3 instanes de plus que ff sur ette
série de problèmes, ept ayant des résultats plus ro-
bustes pour Bloks et DriverLog, et ff pour Depots
et Zeno. Pour le dernier domaine de IPC3, Freeell, ff
résout plus d'instanes que ept qui n'exhibe plus de
omportement sans retour arrière. Ce domaine, toute-
fois, proure aussi des diultés à ff dues en parti-
ulier à la présene d'impasses lors de la reherhe [9℄.
Toutes les nouvelles règles d'inférene ne sont pas
néessaires pour générer un omportement sans retour
arrière dans tous les domaines : pourtant, les supports
impossibles apparaissent omme ritiques pour De-
pots, l'amélioration des distanes pour Depots, Driver-
Log et Ferry, les préédenes qualitatives pour tous
les domaines exepté Bloks, les ations obligatoires
pour Bloks. De plus, des disjontions de règles ap-
paraissent aussi omme ritiques. Par exemple, si les
préédenes qualitatives ou les supports uniques peu-
vent être supprimés individuellement pour Bloks sans
générer de retour arrière, la suppression des deux en
produit. Enn, les nouvelles heuristiques sont absolu-
ment néessaires pour tous les domaines (bien que er-
taines variantes donnent aussi de bons résultats, ept
se montrant partiulièrement robuste).
eCPT FF
nombre de pbs résolus sans r.a. (max r.a.) max nds résolus max nds
bloks 50 50 50 (0) 275 42 146624
depots 20 18 16 (4) 285 19 166141
driver 20 17 16 (5) 176 15 4657
ferry 50 50 50 (0) 1176 50 201
gripper 50 50 50 (0) 201 50 200
logistis 50 50 50 (0) 273 50 2088
mioni 50 50 50 (0) 131 50 76
rovers 20 20 20 (0) 207 20 3072
satellite 20 20 20 (0) 249 20 5889
zeno 20 14 14 (0) 70 20 933
Tab. 1  ept vs. ff : résultats sur divers domaines  simples , montrant le nombre de problèmes résolus,
eux résolus sans retour arrière (nombre max de r.a.), et nombre max de n÷uds générés.
temps CPU (se.) ations n÷uds
eCPT FF eCPT FF eCPT (r.a.) FF
bw-ip48 59,51 - 74 - 281 (0) -
bw-ip49 78,37 - 80 - 282 (0) -
bw-ip50 85,09 0,02 88 86 235 (0) 195
log-ip48 50,56 0,20 164 142 261 (0) 515
log-ip49 51,54 0,50 176 171 273 (0) 1252
log-ip50 50,39 0,43 161 154 245 (0) 1147
depots06 66,23 - 68 - 160 (0) -
depots07 1,27 0,01 28 25 68 (0) 142
depots08 13,13 579,89 75 43 206 (0) 172478
driver14 5,40 0,09 48 45 75 (0) 1209
driver15 39,91 0,03 69 44 130 (0) 161
driver16 147,15 - 107 - 163 (5) -
Tab. 2  ept vs. ff : détails sur quelques instanes.
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Fig. 2  Temps de alul de ept sur tous les do-
maines.
Les informations sur le temps de alul de ept
sur les divers domaines sont aussi représentées dans
la Figure 2, la Table 2 donnant plus de détails pour
quelques instanes séletionnées en omparaison ave
ff. Comme on peut le voir, le temps de alul de ept
se omporte bien, bien qu'il ne soit pas ompétitif ave
elui de ff (à part pour quelques instanes de De-
pots) : ff génère beauoup plus de n÷uds mais le fait
plus rapidement. La qualité du plan mesurée en nom-
bre d'ations est meilleure pour ff dans les domaines
Logistis ou DriverLog, e qui a probablement un lien
ave le fait que ept alule des plan parallèles.
Finalement, la Figure 3 ompare ept et pt
omme des planiateurs temporels optimaux et la Fig-
ure 4 ompare ept et satplan04 omme des plani-
ateurs parallèles optimaux sur toutes les instanes.
ept résout 207 instanes sur 350, tandis que pt en
résout 179 et satplan04 en résout 180. ept génère
beauoup moins de n÷uds que pt, souvent ave un
fateur exponentiel (bien que le oût additionnel des
inférenes supplémentaires dégrade parfois un peu les
performanes), le rendant de loin le planiateur tem-
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Fig. 3  ept vs. pt pour la planiation optimale.
ept est plus rapide que pt dans la zone située au
dessus de la diagonale, et moins rapide au dessous.
Les problèmes sur la bordure supérieure ne sont pas
résolus par pt, eux sur la bordure de droite ne le
sont pas par ept.
porel optimal atuel le plus eae.
Comme un planiateur non optimal, ept résout
339 instanes sur 350, tandis que pt résout seule-
ment 66 instanes en dépassant souvent 1000 seondes,
produisant la plupart du temps des plans omportant
beauoup trop d'ations.
5 Disussion
Nous pensons que le développement de plania-
teurs aisés est une tâhe partiulièrement sensée et
motivée, qui pourrait ontribuer non seulement au
développement de planiateurs automatiques plus ro-
bustes, mais aussi à une meilleure ompréhension des
méanismes de planiation de l'être humain. Dans e
travail nous avons montré que e but peut être atteint
ave le planiateur temporel pt, sur un grand nom-
bre de domaines, par l'addition de quelques méan-
ismes d'inférene simples et généraux. Les inférenes
sont introduites pour éliminer les retours arrière de la
reherhe, sans néessairement la rendre plus rapide
que les meilleurs planiateurs. Elles ont été obtenues
en observant le omportement de pt sur divers do-
maines, pour prendre en ompte des raisonnements
simples qui manquaient et que nous pensions respon-
sables de retours arrière évitables. Le fait que ette
analyse de bas niveau et loale soit possible, et que
les résultats soient failement inorporables dans le
planiateur, est lairement un atout de la formula-
tion en programmation par ontraintes, qui proure
ainsi la apaité d'utiliser des analyses (humaines)
dépendantes du domaine pour améliorer les perfor-
manes d'un planiateur indépendant du domaine.
Nous avons aussi évalué expérimentalement le plan-
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Fig. 4  ept vs. satplan04 pour la planiation op-
timale. ept est plus rapide que satplan04 dans la
zone située au dessus de la diagonale, et moins rapide
au dessous. Les problèmes sur la bordure supérieure ne
sont pas résolus par satplan04, eux sur la bordure
de droite ne le sont pas par ept.
iateur qui en résulte, ept, omme un planiateur
non optimal et optimal, et avons montré des gains im-
portants par rapport à pt et satplan04.
La déouverte que quelques règles d'inférene est
tout e qu'il faut pour éliminer les retours arrière de la
reherhe dans des domaines onsidérés peu de temps
avant omme diiles pour les planiateurs, partage
des similarités ave l'observation expérimentale faite
dans [4℄ qu'une fontion heuristique simple et indépen-
dante du domaine puisse en pratique guider eae-
ment la reherhe dans de nombreux domaines, une
idée exploitée par la suite dans plusieurs planiateurs
performants.
Les deux proédés sont ependant diérents :
les fontions heuristique fournissent des informations
numériques pour ordonner les alternatives, tandis
que les règles d'inférene produisent des informations
struturelles permettant d'éliminer des alternatives.
Nous pensons qu'il est possible de prouver que er-
tains domaines ont un omportement sans retour ar-
rière pour ept, et identier ainsi de nouvelles lasses
de problèmes traitables. Les lasses existantes, omme
dénies dans [2, 5℄, restent assez étroites, et ne pren-
nent pas en ompte les benhmarks existants [8℄. Dans
nos travaux futurs, nous envisageons de reherher les
onditions minimales de ept qui éliminent les retours
arrière sur les domaines étudiés, d'autres inférenes
simples atuellement non prises en ompte qui pro-
duisent des retours arrière dans ertains domaines,
et la façon dont on pourrait rendre l'implémentation
plus eae. Par exemple, il arrive que la onsistane
de bornes détete l'inonsistane de deux ontraintes
A < B et B < A en passant en revue toutes les valeurs
des domaines, e qui est soure d'ineaité dans ept
quand les ontraintes temporelles impliquent des a-
tions qui ne sont pas enore dans le plan (pour les
ations présentes dans le plan, es inonsistane sont
détetées eaement au moyen des préédenes qual-
itatives).
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