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ABSTRACT
The main physical reason why spintronics is promising for applications is that the lifetime
of a carrier spin is much longer than the energy relaxation time. In other words, while
orbital motion of a carrier at high temperature is completely incoherent, the carrier spin
still “remembers” its initial direction. Due to this long lifetime, the response of the spin
polarization to external fields, namely, dc-field, ac-drive, and random hyperfine field, can
be studied experimentally even at room temperature. Theoretically, the spin dynamics in
external fields is quite nontrivial. We studied the following delicate manifestations of this
dynamics, all related to experiments:
(i) Evolution of the spin noise spectrum with ac drive.
(ii) Spin-dependent resonant tunneling between normal and ferromagnetic electrodes.
(iii) Spin pumping from a ferromagnet into a hopping insulator.
(iv) The shape of the Hanle curves in transition metal dichalcogenides, possessing strong
built-in spin-orbit fields.
(v) Hyperfine-field induced spin dephasing for localized carriers with heavy-tailed Levy
distribution of hopping times.
Another peculiar aspect of the spin degree of freedom is that spin-orbit coupling can
a↵ect the motion of the spin fluxes (spin Hall e↵ect) or even create spin-polarized edge states
(quantum spin Hall e↵ect). Both phenomena were observed experimentally. We studied
the following aspects of these phenomena:
(i) E↵ective spin Hall properties of a medium with strongly inhomogeneous spin-orbit
coupling.
(ii) Quantum spin Hall e↵ect in the presence of magnetic dopants which eliminate one of
the two counter-propagating edge states (quantum anomalous Hall e↵ect).
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The present thesis reports on theoretical studies of various aspects of spin dynamics and
spin transport in low-conducting and and insulating materials. It consists of nine chapters.
Each of the chapters is experimentally motivated. Experimental motivations are briefly
outlined below.
1.1 Part I: Spin dynamics
The motivation for Chapter 2 was the recent report [1] on the observation and detailed
study of the spin noise in the system of self-assembled GaAs quantum dots. The origin of
spin noise are the equilibrium fluctuations of the local spin density as a result of random
motion of spins. The characteristic time of this motion is the spin relaxation time, ⌧s. Fluc-
tuations of spin density give rise to the fluctuating nondiagonal term in the dielectric tersor,
this non-diagonal term will, in turn, cause random Faraday rotations of the polarization
of light incident on the sample. The spin-noise spectrum was measured in Ref. [1] and in
subsequent publications using the Faraday-rotation technique. This spectrum reflects the
dynamics of the carrier spins confined in the dots. These dynamics are, naturally, sensitive
to the magnetic field acting in the spin. In the absence of external field, the carrier spin
precesses in the field created by neighboring nuclei, as illustrated in Fig. 1.1. In the
presence of an external magnetic field, the spectrum acquires a new peak at around the
Larmour frequency; see Figure 1.2. It is seen that the spectrum is quite broad. The origin
of the broadening is the distribution of the hyperfine fields over the dots. At the core of
the research reported in Chapter 2 is the suggestion that a deeper insight into the actual
spin dynamics can be obtained if, in addition to the external magnetic field, an external
ac drive is applied. Obviously, this drive has a dramatic e↵ect on the spin dynamics when
its frequency, ⌦dr, is close to the Larmour frequency. We demonstrate that the e↵ect of
the drive on the spin-noise spectrum is more delicate, namely, that the additional peaks in
the spectrum, caused by the drive, remain sharp even when !dr is much smaller than the
typical hyperfine field. The reason is that the drive a↵ects only the spins for which the
2Figure 1.1: (color online). Experiment of spin noise. (a) Experimental schematic: The
random spin fluctuations  Shz (t) of resident holes in (In,Ga)As/GaAs QDs impart Faraday
rotation fluctuations  ✓F (t) on a linearly polarized probe laser. The power spectral density
of this “spin noise” is measured with a balanced photodiode bridge and digital spectrum
analyzer. (b) Typical spin noise power spectrum of the resident holes at low temperature
(5 K) and zero applied magnetic field (B = 0). The 400 kHz half-width of the spin noise
indicates a long 400 ns correlation time half-width of the hole spins. (c) The same spectrum
on a log-log scale. The noise line shape closely follows a Lorentzian, indicating exponentially
decaying hole spin correlations at B = 0, in contrast with recent theories (adapted from
Ref. [1]).
3Figure 1.2: (color online). Hole spin noise in purely transverse applied magnetic fields
(Bx). In addition to the expected shift of the hole spin noise to the hole Larmor frequency
(⌫ = gh?µBBx/h, with g
h
? ⇠ 0.15), there remains a finite noise component at zero frequency.
This reveals the presence of the longitudinal (z) components of the nuclear Overhauser
magnetic field, Bn. Longitudinal fields, real or e↵ective, necessarily result in spin noise at
zero frequency. The integrated noise power remains constant (adapted from Ref. [1]).
4local Larmour frequency is close to the drive frequency. The shape of the low-frequency
“Rabi”-peak in h s2!i is universal with both, the position and the width, being of the order
of !dr. When the drive amplitude exceeds the width of the hyperfine field distribution,
the noise spectrum transforms into a set of sharp peaks centered at harmonics of the drive
frequency.
For a carrier localized in a dot, the hyperfine field can be considered as static. This is
because the Larmour frequency for a nucleus is much smaller than for an electron or for
a hole. In Chapter 3 we study the spin dynamics of a carrier in hyperfine field changing
rapidly with time. This situation is pertinent, e.g., to organic spin valves [2], see Fig. 1.3,
where the carriers move between two magnetized electrodes by hopping over sites. Hyperfine
fields on the sites are random and uncorrelated. Thus, in the course of motion, the carrier
spin“sees” the rapidly changing magnetic field. This leads to randomizing of the initial spin
direction, i.e., to spin relaxation. The rate of this relaxation is expressed via the r.m.s.
field and the residence time on the site by the celebrated Dyakonov-Perel expression [3] .
The Dyakonov-Perel mechanism of spin relaxation is fully analogous to the more general
mechanism of the spectral narrowing [4]. However, this expression implies that all the
residence times are of the same order. For hops over the localized states the residence times
are very widely spread. In Chapter 3 we generalize the theory of the spin relaxation to
account for this wide spread. Namely, we consider the situation when, due to disorder in
the site positions and energies, the on-site residence times, ⌧ , are spread according to the
Le´vy distribution. The power-law tail / ⌧ 1 ↵ in the distribution of ⌧ does not a↵ect
the conventional spectral narrowing for ↵ > 2, but leads to a dramatic acceleration of
the free induction decay in the domain 2 > ↵ > 1. The next abrupt acceleration of the
decay takes place as ↵ becomes smaller than 1. In the latter domain the decay does not
follow a simple-exponent law. To capture the behavior of the average spin in this domain,
we solve the evolution equation for the average spin using the approach di↵erent from the
conventional approach based on the Laplace transform. Unlike the free induction decay,
the tail in the distribution of the residence times leads to the slow decay of the spin echo.
The echo is dominated by realizations of the carrier motion for which the number of sites
visited by the carrier is minimal.
1.2 Part II: Spin transport
The experimental motivation for Chapter 4 was experimental demonstration of spin
pumping from a microwave-driven ferromagnet into an organic semiconductor in Ref. [5];
5Figure 1.3: The structure and transport properties of the fabricated organic spin-valve
devices. a, Schematic representation of a typical device that consists of two FM electrodes
(FM1 and FM2) and an OSE spacer. Spin-polarized electrical current I flows from FM1
(LSMO), through the OSE spacer (Alq3), to FM2 (Co) when a positive bias V is applied. An
in-plane magnetic field, H, is swept to switch the magnetization directions of the two FM
electrodes separately. b, Scanning electron micrograph of a functional organic spin-valve
consisting of a 60-monolayer-thick LSMO film, a 160-nm-thick Alq3 spacer, a 3.5-nm-thick
Co electrode and a 35-nm-thick Al electrode. c, Schematic band diagram of the OSE device
in the rigid band approximation showing the Fermi levels and the work functions of the
two FM electrodes, LSMO and Co, respectively, and the HOMO–LUMO levels of Alq3. d,
I   V response of the organic spin-valve device with d = 200 nm at several temperatures
(adapted from Ref. [2]).
6see Fig. 1.4. In all previous spin-pumping experiments the spin current was injected into
nonmagnetic metallic materials with free electrons. By contrast, in organic semiconductors
the carriers are localized on the sites, and the transport of charge is due to hopping. The
objective of the research was to identify the mechanism of generation and propagation of
spin current in a hopping insulator. We found that, unlike metals, the spin polarization at
the boundary with a ferromagnet is created as a result of magnon absorption within pairs of
localized states and it spreads following the current-currying resistor network (although the
charge current is absent). We consider a classic resonant mechanism of the ac absorption in
insulators and adapt it to the absorption of magnons. A strong enhancement of pumping
e ciency is predicted when the Zeeman splitting of the localized states in an external
magnetic field is equal to the frequency of ferromagnetic resonance. Under this condition
the absorption of a magnon takes place within individual sites.
Chapter 5 was also motivated by Ref. [5] by the Cambridge group and subsequent
papers [6, 7] by the Utah group. It turns out that spin current can be not only pumped
into an organic semiconductor, but it induces the voltage di↵erence between the sample
edges across the spin current, the so-called Inverse Spin Hall E↵ect (ISHE); see Fig. 1.4.
There experimental results pose two puzzles. Firstly, the spin-orbit coupling responsible for
ISHE is known to be very weak in organic materials. Secondly, the ISHE is the result of
spin-dependent scattering of free carriers, while in organic materials with localized carriers
the momentum is not a good quantum number.
With regard to the first puzzle, it was demonstrated in Ref. [6] that the spin-orbit
coupling is introduced into organic material by implanting Pt atoms into the carbon chains.
The optical manifestation of such an implantation is illustrated in Fig. 1.5. Concerning
the second puzzle, we have resorted to a cartoon-like model, and assumed that Pt atoms
form granules. Then the polymer with Pt is modeled by a normal layer without spin-orbit
coupling and the granules with strong spin-orbit coupling dissolved in it. We have studied
the e↵ective spin Hall properties of such a composite. In particular, we calculated the
e↵ective spin Hall angle and the e↵ective spin di↵usion length. Our main qualitative finding
is that, when the bare spin di↵usion length is much smaller than the radius of the grain, the
e↵ective spin di↵usion length is strongly enhanced, well beyond the “geometrical” factor.
The physical origin of this additional enhancement is that, with a small di↵usion length, the
spin current mostly flows around the grain without su↵ering much loss. We also demonstrate
that the voltage created by a spin current is sensitive to a very weak magnetic field directed
along the spin current, and even reverses sign in a certain domain of fields. The origin of
7Figure 1.4: Spin–charge conversion in organic material. a, Schematic illustrations of the
PEDOT:PSS/Y3Fe5O12 film. The PEDOT:PSS film was spin-coated onto a Y3Fe5O12 film.
H and M(t) denote the external magnetic field and dynamical magnetization, respectively.
EISHE , js and   denote the electric field due to the spin–charge conversion, the flow direction
of the spin current, and the spin-polarization vector of the spin current, respectively. b,
Current–voltage characteristics for the PEDOT:PSS film, where the blue and red circles
are the experimental data measured along the x and y directions, respectively. L is the
distance between the voltage probes (adapted from Ref. [5]).
8Figure 1.5: Linear and NLO measurements of the Pt-polymers. (a), Chemical structures
of the two Pt-polymers, where the “spacer” in Pt-1 has a single phenyl ring, whereas that of
Pt-3 has three phenyl rings. (b), Normalized photoluminescence emission spectrum of Pt-1
(blue) and Pt-3 (red) films. FL (PH) stands for fluorescence (phosphorescence) emission.
(c) and (d), Electroabsorption (EA) spectra of Pt-1 (c) and Pt-3 (d) films, compared to
their respective absorption (a) spectrum. The absorption of a non-Pt polymer film is also
shown (broken line) in (c). The three excited “essential states” 1Bu, mAg, and nBu, as well
as the novel state, Metal-to-Ligand Charge Transfer (MLCT) are assigned (adapted from
Ref. [6]).
9this sensitivity is that the spin precession, caused by the magnetic field, takes place outside
the grains where SO is absent.
The experimental motivation for Chapter 6 was the phenomenon of three-terminal spin
transport reported by many groups. The experimental setup is illustrated in Fig. 1.6.
Unlike the conventional four-terminal spin-transport experiments, where the injector and
detector circuits are separated in space, in three-terminal setup they are combined. Then the
question arises: what physical process is responsible for the generation of the three-terminal
Hanle voltage V upon passage of the current I, Fig. 1.6. There are experimental indications
that V does not reflect the conventional spin di↵usion as in four-terminal setup: the width
of V (B) curve, where B is the external field, was the same for very di↵erent materials
and this width did not depend on tempertature. This led the authors of Ref. [8] to the
idea that the three-terminal spin transport is based on the resonant tunneling of electrons
between ferromagnetic and normal electrodes via an impurity. The sensitivity of current to
a weak external magnetic field stems from a spin blockade, which, in turn, is enabled by
strong on-site repulsion. In Chapter 6 we demonstrate that this sensitivity exists even in the
absence of repulsion when a single-particle description applies. Within this description, we
calculate exactly the resonant-tunneling current between the electrodes. The mechanism of
magnetoresistance, completely di↵erent from spin blocking, has its origin in the interference
of virtual tunneling amplitudes. Spin imbalance in a ferromagnetic electrode is responsible
for this interference and the resulting coupling of the Zeeman levels. This coupling also
a↵ects the current in the correlated regime.
The motivation for the research reported in Chapter 7 was a recent discovery of new
materials: transition metal dichalcogenides (TMDs). A most prominent example of TMD is
MoS2. With regard to atomic structure, these materials are similar to graphene and appear
in the form of one or several monolayers. However, the electron spectrum in these materials
is dramatically di↵erent from graphene. The most important di↵erence is that, unlike
graphene, TMDs possess a sizable bandgap, which makes them attractive for the practical
applications. The other prominent di↵erence is that K and K 0 valleys in the spectrum are
not identical. This inequivalence gives rise to the splitting of the spectrum. The splitting
manifests itself in the presence of two exciton peaks in the optical absorption and the
Kerr rotation spectra; see Fig. 1.7. In general, the bulk of experimental studies of TMDs is
carried out by optical means. Ultimately, in Chapter 7 we studied how the peculiar electron
spectrum of TMDs manifests itself in the spin transport. This spin transport appears to
be very di↵erent from the conventional spin transport in semiconductors for the following
10
Figure 1.6: Three-terminal Hanle experiment. (a) Schematic of a Co/LaAlO3/SrTiO3
junction in a three-terminal geometry. (b) Three-terminal I  V curve measured at T = 10
K. (c) Field dependence of the contact voltage, VC , due to the application of an out-of-plane
(B?) applied field (black) at T = 10 K. Red line is a Lorentzian fit. The corresponding field
dependence of VC observed when the magnetic field is applied in-plane (grey), parallel to
the magnetization of the Co electrode (B//). (d) Relative change,  VC = VC(Bz)  VC(0),
for Co/LaAlO3/SrTiO3 as a function of Bz between ±5 T measured for several bias states
at T = 10 K. Measured at IDC = 1µA (black, VC(0) = 67 mV), 3µA (red, VC(0) = 192
mV), 5µA (blue, VC(0) = 274 mV), 7µA (green, VC(0) = 334 mV), and 10µA (purple,
VC(0) = 400 mV) (adapted from Ref. [9]).
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Figure 1.7: Spectral dependence of the optically induced Kerr rotation/ellipticity signals
in monolayer MoS2. The upper (black) trace shows the normalized reflectance spectrum
R/R0 from a MoS2 crystal at 5 K. “A” and “B” exciton features are clear. The lower traces
show the optically induced KR and KE signals as a function of the probe laser wavelength
at By = 0. A strong resonance at the “A” exciton is observed. Results using two di↵erent
pump laser wavelengths are shown (632.8 nm and 543.5 nm) (adapted from Ref. [10]).
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reason.
Valley asymmetry of the spectrum in TMDs originates from the spin-orbit coupling.
Presence of spin-orbit fields of opposite signs for electrons in K and K 0 valleys in combi-
nation with possibility of intervalley scattering result in a nontrivial spin dynamics. This
dynamics is reflected in the dependence of nonlocal resistance on external magnetic field (the
Hanle curve). We calculate theoretically the Hanle shape in TMDs. It appears that, unlike
conventional materials without valley asymmetry, the Hanle shape in TMDs is di↵erent
for normal and parallel orientations of the external field. For normal orientation, it has
two peaks for slow intervalley scattering, while, for fast intervalley scattering the shape is
usual. For parallel orientation, the Hanle curve exhibits a cusp at zero field. This cusp is a
signature of a slow-decaying valley-asymmetric mode of the spin dynamics.
1.3 Part III: Quantum anomalous Hall e↵ect
The last part of the thesis, Chapters 8 and 9, does not deal with spin physics, but
rather with pseudospin physics, although the spin degree of freedom plays an important
role in revealing this physics. Topological insulators, like Bi2Te3, discovered experimentally
approximately a decade ago represent semiconductors with spin-degenerate Dirac spectrum.
This Dirac spectrum emerges from a Hamiltonian hˆ(k) = A(kx x+ ky y)+M z, where M
denotes the gap, while  x,  y,  z are the Pauli matrices acting in the pseudospin (electron-
heavy hole) subspace. The exciting property of the topological insulators is that their
boundaries can support chiral edge modes. The states with spin " propagate in one direction,
while the states with spin # propagate in the opposite direction. Each of the edge modes
is similar to the edge state in the quantum Hall e↵ect. However, the fact that they exist
in pairs complicates the experimental observation of the Hall quantization. Very recently
this complication has been overcome experimentally by doping the topological insulators
with magnetic atoms Cr or V. At large enough concentration of the dopants they align
their spin, lifting the degeneracy of the edge modes. Another important consequence of
magnetic doping is that, at proper concentration of the dopants, the gap for one of the
spin projections can be very small and even pass through zero. This passage through zero
leads to the disappearance of the edge mode, which is closely analogous to the quantum
Hall transition. With only one edge mode at the Fermi level, the quantization of the
components of the resistivity tensor was readily observed, see Fig. 1.8, upon applying
a small magnetic field which controls the degree of the spin alignment of the dopants.
Resistance jumps accompanying the ferromagnetic transition in the system of dopants go
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under the name quantum anomalous Hall (QAH) e↵ect. Most recent experiments revealed
that the quantized anomalous Hall resistance reflects the complex dynamics of the spins of
the dopants, exhibiting jumps whenever the domains reorient; see Fig. 1.9.
The focus of the research in Chapter 8 was the e↵ect of the confinement on the edge
modes. It is shown that, unlike the conventional quantum Hall e↵ect where all edge states
are chiral, in QAH e↵ect, the soft boundary leads to nonchiral edge modes which are
present on both sides of the ferromagnetic transition. Wave functions of nonchiral modes
are di↵erent above and below the transition: on the “topological” side, where the chiral
edge mode is supported, nonchiral modes are much less localized than on the “trivial” side.
Thus, the disorder-induced scattering into these states extends the localization length of
the chiral edge mode. The prime experimental manifestation of nonchiral modes is that,
by contributing to longitudinal resistance, they smear the resistance quantization at QAH
transition.
The research reported in Chapter 9 is focused on the specifics of QAH e↵ect in realistic
samples, where portion x of magnetic dopants fluctuates in space. These fluctuations smear
the QAH transition by creating the in-gap states. Specifically, we find the density of in-gap
states, N(E), emerging as a result of statistic fluctuations of the composition, x, in the
vicinity of the transition point, where the average gap, Eg, passes through zero. Local gap
follows the fluctuations of x. Using the instanton approach, we show that, near the gap
edges, the tails are exponential, lnN(E) /   Eg  |E| , and the tail states are due to small
gap reduction. Our main finding is that, even when the smearing magnitude exceeds the gap-






The states responsible for N(E) originate from local gap reversals within narrow rings.
The consequence of semihard gap is the Arrhenius, rather than variable-range hopping,
temperature dependence of the diagonal conductivity at low temperatures.
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Figure 1.8: The QAH e↵ect measured at 30 mK. (A) Magnetic field dependence of ⇢yx
at di↵erent Vgs. (B) Dependence of ⇢yx(0) (empty blue squares) and ⇢xx(0) (empty red
circles) on Vg. (C) Magnetic field dependence of ⇢xx at di↵erent Vgs. (D) Dependence
of  xy(0) (empty blue squares) and  xx(0) (empty red circles) on Vg. The vertical purple
dashed-dotted lines in (B) and (D) indicate the Vg for V 0g . A complete set of the data is
shown in fig. S3 (adapted from Ref. [11]).
15
Figure 1.9: Jumps in Ryx at the transition between Chern states. Panel (A) shows traces
of Ryx at selected T (10! 70 mK) as H is slowly swept (10 mT/min) past Hc as indicated
by the arrows. The transition between Chern states C = ±1 is nominally smooth below 40
mK. Starting near T1 65 mK, small vertical jumps appear near the start of the transition.
Panel (B) shows Ryx vs. H in the important interval 70 mK T  145 mK in which large
jumps are clustered. Starting at 83 mK, the system “escapes” the C =  1 state by a very
large initial jump, followed by a cascade of smaller ones. Focussing on the initial jump, we
see that field HJ(T ) that triggers the jump (kink feature) increases steadily as T rises to 142
mK. Above 131 mK, the jump magnitude  Ryx sharply decreases, becoming unresolved
above T2 145 mK. Panel (C) shows that, from T2 to 580 mK, Ryx changes smoothly over
the (now broadened) transition. Panel (D) shows how the Ryx curves change with Vg at
10 mK. At optimal gating (Vg =  90 V), the transition is smooth, but as Vg is increased
to  10 V, the jumps reappear, implying that a small amount of dissipation is necessary to
seed the jump at the lowest T . The experimental time constants are 1s in all panels except
D, where it is 5 s (see Supplement). (adapted from Ref. [12]).
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EVOLUTION OF THE INHOMOGENEOUSLY
BROADENED SPIN NOISE SPECTRUM
WITH AC DRIVE
2.1 Introduction
Common experimental techniques for the study of spin dynamics in semiconductors
include the polarization of luminescence upon optical spin orientation [1] and the time-
resolved Faraday rotation [2].
Within the first technique, developed more than four decades ago, a semiconductor
is excited with a circular-polarized light, and the degree of circular polarization, P of
luminescence is measured as a function of external magnetic field, ⌦. This decay is described
by a Lorentzian: P(⌦) = P(0)/(1+⌦2T 22 ), where T2 is the spin lifetime. Thus, the analysis
of P(⌦) dependence allows one to infer the value of T2. Strong temperature dependence of
T2 observed was accounted for within the Dyakonov-Perel mechanism of spin relaxation [3].
The second technique was developed two decades later. It also involves a pulsed excita-
tion, but the quantity measured is the Faraday rotation of the probe pulse as a function of
delay,  t, between the pump and the probe pulses. To the first approximation, this rotation
is proportional to cos(⌦ t) exp[  t/T2], where the oscillations originate from the Larmour
precession of electrons in course of their equilibration. Experimental results [2] shown in
Figure 2.1 reveal the following peculiar features of the spin dynamics: (i) the frequency ⌦
depends strongly on the electron energy; (ii) the lifetime T2 is a strong and nonmonotonic
function of doping.
Recently, a third technique, spin noise spectroscopy, had been applied to bulk semicon-
ductors [4-6] and various semiconductor structures [7-10], see the reviews [11] and [12] for
comprehensive literature. Within the spin-noise technique, the dynamics of spins manifests
itself via random modulation of the refraction indices for the left- and right-polarized light.
This modulation results in a random rotation angle of the plane of polarization of the
transmitted light. Power Fourier spectrum of these random rotations is proportional to the
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Figure 2.1: TRFR for undoped and n-type GaAs at B= 4T. Data are normalized just after
zero pump-probe delay. Plots are o↵set for clarity, with zeros marked by dotted lines. The
inset shows T ⇤2 vs field. Data are taken at T = 5K with Nex = 2⇥ 1014, 1.4⇥ 1014, and 3⇥
1014cm 3 for n = 0, 1016, 1018, and 5⇥ 1018, respectively (adapted from Ref. [2]).
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spectrum,  s2!, of the spin fluctuations. A setup for a typical spin-noise experiment is shown
in Figure 2.2. If the spin dynamics of electrons contains a frequency, ⌦, the spectrum is
peaked at this frequency. In the experiment, this peak is resolved by averaging  s2! over a
long time interval, as illustrated in Figure 2.2. Application of spin-noise technique to an
ensemble of self-assembled quantum dots allowed us to resolve such delicate characteristics
of the spin dynamics as anisotropy of g-factor; see Figure 2.3.
Originally, the spin-noise measurements were conducted on atomic vapors [13, 14]. With
regard to spin-noise, the principal di↵erence between the vapors and semiconductors is that
all spin-related frequencies in vapor are the same, while, in semiconductors, these frequencies
are strongly di↵erent for di↵erent electrons. This is because, without external magnetic
field, each electron spin precesses around its individual hyperfine field created by nuclei
which are located within the extent of the electron wave function [15, 16]. Importantly, the
observation of spin noise for localized electrons and holes, see, e.g., Refs. [6], [8]-[10], was
possible even despite the strong inhomogeneous broadening. When the applied magnetic
field is much smaller than the typical hyperfine field, the spin noise spectrum reflects the
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(2.2)
is a Lorentzian and ⌧s is the electron spin-relaxation time. The second term in Eq. (2.1)












When the width,  e, of the distribution exceeds ⌧ 1s , the second term becomes
⇡
6 [F (!) + F ( !)], i.e., the shape of the noise spectrum reproduces the distribution of ⌦N .
The first term in Eq. (2.1) represents a peak centered at ! = 0. It originates from the fact
that the spin component parallel to the hyperfine field does not precess.
Very recently [22], in the spin-noise experiment on a vapor of 41K alkali atoms, it was
found that the ac drive splits the noise spectrum into a Mollow triplet. This splitting
can be interpreted as a result of modified spin dynamics in the presence of drive. In fact,
such evolution of the noise spectrum is in accord with the theoretical study of Ref. [23]
where the noise of a driven two-level system was considered. It was demonstrated[23] that
21
Figure 2.2: Experiment of spin noise. (a) Experimental schematic. Spin fluctuations
 Sz(t) impart Faraday rotation fluctuations  ✓F (t) on the probe laser.  V (t) is digitized at
2GS/s, and its power spectrum from 0  1GHz is computed and averaged continuously on
a FPGA. (b) A raw noise power spectrum showing hole spin noise in (In,Ga)As QDs after
600s averaging. The rms noise floor at 300MHz is 440 picorad/
p
Hz, which can be further
reduced by smoothing (grey line) (adapted from Ref. [7]).
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Figure 2.3: Measuring spin noise using Faraday rotation. (a) Hole spin noise with [110]
axis rotated 0  , 45  , and 90  from Bx. (b) In-plane anisotropy of gh? at 1.386eV. (c)
Energy-dependent anisotropy of gh? (adapted from Ref. [7]).
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the drive-induced additional harmonics in the dynamics of the two-level system manifest
themselves as additional peaks in the noise spectrum.
With regard to semiconductors, there is a question: what happens to the spin noise
spectrum in the presence of drive when the local hyperfine fields are widely distributed?
Since the positions of the drive-related peaks depend on the local value of ⌦N , it might
be expected that they average out. Below we demonstrate that this is not the case. It
appears that the drive-related peaks remain sharp after averaging. The reason is that
the major contribution to the averaged peaks comes from the realizations of the hyperfine
field for which ⌦N is close to the drive frequency, ⌦dr. More precisely, the domain of ⌦N
contributing to h s2!i is |⌦N   ⌦dr| ⇠ !dr, where !dr is the drive amplitude.
If the frequency ⌦dr exceeds  e there are no realizations of the hyperfine field in resonance
with drive. In this case the drive has a strong e↵ect on the noise spectrum when the
amplitude !dr becomes comparable to ⌦dr. We will see that h s2!i transforms into a sequence
of peaks at !n = n⌦dr. The magnitudes of the peaks behave essentially as J2n(!dr/⌦dr),
where Jn(x) is the Bessel function of the order n.
2.2 General expression for the noise spectrum
with drive
In the absence of spin relaxation and drive, the spin dynamics is governed by the equation
dS












where S± = 1p2 (Sx ± iSy). Here we assumed that the field ⌦N is directed along the z-axis.
Spin relaxation is incorporated into the right-hand side of the equation of motion via a





= 0 and dAzdt +
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= 0. The fact that the coe cients A± and Az decay as a
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where 2!dr and ⌦dr are the drive amplitude and frequency, respectively. We will still
assume that the hyperfine field is directed along the z-axis. Then the component of drive,
responsible for the spin precession, is 2!?dr, which is the projection of the driving field on the
x-y plane. If the drive amplitude is much smaller than ⌦N , the rotating wave approximation
applies. Then the solution of Eq. (2.7) is well known since the classical paper [24]. We will




























where !NR is the frequency of the Rabi oscillations defined as
!NR =
⇥
!2?dr + (⌦dr   ⌦N)2
⇤1/2
. (2.9)
The relation between the coe cients for each mode of precession, say, between ↵+, ↵z, and
↵ , follows from Eq. (2.7)
↵+ =   !
2
?dr






↵  =   !
2
?dr
2!NR (⌦dr   ⌦N + !NR )
. (2.12)
The magnitudes of ↵+, ↵z, ↵  are chosen in such a way that the corresponding eigenvector
in Eq. (2.8) is normalized. It is easy to see that, as the drive decreases, ↵+ approaches one,
while ↵z and ↵  vanish. This applies for ⌦dr > ⌦N . For the opposite relation, ↵+ vanishes
upon decreasing drive, while ↵  approaches one. In a similar way, for the remaining two
eigenvectors we have





 + = ↵ ,    = ↵+,  z = ↵z. (2.15)
In the presence of spin relaxation the coe cients A± and Az in Eq. (2.8) satisfy the same









! ), of the driven system in the same way as Eq. (2.5)
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+ 2+ (!   ⌦dr) +  2  (! + ⌦dr) +
 2+ (!   ⌦dr   !NR ) + ↵2  (! + ⌦dr + !NR ) +
↵2+ (!   ⌦dr + !NR ) +  2  (! + ⌦dr   !NR )
o
. (2.16)
It is a direct consequence of normalization of the eigenvectors in Eq. (2.8) that the areaR
d! s2! does not depend on the drive. Four groups of terms corresponding to the four lines
in Eq. (2.16) can be interpreted as follows. The low-frequency peak /  (!) in the presence
of drive develops two satellites at ! = ±!dr. From the relation  2z +  2z +↵2z = 1, which can
be easily checked using Eqs. (2.10), (2.13), it follows that the noise power gets redistributed
between the three peaks. The peak which, in the absence of drive, was located at ! = ⌦N
shifts to the position ! = ⌦dr   !NR . It also follows from Eq. (2.16) that this peak develops
two satellites at higher frequencies ! = ⌦dr and at ! = ⌦dr + !NR with magnitudes  
2
+ and
 2+, respectively. Again, the net noise power in these three peaks does not depend on drive.
Suppose that the drive is weak, !?dr ⌧ ⌦N . For a typical realization of the hyperfine
field the di↵erence ⌦N   ⌦dr is much bigger than !?dr. Then the relative magnitude of
the satellites of the zero-frequency peak is equal to !2?dr/2(⌦N   ⌦dr)2. With regard to
the peak at ! = ⌦N , its shift due to drive is small, namely, !2?dr/2(⌦N   ⌦dr). The
magnitudes of these satellites evolve di↵erently with drive: while the satellite at ! = ⌦dr
grows as !2?dr/2(⌦N   ⌦dr)2, the satellite at ! = ⌦dr + !NR ⇡ 2⌦dr   ⌦N has a much
smaller relative magnitude ⇠ !4?dr/16(⌦N   ⌦dr)4. A generic noise spectrum is illustrated
in Fig. 2.4. Overall, the e↵ect of drive on the noise spectrum for a typical ⌦N is weak.
In addition, the positions of all satellites, except the peak at ! = ⌦dr, depend on ⌦N , i.e.,
these positions are random. It is not clear whether these satellites manifest themselves in
the ensemble-averaged noise spectrum. As we will see in the next Section, the averaging
preserves the drive-induced peaks in the noise spectrum. The reason is that the realizations
of ⌦N , which survive the averaging, are the those in “resonance” with drive. For such
realizations, with |⌦N   ⌦dr| ⇠ !?dr, the magnitudes of the satellites are anomalously big.
This compensates for the small statistical weight of the resonant configurations.
2.3 Ensemble averaging
We will perform the averaging over hyperfine fields in two steps. Firstly, we will average
over the magnitudes, ⌦N , with distribution function F (⌦N). Then as a second step, we will




⌦dr0 !NR ⌦dr   !NR ⌦dr + !NR
Figure 2.4: An illustration of the noise spectrum for a typical realization of the hyperfine
field in the presence of the ac drive. Due to drive, a zero-frequency peak develops a satellite
at ! = !NR , Eq. (2.9). The peak which, in the absence of drive, was located at ! = ⌦N shifts
to ! = ⌦dr   !NR and develops two satellites at driving frequency and at ! = ⌦dr + !NR .
The magnitudes of the satellites scale with the drive amplitude as !2dr and !
4
dr, respectively.
Both satellites are located to the right from the main peak, which corresponds to driving
frequency exceeding ⌦N .
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2.3.1 Averaging over the magnitudes of hyperfine fields
Averaging of the first term in Eq. (2.16) is straightforward, since  (!) does not depend
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i
 (!). (2.17)
Taking into account that the typical di↵erence (⌦N   ⌦dr) ⇠  e is much bigger than the







Thus, the reduction of the magnitude of the zero-frequency peak due to drive is linear in
drive amplitude and comes from the “resonant” realizations of the hyperfine fields for which
⌦N ⇡ ⌦dr.
It is less trivial to realize that the peaks at ! = ±!NR described by the second and third
terms in Eq. (2.16) remain sharp upon averaging even though their positions depend on
⌦N . The expression for the average of the second term reads
⇡
6







 (!   !NR )F (⌦N)
(!NR )
2 . (2.19)
At this point we make use of the fact that the width of the Lorentzian,  (! !NR ), is much
smaller than the width of the distribution function. Firstly, this allows to set !NR = ! in
the denominator. Secondly, the values ⌦N that contribute to the integral are close to
⌦N = ⌦dr ±
p
!2   !2?dr. (2.20)







































Since the driving frequency is much bigger than the driving amplitude, both arguments in
the distribution function can be replaced by ⌦N . With regard to the frequency dependence,
Eq. (2.22) exhibits an integrable divergence near ! ⇡ !?dr. Most importantly, the averaged
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peak falls o↵ rapidly with ! as the di↵erence ! !?dr increases. From the area conservation,
it follows from Eq. (2.18) that the area under the peak Eq. (2.22) should be equal to
⇡2
12!?drF (⌦dr). On the other hand, from Eq. (2.22) we see that this area comes from the
domain (! !?dr) ⇠ !?dr ⌧  e, i.e., the area conservation is ensured locally. This supports
our statement that the averaged peak remains narrow.
Two terms on the second line of Eq. (2.16) describe the peaks at ! = ±⌦dr. Similar
to the  (!) peak, their shape is not a↵ected by the ensemble averaging. Averaging of the
magnitude is completely analogous to that for  (!) peak since  2z + 2↵
2
z = 1. Thus, the
contribution of these peaks to the noise spectrum is given by
⇡2
12
!?drF (⌦dr) (! ± ⌦dr), (2.23)
and grows linearly with the drive amplitude.
The last two lines in Eq. (2.16) describe the peaks in the noise spectrum at frequencies
! = ±⌦dr ± !NR . Firstly, we note that the magnitudes of all four peaks are equal to each
other. This follows from the fact that these magnitudes,  2± and ↵2±, are determined by the
values of ⌦N for which the arguments of the corresponding Lorentzians are zero. Now the
equality of all peak magnitudes follows from the relation
 +|⌦N=! !NR = ↵+|⌦N=!+!NR , (2.24)
which is easy to check using Eqs. (2.10) and (2.13). Focusing on positive !, the averaging





























Upon averaging, the last two  -functions pick the distribution F (⌦N) at the values ⌦N =
⌦dr ±
p












(!   ⌦dr)2   !2?dr
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(!   ⌦dr +
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(!   ⌦dr  
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Note now, that in the limit !?dr ! 0 the above expression reproduces the second term in
Eq. (2.1), i.e., the background noise spectrum in the absence of drive. Formally this follows
from the fact that either the first denominators in Eq. (2.26) (for ! < ⌦dr) or the second
denominator (for ! > ⌦dr) becomes small, / !4?dr. In order to isolate the drive-related









(!   ⌦dr)2   !2?dr
⌘
(2.27)
from Eq. (2.26). This subtracted term is a smooth function of !. On the other hand, after
the subtraction, Eq. (2.26) would describe two narrow peaks at !+⌦dr ± !?dr. This again
allows us to set ⌦N = ⌦dr in the argument of distribution function. It is convenient to cast
the final result in the form
⇡
12
h |!   ⌦dr|p
(!   ⌦dr)2   !2?dr
+
p
(!   ⌦dr)2   !2?dr
|!   ⌦dr|   2
i
F (⌦dr). (2.28)
It is worth noting that the peaks described by Eq. (2.26), having the same width ⇠ !?dr, are
“shaper” than the peak Eq. (2.22) at the Rabi frequency. They decay as !4?dr/(!   ⌦dr)4,
while the peak at the Rabi frequency decays as !2?dr/!
2.
2.3.2 Averaging over orientations of hyperfine fields
The shape of the peaks in the noise spectrum derived above depends on !?dr, the
projection of the driving field on the plane normal to the local hyperfine field. If the angle
between ⌦N and !dr is ✓, then !?dr = !dr sin ✓. To find the ensemble-averaged shape of
the noise spectrum with drive one has to average over ✓ all four contributions Eqs. (2.18),
(2.22),(2.23), and (2.28) as 12
R ⇡
0 d✓ sin ✓ (......).
Averaging of Eqs. (2.18), (2.23) simply reduces to the replacement of !?dr by
⇡
4!dr
without a↵ecting the Lorentzian shapes of the narrow peaks. The prime e↵ect of averaging
of Eqs. (2.22) and (2.28) is the rounding of 1/
p
!   !?dr and 1/
p
!   ⌦dr ± !?dr anomalies.
These anomalies do not disappear completely but become logarithmical. Both averages can




























z 1   12 , z > 1.
(2.30)
The divergence near z = 1 should be cut o↵ at (1  z) ⇠ 1/!dr⌧s. The large-z behavior of
Eq. (2.30) is G(z) ⇡ 2/3z2.
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2z sin ✓   sin3 ✓p
z2   sin2 ✓
  2. (2.32)










z 1   32 , z > 1.
(2.33)
The large-z behavior of the combination in the square brackets is / 1/z4. Dimensionless
functions G(z) and H(z) are plotted in Fig. 2.5.
Combining all the above, the final result for the ensemble-averaged noise spectrum of



























!dr (! ± ⌦dr) + 1
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It is natural that the drive-related contributions are proportional to the density, F (⌦dr),
of the resonant realizations of hyperfine fields. The net e↵ect of drive on the noise spectrum
is maximal if ⌦dr is chosen near the maximum of the distribution F (⌦N). Then, at
frequencies ! ⇠ !dr, the background noise is determined by F (!) / !2 and is much weaker
than the low-frequency peak due to drive. The area under all three peaks in the second
line of Eq. (2.34) is ⇠ !dr. In this regard, the weakness of drive means that the portion
of the noise spectrum a↵ected by drive is relatively small. However, within this portion,
the spectrum is fully dominated by drive, since, for the resonant realizations, the drive
changes the spin dynamics completely. Formally, it is the consequence of Eq. (2.9) that
for (⌦N   ⌦dr) . !dr all the frequencies !NR are close to !dr. The evolution of the noise
spectrum with drive amplitude is illustrated in Fig. 2.6.
2.4 Fast drive
If the drive frequency is much bigger than the width of distribution of the hyperfine
fields, there are no realizations of ⌦N which are in resonance with drive. For all realizations,
the spin dynamics will be a↵ected by drive when the amplitude, !dr, becomes comparable
31


















0.5 1.0 1.5 2.0
Figure 2.5: (color online). Dimensionless functions G(z) (purple) and H(z) (green)
describing the shapes of the peaks at Rabi frequency and at driving frequency in the
averaged noise spectrum are plotted from Eqs. (2.30) and (2.33), respectively.
32














Figure 2.6: (color online). Averaged noise spectra are plotted from Eq. (2.34) for driving
frequency, ⌦dr, corresponding to the maximum of the hyperfine field distribution and two
amplitudes of the drive: 2!dr = 0.15 e (a) and 2!dr = 0.4 e (b). Even for weak drive
the drive-induced satellites in the averaged spectra are well-pronounced. The width of the
central peak at ! = ⌦dr is ⌧ 1s = 10 2 e. The spectra in the absence of drive, illustrating
the conservation of the net noise power, are shown with red lines.
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to ⌦dr. Suppose that !dr is directed along x, while the projections of ⌦N are equal to
⌦xN , ⌦
y
N , and ⌦
z
N . Without drive, the two frequencies of the spin dynamics are ! = 0 and























where J0(x) is the zero-order Bessel function. Besides, both frequencies ! = 0 and ! =  N
acquire satellites at ! = n⌦dr and ! =  N + n⌦dr. The derivation of Eq. (2.35) is given in






so that the spin precesses only in the y-z plane.
The derivation of the noise spectrum in the case of a fast drive is in line with procedure
employed in Sect II. In the Appendix, along with deriving Eq. (2.35), we find the solutions of
the equations of motion of a driven spin corresponding to the frequencies ! = 0 and ! =  N



































































The components Sx of the eigenvectors are simple exponents. Then the contribution  s2x!









Concerning the contributions  s2y! and  s
2
z!, they originate from the S+ and S  components
of the eigenvectors, which are not simple exponents. This gives rise to the satellites spaced










Since  s2y! and  s
2
z! give equal contributions to the ensemble-averaged spectrum, it is
convenient to average the combination  s2y! +  s
2
z!. For this combination the result for






















 (!    N   n⌦dr)







 (! +  N + n⌦dr)
i
. (2.44)
From Eqs. (2.42) and (2.44) we can trace the evolution of the averaged noise spectrum
upon increasing the drive amplitude. Firstly, in the weak-drive limit, !dr ⌧ ⌦dr, when
the magnitudes of the satellites are negligible, averaging of Eqs. (2.42), (2.44) reproduces





⇡ 1, the frequency  N returns to ⌦N . The






2]/⌦2N , as in the absence of drive. Similarly, the fact
that the magnitude of ! =  N peak assumes its zero-drive value follows from general relation
|µx|2 + |µ+|2 + |µ |2 = 1.
As the drive amplitude increases, the magnitude of a ! = 0 peak first decreases but





! 0, we have
|⌘x|2 ⇡ 1, while ⌘+ and ⌘  vanish. This suggests that the ! = n⌦dr satellites of a zero-
frequency peak develop at !dr ⇠ ⌦dr, but disappear in the strong-drive limit. By contrast,
the satellites at ! = ± N +n⌦dr persist in the strong-drive limit. In this limit µx vanished,
and thus we have |µ+|2 + |µ |2 ⇡ 1. This suggests that all the noise power in ! =  N peak
at zero drive gets redistributed between the satellites at strong drive. Also, in the limit of












1 + (! + ⌦xN + n⌦dr)
2⌧2s
. (2.45)
At zero drive the ensemble averaging over ⌦N resulted in the noise spectrum given by
F (!), Eq. (2.3). By contrast, from Eq. (2.45) we see that, for a strong drive, the ensemble
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averaging of each term yields the distribution function of ⌦xN , i.e., the shapes of the satellites
are gaussian. The overall noise spectrum in the presence of a fast drive is illustrated in Figs.
2.7, 2.8.
2.5 Discussion
Our main result is Eq. (2.34) for the averaged noise spectrum. This result was obtained
within the rotating wave approximation and applies for large enough drive amplitudes
!dr⌧s   1. Fig. 2.6 illustrates the evolution of the spectrum with !dr. As !dr increases,
the magnitude of a central peak at ! = ⌦dr grows linearly with drive, while the satellites
at |! ± ⌦dr| = !dr broaden linearly with drive. Central peak and satellites merge at weak
drive !dr⌧s ⇠ 1. For smaller !dr the e↵ect of drive on the spin dynamics is weak even for
“resonant” hyperfine field configurations and can be treated perturbatively. The e↵ect of
drive amounts to replacement !dr by !2dr⌧s in the amplitude of the cental peak. The relative
correction to the background value of h s2!i due to drive is !2dr⌧2s ⌧ 1. Despite being small,
the e↵ect of drive can be distinguished in the derivative with respect to !. Indeed, the
derivative of the background can be estimated as 1 eF (⌦dr), while the estimate for the
derivative of the central peak is !2dr⌧
3






Large typical value of the hyperfine field,  e   ⌧ 1s , which is presumed, allows us to
distinguish the e↵ect of drive even when it is weak.
As in Refs. [17-20], we assumed that spin-relaxation time, ⌧s, resulting from random
short-time correlated fields di↵erent from hyperfine field, is the same for all elements of
the ensemble. The ac-driven system is stationary but not equilibrium. Still we calculated
the noise spectrum from eigenmodes. Justification for doing this is that the temperature is
much higher than all the frequencies involved. Under this condition, all the eigenmodes are
equally represented in the spin dynamics [19].
In a recent paper [25] a direct measurement of the spin-relaxation rate, ⌧ 1s , was
reported. Such a measurement became possible due to implementing of the spin noise
correlation techniques, which involves two laser beams and allows one to probe only specific
configurations of the hyperfine field. In this regard, the e↵ect of the ac drive is prominent
because it also results from specific “resonant” configurations.
In experiments on di↵erent semiconductor structures [5, 6, 8, 9] the measured width
of the noise spectra ranged from ⇠ 2MHz to ⇠ 50MHz. Application of the ac drive with
36
































Figure 2.7: (color online). Evolution of the averaged noise spectra in the case of a fast
drive, ⌦dr = 6.7 e, with drive amplitude, !dr. The values of the amplitudes are !dr =
0.4⌦dr(a), !dr = 0.8⌦dr (b), !dr = 1.2⌦dr (c), and !dr = 1.6⌦dr(d). Narrow peaks have the
width ⌧ 1s = 0.0067 e. Satellites of the zero-frequency peak at ! = n⌦dr gradually develop





is close to 1 for all !dr the low-frequency
parts of the spectra have the same shape as in the absence of drive.
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Figure 2.8: (color online). Same as Fig. 2.7 for stronger drive amplitudes !dr = 2.5⌦dr(a),
!dr = 3.5⌦dr (b), !dr = 4.5⌦dr (c), and !dr = 5.6⌦dr(d). The peaks at ! = n⌦dr have
gaussian shape. Their amplitudes evolve with drive in oscillating fashion.
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comparable frequency does not constitute a problem, see, e.g., Ref. [26]. It will require
adding a coil to the conventional setup [5, 6, 8, 9].
Due to isotropy of the hyperfine fields the noise spectrum calculated above does not
depend on the direction of the ac magnetic field. This is the case when the electron g-factor is
isotropic. In an experiment [8] it was established that the g-factor is strongly anisotropic[28].
This conclusion was drawn from the analysis of the shift of the noise spectrum maximum
with the external magnetic field. With anisotropic g-factor, drive-induced features of the
noise spectrum will depend on the direction of !dr. While the position of a peak at ! = ⌦dr
is insensitive to the anisotropy, the separation of the satellites will be bigger for the drive
polarization along the bigger g-value.
2.6 Appendix
Without loss of generality we can set ⌦yN = 0. We start from the equations of motion






=  (!dr cos⌦drt+ ⌦xN)Sz + ⌦zNSx, (2.48)
@Sz
@t
= (!dr cos⌦drt+ ⌦
x
N)Sy. (2.49)
To take advantage of the fact that the drive is fast it is convenient [27] to switch to the new
variables
Sx0 = Sx, (2.50)


















where the phase  (t) is defined by Eq. (2.37). The physical meaning of the above
transformation is moving into the rotating frame in which the ac field is canceled. The






















As a next step, we average Eqs. (2.53) over the time interval
⇣
  ⇡⌦dr , ⇡⌦dr
⌘
. The justification
for this step is that, since ⌦dr   ⌦N , the spin projections do not change significantly during








hcos  (t) + ⌦xNt i = J0⇣!dr⌦dr
⌘
cos⌦xNt, (2.54)
hsin  (t) + ⌦xNt i = J0⇣!dr⌦dr
⌘
sin⌦xNt. (2.55)
It is also convenient to switch in the averaged equations to S+0 =
1p
2
(Sy0 + Sz0) and S 0 =
1p
2





































We see that the dynamics after averaging is slow, which justifies the averaging performed,
see Ref. [27] for rigorous justification. One can also see that Eq. (2.56) have the form






, respectively. Finite ⌦yN is naturally included as a y-component. This
immediately leads us to Eq. (2.35) of the main text. Three eigenvectors correspond to
rotations with frequencies ! =  N , ! = 0, and ! =   N . To return to the lab frame one
has to multiply S+0 by exp (i (t) + i⌦xNt) and S 0 by exp ( i (t)  i⌦xNt). This does not
change the relation between the components of the eigenvectors which have the form Eq.
(2.36).
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CHAPTER 3
SPECTRAL NARROWING AND SPIN ECHO





A concept of the spectral narrowing of the magnetic resonance lineshape was quantified
more than sixty years ago in a seminal paper [1].
In application to free induction decay (FID), this concept can be recapped as follows.
In the presence of the time-dependent random magnetic field, b(t), the decay of the FID









. The character of the decay depends
on the relation between the typical magnitude, b0, of b(t) and the correlation time, ⌧ . For
long correlation time b0⌧   1, the decay is gaussian, / exp( b20t2), reflecting the gaussian
distribution of the magnitudes of b(t). In the opposite limit, b0⌧ ⌧ 1, the integrand rapidly
changes sign, which is the origin of the spectral narrowing. If the time intervals between the

















. On the other hand, the
number of the sign changes, n, is determined by the condition
nP
i=1
 ti = t. This leads to a







The two regimes of the FID translate into distinctive resonance lineshapes. For Gaussian
decay the form of the line is a Gaussian, while for exponential decay this form is Lorentzian,




Figure 3.1: Spectral narrowing. (a) Comparison of Gaussian and Lorentzian absorption
lineshapes. (b) Comparison of Gaussian and Lorentzian first-derivative absorption line-
shapes (adapted from Ref. [19]).
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If the random field is characterized by a single correlation time, ⌧0, then the intervals






Averaging with this distribution in Eq. (3.1) yields a well-known result, ⌧s = 1/2b20⌧0, for the
decay rate. In the field of semiconductors this result is also known as the Dyakonov-Perel
spin relaxation time [2].
A nontrivial situation emerges when the correlation times, ⌧ , are broadly distributed.






where the averaging is performed over the distribution, F (⌧), of the correlation times.
Such a situation is generic, e.g., for the dispersive transport in disordered semiconductors
[3-9]. Broad distribution of the ⌧ -values stems from the spread in the activation energies.
Another example is a system with hopping transport, where the broad distribution of ⌧ is
the result of the spread in the hopping distances. In both cases F (⌧) has a power-law tail:
F (⌧) / ⌧ 1 ↵. Such a distribution, also known as the Le´vy distribution, is normalizable
for positive ↵. However, for ↵ < 2 the average h⌧2i diverges. Formally, this implies that ⌧s
turns to zero. On the physical level, this means that, on certain occasions, the spin spends
enough time in some given field to exercise a full rotation; see Fig. 3.2. Although the portion
of these occasions is small ⇠ (b0⌧0)↵, they change the average spin dynamics dramatically.
Theoretical study of this dynamics is the subject of the present paper. We find that, for
↵ < 2, the FID retains the form of a simple exponent, but the rate, ⌧ 1s , shortens and





D1(↵) b20⌧0, ↵ > 2
D2(↵) b↵0 ⌧
↵ 1
0 , 2 > ↵ > 1
D3(↵) b0, 1 > ↵ > 0,
(3.4)
where D1(↵), D2(↵), and D3(↵) are the dimensionless functions of the tail parameter.
Change of the behavior of ⌧s at ↵ = 2 is due to the formal divergence of h⌧2i, while the
change at ↵ = 1 is due to the formal divergence of h⌧i, which enters into the denominator
of Eq. (3.3). We also find that the crossovers at ↵ = 2 and ↵ = 1 take place within narrow
intervals: |↵  2| ⇠ 1/| ln b0⌧0| and |↵  1| ⇠ 1/| ln b0⌧0|.
Another phenomenon which is strongly a↵ected in the presence of multiple waiting time











Figure 3.2: (color online). The contrast between (a) Dyakonov-Perel spin relaxation with
a single correlation time and (b) spin relaxation with broad distribution of the waiting times
is illustrated schematically. Allowance for anomalously long waiting times accelerates the
relaxation.
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on the spin relaxation rate. The echo decays slower due to this tail. The average echo signal
is determined by the realizations with longest waiting times.
The paper is organized as follows. In Sect. 2 we derive a closed equation for the FID
averaged over the realizations of random fields. Asymptotic (in parameter b0⌧0 ⌧ 1) solution
of this equation is found in Sect. 3, where we derive the result Eq. (3.4) and also find the
crossover behaviors near ↵ = 2 and ↵ = 1. In Sect. 4 we analyze the decay of the average
echo signal. Concluding remarks are presented in Sect. 5.
3.2 Basic equation for average FID with
multiple relaxation times
As it was mentioned in the Introduction, the physical picture which we have in mind is
the carrier motion between the sites either by hopping or by trapping-detrapping process
[3-9]. The time-dependent magnetic field of a hyperfine origin [11], acting on the carrier
spin, represents a sequence of steps b(t) =
P
i bi [⇥(ti+1   t) ⇥(t  ti)], where ⇥(x) is the
step-function and the step durations, (ti+1   ti), are distributed according to the Poisson
distribution Eq. (3.2), in which ⌧0 is distributed according to F (⌧). Since the sites are
separated in space, random fields, bi, at di↵erent sites are completely uncorrelated, as it is
illustrated in Fig. 3.3, left panel. We also assume that the motion is three-dimensional, so
that the e↵ect of occasional returns to the same site are negligible [12-14].
Suppose that at time moment t = 0 a carrier occupies the site i = 0, and its spin is
directed along the z-axis. After time t the carrier can either remain on the site i = 0 or hop
on the neighboring site i = 1. The probability to stay is p0(t, ⌧ (0)), defined by Eq. (3.2),
where ⌧ (0) is a waiting time for the hop 0! 1. We assume that the external magnetic field
is directed along the x-axis, so that only the x-components of the fields b(0) and b(1) on the
sites i = 0 and i = 1 are important. If the carrier stays on i = 0, then the z-projection
of its spin after time t is equal to cos b(0)t. If the carrier hops after time t1 < t, then this
projection is equal to cos [b(0)t1 + b(1)(t  t1)]. Taking into account that the moments t1 are
random, the value of Sz(t) can be presented as a sum
Sz(t) =p0(t, ⌧













The derivative in the integrand is the probability density of the hop. If there is a site i = 2
on which the carrier can hop from i = 1, the expression Eq. (3.5) gets modified. It acquires
a third term describing the possibility of the hop 1 ! 2, with corresponding waiting time
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Figure 3.3: (color online). Depictions of multiple trapping (left) and hopping (right)
models. Each hop in the multiple trapping model is independent of its previous hops. We
call this uncorrelated hopping. By its very nature then, the local fields felt by the spin
are also independent at each hop. The multiple hopping models include correlations. For
instance, a carrier beginning high in energy (as shown) will tend to cascade downwards in
energy when operating under the Miller-Abrahams hopping rates. Since sites are correlated,
the local fields are also correlated, which can be important when a spin hops back and forth
between a small number of sites (adapted from Ref. [8]).
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⌧ (1). If this hop takes place, Sz acquires the value cos [b(0)t1 + b(1)t2 + b(2)(t  t1   t2)], where
t2 is a random residence time on the site i = 1 and b(2) is the random field on the site i = 2.
For an infinite number of possible hops Eq. (3.5) transforms into an infinite series.
Averaging each term over the gaussian distribution of magnetic fields and realizations of
waiting times generates a series for average spin projection, Sz(t). It can be verified that
























and h....i stands for averaging over the broadly distributed waiting times. The above closed
equation describes the averaged spin relaxation. In the next Section we solve it in di↵erent
domains of the tail parameter ↵.
3.3 Solution of equation for Sz(t)














As we demonstrate in the Appendix, for the multiple trapping model [9] the form Eq. (3.8)
describes accurately not only the tail but the entire body of the distribution. While the
typical time, ⌧0, is short, ⌧0 ⌧ b 10 , the distribution has a long tail F (⌧) / ⌧ 1 ↵.
We start the analysis of the basic equation Eq. (3.6) by noticing that at times t   ⌧0








A crucial step of the analysis is making use of the fact that spin relaxation takes place over
a large number of hops. This allows one to expand Sz in the integrand























For ↵ > 1 the characteristic time, ⌧s, for the spin dynamics is much longer than b 10 (we will
check this assumption later). On the other hand, even for wide distribution of the waiting
times, the function A(t) falls o↵ dramatically for t & b 10 . This allows one to extend the
































If the averages in the numerator and denominator decayed rapidly at t & ⌧0, we would be
allowed, by virtue of the condition b0⌧0 ⌧ 1, to replace exp
  b20t2  by 1 in the denominator
and expand
h
1 exp   b20t2 i in the numerator. In this way, we would retrieve the standard
expression Eq. (3.3) for the Dyakonov-Perel relaxation time. Calculating h⌧2i and h⌧i with







This expression is valid if h⌧2i is finite, which corresponds to ↵ > 2. The prefactor in
this expression specifies the function D1(↵) in Eq. (3.4). The function D1(↵) falls o↵






In the domain 1 < ↵ < 2 the value of h⌧2i diverges while h⌧i remains finite. The latter
still allows one to set b0 = 0 in the denominator of Eq. (3.15), but the numerator cannot




























Upon introducing the new variables z = t/⌧ and w = b0z⌧ , the integral in the right-hand














Since the characteristic z in Eq. (3.18) is ⇠ 1, we can neglect (b0⌧0z)2 in the denominator,

















where the prefactor specifies the function D2(↵) in Eq. (3.4).
3.3.1 Vicinity of ↵ = 2
We see that at the demarkation value ↵ = 2 both functions D1(↵) and D2(↵) diverge,
so that the expressions Eq. (3.16) and Eq. (3.20) yield ⌧s ! 0. This suggests that the
crossover domain should be treated more carefully. Namely, we rewrite the integral over w


























The integral in the right-hand side converges at small w ⇠ b0⌧0z, which allows one to expand























as a sum of integrals from 0 to 1 and from 1 to 1. The
integral from 1 to 1 is then combined with the first integral in Eq. (3.22) in which domain























Note that the second integral in the square brackets remains finite at ↵ = 2, while the first






we establish the behavior of the spin relaxation rate Eq. (3.20) near ↵ = 2
1
⌧s
= 2b20⌧0| ln b0⌧0|⌥
⇣
(↵  2)| ln b0⌧0|
⌘
. (3.24)





Thus the expressions Eq. (3.16) and Eq. (3.20) are valid outside the interval |↵   2| ⇠
| ln b0⌧0| 1, which is parametrically narrow.
3.3.2 Vicinity of ↵ = 1
We see that Eq. (3.20) yields ⌧s ! 1 as ↵ approaches 1 from the above. This is the
result of the divergence of h⌧i in this limit. To regularize the behavior of Eq. (3.20), we
need to calculate the denominator in Eq. (3.15) more accurately. We start from the explicit



































Formally, the singular behavior of this integral at ↵ = 1 follows from the fact that at
↵ = 1 integration over w yields logarithm if we neglect a small parameter (b0⌧0)2 in the



































Finally, the behavior of ⌧s in the vicinity of ↵ = 1 can be expressed in terms of the crossover
























(1  ↵)| ln b0⌧0|
⌘ .






| ln b0⌧0| . (3.31)
The fact that for all ↵ greater than or equal to 1 the value ⌧ 1s is smaller than b0 justifies
the ansatz: Sz(t  t1) = Sz(t)  t1dSz/dt and the extension of the upper limit in Eq. (3.13)
to 1.
3.3.3 ↵ < 1
For ↵ < 1 we cannot extend the limits of integration in Eq. (3.13) to infinity. Instead,





























































These expressions apply for t  ⌧0. Substituting them into Eq. (3.33) and then Eq. (3.34)


























To analyze Eq. (3.35) in the domain ⌧0 < t < b 10 , we note that for small x the integrand
















This behavior should be compared to the first term in Eq. (3.6), which we neglected. The
power-law Eq. (3.36) dominates at ↵ > 0.6.
In the long-time limit b0t   1 the integral in Eq. (3.35) is determined by large x. For
large x the integrand saturates at the value
(1 ↵) ( 2 ↵2 )
↵ ( 3 ↵2 )



















Since we neglected the first term in Eq. (3.6), the result Eq. (3.37) does not capture the
initial stage of the decay, which is dominated by this first term. The decay in the entire
time domain is described by Eq. (3.37) when ↵ is so close to 1 that the prefactor in Eq.




⇡ (1  ↵)⇡1/2b0. (3.38)
Comparing this to Eq. (3.4), we conclude that the function D3(↵) has the form (1 ↵)⇡1/2
near ↵ = 1. Note that this expression is consistent with Eq. (3.30) for (↵ 1)  | ln(b0⌧0)| 1
.
The overall behavior of the relaxation rate with ↵ is illustrated in Fig. 3.4. In Fig.
3.5 we plot the time evolution of lnSz(t) using the general expression Eq. (3.35). We see
that the smaller ↵ is, the later the curves converge to the straight lines corresponding to a
simple exponential behavior. The convergence is final only for biggest ↵ = 0.9. For smaller
↵-values the slopes keep increasing with time beyond the maximal t = 1.5/b0 shown in the
figure. The slopes saturate at the values predicted by Eq. (3.37) only at very large times.
3.4 Spin echo decay with a Le´vy-type waiting
times distribution
It is well known[10] that the motion narrowing strongly a↵ects the decay of the spin













. If the random
magnetic field is characterized by a single correlation time ⌧ , the decay of the spin echo
would follow the FID signal, i.e., SE(T ) = S(T ). The situation is very di↵erent for the
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Figure 3.4: (color online). The relaxation rate depends on tail-parameter. (a) Acceleration
of the relaxation rate with decreasing the tail-parameter, ↵, is illustrated in the domain
0.6 < ↵ < 1.5. Dashed red curves are plotted from Eq. (3.38) (for ↵ < 1), and Eq. (3.20)
(for 1 < ↵ < 1.5). The curves exhibit a dip near ↵ = 1. They are connected by the crossover
expression Eq. (3.30). (b) Domain 1 < ↵ < 3. Dashed red curves are plotted from Eq.
(3.20) (for 1 < ↵ < 2), and from Eq. (3.16) (for ↵ > 2). The curves exhibit a divergence
near ↵ = 2. They are connected by the crossover expression Eq. (3.24). All the curves are
plotted for b0⌧0 = 10 3.
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Figure 3.5: (color online). The time evolution of | lnSz(t)| is plotted from Eq. (3.35) for
b0⌧0 = 10 3 and the values of the tail-parameter: ↵ = 0.9 (green), ↵ = 0.7 (purple), and
↵ = 0.5 (black). The smaller ↵ is, the later the curves converge to the straight lines. The
convergence is final only for ↵ = 0.9. For smaller ↵ the slopes keep increasing with time
beyond the maximal t = 1.5/b0 and saturate at the values predicted by Eq. (3.37) only
at very large times. The domain where the first term in Eq. (3.6) dominates the decay
corresponds to b0t . 10 3, and is not represented in the figure.
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broad distribution of ⌧ . Indeed, the shortening of the FID time, ⌧s, for distribution Eq.
(3.8) with power-law tail was due to the possibility for a carrier to occasionally sit on a given










, to the decay. The same physics suggests that,
for distribution of ⌧ with power-law tail, the echo signal will decay slowly with T . This is
because the contributions from anomalously long residence times are eliminated in the echo
signal. To quantify this statement, consider a situation when a carrier populates a certain
site, i, at time T1 < T/2 and leaves it at time T2 > T/2. Then the contribution from this

















T   T1   T2
⌘i
. (3.39)
Assume now that the carrier makes many hops before arrival to the site i and many hops
after departure from the site i. Then the probabilities to preserve spin during the time
intervals (0, T1) and (T2, T ) are given by exp
⇥ T 1/⌧s⇤ and exp ⇥ (T   T 2) /⌧s⇤, respectively.



















To analyze this expression, it is convenient to introduce a new variable, T3 = T   T2. Then



















The average in Eq. (3.41) is equal to C↵ (↵)⌧↵0 /
 
T   T3   T1
 ↵
, see Eq. (3.34).
The most sound consequence of Eq. (3.41) is that the echo signal survives at times
much longer than ⌧s. Indeed, characteristics T1, T3 in Eq. (3.41) are ⇠ ⌧s. For T   ⌧s the
upper limits in the integrals can be extended to infinity, while the average can be replaced
by C↵ (↵)⌧↵0 /T











  b20⌧2s (x  y)2
i
, (3.42)
where we have introduced the dimensionless variables x = T1/⌧s and y = T3/⌧s. Within




. Thus, we conclude that the













. At this point,
we note that due to a long tail in the waiting time distribution, there is a nonexponential
probability that during time, T , the carrier does not hop at all. The contribution to echo
signal from such realizations does not contain random magnetic field and falls with T in











As a quantitative measure of acceleration of the relaxation rate, caused by the tail in the
distribution, F (⌧), one can consider a ratio of the times for the values of the tail-parameter





2b0⌧0| ln(b0⌧0)|2 . (3.45)
Both values of ⌧s are determined by the tail. Parametrical, in b0⌧0 ⌧ 1, di↵erence between
the two values is due to the fact that for ↵ = 1 the portion of sites on which the carrier
spin exercises a full rotation is ⇠ (b0⌧0) for ↵ = 1 and ⇠ (b0⌧0)2 for ↵ = 2.
In replacing the expression Eq. (3.12) by exp( t/⌧s), we argued that this replacement is
valid for t & b 10 . This means that in Eq. (3.12) we chose the lower limit t1 ⇠ b 10 . Uncer-



































⌧   (t+ ⌧)e t/⌧
E . (3.46)












Thus, the contribution to the prefactor from small times does not exceed 1. In fact, the




, in the basic
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equation Eq. (3.6). We e↵ectively replaced the first by the initial condition: Sz(t ⇠ ⌧0) = 1.
More accurate calculation, based on the Laplace transform, suggests that for ↵ > 1 the true
prefactor is 1.
Formal solution of Eq. (3.6) can be expressed in the form of the inverse Laplace

































The decay of Sz(t) is defined by the poles, s = s0, for which K(s0) = 1. For ↵ > 1, one can
retain only the smallest s0 and find it by expanding K(s) at small s. This readily yields
s0 =   (1) =  ⌧ 1s , i.e., the same expression Eq. (3.15) for the decay rate as was found
in Sect. II from the di↵erent approach. The justification for expanding K(s) is that the
exponent exp
    b20t2  ensures the convergence of the integral Eq. (3.49) at t ⇠ b 10 when
exp
   s0t  is close to 1. Thus, for ↵ > 1, the results of the two approaches to solving Eq.
(3.6) coincide. Moreover, the solution Eq. (3.48) takes into account the first term in Eq.
(3.6), which we have neglected. The prefactor in front of exp
   t/⌧s  calculated from Eq.























It appears that we can neglect the exponent exp
  b20t2  in the integrands in the numerator
and the denominator. This is because both integrals converge for ↵ > 1 and are equal to
h⌧i, which is finite for ↵ > 1. Thus the true prefactor is equal to 1, as was mentioned above.
For ↵ < 1 the formal solution Eq. (3.48) becomes useless. This is because the pole
s0 cannot be found analytically, and, moreover, many poles (corresponding to s ⇠ b0)
contribute to Sz(t). This also follows from our solution Eq. (3.36) and from Fig. 3.5. It is
seen that Sz(t) follows a simple exponential behavior only for large times, b0t & 1.
In the paper [8] the e↵ect of the power-law tail in F (⌧) on the decay of Sz(t) was
analyzed. The analysis relied on the solution of Eq. (3.6) in the form of Eq. (3.48). The
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authors did not analyze the behavior of ⌧s in di↵erent domains of the tail-parameter, ↵.
They rather realized that retaining a singles pole becomes inadequate for ↵ < 1, and resorted
to the numerics. Our results Eqs. (3.16), (3.20) and Eqs. (3.24), (3.30) for the crossover
domains are fully analytical. Obtaining these results was facilitated by exploiting the small
parameter b0⌧0 ⌧ 1 for ↵ > 1 and by solving Eq. (3.6) using an alternative approach for
↵ < 1.
3.6 Appendix: Applicability of the waiting times
distribution Eq. (3.8) to the multiple trapping model
In the multiple trapping model [3-9], the waiting time is determined by activation of an
electron from a localized state in the tail to the conduction band. If the energy position of
the localized state is  ", then the activation rate is equal to  (") =  0 exp["/T ], where T is
the temperature. Actual waiting times, ti, are random. While the average waiting time is
  1, the distribution of the waiting times for a given " is given by the Poisson distribution
f"(⌧) =  (") exp [  (")⌧ ] . (3.51)
The remaining task is to average f"(⌧) over " with the weight determined by the density of
the tail states, g("). In the multiple trapping model the form of g(") is a simple exponent









where ↵ = T /T0. For large waiting times ⌧     10 , we have F (⌧) / ⌧ (↵+1). At ⌧ ! 0 the
power-law divergence is cut o↵. The character of cuto↵ is not precisely the one given by Eq.
(3.8), but they match very closely, as illustrated in the Figure 3.6. In organic semiconductors
the density of the tail states is better approximated by a stretched-exponential form g(") /
exp [  (|"|/T0)p], with p close to 2; see Refs. [16-18]. Repeating the above steps for this g(")
we found that F (⌧) can still be closely approximated with Eq. (3.8); see Figure 3.6.
In conclusion, we emphasize that in the multiple trapping model, upon activation into the
conduction band, the carrier completely “forgets” about the site it was activated from. Thus
the hyperfine fields “seen” by the carrier are completely uncorrelated. At low temperatures,
the motion of carriers between the sites is by phonon-assisted hops. This allows the carrier,
after completing a hop, to hop back to the initial site, as illustrated in Fig. 3.3, right
panel. Obviously, such a back-hop would lead to a correlation between the partial fields,
and consequently accelerate the relaxation [18].
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p = 1 p = 1.8
Figure 3.6: (color online). Distribution function, F (⌧), of the waiting times in the multiple-
trapping model is shown with purple lines for the densities of tail states of the form g(") /
exp [  (|"|/T0)p] with p = 1 (a) and p = 1.8 (b). Green lines are the interpolations of F (⌧)
with the form Eq. (3.8) of the main text.
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SPIN PUMPING FROM A FERROMAGNET
INTO A HOPPING INSULATOR:




The phenomenon of spin pumping from a ferromagnet (F) into a normal (N) layer is
one of the most prominent approaches to the generation of pure spin currents. A prime
manifestation that pumping indeed takes place in realistic F-N structures is the additional
broadening [1] of the ferromagnetic resonance (FMR) in F, caused by a contact with the
N-layer. This additional broadening was first observed experimentally in Ref. [2]. Another,
more delicate, manifestation of pumping was reported shortly after. Namely, the injected
spin current, entering the nonmagnetic material with spin-orbit coupling (like Pt), causes a
voltage drop across the current direction. This voltage drop is due to the inverse spin-Hall
e↵ect [3] (ISHE), and has a maximum when the frequency of the microwave radiation
driving the ferromagnet, !, is equal to the FMR frequency, !FMR. In Fig. 4.1 the detection
of spin current by means of ISHE is illustrated schematically together with setup for the
spin pumping experiment. Fig. 4.2 demonstrates that the shape of FMR broadened due to
spin pumping coincides with measured ISHE voltage signal.
Pioneering observations of pumping via ISHE in Refs. [4-6] utilized Pt as the normal
layer [7-9]. They were followed by reports on similar observations of pumping into di↵erent
materials [10-13], including prominent semiconductors GaAs [14], Si [15, 16], Ge [17], and,
most recently, graphene [18]. Experimental results on the electric field generated due to
ISHE , EISHE, are analyzed using the relation EISHE / J (s) ⇥  , where J (s) determines the
spatial direction of the spin current flow and its magnitude, while   is its polarization. The
magnitude of the spin current is given by
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Figure 4.1: (color online). Experiment of spin pumping. (a) A schematic illustration of the
Ni81Fe19/Pt film used in the present study. H is the external magnetic field. (b) A schematic
illustration of the spin pumping and the inverse spin-Hall e↵ect in the Ni81Fe19/Pt film.
M(t) is the magnetization in the Ni81Fe19 layer. EISHE , Js, and   denote the electromotive
force due to the inverse spin-Hall e↵ect, the spatial direction of a spin current, and the
spin-polarization vector of the spin current, respectively. (c) The sample configuration in a
TE011 microwave cavity. At the center of the cavity, the magnetic-field component h of the
microwave is maximized while the electric field component e is minimized. An external dc
magnetic field H was applied perpendicular to the direction across the electrodes along the
film plane. (d) Schematic illustrations of the sample placed along the longitudinal axis of
the cavity at the cavity canter (top panel) and o↵ the cavity center (bottom panel) (adapted
from Ref. [9]).
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Figure 4.2: (color online). Experiment of spin pumping. (a) Field (H) dependence of the
FMR signals dI(H)/dH for the Ni81Fe19/Pt film and the Ni81Fe19 film. Here, I denotes
the microwave absorption intensity. HFMR is the resonance field. The inset shows the
definition of the spectral width W in the present study. (b) Field dependence of the electric-
potential di↵erence V for the Ni81Fe19/Pt film under the 200 mW microwave excitation.
The open circles are the experimental data. The curve in red shows the fitting result using
a Lorentz function for the V data. (c) The spectral shape of the electromotive force due
to the inverse-spin Hall e↵ect (ISHE) and the anomalous-Hall e↵ect (AHE). (d) An atomic
force microscope image of the surface of the Ni81Fe19 layer, where the surface roughness
Ra = 1.9⇥ 10 1 nm(adapted from Ref. [9]).
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where z axis is taken along the static part of the magnetization. In Eq. (4.1) the constant C
characterizes the properties of the normal layer (like ratio of thickness to the spin-di↵usion
length) as well as the properties metal-ferromagnet interface, whilem(t) describes the mag-
netization dynamics in the ferromagnet. The expression for J (s) has the same form as the
damping term in the equation that governsm(t). It was a remarkable experimental finding
[5] that ISHE voltage exhibits essentially the same behavior as a function of microwave
power and the deviation of ! from !FMR as the additional FMR damping.
Microscopic physics of pumping is encoded in the mixing constant [1, 3, 19] g"# in Eq.
(4.1). A fundamental process underlying the pumping is the inelastic electron-magnon
scattering at the F-N interface. Microscopic treatment of this scattering [21, 22] assumes
that electrons of the normal layer impinging on the interface with ferromagnet are plane
waves. On the other hand, in a number of recent papers [19-22] spin pumping into organic
materials sandwiched between ferromagnet and Pt has been reported. Strong temperature
dependence of the resistance in these materials [27] suggests that the charge transport is
due to hopping of polarons [20, 22], so that the description of pumping based on plane
waves does not apply. This raises the question about the microscopics of spin pumping in
the localized regime.
In the present paper we consider theoretically the spin pumping into a hopping insulator
using the minimal model of coupling of localized states to a ferromagnet. Within this
minimal model the ferromagnet is treated as a wide-gap insulator. We demonstrate that,
unlike metals, the underlying process responsible for pumping is the resonant magnon
absorption accompanied by transitions between localized states; see Fig. 4.3. A distinctive
feature of pumping into an insulator is that that the pumping e ciency, commonly described
by a constant, g"#, depends strongly on the external dc magnetic field. This is because, in
addition to causing the spin precession in a ferromagnet, this field modifies the spin structure
of the localized states between which the magnon is absorbed; see Fig. 4.3. The e↵ect of
external field is most pronounced when the waiting time for a hop is longer than the period
of the ac field which drives the FMR. Since the resonance frequency, !FMR, depends on the
orientation of the external field [28], for certain orientations [29] this frequency coincides
with the Zeeman splitting of the localized states, Fig. 4.4. Spin pumping is most e cient
for such orientations, since the absorption of magnon takes place within individual sites. We
also show that, with no charge current, the spin polarization generated at the F-N boundary
67
Figure 4.3: (color online). Elementary processes underlying the spin pumping into a metal
(a), and into an insulator (b). In the metal, an " electron, impinging on the N-F boundary, is
primarily reflected elastically with amplitude r" (vertical separation of left and right arrows
is a guide to an eye). Spin precession in F gives rise to inelastic reflection with amplitude
r˜"# associated with the emission of a magnon. A # electron is either reflected elastically
with amplitude r#, or inelastically, after absorbing of a magnon, with amplitude r˜#". The
injected spin current is proportional to |r˜"#|2! @f@" . In the insulator, only inelastic processes
are at work. Emission and absorption of magnons take place within pairs of localized states.
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Figure 4.4: (color online). Illustration of pumping in metal (a) and in an insulator (b) in
the presence of a Zeeman splitting,  z. In metal, the absorption (emission) of a magnon,
~!, near the F-N boundary does not conserve momentum, and thus is insensitive to the
ratio  z/~!. By contrast, in insulator, and near the condition ~! =  z, the absorption
(emission) of a magnon is resonant.
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spreads in the insulator along the same percolation network [30, 31] that determines the
electrical resistance.
4.2 Absorption of magnons at F-N boundary
4.2.1 General considerations
Figure 4.4 illustrates the di↵erence between pumping into a metal, and into an insulator
in an applied magnetic field,H. WhileH is responsible for the magnetization precession in
the ferromagnet, it also causes a spin splitting,  z, of the spectrum in the metallic normal
layer, Fig. 4.4(a). This splitting, however, does not a↵ect the absorption of magnons. The
reason is that the absorption at a boundary does not require momentum conservation, i.e.,
the matrix element is constant, and thus there is no dependence of the spin current, I(s),
on the dc field in the normal layer.
The situation is di↵erent for an insulator, where the magnon absorption takes place
between the discrete levels, Fig. 4.4(b). In this case, and for a general orientation ofH, the
Zeeman levels are the linear combinations of " and # spin states. As a result, transitions
from each of the initial states on site i to both final states on site j are allowed. This
fact distinguishes absorption of magnons from the conventional absorption of an ac electric
field [32-34] and, as we will see below, gives rise to H-dependence of the spin current.
Another origin of H-dependence is the possibility of intrasite absorption of magnons at
the boundary. We will see that the intrasite transitions dominate the absorption near the
resonant condition ~! =  z. Away from this condition, the intersite transitions dominate.
4.2.2 The model
Consider a pair of localized states, i and j, Fig. 4.4(b). Assume for simplicity that
the ferromagnet is an insulator, i.e., it is a barrier for electrons in N. Precession, m(t), of
magnetization in a ferromagnet can be modeled as a time-dependent correction /m(t) ˆ to
the barrier potential. The pumping takes place since the wave function,  i, can penetrate
under the barrier. As a result, the Hamiltonian of site i has a correction
 Hˆi = J
h
 ˆxmx sin!t+  ˆymy cos!t
i
, (4.2)
where J accounts for tunneling. Projections mx(t) and my(t) are proportional to the
magnitude of the microwave field and depend in a resonant way on the proximity of !
to !FMR. Analytical expressions for these projections can be found, e.g., in Ref. [9].
The Hamiltonian  Hˆi of Eq. (4.2) causes transitions of electrons between the sites i and
j. Absorption of energy in the course of these transitions is quite similar to the absorption
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of the ac electric field by pairs of the localized states. However, the transitions caused by
 Hˆi are accompanied by spin flips, both from " to #, and from # to ". With regard to
absorption of energy, one should add up the contributions of both types of transitions, i.e.,
I(e) = I#!" + I"!# (4.3)
However, the spin current results from the fact that these contributions are not equal to
each other, so that
I(s) = I#!"   I"!#. (4.4)
Thus, for calculation of the spin current into the hopping insulator, one can use the standard
“resonant” phononless absorption theory [32] and substitute the corresponding rates into
Eq. (4.4).
4.2.3 Resonant absorption at H = 0
We first neglect the Zeeman splitting in the normal layer. In this case resonant tran-
sitions happen within pairs of localized states, Fig. 4.3b. The correction  Hˆi causes such
transitions between the sites i and j because the corresponding wave functions |ii and |ji































Since both modified eigenfunctions contain |ii, the matrix element of  Hˆi between them is
finite, and the Golden-rule expression for the spin-flip part of the i! j transition rate for
"j > "i reads
I(s)i!j =  mxmyJ2F("˜i, "˜j ,!), (4.7)
where the function F is defined as





("˜j   "˜i   ~!)2 +
  ~
⌧
 2 = 2t2ij 2 1⌧ [f("˜i)  f("˜j)](   ~!)2 +   ~⌧  2 . (4.8)
Here we have introduced the phonon broadening of the levels, ⌧ 1.
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It is easy to see that the transition rate to states with "j < "i is given by Eq. (4.7)
with function F from Eq. (4.8), but with f("˜i) $ f("˜j), and thus the rate has the same
sign as Eq. (4.7). Physically, this can be seen from the following argument: Consider the
simple case of mx = my. The Hamiltonian of Eq. (4.2) implies that for a given site at the
interface, spins " are transferred to states of higher energy (and there is a backflow of spins
" converted from # from those states), while spins # are pushed to states with lower energy
(and there is a backflow of spins # converted from "). Since the occupation of the state at
the interface is larger than of those at higher energy, there is a negative #!" conversion rate
because of transitions up the energy. This is exactly what Eq. (4.7) suggests. Further, since
the occupation of the state at the interface is lower than of those at lower energy, there is
a positive "!# conversion rate, or, again, negative #!" one. Hence a simple permutation
f("˜i)$ f("˜j) su ces to describe transitions to states with "j < "i.
The product mxmy in Eq. (4.7) is specific for spin pumping, see Eq. (4.1). The




y) instead. Another di↵erence
from the conventional resonance absorption [31, 32] is the structure of the matrix element
in Eq. (4.7). This, however, modifies the result of averaging over the sites, j, only by a
numerical factor. A crucial observation in the averaging procedure [32] is that the relevant
sites, j, are located within a narrow spherical layer with a radius r! which is found from
the condition 2|tij(r!)| = ~!. Assuming the exponential decay of the overlap integral with
distance, |tij(r)| = t0 exp( rij/a), we have
r! = a ln
2t0
~! . (4.9)








where g is the density of states. The transition rate of Eq. (4.10) should be interpreted as
the spin current generated per a localized state coupled to the ferromagnet.
4.2.4 Resonant absorption at finite H
To generalize Eq. (4.7) to a finite magnetic field in the normal layer, one must take into
account the modification of the spin eigenstates, as well as the Zeeman splitting in energies





















Here the quantization axes for | M±i and | H±i spinors are chosen along the static part of
the magnetization, and the external magnetic field, respectively, see Fig. 4.5(a). The states
| M±i at sites i and j are split by  z.
All four transitions between states with | M±i spin wave functions, Fig. 4.4(b), are
allowed for a general orientation of the magnetic field. For spin-conserving transitions
(+ ! + and   !  ), the frequency dependence of I(s) remains !r2!, i.e., the same as
in Eq. (4.10). Orientation of H enters into the prefactor: The product mxmy should be
replaced with 14 sin
2(✓H   ✓M )m2x for both transitions.
While the spin-conserving transitions do a↵ect the spin current density distribution
in the sample, they are nonresonant, and it is the spin-flipping ones (+ $  ) that are
responsible for the spin current generation at the interface. In other words, no spin current
is possible in a stationary state without the latter processes. Therefore, in what follows we
concentrate on the frequency and magnetic field dependence of the corresponding rates.
As far as +!   and   ! + transitions are concerned, only the +!   with absorption
of a magnon, and   ! + with emission of a magnon become important in the vicinity of the
resonance ~! =  z. The other two transitions are nonresonant, and therefore disregarded
here. For the + $   transitions, the prefactor ! in the spin current remains intact, since
it comes from the di↵erence in the populations of levels involved. However, despite the
upper and lower Zeeman levels being separated in energy, the overlap of the spatial wave
functions is determined by "i, "j in zero magnetic field. Thus, the +!   transitions take
place between pairs with ("j   "i) ⇠ |~!   z|. These pairs have the “shoulder”
r~!  z = a ln
2t0
|~!   z| . (4.13)
Logarithmic divergence of Eq. (4.13), which is cut o↵ at |~!    z| ⇠ ~/⌧ , ensures the
resonant character of spin-flipping transitions that we took into account.
In addition to the replacement of r! by r!  z in the spin current, the prefactor mxmy
should be modified as mxmy ! G(mx,my), where the function G is defined as
G(mx,my) =
1
4(mx +my cos(✓H   ✓M ))2, (4.14)
so that the absorption, and thus the FMR damping, do not have the usual form / mxmy.
The most spectacular manifestation of the resonance ~! =  z is that the intrasite
transitions become possible, as illustrated in Fig. 4.4(b). For these transitions the overlap
of the spatial parts of the on-site wave functions is equal to 1, and the magnetic-field
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dependence of absorption is a pure Lorentzian. Orientation-dependent prefactor, which is
the matrix element of  Hˆi between the spinors | H+i and | H i, is the same as in Eq. (4.14).









( z   ~!)2 +
  ~
⌧
 2 + ⇡2ga3 ln2 2t0|~!   z|
i
, (4.15)
where the first term comes from intrasite and the second term from intersite transitions.
Directly at the resonance, the first term dominates. This is ensured by the condition
ga3~/⌧ ⌧ 1. Since the combination 1/ga3 is the minimal energy spacing between two
sites in the insulator located within ⇠ a from each other, the above condition implies
that this spacing is much bigger than the phonon broadening of individual levels, which is
the definition of the Anderson insulator. As the deviation from the resonance increases, the
behavior of I(s)(!) is dominated by the second term. Neglecting the logarithm, the crossover
takes place at | z   ~!|⌧/~ &
 
⌧/~ga3
 1/2   1. The behavior of spin current near the
resonance is shown in Fig. 4.6(b), where the logarithm was cut o↵ at |~!   z| = t0/15.
4.3 Resonant orientations of external field
Equation (4.15) is our main result. To make connection to the experimental papers [19-
22], below we calculate the magnitude and orientation of the dc field where the anomalous
behavior of ISHE voltage takes place. Such behavior takes place when two conditions are
met: The Zeeman splitting of the localized states is equal to ~!, and ! = !FMR.
We specify the orientation of H and magnetization,M , using the notations common in
the literature; see, e.g., Refs. [9, 15, 20], and Fig. 4.5. We will also introduce dimensionless
variables H˜, M˜ and !˜, which stand forH,M and !FMR in the units of 4⇡Ms, whereMs is the
saturation magnetization. Then the angle ✓M , corresponding to the equilibrium orientation
of M , is found from the condition that M is parallel to the e↵ective magnetic field, with
the demagnetizing term taken into account [9]
2H˜ sin(✓H   ✓M ) + sin 2✓M = 0, (4.16)









H˜ cos(✓H   ✓M )  cos2 ✓M
i
. (4.17)
From these two equations we exclude ✓M and plot the dimensionless field H˜ versus ✓H ,
for a given FMR frequency !˜. Examples of these curves are shown in Fig. 4.5. Resonant
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Figure 4.5: (color online). Ferromagnetic resonance. (a) The geometry of FMR; For a fixed
dimensionless frequency, !˜ = !FMR/4⇡Ms, the dimensionless magnitude, H˜ = H/4⇡Ms, and
orientation, ✓H , of dc magnetic field are related via Eq. (4.17). This dependencies are shown
for the values of !˜/ : (b) 0.5, (c) 1.2, and (d) 2. Red dots indicate the values of H, for
which the condition  H = !FMR is satisfied.
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orientation is obtained by crossing a curve H˜(✓H) by the line !˜ =  H˜. Two intersections
determine the orientations for which !FMR is equal to the Zeeman splitting of the localized
states. Upon changing !FMR, we get two lines of resonances, Fig. 4.6(a). They occupy
two domains: 0 < ✓H < cos 1 1p3 and (⇡   cos 1 1p3) < ✓H < ⇡. At the boundaries of
the domains H˜ goes to infinity. Then it follows from Eqs. (4.16) and (4.17) that at these







In Refs. [19, 20] on pumping into organics the microwave frequency driving the resonance
was 9.45 Ghz, while the values of 4⇡Ms were very di↵erent, namely, 4⇡Ms = 0.175 T in
Ref. [19] and 4⇡Ms = 0.805 T in Ref. [20]. Then from Fig. 4.6(a) we find that the resonant
angle ✓H should be close to 45  for Ref. [19] and 23  for Ref. [20].
4.4 Spin-resistor network
After the spin polarization is generated at the boundary, it should spread into the bulk
of the insulator to avoid the backflow [35]. In a metal, where P is a continuous function of
coordinates, this spreading is by spin di↵usion accompanied by the Larmor precession. In
a hopping insulator P takes discrete values, Pi, which are the polarizations on the sites, i.
The Larmor precession is accounted for by the on-site Zeeman splitting,  z, of the levels;
see Fig. 4.4. The frequencies of electron hops between two sites, i and j, depend strongly
on their energies, "i, "j , and their spatial separation, rij . Then the issue of spreading of the
spin polarization reduces to the question: what is the spin current I(s)i!j between the sites
with polarizations Pi and Pj , provided that, on average, there is no charge current between
these sites?
If bias were applied between the two sites, then the average charge current, proportional
to this bias, could be found by ascribing an e↵ective resistance, Rij , to the pair of sites
[30, 31]. It is easy to see that the same Rij determines the proportionality coe cient







In Eq. (4.18) we have assumed that the di↵erence ("i   "j) is much smaller than the
temperature, so that @f@" is the same for both sites. Equation (4.18) follows from the fact
that the on-site chemical potentials of the local majority and minority electrons are shifted
by ⌥|Pi|/@f@" , respectively. The spinors that correspond to these local spin eigenstates are
defined by the directions of Pi, Pj . Importantly, the fact that the chemical potential
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(a)
Figure 4.6: (color online). Resonant condition and spin current. (a) the resonant condition





  ✓H plane. The cuto↵ values










. (b) the behavior of the spin current
calculated from Eq. (4.15) for ga3~/⌧ = 4 · 10 3 and t0⌧/~ = 15.
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splitting is symmetric around the chemical potential of the unpolarized system ensures the
absence of the charge current, i.e., the net current flow i ! j is compensated by the net
current flow j ! i. With di↵erent spin polarizations of the sites, the compensation of the
charge flows leads to the imbalance of the spin flows, and thus to Eq. (4.18). Note that
Eq. (4.18) remains valid in the external magnetic field, which enters only via the magnitudes
of polarizations. Overall, Eq. (4.18) suggests that polarization built up at the F-N boundary
spreads along the current-carrying resistor network, as illustrated in Fig. 4.7.
4.5 Concluding remarks
Our result Eq. (4.15) applies when the phonon-induced broadening of the levels is smaller
than !. In the opposite case, !⌧ ⌧ 1, the mechanism of absorption is the Pollak-Geballe
relaxation mechanism, Ref. [36]; no sharp dependence of pumping near the resonance is
expected in this regime. Unlike pumping into metals, the pumping rate Eq. (4.15) is not
simply proportional to m ⇥ dmdt . The prefactor in Eq. (4.14) depends on the relative
orientation of m and the external magnetic field, H.
Suppose that we are at resonance ~! =  z. The microwave field acts both by driving the
FMR but also directly, by causing transitions between the Zeeman levels. If the amplitude
of the field in frequency units (Rabi frequency) exceeds the inverse spin relaxation time,
these transitions will be saturated in the bulk. Then the pumping becomes ine cient.
In conventional theory of hopping transport the applied voltage drops not on all the
resistors constituting the network, but on the highest, critical, resistors representing the
“hardest” hops [31]. The spin relaxation rate will be dominated by hyperfine or spin-orbit
environment [37, 29] of this hop.
We did not consider e↵ects of electron-electron interaction, and did not describe in detail
how finite resistance of the spin-current network, Section 4.4, a↵ects the measured value
of the spin current. In brief, Coulomb correlations enhance the absorption of magnons by
increasing the number of singly occupied pairs [33], while the measured spin current is given
by Eq. (4.15) only in the limit of vanishingly small bulk resistance. These considerations
are, however, completely standard, and do not change the qualitative picture of spin current
generation by resonant magnon absorption in hopping insulators, developed in this paper.
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Figure 4.7: (color online). “Spin-resistor” network. Polarizations Pi and Pj on the sites
i, j determine the spin current between these sites. The coe cients, Rij , are proportional
to the electric hopping resistances.
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CHAPTER 5
EFFECTIVE SPIN HALL PROPERTIES OF A





The spin Hall e↵ect [1-3](SHE), predicted theoretically more than four decades ago
[1, 2], is nowadays routinely observed in many materials [4-17], which include traditional
and exotic metals, prominent semiconductors, and graphene. Moreover, the inverse spin
Hall e↵ect (ISHE), i.e., generation of voltage drop normal to the spin current, was recently
“put to work”. It serves as a tool to detect whether or not the spin current is injected into
a nonmagnetic material from an ac-driven ferromagnet in the course of spin pumping.
Original scenario [1-3] of the SHE involves the current driven through a sample resulting
in the spin-density accumulation at the boundaries. This accumulation is the result of
the generation of the spin current in the direction normal to the charge current. Spin
current is generated due to the spin-orbit coupling of the charge carriers in the sample. In
experiments [4-17] the charge current did not flow. Instead, the spin current was injected
into a nonmagnetic material through the boundary with a ferromagnet, and ISHE signal
was registered. A nontrivial scheme to generate spin current was realized in Ref. [18]. The
main idea of this scheme is that the sample was not a part of the electric circuit, but rather
the charge current was created due to the photogalvanic e↵ect accompanying the interband
electron absorption of light beams with frequencies ! and 2!. The photogalvanic e↵ect
originates from interference of di↵erent absorption pathways. As illustrated in Fig. 5.1,
the SHE resulting from this interference when the linear polarizations in the beams are
mutually orthogonal.
Most recently [19-22] the pumped spin currents in certain polymers were registered via
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Figure 5.1: (color online). Observation of the ISHE using the two-color optical pump-and-
probe technique. (a) Illustration of orthogonally polarized ! and 2! pulses producing a pure
spin current (double headed straight arrow) along the ! beam polarization direction (xˆ).
The charge current due to the ISHE (curved arrows) along yˆ leads to electron accumulation
near one edge of the illuminated region. (b) Measured charge accumulation due to the ISHE
(adapted from Ref. [18]).
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inverse spin Hall voltage which they induced in Pt electrode located at some distance from
the interface with ferromagnet.
The latest focus [23-25] of the research on the spin physics in organics is the study of
the properties of platinum-containing ⇡-conjugated polymers. In these materials Pt atoms
are embedded in the polymer backbone chains. While the SO coupling, which is the origin
of the SHE, is very weak in polymers, adding Pt creates the elements of the backbone; see
Fig. 5.2, where it is locally strong. These elements can be separated either by one or by
three ⇡-conjugated spacer unit lengths. Experimenally [25], the ISHE signal measured on
Pt-rich polymer samples looks very much the same as the signal measured on pure Pt, as
can be seen in Fig. 5.2.
In this regard, a general question arises: how the spin Hall e↵ect is realized in composite
materials where the strong SO and low SO domains are intermixed? Note that, by now, all
theoretical studies of SO-related transport assumed that the SO coupling is homogeneous.
The goal of the present paper is to develop an elementary theory which addresses the
question formulated above. Unlike Refs. [26, 27], we will not specify a mechanism of SO
on the microscopic level, but rather focus on purely “geometrical” aspects. Namely, we will
consider the following minimal model: a system of SO grains is dissolved in a matrix with no
SO. The question we will be interested in is: what are the e↵ective spin Hall characteristics
of the mixture.
Firstly, we address a mechanism of the formation of the inverse spin Hall voltage between
the edges of the sample in the geometry of the mixture. Unlike the case of homogeneous
SO, this formation happens as follows. The spin current turns each SO grain into an electric
dipole. All dipole moments are oriented normal to the spin current. Thus the potentials
they create at the upper and the lower boundaries of the sample add up. The di↵erence of
these potentials is the e↵ective ISH voltage, V SHe↵ , of the mixture, which can be related to
the e↵ective spin Hall angle, ✓SHe↵ .
Naively, one would expect that, in a mixture of grains of density, n, and radius, a, the
relation ✓SHe↵ = (na
3)✓SH holds within a numerical factor. Here ✓SH is the spin Hall angle of
the bulk SO material. This is simply because na3 is the volume fraction of the SO material.
Equally, one would expect that the e↵ective spin relaxation time of the mixture is 1/(na3)
times longer than in the SO material, so that spin di↵usion length,  e↵ is related to the spin
di↵usion length,  , of the SO material as  e↵ = (na3) 1/2 .
The above expectations are correct only in the limit when the grains are small enough,
namely, a⌧  , so that the portion of spin polarization, which is lost within a single grain,
is small. The opposite case of large grains, a   , is much less trivial. As we show below,
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Figure 5.2: The electroluminescence spectra of the Pt-polymer series studied here, and
observation of p-ISHE response in Pt-1 polymer. a, Normalized electroluminescence spectra
for Pt-1 (black), Pt-3 (red), and Pt-Q (blue) polymers, respectively. The SOC strengths
can be estimated from the electro-phosphorescence (Ph)/fluorescence (FL) intensity ratios.
The insets show the building blocks of the studied Pt-polymers. The spacer in Pt-1 has a
single phenyl ring, whereas that of Pt-3 has three phenyl rings. b, schematic illustration for
the p-ISHE-Is current response in OSEC-based devices. IC , IF , and IS are respectively the
electric current source generated by the ISHE in the organic layer, AHE in the NiFe thin film
(suppressed by capacitor geometry), and detected current response by the preamplifier. c,
FMR spectra of the Cu/Pt-1 polymer/NiFe/SiO2/Cu device measured by MW transmission
without (black) and with (red) the spin coated Pt-1 polymer. The inset shows the FMR
resonance field, Bres vs. the external field angle, ✓B. d, typical p-ISHE(B) response (in
terms of current, IS) in Pt-1 polymer device (ISHE/AHE ratio ⇠ 9). The black squares
and red circles lines in (d) are the data with the in-plane magnetic field B (at 0 ) and B
(at 180 ), respectively. e, p-ISHE(B) response vs. the MW power as denoted. The inset
shows the obtained linear IS vs. MW power dependence (adapted from Ref. [24]) .
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in this limit V SHe↵ ⇠  na2V SH, while  e↵ ⇠ 1(na)1/2 . In other words, at small  , the e↵ective
spin-di↵usion length saturates. This finding can be loosely interpreted from the perspective
of di↵usion in the presence of the absorbing traps. The stronger the absorption, the smaller
the concentration of particles at the position of the trap.
Finally, we will demonstrate that V SHe↵ is sensitive to a very weak magnetic field. In
a homogeneous material, the spin Hall e↵ect gets suppressed in the field with Larmour
frequency ⌦ ⇠ ⌧ 1s , where ⌧s is the spin-relaxation time. For the mixture, the characteristic
field is ⇠ T 1, where T is the di↵usion time between the sample edges. This is because spin
precession takes place mostly outside the grains. The paper is organized as follows. In Sect.
2 we solve an auxiliary problem of electric the polarization of a grain with a given radius,
a, by the spin current. The solution is then employed to calculate the e↵ective inverse spin
Hall voltage in the mixture of grains with concentration, n. Sensitivity of this voltage to
a weak longitudinal magnetic field is studied in Sect. 3. In Sect. 4 the e↵ective di↵usion
length,  e↵, of the mixture is expressed via  , a, and the parameter na3. The physics of
elongation of  e↵ for small  ⌧ a is discussed in Sect. 5. Concluding remarks are presented
in Sect. 6.
5.2 Calculation of e↵ective characteristics
of the mixture
5.2.1 Single grain
The simplest way to incorporate the spin Hall e↵ect on a quantitative level [28] is to add
to the current density, j =  E, the term  D curlP , where   and D are the conductivity and
the di↵usion coe cient, respectively, P (r) is the coordinate-dependent spin polarization.
The strength of the SO coupling is quantified by a dimensionless parameter  . The system
of coupled equations for the spatial distribution of P (r) and j(r) reads [28]







The second equation defines the component i of the flux of the j-projection of spin po-








Consider an isolated spherical grain with radius, a, and with the strength of SO-coupling,
 , embedded into an infinite medium with   = 0 and with no spin relaxation, ⌧s =1, Fig.
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5.3. Assume that the flux of spins, oriented along the x-axis and flowing along the y-axis,
is incident on the grain. In application to the geometry, Fig. 5.3, the essence of the inverse
spin Hall e↵ect is that the incident spin current, is, induces an e↵ective electric dipole on
the sphere. The induced dipole moment is perpendicular to both, the current direction and
polarization direction in the incident flux, i.e., it is directed along the z-axis.
To calculate the magnitude, Pc, of the dipole moment it is natural to switch to spherical
coordinates in which the incident polarization, Px =   isDout y, and the spin-current density,
iy = is, have the form
P =   is
Dout
r sin ✓e , is = is(sin ✓er + cos ✓e✓), (5.4)
where er, e✓, and e  are the unit vectors along radial, polar, and azimuthal axes, respec-
tively; see Fig. 5.4.






From the form of 'out we conclude that the ✓-dependence of ' inside the sphere is also
proportional to cos ✓. This, together with Poisson’s equation  ' = 0, suggests that the
induced electric field, Ein, inside the sphere is homogeneous, so that
'in =  Einr cos ✓. (5.6)
Substituting Eq. (5.2) into Eq.(5.3), and taking into account that @Ein/@xi = 0, we






where Din is the di↵usion coe cient inside the sphere.
As we will see below, the polarization, P (r), has only  -component inside the sphere
and at all distances outside the sphere. As in the incident flux, Eq. (5.4), the angular
dependence of P  is / sin ✓. Outside the sphere, where  P = 0, the general form of P  is





) sin ✓e , (5.8)
where the constant  s is the “spin polarizability”. Inside the sphere, the solution of Eq.
(5.7), proportional to sin ✓, has the form





















Figure 5.3: (color online). Conventional geometry for the inverse spin Hall e↵ect. (a)
Spin current flowing along y causes a buildup of the voltage, V ISH, between the edges
z = ±L/2. The buildup takes place as long as y is smaller than the spin di↵usion length,
 . (b) Schematic illustration of a “granular” geometry, where the SO-coupled material is
dissolved in the matrix with no SO coupling. (c) microscopic scenario of ISHE on a single
spherical granule of a radius, a. Spin current with polarization along x turns the sphere into
an electrical dipole directed normally to the current. The magnitude of a dipole moment,





Figure 5.4: (color online). The cross section z = 0. (a) Distribution of the spin current in
the (x, y)-plane in the presence of a spherical grain, Eq. (5.38), is illustrated schematically
for r > a. Inside the grain, r < a, this distribution is determined by Eq. (5.29). (b)
Distribution of the spin polarization along the radius, r, is plotted for Dout/Din = 2 and
three values of  : a/  = 0.2 (green), a/  = 4 (blue), and a/  = 12 (purple). Enhancement
of the e↵ective spin di↵usion length for small  /a is a result of a strong suppression of
polarization near the boundary r = a.
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where P˜ is a constant, and
  = (Din⌧s)
1/2 , (5.10)
is the di↵usion length. The function i1(x) is a modified spherical Bessel function. We chose
the function i1 because it is finite at x = 0.
While the polarization has only  -component, the spin current, defined as a flow of the
















@P  out/@✓. At large distances
the current Eq. (5.11) reproduces Eq. (5.4).
There are two unknown constants, Pc and  s, in the expressions for electric field and spin
polarization inside the sphere, and two unknown constants, Ein and P˜ , in the corresponding
expressions outside the sphere. These constants are determined from the four boundary
conditions at r = a:




















= P˜ i1(a/ ). (5.14)












The system Eqs. (5.12)-(5.15) yields the sought expression for the spin-current-induced
dipole moment
Pc =   6ea
3 
( in + 2 out)M is, (5.16)














Naturally, the proportionality coe cient between Pc and the spin current contains the first
power of the SO coupling strength,  .
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The second term in Eq. (5.17) contains  2, and can be safely neglected. The ratio
Dout/Din can be replaced by  out/ in. It is seen from Eq. (5.17) that the factor M depends
strongly on the relation between the radius of the sphere and the spin-di↵usion length. For
a ⌧   the last term in Eq. (5.17) is 1, while for   ⌧ a it is big and equal to a/ . In
the latter case Eq. (5.16) yields Pc /  a2. This dependence has a simple interpretation.
Namely, for  ⌧ a the induced dipole is generated only inside a spherical layer of a thickness
⇠   near the surface of the sphere; see Fig. 5.4.
Description of a direct spin Hall e↵ect for a sphere is completely similar to the case of
the inverse spin Hall e↵ect considered above. A charge current, ic, along the y direction
generates a spin dipole moment, Ps, in the z-direction. Analytical expression for Ps is
similar to Eq. (5.16)
Ps = 3 ina
3 
e( in + 2 out)DinM ic. (5.18)
5.2.2 Finite density of grains
Consider a sample of a rectangular shape with a width, L, and thickness, d, (L   d).
As the injected spin current flows through the cross section, the voltage builds up between
the edges z = ±L/2. The easiest way to calculate this voltage is to sum the contributions
of individual dipoles. If a grain is located at a point with coordinates (xi, yi, zi), see Fig.
5.5, then the potential di↵erence between the edges, created by an induced dipole reads
























where Pc is given by Eq. (5.16). In calculating the e↵ective inverse spin Hall voltage the
summation over dipoles is replaced by integration











dzV (x, y, z), (5.20)
where y0 is the distance from the point at which voltage is measured to the point of
spin-current injection. Naturally, the replacement of the sum by integral is justified when
nL2d   1. The integration over y is straightforward. Subsequent integral over z diverges
logarithmically at z = L/2 and z =  L/2. This divergence should be cut o↵ at (z±L/2) ⇠ d.
Then the integration over x reduces to multiplication by d. The final result reads













+ 1 + Ly0 + 1q
L2
y20
+ 1 + Ly0   1
!#
. (5.21)
At small distances from the injection point, d⌧ y0 ⌧ L, the first two terms in Eq. (5.21)


















Figure 5.5: (color online). The e↵ective spin Hall voltage is the sum of contributions from
individual SO-induced dipoles. With density of granules, n, the typical distance between
the neighbors is n 1/3. It is much bigger than the radius, a, but much smaller than the
sample width, L, which allows us to replace the sum by the integral Eq. (5.20).
93
distances, y0   L, the second and the third logarithms combine into ln(L/d), leading to
the result


















Note that for highly conducting grain, both factors in the denominator do not depend on
the characteristics,  out and Dout, of the matrix. In this domain V SHe↵ depends strongly on
the relation between   and a. Overall, Eq. (5.21) describes the growth and subsequent
saturation of the inverse spin Hall voltage.
5.3 Magnetic-field dependence
The behavior of V SHe↵ with position y0 becomes nontrivial in the presence of magnetic
field directed along the y-axis, a somewhat similar e↵ect was pointed out in Ref. [28]. If the
magnetic field is weak, so that the Larmour frequency, !L, is much smaller that ⌧ 1s and
much smaller than Dout/a2, which is the inverse di↵usion time through the grain, then the
e↵ect of the magnetic field on the generation of an electric dipole can be neglected. Instead,
the field a↵ects only the polarization in the spin current incident on the grain. This allows
one to use the result Eq. (5.16) in calculating the !L-dependence of V SHe↵ .
Outside the grains, the polarization components, Px and Pz, satisfy the system of
equations: Dout
d2Px
dy2 + !LPz = 0 and Dout
d2Pz
dy2   !LPx = 0. Assuming that at the point of



































Suppose that a grain is positioned at y = y0. Then the induced dipole moment will be a












where Pc, given by Eq. (5.16), is proportional to the magnitude of the spin current, is,
which does not change in the presence of a magnetic field. To proceed further, we notice
that only the Pz-component of the induced dipole moment contributes to the buildup of
V SHe↵ and should be substituted into Eq. (5.19) instead of Pc. We first perform integration
over z and x. The remaining integral over y takes the form






(y   y0)2 + d2
  1p




















For !L = 0 Eq. (5.25) reproduces the limiting cases of Eq. (5.21). With characteristic








which is a natural scale at which the di↵usion time through a square with a side L is equal to
the Larmour period. Simple asymptotic expressions for V SHe↵ can be obtained in the domain
!L   !˜L, when the second term in the integrand can be neglected:




. In this limit, the log-divergence at large y is cut o↵ at
y ⇠ (Dout/!L)1/2, and we get











. We can now neglect y compared to y0 in the square brackets.
Then the integration can be easily performed, yielding






The asymptotes Eq. (5.27), (5.28) do not cover the entire domain of !L. At the crossover
field !L ⇠ Dout/y20 . Eq. (5.27) exceeds Eq. (5.28) by a large factor ⇠ ln(y0/d). As the
magnetic-field dependence of voltage is plotted numerically, see Fig. 5.6, it appears that in
the intermediated domain the ISHE voltage exhibits two sign reversals. This means that the
oscillations in Eq. (5.23) do not average out completely after integration over the positions
of the spheres.
5.4 E↵ective spin di↵usion length
There are two reasons why the e↵ective spin-di↵usion length of the mixture exceeds  .
The first reason is obvious: the grains are sparse and there is no spin relaxation in between
the grains. The second reason is much more subtle and becomes important when   is much
smaller than the grain radius. Namely, the rate of the spin relaxation at the grain surface
is suppressed. Formally, this suppression, illustrated in Fig. 5.4, follows from the behavior
of polarization inside the grain



















is sin ✓e . (5.29)
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Figure 5.6: (color online). Dependence of the e↵ective ISHE voltage on a longitudinal
magnetic field, !L, is plotted from Eq. (5.25) for three di↵erent positions. y0, in the units
of (dL)1/2, along the sample. Blue, violet, and green curves correspond to y0 = 2, y0 = 4,
and y0 = 6 , respectively.
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It is seen from Fig. 5.4 that, for   = a/12, the radial distribution of Pin(r) not only falls
o↵ rapidly from the surface towards the center, but its value at the surface is small. The
physical origin of this smallness is elucidated in the Appendix.
While our goal is to find  e↵, in order not to deal with boundaries we first calculate the
e↵ective spin relaxation time of the mixture. Spin relaxation takes place only inside the
spheres. If at time t = 0 the polarization inside the sphere is distributed according to Eq.












Using the explicit form, i1(x) = (x cosh(x)  sinh(x)) /x2, of the modified spherical Bessel









where the dimensionless function F(x) is defined as
F(x) =
x sinh(x)  2 cosh(x) + 2
2(DoutDin   1)[x cosh(x)  sinh(x)]x+ x3 sinh(x)
. (5.32)
The result, Eq. (5.31), can also be expressed through the polarization outside the sphere









In the absence of spin current, the spin relaxation inside the spheres causes the time
decay of the spin polarization in the medium between the spheres. This is because di↵using
carriers eventually “hit” a sphere. Consider an interval (y0    y2 , y0 +  y2 ), and assume that
there are hard walls at the ends, so electrons do not flow in or out. Then the initial net
polarization, Pout(y0) y, inside the interval will decay with some e↵ective rate ⌧
 1
e↵ . To find













Note that the product in the numerator is equal to  2. We can now use the expression for







Let us trace the decrease of  e↵ as the spin-di↵usion rate inside the sphere gradually
decreases. For    a, the function F(x) can be replaced by F(0) = Din4(2Dout+Din) . Thus the
enhancement of the spin-di↵usion length due to patterning the SO material into granules
is ⇠ (na3) 1/2. In the opposite limit   ⌧ a we have F(x) ⇡ 1/x2. This leads to the
unexpected conclusion that in this limit  e↵ saturates at the value ⇠ 1(na)1/2 . The origin of
this saturation is suppression of polarization at the surface, the e↵ect discussed above and
further elaborated on in the Appendix.
5.5 Discussion
The two main results of the present paper are Eqs. (5.21), (5.22), and Eq. (5.36) for the
e↵ective inverse spin Hall voltage and the e↵ective spin di↵usion length of the mixture. It
is convenient to cast Eq. (5.22) in the form of the relation between the e↵ective spin-Hall
angle, ✓SHe↵ , of the mixture and the spin-Hall angle, ✓
SH, of the material of the grain. The
spin Hall angle is defined as the proportionality coe cient between the charge and spin

















where we assumed  in    out. Essentially, the proportionality between ✓SHe↵ and ✓SH is
determined by a “volume factor”, na3. Note, however, that ✓SH is the characteristics of a
homogeneous SO-film, only as long as the film thickness, w, is much smaller than  . For
w    , ✓SH falls o↵ as  /w. At the same time, the decay of ✓SHe↵ with y0 sets in only when y0
exceeds the e↵ective spin di↵usion length of the mixture. This length is much bigger than
 , as it was shown in Section IV.
Note that, strictly speaking, Eq. (5.36) describes  e↵ only within a numerical factor.
This factor was lost as we replaced is by PoutDout/a, assuming that the first term in Eq.
(5.8) dominates. In fact, precisely at r = a, the two terms almost cancel each other. Indeed,
substituting the expression for  s into Eq. (5.8), we can cast it in the form




















In the limit   ⌧ a and r = a, the expression in the brackets is equal to 3 Dout/Din, and
thus is much smaller than a. However, for bigger r ⇠ a the compensation of the first two
terms does not take place, and the relation is ⇠ PoutDout/a holds.
The suppression of Pout near the surface of the sphere, expressed by Eq. (5.38), is the
reason why  e↵ saturates when   ! 0; see Fig. 5.7. Loosely speaking, strong relaxation
“repels” the spins from the boundary, which, in turn, slows down the e↵ective relaxation.
The above physics is quite general. To illustrate it, in the Appendix we consider a model
example of di↵usion of particles in the presence of an absorbing trap and demonstrate that,
with increasing absorption rate, the concentration of particles vanishes at the position of
the trap.
It is instructive to compare our result Eq. (5.22) with the expression for the perturbation
of spin current flowing in a normal metal around a ferromagnetic sphere [29]. Rather that
the SO coupling in our case, the di↵erence of spin-up and spin-down carriers in Ref. [29]
is caused by the di↵erence of their conductivities inside the ferromagnet. As a result,
the induced dipole moment in our case is normal to the spin current, while the induced
“spin dipole moment”[29] is along the spin current. Other than that, the two expressions
resemble each other. There is, however, an important di↵erence. If the conductivity of the
ferromagnetic sphere [29] is much higher than the conductivity of the surrounding normal
medium, then the perturbation of the spin current is suppressed (resistance mismatch). On
the contrary, for the inverse spin Hall e↵ect, the bigger the ratio Din/Dout, the stronger the
modification of the spin current outside the sphere.
For a quantitative example of the e↵ect of granularity on the e↵ective parameters of the
mixture, assume that the density of the SO granules is na3 = 10 2, while the spin di↵usion
length in the material of the granule is   = 0.2a. Compared to the geometry in Fig. 5.3
with no granularity we “lose” 100 times in the inverse spin Hall voltage. At the same time,
we gain in  e↵. Substituting   = 0.2a into Eq. (5.36), and assuming Din   Dout, we find
 e↵ = 10 .
5.6 Concluding remarks
For experimentally verifying our theoretical results, composites of SO and no SO materi-
als can be prepared using a variety of widely available fabrication techniques. For example,
in Ref. [30], authors used a pulsed laser deposition technique to prepare a composite
composed of gold nanoclusters embedded in the ZnO matrix. In Ref. [31], a self-assembly
approach was used to fabricate a composite composed of nickel nanoclusters embedded in
amorphous Al2O3 matix. In Ref. [32], a nanofabrication approach was employed to prepare
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Figure 5.7: (color online). The e↵ective spin di↵usion length in the units (3⇡2na) 1/2 is
plotted from Eq. (5.36) for ratios Dout/Din: Dout/Din = 1 (green), Dout/Din = 5 (purple),
and Dout/Din = 10 (blue). Note the saturation of  e↵ at small   .
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a magnonic crystal composed of cobalt nanodots embedded in a permalloy film. Similar
approaches can be used to prepare the desired composite structures of SO and non-SO
materials, say Pt or Au nanodots (with large ✓SH) embedded in films of low ✓SH materials
(such as copper, molybdenum or even semiconductors like silicon).
From the device point-of-view, an obvious way to enhance the spin di↵usion length
would be by creating a 1D structure of alternating SO and no SO layers To achieve this,
however, the thickness of the SO-layer should be smaller than  . Conversely, in a granular
system the enhancement takes place when  ⌧ a. This is because the spin current can flow
around the spheres.
In numerous spin-pumping experiments, see e.g. Refs. [4-17], the measured quantity,
V SH, is proportional either to ✓SH , when the thickness of nonmagnetic material is much
bigger than  , or simply to ✓SH in the opposite limit. A comprehensive list of experimental
values of ✓SH and   for a number of heavy metals can be found in Ref. [33]. This list
indicates that, while, separately, ✓SH, and   vary within wide ranges, the range of change of
their product is much narrower, see also Ref. [34].
Overall, there is still experimental ambiguity in extracting the intrinsic SO parameters
of materials from the experiment. In this regard, granularity can o↵er help by bringing a
new spatial scale, the radius of the grain, a. As shown in Fig. 5.7, the value  e↵ depends
very strongly on the relation between   and a.
In a specific case of a semiconductor ZnO the inverse spin Hall e↵ect was studied both
in pumping experiment [35] and directly by measuring the nonlocal voltage [36]. In both
measurements the value ✓SH was found to be anomalously big, compared, e.g., to Si [14, 15].
It has recently been shown that the value ✓SH in ZnO can be tuned very sensitively by
changing the oxygen ambient under which it is grown [37]. Films prepared under a high
oxygen-rich environment showed a large value for ✓SH (⇠ 0.1), while the films prepared
under a low oxygen ambient showed an order of magnitude lower value of ✓SH.
5.7 Appendix
Consider a di↵usion in one dimension. If at time t = 0 the distribution of particles is a













where D is the di↵usion coe cient.
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Suppose now that an absorbing trap is placed at the coordinate origin. Then the










where a is the size of the trap, and ⌧s is the absorption rate. Then the time-dependent
concentration, n(x, t), can be expressed through the Green function of Eq. (5.40)
n(x, t) =
Z
dx0G(x, x0, t)n(x0, 0) (5.41)
It is convenient to present the Green function in terms of eigenfunctions,  k of Eq. (5.40),







 k = k
2 k. (5.42)
Then the expression for G(x,x’,t) reads





The second term in Eq. (5.42) plays the role of delta-potential barrier, and causes the


















where the phase 'k is found from the condition
tan'k =   a2D⌧sk , (5.46)
imposed by Eq. (5.44).
Upon substituting Eq. (5.43) into Eq. (5.41) and using the initial condition, we arrive







cos k|x|+ a2D⌧sk sin k|x|




It is now convenient to introduce a dimensionless coordinate x˜ = x/(Dt)1/2 and the

















We see that the characteristics of the trap, a and ⌧s, enter only into rescaling of time. In
Fig. 5.8 we plot Eq. (5.48) for four di↵erent t˜. It is seen from Fig. 5.8 that, with time,
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(a)  = 0.2
(b)  = 2




Figure 5.8: Di↵usive spreading of the initial particle distribution n(x, 0) =  (x) in the
presence of an absorbing trap located at x = 0 is described by Eq. (5.48). Shown is n(x, t)
at a fixed time, t0, for di↵erent absorption e ciencies, , Eq. (5.51). The more absorbing
the trap is, the deeper is the dip at the origin, and the slower is the decay of the net number
of particles at long times, as follows from Eq. (5.50).
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the density n(0, t) at the origin develops a dip. The smaller ⌧s, i.e., the more absorbing
the trap, the sharper the dip. This conclusion also follows from the long-time asymptote of





























This asymptote indicates that the ratio of concentrations at half-width, x ⇡ (Dt)1/2, and
at the origin is ⇠ t˜1/2, i.e., the dip is deep.
The next question we ask ourselves is how the total number of particles
R
dx n(x, t)




dx n(x, t) = Erfc(t˜
1



















where Erfc(s) is the complementary error function. It is seen from Eq. (5.50) that the change
of the decay rate @N/@t takes place at t˜ ⇠ 1. This change is caused by the development of
the dip. Indeed, for t˜  1 the decay rate falls o↵ with time as t 3/2.
Overall, we conclude that the spreading of the particle density in the presence of a trap





which is the dimensionless e ciency of absorption by the trap. If this e ciency is small,
the spreading will proceed as in the absence of the trap for most of the time, until the
concentration at x = 0 becomes really small. Only then, n(x, t) will a dip develop at x = 0,
and the decay of the net number of particles will proceed even slower. For large e ciency,
the dip will developed early, namely at t ⇠ ⌧s/2 ⌧ ⌧s, after which time the decay of N(t)
will be governed by the value of n(0, t) of the concentration at the dip.
Formation of a dip in our model problem puts into a general perspective the behavior of
the e↵ective spin di↵usion length in the system of the SO grains. In the limit  ⌧ a, see Eq.
(5.36), the value  e↵ saturates because the polarization near the boundary gets suppressed
as a result of the development of a local minimum.
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In the past decade there was remarkable progress in the fabrication of lateral structures
which combine ferromagnetic and normal layers and exhibit spin transport. The first
experimental evidence of spin injection from a ferromagnet into a nonmagnetic material
was obtained with the help of four-terminal (4T) technique. This technique was developed
in the pioneering papers Refs. [1,2]. It utilizes two ferromagnetic electrodes, injector and
detector, coupled to a normal channel; see Fig. 6.1. With the detector circuit being open,
the charge current does not flow between the electrodes. Instead, the current circulating
in the injector circuit leads to the voltage buildup between the detector and the normal
channel. This voltage buildup, or, in other words, the nonlocal voltage, is denoted with Vd in
Fig. 6.1. The nonlocal voltage is suppressed by a weak magnetic field normal to the direction
of magnetizations of the electrodes. Such a suppression, called the Hanle e↵ect, reflects the
precession of the spin of carriers in the course of di↵usion between the electrodes. Thus, the
characteristic width of the Hanle curve is the inverse spin relaxation time. This estimate
is valid if the distance between the injector and detector is smaller than the spin-di↵usion
length. In the opposite limit, a typical spin experiences a full rotation before arriving to the
detector. As a result, the shape of the Hanle curve acquires an oscillatory character. This is
illustrated in Fig. 6.2, where the Hanle curves for two strongly di↵erent sample lengths are
presented. Additional information about the spin transport can be inferred by measuring
the Hanle curve as a function of tilt of the external field, as illustrated in Fig. 6.1.
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Figure 6.1: Overidealized Stoner ferromagnet with (a) a full subband and (b) inequivalent
subbands. (c) The geometry of the experiment (adapted from Ref. [1]).
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Figure 6.2: Hanle curve. (a) Sample Walrus7, xˆ sweep and fit, in the thin limit.  s =
450µm   50µm = L. (b) Sample Walrus6, average of three yˆ sweeps and fit, in the thick
limit.  s = 170µm < 300µm = L. (adapted from Ref. [1]).
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More recently, experimental studies of spin injection were carried out using the three-
terminal [3-13] (3T) technique. Unlike the 4T technique, in this technique the injector and
detector electrodes are combined. The signal measured is the contact voltage between the
ferromagnet and the normal channel. Thus, the sensitivity of this signal to the applied
magnetic field can be viewed as simply the magnetoresistance of the junction containing
ferromagnetic and normal electrodes. In particular, in the setup shown in Fig. 6.3 the
Hanle measurement reveals the spin accumulation under the left ferromagnetic electrode.
This accumulation results from the injection from the ferromagnet. Two other electrodes
serve for passage of the current and measuring the voltage. Unlike 4T setup, spin transport
in the channel is not involved. Another schematic illustration of the 3T technique is shown
in Fig. 6.4. Depending on what voltage is measured, VNL or V , the device acts as 4T or
3T, respectively.
In a number of papers, see e.g., Refs. [4], [9], [12], the sensitivity of the 3T signal to
a weak magnetic field is, by analogy to the 4T signal, identified with the spin precession.
Namely, it is maintained that the measured signal in the 3T geometry is the sum of two
components, one coming from the resistance of the FM contact and the second resulting
from the local accumulation of the spins beneath the ferromagnetic contact.
Experimental results reported in Refs. [3-13] consistently reveal two puzzling features of
the 3T magnetoresistance. Unlike the normal Hanle curves, the magnetic field response of
the 3T signal shows up for orientations of the external both parallel as well as perpendicular
to the magnetization of the injector. Moreover, the signs of magnetoresistance are opposite
for the two field orientations; see Fig. 6.4. In addition, the 3T magnetoresistance curves are
much broader than the inverse spin-relaxation times measured independently. In general,
the basic underlying physics of magnetoresistance in transport between ferromagnetic and
normal electrodes constitutes a puzzle. Indeed, even if the portion of a channel under the
ferromagnetic electrode accumulates the spin, the normal electrode, acting as a detector,
does not “discriminate” between di↵erent spin orientations, and, thus, the current should
not be sensitive to the spin precession.
Possible resolution of these puzzles was proposed very recently in the theoretical paper
Ref. [14] and received some experimental support in the subsequent publications Refs.
[15-17]. The main idea of Ref. [14] is that the passage of current between the ferromagnet
and the normal electrode can be modeled as resonant tunneling via an impurity; see Fig.
6.5. On the qualitative level, the physics uncovered in Ref. [14] can be explained as follows.
When the current flows from normal into ferromagnetic electrodes, the spins of electrons
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Figure 6.3: Device geometry and energy diagram of magnetic contact with n-Si. a,
Three-terminal device for injection and detection of spin polarization in Si under a single
contact (left) consisting of an oxide insulator and a ferromagnetic-metal electrode (FM;
blue). Contacts used to source current (right) and detect the voltage (middle) are placed
away from the active interface by more than several spin di↵usion lengths (LSD). Each
contact has an area of 100⇥ 200µm2. b, Energy band profile of the junction, depicting the
ferromagnet, the Al2O3 barrier and the n-type Si conduction and valence bands bending
up towards the oxide, forming a depletion region in the Si that acts as a second part of the
tunnel barrier (adapted from Ref. [3]).
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Figure 6.4: (color online). Three-terminal transport. (a) Nonlocal and local electrical
setups for detecting spin accumulation. (b) The measured signal  R(B) = [V (B) V (0)]/IT
is a change in junction resistance when applying in-plane or out-of-plane magnetic fields.
The Lorentzian due to the in-plane field is typically observed only in the local setup.
Resonant tunneling via (c) type A or (d) type B impurities for spin injection (electrons
flow from F to N) (adapted from Ref. [14]).
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Figure 6.5: (color online). Three-terminal transport. (a) Electrical setup for measuring the
spin accumulation within the 3T technique. (b) Energy diagram illustrating the passage of
current in (a). The transport is by resonant magnetotunneling between a normal electrode
and a ferromagnet. External field, tilted by an angle ✓ from the direction of magnetization,
causes a splitting,  z, of the the impurity level. For nonzero ✓ two Zeeman levels get
coupled via a continuum of the states in a ferromagnet.
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arriving on the impurity do not have a preferential direction. Suppose that the ferromagnet
is fully polarized in " direction. Then electrons arriving with spin # will never tunnel into the
ferromagnet. External magnetic field induces precession of spins of the arriving electrons.
Then the electrons, which were “trapped” on the impurity without a magnetic field, get
a chance to tunnel, unless the field is not parallel to the magnetization. As a result, the
current, which did not flow in a zero field, becomes finite. The characteristic value of a
magnetic field can be estimated by equating the period of precession to the waiting time
for tunneling. The mechanism is e cient if the spin relaxation rate is smaller than the
tunneling rate. Obviously, for the reverse bias, when electrons flow from the ferromagnet
this mechanism does not apply.
The key ingredient of the above scenario is a strong repulsion, U , of " and # electrons
on the impurity. Indeed, if the tunneling of the # electron is forbidden, then, without the
repulsion, the current will be carried by " electrons, so that there will be no “blockade”.
In the present paper we address a question: whether large U is indeed necessary to
induce magnetoresistance. The question is delicate, since, for U = 0, the current does not
depend on the polarity of bias. Thus, if magnetoresistance is finite for tunneling into a
ferromagnet, it should be the same for tunneling into a normal electrode, which is highly
non-obvious. On the other hand, for U = 0 the current can be calculated exactly. Indeed,
resonant tunneling in external field can be viewed as a two-channel resonant tunneling [18]
via the Zeeman-split levels. Our main analytical result is that magnetoresistance is finite
for U = 0, and its magnitude is about 50%. The physical origin of the magnetoresistance is
the interference of the two transport channels, or, in other words, the coupling of Zeeman
levels via a continuum of states in the ferromagnet. We also trace how this coupling a↵ects
the current in the regime of correlated transport [14].
The paper is organized as follows. In Sect. 2 we derive and analyze the expression
for noninteracting resonant conductance via two Zeeman levels and, subsequently, for the
net resonant current. In Sect. 3 we study how the coupling of the Zeeman levels via a
ferromagnet a↵ects the current in the presence of correlations. Concluding remarks are
presented in Sect. 4.
6.2 Magnetoresistance in the absence of
Coulomb correlations
6.2.1 General expression
Within a noninteracting picture we can view the tunneling through a single impurity in a
magnetic field as tunneling via two Zeeman-split levels. The noninteracting current-voltage
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where V is the bias, and f(E) is the Fermi distribution.
If the electrodes are normal, the tunneling via each Zeeman level, ± z/2, proceeds





(E ± 12 z)2 + 14( L +  R)2
i
, (6.2)
where  L and  R are the widths with respect to tunneling into the left and right electrodes,
respectively.
Two tunneling channels are independent because the normal electrodes do not couple the
Zeeman levels, since the corresponding spinors are orthogonal to each other. By contrast, a
ferromagnetic electrode does introduce the coupling between the levels for any orientation of
magnetic field except for the field parallel to the magnetization. Indeed, if the angle between







#,    = sin ✓
2
"   cos ✓
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#, (6.3)
where " and # are the spin states in the ferromagnet, and the azimuthal angle is set to zero.
Denote with  "L and  
#
L the widths of the Zeeman levels with respect to tunneling into the
ferromagnet for ✓ = 0. At finite ✓, an electron in the state  + can virtually tunnel into the
"-state of the ferromagnet. The amplitude of this tunneling is cos ✓2 . From the "-state it
can then virtually tunnel into    with amplitude sin ✓2 . The electron can also proceed from
 + to    via the # state of the ferromagnet. The corresponding amplitude is   sin ✓2 cos ✓2 ,
i.e., it has the opposite sign. As a result, the coupling matrix element between  + and
   is equal to ( "L    #L) sin ✓2 cos ✓2 . It is finite due to the di↵erence in the densities of the
intermediate states.
With two Zeeman levels coupled, the tunneling into the ferromagnet is described by a
matrix
 ˆL =
0@ "L cos2 ✓2 +  #L sin2 ✓2 ( "L    #L) cos ✓2 sin ✓2
( "L    #L) cos ✓2 sin ✓2  "L sin2 ✓2 +  #L cos2 ✓2
1A . (6.4)
This matrix enters into the calculation of the di↵erential conductance, which is given by













The matrix Sˆ, which is the Green function in the matrix form, is given by
Sˆ =











We will present the result of the evaluating of the matrix product Eq. (6.5) in the
notations of Ref. [14], by denoting with  N (instead of  R) the tunnel width for the normal











L) is the e↵ective tunneling width for the ferromagnetic electrode, so
that
 "L =  F (1 + p),  
#
L =  F (1  p). (6.10)
With the new notations, the matrix Eq. (6.4) assumes a compact form
 ˆL =  F
✓
1 + p cos ✓ p sin ✓
p sin ✓ 1  p cos ✓
◆
. (6.11)




E2 + 14( 2z +  2N )  E zp cos ✓ + 14(1  p2) F (2 N +  F )⇥E2   14( 2z +  2N + 2 F N + (1  p2) 2F )⇤2 + ⇥E( N +  F )  12 F zp cos ✓⇤2 .
(6.12)
6.2.2 Analysis
Naturally, the dependence G(E) is an even function of E only for the perpendicular
orientation of the magnetic field, ✓ = ⇡/2. The asymmetry of G(E) is maximal for the
parallel orientation. The asymmetry becomes progressively pronounced with increasing
magnetic field, as illustrated in Fig. 6.6.
The specifics of tunneling from the ferromagnet, as compared to the normal electrode,
is that Eq. (6.12) depends on the orientation of magnetic field. In Ref. [17] the tunneling
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Figure 6.6: Di↵erential conductance, G(E), in the units of e2/⇡~ is plotted from Eq.
(6.12) for di↵erent dimensionless magnetic fields, in the units  z/ N . (a)-(d) correspond
to  z/ N = 2.5, 4, 6, and 10, respectively. All curves are plotted for  F = 2 N and the
orientation of the magnetic field, ✓ = 15 .
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from cobalt-iron electrode into silicon via an oxide was studied using the inelastic electron
tunneling spectroscopy. The curves @
2I
@V 2 exhibited di↵erent behavior for parallel and per-
pendicular orientations of magnetic field. Motivated by these findings, in Fig. 6.7 we plot
the @
2I
@V 2 calculated from Eq. (6.12) for ✓ = ⇡/2 as a function of bias and magnetic field
together with the di↵erence of @
2I
@V 2 for ✓ = ⇡/2 and ✓ = 0. The value at ✓ = 0 is finite due to
finite polarization p = 1/3 of the ferromagnet. All the plots correspond to high-temperature
T = 10 N , so that only the magnitude, not the shape, of the curves is T -dependent. It is
seen from Fig. 6.7 that the relative di↵erence of second derivatives is ⇠ 10% and exhibits
additional structure at small  z and at small bias. Still Fig. 6.7 cannot account for the
results of Ref. [17], where the observed anisotropy was really strong.
An interesting situation unfolds when the bias and temperature are of the same order
and are much bigger than the level width. Then the  z-dependence of current, calculated
numerically from Eq. (6.1), exhibits a growth for perpendicular orientation and a minimum
for parallel orientation as it is seen in Fig. 6.8.
6.2.3 The net current at large bias
In 3T experiments [3-13] the net current showed the dependence on the magnitude and
orientation of magnetic field. It is not obvious whether this dependence is captured by
Eqs. (6.1), (6.12). For tunneling between normal electrodes, p = 0, there should be no
















so that the  z-dependence disappears upon integration over E . It turns out that magne-
toresistance is nonzero for a finite p. We will present the result for the net current assuming






N +  N F )( N +  F )   F 2z cos2 ✓
( 2z +  
2
N + 2 N F )( N +  F )
2    F 2z cos2 ✓
. (6.14)
Eq. (6.14) is our central result. Sensitivity of the net current to  z originates from the
coupling of Zeeman levels via the ferromagnetic electrode [nondiagonal element in matrix
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Figure 6.7: The second derivative, @
2I
@V 2 |✓=⇡/2 ((a),(c)) and the di↵erence, @
2I
@V 2 |✓=⇡/2  
@2I
@V 2 |✓=0 ((b),(d)) are plotted from Eqs. (6.1), (6.12) versus dimensionless magnetic field,
 z/ N , (a) and (b), and versus dimensionless bias, V/ N , (c) and (d). Note that the unites
on the vertical axis are e3/⇡~ N . In (a) and (b) the bias is V = 2 N , while in (c) and
(d) the magnetic field is  z = 2 N . In all plots  F = 1.5 N , polarization is p = 1/3, and
temperature is T = 10 N .
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Figure 6.8: Resonant-tunneling current (in the units e N/⇡~) calculated numerically from
Eqs. (6.1), (6.12) is plotted versus the dimensionless magnetic field,  z/ N , for di↵erent
field orientations. In all curves  F = 2 N , the bias is V = 10 N and the temperature is
T = 10 N .
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The current Eq. (6.14) is a growing function of magnetic field for all orientations, ✓; see





2 ✓ +  N





This saturation value can be understood from the following argument. At large  z the
tunneling via upper and lower Zeeman levels gets decoupled. The tunnel width of the upper









sum of the currents corresponding to these widths yields Eq. (6.16). The same saturation
value can be obtained from purely classical consideration, by introducing the probabilities
of all four variants of the occupation of the two Zeeman levels and solving the system of
master equations for these probabilities.
It is quite nontrivial that in Eq. (6.15) the characteristic scale of magnetic field,  z ⇠
( F N )
1/2, is much smaller than the level width  F /2. This suggests that, while the
tunneling times for each of the Zeeman levels is   1F , i.e., short, coupling of these levels via
a ferromagnet modifies them in such a way that one of the resulting levels possesses a long
lifetime. Similarly to Refs. [18], [21], the origin of this long lifetime can be traced to the
complex poles of G(E) in Eq. (6.12). These poles correspond to the condition: det Sˆ 1 = 0,




























i( N +  F )±
q
 2z    2F   2i z F cos ✓
i
. (6.18)
For  N ⌧  F and  z ⌧  F the imaginary parts of the roots are
Im E1 = 1
2







We see that the time (Im E2) 1 is long, and defines the scale  z ⇠ ( F N )1/2 of magnetic
field.
6.3 Correlated tunneling
With strong on-site repulsion, U , and the bias, V , exceeding the Kondo temperature, the
mechanism of transport is sequential tunneling. The scenario of this sequential tunneling is
most simple for U   V , when the double occupancy of the impurity is forbidden. Then the
passage of current, say, from the ferromagnet (F ) into normal electrode (N) via impurity
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Figure 6.9: Resonant current (in the units e N/⇡~) in the absence of correlations is
plotted from Eq. (6.14) versus the dimensionless magnetic field,  z/ N , for di↵erent field
orientations. In all curves  F = 2 N .
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(j) proceeds in simple cycles. At the first step, the electron tunnels from F to j, and at the




⌧F!j + ⌧ j!N
, (6.20)
where ⌧F!j and ⌧ j!N are the average waiting times for the corresponding tunneling
processes. Similarly, the current from N to F is given by
IN!F =
e
⌧N!j + ⌧ j!F
. (6.21)
For a normal electrode, the time ⌧ j!N is related to ⌧N!j as [23]
⌧ j!N = 2⌧N!j , (6.22)
reflecting the fact that tunneling from the electrode onto an empty impurity is possible for
both spin directions, while the electron on impurity can tunnel only into the states in the
electrode having the same spin direction. If the electrode F was unpolarized, the currents
Eqs. (6.20) and (6.21) would be given by[23]
IF!N =
e




⌧ j!F + 2⌧ j!N
. (6.24)
For a polarized electrode F the relation ⌧ j!F = 2⌧F!j is not valid. In calculating
⌧ j!F one should keep in mind that an electron can tunnel into F from both Zeeman levels
described by spinors  +,   , Eq. (6.3), so that
⌧ j!F =





In the same way, in calculating ⌧F!j , it should be taken into account that the electron from
F can tunnel into both Zeeman levels. The net rate of tunneling is given by
(⌧F!j) 1 = (⌧F!j+ )
 1 + (⌧F!j  )
 1. (6.26)
Upon these modifications, the times ⌧ j!F and ⌧F!j can be very di↵erent. Suppose that
the polarization is full, p = 1, and that the magnetic field is directed along the direction of
magnetization. Then for ⌧ j!F+ we have ⌧
j!F
+ = (2 F )
 1, while ⌧ j!F  = 1, reflecting the
fact [14] that the electron with spin # cannot tunnel into F , where all spins are ". For a
finite angle, ✓, between magnetization and magnetic field this blockade is lifted.
In calculating the tunneling times, it is very important that the electron tunnels into F
not from pure Zeeman levels, but from the levels coupled via F . This coupling is described
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by the nondiagonal element of the matrix Eq. (6.11). Then the corresponding partial times
are given by [18]




2Im E+ , (6.27)




2Im E  , (6.28)
where E+ and E  are given by Eq. (6.18) with  N = 0.







holds. This, in turn, means that the current IF!N is simply equal to 2e~  F N/(2 F + N ),
i.e., it does not exhibit any magnetic-field dependence [14]. On the other hand, with times





























( 2z    2F )2 + 4 2F 2z cos2 ✓
 




( 2z    2F )2 + 4 2F 2z cos2 ✓
. (6.31)
It is instructive to compare the result Eq. (6.31) with the corresponding expression from




⌘  F N 2z sin2 ✓⇥
(2 N +  F ) 2z + 2 
2
F N
⇤   F 2z cos2 ✓ . (6.32)
At small ✓ we can expand the square root in Eq. (6.31) asq









It follows from Eq. (6.33) that the two results coincide at small ✓. Otherwise, they are
di↵erent; see Fig. 6.10. The di↵erence is most pronounced for  F ⌧  N , when the tunneling
into F dominates the current. For example, for particular values  z =  F and ✓ = ⇡/2, the
current Eq. (6.31) is two times bigger than IN!F given by Eq. (6.32). The origin of the
discrepancy is the form of the Hamiltonian, adopted in Ref. [14], where strong Coulomb
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Figure 6.10: (color online). The current from normal into ferromagnetic electrode (in
the units 2e F /~) in the correlated regime is plotted versus dimensionless magnetic field,
 z/ F , for di↵erent orientations, ✓ and  N = 8 F . Green curves are plotted from Eq.
(6.31), while the purple curves are plotted from Eq. (6.32), Ref. [14].
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repulsion is ascribed to electrons in the states " and #. This is permissible only for ✓ = 0.
For nonzero ✓, the repulsion takes place between the electrons occupying the eigenstates  +
and   , see Eq. (6.3). Thus, the occupation numbers of  +,    states should enter into
on-site repulsion Hamiltonian. In this way the repulsion was incorporated in Refs. [19],
[20]. Comparison of Eqs. (6.31) and (6.32) is presented in Fig. 6.10.







2 ✓ + 2 N
. (6.34)
In this limit, the coupling between the Zeeman levels is negligible, so that the value IN!F1
follows from Eq. (6.23), with ⌧N!j = 1/2 N and ⌧ j!F = 1/ F sin2 ✓. Naturally, the
large- z limit of Eq. (6.32), in which the coupling of the Zeeman levels is completely
neglected, coincides with Eq. (6.34).
In closing of this Section we present the expression for the current which generalizes Eq.




⌘  N  2z + (2  p2) 2F  q( 2z   p2 2F )2 + 4p2 2F 2z cos2 ✓  
4 N F + 2z + (2  p2) 2F  
q
( 2z   p2 2F )2 + 4p2 2F 2z cos2 ✓
. (6.35)
6.4 Concluding remarks
Our main physical message is that in resonant magneto-tunneling between the normal
electrode and the ferromagnet, the e↵ect of coupling of Zeeman levels via a ferromagnetic
electrode a↵ects the current both in correlated and noncorrelated regimes. At this point we
would like to draw a link to the earlier studies, Refs. [21], [22], where the correlated resonant
transport between the normal electrodes via a two-level system, e.g., two quantum dots in
parallel [22], was addressed. The authors realized that the current is strongly a↵ected by
the coupling between the levels via continuum of the states in the electrodes, and that
the rate-equations-based description is invalid due to this coupling. They demonstrated
that this coupling gives rise to a strong dependence of current on the energy separation of
the levels. In our situation, this separation is simply the Zeeman splitting,  z. In Refs.
[21,22], the ferromagnet was mimicked by the asymmetry of coupling of the components
of the two-level system to the electrodes. In our situation, the source of asymmetry is
the angle, ✓, between the magnetic field and the magnetization. The e↵ect analogous
to “magnetoresistance” was captured in Refs. [21,22] by numerically solving the master
equations. Our situation, when only one electrode is ferromagnetic, is simpler, which allowed
us to get the analytical result Eq. (6.31) for the correlated current.
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In the correlated regime, the magnetoresistance is present only for one current direction
N ! F . Our result Eq. (6.14) suggests that outside the blockaded regime V > U , when
the current is the same for both voltage polarities, the magnetoresistance is still finite and
strong. Probably, by this prediction, equal mangetoresistances for both bias polarities for
high enough bias, can be tested in 3T spin-transport experiments.
Except for the papers Refs. [19,20,25,27], the bulk of theoretical studies [24-32] of res-
onant transport between two ferromagnetic electrodes was focused on the low-temperature
Kondo regime. As it was pointed in Ref. [25], outside the Kondo regime, in addition to
blocking, there is another prominent many-body e↵ect, which results from the polarization














directed along the magnetization. The structure of Eq. (6.36) suggests that the underlying
mechanism is similar to cotunneling. Incorporating this field into Eq. (6.31) is performed




0 + 2 z 0 cos ✓. The e↵ect
of the pseudomagnetic field on the shape of magnetoresistance curves is illustrated in
Fig. 6.11. We see that for large enough  0 ⇠ 10 F the shapes can undergo a dramatic
transformation becoming asymmetric and even non-monotonic. Still these shapes do not
explain the experimental observation that the current grows with  z at ✓ = ⇡/2 and drops
with  z at ✓ = 0. To account for this observation it was assumed in Ref. [14] that, in
addition to external field, a strong in-plane hyperfine field is present.
Throughout the paper we assumed that the impurity level position, E0, is zero. In fact,
we required that E0 lies within the interval ( V2 , V2 ); see Fig. 6.5. For E0 lower than  V2 the
resonant tunneling is forbidden. It will be allowed again [23] when E0 falls into the interval
( V2   U, V2   U) (impurity of the “type B” in the language of Ref. [14]); see Fig. 6.4 for
illustration. Then the intermediate state for the passage of current will be doubly occupied,
and magnetoresistance will be present [14] for IF!N , but absent for IN!F . If E0 is lower
than  V2 but above V2   U , the mechanism of passage of current is cotunneling, i.e., an
elastic two-electron process in course of which one electron leaves the impurity to N and
another arrives from F . The cotunneling rate, ⌧ 1c , is given by ⌧ 1c ⇠  F N/E0, so that
the magnitude of current is Ic = e/⌧c. There is a question whether or not the cotunneling
current, IF!N , exhibits the magnetic field dependence. In our opinion it does. Indeed,
without the magnetic field and for fully polarized F electrode, the state of the impurity after
a single cotunneling act is ". This forbids the next cotunneling act, so that Ic = 0. Finite
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Figure 6.11: The e↵ect of the pseudomagnetic field on magnetotunneling. The current (in
the units 2e F /~) in the correlated regime is plotted versus dimensionless magnetic field,
 z/ F , for orientations ✓ = 70  (a), ✓ = 55  (b), ✓ = 25  (c), and ✓ = 10  (d). The plots
correspond to  N =  F and pseudomagnetic field  0 = 10 F .
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magnetic field lifts this blockade in the same way as it does for a direct resonant current.










The presence of resonant magneto-tunneling can be confirmed via experimental in-
vestigations. The deliberate introduction of atomic-level defects into the tunneling layer
can be used to modulate the magneto-tunneling through variations in the defect states
present. These variations can be achieved by using defects with di↵erent on-site repulsion
and investigating the impact the defect concentration has on the magnetoresistance.
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CHAPTER 7




Transition-metal dichalcogenides (TMDs) in a two-dimensional domain are single-layer
semiconductors with lattice similar to graphene. Unlike graphene, they possess a bandgap,
which makes them attractive for optoelectronic applications, such as field-e↵ect transistor
[1, 2], see, e.g., Ref. [3] for review. Unlike graphene, the electron states in K and K 0
valleys are not equivalent. This inequivalence is owed to the spin-orbit coupling. The
K and K 0 wave functions corresponding to the same momenta and energies di↵er by the
spin direction. Spin-orbit splitting of the conduction band is much smaller than that of the
valence band [4-10]. As a result of the band splitting, there are two excitons in a given valley.
Correspondingly, in undoped samples, the spectra of the exciton absorption, reflection, and
luminescence exhibit a two-peak structure, as was demonstrated experimentally by many
groups [11-20]. The bandstructure of monolayer TMDs is illustrated schematically in Fig.
7.1 left panel. Characteristic parameters for MoS2, a representative of TMDs, are the
following: the bandgap is ⇡ 1.5eV, while the splitting of the valence band is ⇡ 150meV.
This splitting manifests itself in the reflection spectrum shown in Fig. 7.2 together with a
photoluminescence spectrum. Two minima in the reflection and two peaks in luminescence
correspond to two excitons, A and B, related to upper and lower valence bands, respectively.
Di↵erences in their spectral positions reflect the valence band splitting. Circularly polarized
light creates one exciton, say A, in the valley K, and the exciton B in the valley K 0. Upon
reversal of polarization, exciton B is created in the valley K, and the exciton A in the
valley K 0. As long as the valleys K and K 0 are symmetric, optical properties of TMDs are
polarization-insensitive.
Upon photoexcitation of n-type samples, generated holes rapidly recombine with resident
electrons, while generated electrons preserve spin memory for rather long times ⇠ 1ns. This
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Figure 7.1: Atomic structure and electronic structure at theK andK 0 valleys of monolayer
(a-c) and bilayer (d-f) MoS2. a, The honeycomb lattice structure of monolayer MoS2 with
two sublattice sites occupied by one molybdenum and two sulphur atoms. Spatial inversion
symmetry is explicitly broken. b, The lowest-energy conduction bands and the highest-
energy valence bands labelled by the z-component of their total angular momentum. The
spin degeneracy at the valence-band edges is lifted by the spin-orbit interactions. The valley
and spin degrees of freedom are coupled. c, Optical selection rules for the A and B exciton
states at two valleys for circularly polarized light. d, Bilayer MoS2 with Bernal stacking.
e, Spin degeneracy of the valence bands is restored by spatial inversion and time-reversal
symmetries. Valley and spin are decoupled. f, Optical absorption in bilayer MoS2. Under
circularly polarized excitation (shown for   ) both valleys are equally populated and only
a net spin orientation is produced (adapted from Ref. [16]).
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Figure 7.2: Optical absorption and photoluminescence spectra of monolayer MoS2. a,
Di↵erential reflectance spectrum showing the narrow A exciton and the broader B exciton
features. Red, yellow and green arrows represent the three di↵erent photon energies used to
excite the samples in the photoluminescence measurements. b, Photoluminescence spectrum
(not polarization resolved) for 2.33 eV (532 nm) excitation. The spectrum consists of B
exciton hot luminescence and A exciton luminescence (including the neutral exciton emission
and the charged exciton emission, redshifted by 40 meV). The lower energy feature is
attributed to trapped excitons (adapted from Ref. [16]).
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was established in Refs. [21, 22] on the basis of the analysis of the Hanle-Kerr data is
magnetic field parallel to the layer. The fact that the optical response is sensitive to a
magnetic field of ⇠ 50mT which is much smaller than the e↵ective spin-orbit (SO) field
seems rather unusual. The explanation for that suggested in Ref. [21] is based on the fact
that an electron, created by light, undergoes fast intervalley scattering, which e↵ectively
averages out the SO field. This scattering is facilitated by disorder, unlike the intervalley
scattering of excitons [23, 24] which is facilitated by the exchange interaction. The latter
mechanism is similar to the nonradiative Fo¨rster energy transfer. Optical response to a
magnetic field perpendicular to the layer emerges only when the field is very strong [25]
⇠ 50T.
Gate voltages [26] can control the type and the concentration of carriers in TMDs.
However, the transport measurements reported to date are scarce compared to the optical
studies. The highest mobility reported to date [27] in n-type MoS2 is ⇠ 103cm2/Vs.
For most samples the mobility is lower [28] ⇠ 102cm2/Vs. The fact that it depends on
temperature [27, 28] suggests that the electron states are not far from the metal-insulator
transition. Hopping transport has also been reported in disordered MoS2 samples [29].
Spin transport has never been studied in TMDs [24]. On the other hand, relatively low
mobility does not prevent such studies, see e.g., Ref. [31]. Note that the spin transport
and the Kerr rotation signals are both limited by the spin-memory loss of carriers. In this
regard, the most interesting question is how the spin dynamics of electrons reflected in the
spin transport in n-type TMDs is related to the spin dynamics of excitons inferred from
the Hanle-Kerr measurements [21, 22]. This issue is studied theoretically in the present
paper. One cannot expect an observable spin transport in p-type TMDs. The separation
of ⇠ 150meV between the tops of " and # bands in each valley suggests that “intrinsic”
spin precession is too fast. Intervalley scattering is also strictly forbidden unless phonons
are involved [32, 33].
There are apparent di↵erences between the spin-transport studies and polarization-
of-luminescence techniques. Firstly, the optical experiments reveal the dynamics of the
z-component of spin, Sz(t), while conventional spin transport measures Sx(t), Sy(t), as
illustrated in the Fig. 7.3. Secondly, the magnitude of the SO field in the metallic regime
depends strongly on the electron density and is much smaller than for the excitons. It is also
nontrivial that the electron inter-valley scattering rate,  v, depends on the concentration of
the short-range impurities (defects[34]) allowing the large momentum transfer between the





















Figure 7.3: (color online). Band structure and experimental setup. (a) The energy
spectrum of TMD at K and K 0 valleys is shown schematically. In n-type material the
states with energies below EF are occupied. The splitting between the " and # branches





EF and is much smaller than EF . Short-range impurities
are responsible for intervalley scattering with a rate  v. (b) Schematic illustration of the
spin-transport experiment in TMD. The measure of the nonlocal resistance is a voltage
between the channel and the right ferromagnet detector generated upon injecting the current
through the left ferromagnetic electrode. Injector and detector shown in blue are separated
from the channel by a tunnel barrier shown in green. While the injected polarized electrons
travel either in the valley K or in the valley K 0, their spin precesses in the e↵ective field
!L+zˆ⌦SO or !L zˆ⌦SO. As a result of intervalley scattering, the spin dynamics is described
by a system of the coupled equations Eq. (7.7). We study the limit of a small, compared
to the di↵usion length, distance L between injector and detector. The specifics of TMDs is
that for external field, !L, oriented along z and y the shapes of the Hanle curves Vnl(!L)
are completely di↵erent.
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for two Fermi seas at K and K 0 valleys. As for the relation between the spin transport and
the Kerr rotation techniques, the latter also studies Sz(t). Besides, the Kerr rotation signal
is pronounced for probe frequencies near the A-exciton resonance [21, 22] not at the Fermi
level.
We will demonstrate that the shapes of the transport Hanle curves in TMDs depend
dramatically on the ratio of  v to the SO splitting of the electron spectrum, ⌦SO, and that
these shapes are di↵erent from the conventional transport Hanle curves. In this regard, we
emphasize that the shapes of the Hanle curves reported for a wide variety of materials are
very robust [7]. Specifics of the Hanle curves in TMDs is due to the valley asymmetry.
We show that, unlike conventional materials, the shape of the transport Hanle curve in
TMDs depends on the orientation of the external field. If the spin polarization of electrons
injected from a ferromagnet is along the x-axis, see Fig. 7.3, the dynamics of the injected
spin is di↵erent for the external field parallel to the layer (along y) or normal to the layer
(along z). For normal orientation and  v ⌧ ⌦SO this dynamics is di↵erent for di↵erent
valleys. As a result, of this the Hanle curve has a two-peak structure. A distinct Hanle
shape also persists for the normal orientation when  v   ⌦SO. It represents the di↵erence
of two conventional Hanle profiles with very di↵erent widths: the wider reflecting the valley-
symmetric mode of the overdamped spin dynamics, and the narrower reflecting the valley-
antisymmetric mode.
When the external field is parallel to the layer, the Hanle curve has a singularity at a
zero field. This singularity is due to the valley-asymmetric mode describing the slow time
decay of the spin density. The decay is slow as a result of fast alternation of valleys; external
field is responsible for coupling of the initial spin distribution to this mode. Characteristic
width of the Hanle curve for the parallel orientation of external field is much smaller than
for normal orientation. This is in accord with results from experimental findings [21, 22, 25]
for magnetic-field response of photoexcited carriers, and is not surprising, since the spin
dynamics for electrons and excitons are qualitatively similar.
7.2 Density dependence of the SO splitting of the electron
spectrum
The k ·p Hamiltonian of a TMD, established in Ref. [36], see also Refs. [4-10], contains
three energies, namely, the gap,  ; the hopping integral, t; and the SO-induced spin splitting
of the valence band top, 2 . With two valleys coupled to two spin projections, it represents
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where a is the lattice constant, !yL and !
z
L are the corresponding Zeeman energies, k and
✓ are the magnitude and the orientation of the wave vector. The valley index ⌧ takes the
values ±1.




























In the absence of magnetic field the right-hand side is zero, and each bracket in the left-hand
side determines the corresponding branch of the spectrum. With magnetic field, we can


















Heremc =  ~/2a2t2 is the e↵ective mass of the conduction-band electron. Relative splitting
of " and # branches is always small by virtue of the parameter  / , which is ⇡ 0.1 for MoS2.
The above result has a simple interpretation. Namely, ⌦SO acts as an e↵ective field directed
along z which assumes opposite values for two the valleys.
In n-type TMDs the electron states with k < kF , where kF is the Fermi momentum, are
occupied. The parameter crucial for spin transport is the ratio,  v/⌦SO, of the intervalley





EF , at the Fermi level EF = ~k2F/2mc.
We can perform a numerical estimate of this ratio assuming that the mobility is limited
by the same short-range impurities that are responsible for intervalley scattering. The fact
that point-like defects are the leading source of scattering in TMDs is commonly accepted,
see, e.g., Ref. [34]. With mobility given by µ = emc v and k
2












For a numerical estimate we choose a typical value, n = 1013cm 2. Then for the highest
reported mobility [27] for electrons in MoS2, µ = 103cm2/V s, the ratio Eq. (7.4) is equal to
0.2, while for typical mobility [28] µ = 102cm2/V s it is 10 times bigger. Thus, we conclude
that both regimes  ⌧ 1 and    1 are viable for spin transport.
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7.3 Nonlocal resistance
Once the spectrum Eq. (7.3) in the magnetic field is known and the intervalley scattering
rate is introduced, the procedure of calculation of nonlocal resistance is straightforward [38].
First the splitting of the spectrum is incorporated into the equation of the dynamics for the
spin density S(t), which is solved with an initial condition S(0) = xˆ. Then the solution for











where L is the distance between the injector and detector and D is the di↵usion coe cient






where R0 is the prefactor. The specifics of TMDs is that Sx(t) is the sum Sx(t) = SKx (t) +
SK
0
x (t) of contributions of the two inequivalent valleys, so that the spin dynamics is governed
by the system of the coupled equations [21, 39]
dSK
dt
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We will consider the cases of the normal, !L k z, and tangential, !L k y, orientations of the
external field separately.
7.4 Normal orientation of the external field
For normal orientation, the z-component of the spin drops out from the system Eq.
(7.7). To analyze this system, it is convenient, following Ref. [21], to introduce, in addition












Upon the Laplace transform, the system of four equations for Sx, Sy, S x , and S y assumes
the form

















where S˜(p) stands for the Laplace-transformed S(t), and p1 is defined as
p1 = p+ 2 v. (7.10)
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. (7.11)
Four frequencies of the modes describing the spin dynamics are determined by the zeros of











where the parameter   is the dimensionless intervalley scattering rate defined by Eq. (7.4).
It is seen from Eq. (7.12) that the spin dynamics depends dramatically on the value
of  . For   ⌧ 1 there are two di↵erent oscillation frequencies, ⌦SO ± !zL, which decay
with the same rate,  v. On the contrary, for     1 both frequencies are equal to !zL,
but the decay rates are very di↵erent. For the valley-symmetric mode it is equal to 2 v,
while the valley-antisymmetric mode decays very slowly with the Dyakonov-Perel [40] rate
⇡ ⌦2SO/2 v. The time evolution of Sx(t) has di↵erent forms for   < 1 and   > 1. Namely,























































































7.5 External field along yˆ
For a parallel magnetic field, there are, in general, six modes of the spin dynamics.
Although the spin dynamics in this geometry was considered in Ref. [21], only the time
evolution of Sz was studied, while we are interested in Sx(t), Sy(t). It turns out that the
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frequencies for Sx(t) are the same as for Sz(t), while for Sy(t) they are completely di↵erent.
This is certainly the specifics of TMDs.
The field along yˆ couples Sx(t) and Sz(t) via the conventional Larmor precession. In
addition, the valley-asymmetric field ±zˆ⌦SO couples Sx(t) to the spin imbalance, S y . As a
result, the system 6⇥ 6 decouples into two systems 3⇥ 3. The Laplace-transformed system
involving S˜x reads




y = ⌦SOS˜x, (7.15)








contains a third-order polynomial in the denominator. With regard to sensitivity of the
spin dynamics to the external field, the most interesting case is    1, when the intervalley












and reproduce the corresponding frequencies obtained in Ref. [21]. Expression Eq. (7.17)
defines a small characteristic magnetic field, !yL ⇠ ⌦SO/ , which is the inverse Dyakonov-











It corresponds to the decay with the rate 2 v and is insensitive to weak magnetic fields.
As magnetic field increases, the argument of the square root in Eq. (7.17) changes sign.
This is reflected in the spin dynamics, which is di↵erent for !yL bigger and smaller than
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Compared to Ref. [21], where Sz(t) was calculated, the amplitudes of the harmonics in Eq.
(7.20) are di↵erent.
7.6 Shapes of the Hanle curves
To find the Hanle profiles for normal orientation of magnetic field one should substitute
Eqs. (7.13) and (7.14) into Eq. (7.6) and perform the integration over time. The structure
of Sx(t), sinusoidal function times exponential decay, suggests that the integration can be
carried out analytically [41, 42] for arbitrary L . However, in samples with low mobility, the
regime of small distance, L, between injector and detector is most relevant. This is because
the di↵usion time, L2/D, should not exceed the spin relaxation time much. Upon setting
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. (7.22)
The expressions for nonlocal resistance in the ? geometry can be now expressed via the

























































































Evolution of the shape of the Hanle curves with   described by Eqs. (7.23), (7.23) is the
following. For slow intervalley scattering R(!zL) exhibits a two-peak structure with maxima
at !zL ⇡ ±⌦SO. Each peak corresponds to the “compensation” of the SO-splitting in a
given valley by the external field. The widths of the peaks are ⇠  v. For   ⇡ 0.7 the peaks
merge, and, upon further increase of  , transform into the di↵erence of the two peaks with
small, ⇠ ⌦SO/ , and big, ⇠ ⌦SO , widths centered at ⌦zL = 0. The broad peak, however,
has a much smaller magnitude. So the shape for     1 is, essentially, the conventional
Hanle shape with width determined by the inverse Dyakonov-Perel relaxation time. The
evolution of R(!zL) with   is illustrated in Fig. 7.4.
Turning to the geometry with external field along yˆ, we first observe that Sx(t) given by
Eqs. (7.19), (7.20) contains only one scale of !yL, namely, !
y
L = ⌦SO/ . Since we assumed
fast intervalley scattering, this characteristic field is much smaller than the splitting ⌦SO.
Naturally, the Hanle curve is a function of a single parameter !yL /⌦SO. The form of this
function can be found using the identities Eq. (7.21). While the integrands in Eq. (7.6)
are di↵erent for !yL < ⌦SO/4  and !
y










The Hanle curve in the form of Eq. (7.25) falls o↵ with magnetic field as 1/
q
!yL, i.e., in
the same way as a regular Hanle curve. However, it exhibits a unique feature at small field,
where the slope has an abrupt cusp; see Fig. 7.5. The origin of the cusp can be traced to the
second term in Eq. (7.19). Rather than spin precession, this term describes the slow decay,
as exp( |!yL|t), of the spin density. This slow decay reveals the specifics of the two-valley
spin dynamics Eq. (7.15), for which the valley-asymmetric mode decays anomalously slow.
7.7 Concluding remarks
In optics experiments the valleys were “addressed” separately, in the sense that, for
a given frequency, di↵erent polarizations of light generated excitons in di↵erent valleys.
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Figure 7.4: (color online). Nonlocal resistance calculated from Eqs. (7.23), (7.24) is
plotted versus the dimensionless magnetic field normal to the plane for di↵erent intervalley
scattering rates (in the units of ⌦SO):   = 0.2 (a),   = 0.7 (b),   = 1.2 (c), and   = 1.8 (d).
Two-peak structure of the Hanle curves centered at !zL = ±⌦SO evolves with increasing  
to a conventional Hanle shape.
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Figure 7.5: (color online). Universal shape of the Hanle curve, R(4!yL /⌦SO), for the
parallel orientation of the magnetic field is plotted from Eq. (7.25). A cusp at zero field
reflects the slow-decaying valley-asymmetric mode of the spin dynamics. For comparison,
the conventional Hanle curve Eq. (7.22) is plotted with dashed line.
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Conventional spin transport is valley-insensitive. On the other hand, the spin-pumping
setup [43] can serve as an analog of optical selective valley excitation. Assume that the
ferromagnetic resonance is excited in the ferromagnet that injects spin into a TMD layer.
The pumped spin current would flow in one of the valleys depending on the polarization of
the microwave field exciting the resonance. The analogy between the selective valley exci-
tation in optics and by the spin pumping is straightforward. While in optical experiments
an absorbed photon generates an electron in the conduction band and a hole in the valence
band, in spin pumping it is a magnon that creates an electron-hole pair in the Fermi sea of
the conduction band.
For fast intervalley scattering, the slow-decaying modes of the spin dynamics are present
for both orientations of the external field. These modes are valley-asymmetric and originate
from almost complete compensation of the SO field, ⌦SO, in the valley K and  ⌦SO in the
valley K 0. However, the decay rates of these modes are drastically di↵erent in a weak
external field. This is because, for ? orientation, the result of compensation is simply the
external field zˆ!zL, while, for k orientation, the result of compensation of yˆ!yL + zˆ⌦SO and
yˆ!yL   zˆ⌦SO is only quadratic in the external field. Then the prime e↵ect of the external
field on the spin-dynamics is the field-dependent decay.
Measuring the Hanle curves in both k and ? orientations allows, in principle, to deter-
mine the values of both relevant parameters, ⌦SO and  v.
Our main results Eqs. (7.23), Eq. (7.24), and Eq. (7.25) were derived in the limit of
small distance L between injector and detector. Now we can quantify the corresponding
condition. Characteristic magnetic field in Eq. (7.25) is !yL ⇠ ⌦SO/ . Thus, the di↵usion





opposite limit the Hanle curve exhibits sensitivity to even weaker fields. The corresponding





















much smaller than ⌦SO/ .
In the experimental paper Ref. [25] the sensitivity of the optical response to the normal
magnetic field was not registered until !zL was as high as 65T. We, on the other hand,
predict the sensitivity of the spin transport to much weaker fields. The reason is that
z-projection of spin, Sz(t), registered in optical experiments, drops out from the equations
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Eq. (7.9) for the spin dynamics in ? orientation, whereas the dynamics, Sx(t), relevant for
spin transport, persists.
Hanle shapes with minima at zero external field, like Fig. 7.4 for ? orientation and
Eq. (7.26) for k orientation are unique and constitute our main verifiable prediction.
More experimental studies of nonlocal Hanle measurements with non-optical spin injection
techniques (preferably electrical spin injection) are needed to fully understand the peculiar
spin transport characteristics of TMD films.
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PART III
QUANTUM ANOMALOUS HALL EFFECT
CHAPTER 8
EFFECT OF EXTENDED CONFINEMENT ON




Quantum anomalous Hall e↵ect is achieved by doping the films possessing nontrivial
band structure with magnetic impurities [1-15]. This doping gives rise to a spontaneous
magnetization caused by exchange between the impurities. The most exciting consequence
of this magnetization is that the associated spin splitting results in the band inversion.
Magnetization-induced band inversion was predicted theoretically in Refs. [16], [17]; see Fig.
8.1. First experiments [1-3] indicated that there is a jump in nondiagonal component,  xy,
of the conductivity at ferromagnetic transition, confirming the theoretical prediction. Very
recently [11, 12], upon improving the quality of the samples, a very accurate quantization
of  xy was demonstrated.
In experiments [1-15], the ferromagnetism is switched on and o↵ by application of a
weak external field. The observed quantized steps in nondiagonal resistance look similar
to the steps observed in conventional quantum Hall e↵ect only in much weaker external
fields. One of the conclusions which can be drawn from these experimental studies is that
the structure of the edge states plays a crucial role in achieving an almost zero longitudinal
resistance, ⇢xx.
On the theoretical side, it was demonstrated numerically in Ref. [18] that the dispersion
law of the edge states in realistic multilayer QAH structure contains nonchiral edge modes
along with a chiral one. It was also demonstrated in Ref. [18] that coexistence of chiral
and nonchiral edge modes leads to a finite longitudinal resistance. In order to suppress the
contribution of nonchiral channels to ⇢xx, in experiment Ref. [11] it was proposed to localize
them by disorder, see Fig. 8.2 and Fig. 8.3, which shows the precise quantization at low
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Figure 8.1: (color online). Evolution of band structure and edge states upon increasing
the spin splitting. For (a) GE < 0 and GH > 0, the spin-down states |E1, i and |H1, i
in the same block of the Hamiltonian (7.1) touch each other and then enter the normal
regime. But for (c) GE > 0 and GH > 0, gap closing occurs between |E1,+i and H1, i
bands, which belong to di↵erent blocks of the Hamiltonian, and thus will cross each other
without opening a gap. In (b) we show the behavior of the edge states during the level
crossing in the case of (a)(adapted from Ref. [17]).
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Figure 8.2: (color online). Device demonstrating quantum anomalous Hall e↵ect. (a)
Photograph of 10-nm-thick film of (Cr0.12Bi0.26Sb0.62)2Te3 on a GaAs substrate, scratched
by hand into a Hall bar shape, with indium metal Ohmic contacts. Schematic measurement
setup included. (b) Longitudinal resistivity ⇢xx and transverse resistivity ⇢yx of the device
at base temperature as a function of the applied magnetic field µ0H in each sweep direction,
forming a ferromagnetic hysteresis loop. As the field approaches zero from either starting
point, ⇢yx reaches its quantized value h/e2 and ⇢xx approaches zero. (c) Nonlocal and
two-terminal measurements verifying edge-dominated transport. The insets show the
measurements performed and chirality at each magnetization (adapted from Ref. [11]).
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Figure 8.3: (color online). Precise quantization near zero applied field. (a) Longitudinal
and transverse conductivities in hysteresis loops over field ranges smaller than the coercive
field so as to maintain the starting magnetization Mz. When approaching zero field from
either starting point,  xy = e2/h to 0.01% precision while  xx reaches as low as 0.0002e2/h.
(b),(c) Resistivities measured during the hysteresis loops, plotted parametrically, both
before (b) and after (c), performing a correction for geometry. The inset of (b) shows
the linear deviation of the two magnetization branches from a parabolic line, resulting from
uneven spacing of the leads. The inset of (c) shows a close-up of the corrected resistivity
data, with ⇢yx quantized to h/e2 within 3⌦ whenever ⇢xx < 200⌦ (adapted from Ref. [11]).
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temperature. Indeed, for nonchiral edge modes, the backscattering and, consequently, the
interference is allowed. This interference, on the other hand, is the origin of the quantum
localization.
In theory, the question whether or not a given band structure allows a chiral edge state
is decided by calculating the Chern number. Naturally, this calculation does not answer
a question whether or not this band structure supports nonchiral in-gap edge modes. An
alternative microscopic approach [19-22] to the issue of edge states confirms the prediction
about their presence or absence made on the basis of Chern number calculation. This
microscopic approach also allows us to calculate analytically the modification of the wave
function of the chiral edge state due to the orbital action of the magnetic field, and even to
trace how this edge state transforms into the quantum Hall edge state upon increasing the
field. However, the microscopic approach [19-22] equally does not reproduce the nonchiral
modes within the envelop-function description.
The Hamiltonian describing the gapped edge spectrum in QAH has a 2⇥ 2 matrix form
[16]. This is in contrast to the conventional spin-orbit 4⇥4 Hamiltonian [23] describing the
states in HgTe-based quantum wells. The reason is that the transition between inverted and
trivial band structures due to magnetization takes place only for one spin projection. As a
consequence of the matrix form of the Hamiltonian, the in-gap eigenstates are characterized
by two decay lengths. Edge state is allowed if the two corresponding eigenvectors can be
combined to satisfy the hard-wall boundary condition [26]. It appears that only “nontrivial”
band structure allows such combination.
In the present paper we demonstrate that nonchiral edge modes emerge naturally upon
generalization of the microscopic approach [19-22] to the case of the extended confinement.
In fact, we employ the simplest model of the extended confinement in the form of a step next
to the hard wall. We demonstrate that both chiral and nonchiral modes emerge as solutions
of the same characteristic equation. The wave functions of nonchiral modes oscillate within
the step before decaying into the bulk. Within the simplest model considered, we compare,
for the same confinement, nonchiral edge modes for inverted band structure, supporting
the chiral mode, and for “trivial” band structure. Our main finding is that, for “trivial”
band structure, the nonchiral modes have a lower threshold with respect to, e.g., the step
height. Nonchiral modes with inverted band structure are more extended. Disorder-induced
scattering into these states extends the localization length of the chiral edge mode.
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8.2 Edge modes in the presence of a step
8.2.1 Hard wall
To introduce notations, we briefly review the structure of the bulk QAH Hamiltonian







where hˆ(k) is a 2 ⇥ 2 matrix defined as hˆ(k) = A(kx x + ky y) + (m + Bk2) z, while  y,
 z are the Pauli matrices acting in the pseudospin (electron-heavy hole) subspace. Upon
adding the exchange [24]
hˆexch =
0BB@
  0 0 0
0    0 0
0 0    0
0 0 0  
1CCA (8.2)
the two blocks become inequivalent
hˆ(k)!
✓
m+ +Bk2  A(kx   iky)





m  +Bk2 A(kx + iky)
A(kx   iky)  m+  Bk2
◆
. (8.4)
Near m =   the band inversion takes place only in the second block. Thus the
transition can be swept through by applying a weak magnetic field, since the field controls
the parameter,  .
It follows from Eq. (8.4) that at the transition m =   the Hamiltonian possesses only









appears. The theory is greatly simplified by the fact that the first scale is much smaller
than the second one [25]. In terms of the edge states, for a given, say positive, sign of B,
the edge state is present for m <   and is absent for m >  . To see this, consider the two
eigenvectors of hˆ⇤( k) propagating, as exp(ikxx), along the boundary y = 0 and decaying,
as exp( qy), into the bulk, y > 0. For these eigenvectors, the elements of corresponding
pseudospinors are related as
[m  +B(k2x   q2)  E]↵+A(kx   q)  = 0,
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[m  +B(k2x   q2) + E]   A(kx + q)↵ = 0. (8.7)
With l0 ⌧ |l |, the q-values for the two eigenvectors di↵er strongly, and the expressions for











Note that, by virtue of the condition l0 ⌧ |l |, the nonparabolicity parameter B does not






















To satisfy the hard-wall boundary condition, both components of the linear combination






m  + E +A(kx   q ) = 0. (8.11)
One immediately concludes from Eq. (8.11) that the dispersion law of the chiral edge mode
is linear
E =  Akx. (8.12)
However, this conclusion applies only on one side of the transition, namely, for (m  ) < 0.
Indeed, as it follows from Eq. (8.8), for E =  Akx, we have q  = A/|m  |. Therefore, for
positive m  , the denominator in Eq. (8.11) turns to zero together with the numerator,
so that the boundary condition cannot be satisfied.
8.2.2 Chiral edge mode in the presence of a step
Consider a boundary with a potential step next to it depicted in Fig. 8.4. In the domain
0 < y < d the potential is equal to U0. It creates the energy shift, so that the value q  gets
modified
q  !  = 1|l |
s






























Figure 8.4: Two variants of the extended confinement: (a) potential step next to the hard









































On the other hand, the solution for y > d is still a linear combination of  0 and   , namely






















Overall, there are 6 unknown amplitudes in Eqs. (8.14), (8.15). The 6 boundary conditions
to be satisfied is the vanishing of both components of the wave function at y = 0 and the
continuity of both components together with their derivatives at y = d. At this point we
note that the step a↵ects the dispersion law of the edge state only for d & l    l0. This
observation allows for two fundamental simplifications. Firstly, the term with amplitude C0
in Eq. (8.14) decays rapidly with y from y = 0, so that its magnitude at the boundary y = d
is ⇠ exp( d/l0). Thus, this term should be taken into account only at the boundary y = 0.
Similarly, the term with coe cient D0 should be taken into account only at y = d. Next, the
solutions with coe cients D0 and C
 
0 have big derivatives, 1/l0. Then, the matching with
the derivatives of a slow decaying solutions renders their amplitude small, ⇠ l0/l  ⌧ 1.
Neglecting the terms D0 and C
 
0 leaves us with the system for 4 unknowns with 4 boundary
conditions to satisfy. The form of this system is the following
  C0 + C  +D  = 0,
C0 + C 
A(kx + )
m  + E   U0 +D 
A(kx   )
m  + E   U0 = 0,
C e
 d +D ed = C  ,
C (kx + )e d +D (kx   )ed




m  + E . (8.16)
The first two equations ensure that the wave function Eq. (8.14) turns to zero at y = 0,
while the second two equations express the continuity of the wave function at y = d.
The consistency condition for the system Eq. (8.16) yields the following transcendental
























where we have introduced the dimensionless energy, momentum, and the decay constant
E = E
m   , Kx =
Akx
m   ,
P = A|m  | =
q
1 +K2x   (E   U˜0)2,
Q  = Aq |m  | =
p
1 +K2x   E2, (8.19)
while the dimensionless size and the depth of the step are defined as
U˜0 =
U0




Note that the sign of (m   ) appears in Eq. (8.18) to ensure that the decay constant is
positive for any sign of (m  ).
The dispersion law Eq. (8.12) for the chiral edge state follows from Eq. (8.18) in the
limit d˜! 0. Indeed, in dimensionless units, Eq. (8.12) reads E =  Kx. This suggests that
Q  = 1. For (m    ) < 0, the ratio (1 + E)/(Kx + sign(m    )Q ) is equal to  1, the
fractions in the left-hand side and in the right-hand side are equal to each other, so that
Eq. (8.18) is satisfied. It is even easier to see that in the limit d˜!1 Eq. (8.18) yields the
dispersion law E =  Kx + U˜0. In this limit the denominator in the left-hand side turns to
zero for negative (m  ).
For general parameters of the step the dispersion law of the chiral mode is illustrated
in Figs. 8.5, 8.6. Naturally, presence of the step does not violate the fact that the chiral
mode exists only for negative (m    ). For a “weak” step the edge mode is present for
both positive and negative momenta, while for a “strong” step only at positive momenta.
Although it is not a rigorous statement, the dispersion is linear, with very high accuracy.
Numerically, the relative change of the slope with Kx is ⇡ 10 3.
Figs. 8.5, 8.6 also suggest that the dispersion of a chiral edge mode has an endpoint.
This is also the consequence of a finite accuracy of the numerical procedure. The true
behavior of the slope, as the edge mode merges with continuum at certain point Kx = Kcx,
E = Ec = ⇥1 + (Kcx)2⇤1/2 is ⇥ @E@Kx   KcxEc ⇤ / (Kx  Kcx). To see this, one can view the
transcendental equation Eq. (8.18) as a relation between the variables Kx and Q . Since it
contains the terms linear in Kx and Q , its variation yields  Kx = ⌘ Q , where ⌘ is some
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Figure 8.5: (color online). The dispersions of the modes propagating along the boundary
y = 0 is plotted from Eqs. (8.18) and (8.22) for dimensionless step height U˜0 = 0.5 and
dimensionless step width d˜ = 6. The spectrum of the edge mode and of two nonchiral
modes is shown with red lines. Bulk spectrum (black) and the spectrum in the step region,
0 < y < d, (dashed) are also shown.
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Figure 8.6: (color online). Comparison of the dispersions of edge modes, shown with red,
for “topological” (a) and “trivial” (b) boundaries. Parameters of the step are U˜0 = 1.8 and
d˜ = 2.2. Bulk spectrum (black) and the spectrum in the step region, 0 < y < d, (dashed)
are also shown. The inset detalizes how the dispersion of the chiral mode merges with the
bulk spectrum.
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As the dispersion law approaches the continuum, the variable Q  turns to zero. Then it
follows from Eq. (8.21) that the velocity of the edge mode approaches K
c
xEc , which is the
velocity of the bulk mode. Numerically, the merging of the chiral edge mode dispersion
with the bulk spectrum is illustrated in Fig. 8.6, inset. It is seen that the change of sign of
the slope takes place within a very narrow domain of momenta ⇠ 10 4.
8.2.3 Nonchiral edge modes
Our main finding in the present paper is that the transcendental equation Eq. (8.18)
captures, along with the chiral mode, a set of nonchiral edge modes. For these modes the
decay rate, , within the step and, thus, the dimensionless P are purely imaginary. For
such P it is convenient to cast Eq. (8.18) in the form
|P|d˜+  1 +  2 = ⇡n, (8.22)











1+E (Kx + sign(m  )Q ) Kx
!
. (8.23)
The meaning of |P|d˜ is the phase accumulated by the components of the pseudospinor on
the interval 0 < y < d, where they oscillate. The meaning of  1 and  2 is the phase shift
at the boundary y = 0 and y = d, respectively.
The maximal value of n, i.e., the number of modes with dispersion law having its origin
in the bulk gap, is finite and is determined by the thickness, d.
Note that both phase shifts depend on sign of (m    ). Thus, the dispersion laws of
nonchiral modes “know” whether or not the band structure is inverted. These dispersion
laws, obtained from Eq. (8.22), are shown in Fig. 8.6 for a given step and with opposite
signs of (m   ). It is seen that for (m   ) > 0 the nonchiral branches lie deeper in the
gap than nonchiral branches for negative (m    ). The sign of (m    ) also determines
the classification of the branches. For (m    ) > 0 the values of n start from n = 0,
while (m   ) > 0 they start from n = 1. Qualitatively, this suggests that a chiral mode
“complicates” the formation of nonchiral modes. Di↵erent dispersions for positive and
165
negative (m  ) imply that the behavior of | (y)|2 is di↵erent. This is illustrated in Fig.
8.7. We see that nonchiral mode for (m   ) < 0 is significantly more extended than for
(m  ) > 0.
It is instructive to compare the above results for the step potential with dispersion
of nonchiral modes emerging from a jump of the gap magnitude next to the boundary
in the domain 0 < y < d; see Fig. 8.4b. Modifications of Eq. (8.18) to this case are
straightforward. Firstly, the decay constant P should be redefined
P !
q
 ˜2 +K2x   E2, (8.24)
where  ˜ = (m  )/(m  ) is the relative reduction of the gap in the domain 0 < y < d. The
second modification is the replacement of the combination 1   U˜0 in Eq. (8.18) by  ˜. The
solutions of Eq. (8.18) for a particular set of parameters are shown in Fig. 8.8a. Naturally,
nonchiral modes are symmetric with respect to E = 0. Unlike the case of the potential step,
they never reach the midgap. With regard to the density profile, Fig. 8.8b, the nonchiral
mode is repelled from the boundary even further than in the case of the potential step.
8.3 “Topological” shift of the dispersion of the mode
localized far away from the boundary
8.3.1 Formulation of the problem
In the present Section we consider the following problem. Suppose that a potential well,
U(y), is located far away from the boundary; see Fig. 8.4c. Quantitatively, this implies
that the distance, D, is much bigger than l . Even in the limit D ! 1 the potential
U(y) supports a nonchiral mode with dispersion, E0(kx). This dispersion does not depend
on whether the underlying band structure is trivial or inverted. Finite D causes a small
correction,  E0(kx), to the dispersion of the mode guided by U(y). We will demonstrate
that this correction has a “topological” character: it shifts E0(kx) towards the center of the
gap for (m    ) > 0 and away from the midgap for (m    ) < 0. Moreover, we will see
that the “topological” character of the correction manifests itself in the fact that it depends
on the sign of kx, while the bare dispersion, E0(kx), is obviously an even function of kx.
Qualitatively, this e↵ect can be understood as follows. Consider the situation (m  ) < 0.
The guided mode “senses” the boundary via the far tail of the wavefunction; see Fig.
8.4c. For (m    ) < 0 there is a chiral mode propagation along the boundary. The
coupling of the tail to this mode is either strong or weak depending on weather the guided
mode co-propagates (kx < 0) or counterpropagates (kx > 0) with the chiral mode. In the
next subsection we trace analytically the resonance between the guided mode in potential
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Figure 8.7: (color online). Comparison of the probability density profiles for di↵erent edge
modes. For “topological” boundary the profiles of chiral edge mode and lowest nonchiral
mode are shown with green and purple, respectively. The profile for the nonchiral mode at
the “trivial” boundary is shown with blue. All three profiles are calculated for energy in
the center of the gap.
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Figure 8.8: (color online). Dispersions (a) and the density profiles (b) of a chiral and
nonchiral modes are shown for the extended confinement Fig. 1b. The magnitude of the
gap reduction near the edge is   = 0.2 , while the dimensionless width is d˜ = 5. Density
profile of both modes is calculated for dimensionless energy E = 0.6. Bulk spectrum (black)
and the spectrum in the step region (dashed) are also shown.
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U(y) and the chiral edge mode. Calculation can be performed explicitly due to the small
parameter l /D.
8.3.2 Calculation of the shift
Denote with  e(y) and  h(y) the components of a pseudospinor describing the wave
























We emphasize that, as in the case of a step, the meaning of y = 0 in this condition is, in
fact, l0 ⌧ y ⌧ l , see Eqs. (8.9), (8.10). Denote now with  (0)e (y),  (0)h (y) the component
















As a next step, we multiply Eq. (8.25) by  (0) from the left and Eq. (8.27) by  from the
left and subtract them from each other. This yields
A









Upon integrating Eq. (8.28) from y = 0 to 1, we find the analytical expression for  E0(kx)
 E0(kx) =  A  
(0)









The di↵erence between the boundary values  e(0) and  
(0)
e (0) as well as  h(0) and  
(0)
h (0)
is that the exact wave functions satisfy the boundary condition Eq. (8.26). The boundary
leads to the admixture to  (0) of the “short-range” solution decaying into the bulk as
exp( q0y) and of the “reflected” solution decaying as exp( q y). The corresponding

























, C  =   
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At distance y   l0 from the boundary the short-range solution vanishes. Thus, the
















Substituting Eq. (8.32) into Eq. (8.29), we express the correction  E0(kx) via the compo-
nents of the bare pseudospinor
 E0(kx) =  A



















where we took into account that  (0)h (0)/ 
(0)
e (0) = A(kx   q )/(m  + E0).
We see that the correction is proportional to the product of the bare amplitudes, and
thus to exp( 2q D), which is the probability to find an electron at the edge. The result
Eq. (8.33) applies when this probability is small. For this reason we replaced  e(0),  h(0)
in the denominator by  (0)e (0),  
(0)
h (0) and extended the low limit of integration to  1.
To analyze the dependence of the correction on the bare spectrum, E0(kx), it is instructive
to recast the last bracket into the form
m  + E0 +A(kx   q )
m  + E0 +A(kx + q ) =
h
m  + E0 +Akx  
p
(m  )2 +A2k2x   E20
i2
2(E0 +Akx)(m  + E0) . (8.34)
The above expression illustrates the topological origin of the shift of a nonchiral mode,
E0(kx). Indeed, the correction Eq. (8.33) contains a pole corresponding to the dispersion
law of the chiral edge mode. This confirms our earlier observation that presence of this
mode complicates the formation of nonchiral modes. The shift Eq. (8.33) tends to reduce
the binding energy. Another feature that points at the topological origin of the correction is
that it depends on the sign of kx. This is in contrast to nonperturbed behavior E0(kx), which
is an even function of kx. As kx increases, the parameter q , which is the characteristics of
proximity of E0(kx) to the continuous spectrum, becomes much smaller than kx. Then the
second bracket in Eq. (8.33) is close to 1, while the first bracket falls o↵ as 1/kx.
The result Eq. (8.33) strongly simplifies for small kx. Then we have




















It is the factor in the square brackets that carries information on whether or not the
boundary supports the chiral mode. Indeed, if the level, E0, in the potential U(y) is close
to midgap, then this factor diverges for (m  ) < 0, while it turns to zero for (m  ) > 0.
This is because, for (m   ) < 0, there is a level E = 0 at the boundary from which the
level E0 is repelled. When this level is absent, the behavior of the shift  E0 / E0 is natural.
For E0 ! 0 there are equal probabilities to be shifted up or down.
8.4 Concluding remarks
The presence or absence of chiral modes in QAH e↵ect is decided by the relative sign of
(m   ) and parameter B in the Hamiltonian hˆ(k), although the parameter B itself does
not enter into the dispersion law of the chiral mode. The situation with nonchiral modes
is analogous, their dispersion relations do not contain B. Still, these relations depend on
whether (m  ) and B have the same sign or opposite signs. Moreover, similarly to chiral
mode, nonchiral modes will not exist without the term Bk2 on the diagonal of the matrix hˆ.
This is because, without the short-range solution / exp( q0y) in Eq. (8.14), the hard-wall
boundary conditions cannot be satisfied.
Within the standard picture of the QAH transition [17], it takes place as the gap closes
and two chiral modes at the opposite edges merge. Disorder would facilitate this merging
and, thus, smear the transition. In this regard, it is instructive to draw an analogy of QAH
with conventional quantum Hall transition. This transition is broadened due to the disorder-
assisted overlap between the counterpropagating chiral edge modes. This mechanism was
appreciated already in the early papers on the quantum Hall e↵ect; see, e.g., Refs. [27-
30]. Quantitatively, scattering by disorder-induced in-gap states e↵ectively enhances the
localization radius of the edge modes boosting their overlap. In the present paper we found
that extended confinement gives rise to in-gap nonchiral modes. This suggests that chiral
edge modes can “communicate” with each other using nonchiral modes, which are less
localized, as virtual intermediate states [27-30]. This is how the extended confinement may
cause the smearing of the QAH transition.
Our other finding is that, while nonchiral modes are present for both signs of (m  ),
their formation is much less likely for (m  ) < 0. This can be interpreted as follows. The
pseudospinor corresponding to the nonchiral mode should be orthogonal to the chiral mode
if it is present. Thus the formation of the nonchiral mode is impeded for “topological” sign
of (m  ).
In Ref. [31] it was assumed that the boundary of the system is planar, and the
generalized, compared to hard wall, version of the boundary conditions was employed.
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It was demonstrated that variation of parameters in the boundary condition can lead to
disappearance of the chiral mode form the gap, but nonchiral modes do not emerge upon
this variation.
It is straightforward to generalize our results for the rectangular step to the arbitrary
profile of the step. Essentially, the decay constant  defined by Eq. (8.13) becomes the
function of the coordinate. Qualitative conclusions do not change.
The probable microscopic origin of the extended confinement is a conventional band
bending at the interface. For the material Bi2Se3 this bending was studied experimentally
in Ref. [33]. According to this paper, the extension of the bending region is about 200A˚,
while bending magnitude is about 0.2eV. These quantities should be viewed as estimates
for our d and U0.
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CHAPTER 9
SMEARING OF THE QUANTUM ANOMALOUS




Pairs of spin-degenerate chiral edge modes are implicit for insulators with inverted
bandstructure [1, 2]. The minimal model [2] that captures these modes is a 4 ⇥ 4 matrix
Hamiltonian acting in the basis of two spin and two orbital states.
The origin of the quantum anomalous Hall e↵ect [4] (QAH) is breaking of the time-
reversal symmetry induced by magnetic order. As a result, the symmetry between the two
counterpropagating modes at the sample edges is lifted. With a single chiral mode per
edge, the Hall conductance of the sample becomes nonzero, and the transport resembles
the conventional quantum Hall e↵ect. Experimental studies [5-20], on Cr-doped and V-
doped layers of BiTe-based insulating compounds confirm both the quantization of the Hall
resistance and the edge transport that accompany the buildup of the magnetic order.
For QAH e↵ect to be pronounced, the bulk of the sample should be strongly insulating.
On the other hand, the crossover between a trivial and “topological” bandstructure takes
place as the gap passes through zero. Obviously, the smaller the gap the easier it is washed
out by the disorder. More precisely, the disorder gives rise to in-gap states. However, in
QAH, the disorder is of a special type: randomness in positions of magnetic ions causes the
local fluctuations of the gap width. For such fluctuations the energies near the gap center
remain una↵ected. This is probably the reason why robust QAH is observed in experiments
of several groups.
In the present paper we study quantitatively the smearing of the gap due to statistical,
and thus unavoidable, magnetic disorder [21]. We find that the states near the gap center
are due to the local reversals of the gap sign within narrow rings. By employing the
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instanton approach [22, 23] we specify the shape of these fluctuations and the likelihood of
their occurrence, which determines the density of the in-gap states. This density of states
exhibits a semihard gap near zero energy. The experimental picture [14, 20] corresponding
to this situation is shown in Fig. 9.1 and Fig. 9.2.
9.2 Instanton approach
Due to the composition disorder, the local value of x, which is the portion of magnetic
ions, di↵ers from the average
x(r) = x+  x(r). (9.1)
Fluctuations  x(r) are gaussian with a zero correlation radius
h x(r) x(r0)i = x(1  x)
N0
 (r  r0), (9.2)
where N0 is the concentration of Bi lattice sites in which the substitution magnetic ions
reside. It is natural to assume that the local gap fluctuations,  (r), are proportional to  x,
i.e.,
 (r) = Eg(r)  Eg = ↵ x(r), ↵ = dEg
dx
. (9.3)
It follows from Eq. (9.3) that the probability to find the fluctuation  (r) is given by










According to the instanton approach [22, 23], the density of states with energy, E,
corresponds to the maximum of the functional P among all the fluctuations that create a
level with energy, E. In application to QAH e↵ect, the wave function,  (r), corresponding







which satisfies the Schro¨dinger equation
hˆ (r) = E . (9.6)
The Hamiltonian hˆ (r) is a standard Hamiltonian of the minimal model Ref. [2] in which
only one spin component is retained. In the conventional notations [2] it has the form
hˆ (r) = A(kˆx x + kˆy y) +
⇣
Bkˆ2 + Eg + (r)
⌘
 z, (9.7)
where  x,  y, and  z are the Pauli matrices acting in the pseudospin space [24]. Relative
sign of Eg and parameter B determines whether or not the chiral modes are the eigenstates
of this Hamiltonian in the presence of an edge [4].
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Figure 9.1: (color online). Quantum phase transition of quantum anomalous Hall e↵ect.
(a) Magnetic field-dependent  xy at di↵erent temperatures. Zero Hall plateaus at ±HC are
developed between the two QAHE states up to 0.33 K. (b) Magnetic field-dependent  xx
at di↵erent temperatures. Even when the film already deviates from the perfect QAHE
state at T = 0.33 K, both the zero  xy plateaus and double-peaked  xx still persist. (c)
Schematic representation of the multidomain network formed during the magnetization
reversal process. The upward yellow arrows and downward green arrows denote the up
( M > |m0|) and down ( M <  |m0|) magnetic domains, respectively. (d) Temperature-
dependent transition slope S = (@ xy/@H)max extracted from a. When T < 0.1K, S / T 
follows the power low scaling behavior with  = 0.22 (adapted from Ref. [14])..
178
Figure 9.2: (color online). Electrical transport and scanning magnetic imaging of 7-QL-
thick Cr0.1(Bi0.5Sb0.5)1.9Te3 sample at T = 250mK. (A and B) Transport measurements
showing magnetic field dependence of Rxx (red) and Rxy (black) at Vg = 6V (A) and the
Vg dependence at 1T (B). The dip in Rxx marked by the arrow shows the incipient QAH
state. (C) Optical image of the sample and SOT showing the electrical contacts and the
SOT reflection from the sample surface. (D) Electron micrograph of the SOT used for the
magnetic imaging. (E to H) Scanning SOT images (5⇥ 5 µ2) of the out-of-plane magnetic
field Bz(x, y) at 300 nm above the sample surface at four antisymmetric locations along the
magnetization loop marked in (A). Note the strong anticorrelation between (E) and (H),
and (F) and (G). Pixel size, 50 nm; pixel integration time, 10 ms (adapted from Ref. [20])..
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The procedure of minimization of the functional Eq. (9.4) with restriction Eq. (9.6) is
conventionally carried out [22, 23] by introducing the Lagrange multiplier,  , and searching
for a minimum of the auxiliary functional
 h |hˆ (r)| i+ 12 
Z
dr 2(r). (9.8)
with respect to  (r). The minimization yields
 (r) =    
⇣
| e(r)|2   | h(r)|2
⌘
. (9.9)
The remaining task is to substitute Eq. (9.9) into the Schro¨dinger equation, find  e(r),
 h(r), substitute them into Eq. (9.9), and evaluate P with extremal  (r) defined by Eq.
(9.9).
9.3 Asymptotic solution of the instanton equation
Assuming the azimuthal symmetry of  (r), the solutions of Eq. (9.6) can be classified
according to the angular momentum:  e(r) = i me (⇢) exp(im ),  h(r) =  
m
h (⇢) exp[i(m +
1) ], where ⇢ and   are the radius and the azimuthal angle, respectively. Then the system
of equations for  me (⇢) and  
m
h (⇢) readsh
Eg   E     
⇣
| me (⇢)|2   | mh (⇢)|2
⌘i








Eg + E     
⇣
| me (⇢)|2   | mh (⇢)|2
⌘i






 me (⇢). (9.10)
Here we dropped the term Bkˆ2 in the Hamiltonian hˆ (r) and will incorporate it later [25].
The solution of the system is straightforward when the energy, E, is close to the band-








= (Eg   E) e(r). (9.11)
This is a standard instanton equation for a particle moving in a white-noise random potential
[22, 23, 26, 27]. The radial size of this instanton is ⇠ ⇥Eg(Eg E)/A2⇤1/2. Thus, the integral
over r in Eq. (9.4) is proportional to (Eg  E). The full expression for the density of states










so that the characteristic tail energy is given by Et =
 Eg
A2 . The value of the numerical factor
0 = 5.8 was established in Refs. [26], [27]. It originates from the solution of Eq. (9.11)
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with zero angular momentum. Physically, the tail states are due to local gap reductions, as
depicted in Fig. 9.3.
The result Eq. (9.12) applies when the tail energy is much smaller than the gap, i.e., for
  ⌧ A2. This result cannot be used even as an order-of-magnitude estimate for the middle
of the gap. This is because the shape of the fluctuation,  (r), at |E|⌧ Eg is dramatically
di↵erent from a simple gap reduction,  (r), captured by Eq. (9.11). Below we demonstrate












Singular energy dependence of | lnN(E)| reflects the fact that the probability of formation
of a state near the gap center is highly unlikely since the corresponding fluctuation requires
a local gap reversal.
To create a state exactly at E = 0 the gap should be negative in the left half-space and
positive in the right half-space [28] (or vice versa). Naturally, such a fluctuation has a zero
probability. To have a finite probability, the fluctuation must include two gap reversals, i.e.,
| (r)| should exceed Eg inside the fluctuation. To establish the shape of this fluctuation,
we start from a one-dimensional case when | (r)| changes only along the coordinate, y,
Fig. 9.3.
A one-dimensional version of the system Eq. (9.10) readsh
Eg   E     
⇣
| e(y)|2   | h(y)|2
⌘i




Eg + E     
⇣
| e(y)|2   | h(y)|2
⌘i

































Dimensionless length in Eq. (9.16) corresponds to a physical decay length of the wave
function in the middle of the gap. Local gap reversals correspond to the regions of   where⇣
| e( )|2  | h( )|2
⌘























Figure 9.3: (color online). Gap fluctuation. (a) Fluctuation states near the gap edges are
due to local reductions of the width of the gap caused by the the composition disorder. (b)
To create an in-gap state with energy, E, much smaller than the gap width in 1d two local
gap reversals are required. (c) In 2d, the angular motion tends to shift the fluctuation levels
away from the gap center. Thus, the fluctuation, responsible for the state, E, represents a
narrow ring of gap reversals with radius / Eg/E.
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is that for " = 0 electron-hole symmetry requires | e( )|2 = | h( )|2, which is incompatible
with decay of  e,h at  ! ±1.
To find an asymptotic solution of the system at finite energy, we make use of the
smallness of parameter, ". As a first step, instead of  e and  h, we introduce new functions
 e( ) = C( ) cosh'( ),  h( ) =  C( ) sinh'( ), (9.17)
after which the system takes the form




















Upon subtracting the two equations, we can express the function C( ) in terms of '( ) as
follows








where C0 is a constant. Substituting this expression back into the system, we arrive to a










+ " cosh 2'. (9.20)








Gap reversal, which corresponds to C0 > 1, is terminated at certain distance   =  " when
" cosh' becomes big. This yields  " =
b
2 | ln "|. Importantly, the exponential term in the
left-hand side of Eq. (9.20) drops abruptly from 1 to 0 at the same   =  ", or, more
precisely, in the domain |    "| . 1.
The behavior of C( ) at |    "| > 1 can be found taking into account that C20 -term in
Eq. (9.20) is negligible in this domain. Then it follows from Eq. (9.20) that the function
'( ) saturates at the value ' = '", such that " cosh 2'" = 1. Smallness of " allows us to
simplify '" to
1
2 | ln "|. This is exactly the same value that one obtains upon substituting
 " into Eq. (9.21). The fact that '( ) saturates at   >  " suggests that the function C( )
falls o↵ exponentially, as exp
⇥   (     ")⇤ at   >  ", as follows from Eq. (9.19). The




















Figure 9.4: (color online). Density of the in-gap states. (a) The density of the in-gap states
due to the composition disorder is shown schematically. Near the gap edges (dashed lines)
it is a simple exponent, see Eq. (9.12), while near E = 0 it represents a semi-hard gap, Eq.
(9.13). (b) The components,  e and  h, of the spinor corresponding to the fluctuation state,
E ⌧ Eg, are shown schematically versus the dimensionless distance from the ring center.
Analytically,  e is given by Eq. (9.22). The width of the ring exceeds logarithmically the
in-gap decay length at E = 0.
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ln EgE . The corresponding expression for  h di↵ers by replacement
of cosh by sinh. At y = yE the two expressions match within a numerical factor.
The solution Eq. (9.22) of the system of instanton equations in one-dimensional is
actually, su cient to find the two-dimensional density of states. Compared to the system
Eq. (9.14), the two-dimensional instanton equations contain the extra “centrifugal” terms
/ 1/⇢. These terms create an energy shift ⇠ A/⇢, and thus prevent the formation of the
fluctuation in-gap levels with small energies. For such levels to exist the double reversal
of the gap sign should take place within a ring with radius, ⇢E, much bigger than the
width; see Fig. 9.3. Then the solutions of the system Eq. (9.14) near the ring center are
one-dimensional with y = ⇢  ⇢E. More quantitatively [25], with angular motion taken into










where the first term described the quantization of the angular kinetic energy. The above
equation suggests that, for level E to exist, the minimal radius of the ring is A/|E|.
In the expression Eq. (9.4) for the density of states the integral dr can be replaced by












The expression for magnitude of the fluctuation,  (y), is given by Eq. (9.9). Taking
into account that the dominant contribution to the integral over y comes from the domain








 2e(y)   2h(y)
⌘2#
. (9.25)
Substituting Eq. (9.22) into Eq. (9.24), and taking into account that the di↵erence 
 2e    2h
 
is constant for y < yE, we reproduce the result Eq. (9.13) in which the constant









The dependence 1(b) has a minimum at b = 1, where it is equal to 4⇡. The value b =
1 corresponds to C0 = 21/2, which, in turn, means that the most probable fluctuation
corresponds to a complete gap reversal, i.e., the gap is equal to  Eg at the core of the
fluctuation.
9.4 Discussion
The main outcome of our study is that, even when the spins of magnetic dopants are fully
aligned, the unavoidable statistical fluctuations in their density (alloy disorder [29-31] smear











For ⌫ ⌧ 1 only a narrow energy interval |E   Eg| ⇠ ⌫Eg is a↵ected by the disorder, see
Eq. (9.12). As ⌫ exceeds 1, it might seem from Eq. (9.12) that the gap is completely
washed out. However, our result Eq. (9.13), see also Fig. 9.4, suggests that, even for
strong disorder, there is an almost hard gap near E = 0 which exists in the domain |E| .
Eg/⌫. Probably [25], it is this hard gap that governs the temperature dependence of the
longitudinal resistance in the experiments [5-20]. The scale of temperatures for QAH e↵ect
is known to be much lower than the Curie temperature. The fact that the bulk gap in QAH
is narrow follows most convincingly from Ref. [10], where the strong temperature-dependent
deviations from the quantized value of nondiagonal resistance were observed in high applied
external field, so that they cannot be accounted for by the domain structure in the sample.
Moreover, the analysis in experimental paper Ref. [15] indicates that the low-temperature
behavior of the zero-field diagonal conductivity is activational rather than the variable-range
hopping, which is consistent with the scenario of a hard gap. To estimate the experimental
value of parameter ⌫ we chose x = 0.1, as in most experiments, A = 3eVA˚ (Ref. [4]), and
↵ = 2.7eV (Ref. [24]). With N0 = 5 · 1014cm 2, we got ⌫ ⇡ 0.5, suggesting that statistical
disorder is relevant for QAH e↵ect.
It is instructive to compare the magnitudes of the gap smearing originating from mag-
netic and nonmagnetic disorders. The strength of a nonmagnetic disorder, U(r), can be
quantified via the prefactor,  , in correlator hU(r)U(r0)i =   (r  r0). Calculations leading
to the result Eq. (9.12) do not depend on whether the disorder is magnetic or potential.
From Eq. (9.12) we conclude that the relative smearing,  E/Eg, of the gap is  /A2
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within a numerical factor. Note that this ratio does not depend on Eg. In the absence
of magnetization the gap is large (E⇤g ⇠ 0.5eV according to tight-binding calculation in
Ref. [24]). We can estimate the ratio  /A2 from the mobility, µ = 760cm2/Vs, measured
in Ref. [8] at temperature 80K, much higher than the Curie temperature, 15K. Mobility is
related to the scattering time, ⌧ = Mµ/e, via the e↵ective mass, M = ~2E⇤g/A2. Since the
energy scale related to ⌧ is ~/⌧ , the ratio  /A2 can be expressed as ~/(⌧E⇤g ) = eA2/(~µE⇤2g ).
Substituting numbers yields the estimate 10 2, which is an indication that potential disorder
is not strong. Still the value of E⇤g crucial for this estimate is not reliable.
In conclusion, we point out that for a really strong disorder ⌫   1, the hard gap near
E = 0 disappears. In this limit one can neglect Eg in the Hamiltonian, so that the problem
is reduced to disorder induced smearing of a linear Dirac spectrum. This problem has a long
history [32-34], and was addressed in relation to, e.g., d-wave superconductivity. However,
in the absence of energy scale to compare the disorder with, there is no definite answer.
9.5 Appendix
9.5.1 Quantized levels on a ring with inverted bandgap
Consider a gap-inverting fluctuation confined to a ring ⇢1 < ⇢ < ⇢2. More specifically,
the gap,  (r), changes in a radial direction as follows:
 (r) =
8><>:
 0, 0 < ⇢ < ⇢1,
  0, ⇢1 < ⇢ < ⇢2,
 0, ⇢ > ⇢2.
(9.28)
We assume for simplicity that the gap reversal is full. In the domain ⇢ < ⇢1, the in-gap












where Im(z) is the modified Bessel function, and s =
p
 20 E2
A . Corresponding solution for
























  ↵1Im(s⇢) +  1Km(s⇢)
!
. (9.31)
The gap inversion is reflected in the relative signs of the components of the spinor inside
and outside the ring. Four unknown coe cients, ↵,  , ↵1, and  1 are related by continuity
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of the components of the spinors at ⇢ = ⇢1 and ⇢ = ⇢2. Energy levels are determined from
















The near-midgap levels with |E| ⌧  0 appear only when the conditions s⇢1   1 and
s(⇢2   ⇢1)   1 are met. Under these conditions Eq. (9.32) allows serious simplifications.
Firstly, using the asymptotes of the Bessel functions, the common bracket in the numerator













As a next step, we divide both sides by the ratio Im(s⇢2)/Im+1(s⇢2) and take the large-⇢









The expressions in the numerator and denominator of the right-hand side are equal to Eq.





















= 1  4 exp





For a narrow ring one can replace ⇢1 and ⇢2 in the denominators by (⇢1+ ⇢2)/2. Also, with
accuracy E2/ 20, one can replace s by  0/A. This leads to the following expression for the















The right-hand side is the sum of contributions from the quantized motion along the ring
and quantized motion across the ring, as in Eq. (9.23) of the main text.
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9.5.2 Temperature dependence of conductivity
Neglecting the energy dependence of logarithm in Eq. (9.13), we approximate the energy-
dependent density of states with






where parameter ⌫ is defined by Eq. (9.27). Assume that the energy responsible for the
transport is E0. The density of states can be treated as a constant within a strip |E E0| <














corresponding to activation into the strip and tunneling between the neighbors, with respect
















where we have di↵erentiated only the exponent in r(E0). Upon expressing E0 from Eq.












The result Eq. (9.42) applies when the logarithm is big. By virtue of the same condition
the activation term in Eq. (9.41) exceeds the tunneling term. Concerning the dimensionless
combination, N0⇠2Eg, under the logarithm, with localization length, ⇠ = A/Eg, in the
middle of the gap being disorder independent, this combination is some unknown power of
⌫. Thus, for ⌫ ⇠ 1, Eq. (9.42) applies for T < Eg. We conclude that, due to a rapid growth
of the density of states away from the gap center, the behavior of the resistance remains
Arrhenius even at low temperatures. This is consistent with observation in Ref. [15].
9.5.3 The role of Bk2 term in the Hamiltonian
In order to estimate the e↵ect of Bk2 term in the Hamiltonian Eq. (9.7), we compare it to
the linear term and find the scale of momenta k ⇠ A/B when this term becomes important.
In other words, the term Bk2 plays a dominant role when the spatial scales in the problem
are ⇠ B/A. On the other hand, with logarithmic accuracy, the size of the fluctuation is
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⇠ A/Eg. The ratio of the two scales yields a dimensionless parameter BEg/A2, which
becomes progressively small as the gap decreases. More quantitative information about the


















Similar to the steps in the main text, we neglect small terms containing " and substitute
'( ) =  /b. This leads to the following modified relation between the parameters b and C0











Note that for the “topological” bandstructure, when the signs of B and Eg are opposite,
the last term in Eq. (9.44) causes only a slight increase of C0, which results in a small
suppression of the exponent in the density of states. On the contrary, for a “trivial”
bandstructure, this last term decreases C0, leading to the enhancement of the density of
states. Moreover, Eq. (9.44) suggests that this enhancement can be parametrically big when
the second and the third terms closely compensate each other. For such a compensation
the width of the ring should be of the order of the minimal length B/A. This, however,
violates our basic assumption that the shape of the fluctuation is dominated by the inner
part.
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