Introduction
Customer retention is one of the most important issues for companies. Customer churn prevention, as part of a Customer Relationship Management (CRM) approach, is high on the agenda. Big companies implement churn prediction models to be able to detect possible churners before they effectively leave the company. When predicting churn, more and more data mining techniques are applied.
Fortunately for the companies involved, churn is often a rare object (e.g. Neslin, Gupta, Kamakura, Lu, & Mason, 2006) , but of great interest and great value. Based on the current academic literature and the needs of the leading edge industry practitioners, Gupta et al. (2006) state that understanding how to model rare events is one the issues that represent opportunities for future research:
''The models developed in marketing are typically applied to situations where the events of interest occur with some frequency (e.g., customer churn, customer purchases). These models can break down when applied to setting where the behaviour of interest is rare. For example, when modelling the correlates of customer acquisition in a low-acquisition rate setting, the performance of the familiar logit model is often unacceptable. There may be opportunity to gain valuable insights from the statistics literature on the modelling of rare events." (Gupta et al., 2006, 149) .
Until recently, however, class imbalance has not received much attention in the context of data mining (Weiss, 2004) . Now, as increasingly complex real-world problems are addressed, the problem of imbalanced data is taking centre stage. Weiss (2004) defined six data mining problems related to rarity, and lists ten methods to address them. In this study, we investigate how we can better handle class imbalance in churn prediction, applying four of those ten methods.
First, we use more appropriate evaluation metrics. ROC analysis is used, as AUC does not place more emphasis on one class over the other, so it is not biased against the minority class. We explain the relationship of the ROC curve with the cumulative gains and the lift curve, both often used in churn prediction practice. Lift is the preferred evaluation matrix, used by CRM managers in the field (Ling & Li, 1998) . By using weighted random forests, we apply a second method, namely that of cost-sensitive learning. Sampling is a third possible method to deal with class imbalance. We both apply a basic sampling method (under-sampling) and an advanced one (CUBE, an efficient balanced sampling method). Last method used is boosting, as we estimate a stochastic gradient boosting learner.
A lot of comparative studies have been carried out. The question can be raised: why yet another comparative study? This study differs from previous studies in that our datasets for churn modelling are substantially different from those traditionally used for comparative studies. While often comparative studies are carried out on the UCI repository (Salzberg, 1997) , with easy classification tasks, and high accuracy, in this study churn prediction is the issue. For six different companies churn prediction models are created: the data is real, and big, the models developed are relevant, classification is harder.
Handling class imbalance: four possible solutions
Weiss (2004) draws up six categories of problems that arise when mining imbalanced classes.
1. Improper evaluation metrics: often, not the best metrics are used to guide the data mining algorithms and to evaluate the results of data mining. 2. Lack of data: absolute rarity: the number of examples associated with the rare class is small in an absolute sense, which makes it difficult to detect regularities within the rare class. 3. Relative lack of data: relative rarity: objects are not rare in absolute sense, but are rare relative to other objects, which makes it hard for greedy search heuristics, and more global methods are, in general, not tractable. 4. Data fragmentation: Many data mining algorithms, like decision trees, employ a divide-and-conquer approach, where the original problem is decomposed into smaller and smaller problems, which results in the instance space being partitioned into smaller and smaller pieces. This is a problem because regularities can then only be found within each individual partition, which will contain less data. 5. Inappropriate inductive bias: Generalizing from specific examples, or induction, requires an extra-evidentiary bias. Without such a bias ''inductive leaps" are not possible and learning cannot occur. The bias of a data mining system is therefore critical to its performance. Many learners utilize a general bias in order to foster generalization and avoid overfitting. This bias can adversely impact the ability to learn rare cases and rare classes. 6. Noise: Noisy data will affect the way any data mining system behaves, but interesting is that noise has a greater impact on rare cases than on common cases.
Weiss (2004) also describes ten methods for dealing with those problems associated with rarity. Table 1 (Weiss, 2004) summarizes the mapping of problems with rarity to the methods for addressing these problems. Note that for each problem multiple solutions are available. In these cases, the best (most direct, most useful) solutions are listed first and those solutions that only indirectly address the underlying problem are italicized.
In this study, we focus on problems 1, 3 and 6. As this study evolves around churn prediction -using six real-life churn data sets -those problems are the most relevant. Churn data sets are generally rather big, what makes that absolute rarity is not an issue. Logistic regression does not know the data fragmentation problem, whereas ensemble methods should not be bothered by it as much as single decision trees are. Besides, data fragmentation is more of a concern when there is absolute rarity. The use of a more appropriate inductive bias is something for further research.
We apply in this study more appropriate evaluations metrics, a cost-sensitive learner, two sampling techniques and boosting. They are sketched hereunder.
2.1. More appropriate evaluation metrics 2.1.1. Classification accuracy It is often hard or nearly impossible to construct a perfect classification model that would correctly classify all examples from the test set. Therefore, we have to choose a suboptimal classification model that best suits our needs and works best on our problem domain.
In our case, we could use a classifier that makes a binary prediction (i.e. the customer will either stay with the company or not) or a classifier that gives a probabilistic class prediction to which class an example belongs. The first is called binary classifier and the latter is called probabilistic classifier. One can easily turn a probabilistic classifier into a binary one using a certain threshold (traditionally so that the Yrate in the test set is equal to the churn rate in the original training set -see further).
Binary classifiers
When dealing with a binary classification problem we can always label one class as a positive (in our case a churner) and the other one as a negative class (a non churner). The test set consists of P positive and N negative examples. A classifier assigns a class to each of them, but some of the assignments are wrong. To assess the classification results we count the number of true positive (TP), true negative (TN), false positive (FP) (actually negative, but classified as positive) and false negative (FN 
. Probabilistic classifiers
Probabilistic classifiers assign a score or a probability to each example. A probabilistic classifier is a function f:X ? [0, 1] that maps each example x to a real number f(x). Normally, a threshold t is selected for which the examples where f(x) P t are considered churner and the others are considered non churner.
This implies that each pair of a probabilistic classifier and threshold t defines a binary classifier. Measures defined in the section above can therefore also be used for probabilistic classifiers, but they are always a function of the threshold t.
Note that TP(t) and FP(t) are always monotonic descending functions. For a finite example set they are stepwise, not continuous. By varying t we get a family of binary classifiers.
Note that some classifiers return a score between 0 and 1 instead of probability. For the sake of simplicity we shall call them also probabilistic classifiers, since an uncalibrated score function can be converted to a probability function.
ROC, cumulative gains and lift curve
When we want to assess the accuracy of a classifier independent of any threshold, ROC analysis can be used. A ROC graph is defined by a parametric definition x ¼ 1 À specificityðtÞ; y ¼ sensitivityðtÞ Each binary classifier (for a given test set of examples) is represented by a point (1-specificity, sensitivity) on the graph. By varying the threshold of the probabilistic classifier, we get a set of binary classifiers, represented with a set of points on the graph. An example is shown in Fig. 1 . The ROC curve is independent of the P:N ratio and is therefore suitable for comparing classifiers when this ratio may vary. Note that the precision-recall curve can also be computed, but Davis and Goadrich (2006) showed the curve is equivalent to the ROC curve (an example in Fig. 4) .
Area under ROC curve is often used as a measure of quality of a probabilistic classifier. It is close to the perception of classification quality that most people have. AUC is computed with the following formula:
A random classifier (e.g. classifying by tossing up a coin) has an area under curve 0.5, while a perfect classifier has 1. Classifiers used in practice should therefore be somewhere in between, preferably close to 1.
What does AUC really express? For each negative example count the number of positive examples with a higher assigned score than the negative example, sum it up and divide everything with P * N. This is exactly the same procedure as used to compute the probability that a random positive example has a higher assigned score than random negative example.
AUC ¼ PðScore Random churner > Score Random non churner Þ The cumulative gains chart, and the (cumulative) lift chart derived from it, are well known in the data mining community specialized in marketing and sales applications (Berry & Linoff, 1999) . Apart from their primarily presentational purpose lift charts have not been studied extensively.
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More appropriate inductive bias x ¼ YrateðtÞ; y ¼ sensitivityðtÞ Each binary classifier (for a given test set of examples) is represented by a point (Yrate, sensitivity) on the graph. By varying the threshold of the probabilistic classifier, we get a set of binary classifiers, represented with a set of points on the graph. It gives a graphical interpretation of what percentage of customers one has to target to reach a certain percentage of all churners. A purely random sample is presented by a diagonal through (0, 0) and (1, 1), as 10% of the customers will account for 10% of the churners, etc. The cumulative lift chart ( Fig. 3) gives the ratio of the classifier, compared to random sampling, and is thus defined parametrically by x ¼ YrateðtÞ; y ¼ sensitivity Yrate ðtÞ
The lift curve differs significantly from the earlier mentioned AUC in that the lift curve depends on the churn rate. The AUC has the advantage of being independent of the churn rate.
Cost-sensitive learning
In many data mining tasks, including churn prediction, it is the rare cases that are of primary interest. Metrics that do not take this into account generally do not perform well in these situations. One solution is to use cost-sensitive learning methods (Weiss, 2004) . These methods can exploit the fact that the value of correctly identifying the positive (rare) class outweighs the value of correctly identifying the common class. For two-class problems this is done by associating a greater cost with false negatives than with false positives.
Assigning a greater cost to false negatives than to false positives will improve performance with respect to the positive (rare) class. If this misclassification cost ratio is 3:1, then a region that has ten negative examples and four positive examples will nonetheless be labeled with the positive class. Thus non-uniform costs can bias the classifier to perform well on the positive class -where in this case the bias is desirable.
Weighted random forests
Since the random forests (RF, see methodology) classifier tends to be biased towards the majority class, one can place a heavier penalty on misclassifying the minority class (Chen, Liaw, & Breiman, 2004) . A weight is assigned to each class, with the minority class given larger weight (i.e., higher misclassification cost). The class weights are incorporated into the RF algorithm in two places. In the tree induction procedure, class weights are used to weight the Gini criterion for finding splits. In the terminal nodes of each tree, class weights are again taken into consideration. The class prediction of each terminal node is determined by ''weighted majority vote"; i.e., the weighted vote of a class is the weight for that class times the number of cases for that class at the terminal node. The final class prediction for RF is then determined by aggregating the weighted vote from each individual tree, where the weights are average weights in the terminal nodes. Class weights are an essential tuning parameter to achieve desired performance. The out-ofbag estimate of the accuracy from RF can be used to select weights.
Sampling
One of the most common techniques for dealing with rarity is sampling. The basic idea is to eliminate or minimize rarity by altering the distribution of training examples.
Basic sampling methods
The basic sampling methods include under-sampling and oversampling. Under-sampling eliminates majority-class examples while over-sampling, in its simplest form, duplicates minorityclass examples. Both of these sampling techniques decrease the overall level of class imbalance, thereby making the rare class less rare. These sampling methods do, however, have several drawbacks (Weiss, 2004) . Under-sampling discards potentially useful majority-class examples and thus can degrade classifier performance. Because over-sampling introduces additional training cases, it can increase the time necessary to build a classifier. Worse yet, because over-sampling often involves making exact copies of examples, it may lead to overfitting (Chawla, Bowyer, Hall, & Kegelmeyer, 2002; Drummond & Holte, 2003) . As an extreme case, classification rules may be introduced to cover a single, replicated, example. More importantly, over-sampling introduces no new data -so it does not address the fundamental ''lack of data" issue. This explains why some studies have shown simple over-sampling to be ineffective at improving recognition of the minority class (Ling & Li, 1998; Drummond & Holte, 2003) and why under-sampling seems to have an edge over over-sampling (Chen et al., 2004) . For those reasons, in this study we will use under-sampling.
Advanced sampling methods
Advanced sampling methods may use intelligence when removing/adding examples or combine under-sampling and over-sampling techniques. As we choose for under-sampling as our basic sampling method, we apply CUBE (Deville & Tillé, 2004) as an advanced under-sampling method. The CUBE method is a general method that allows the selection of approximately balanced samples, in that the Horvitz-Thompson estimates for the auxiliary variables are equal, or nearly equal, to their population totals. This method is appropriate for a large set of qualitative or quantitative balancing variables, it allows unequal inclusion probabilities, and it permits us to understand how accurately a sample can be balanced. Moreover, the sampling design respects any fixed, equal or unequal, inclusion probabilities. The method can be viewed as a generalisation of the splitting procedure (Deville & Tillé, 1998) which allows easy construction of new unequal probability sampling methods.
While there is already a very fast implementation of the cube method (Chauvet & Tillé, 2006) , it is not yet available, and hence, the original version was used.
Boosting
Boosting is a technique for improving the accuracy of a predictive function by applying the function repeatedly in a series and combining the output of each function with weighting so that the total error of the prediction is minimized. In many cases, the predictive accuracy of such a series greatly exceeds the accuracy of the base function used alone. The first popular boosting algorithm was AdaBoost, short for adaptive boosting, by Freund and Schapire (1997) . It is a meta-algorithm, and can be used in conjunction with many other learning algorithms to improve their performance. AdaBoost is adaptive in the sense that subsequent classifiers built are tweaked in favour of those instances misclassified by previous classifiers.
Gradient boosting (Friedman, 2002) constructs additive regression models by sequentially fitting a simple parameterized function (base learner) to current ''pseudo"-residuals by least squares at each iteration. The pseudo-residuals are the gradient of the loss function being minimized, with respect to the model values at each training data point evaluated at the current step. It is shown that both the approximation accuracy and execution speed of gradient boosting can be substantially improved by incorporating randomization into the procedure. Specifically, at each iteration a sub sample of the training data is drawn at random (without replacement) from the full training data set. This randomly selected sub sample is then used in place of the full sample to fit the base learner and compute the model update for the current iteration. This randomized approach also increases robustness against overcapacity of the base learner. Using the connection between boosting and optimization, Friedman (2001) proposes the Gradient Boosting Machine.
While Weiss (2004) suggests using a basic form of boosting (e.g. AdaBoost), Friedman made those two improvements just mentioned to the boosting algorithm (2002 and 2001) . We thus use his gradient boosting machine algorithm in this paper, with the following options: loss function Bernoulli, 10.000 as number of iterations, and shrinkage = 0.005.
Data and methodology

Data
In this study, we make use of six real-life proprietary European churn modelling data sets. All data sets were constructed for company-driven applications, and hence represent a sizeable test bed for comparing the alternative methods mentioned above on predictive accuracy. All cases are customer churn classification cases.
In Table 2 , we present a case description. The first five cases involve a contractual setting, the supermarket case is non contractual. Of those five contractual cases, two are situated in the financial services sector. In both cases (at different financial institutions), churn is defined as partial defection on one specific product (Bank2), or on at least one product category (Bank1) (Larivière & Van den Poel, 2004) . The three other contractual cases are subscription services (Burez & Van den Poel, 2007, in press ). In all three cases, churn is defined as a tacitly renewal of a subscription. As this is often done on contract level, this definition corresponds to total churn. In the supermarket case, partial defection is modelled (Buckinx & Van den Poel, 2005) .
In Table 3 , we specify some descriptive statistics about the datasets used, namely (i) the data set, (ii) the number of observations, (iii) the number of churners, (iv) the percentage of churners, and (v) the number of predictive features in the data set.
Note that for this study, only those predictive features were used that resulted from a (forwards) stepwise variable selection procedure.
Methodology
Cross validation
The usual method to compare classification algorithms is to perform k-fold cross validation experiments to estimate the accuracy of the algorithms and use t-tests to confirm if the results are significantly different (Dietterich, 1998) . In cross validation, the data D are divided into k non-overlapping sets, D 1 , . . . , D k . At each iteration i (from 1 to k), the classifier is trained with DnD i and tested on D i . While the approach has as advantage that each test is independent from the others, it suffers from that the training sets overlap. It has been shown that comparing algorithms using t-tests on cross validation experiments results in an increased type-I error: the results are incorrectly deemed significantly different more often than expected given the level of confidence used in the test (Dietterich, 1998) .
To cope with this problem, we followed the procedure recommended by Dietterich (1998) and Alpaydin (1999) and used five iterations of two-fold cross validation (5 Â 2 cv). In each iteration, the data were randomly divided in halves. One half was input to the algorithms, and the other half was used to test the final solution; and the other way around. The accuracy results presented in the next section are the average AUC, classification error and lift values of the ten tests. For the under-sampling, we further sampled randomly from the non churners of the ten training sets, so that the churn rate in the training set had the desired percentage. Those desired churn rates range from the actual churn rate up to 95%, following Weiss and Provost (2003) .
The final results should always be tested on unseen data. The accuracy results that we present are obtained by testing the final solutions on the half of the data that has not been considered at all by the algorithms.
5 Â 2 CV F test
Having an outer 5 Â 2 cross validation loop allows us to partition the data to do proper comparisons on unseen testing data and also use the combined F test proposed by Alpaydin (1999) , which is an improvement over the 5 Â 2 cv Paired F test as proposed by Dietterich (1998 is approximately F distributed with ten and five degrees of freedom. We rejected the null hypothesis that the two algorithms have the same error rate with a = 0.10 significance level if f > 3.297. All the algorithms used the same training and testing data in the two folds of the five cross validation experiments.
Comparing correlated AUCs
To test statistical significant differences between average AUC over 5 Â 2 cv, there is -to our knowledge -no statistic yet. We therefore used the method proposed by DeLong, DeLong, and Clarke-Pearson (1988) to compare the AUC of two correlated algorithms, on each of the 5 Â 2 sets. Correlated in this context means that different algorithms are applied on the same test set. If, on at least 7 of the 10 runs, the difference in AUC was significant, we considered the 2 average AUCs significantly different.
Techniques
As mentioned before, we use weighted random forests and stochastic gradient boosting as a means to handle imbalanced churn data. To compare different sampling techniques however, we used the normal version of random forests, and logistic regression, which is still the standard technique used in practice (Neslin et al., 2006) .
Random forests
Random forests blends elements of random subspaces and bagging in a way that is specific to using decision trees as base classifier. At each node in the tree, a subset of the available features is randomly selected and the best split available within those features is selected for that node. Also, bagging is used to create the training set of data items for each individual tree. The number of features randomly chosen (from n total) at each node is a parameter of this approach. Following Breiman (2001), we considered versions of random forests created with random subsets of size [log 2 (n) + 1], rounded to the above integer. Random forests have been used for customer retention modeling by Larivière and Van den Poel (2005) .
Logistic regression
Logistic regression modelling is very appealing for four reasons: (1) logit modelling is well-known, conceptually simple and frequently used in marketing (Bucklin & Gupta, 1992) , especially at the level of the individual consumer (Neslin et al., 2006) ; (2) the ease of interpretation of logit is an important advantage over other methods (e.g. neural networks); (3) logit modeling has been shown to provide good and robust results in general comparison studies, for both churn prediction (Neslin et al., 2006) and credit scoring (Baesens et al., 2003) and (4) more specifically in database marketing, it has been shown by several authors (Levin & Zahavi, 1998) that logit modeling may even outperform more sophisticated methods.
Results
Under-sampling and CUBE
We start with investigating the effect of under-sampling on predictive performance. We do this separately for logistic regression (LR) and random forests (RF). A last part of these results will compare both techniques together with two other techniques.
In Table 4 (for LR) and Table 5 (for RF), the averages over 5 Â 2 cv of both AUC, classification error and lift are reported for the different samples and the different cases. Under the name of the case, the churn rate (in the test set) is given. Column headings indicate the percentage of churners present in the training set: '10' means that 10% of the new formed training set are churners. The non churners out of the original training set were under-sampled so that this percentage was reached. The models trained on the different training sets are then applied on the test set. Resulting evaluation metrics are calculated on the outcome of the application of the model on the test set. The original model indicates the model on the full training set, so without under-sampling. As we started from the original training sets (with their original churn rate), a few blocks in Tables 4 and 5 are empty. For e.g. the PayTV case, the original churn rate is 13,07%. The first under-sampled training set has by definition a higher churn rate, in this case 20%. Columns 5 and 10 are thus left blank.
The highest AUC is printed in bold, the lowest error rate is underlined, and the highest lift is in italic. For every case, and for both AUC and the error, we calculated the test statistics. That is, we looked at the highest AUC or lowest error, and checked whether the other models were significantly worse. All models, of which we cannot say they are significantly worse, and thus which are assumed as good statistically as the best model, are highlighted in grey.
We illustrate this with the Bank2 case. For LR, the best AUC is obtained when the training set has 50% churners, and 50% non churners (AUC = 0.8318). The original training set, and all undersampling up to a 60/40 proportion do not differ significantly what concerns AUC. For RF, the best AUC is obtained for proportion 10/ 90 (AUC = 0.8717). Original training set up to a 40/60 proportion do not differ significantly. This same information is plotted in Fig. 5 . The bigger dots on the graphs are the significantly better models. The same is done for error in Fig. 6 .
Overall, for logistic regression ( Table 4 ) we see that, what concerns AUC, under-sampling gives us better results, but in only in two cases, this improvement is significant compared to the AUC achieved without under-sampling. When we look at error, none of the over-sampling models is significantly better then the original model.
When looking at random forests in Table 5 , we see that again, what concerns AUC, for all of the cases, the highest AUC is obtained with under-sampling. In half of the cases, this is significantly better then the original model. When looking at error, only for one of the cases under-sampling is significantly better.
The under-sampling on the training set was done randomly. In this second step of the results, we compare the results of a training set with 50% churners, but composed in two different ways. The column with heading '50' is the same as in Tables 4 and 5 : out of the non churners of the original set, a few are randomly selected so that the training set includes 50% churners and 50% non churners. A second training set was composed with again all churners, and a few non churners to get the 50/50 proportion, but this time this selection of non churners was not done randomly, but based on the CUBE algorithm. Results in Table 6 show that, while CUBE improves AUC slightly, this improvement is never significant. The error stays almost the same.
A last step is to compare logistic regression (LR) and random forests (RF) to two modelling techniques proposed by Weiss (2004) . He hinted at using a cost-sensitive learner and boosting algorithms. As cost-sensitive learner, we employ weighted random forests (wRF) by Breiman (2001) . As boosting algorithm, we applied the gradient boosting machine (GBM) by Friedman (2001) . Results are given in Table 7 . When just looking at LR and RF, we can see that in half of the cases (Bank1, Bank2 and Newspaper) RF outperforms LR by a margin. In that case, wRF even improves that performance (significantly in two of the three cases). In two cases (Mobile and PayTV) LR outperforms RF, quite surprisingly. While boosting is very consistent in its performance, it never outperforms any other technique. This is a somewhat unexpected outcome, as Bernoulli is the loss function used for boosting.
In three case (weighted) RF clearly wins, other times LR wins by a huge margin. Running both, and taking the best of both seems the most secure option. Combining both the ideas of LR and RF might be another option, resulting in a powerful classifier (e.g. Prinzie & Van den Poel, 2008) .
Conclusions
Churn is often a rare object, but of great interest and great value . Until recently, however, class imbalance has not received much attention in the context of data mining (Weiss, 2004) . In this study, we investigate how we can better handle class imbalance in churn prediction, applying 4 of 10 methods, proposed by Weiss (2004) . To investigate the impact of those methods, we use six real-life customer churn prediction data sets. This is a major strength of this study, as other (mostly data mining) studies often use old and irrelevant or artificial data. Both sampling (random and advanced under-sampling), boosting (gradient boosting machine) and a cost-sensitive learner (weighted random forests) are implemented. Using more appropriate evaluation metrics (AUC, lift), we investigated the increase in performance over standard techniques (logistic regression, random forests) and without sampling.
AUC and lift are good evaluation metrics. AUC does not depend on a threshold, and is therefore a better overall evaluation metric compared to error/accuracy. Lift is very much related to accuracy, but has the advantage of being well used in marketing practice (Ling & Li, 1998) .
Results show that under-sampling can lead to improved prediction accuracy, especially when evaluated with AUC. Unlike Ling and Li (1998), we find that there is no need to under-sample so that there are as many churners in your training set as non churners. We can however confirm the findings of Weiss and Provost (2003) that there is no general answer as to which class distribution will perform best, and that the answer is surely method and case dependent.
The advanced sampling technique CUBE does not increase predictive performance. This is in line with findings of Japkowicz (2000) , who noted that using the sophisticated sampling techniques did not give any clear advantage in the domain considered. Another advanced sampling technique (e.g. SMOTE for over-sampling) might perform better. Weighted random forests, as a cost-sensitive learner, performs significantly better compared to random forests, and is therefore advised. It should, however always be compared to logistic regression. Boosting is a very robust classifier, but never outperforms any other technique.
Limitations and directions for further research
Next to the four methods used in this study, Weiss (2004) also puts forward to try non-greedy search techniques (e.g. genetic algorithms), to use a more appropriate inductive bias (using hybrid methods), to learn only the rare case, etc. (see Table) . All of those methods might be worth trying.
It would be interesting to compare the modelling techniques used in this study to some state of the art techniques, like support vector machines (Viaene et al., 2001; Coussement & Van den Poel, 2008) , Bayesian methods (Baesens, Viaene, Van den Poel, Vanthienen, & Dedene, 2002) , neural networks and so on.
For comparing AUCs over two or more algorithms on a data set, doing k fold cv or 5 Â 2 cv, a test statistic should be developed to test significant differences as, to our knowledge, such statistic does not exist today.
For both RF and GBM, one has to set parameters. For both we did some form of optimization, but this was not done rigorously. Predictive performance might be slightly influenced by this parameterisation. E.g., the RF parameter representing the number of variables to be randomly at each node is not tuned in this study. Prinzie and Van den Poel (2008) showed that this can influence results. The same goes for the advanced sampling technique CUBE, where one has to assign a number of variables on which the CUBE algorithm will base its balanced sampling. Both the number of variables and the selection (which variables will you use) can influence the results.
Transferability of the approach
The fact that the 5 Â 2 cross-validation test requires 10 models to be built and validated might be responsible for the fact that only few applications involve in such rigorous testing. However, for a variety of reasons, the widespread use of the one-shot train-andtest validation for predictive modelling is not without merit (Verstraeten & Van den Poel, 2006) . Indeed, in practice, model builders require a more straightforward insight into the absolute performance of their models, while they would not necessarily proceed in testing whether significant differences occur between different model architectures. A company that realizes that its customers are leaving will want to apply a churn prediction model in a timely manner in order to address the customers at risk. Hence, this company might continue to lose a lot of customers during a very extensive validation procedure, so time efficiency translates seamlessly into cost efficiency, and the company might choose to adopt a more straightforward validation procedure. Additionally, also in scientific readings, the use of the one-shot train-and-test validation is still popular. For example, many recent well-appreciated predictive modeling studies in Marketing Science report the use of a single split (see, e.g. Montgomery, Li, Srinivasan, & Liechty, 2004; Park & Fader, 2004; Swait & Andrews, 2003) for model validation. However, since it has been proven that the results of such a validation procedure are highly dependent on the particular split of the data used (Malthouse, 2001) , stratified sampling should be considered. In the case of binary classification, predicted outcome stratified sampling (Verstraeten & Van den Poel, 2006 ) is a possibility. DeLong et al. can be used to compare probabilistic classifiers, whereas McNemar's test (Everitt, 1977) has been shown to be a good statistical test for comparing binary classifiers, give a one shot train and test split (Dietterich, 1998) .
