We consider asymptotic problems concerning the motion of interface separating the regions of large and small values of the solution of a reaction-diffusion equation in the media consisting of domains with different characteristics (composites). Under certain conditions, the motion can be described by the Huygens principle in the appropriate Finsler (e.g., Riemannian) metric. In general, the motion of the interface has, in a sense, non-local nature. In particular, the interface may move by jumps. We are mostly concerned with the nonlinear term that is of KPP type. The results are based on limit theorems for large deviations.
1 Introduction.
Consider a reaction-diffusion equation (RDE)
Here M is an elliptic operator with sufficiently regular coefficients, ε > 0 is a small parameter, and the nonlinear term is of Kolmogorov-Petrovskii-Piskunov (KPP) type. The latter means that c(x, 1) = 0, c(x, u) < 0 for u > 1, and c(x, 0) > c(x, u) > 0 for u ∈ (0, 1) and x ∈ R n . Assume that 0 ≤ g ≤ 1 is continuous with compact support G 0 . (We could also allow g to be continuous everywhere except a smooth hypersurface. In this case, we require that G 0 coinsides with the closure of its interior.) We assume that g is not identically equal to zero. We assume that c is Lipschitz continuous in u (uniformly in x).
It was shown in [4] , [5] , [6] that if c(x, 0) =c(x) =c is constant, then lim ε↓0 u ε (t, x) is equal to zero if ρ(x, G 0 ) > t √ 2c and is equal to one if ρ(x, G 0 ) < t √ 2c, where ρ is the Riemannian metric corresponding to the diffusion matrix a(x) = (a ij (x)):
ρ(x, y) = inf (a −1 (ϕ(t))φ(t),φ(t))dt.
This result means that when ε 1 the interface between the region where u ε (t, x) is close to zero and the region where it is close to one moves according to the Huygens principle with the constant speed √ 2c in the metric ρ. Ifc(x) is not constant, the position of the interface at time t 2 > t 1 , in general, is not defined by the position of the interface at time t 1 . Its motion is, in a sense, non-local. In particular, it can have jumps ( [4] , [6] ). In general case, the limiting behavior of u ε (t, x) as ε ↓ 0 can be described using the limit theorems for large deviations (see [12] ). Let X ε t be the diffusion process on R n governed by the operator εM :
where W t is a Wiener process and σ(x)σ * (x) = a(x). The Feynman-Kac formula implies that the solution u ε of problem (1) satisfies the following equation 
where E x means the expected value for trajectories of (2) with the initial condition X ε 0 = x. In the case of KPP-type nonlinear term, (3) implies that
Note that the functionũ ε is the solution of the linear problem obtained from (1) when c(x, u) is replaced byc(x). The asymptotics ofũ ε (t, x) in the right hand side of (4) can be calculated using large deviation estimates. Namely, if S 0t (ϕ), ϕ ∈ C([0, t], R n ), is the action functional ( [12] ) of the family X ε t as ε ↓ 0 with the normalizing factor ε −1 , then
This implies that
Under certain assumptions, one can prove that lim ε↓0 u ε (t, x) = 1 ifṼ (t, x) > 0. In this case, the equationṼ (t, x) = 0 defines the position of the interface. In particular, if c(x) =c is constant, the position of the interface is described by the Huygens principle, as above. In the general case, the position of the interface is defined (see [7] , [10] ) by the function
If V (t, x) < 0, then lim ε↓0 u ε (t, x) = 0, while lim ε↓0 u ε (t, x) = 1 if (t, x) belongs to the interior of the set {(t, x) : V (t, x) = 0}. These results were later re-proved and generalized using classical PDE methods (see [3] , [2] ).
Equation (3), together with (2) , is equivalent to (1) . It describes the interplay between the transport of particles (in our case the diffusion of particles) and the law of multiplication/annihilation of particles. Note that, instead of the diffusion transport defined by (2), one could consider other types of stochastic motion, as long as the action functional for the family is known and a certain Markov property is satisfied. One could also consider a non-local non-linear term (compare with [1] ).
In this paper, we will study interface propagation for reaction-diffusion equations in composite structures. By a composite structure we mean a domain that is a union of two or more regions with significantly different properties of the media (coefficients of the equation). In the case of layered structures that are space-homogeneous (in each of the layers), it turns out that the interface motion can also be described by the Huygens principle. However, the speed of the motion is constant if it is calculated with respect to an appropriate Finsler metric, rather than a Riemannian metric. We derive the expression for this metric in three qualitatively different cases, depending on the magnitude of the underlying diffusion across the layers.
In contrast to the case of a single layer, now the propagation of the interface is not described by the Huygens principle and may be non-local, even if the nonlinear term does not vary within each of the layers. The main difference between the case of the single layer and the one with several layers is that now the propagation of the interface is determined not only by the large deviations of the underlying diffusion along the layer, but by the interplay between the deviation from the stationary destribution between the layers and the large deviations for the diffusion in each of the layers. A similar, in a sense, phenomenon was studied in [8] .
Examples of composite structures are given in Figures 1 and 2 . The composite in Figure 1 consists of two layers with different properties. Figure 2 shows periodic inclusions in a homogeneous medium. First, let us consider the layered structure shown in Figure 1 .
The reaction-diffusion equation in a structure with two layers has the form
where 0 ≤ g ≤ 1 is continuous with compact support G 0 and is not identically equal to zero, I 1 = (0, m), and I 2 = (m, 1). It is assumed that g is not identically equal to zero. To account for different layers, we assume that
It is assumed that a 1 ,a 2 are uniformly bounded and uniformly positive-definite matrices and that α 1 , α 2 are uniformly bounded and uniformly positive. The nonlinear term in (5) also depends on the layer: we assume that
It is assumed that a
Observe that the coefficients in (5) may be discontinuous for y = m, and the equation is satisfied only when y = m. Thus, in order for the uniqueness of the solution to hold, one should add a 'gluing condition' on the plane y = m. To do this rigorously, it is best to relate u ε to itself using the Feynman-Kac formula, similarly to (3), and then use this as the definition of the solution of (5) (compare with [6] ). Namely, let 
(where we dropped the dependence on the initial point (x, y) from the notation). This diffusion process is the limit of processes with continuous diffusion coefficients approximating the diffusion coefficients a ij (x, y).
The pair of processes (X ε t , Y ε t ) starting at (x, y) is the solution of the system of stochastic differential equations
where A is the positive-definite symmetric square root of the matrix a, σ = √ α, W t is an ndimensional Brownian motion, and V t is a one-dimensional Brownian motion independent of W t . The process Y ε t is reflected at the end points of the segment and satisfies a gluing condition at y = m. We define the solution of (5) as the bounded continuous function on
for each t, x, y. Using the Lipschitz continuity of c in the second argument, it is easy to show that such a function u ε exists and is unique for each ε > 0. We are mostly interested in the case when the nonlinearity is of Kolmogorov-PetrovskiiPiskunov (KPP) type. Namely, we assume that
n and u ∈ (0, 1). The asymptotics of u ε as ε ↓ 0 for various values of the parameter β will be studied in this paper. In Section 2, we consider the situation when a k and c k , k = 1, 2, do not depend on the x-variable. In this case, the metric governing the interface propagation is translation-invariant -it is given by a norm of the difference between the points. Three different cases are distinguished, depending on whether β = 1, β > 1, or β < 1. In Section 3, we discuss the situation when a k , α k , and c k are allowed to depend on x. In both Section 2 and Section 3, we use the large deviation principle for the joint distribution of the trajectory of the underlying diffusion in the x-space and the occupation measure for the diffusion in the y-space. In the case of x-dependent coefficients, the large deviation principle is more complicated.
2 The case of x-independent coefficients.
Asymptotics of solutions to linear equations.
In this section, we consider the linear version of the Cauchy problem (5), i.e., we assume that c(x, y, u) = c(x, y).
We will show that there is a function λ(t, x), continuous on (0, ∞) × R n , such that ε ln u ε (t, x, y) → sup x ∈G 0 λ(t, x − x ). The expressions for λ(t, x) are different, depending on whether β = 1, β > 1, or −1 < β < 1. (If β = −1, there is no need to distinguish between the x and y variables, and the answer follows from [6] . If β < −1, then, in order to find the asymptotics of u ε (t, x, y) with y = m, the equation can be viewed in the (t, x) space, with the diffusion in the y variable ignored, and the y variable in the coefficients treated as a parameter.) The function λ is the multi-layer analogue ofṼ defined in the Introduction.
First consider the case when β = 1. Let
be the operator on C([0, 1]) with the domain D(L) that consists of functions satisfying
Let Y ε t be the process s with values on [0, 1], whose generator is ε −β L. Thus, if the initial value of the process Y ε t is y, the process formally satisfies
where σ = √ α and V t is a one-dimensional Brownian motion. (Y ε t is reflected at the end points of the segment and satisfies a gluing condition at y = m.)
Given initial values X ε 0 = x and Y ε 0 = y, define
where A is the positive-definite symmetric square root of the matrix a = (a ij ) and W t is an n-dimensional Brownian motion independent of V t . Note that X ε t also depends on β, although this is not reflected in the notation.
We will repeatedly make use of the following simple observation (compare with [12] , Ch. 3). Let Λ ε z be a family of probability measures on (M, B(M )), where (M, d) is a metric space, ε > 0 is a small parameter, and z is an additional parameter (for example, Λ ε z may be the measures induced by processes that start at an initial point z). Suppose that S z is the action functional for Λ ε z with normalizing coefficient ε −1 , uniformly in z. Then for continuous functions 0 ≤ ϕ ≤ C and ψ ≤ C on M ,
uniformly in z.
If ψ is not continuous, we can still estimate the left-hand side of (7) from above. Namely, for η > 0 define S η z (x) = inf y:d(y,x)≤η S z (y). Then it is not difficult to see that 
Then [14] , [12] (Ch. 10)). Let
This space is endowed with the metric
Thus tS is the action functional, uniformly in (t, y) ∈ In order to derive the asymptotics of u ε (t, x, y), we will show that the main contribution to the expectation in the Feynman-Kac formula comes from the event where the trajectories of the underlying diffusion spend an asymptotically non-random proportion of time p 1 in the region where y ∈ I 1 , and an asymptotically non-random proportion of time p 2 in the region where y ∈ I 2 . Assuming that p 1 and p 2 are known, we will derive the expression for the contribution to the expectation in the Feynman-Kac formula, and then maximize the expression under the condition that p 1 + p 2 = 1.
Let
Now we can write the expression for λ(t, x) in the case when β = 1,
Next consider the case β > 1. The difference from the case with β = 1 is that now the values of p 1 and p 2 are prescribed. Namely, let π be the invariant measure for the process Y y,ε t (the invariant measure doesn't depend on ε or β). The expression for λ(t, x) in the case when β > 1 is
Finally, consider −1 < β < 1. In this case, we again have minimization in p, but the term S(p) is not present. Namely, define
Theorem 2.1. Under the above assumptions,
uniformly on every compact
, where λ is given by (10) if β = 1, by (11) if β > 1, and (12) if −1 < β < 1.
Proof. Fix t > 0. Let M , as follows from the definition of the process X ε t ). By the Feynman-Kac formula,
For a compactK ⊂ R n , the action functional for M x,p,ε t is given, uniformly in (x, p) ∈ K × J, by t 0 R(p, ϕ (s))ds when ϕ(0) = x (and is equal to −∞ otherwise). Therefore, by (7),
uniformly in (x, p) ∈K × J. Substituting this in (14), we get
When β = 1, we use (7) and the fact that tS is the action functional for the family Λ ε t,y in order to obtain lim ε↓0 ε ln(u ε (t, x, y)) = sup for all sufficiently small ε. Therefore, the main contribution to the integral in (15) comes from an arbitrarily small neighborhood of p π , which implies that lim ε↓0 ε ln(u ε (t, x, y)) = sup for all sufficiently small ε. Therefore,
We have thus justified (12) in all the three cases for fixed t > 0. Let us now show that the convergence is uniform on
. From the Feynman-Kac formula it follows that for δ < t
Considering the contribution to the expectation from the events X ε δ − x ≤ η and X ε δ − x > η and using the large deviations estimates on the process X ε t , we see that for each η > 0 and α > 0 there exist δ 0 > 0, ε 0 > 0 such that 1 2 inf
when δ < δ 0 , ε < ε 0 . Together with the convergence in (12) for fixed t > 0 and the continuity of the right hand side of (12) , this is enough to conclude that the convergence is uniform on
Remark. In the proof of Theorem 2.1 we saw that for each r, δ > 0
for all sufficiently small ε, where x 0 ∈ Int(G 0 ). The same argument gives the bound if we restrict the expectation to the event that X ε t closely follows the segment connnecting x to x 0 . More precisely, let ϕ : [0, t] → R n be the linearly parametrized segment with ϕ(0) = x, ϕ(t) = x 0 . Then
for all sufficiently small ε, uniformly on every compact
Remark. For t 1 , t 2 ≥ 0, we have
Indeed, suppose that G 0 = B r 0 (0) (the ball of radius r 0 around the origin). By Theorem 2.1, for each δ > 0 there is r > 0 such that, for all sufficiently small ε, 
and therefore ε ln u
The left hand side can be made arbitrarily close to λ(t 1 + t 2 , x 1 + x 2 ) by selecting a sufficiently small r 0 and a sufficiently small ε. Thus, since δ > 0 was arbitrary, we obtain (17).
Asymptotics of solutions to reaction-diffusion equations.
In this section we consider the Cauchy problem for the reaction-diffusion equation (5). It is assumed that a k , c k , k = 1, 2, do not depend on x. Thus c(y, u) = c 1 (u), y ∈ (0, m) c 2 (u), y ∈ (m, 1).
. Consider the linear problem (6) with c 1 , c 2 replaced byc 1 ,c 2 . Let λ(t, x) be given by (10) if β = 1, by (11) if β > 1, and (12) if −1 < β < 1.
Define the norm x via the condition
From the definition of λ, in each of the cases it follows that λ(|a|t, ax) = |a|λ(t, x), and therefore ax = |a| x . The triangle inequality follows from (17), and so · is indeed a norm. Let d(x 1 , x 2 ) = x 1 − x 2 . Define
Note that the growth of G t is described by the Huygens principle in the (translationinvariant) metric d.
is the solution of (5) and c is of KPP type, then, for each t > 0, lim
Proof. Letũ be the solution of the linear problem (6) with c 1 ,
, and therefore lim ε↓0 u ε (t, x, y) = 0 uniformly on K.
Let us show that there is δ > 0 such that
for all sufficiently small ε when x − x 0 ≤ δ. Letλ(t, x) = sup x ∈G 0 λ(t, x − x ). Given δ 1 > 0, we can choose x 1 ∈ Int(G 0 ) and δ > 0 in such a way that for each x we havẽ λ(t 0 − δ 1 − s, ϕ(s)) < 0 for s ≤ t 0 − 2δ 1 , where ϕ is the linearly parametrized segment
Taking, if necessary, a smaller value of δ, we can make sure thatλ
By the Feynman-Kac formula (which defines the solution),
Since u ε ≤ũ ε , the right hand side of (19) can be estimated from below, for all sufficiently small ε, by
Conditioning on the value of the process at time δ 1 , we estimate the value of this expression, from below, by the product R 1 × R 2 × R 3 , where
It follows from (16) that for all sufficiently small δ 1 and δ (which may depend on δ 1 ),
provided that ε is sufficiently small. Also, for all sufficiently small δ 1 and δ we have
for all sufficiently small ε. Thus u ε (t 0 , x, y) can be made larger than exp(−ε −1 η) for all sufficiently small ε. Now suppose that x 0 ∈ G 0 . In this case, we can findĝ such that 0 ≤ĝ ≤ g, x 0 / ∈ supp(ĝ), and x 0 ∈ Int(Ĝ t ), whereĜ t = {x ∈ R n : d(x, supp(ĝ)) ≤ t}. Then, as shown above, there exist t 0 ∈ (0, t) and δ > 0 such that u ε (t 0 , x, y) ≥û ε (t 0 , x, y) ≥ exp(−ε −1 η) for all sufficiently small ε and x − x 0 ≤ δ, whereû is the solution with the initial datâ g. Thus we have proved that (18) holds for some t 0 ∈ (0, t).
Consider now the diffusion process (
component, all the points of (0, m) can be identified, as well as all the points of (m, 1), i.e., we can view the fast component as a process with just two distinct values). Let C be the space of continuous functions on [0, t] endowed with the distance d. Thus X ε can be viewed as a random element of C.
For ϕ ∈ C and ν ∈ M, definē
α(x, y)u (y)+f u (with the gluing condition at y = m and reflection at the end points). Let π(x) be the invariant measure for the process governed by this operator. For µ ∈ M [0,1] , define
For x ∈ R n and p ∈ J , define
For ϕ ∈ C and ν ∈ M, defineS (ν, ϕ) = 
If −1 < β < 1, the familyΛ ε t,x,y obeys the large deviations principle with the action functional
The expression for λ(t, x, x ) in the case when β > 1 is
Finally, in the case when −1 < β < 1, define
Theorem 3.2. Under the above assumptions,
, where λ is given by (21) if β = 1, by (22) if β > 1, and (23) if −1 < β < 1.
Proof. The proof is similar to that of Theorem 3.2. The main difference is that in (14) we were able to represent u ε (t, x, y) is terms of a repeated integral with respect to the measures M 
By (7) In each of the cases, β = 1, β > 1, and −1 < β < 1, we can insert the expression for L(ν, ϕ) provided in Theorem 3.1 into the right hand side of the last formula. Thus we obtain that (24) holds uniformly in (x, y) ∈K × [0, 1], whereK ⊂ R n is compact. The uniform convergence on K ⊂ (0, ∞) × R n × [0, 1] can be justified in the same as in Theorem 3.2.
As in Section 2.2, here we consider the Cauchy problem for the reaction-diffusion equation (5), but now we allow a k , α k , c k , k = 1, 2, to depend on x. This set (or, rather, G t × [0, 1]) is the multi-layer analogue of the set {x : V (t, x) = 0}, where V was defined in the Introduction. It is not difficult to show that ifc 1 (x) ≡c 2 (x) ≡ const, then the growth of G t obeys the Huygens principle with respect to a certain nonhomogeneous metric. The metric satisfies d(x, x ) = inf{t ≥ 0 : λ(t, x, x ) ≥ 0}, where λ was defined in Section 3.1. Before we proceed with the proof of this theorem, let us discuss an example. Let β = 1. Assume that n = 1 and G 0 = [−2, −1]. Suppose that a 1 = a 2 ≡ 1. Let us take α 1 (x) = α 2 (x) = δ −1 for x < −δ, α 1 (x) = α 2 (x) = δ for x > δ, and α 1 (x) = α 2 (x) ∈ [δ, δ −1 ] for x ∈ [−δ, δ]. Assume thatc 1 (x) ≡ δ, whilec 2 (x) ≡ 1. We also assume that m = 2/3, i.e., the first layer is twice as thick as the second one. Optimizing over the time s ∈ [0, t] that a trajectory ϕ spends to the right of the origin, from (21) we obtain that ).
Thenũ

4.
Finally, we would like to mention that effects caused by random thickness of the layers, random distribution of inclusions, as well as other types of underlying stochastic transport, can also be studied using large deviation asymptotics. We will address some of these problems in a different paper.
