Abstract: Artificial evolution can integrate fault tolerance considerations into the automatic design process, producing inherently fault-tolerant designs without explicit redundant parts. Population dynamics can give rise to some level of fault tolerance 'for free.' Requirements for fault tolerance can also be incorporated into the fitness function. The practicalities of these methods are investigated, grounded in the study of a real-world evolved electronic control system for a robot.
INTRODUCTION
This paper builds on earlier work [9] to show how artificial evolution -such as a Genetic Algorithm (GA) -can automatically design systems that are inherently tolerant to faults. In a harsh environment or a safety critical application, a system might be required to retain a certain level of ability even if a computer's memory becomes slightly corrupted, or a few transistors fail. Tolerance to semiconductor defects increases both yield and feasible chip size, and is a necessity for wafer-scale integration. Evolution can integrate into the design itself an ability to function in the presence of faults, rather than relying on the use of spare parts as is conventional.
It is important that evolution operate at the same level of abstraction as the faults to be tolerated manifest themselves: it would be a mistake to evolve a neural network to tolerate perturbations to its structure, simulate it on a digital computer, and expect the system to cope with failures of the computer -the simulation program would just crash.
Since tolerance to hardware failures is of particular interest, we will draw an example from the field of Hardware Evolution, where evolution operates at the level of electronic design. Recent advances in Field Programmable Gate Array (FPGA) technology mean that artificial evolution can be allowed to manipulate reconfigurable hardware directly, without the need for simulation. The possibility of evaluating evolving circuits physically instantiated in real silicon opens new possibilities for the efficient exploitation of semiconductor properties, and the interested reader is referred to [10] . Our example will be simpler, and is a RAM-based evolvable electronic control system for an autonomous mobile robot.
The robot has a pair of wheels driven by d.c. motors, and a pair of time-of-flight sonars. The control system architecture is approximately a RAM-based implementation of a finite-state machine. The 32 bits contained in the RAM chip are directly encoded bit-for-bit onto a linear bit-string genotype, along with binary representations of various parameters pertaining to timing and synchronisation. The system has some interesting properties which are not directly relevant here -see [11] for full details. The robot's task is simply to move about while avoiding walls, and all fitness evaluations take place with the real electronic control system (configured according to the individual's genotype) controlling the real motors. Standard genetic algorithm techniques can produce a configuration for this hardware controller that induces excellent real-world wall-avoidance behaviour in the robot. See Goldberg [2] for the standard techniques and terms used in this paper. Simple though it is, this robotic example will ground the following discussions in a real-word application.
In the next section, a detailed investigation is presented to show how evolutionary population dynamics can endow an evolved system with some degree of fault tolerance automatically. In section 3, the practicalities of explicitly specifying fault tolerance requirements in the fitness function are discussed. Finally, we note that evolution can build working systems from faulty parts. This toolbox of evolutionary methods can be combined with traditional redundancy techniques, and allows fault tolerance considerations to be integrated with the (automatic) process of design.
GRACEFUL DEGRADATION FOR FREE
It has been observed in the study of molecular evolution that evolution tends to produce individuals which not only have high fitness, but are also of a structure such that the average decrease in fitness caused by genetic mutations is small [1, 4] . In [9] , it was noted that if some of the possible genetic mutations cause exactly the same changes to the phenotype system as a particular set of faults, then insensitivity to mutations gives insensitivity to those faults. Notice that it is not sufficient for mutations to cause the same change in behaviour as the faults; they must actually make the same change in the underlying implementation. If this is the case, then some degree of graceful degradation over that set of faults can arise automatically from the nature of the evolutionary process, without any special measures being taken to cause this.
To gain an rough understanding of the effect, consider a single individual in the population. The spread of this individual's genetic information through the population in successive generations depends not only on how many offspring it produces, but also on how many offspring those offspring produce, and so on. Each time one of these offspring is produced, however, it is subject to genetic mutation. Hence an fit individual that is relatively insensitive to mutations will have mutated offspring that are also fit; its genetic information can spread through the population more readily than that of an individual which is equally fit, but which is vulnerable to mutations and so produces mutant offspring of much lower average fitness. Such mutation-insensitive individuals therefore tend to displace more mutationally-brittle individuals over time, even if the brittle individuals have slightly higher fitness (as demonstrated in [1] ). 1 This section is an overview of recent work to discover if this effect can occur in the context of engineering -and if so, whether it is of significant magnitude. The answer to both questions turns out to be 'Yes,' but not for all types of GA.
First, an example. Recall that the central part of the robot controller described earlier is a RAM chip, and that the 32 bits held in the RAM are directly encoded bit-by-bit onto a region of the linear bit-string genotype. A genetic mutation to this region has the effect of inverting one of the bits in the RAM. This is exactly the effect of an adverse single-stuck-at (SSA) fault in the memory array of the RAM. An SSA fault in the memory array causes a particular bit to read either always 0 (SSA-0) or always 1 (SSA-1). By 'adverse SSA fault' we mean an SSA fault causing a bit to read the opposite of what it should: its effect in inverting the bit is the same as that of a genetic mutation to the locus (bit-position) of the genotype representing it. Here, then, is a situation in which a tendency for evolution to produce individuals insensitive to genetic mutations translates into a tendency to produce RAM-based control systems that display graceful degradation in the presence of adverse SSA faults in the memory array.
Another example would be if the connection matrix of a neural network were directly encoded onto the genotype: the effect would give heightened tolerance to spurious creation and deletion of connections. It may be possible deliberately to design the genetic operators and encoding in engineering applications such that improved tolerance to a pre-specified (rather than accidental) class of faults results.
The 'fitness landscape' of an evolutionary problem is the assignment of fitness values over the space of all possible genotypes. For ease of experimentation, we shall study evolution on the well-known NK model of fitness landscapes [5] rather than on a fitness landscape arising from a real problem. N is the length, in bits, of the genotype. In this model, the fitness of each bit can be calculated, and the fitness of the whole genotype is just the mean fitness of its bits. The fitness of a bit is determined by its own value (0 or 1) and the values of K other bits (0 K N-1).
To generate a random landscape for particular values of N and K, one proceeds as follows. For each of the N bits in the genotype in turn, choose at random K other bits which will influence its fitness. Since the fitness of each bit will be determined by its own value and that of its K influencers, a bit's fitness can be given by a look-up table of 2 K+1 real-valued entries. For each of the N bits, a separate fitness look-up table is randomly generated, with entries uniformly randomly drawn from the interval [0.0, 1.0]. This random choice of influencers and look-up table entries is now held constant, and defines a particular fitness landscape which can be used in an evolutionary experiment.
Low values of K give, on average, 'smooth' random landscapes: a genetic mutation to a bit will not hugely alter the fitness of the genotype, because that bit influences the fitness contributions of few other bits. In the limit of K=0, there is a single global fitness optimum with no other local optima. Conversely, for high values of K a genetic mutation is likely to have a large effect on fitness ('rugged' landscapes). In the limit of K=N-1, a single mutation changes the fitness of a genotype to a value which is completely uncorrelated with the unmutated fitness. For 0 < K < N-1, any particular random landscape is likely to have some regions which are more rugged than others, and the value of K determines on average how rugged it is overall.
The experimental method was as follows. With N=20, a random landscape was generated for a particular value of K. Starting from a randomly generated population of 100 genotypes, a generational GA was run for 1000 generations with a particular selection scheme, mutation rate and single-point crossover probability. At the end of this run, the fittest individual in the population was taken, and a check was made that it was at a local optimum with respect to single mutations. If not, then the GA was started again with a new random population on a new random landscape until the final fittest individual was a local optimum. We now wish to answer the questions, "Is this evolved optimal individual less sensitive to single mutations than one would statistically expect for a local optimum of this fitness to be, given the current landscape? If so, by how much?" Taking the evolved optimal individual, the mean fitness decrease f d caused by a single mutation was measured, averaged over all N possible single mutations. The algorithm given in the appendix was then applied, to randomly assign new fitnesses to the single-mutation neighbours of the optimum, but such that (a) local-optimality is preserved and (b) the statistical correlation between the fitness of the optimum and the fitnesses of its singlemutation neighbours is preserved. If we now re-measure the mean fitness decrease f d caused by single mutations to the optimum, it will (on average) be typical of an optimum of this fitness on a landscape of the current N, K and choice of influencers. The difference in mutationsensitivity between the optimum found through evolution and this random typical optimum of the same fitness
For each particular setting of K and the GA parameters, the entire procedure of the previous two paragraphs was repeated at least 200 times 2 and the values of e averaged to give e. The value e gives the expected difference between the fitness drop when a single mutation is applied to an evolved optimal individual and the fitness drop that one would statistically expect on optima of the same fitness under the same conditions. Below, we will express e as a percentageê of the mean fitness of the final optimal solutions found by the GA (averaged over all the runs This experiment has been performed for over a hundred combinations of K, mutation rate, crossover probability and selection method. Figure 1 shows the results for K=10, crossover probability=1.0, with linear rank selection.ê increases with the mutation rate until the 'error threshold' is reached: beyond this the mutation rate is too high for the GA to work properly and bothê and the actual fitness attained decrease. Very similar results are obtained when the selection method is fitness proportional with linear scaling. It seems to be generally true thatê max occurs at the maximum mutation rate for which the GA still works well (before the fitness starts to decrease due to the 'error catastrophe'). Fortunately, this maximum rate of mutation -which depends on the fitness landscape and the selection pressure -is also the mutation rate which would normally be used for optimum performance. The maximumê observed under any conditions is that seen in this figure: 10.6%.
For low or high K (K = 0, 5, 15, 19 have also been fully explored) the maximum value ofê is smaller: the effect occurs most on landscapes of intermediate smoothness/ruggedness. As the crossover probability is reduced from 1.0,ê max is also reduced, with the maximum value ofê without crossover being about half of that when the crossover probability is 1.0. If elitism was introduced into the rank selection method (i.e. the fittest individual is carried over into the next generation without mutation or crossover), then although the fitness obtained by the GA was greatly improved,ê max was reduced to around quarter of what it would otherwise be.
In truncation selection with threshold T , the T % best individuals have equal probability of reproducing, and the others have zero probability. When truncation selection 2 Often as many as 1000 runs were performed, as deemed necessary by monitoring the standard error of the final mean value. was used,ê was at least as great as for the other selection methods, and was maximised at the largest value of T that could be used without the fitness suffering. Under the particular conditions used,ê was maximised at T =60%. As T was reduced to 5%,ê fell to around a tenth of its maximum value even though the fitness obtained was unaffected.
In conclusion, for landscapes of intermediate smoothness/ruggedness, and when elitism is not used, evolved optima have been observed to be around 10% less degraded by single mutations than would be statistically expected for that problem. The GA parameters did not have to be set in an unusual way to achieve this. If the genetic encoding is such that some genetic mutations make the same change to the phenotype as do a particular class of faults, then this effect translates directly into tolerance/graceful degradation in the presence of faults of that class. The effect can be used to augment other means of fault tolerance in engineering applications because it arises 'for free.' The effect can certainly occur in realistic applications, but its magnitude outside of the theoretical NK model is not yet known.
EXPLICITLY SPECIFYING FAULT-TOLERANCE REQUIREMENTS
The obvious way to induce evolution to produce a faulttolerant design is to incorporate a fault-tolerance measure into the fitness function. That way, fault tolerance is explicitly part of the required behaviour. Ideally, for each fitness evaluation the individual would be given a trial in the presence of every possible fault in turn, and the resulting fitness score would be some measure of performance in the face any fault. For systems being evolved in software simulation, it is easy to simulate the effects of faults. If the individuals are instantiated in reconfigurable hardware for their fitness evaluations (see the introduction), then many faults can be emulated simply by altering the configuration from what it would normally be. For instance, in our robot controller example, an adverse SSA fault in the RAM chip's memory array can be emulated by writing the wrong value to that bit.
To have each evaluation consist of trials for every possible fault -of which there are typically many -will normally be prohibitively time consuming. However, if we are interested in optimising worst-case performance (i.e. minimising the effects of the most serious fault), there is a potential short-cut. In this case the fitness measure will be based on performance in the presence of only the single most serious fault. If some way of predicting which fault is the most serious can be found, then only this single fault needs to be introduced during the fitness evaluation. A similar situation arises if only a relatively small subset of the possible faults seriously degrades the system: we need only consider the small subset of serious faults.
However, which faults are the most serious might be different for each individual in the population. If the only way to identify the worst faults for each individual is to test them with each fault in turn, then we are back where we started. In practice, though, after the first few generations the individuals are mostly similar and the population as a whole changes gradually over time. These facts can be used in predicting which faults are the most serious without having to test every individual with every fault; fortunately small errors of prediction are unlikely to be disastrous to the evolutionary process.
To illustrate this idea, we evolve the RAM-based robot controller example to give satisfactory wall-avoidance behaviour in the presence of any of the 32 possible adverse SSA faults in its RAM chip. First, the wall-avoider was evolved as normal, using a standard generational GA with rank selection, elitism 3 , and a population size of 50. After 85 generations the GA had stabilised at a good solution. Then the consensus sequence was generated: the genotype formed by, for each locus, taking whichever of the values f0, 1g was most common in the population at that position. The robot controller coded 3 The use of elitism means that the effect identified in the previous section will be small. for by this consensus sequence was then tested in the presence of each of the 32 possible adverse SSA faults in turn. The fault that caused the consensus individual to behave the most poorly (lowest fitness score) was nominated as the 'current fault. ' Another generation of evolution was then performed, but with the current fault being present during all of the fitness evaluations. After this generation the new consensus individual was constructed, tested, and a (possibly) new current fault nominated for the next generation. The process continued in this way, with a single fault being present throughout all evaluations within a generation -this fault being the one that caused the worst performance in the consensus individual of the previous generation. 4 Figure 2 shows that the maximum and mean fitnesses dropped sharply at generation 85 when faults were first introduced, but over the course of the next 150 generations returned to high values. Figure 3 shows that when the faults were first applied the controller was already tolerant to most SSA faults, but that a few were critical. At various stages afterwards, this tolerance to most SSA faults is lost in the GA's attempts to improve performance on the single most serious current fault. Some serious faults are seen to persist over long periods. Eventually, consensus individuals arose that give satisfactory performance when any of the SSA faults is present. 5 Returning to the general discussion, we can see that this example has exploited the similarity between individuals in the population by predicting that a single fault will be the most serious one for all individuals at a particular generation. This fault was identified by exhaustively testing a single 'average' individual -the consensus. Though this fault-prediction strategy is not exact, it had the desired effect of catalysing the evolution of a completely fault-tolerant individual.
Many other strategies could be used to decide which faults an individual should encounter during its evaluation: the example above is just intended as a simple illustration. If there were a very large number of possible faults, exhaustive testing of even just the single consensus individual per generation could take too long. Following a suggestion made in [9] , an attempt was made to co-evolve [3] a population of faults -the idea be- ing that evolution could be used to maintain a population of faults that concentrates on the weak-spots of the co-evolving target population and tracks them over time. Unfortunately, there was not enough correlation between the positions of the most serious faults for evolution to identify them more efficiently than random search, and the experiment failed. This may be a general difficulty for such techniques, but more investigation is needed.
Another interesting possibility is the use of a steady-state (rather than generational) GA [8] . Here, for a successful individual to stay in the population, it must score well in repeated re-evaluations which could be used to gradually build up an accurate picture of performance in the presence of a set of faults. The difficulty here is that if relatively few out of a large set of faults are serious, then the population can be dominated by new individuals that have been lucky enough not yet to have encountered the faults which affect them. A further embellishment that has proven useful in a similar problem is the use of a distributed GA [7] .
There is clearly more work to be done. However, what has been shown here is that if some way of targeting the most serious weak-spots of individuals can be found, then subjecting the individuals to these faults during their fitness evaluations can cause the evolution of systems tolerant to all of the possible faults. This has been demonstrated in evolving fault-tolerance in a real-world robot controller. It may be possible to use an adaptive process such as co-evolution to target the weak-spots, or search using application-specific heuristics may prove more appropriate.
FAULT RECOVERY
If evolution is allowed to continue as a corrective mechanism after a persistent fault has appeared, then it will change the design to compensate for the new behaviour of the faulty part. In fact, evolution does not 'know' what behaviour the components are supposed to exhibit, so will exploit whatever properties they do possess, even if faulty. [9] described an experiment where one of the adverse SSA faults giving unsatisfactory performance in the robot controller example was permanently introduced, and then evolution allowed to continue. At first, the fitness of the population was dramatically lowered, with none of the individuals performing as well as the best of the population used to, but after only 10 generations the mean and best fitnesses of the population had returned to their previous values. A population has more tolerance to newly occurring faults than any single individual, because it already contains a diversity of slightly different solutions.
In some applications, it may be possible to have evolution permanently running 'in the background,' to automatically cope with changing component characteristics. This applies to gradual drift in component properties as much as to faults, which are just an extreme case. Indeed, the other techniques described in this paper may also be useful in evolving systems that take account of component variations (eg. 'engineering tolerances').
CONCLUSION
Evolution can produce systems which by the nature of their design exhibit fault tolerance or graceful degradation. Conventional design methodologies cannot cope with integrating fault tolerance requirements into the heart of the design process, and must resort to providing spare parts (redundancy). It is also possible to use evolution to produce fault-tolerant designs augmenting redundancy built into an underlying implementation: [6] describes a suitable evolvable VLSI architecture with redundancy and built-in self-test. Three evolutionary techniques have been described: some degree of faulttolerance can arise 'for free' from the nature of the evolutionary process; fault tolerance requirements can be explicitly written into the fitness function, and this can be made efficient by actively targeting the weak-spots of the evolving population; finally, evolution can be allowed to build a working system from faulty parts. Artificial evolution holds the promise of integrating fault tolerance and automatic design.
