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Abstract––This communication describes the new information that may be obtained by applying
nonlinear analytical techniques to neurobiological time-series. Specifically, we consider the sequence of
interspike intervals Ti (the ‘‘timing’’) of trains recorded from synaptically inhibited crayfish pacemaker
neurons. As reported earlier, diVerent postsynaptic spike train forms (sets of timings with shared
properties) are generated by varying the average rate and/or pattern (implying interval dispersions and
sequences) of presynaptic spike trains. When the presynaptic train is Poisson (independent exponentially
distributed intervals), the form is ‘‘Poisson-driven’’ (unperturbed and lengthened intervals succeed each
other irregularly). When presynaptic trains are pacemaker (intervals practically equal), forms are either
‘‘p:q locked’’ (intervals repeat periodically), ‘‘intermittent’’ (mostly almost locked but disrupted irregu-
larly), ‘‘phase walk throughs’’ (intermittencies with briefer regular portions), or ‘‘messy’’ (diYcult to
predict or describe succinctly). Messy trains are either ‘‘erratic’’ (some intervals natural and others
lengthened irregularly) or ‘‘stammerings’’ (intervals are integral multiples of presynaptic intervals).
The individual spike train forms were analysed using attractor reconstruction methods based on the
lagged coordinates provided by successive intervals from the time-series Ti. Numerous models were
evaluated in terms of their predictive performance by a trial-and-error procedure: the most successful
model was taken as best reflecting the true nature of the system’s attractor. Each form was characterized
in terms of its dimensionality, nonlinearity and predictability.
(1) The dimensionality of the underlying dynamical attractor was estimated by the minimum number of
variables (coordinates Ti) required to model acceptably the system’s dynamics, i.e. by the system’s degrees
of freedom. Each model tested was based on a diVerent number of Ti; the smallest number whose
predictions were judged successful provided the best integer approximation of the attractor’s true
dimension (not necessarily an integer). Dimensionalities from three to five provided acceptable fits.
(2) The degree of nonlinearity was estimated by: (i) comparing the correlations between experimental
results and data from linear and nonlinear models, and (ii) tuning model nonlinearity via a distance-
weighting function and identifying the either local or global neighborhood size. Lockings were compatible
with linear models and stammerings were marginal; nonlinear models were best for Poisson-driven,
intermittent and erratic forms.
(3) Finally, prediction accuracy was plotted against increasingly long sequences of intervals forecast: the
accuracies for Poisson-driven, locked and stammering forms were invariant, revealing irregularities due to
uncorrelated noise, but those of intermittent and messy erratic forms decayed rapidly, indicating an
underlying deterministic process.
The excellent reconstructions possible for messy erratic and for some intermittent forms are especially
significant because of their relatively low dimensionality (around 4), high degree of nonlinearity and
prediction decay with time. This is characteristic of chaotic systems, and provides evidence that nonlinear
QTo whom correspondence should be addressed at the University of California.
Abbreviations: b, neighborhood size; BVP, BonhoeVer–van der Pol model; CV, coeYcient of variation; ˜t, time-step; E,
embedding dimension; HH, Hodgkin–Huxley model; i, order (1, 2,...) of postsynaptic spike and interval; I, average
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j dimensions; k, order (1, 2,...) of presynaptic spike and interval; p, q, r, integers (1, 2,...); PSP, postsynaptic potential;
PTC, phase transition curve; æ, correlation coeYcient; SAO, slowly adapting stretch receptor organ or postsynaptic
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the ith postsynaptic spike occurs; Ti, ith postsynaptic interval; TP, prediction time; Ł, nonlinearity coeYcient in
model.
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couplings between relatively few variables are the major source of the apparent complexity seen in these
cases.
This demonstration of diVerent dimensions, degrees of nonlinearity and predictabilities provides
rigorous support for the categorization of diVerent synaptically driven discharge forms proposed earlier
on the basis of more heuristic criteria. This has significant implications. (1) It demonstrates that
heterogeneous postsynaptic forms can indeed be induced by manipulating a few presynaptic variables.
(2) Each presynaptic timing induces a form with characteristic dimensionality, thus breaking up the
preparation into subsystems such that the physical variables in each operate as one formal parameter or
degree of freedom. A system’s partitions diVer because of component subsystems and/or dynamics: the set
of all partitions is probably large and continuous. Driver-induced partitions have general theoretical
interest, and provide guidelines for identifying the responsible physical variables. (3) Because forms
tolerate changing conditions and are encountered widely (e.g., along transients), it is hypothesized that
they are elementary building blocks for many synaptic codings. Codings are linear if postsynaptic forms
have the same spectral components as the presynaptic pacemaker, or nonlinear if novel components arise
as with, respectively, 1:1 locked or erratic trains. This is relevant to network operations where regularity
and irregularity are often vital. (4) Rigorously identifying spike train forms in experimental data from
living preparations allowed matchings with available theoretical computations and considerations.
Relevant models are based either on iterations of maps derived from rhythm resettings by isolated arrivals
or on BonhoeVer–van der Pol formulations: such models generate, respectively, only periodic locking and
phase walk throughs, or all forms. This precise and broad conceptual context explains and predicts
outcomes, recognizes data/theory discrepancies, and identifies their reasons (e.g., after-eVects, noise).
(5) Accordingly, forms pertain to universal behavior categories called ‘‘noisy’’, ‘‘periodic’’, ‘‘intermittent’’,
‘‘quasiperiodic’’ or ‘‘chaotic’’ whose available theories provide valuable contexts for genuinely physiologi-
cal issues. Thus, experimental design and thinking benefit from significant insights about the dynamics of
pacemaker-driven pacemakers, the simplest of all synaptic codings.
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1. INTRODUCTION
This communication is concerned with the regular
and irregular spike trains of living, synaptically
driven pacemaker neurons. ‘‘Pacemaker neurons’’
spontaneously generate regular spike trains, also
called ‘‘pacemaker’’, whose interspike intervals are
close to their average. Early work had recognized
that pacemakers could be irregularized by presynap-
tic arrivals, either irregular or, more surprisingly,
regular.29,42,48,53
Recent publications inspired by Dynamical
Systems Theory led experimental neuroscientists to
examine issues more fundamental than those
addressed by preparation-specific models.1,2,8,10,12–14,
19,24–27,31–34,36,40,43,44,51,52,54,58,72,73 This included
identification of spike trains whose timings were
assigned to universal categories of system behavior
(periodic, nearly periodic or intermittent, determinis-
tically unpredictable or chaotic, stochastically un-
predictable or noisy). The ‘‘timing’’ is composed of
the instants when spikes occur (see below).
A variety of preparations and neurons driven by
periodic currents have been used. Observations often
concentrated on the evolution of the membrane
potential V(t), plots of V(t) versus V(t + ˜t), and
plots of V(t) versus dV(t)/t. Hayashi and Ishizuka, for
example, studied epileptic hippocampal slices, and
provided evidence for synchronous periodic and
chaotic activities.25 A few observations concentrated
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on the spike trains themselves. Hayashi and collabor-
ators diagnosed both intermittency and chaos, based
on the structure of point clusters on interval return
maps (plots of each interspike interval versus a
subsequent one).26 Rapp et al. suggested that irregu-
lar spike trains that met certain quantitative criteria
might be chaotic.44 Mpitsos et al., observing maps of
rates or intervals, found that neighboring points
flowed together more often than remote ones and
that trajectories separated and reordered quickly: this
suggested attractor stretchings and foldings consist-
ent with chaos.34 Takahashi and collaborators’
analysis supported their claim that spike trains were
periodic, intermittent or chaotic.68 Diez Martı´nez
et al. found that periodic sensory stimulation,
depending on the rate of the stimulus, resulted
in interval return maps compatible with periodic
and intermittent forms separated by tangent
bifurcations.10
Particularly relevant here are experiments with
controlled synaptic driving of living neurons. We
know of only two. In Onchidium neurons, Hayashi
diagnosed ‘‘1:1 entrained’’ trains when interspike
intervals were all equal and potential V(t) return
maps had a single tight cluster on the diagonal, and
chaos when intervals were heterogeneous and maps
not invertible.24 In inhibitory synapses, Segundo
et al. used return maps, recurrence plots and spectra
to classify trains driven by pacemaker patterns into
forms called lockings, intermittencies, phase walk
throughs, messy erratic and messy stammerings.51,52
A train’s ‘‘pattern’’ reflects interval dispersion and
sequence, irrespective of their averages; a ‘‘form’’ is a
class of timings with specified properties. These pub-
lications contributed to understanding spike trains in
many living, synaptically driven neurons, as did the
concepts and predictions provided by their proposed
models. Pacemaker-driven trains and forms, plus
those driven by Poisson patterns, form the back-
ground of the present eVort. A ‘‘Poisson’’ pattern has
exponentially distributed, serially independent inter-
vals greater than a minimum ‘‘dead-time’’. Earlier
analyses have limitations, however. Indeed, after
critically evaluating such work, Glass stresses that,
whereas their conclusions are straightforward and
convincing when targeting deterministic equations,
they demand extreme caution when dealing with
experimental time-series.14 Accordingly, then, further
work is necessary. Firstly, rationales for form identi-
fication and classification have been either indirect
and only via perceived compatibilities with model-
generated templates or, if direct and via data, have
reflected essentially qualitative evaluations. Secondly,
form interpretation has ignored the issues of dimen-
sionality, nonlinearity and irregularity. These mesh
intimately with the nonlinear theory underlying spike
trains and their physiological considerations; clarifi-
cation of these issues is conceptually and practically
important.63 The present analysis of synaptically
driven pacemaker neurons uses exclusively exper-
imental data from living crayfish preparations to
reassess form identification and tackle those issues.
The endeavor, neither conceptually nor technically
trivial, is facilitated by approaches of recent vintage
suited for physiology where systems are often not
understood thoroughly and data sets are restricted:
their suitability has been proven in disparate
fields.23,63–67
EVorts parallel to those reported here target simi-
lar objectives. Xie et al. analysed ‘‘unstimulated’’
trains from rat brains and showed uniform predict-
ability and thus a noisy genesis in their data, though
not necessarily everywhere.73 Longtin and collab-
orators have contributed significantly by way of
analysing spike trains in auditory and somatosensory
systems where some nonlinearity was detected31 of
theoretical considerations on the possibility of recon-
structing attractors on the basis of intervals between
events,43 and finally of comparisons of alternative
models of trains along cold receptor aVerents.32
Chillemi et al. demonstrated chaotic behavior in
snail neurons driven by sinusoidal currents.8 Moss
forced crayfish receptors and diagnosed chaos after
analysing statistically rare events in the interval
sequence.33
An indispensable and well-tested scientific strategy
involves matching the restricted data sets from living
preparations with exhaustive and precise dissections
allowed by formal models. This strategy, as applied
to periodically driven oscillators (see Discussion), has
been based on either iteration of one-dimensional
maps, on, say, leaky integrators or BonhoeVer–van
der Pol models (BVPs), or on those incorporating
physical variables. Glass and collaborators intro-
duced the strategy and successfully implemented it
using heart cell aggregates.14,16–19,21,22,41 Similar
steps have been followed with periodically inhibited
slowly adapting stretch receptor organ or postsynap-
tic neurons (SAOs).29,30,42,48,49,60,70 The data-based
classification of experimentally generated spike train
forms attempted here confers rigor to this endeavor,
and thus can contribute significantly.
2. EXPERIMENTAL PROCEDURES
The trains analysed here (see below) came from a data set
of earlier publications that included 245 pairs of corre-
sponding trains obtained from 26 slowly adapting stretch
receptor organs (SAO) of crayfish Procambarus
clarkii.29,51,52,55 Section 2.1. summarizes the basic exper-
imental and statistical methodologies whose full details are
in the earlier papers.29,51,52,54,56,58,59 Section 2.2. identifies
the subset of that broader data set dealt with here and
describes the more specialized procedures used for their
analyses.
2.1 Data generation51,59
In the SAO, the presynaptic inhibitory fiber (IF) releases
GABA; the postsynaptic receptors resemble vertebrate type
A, aVecting chloride conductances. Conventional pro-
cedures were utilized for preparation dissection and main-
tenance in van Harreveld’s saline around 14)C, for
simultaneous electrical recording of presynaptic and
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postsynaptic voltages with a single electrode, and for elec-
trical presynaptic stimulation with another. Recordings are
illustrated by the upper traces of each portion in Fig. 1; the
lower traces illustrate the stimulating pulses.
Controlled trains of electrical pulses with selected rates
and patterns delivered to the IF triggered presynaptic spike
trains. Each pulse triggered a single presynaptic spike and
the presynaptic train was identical to the pulse train (except
for a minor delay as IF spikes followed triggering pulses by
practically 5 ms): hence, both had the same form, i.e. class
of timings with specified properties. The electrical activities
of the synaptically connected neurons, as well as the stimu-
lating pulses, were stored on magnetic tape; all processing
was performed on these recordings (Fig. 1). The spikes from
the IF, the SAO and, when also triggered by the pulses, the
neighboring fast receptor neuron were in one trace (Fig. 1,
upper trace). Spike separation was achieved by passing this
record through a conventional window circuit because spike
amplitudes scaled roughly like, respectively, 1, 6 and 10 (and
all exceeded the background noise by far). Spike separation
was followed spike by spike using a multi-channel oscillo-
scope and thus checked for being correct. Cases where
separation was uncertain were rare and, in both the earlier
and present papers, excluded from the data set.
Figure 1 displays original recordings that allow a visual
impression of the raw data. As noted above, the upper trace
shows both the presynaptic and postsynaptic trains of,
respectively, small and large spikes (the fast adapting
neuron was not triggered). The regular pacemaker-driven
locked form labelled P and the irregular Poisson-driven
form PO are described in Results together with the other
forms.
Presynaptic spike trains were controlled. Rates were from
0.4 to 1.5 times the natural rate (Table 3). All patterns
included serially independent interspike intervals, and were
either highly irregular Poisson or highly regular pacemaker.
‘‘Poisson’’ patterns approximated theoretical Poisson pro-
cesses: intervals Ik had a minimum value (reflecting refrac-
toriness), almost exponential densities and large dispersions
(coeYcient of variation, CV~0.64) around their average I.
Pacemaker patterns approximated theoretical clocks, the Ik
dispersing minimally (CV~0.0001) around I.
The times of occurrence of individual spikes—sk for
the kth inhibitory spike, ti for the ith postsynaptic spike
(k, i=1, 2,...)—were identified and stored using specialized
hardware and software. Errors when measuring these times
were not above 0.25 ms (and judged negligible, see below).
sk and ti constitute the train’s timing (see above), described
also and equivalently by the time series of presynaptic
intervals (Ik), postsynaptic intervals (Ti) and phases.
‘‘Phases’’ are cross-intervals from a postsynaptic to the most
recent presynaptic spike, implying the driven event’s pos-
ition relative to the driver’s sequence.51,52,56,58,59 ‘‘Phase’’ in,
say,16,17,20–22,29,36,37,42 means the driver event’s position
relative to the spontaneous cycle of the driven oscillator.
Postsynaptic time-series are plotted as ‘‘basic graphs’’
(Fig. 2). To each spike corresponds a point (ti,Ti) whose
abscissa is its time of occurrence and whose ordinate is the
preceding postsynaptic interval. They thus tell us what the
individual intervals are, and how they evolve along time in
the individual train. Point distributions can be more or less
dispersed or clustered. ‘‘Cluster’’, as used here (and for
return maps, see below), refers to a set of many points
grouped together in close proximity with many others, and
therefore presenting a high density: i.e. to a set with many
points in a region restricted in one or more dimensions.
Clusters so defined may have any shape: those described
below concentrate around zero-dimensional centers, one-
dimensional lines or two-dimensional planar figures. The
computer-controlled drawing of each basic graph was
slowed down allowing its build-up along time to be followed
point by point: because of this, it was possible to both
discern the details and extract a valuable overview of how
the spike train evolves along time and sequence.
Stationary portions (segments of which are in Fig. 2) were
identified in each spike train and, within each, conventional
point process statistics were estimated (see Tables 1–3).
Average rates over the entire stationary portion (called
‘‘rates’’ here) reflect the overall intensity of spike generation,
as do the average intervals; under present conditions, the
respective estimates are reciprocals.58 Statistics evaluating
interval dispersions or orderings reflect the generation’s
fluctuations, implying the train’s pattern, for which ‘‘pace-
maker’’, ‘‘Poisson’’, ‘‘bursty’’, etc., are traditional desig-
nations. The functional significance of both averages and
patterns in general is an unavoidable consequence of the
undisputed fact that dissimilar timings are associated with
dissimilar functional states;56,58,59 the meaningful exper-
imental question to be asked is the domain in which they are
significant in particular cases. Dispersions were evaluated
by interval standard deviations, coeYcients of variation and
histograms, and sequences by the second-order statistics
quantifying correlations between portions separated along
time or order. Second-order statistics are the continuous
autointensity function (estimated by the autocorrelation
histogram) whose argument is time t and the discrete
autocorrelation sequence of correlation coeYcients whose
argument is serial order i; the corresponding continuous
spectra are expressed as, respectively, cycles/s (Hz) or cycles/
order. By the magnitudes, locations and separations of their
peaks and troughs, these statistics evaluate whether trains
are regular and predictable, irregular and unpredictable,
or in between. Patterns—i.e. dispersions and sequences—
provided the critical criteria upon which forms were
classified initially, and separated the forms into pacemaker-
driven locked, intermittent, phase walk throughs, messy
erratic, messy stammering and Poisson-driven.51,52 The ear-
lier papers include the full description of those statistics, as
well as how the spike train patterns led to separation of
spike trains into locked, intermittent, phase walk through,
messy erratic, messy stammering or Poisson-driven
forms (see also Results and Discussion).29,51,52 The indi-
vidual forms are analysed further and more rigorously in
the present communication: this is described in the next
subsection.
Fig. 1. Spike trains. Locking (P): presynaptic pacemaker,
i.e. periodic, train at close to the postsynaptic natural
average. Poisson-driven (PO): presynaptic Poisson train at
intermediate average. Traces are voltages recorded extra-
celluarly along ongoing time: upper, presynaptic train
(small spikes) and postsynaptic train (large spikes); lower,
stimulus pulses delivered to the inhibitory fiber. The time-
scale is given by sweep durations of approximately 1.000 s.
Adapted from Fig. 13 in Segundo et al.57
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Fig. 2. Basic graphs. Each point corresponds to a spike in a segment of the stationary portion of the
postsynaptic spike train whose timing is described by the time-series of its interspike intervals. Abscissa,
time ti of ith spike occurrence; ordinate, preceding interval Ti. Panels correspond to pacemaker drivings
at diVerent averages (intervals, rates) in i, iii–vi, and to a Poisson driving in ii. Their statistics are in
Table 2; the corresponding natural postsynaptic and presynaptic ones are in Tables 1 and 3. (i) 1:1 locking:
points in a vertically tight horizontally extended cluster whose ordinate is the presynaptic interval I. Panel
i is from a neuron with a natural rate of 19.14 s"1 pacemaker-driven at 14.00 s"1 (normalized ratio 0.73);
the resulting postsynaptic rate was 14.00 s"1. Same form but not same trains, as in Fig. 3 and Plate B in
Ref. 51 and Figs 3 (later epochs), 5 and 9 in Ref. 52. (ii) Poisson-driven: points in a dense horizontal
cluster or dispersed above, and a sparse band in between: these reflect, respectively, natural intervals
without arrivals, intervals lengthened irregularly by arrivals, and that lengthenings had a minimum. Panel
ii is from a neuron with natural rate 15.3 s"1 Poisson-driven at 16.00 s"1 (normalized 1.05); the resulting
postsynaptic rate was 8.58 s"1. Same form and train as in Fig. 2 in Ref. 55. (iii) Intermittent: a
predominant regular, almost 1:1 locked portion is interrupted occasionally, briefly and irregularly. Panel
iii is from a case where a neuron with a natural rate of 6.73 s"1 was driven at a rate of 5.52 s"1 (ratio 0.82);
the resulting postsynaptic rate was 6.21 s"1. Same form, but not the same trains as in Fig. 5 (later epoch)
and Plate C in Ref. 51 and Figs 3 (first epoch), 4B,E and 7 (late epoch) in Ref. 52. (iv) Phase walk through.
In this special intermittent train, almost horizontal clusters (curved arrow) or more vertical clusters
(vertical arrow) represent the regularly firing portion or the irregular bursts, respectively. Phase walk
throughs are special intermittent trains where the regular portions are relatively less prevalent (and the
phases—not shown—evolve in special standardized ways). Panel iv is from a case where a neuron with a
natural rate of 8.5 s"1 was driven at a rate of 6.14 s"1 (ratio 0.72); the resulting postsynaptic rate was
7.13 s"1. Adapted from, and including the same train as Fig. 6 and Plate D in Ref. 51. (v) Messy erratic:
several clusters separated by not altogether empty sparse bands indicate that intervals though exhibiting
moderate preference for certain values, have substantial dispersions: the shortest intervals close to N lack
arrivals. Panel v is from a case where a neuron with a natural rate of 7.84 s"1 was driven at a rate of
3.77 s"1 (ratio 0.48); the resulting postsynaptic rate was 6.54 s"1. Same form, but not the same trains as
in Figs 8, 11 (some epochs) and Plate E of Ref. 51. (vi) Messy stammerings: intervals are multiples of the
presynaptic interval I (arrow). Panel vi is from a case where a neuron with a natural rate of 14.4 s"1 was
driven at a rate of 18.2 s"1 (ratio 1.26); the resulting postsynaptic rate was 6.41 s"1. Adapted from, and
including the same train as Fig. 9 and Plate F in Ref. 51.
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2.2 Nonlinear time-series methods 23,63,67
Specialized methods, time and eVort consuming, were
only applied to a subset of the data from the earlier
papers:29,51,52,55 each train in this subset was typical of a
particular form, i.e. exhibited unmistakably all the features
required by the diagnostic criteria proposed by Segundo
et al.;51 the subset spanned all form categories and included
up to three of each. Accordingly, the present analyses can
lead legitimately to asserting that a train with a particular
form can exhibit a particular combination of dimensional-
ity, nonlinearity and predictability into the future. However,
because of the relatively small number of trains so dissected,
analyses cannot lead to reliable estimates of the proportion
of trains with a particular form that exhibit those features.
Typical cases illustrate pacemaker-driven forms in all
figures of the earlier and the present papers: the individual
panels are extracted either from the same trains (though
diVerent epochs may be included) for phase walk throughs
and stammerings, or from diVerent trains for lockings,
intermittent and erratic forms. Less typical, borderline cases
were excluded. Indeed, it has been noted (and is discussed
below) that diagnostic criteria are either qualitative or, if
quantitative, require margins of tolerance when applied;
forms therefore do not separate cuttingly, and borderline,
diYcult-to-categorize trains exist.
Two sources of variation in natural time-series are
measurement or observational error and dynamic complex-
ity. While measurement error has hindered the successful
application of the techniques described herein to other fields
within the biological sciences,63 it was minimal here (see
above), making this system a good candidate for such
studies. Indeed, errors under 0.25 ms (see above), if com-
pared to the intervals of tens or hundreds of milliseconds
were well below 2%.
We shall now develop the intuitive notions behind these
methods; further technical expositions are available else-
where.6,14,19,47,63,66,67 In the absence of observational error,
the dynamic complexity of a system may be thought of as
the product of the number of interacting variables—the
system’s degrees of freedom—and the degree of nonlinearity
in the couplings between those variables (e.g., see Ref. 63).
Because predictability is an important goal of any time-
series modeling eVort, dynamic complexity is often subcate-
gorized into components alluded to as ‘‘signal’’ which may
be modeled and forecast acceptably, and as ‘‘process noise’’,
which arises from system dynamics that are not explicitly
modeled. Process noise is the apparent stochasticity that
comes from ignorance of the full system dynamics. Thus, it
is important to recognize that this classification, idiosyn-
cratic to the study at hand, reflects the cut-oV point of our
understanding, rather than a separation of fundamental
‘‘types’’ of interactions. In other words, variability that
cannot be accounted for by observational error must have a
dynamical origin, though our eVorts to describe the respon-
sible dynamics inevitably fall short of fully understanding
them. Therefore, this subdivision of dynamic complexity
into signal and process noise is an artificial construct, and is
really a description of the point at which human under-
standing ends and ignorance begins (see Refs 14, 63).
Fundamental to dynamical systems theory are certain
concepts that are explained in easily available references to
which the reader is referred.4,19,23,38 In summary, a system is
composed of dynamically coupled ‘‘state variables’’, and at
each instant represented by a point in the ‘‘state space’’
whose axes are those variables. The number of these
Fig. 3. Embedding dimension, correlation coeYcients and
form (see Table 4). Dimension versus correlation coeYcient
æ (at the neighborhood where it is highest). Open circles, 1:1
locked: coeYcients increase with dimension, becoming
acceptable at four or five. Neuron with a natural rate of
19.14 s"1 pacemaker-driven at 14.00 s"1 (normalized ratio
0.73); the resulting postsynaptic rate was 14.00 s"1. Same
form but not same trains, as in Fig. 3 and Plate B in Ref. 51
and Figs 3 (later epochs), 5 and 9 in Ref. 52. Pluses,
Poisson-driven: coeYcients increase little with dimension,
peak at four, and then decrease. Neuron with natural rate
15.3 s"1 Poisson-driven at 16.00 s"1 (normalized 1.05); the
resulting postsynaptic rate was 8.58 s"1. Same form and
train as in Fig. 2 in Ref. 55. Crosses, erratic: coeYcients
increase with dimension, becoming acceptable at four or
five. Neuron with natural rate 7.84 s"1 pacemaker-driven
at 3.77 s"1 (ratio 0.48); resulting postsynaptic rate was
6.54 s"1. Same form as in Figs 8, 11 (some epochs) and
Plate E of Ref. 51, but not the same trains. The same plots
for intermittencies (not depicted) either resemble locked or
erratic ones, or are in between; data for phase walk
throughs were not plotted because stationary samples were
not large enough to justify conclusions. Additional statistics
are in Tables 1–3.
Table 1. Natural postsynaptic statistics. Taken from the
stationary postsynaptic spike train immediately preceding
the form indicated in the left column: (i) locked or periodic,
(ii) Poisson-driven, (iii) intermittent, (iv) phase walk
through, (v) messy erratic, (vi) messy stammering
Form
Sample
size
Average
interval
µ (s)
Standard
deviation
ó (s) CV
Average
rate
(s"l)
i 388 0.052 0.0006 0.012 19.14
ii 153 0.065 0.0012 0.018 15.3
iii 68 0.149 0.003 0.021 6.73
iv 254 0.118 0.003 0.024 8.5
v 325 0.128 0.008 0.062 7.84
vi 559 0.069 0.0002 0.020 14.4
Table 2. Driven postsynaptic statistics. Taken from the
stationary postsynaptic trains where forms were analysed.
The stationary portions of phase walk throughs were too
short for reliable estimates, and omitted
Form
Sample
size
Average
interval
µ (s)
Standard
deviation
ó (s) CV
Average
rate
(s"1)
i 1255 0.071 0.0009 0.013 14.00
ii 1451 0.117 0.075 0.64 8.58
iii 920 0.161 0.030 0.186 6.21
iv 142 0.140 0.012 0.086 7.13
v 2784 0.153 0.032 0.210 6.54
vi 735 0.156 0.082 0.526 6.41
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variables is the space’s ‘‘dimension’’. As time passes, the
state point moves along a ‘‘trajectory’’: in so-called ‘‘dissi-
pative systems’’, trajectories approach and stay on an
‘‘attractor’’, a subset of the space to which the system
returns if perturbed.66 Attractors are closed limit cycles for
periodic behaviors, entire toroidal (doughnut-shaped) sur-
faces covered densely by never closing trajectories for
quasiperiodicities, or stretched, folded and ‘‘strange’’ for
chaotic trajectories. A ‘‘quasiperiodic variable’’ is a mixture
of periodic variables whose periods are not related with
rational coeYcients. Chaotic trajectories are characterized
by an exponential divergence with time of nearby trajec-
tories; because of this, similar system states lead to wildly
dissimilar ones later, and so chaotic attractors preclude
long-term predictions, a hallmark, or signature, of chaos.
As stressed by Glass14 identifying chaotic trajectories is
simple when working with equations, requiring only noting
that similar initial conditions are followed by trajectories
that, though tending to separate, are statistically similar
and within a bounded domain, and then testing whether
changing parameters leads to accepted routes to chaos.
In practical application, the state space is an idealized
abstraction that may never be known. A system may be
composed of an unknown number of coupled variables; one
problem, therefore, is deciding a priori which are the
relevant ones to observe. Also, it may prove impossible
to measure many variables simultaneously. However, an
important theorem69 states that a time-series of just one
variable in a dynamically coupled system contains enough
information to reveal crucial properties of that system,
including an upper bound on the dimensionality of its
attractor. The principle behind recovering this information
is to construct a mock attractor by embedding an experi-
mentally observed series in a higher dimensional ‘‘phase’’
space: the time-series is a trajectory through time of the
selected variable. The act of ‘‘embedding’’ can be thought of
as plotting this trajectory in a phase space whose dimension-
ality is high enough to prevent the trajectory from intersect-
ing with itself. In other words, if viewed in a phase space of
suYcient dimension, the trajectory (and its attractor) would
be unique at every point with no ambiguity as to where the
system is heading. Conversely, if the embedding is in too
few dimensions, the trajectory will intersect with itself,
and visualization will lose information about the system’s
behavior.
A suYcient, but not necessary, condition for a successful
embedding is that its dimension E=2D+1, where D is the
underlying attractor dimension.63 As an analogy, suppose
we wish to embed a one-dimensional piece of string. If the
string is straight, all the information about its orientation
can be obtained by viewing it in one dimension; if the string
connects end to end in a circle, an embedding in two
dimensions is suYcient. However, if the string is a tangled
mess, one- or two-dimensional embeddings are misleading;
think of the shadow cast by the string as an insuYcient two
dimension embedding. Only viewing the tangled string in
three dimensions prevents the erroneous conclusion that it
passes through itself; no matter how complicated the tangle,
its path can be fully viewed in three dimensions
(E=2#1+1=3).
In practice, then, how does one embed the time-series of
a variable X(t)? The standard method of Takens69 involves
using time-lagged coordinates. First, one chooses an embed-
ding dimension E (we will see ways for evaluating possible
choices): let us arbitrarily choose E =3 for simplicity. Next,
one chooses a time-lag or ˜t; let us choose ˜t equal to 1,
again for simplicity. The embedding is made up of points
located in IR3 as the triplets [X(t), X(t"1), X(t"2)]. IR3 is
the Cartesian space with three real-valued dimensions; the
generalized j-dimensional vector is [X(t), ..., X(t"j+1)]. The
embedding process may be visualized as dragging an
E-pronged fork along the original time-series with the
prongs of the fork separated by ˜t. At each position of the
fork on the time-series, the tines give the coordinates of an
E-dimensional vector whose head is a point in the mock
attractor in space; as the fork moves along time, this vector
traces the mock attractor. Thus we have used our time-
series to create a mapping from the unknown attractor in
its unknown space onto a mock attractor residing in
phase space. It is this mock attractor which forms a basis
for models created to forecast the dynamical system’s
future behavior. In the present work, the interval order
i substitutes for the time-steps used in other applications.
2.2.1 Dimensionality. The first practical step is, then, the
choice of an appropriate E: it has the obvious limitation
that we cannot a priori know D. One possible method
involves trial and error testing. DiVerent values of E may be
tested by the construction and visual inspection of return
maps, the discrete point versions of phase space embed-
dings. One-dimensional return maps plot one interval
against some previous one; the order of the return map is
the number of intervals separating them. Return maps of
higher dimension contain more axes, each representing
another preceding interval. Note that an E-dimensional
return map is analogous to an E"1-dimensional embed-
ding. For example, the graphs in Fig. 4 plot in two-
dimensional space vector Zi = (Ti,Ti"1), and are
one-dimensional return maps; Fig. 5 contains plots in
three-dimensional space (Ti versus Ti"1 versus Ti"2) which
are two-dimensional maps; generalized graphs plot in jD
space vector Zi = (Ti, ..., Ti"(j"1)) and are (j"1)-
dimensional maps. Figures, judged by the naked eye, tell us
if points are dispersed or in clusters (as defined above), if
dimensionality aVects this and, ultimately, if a particular
dimensionality suYces for acceptably resolving the main
clusters. Limit cycles generate finite numbers of points,
toroidal surfaces generate monotonic curves, and strange
attractors generate complicated graphs with extrema that
may be multivalued. Noise, ever-present in experimental
data, generates unsystematic dispersions. Other features
(e.g., precise relations between local densities) relevant
elsewhere, are ignored. Computer-controlled displays,
viewed from any desired direction, allow precise recognition
Table 3. Presynaptic statistics. The average inhibitory rate is normalized by expressing it as its
ratio relative to the postsynaptic natural average rate
Form
Average
sample size
Standard
interval µ (s)
Deviation
ó (s) CV
Average
rate (s"1) Normalized
i 823 0.071 7.10"5 0.001 14.00 0.73
ii 2865 0.062 0.047 0.758 16.00 1.05
iii 706 0.181 0.00008 0.0004 5.52 0.82
iv 31 0.163 0.00005 0.0003 6.14 0.72
v 5024 0.265 0.0003 0.001 3.77 0.48
vi 2364 0.055 0.0002 0.004 18.2 1.26
7
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of details; however, the same displays presented on two
dimensions can be misleading (see Results). ‘‘Poincare´ map’’
refers to a function expressing one phase in terms of the
preceding one (e.g., see Discussion and Refs 16, 17, 20– 22,
36 and 37).
The choice of E is quantified by studying the performance
of models based on diVerent embedding dimensions; the
most appropriate dimension is inferred from the most
successful model. The lagged coordinate reconstruction
described above limits us to integer choices of E; in actual-
ity, D itself need not be an integer and, as in fractal
‘‘strange’’ attractors, may not be. The models tested are the
sequential weighted global linear maps, or S-maps, of
Sugihara.63 These are based on a form of nearest-neighbor
algorithm proposed originally by Casdagli,7 with the future
behavior of a ‘‘predictee’’ point projected by studying the
past behavior of nearby ‘‘predictor’’ points in phase space.
Prior to model construction, and to minimize non-
stationarity, the time-series is first-diVerenced, i.e. for each
value (Ti) is substituted the diVerence between it and the
preceding one (Ti"Ti"1). Then, the time-series is divided
into two parts. The first half is used as a ‘‘known’’ past from
which a model will be built to forecast the second half, the
‘‘unknown’’ future, allowing success to be evaluated out of
sample. At this point, we define two neighborhoods, or
regions in phase space: one is a ‘‘domain’’ neighborhood
around the predictee point; the other is an associated
‘‘range’’ neighborhood constructed by mapping all the
points in the domain one step forward in time. The contri-
bution of each point in the domain neighborhood to the
forecast is weighted according to that point’s distance in
phase space IRE to the predictee. Since the predictee point
will map at time t+1 somewhere in the range neighborhood,
the latter imposes bounds on our forecast and therefore a
first, gross prediction. We shall see momentarily how this
forecast is made more precise.
To reiterate, we study the past so as to predict the future.
S-maps have two degrees of freedom: the domain neighbor-
hood size and the degree of nonlinearity in the predictor
point distance weighting function. It is this distance func-
tion that identifies precisely where in the range neighbor-
hood we forecast the predictee to be. Forecasting success for
diVerent possible embedding dimensions is evaluated using
global linear maps in which the neighborhood is the entire
phase space and the distance weighting constant. The
dimension of the global linear map which gives the best
forecast is judged the best choice of embedding dimension.
Prediction success is evaluated by measuring the agree-
ment between the forecast and actual values in terms of
correlation coeYcients and errors. Correlation coeYcients æ
are the ratios of the covariance between predicted and
actual values to the product of the individual standard
deviations; æ were complemented using the z statistic, a
transformation applicable when æ diVer from 0. CoeYcients
were compared using the t-test. Errors are the averages of
the absolute values of the diVerences between actual and
predicted values.
2.2.2 Nonlinearity. The degree of nonlinearity in the
interactions between the system’s variables is evaluated after
estimating E. Two criteria are applied. (1) One criterion is
based on comparison of the predictive successes (judged by
correlation coefficients) of the best linear and nonlinear
models. Whether coeYcients were significantly diVerent was
evaluated using the t statistic, smaller than a standard value
if the coeYcients are equal, and increasing the more they
diVer: i.e. t estimates are reasonable measures of the
magnitude of the linear versus nonlinear diVerence, and
therefore of the degree of nonlinearity. (2) The principle of
the second criterion is that the lengths of line segments that
provide acceptable piecewise-linear approximations to a
given curve vary inversely with the amount of curvature.
Accordingly, we expect the quality of the approximation
provided by basing forecasts on nearby points to deteriorate
with distance from the predictee, linearly in a linear signal,
and exponentially if the signal is nonlinear. Domain neigh-
borhood sizes are expressed as proportions of the total
number of points. Thus, nonlinearity is explored by evalu-
ating the success of diVerent domain neighborhood sizes for
linear maps, and then by employing nonlinear distance
weighting functions for global maps. S-maps allow this
because they contain a tunable parameter Ł (again, see
Ref. 67 for the explicit derivation) which allows the
degree of nonlinearity in the distance function to be easily
Fig. 4. Two-dimensional return map (order j=1). Ti versus Ti+l embedding in one dimension. Statistics are
in Table 2; the corresponding natural postsynaptic and presynaptic are in Tables 1 and 3. (i) 1:1 locked.
Single cluster dispersed around a point, implying that only one interval category can be discerned. Neuron
with natural rate 19.14 s"1 pacemaker-driven at 14.00 s"1 (normalized 0.73); resulting postsynaptic rate
14.00 s"1. Same form but not same trains, as in Fig. 3 and Plate B in Ref. 51 and Figs 3 (later epochs),
5 and 9 in Ref. 52. (ii) Poisson-driven. Points are dispersed, and cluster minimally. Points in a cluster
around a point on the diagonal, markedly dispersed throughout, or in elongated clusters parallel to the
axes reflect pairs of successive intervals, respectively, without arrivals, irregularly lengthened, or one of
each. Sparse bands on either side of the clusters parallel to the axes reflect respectively, refractoriness and
minimal lengthenings. Symmetry relative to the diagonal reflects interval serial independence (in this case).
Neuron with natural rate 15.3 s"1 Poisson-driven at 16.00 s"1 (normalized 1.05); the resulting postsyn-
aptic rate was 8.58 s"1. Same form and train as in Fig. 2 in Ref. 55. (iii) Intermittency. Six clusters. Most
pairs have almost identical intervals, and produce a cluster around a point on the diagonal; occasional
pairs with one or two unusual intervals create point-like or elongated clusters elsewhere. Neuron with a
natural rate of 6.73 s"1 was driven at a rate of 5.52 s"1 (ratio 0.82); the resulting postsynaptic rate was
6.21 s"1. Same form, but not the same trains as in Fig. 5 (later epoch) and Plate C in Ref. 51 and Figs 3
(first epoch), 4B,E and 7 (late epoch) in Ref. 52. (iv) Phase walk through. Points on a rough lozenge whose
empty interior and extremes are on the diagonal, the rightmost with the most points. Neuron with a
natural rate of 8.5 s"1 was driven at a rate of 6.14 s"1 (ratio 0.72); the resulting postsynaptic rate was
7.13 s"1. Adapted from, and including the same train as, Fig. 6 and Plate D in Ref. 51. (v) Messy erratic.
Four clusters. The vertical or horizontal branches of an ‘‘L’’-shaped cluster indicate that natural intervals
without inhibition precede or follow lengthened intervals. Three other more or less elongated clusters
reflect lengthened interval pairs. Asymmetry reveals serial dependencies. Neuron with a natural rate of
7.84 s"1 was driven at a rate of 3.77 s"1 (ratio 0.48); the resulting postsynaptic rate was 6.54 s"1. Same
form, but not the same trains as in Figs 8, 11 (some epochs) and Plate E of Ref. 51. (vi) Messy
stammerings. Many clusters separated by I or a multiple of I form a regular grid. Neuron with a natural
rate of 14.4 s"1 was driven at a rate of 18.2 s"1 (ratio 1.26); the resulting postsynaptic rate was 6.41 s"1.
Adapted from, and including the same train as, Fig. 9 and Plate F in Ref. 51.
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manipulated. Once again, the type of model (global versus
local, linear versus nonlinear) which performs best gives
insight as to the nature of the underlying system dynamics.
‘‘Global’’ or ‘‘local’’ means maps based on, respectively, the
entire sample or a subset of it.
2.2.3. Predictability. The argument is expressed in terms
of numbers of intervals and not of time-spans: i.e. reflects
the point process evolution along order and not along time.
The expression ‘‘prediction time’’ used in earlier publi-
cations is retained because it still refers to forecasting the
future.
We are now in a position to observe how model forecast-
ing success (evaluated by correlation coeYcients and errors)
changes with increasing prediction times—i.e. numbers of
intervals—by simply iterating the steps described above and
obtaining predictions multiple steps into the future. We call
the time-span or the number of intervals into the future over
Fig. 5. Three-dimensional return map (order j=1). Ti versus Ti+1 versus Ti+2. Embedding in two
dimensions. (i) 1:1 locked. Single cluster around a point on the diagonal, implying that only one interval
category can be discerned. (ii) Poisson-driven. Numerous dispersed points; clustering only on a point on
the diagonal (with coordinates I) and in planes parallel to the reference planes; empty regions along these
planes and sparse narrow regions between dispersed and clustered points reflect respectively, refractoriness
and minimum lengthenings. (iii) Intermittency. Eight clusters, two more than in two dimensions. (iv)
Phase walk through. The number of points is too small to detect structure in three dimensions. (v) Messy
erratic. Six or seven clusters. (vi) Messy stammerings. Many clusters separated by multiples of I. Maps of
order 1 appear as gray points on the (Ti, Ti+1) and the (Ti+1, Ti+2) planes; a map of order 2 appears as gray
points on the (Ti, Ti+2) plane. See caption for Fig. 4.
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which models give the best predictions the ‘‘forecast
horizon’’. Prediction success—or failure—can be the same
everywhere into the future, i.e. error constant with predic-
tion time. This invariant predictive power is alluded to as a
‘‘long horizon’’: it means that errors are caused by an
additive noise uncorrelated with the process itself; such
noise may reflect measurement error or unknown higher-
order system dynamics. Alternatively, prediction can
deteriorate as time progresses, i.e. errors increase. A declin-
ing predictive power is called ‘‘short horizon’’: it hints
strongly of complex deterministic dynamics that reveal
themselves in the near future but, relating to a sensitivity to
initial conditions, deteriorate beyond and lead to chaos. The
future may to some extent be predicted from the behavior of
past values that are similar to those of the present. Short
horizons can appear also with certain largely random
dynamics such as colored noise.14 Finally, between the
long and short horizons, there exists a continuum wherein
distinctions are blurred in any practical sense.
Dimensionality, nonlinearity and predictability allow full
investigation of Sugihara and May’s three-way operational
definition of chaos.67 The presence of chaotic behavior is
strongly suggested if the following criteria are met: (i) an
optimal low dimension model, (ii) a strong nonlinearity, and
(iii) a short forecast horizon. Identifying chaotic trajectories
is relatively simple when working with equations, but
uncertain when dealing with experimentally collected time-
series where current techniques (spectra, dimension,
Lyapunov exponents, predictability) are individually
insufficient.14
Once identified rigorously by dimensionality, non-
linearity, and forecast horizon, each spike train form can be
matched more reliably with the theoretical considerations;
the latter’s broader and detailed descriptions contribute
significant insights about the dynamics of pacemakers
driving pacemakers (see Discussion).
3. RESULTS
The distinctive qualities of each form are illus-
trated in Fig. 2 by basic graphs of postsynaptic
intervals along time. As explained (Experimental
Procedures), every train analysed here, selected from
a broader set reported earlier, was typical of a
particular form.29,51,52,55 In Fig. 2i, all points are in a
vertically tight cluster that extends horizontally
throughout the graph, as it does throughout the
stationary sample the panel represents. Their ordi-
nates, all practically the invariant inhibitory interval
I, mean that all postsynaptic intervals are equal to I.
It illustrates the periodic form called 1:1 locking,
where one presynaptic and one postsynaptic spike
alternate with invariant phases. This form is driven
by pacemaker patterns whose averages (rate, inter-
val) are close to the natural postsynaptic values.
More generally, p:q lockings are repetitions of sets of
p presynaptic intervals, q postsynaptic intervals and q
phases; the q postsynaptic intervals are not necessar-
ily the same but exhibit an invariant order or pattern
(as do the phases); lockings other than 1:1 were not
subjected to nonlinear analyses.
A Poisson-driven form is in Fig. 2ii. Points fall into
two categories. Some are in a vertically tight cluster
that extends horizontally throughout both figure and
the train it represents; its ordinate is practically the
natural postsynaptic interval N. The other points
are above and dispersed irregularly, their density
decreasing upwards monotonically and continuously.
The two categories reveal postsynaptic intervals that,
respectively, do not contain inhibitory arrivals and
are close to N, or contain arrivals and are lengthened.
Because arrivals are Poisson-driven, the postsynaptic
interval sequence is largely unpredictable. The sparse
band just above N reflects the known fact that
there is a minimum, non-zero lengthening.29,42,48
Poisson-driven trains are driven by Poisson patterns
at any average rate. As rates increase, postsynaptic
intervals tend to be longer, the proportion of natural
intervals falls, and forms approach low rate Poisson
processes.
The remaining forms are pacemaker-driven. In
Fig. 2iii, points fall into two categories. A large
majority are in a vertically tight cluster that extends
practically horizontally throughout; their ordinates
are almost the invariant inhibitory interval I. In
addition, and breaking up the horizontal cluster, a
few points compose brief and variable vertical groups
or ‘‘bursts’’: these arise sporadically, i.e. rarely and at
irregular intervals. This form is mostly regular and
predictable, but irregularizes briefly in a manner that
is unpredictable, both as to when bursts happen and
to their intrinsic details. Time-series with these
features have been called ‘‘intermittent’’ (see
Discussion).3,4,14 This intermittent character was the
prevalent feature of these basic graphs when their
build-up was followed slowly point by point (see
Experimental Procedures); present too, but clearly
less apparent was some hard to describe and sum-
marize irregularity, i.e. some messiness (see below).
The regular portions are occasionally alluded to as
‘‘stable’’ and the bursts as ‘‘destabilizations’’: terms
are descriptive, not implying rigorous tests of
resistance to perturbations.
The train in Fig. 2iii, which is consistent with
the requirements of prevalent regularity plus brief
sporadic irregularization established for inter-
mittencies, includes, as demonstrated below, a signifi-
cant chaotic contribution (of the sort that character-
izes the train in Fig. 2v labelled erratic). The concepts
of intermittency and chaos are not mutually exclusive
and, therefore, a train can simultaneously be inter-
mittent and chaotic: this issue arises also below and is
pursued in the Discussion.
Figure 2iv also shows an essentially horizontal
cluster (curved arrow) broken up by vertical groups
(vertical arrow), and can be considered intermittent.
It is a special intermittency, however, for the pre-
dominance of the horizontal, strongly predictable
portions is only slight and the irregularity within
bursts and in between-burst intervals is weaker.
Furthermore, the phases (illustrated in Fig. 7B in
Ref. 51 but not here) sweep their range mono-
tonically in a manner that, as can be appreciated
better in the phase basic graphs, is partly predictable:
this led to their designation as ‘‘phase walk
throughs’’.12 In terms of overall regularity, the
brevity of the regular portions is compensated by a
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repetitiveness that involves the entire postsynaptic
train and the phases.
Experiments repeatedly demonstrate that the
stationary portions of walk throughs last sub-
stantially less than those of other forms (see
Discussion).51,52 Though rigorous tests of resistance
to perturbations have not been performed, this is
interpreted as meaning that walk throughs are the
least stable in the face of inevitable ongoing
perturbations.57 Because of this, stationary samples
did not suYce for significant nonlinear estimates, and
were omitted from Tables 4–7. Stationarity refers to
trains being trend-free (Experimental Procedures),
and does not imply whether, in the senses explained
above, local regular or irregular portions are stable
or unstable, respectively.
Figure 2v and vi correspond to inhibitory rates
lower and higher, respectively, than those eliciting 1:1
lockings. These trains, called ‘‘messy’’, are hard to
summarize, and lack easily predictable orderings.
Fig. 2v shows a messy ‘‘erratic’’ train. Points are in
horizontal clusters that extend throughout. The lower
one, whose ordinate is N, corresponds to intervals
that do not contain inhibitory arrivals and are
practically unmodified. Only this cluster, the most
restricted vertically and with the highest density and
sharpest boundaries, stands out clearly. The remain-
ing clusters are above it, and represent intervals
lengthened by arrivals; all (except the top one with
few points) are less restricted vertically and have
lower densities and greater dispersions, merging with
one another. Clusters represent favored interval
values but points elsewhere, i.e. other intervals, are
relatively common. The sparse band between the
lowest clusters reflects the minimum lengthening
(see Fig. 2ii).29,42,48 The prevalent feature when fol-
lowing the basic graph as it was built up slowly was a
marked diYculty in describing and summarizing its
evolution, i.e. its messiness. Hence, even though
pacemaker arrivals are regular and predictable, this
postsynaptic sequence is irregular and largely unpre-
dictable.
Windowing appears when the invariant pacemaker
interval I is shorter than the natural postsynaptic
interval N. In ‘‘windowing’’, postsynaptic spikes
occur only around the driver spike: hence, each
postsynaptic interval is between two spikes that are
each associated with a driver spike and which bracket
one or more of these. Consequently, postsynaptic
intervals are multiples of I, and phases (not shown)
are almost either I (1, if normalized to I) or 0.51
Depending on I (or, rather, on N/I), windowing
involves p1 lockings (p=2, 3,...), intermittencies or,
when sequences are very unpredictable, ‘‘stammer-
ings’’ (a term coined because of how spike trains
sound over an audio system). Windowing is also
called ‘‘skipping’’ because postsynaptic spikes skip
certain driver periods (regularly or irregularly).31,32,43
Figure 2vi shows stammering. Points are in vertically
tight clusters that, though interrupted irregularly,
extend horizontally throughout the graph and the
stationary sample. The ordinates of all clusters are
multiples of the inhibitory interval I (horizontal
arrow), i.e. 2I, 3I, etc. In stammerings, points skip
from one cluster to the next in a largely unpredictable
order.
The quantitative summary of timing was achieved
with several statistics, of which some, alluding to
dispersion and sequence (i.e. pattern), are critical for
form diagnosis; described and illustrated fully in the
earlier publications, they are only summarized here.51
The conventional statistics of the trains in the figures
are in their respective legends and Table 2; corre-
sponding natural and presynaptic ones are in Tables
1 and 3, and were complemented by interspike inter-
val histograms. Second-order statistics, such as auto-
correlation histograms, autocorrelation sequences
and spectra (in Hz or cycles/order), provide informa-
tion about the trains’ periodicities and predictabili-
ties: the absence of peaks and troughs or, when
present, their magnitudes, locations and separations,
revealed the following. p:q lockings are strongly
periodic and very predictable with periods equal to
the span of the repeating set of p presynaptic and q
postsynaptic intervals in the time-domain or to q in
the serial order domain. Only 1:1 lockings where
p=q=1 were analysed here: accordingly, their periods
are equal to I or to 1, spectra either have outstanding
peaks at I"1 (and harmonics) when in Hz or are
flat in cycles/order (because all serial correlation
coeYcients are equal). The spectra of Poisson-driven
forms have a peak reflecting the unperturbed inter-
vals and are largely uniform, i.e. noisy, elsewhere:
peaks decrease and noise increases as arrival rates
increase. Intermittencies have periodicities plus back-
ground noise in diVerent degrees. Messy forms have
weak periodicities plus a strong background noise.
3.1. Nonlinear analysis
3.1.1. Dimensionality. Table 4 has several portions,
one for each form; each has a dimension in each row
and a neighborhood size in each column. Again,
models are evaluated by correlation coeYcients
between predicted and out of sample observed values.
Thus Table 4 summarizes the success in forecasting
the diVerent forms of global linear models with
diVerent choices of embedding dimension E. In most
trains and forms, as E increases with any given
neighborhood size (i.e. down any given column),
coeYcients increase and then plateau: for example,
for locked (i) and in the rightmost column (neighbor-
hood 822), values are 0.430 at E=1, increase mono-
tonically, reach 0.590 at E=5 (four dimensions), and
stay high thereafter; for erratic (v) and down an
intermediate column (128), coeYcients increase
monotonically, reach 0.756 at E=6 (five dimensions);
both stay high up to E=7 (six dimensions). Figure 3,
with correlation coeYcients against E, illustrates this
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Table 4. Correlation coeYcients æ between actual and predicted values at given dimensionalities E (1, 2,...) across each row,
and given neighborhood sizes b (32, 45,...; values chosen arbitrarily) down each column. Each entry is the highest obtained
with those E and b. The smaller the neighborhood, the more nonlinear the case. Here, as in all tables, spike train forms are
(i) 1:1 locking, (ii) Poisson-driven, (iii) intermittent, (v) messy erratic, (vi) messy stammering
i. Locked 1:1
E 32 45 64 91 128 181 256 362 512 724 822
1 0.423 0.426 0.429 0.428 0.430 0.431 0.431 0.428 0.429 0.429 0.430
2 0.493 0.501 0.513 0.509 0.507 0.512 0.515 0.516 0.516 0.520 0.521
3 0.511 0.521 0.527 0.524 0.529 0.528 0.533 0.539 0.543 0.545 0.546
4 0.539 0.545 0.554 0.552 0.557 0.568 0.572 0.577 0.581 0.583 0.585
5 0.503 0.533 0.541 0.559 0.567 0.575 0.575 0.584 0.586 0.588 0.590
6 0.543 0.555 0.568 0.569 0.573 0.583 0.588 0.592 0.597 0.600 0.602
7 0.538 0.567 0.579 0.571 0.586 0.588 0.592 0.595 0.598 0.605 0.606
ii. Poisson-driven
E 32 45 64 91 128 181 256 362 512 724 1024 1448 2048 2544
1 0.311 0.308 0.325 0.336 0.340 0.341 0.337 0.335 0.336 0.331 0.325 0.308 0.175 0.133
2 0.330 0.332 0.347 0.354 0.360 0.359 0.362 0.362 0.362 0.361 0.349 0.263 0.205 0.166
3 0.334 0.345 0.350 0.363 0.368 0.370 0.376 0.377 0.376 0.370 0.355 0.286 0.231 0.196
4 0.310 0.343 0.355 0.362 0.366 0.378 0.382 0.378 0.376 0.371 0.357 0.294 0.244 0.206
5 0.323 0.334 0.350 0.361 0.375 0.381 0.381 0.380 0.381 0.375 0.364 0.280 0.232 0.213
6 0.296 0.315 0.331 0.354 0.364 0.367 0.365 0.365 0.365 0.368 0.358 0.279 0.242 0.232
7 0.274 0.300 0.315 0.330 0.341 0.351 0.355 0.356 0.362 0.367 0.353 0.273 0.246 0.245
iii. Intermittent
E 32 45 64 91 128 181 256 362 512
1 0.434 0.439 0.450 0.452 0.450 0.454 0.450 0.446 0.442
2 0.504 0.513 0.509 0.521 0.518 0.513 0.505 0.483 0.462
3 0.519 0.504 0.502 0.517 0.515 0.506 0.491 0.473 0.460
4 0.510 0.501 0.524 0.500 0.489 0.474 0.464 0.467 0.457
5 0.447 0.431 0.415 0.447 0.477 0.461 0.471 0.462 0.455
6 0.445 0.447 0.448 0.425 0.428 0.434 0.432 0.425 0.421
7 0.399 0.383 0.368 0.356 0.388 0.426 0.431 0.424 0.435
v. Messy erratic
E 32 45 64 91 128 181 256 362 512 724 1024
1 0.574 0.580 0.579 0.583 0.584 0.583 0.581 0.573 0.553 0.528 0.425
2 0.673 0.681 0.681 0.681 0.679 0.676 0.672 0.663 0.638 0.610 0.502
3 0.730 0.734 0.737 0.737 0.733 0.731 0.725 0.716 0.668 0.637 0.576
4 0.722 0.733 0.740 0.743 0.741 0.738 0.732 0.721 0.681 0.635 0.574
5 0.730 0.739 0.747 0.753 0.751 0;749 0.740 0.725 0.679 0.644 0.611
6 0.727 0.739 0.752 0.754 0.756 0.752 0.747 0.727 0.666 0.642 0.614
7 0.712 0.737 0.748 0.753 0.757 0.744 0.740 0.727 0.658 0.645 0.629
vi. Messy stammering
E 32 45 64 91 128 181 256 362
1 0.002 0.007 0.014 0.025 0.037 0.039 0.015 0.008
2 "0.0l3 "0.004 "0.020 0.014 0.011 0.020 0.006 0.041
3 0.042 0.019 "0.015 0.005 0.021 0.027 0.036 0.037
4 0.038 0.059 0.067 0.061 0.019 0.020 0.011 0.006
5 0.069 0.060 0.077 0.031 0.018 0.023 0.029 0.003
6 0.067 0.077 0.043 0.034 0.020 0.009 0.024 "0.028
7 0.037 0.033 0.016 "0.007 "0.011 "0.001 "0.034 "0.039
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prevalent evolution of prediction success for a locked
(open circles) and an erratic (crosses) form.
In some trains, coeYcients decline significantly at
high E. For example, for the Poisson-driven train (ii)
this happens for most neighborhood sizes (for 12 out
of 14 of them; only the two rightmost columns are
excepted): in central column 181 (illustrated by Fig. 3
pluses), say, values are 0.341 at E=1, increase to
0.381 at E=5 (four dimensions), and then decrease to
0.351 at E=7 (six dimensions). This can also occur
for other forms. Sugihara and May67 tentatively
attribute this counterintuitive finding to contamina-
tion by Zi points whose remoter coordinates (further
back in time) are similar to those of the predictee, but
whose recent coordinates are less similar.
Figures 4 and 5 are two- and three-dimensional
return maps. Points for 1:1 lockings (Figs 4i, 5i) form
a single tight cluster around a point on the diagonal.
A good fit is a monotonic function whose stable
intersection with the diagonal attracts all iterated
points. The fit is ‘‘invertible’’ because a unique Ti+1
corresponds to each Ti and vice versa. This suggests
that fits to the one-dimensional map would suYce for
satisfactory modeling (see Discussion). Correlation
coeYcients (Table 4i, Fig. 3, small circles) indicate
that at any given neighborhood size (i.e. column)
practically all additional dimensions add some
improvement, with acceptable values for E=5 (four-
dimensional maps): this suggests five and thus
four dimensions as a reasonable cut-oV for models.
Coefficients continue to increase, however, and
E=6 (five dimensions) could be an alternative, not
unreasonable cut-oV.
Poisson-driven spike trains (Figs 4ii, 5ii) show
points clustered around a point on the diagonal,
clustered around lines parallel to the axes, clustered
around planes parallel to the reference planes, or
distributed irregularly: they reflect intervals, respect-
ively, all without arrivals (unperturbed), only one
unperturbed, only one lengthened or all lengthened.
Clusters become sparser when arrival rates increase,
and unperturbed intervals are less likely. Table 4ii,
indicates that in most neighborhood sizes (only
two columns, the rightmost, are excepted), each
additional dimension (increasing downwards) adds
some improvement, but only up to a certain dimen-
sionality after which predictions deteriorate. For
example, at the intermediate column 181, values are
0.341 for E=1, reach 0.381 for E=5 (four dimen-
sions) and decay to 0.351 for E=7 (six dimensions).
Correlation coeYcients indicate that dimensionality
is only mildly influential; keeping this in mind,
acceptable predictions suggest an E between 4 and
5, and thus an approximately three- to four-
dimensional attractor.
In intermittencies (Figs 4iii, 5iii), points are
separated into six clusters in a one-dimensional map
but several more in the two-dimensional map. This
suggests that fits to the one-dimensional map would
not suYce for satisfactory modeling (see Discussion).
CoeYcients (Table 4iii) suggest that an E around 4 is
satisfactory. Correlation coeYcients for the case in
Table 4iii indicate that, at all neighborhood sizes
(columns), additional dimensions improve predic-
tions. For example, at neighborhood 32 (leftmost
column), values are 0.434 for E=1, reaching 0.519 for
Table 5. Comparison of nonlinear and linear models. Nonlinear models are no better
than linear ones for lockings, better for the Poisson-driven, intermittent and erratic forms;
diVerences are marginal for stammerings. æ, correlation coeYcients; z statistics, more generally
applicable transformation of æ; diVerence of z in the nonlinear minus the linear model of the
same train; t-test, evaluates the diVerence between correlation coeYcients. Significant values for
t at the 97.5% (0.025) level are over 2.000, 1.980 or 1.960 for sample sizes of 60, 120 or larger,
respectively. The dimensionality for all cases is the optimal one for the nonlinear models
Form
Sample Nonlinear Linear
size æ z æ z ˜z t-test
i. Locked 1:1 823 0.585 0.670 0.585 0.670 0.000 0.000
ii. Poisson-driven 2545 0.377 0.397 0.206 0.199 0.198 7.059
iii. Intermittent 1201 0.524 0.578 0.175 0.177 0.401 9.812
v. Messy erratic 2591 0.753 0.980 0.529 0.589 0.391 14.068
vi. Messy stammering 722 0.077 0.077 "0.023 "0.023 0.100 1.899
Table 6. Sample sizes, embedding dimensions (approximate) and neighborhood size (relative to
the total sample) that allow the best fit
Discharge form
Sample
size
Embedding
dimension
Neighborhood size as
proportion of sample
i. Locked 1:1 823 5 1.000
ii. Poisson-driven 2545 4 0.142
iii. Intermittent 1201 3 0.076
v. Messy erratic 2591 5 0.035
vi. Messy stammering 722 5 0.089
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E=3, Acceptable values are achieved for E=3, 4
(two-, three-dimensional maps): this suggests a
reasonable cut-oV of around three dimensions. Im-
provement happens only up to a point, beyond which
deterioration occurs (as for the Poisson-driven case,
see above), falling to 0.399 for E=7 (six dimensions).
In this and other respects, intermittent trains were
the least uniform of all, resembling locked trains,
erratic ones, or being somewhere in between: this
reflects the relative prevalence of their regularities
(see Discussion). In phase walk throughs, in two
dimensions (Fig. 4iv) interval points follow quite
closely a closed one-dimensional curve that intersects
the diagonal, leaving a broad interior devoid of
points. The non-invertibility of this map disappears if
data are plotted with polar coordinates whose origin
is inside the curve.38 In three dimensions (Fig. 5iv),
points follow a one-dimensional open curve that is
close to the diagonal but does not touch it; because it
winds around the diagonal, this display appears as a
fuzzy point. Phase maps (see Fig. 6E in Ref. 51) have
in two dimensions an elongated cluster well fitted
by an invertible monotonic one-dimensional curve.
Walk through maps suggest that approximations to
Table 7. Prediction times TP from 1 to 10 for each form (whose sample size, dimension and neighborhood size are included).
Errors and correlation coeYcients æ involving the actual values and those predicted by the non-parametric method.
Probability that æs equal 0, i.e. that there is no evidence that correlations exist and therefore that models are successful
(rightmost column): low or high values point to predictions that, respectively, are reliable or unreliable
Discharge form
Sample
size
Embedding
dimension
Number of
neighbors
Prediction
time
Error
(ms)
Correlation
coeYcient P (æ=0)
822 1 0.477 0.585 0.0000
821 2 0.591 0.093 0.0037
820 3 0.594 0.063 0.0358
819 4 0.593 0.060 0.0428
818 5 0.593 0.044 0.1025
i. Locked 1:1 823 4 817 6 0.595 "0.014 0.6554
816 7 0.596 "0.053 0.9334
815 8 0.596 0.018 0.3017
814 9 0.597 0.020 0.2858
813 10 0.596 0.029 0.2056
1 36.597 0.377 0.0000
2 36.643 0.382 0.0000
3 36.444 0.385 0.0000
4 36.467 0.385 0.0000
5 36.661 0.380 0.0000
ii. Poisson-driven 25454 362 6 36.717 0.383 0.0000
7 37.032 0.374 0.0000
8 37.182 0.369 0.0000
9 36.965 0.374 0.0000
10 36.964 0.374 0.0000
1 8.107 0.522 0.0000
2 8.957 0.303 0.0000
3 9.598 0.066 0.0108
4 9.829 0.064 0.0138
iii. Intermittent 1201 3 91 5 10.003 0.106 0.0001
6 10.117 0.106 0.0001
7 10.088 0.107 0.0001
8 10.086 0.024 0.2057
9 10.022 "0.023 0.7885
10 9.974 "0.013 0.6777
1 11.886 0.753 0.0000
2 15.223 0.634 0.0000
3 18.082 0.569 0.0000
4 18.897 0.551 0.0000
5 20.086 0.520 0.0000
v. Messy erratic 2591 5 91 6 21.789 0.444 0.0000
7 23.129 0.368 0.0000
8 24.530 0.285 0.0000
9 24.962 0.272 0.0000
10 25.361 0.253 0.0000
1 60.554 0.585 0.0191
2 61.787 0.093 0.4963
3 62.473 0.063 0.8218
4 60.885 0.060 0.9720
5 62.205 0.044 0.9985
vi. Messy stammering 722 5 64 6 61.687 "0.014 0.9316
7 60.933 "0.053 0.3519
8 62.078 0.018 0.7336
9 62.112 0.020 0.8070
10 62.717 0.029 0.9916
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the one-dimensional map (of phases particularly)
would lead to satisfactory modeling (see Discussion).
In erratic spike trains (Figs 4v, 5v), points form
four clusters in a one-dimensional map, but again
much greater structure is revealed in the two-
dimensional map. This suggests that fits to the one-
dimensional map would not suYce for satisfactory
modeling (see Discussion). Intermittent and erratic
trains, though having clearly diVerent basic graphs
and two-dimensional return maps (Figs 2iii,v, 4iii,v),
have three-dimensional return maps that seem rather
similar to the naked eye (Fig. 5iii,v). Complete simi-
larity is only apparent, however; the figure failing to
illustrate clearly important diVerences that can be
appreciated by computer-controlled rotation of the
display, most notably that the intermittent form has
most points in a dense cluster practically on the
diagonal. Correlation coeYcients for erratic forms
(Table 4v, Fig. 3, crosses) indicate that additional
dimensions improve predictions at all neighborhood
sizes (columns). For example, at neighborhood 128,
values are 0.584 for E=1, and increase monotonically
up to 0.757 for E=7 (six dimensions). Acceptable
values are achieved generally around E=6 (five-
dimensional maps): this suggests a reasonable cutoV
around five dimensions.
With stammerings (Figs 4vi, 5vi), points form
clusters on a grid whose nodes are separated by
multiples of I. The number of clusters increases with
dimensionality (while the number of points per
cluster decreases). Correlation coeYcients (Table
4vi), though very small, suggest that an E around 5 or
6 satisfactorily discerns the main clusters.
3.1.2. Nonlinearity. The respective successes of
nonlinear and linear models are compared for each
form (at the optimal dimensionality for the nonlinear
models) in Table 5. The most successful model is
that which allows better predictions, as judged by
coeYcients æ and z (a more broadly applicable
version of æ) between actual and predicted values
(Experimental Procedures). CoeYcients (central
columns) were larger for nonlinear than for linear
models in all forms except lockings.
CoeYcients were compared using the t statistic
(rightmost column): they are significantly diVerent
at the 97.5% level and for the sample sizes used
(leftmost column), when t is over 1.960. Further-
more, the larger t is, the greater the diVerences
between the coeYcients and between the models.
Hence, t measures the form’s degree of nonlinearity.
Table 5 indicates that æs are clearly diVerent for
Poisson-driven, more so for intermittent, and
maximally so for the erratic forms; coeYcients are
not significantly diVerent for lockings, and just
under significance for stammerings. Hence, data
are respectively compatible with nonlinearities of
diVerent magnitudes, compatible with linearity, and
inconclusive.
Results in Table 4 are also relevant to the issue of
linearity vs nonlinearity. As pointed out above, each
portion lists æs for a diVerent form (see above), each
row representing a dimension E and each column
a neighborhood size b. Neighborhood size, which
increases rightwards along each row (i.e. for a par-
ticular dimension), provides the second criterion for
evaluating the degree of nonlinearity (Experimental
Procedures): the principle is that the greater the
curvature, the shorter the segments of the best
piecewise-linear approximations. Domain neighbor-
hood sizes are expressed as proportions of the total
number of points, and are particularly significant at
the E that corresponds to dimension assigned to the
form (see above). For lockings and regardless of
dimension (i.e. row), coeYcients always are the low-
est at the smallest (leftmost) neighborhood and
highest at the largest (rightmost) neighborhood:
increases in between are monotonic or almost. The
rows for the most acceptable dimensionalities of
four dimensions or five dimensions (E=5, 6) are
completely monotonic. For Poisson-driven, intermit-
tent and erratic forms and regardless of dimension,
coefficients first increase, reach a maximum in some
intermediate neighborhood (column), and then
decrease. For the Poisson-driven form, say, across
row E=5 of its assigned four dimensions, æs start at
0.323 with neighborhood 32, peak at 0.381 at 181 and
then drop to 0.213 at the last column with neighbor-
hood 2544. The small æs for stammerings do not
Fig. 6. Logarithm of errors, prediction times and form.
‘‘Prediction time’’ TP is a number of forthcoming intervals.
The ‘‘forecast horizon’’ is the number of such intervals that
can be predicted acceptably. Open circles, 1:1 locking:
errors are small at short TP and then increase moderately.
Neuron with natural rate 19.14 s"1 pacemaker-driven at
14.00 s"1 (normalized 0.73); resulting postsynaptic rate
14.00 s"1. Pluses, Poisson-driven: errors about equally high
at all TP. Neuron with natural rate 15.3 s
"1 Poisson-driven
at 16.00 s"1 (normalized 1.05); resulting postsynaptic rate
8.58 s"1. Crosses, erratic: errors are small at short TP and
then increase markedly. Neuron with natural rate 7.84 s"1
pacemaker-driven at 3.77 s"1 (normalized 0.48); resulting
postsynaptic rate 6.54 s"1. Comparable plots for intermit-
tencies (not depicted) resemble either the locked or the
erratic ones; stationary samples from phase walk throughs
were not large enough to justify conclusions. Additional
statistics are in Tables 1–3.
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allow definitive conclusions. Hence, best linear fits
involve the entire sample for lockings, and smaller
portions for Poisson-driven, intermittent or erratic
forms. The inference is that only lockings are com-
patible with linear models. Table 6 shows in the
rightmost column for each form and its assigned
dimensionality the neighborhood size expressed as a
proportion of sample size.
3.1.3. Predictability. Table 7 lists, for each form
and along increasing numbers of subsequent intervals
TP =1,..., 10, error, æ, and probability of æ being 0;
integers TP are called ‘‘prediction times’’. The evol-
ution of the errors along TP, in the sense of whether
they are invariant or increase (i.e. of whether long or
short prediction horizons exist) is critical, regardless
of error magnitudes (Experimental Procedures). The
evolution of the errors was complemented by those of
the correlation coeYcients and of the probabilities
that æ=0. The event of æ=0 is equivalent to there
being no correlation between actual and predicted
values, and of complete prediction failure. Hence,
higher probabilities go with weaker correlations and
worse predictions; lower probabilities go with
stronger correlations and better predictions.
The evolution of the errors is detailed in Table 7.
Two extreme evolutions—long and short horizons—
are possible, each characterizing particular dynamic
behaviors. In long horizons, errors are essentially
invariant at all steps along TP, i.e. prediction
horizons are long: this holds for locked, Poisson-
driven and stammering trains. Long horizons suggest
uncorrelated, additive noise, which, in the noted
absence of significant measurement error, reflects
some unknown higher-order system dynamic. Long
horizons can involve diVerent kinds of uniform pre-
dictability. The evolution of the locked train (open
circles in Fig. 6) involves small errors: indeed, all are
around 0.5 ms, and far below the range of the
intervals (in fact barely above the 0.3 ms measure-
ment errors). Small errors, reflecting small diVerences
between actual and predicted values, are compatible
with the small correlation coeYcients (absolute
values under 0.1) reflecting lack of correlation
between departures from the mean. The step 1 error
(0.477) is smaller than subsequent ones, and its
correlation coeYcient (0.585) is the only one that
diVers significantly from 0: hence, some additional
predictability exists from one interval to the next, a
feature shared by most trains analysed, regardless of
form. Contrastingly, the long horizon of the Poisson
driven train (Fig. 6, plusses) involves larger errors: all
are around 37.0 ms, and in the range of the intervals.
The correlation coeYcients are around 0.3 and, with
a (practically) zero probability of being equal to 0,
are significantly diVerent from 0: this implies that a
weak predictability exists throughout. Stammerings
(not included in the figure) have large errors around
61.0 ms and low correlation coeYcients (under 0.09)
with high probabilities of being equal to 0.
In short horizons, errors are initially small but
increase with TP (Table 7v, Fig. 6, plusses): hence,
predictions are accurate initially and decay along TP,
i.e. have short horizons. The erratic train has errors
that start at their lowest value (11.886) for step 1, and
then increase unceasingly, particularly up to, say,
step 7 (23.129). Likewise, correlation coeYcients start
at the highest value (0.753) at step 1, and then
decrease unceasingly. Correlation coeYcients are
throughout over 0.253, and their null probabilities of
being 0 indicate that all diVer significantly from 0. A
short horizon is equivalent to sensitivity to initial
conditions, and is one of the criteria needed for
signals to be considered potentially chaotic. The
intermittent train represented in tables and figures
also has a short horizon: errors start at their lowest
value (8.107 ms) for step 1, increase, reach high
values at step 6 (10.117 ms) and subsequently main-
tain them; at steps 1 and 2, the correlation coeYcients
are high (0.522, 0.303) and their null probabilities of
being 0 indicate that they diVer significantly from
from 0.
As noted above, intermittent trains varied: they
became less like erratic trains and more like periodic
locked trains as their regular portions became more
prevalent. Some intermittencies may have horizons
intermediate between the extreme categories illus-
trated here. Thus, horizons comprise a continuum
in whose extreme and intermediate portions form
classification can be performed with, respectively,
assurance or uncertainty.
Figure 6, where errors are logged on the ordinate,
illustrates typical cases of the extreme evolutions:
namely, on the one hand those with long horizons by
either lockings with small errors (open circles) or
Poisson-driven with large errors (pluses); on the
other, those with short horizons by the erratic train
(crosses). Such displays allow summarization of the
error’s evolution with TP by the slope in the region of
the logarithm’s growth prior to the eventual plateau;
in Fig. 6 and for the erratic train, this region is from
TP=0 to TP=4.
Figure 7 ranks forms by nonlinearity and predict-
ability. Nonlinearity (on the abscissa) is quantified by
the t statistic that evaluates nonlinearity by the
diVerence between linear or nonlinear models as in
Table 5. Predictability (ordinate) is quantified by the
maximum slope of the error’s logarithm in plots as
those in Fig. 6. Spike trains with diVerent forms have
diVerent positions. The periodic lockings (open
circle) are linear with gentle slopes (long horizons),
and thus located at the lower left; stammerings (star)
are marginally linear with long horizons and thus
close by. Poisson-driven forms (plus), nonlinear with
gentle slopes (long horizons), are represented at an
intermediate position on the abscissa’s axis. Erratic
train (cross), nonlinear with steep slopes (short hor-
izons), are located on the upper right. Intermittencies,
depending on the preponderance of their regularities
and irregularities, can be closer to either the locked
17
or, as the train represented (black circle), the erratic
forms.
4. DISCUSSION
The present analyses of spike train forms from
prototypical living neurons, based essentially on
diVerent aspects of their predictabilities, led to con-
clusions that concerned their dimensionality, non-
linearity and the rate of decay of prediction success
with time (i.e. forecast horizon). In this fashion, it
became possible to move past the conventional view
that predictability must always correspond to sim-
plicity and likewise complexity to unpredictability.
Nonlinear analytical techniques demonstrated a
range of behaviors diVering in terms of dimen-
sionality, linearity and the potential presence of
chaotic dynamics. This strengthens a classification of
spike trains into separate forms advanced earlier51
that had, in turn, gone beyond the less informa-
tive grouping into locked (periodic, regular) and
not-locked (aperiodic, irregular) trains.29,42,48
Results also demonstrated the identity of these
forms with universal behaviors known to nonlinear
dynamics:
(1) Lockings are periodic behaviors that admit
linear models.5,29,30,42,48,49,60,70 Hayashi’s syn-
aptically driven ‘‘1:1 entrainment’’ is a 1:1 lock-
ing.24 Some earlier findings suggested that
relatively simple, even linear models would
suffice for periodic locked trains (and for
their coding from presynaptic pacemaker
trains).5,29,30,42,48,49,60,70 For example, plots of
interval lengthening as a function of inhibitory
postsynaptic potential (IPSP) phase are linear,
as is the relation between corresponding
averages within each p:q locking domain (say, a
slope 1 line for 1:1 lockings). The present study
confirms linearity for 1:1 lockings; we conjecture
that linearity will be generalized to all ratios.
Other earlier findings showed some com-
plexities, as, for example, a piecewise linear with
slopes 1, 1/2, 2,..., i.e. nonlinear, overall relation
between averages: hence, even if linearity
exists for each locking, its slopes and intercepts
probably change from one to the next.
(2) Poisson-driven trains are strongly irregular
behaviors best forecast by nonlinear models.
Prediction errors, much smaller for lockings
than for Poisson drivings, where they mainly
reflect arrival irregularity, are invariant with
time for both (i.e. forecast horizons are
long). Therefore, the part of the signal not
forecast successfully is indistinguishable from
uncorrelated, additive noise.
(3) Intermittent trains require nonlinear models.
Analytic models suggest that such data sets
arise close to points where small changes in
control parameters destabilize limit cycles (see
below).3,35,36 In fact, intermittencies arise close
to periodic and chaotic behaviors, presumably
at transitions between them. What follows sum-
marizes the main notions about intermittency,
as set forth in significant contributions by Berge´
and collaborators.3,4 Intermittency, they point
out, is an essentially qualitative concept that
applies when data sets, called ‘‘intermittent’’,
appear regular most of the time, but destabilize
briefly in variable bursts that arise irregularly.
Such sets are not uncommon and, whereas
conventional statistics are not too helpful, the
Fig. 7. Nonlinearity, prediction time and form. Point posi-
tion reveals jointly the nonlinearity and predictability of
each form. Abscissa: t value that compares the correlation
coeYcients achieved by linear and nonlinear predictions,
and when larger reflects greater nonlinearity. Ordinate:
slope of the plot in Fig. 6 (with logarithm of error vs TP),
and larger for faster prediction deterioration. Their statistics
are in Table 2; the corresponding natural postsynaptic and
presynaptic are in Tables 1 and 3. Open circle, 1:1 locked:
linear with (small) errors that increase little. Neuron with a
natural rate of 19.14 s"1 pacemaker-driven at 14.00 s"1
(normalized ratio 0.73); the resulting postsynaptic rate was
14.00 s"1. Same form but not same trains, as in Fig. 3 and
Plate B in Ref. 51 and Figs 3 (later epochs), 5 and 9 in Ref.
52. Plus, Poisson-driven: intermediate nonlinearity and neg-
ligible slope. Neuron with natural rate 15.3 s"1 Poisson-
driven at 16.00 s"1 (normalized 1.05); the resulting
postsynaptic rate was 8.58 s"1. Same form and train as in
Fig. 2 in Ref. 55. Black circle, intermittent: the case repre-
sented has significant values in both respects; other inter-
mittencies may be closer to either lockings or erratic trains.
Neuron with a natural rate of 6.73 s"1 was driven at a rate
of 5.52 s"1 (ratio 0.82); the resulting postsynaptic rate was
6.21 s"1. Same form, but not the same trains as in Fig. 5
(later epoch) and Plate C in Ref. 51, and Figs 3 (first epoch),
4B,E and 7 (late epoch) in Ref. 52. (Phase walk throughs,
whose stationary samples were not large enough to draw
reliable conclusions, are not represented.) Cross, messy
erratic: high values of both coordinates. Neuron with a
natural rate of 7.84 s"1 was driven at a rate of 3.77 s"1
(ratio 0.48); the resulting postsynaptic rate was 6.54 s"1.
Same form, but not the same trains as in Figs 8, 11 (some
epochs) and Plate E of Ref. 51. Star, stammering: inter-
mediate nonlinearity and negligible slope. Neuron with a
natural rate of 14.4 s"1 was driven at a rate of 18.2 s"1
(ratio 1.26); the resulting postsynaptic rate was 6.41 s"1.
Adapted from, and including the same train as, Fig. 9 and
Plate F in Ref. 51.
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concept of intermittency has contributed mark-
edly to their experimental and formal analysis.
The regular portions impose the prevalent
periodicities; irregularities within the bursts and
in the interburst intervals impose other
periodicities. The overall spectrum may either:
(i) have strong peaks at frequencies not related
linearly with rational coeYcients, (ii) have weak
peaks plus strong background noise or (iii) be
somewhere in between. Such spectra mean that
the intermittency’s irregularities can impose,
respectively, quasiperiodic, chaotic or inter-
mediate characteristics. The notion of inter-
mittency thus overlaps partially with those of
quasiperiodicity and chaos, and intermittent
data sets may be also quasiperiodic or chaotic.
Accordingly, certain questions can be answered
only generally, clarifying extreme cases but
leaving intermediate ones uncertain. For
example, the answer to whether a train that
behaves intermittently and has chaotic com-
ponents should be called ‘‘intermittent’’ or
‘‘erratic’’ depends on which feature is prevalent:
Fig. 2iii represents a train labelled ‘‘inter-
mittent’’ because its intermittent character is
outstanding and, though also hard to describe
and summarize, its chaotic nature is convincing
only after tests show non-invertible interval and
phase return maps, low dimensionality, non-
linearity, and short prediction horizons and thus
significant deterministic chaotic dynamics.
Prevalence is not always obvious, however.
(4) Phase walk throughs, discovered in interacting
fireflies, are intermittencies where the regular
portions are relatively brief, and the phases
cross their range repeatedly along slightly diVer-
ent paths.12 Their return maps are invertible: the
interval maps (Fig. 4iv), apparently non-
invertible, become invertible with special polar
coordinates;38 the phase maps are obviously
invertible.51 Formally (see below), phase walk
throughs are explained by one-dimensional map
iterations, and represented well by quasi-
periodicities, i.e. mixtures of periodic variables
that are irrational multiples.3,4 A salient feature
of experimental walk throughs is that only
brief stationary portions arise experimentally.52
This can be due to attractor basins only
slightly broader than the volume swept by the
unavoidable noise; it is compatible with the
hypothesis that walk throughs arise only with
driver rates very close to those for lockings12
(and, as noted, their brevity hinders nonlinear
analyses).
(5) Erratic spike trains have short horizons, non-
invertible maps, and are maximally nonlinear51;
their messiness reflects chaotic trajectories.
Synaptically driven spike trains (Onchidium)
with heterogeneous intervals and non-invertible
maps are probably chaotic.24
(6) Messy stammerings have long horizons and are
marginal between linear and nonlinear; their
messiness is noise-related. Modeling studies of
cold receptors by Longtin and Hinzer32 are
particularly relevant to the relative contribu-
tions of deterministic issues and the inevitable
noise: contrasting models—one with noise and
without chaos, the other with chaos and without
noise—are valid across broad temperature
ranges and, possibly depending on the tempera-
ture, one or the other may be preferable and one
issue or the other preponderant. Chaos may
exists in crayfish too, but occupy a volume
smaller than that swept by noise.60
As argued elsewhere,54,58 the facts that pacemaker-
driven forms (i, iii–vi) are imposed by the simplest
pattern of all and persist when pacemaker patterns
are perturbed by irregularities, trends or periodic
modulations, suggest such forms are elementary
building blocks for many synaptic codings. Their
robustness notwithstanding, suYciently large pre-
synaptic departures away from pacemakers modify
and even eliminate such basic forms.29,54,58 Hence,
one should ask if, for the present pacemaker-based
considerations to hold, trains must be strictly pace-
maker or whether restrictions about, say, lack of
trends can be relaxed. If relaxations are tolerated,
one should also ask by how much, i.e. which are the
respective domains, and related questions such as the
trains that arise in each. This means applying proce-
dures such as those described here to trains driven by,
for instance, irregular, transient or modulated inhi-
bition.29,54,58 Finally, it is necessary to ask specifi-
cally if the biological implications of the present work
are restricted to SAO-like cases, or extend to broader
classes of neurons and synapses: we suggest that they
do apply broadly in qualitative terms.
4.1. Formal models and system partition
Naturally functioning neurons are complicated
systems involving numerous physical variables that,
at cellular, subcellular and other levels, imply trans-
mitter release, conductances, pumps, neuronal
inhomogeneity, PSPs, action potentials, etc.:11,29,48,50
conceptual representations based on that many vari-
ables are bound to be unmanageable. As operational
entities, however, neurons are mimicked satisfactorily
by models involving formal variables in smaller
numbers (see Section 4.2.). The success of these
compacted models suggests that the system is dissi-
pative, operationally exhibiting fewer degrees of free-
dom than would be suspected from even incomplete
lists of physical variables.
It is as if operational compacting meant that: (i)
the physical variables coalesced into separate groups
or subsystems, (ii) the component variables within
each subsystem cooperated and emerged as a single
parameter, and (iii) ultimately, the dynamic inter-
actions of those subsystems determined the overall
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behaviors that the formal model in question
describes. A suggestive example is FitzHugh’s
streamlining of the Hodgkin–Huxley (HH) formu-
lation.13 In short, the system is de facto partitioned
into subsystems whose dynamics generate the global
dynamics: each partition is identified by its particular
set of subsystems, its particular dynamics, or both.
Experiments demonstrate that each presynaptic
timing—average, pattern—imposes a characteristic
form. This implies that each timing imposes a char-
acteristic partition, making the physical variables
coalesce into particular subsystems with particular
interactions. The number of such subsystems, un-
known beforehand, was determined from the data by
estimating for each form its number of dimensions
(operational variables, degrees of freedom, active
modes), i.e. the dimensionality of the attractor on
which the system moves (see Results). Experiments
demonstrate also that diVerent timings impose diVer-
ent forms, i.e. partitions that diVer in component
subsystems and/or dynamics.
This partitioning into interacting subsystems and
its dependence on the presynaptic timing are, we feel,
major points. They are relevant whenever systems are
forced into diVerent behaviors by diVerent drives,
and thus raise issues of general interest. The follow-
ing considerations are pertinent, though largely con-
jectural. The number of partitions that diVer
exclusively because their component subsystems dif-
fer (irrespective of dynamics) should be high. Indeed,
estimates of upper bounds must be high, initially at
least, since they must take into account: (i) a usually
high number of physical variables, (ii) an even higher
number of subsystems these variables could coalesce
into, and (iii) the many ways in which, from that set
of subsystems, one could pick D of them, D being the
number of dimensions. For example, if the system
has 10 physical variables (a parsimonious guess) and
D=4, there are roughly up to 1000 subsystems and
235 partitions (exactly, 210 and [210(210"1)(210"2)
(210"3)]/4!, respectively). Physical constraints must
substantially reduce the number of possible partitions
that diVer because of the subsystems that compose; it
is likely, however, that this number remains consider-
able.
Partitions may also diVer by dynamics that, involv-
ing the variables and subsystems, manifest themselves
in vast arrays of functionally meaningful measure-
ments and criteria. A particularly important feature
introduced by the dynamics is that these manifesta-
tions and criteria are often continuous. Hence, the set
of partitions that diVer only because of component
subsystems, discrete and with a countable number
of them, is expanded to a continuous set with
subsystems in uncountable numbers.
Conjectures 1–4 are compatible with data; for
simplicity, they concentrate on particular forms
within single, undivided domains and imposed by
diVerent pacemaker averages (e.g., on only 1:1 and
not all p:q lockings).
Conjecture 1. A particular form involves in all
points of its domain practically the same subsystems;
only their dynamics change. When averages move
from one value to another within the domain,
changes involve at most few and uninfluential vari-
ables; the dynamics change significantly, but only
quantitatively, remaining qualitatively invariant. For
instance, all 1:1 lockings (arising with averages
around the natural value) involve the same sub-
systems; the trajectories of variables relating to the
SAO’s phase remain limit cycles, only changing
periods. Hence, the partition set is practically
uniform and continuous within each domain.
Conjecture 2. DiVerent forms involve significantly
diVerent subsystems and dynamics. When averages
cross to a diVerent domain, at least some subsystems
diVer in influential variables, and the dynamics
change qualitatively. For example, 1:1 lockings and
intermittent forms in nearby domains share some
but not all subsystems; moreover, the trajectory
dynamics of the variables change qualitatively. The
partition set changes abruptly, dramatically perhaps,
at the domain’s boundaries.
Conjecture 3. These conjectures can be extended to
perturbations.29,30,54,58 When, say, the presynaptic
interval is modulated periodically, increasing and
decreasing monotonically in a repeated manner,58
partitions change unceasingly: within the domain of a
particular form they involve mainly the dynamics
but, when crossing to another domain, both
partitions and dynamics change.
Conjecture 4. This notion of driver-induced
partitions suggests a strategy for clarifying the
relation between physical and formal variables, i.e.
recognizing the physical variables in each subsystem
and thus the roles played by these variables in the
diVerent forms. The strategy is based on the parallel
driving of a formal model and one with explicit
physical variables (say, the BonhoeVer–van der Pol
and that of Edman and collaborators, respect-
ively11,35), and comparing identical forms. It is likely
that in each form the physical variables within each
subsystem will all behave in a special way that
resembles that of the corresponding formal vari-
able and, in addition, have closer and/or simpler
correlations.
4.2. Data and their formal analyses
Data from living preparations reveals an assort-
ment of complexities, regularities and predictabilities,
and our understanding or them has benefitted from
appeals to formal models. The following summarizes
a strategy applicable to all periodic operations
aVected by brief periodic perturbations, regardless of
physical embodiment. It was introduced by Glass
and collaborators14,16–19,21,22,41 who implemented
it successfully when forcing cardiac cell aggregates
(alluded to here as ‘‘heart cells’’) from chick embryos
with outward current pulses. Because IPSPs reflect
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brief synaptic changes, the strategy is applicable to
periodically inhibited SAO pacemaker neurons. The
following also summarizes both implementations
with heart cells and SAOs, whose similarities and
diVerences, spanning from elementary curves to
overall behaviors are, we feel, instructive.
The approach involves certain assumptions and
follows several stages. Assumptions 1–4 are initially
accepted:
Assumption 1. The system is invariant along time,
and noiseless; its model has an attractive limit cycle
that imposes a natural period (interval) and an
unstable steady state.
Assumption 2. Perturbations (stimuli) are brief,
equal and periodic.
Assumption 3. The consequences of each perturba-
tion last less than the oscillator’s natural interval and
the inter-perturbation interval.
Assumption 4. Characteristic functions, called
‘‘phase transition curves’’ (PTCs) express one phase
as a function of the preceding one [by, say, one-
dimensional nonlinear equations xk=f(xk"1)];
‘‘phase’’ means the perturbation’s position relative to
the driven oscillator’s cycle.
Because of Assumptions 1–4, PTCs map the unit
circle into itself.17 PTCs change with the perturba-
tion’s amplitude. Implementation follows stages 1–5:
(1) By delivering to the preparation sporadic
stimuli, an [interval, phase] plot of perturbed
interval as a function of phase (both normalized
to natural periods) is obtained for each pulse
amplitude. ‘‘Sporadic’’ means at irregular
intervals, all longer than several times the
natural period. Plots diVer by constants from
[lengthening, phase] or ‘‘delay functions’’.
(2) An analytic expression is found that, by simply
changing parameter values, fits the [interval,
phase] plot at all stimulus amplitudes.
(3) Under the assumptions listed, the perturbed
interval’s duration equals the sum of the natural
period plus the extant phase and minus the
following phase. The perturbed interval and the
following phase can be expressed as functions of
the extant phase by, respectively, the [interval,
phase] plot and the PTC. Hence, PTCs can then
be determined from the available phases and
natural period.
(4) A model based on iteration of the PTC one-
dimensional map, i.e. by obtaining each phase
(the second, third, etc.) from the preceding one,
is tested.17 Adjusted for stimulus amplitude and
period, it simulates periodic driving and gener-
ates certain timings and forms. The experimen-
tal data and these theoretical results are
compared, coincidences and discrepancies are
identified, and judgments are made as to the
model’s suitability (see below).
(5) Other models (i.e. maps and diVerential
equations) are tested by running simulations,
involving periodic driving and generation of
timings and forms. Though parsimony is a
virtue in any model and simple models can have
interesting behaviors,19,41,46 complex findings
often require higher dimensional plots and more
elaborate models. Model parameters are either
mainly theoretical or represent recognized
physical variables as in, say, the BVP or HH
cases. The BVP is a system of diVerential
equations that, properly adjusted, has an
asymptotically stable limit cycle and an unstable
equilibrium point. Its variables represent mem-
brane potential, refractoriness and stimulat-
ing currents, one invariant, another a pulse
sequence. Separate cycle regions have slow and
fast dynamics, a feature that makes it a good
neuronal model (as it does the modified radial
isochron clock):35–37 it is, in fact, a simplified
version of the HH equations.
Comparisons between experiments and theory are
achieved by placing the relatively sparse set of exper-
imental results upon the broader background of
detailed theoretical bifurcation diagrams and noting
coincidences and discrepancies:22 amplitude and
period are the control parameters. Coincidences and
discrepancies always exist, and models are evaluated
by balancing them. Coincidences, obviously, are
assets; so are discrepancies insofar as, when identify-
ing what went wrong, they provide insights about
unexpected aspects of the dynamics and therefore
suggest useful adjustments.
The more a model’s assumptions comply with the
reality of a particular embodiment, the more success-
ful its use will be. An assumption is acceptable either
because it is close to reality or because it provides
an opportunity for simplification, the essence of
modeling. As noted by Glass et al.,17 assumptions
about the absence of noise and long-term eVects
(1, 3) though initially acceptable, must be applied
with particular caution: heart cells and SAOs diVer
somewhat in this respect.
After-eVects can appear following single perturba-
tions, increase with more and extend beyond their
cessation. Usually negligible when intervals between
arrivals are long, they may change the system’s
properties and become influential when short. Noise
is unavoidable (so are measurement errors, negligible
here);15,16,57 it displaces boundaries, modifies, intro-
duces or eliminates forms and, in regions with several
neighboring basins, induces jumps between them
(‘‘hoppings’’51). As explained above, the significance
of noise and after-eVects is recognized and evaluated
by data-based estimates of dimensionality and pre-
dictability, e.g., embeddings and prediction times.
Precise demonstration of certain roles for after-
eVects or noise and their details may require
specialized projects generally not yet attempted. (The
stationarity assumption may be violated too, if trains
include the initial transients: this did not happen in
heart cells or SAOs.)
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4.2.1. Heart cells. Implementation in heart cells
driven by excitatory outward current pulses, used as
a blueprint, showed the following.14,16–19,21,22,41
(1) Experimental [interval, phase] plots were
(roughly) piecewise linear, increasing to a maximum,
then decreasing to a minimum, and finally increasing.
The shortest or longest phases caused, respec-
tively, interval lengthenings or shortenings. Greater
amplitudes increased maxima, decreased minima and
made slopes steeper.
(2) These plots and their amplitude dependence
were fitted well by analytic functions with sums of
exponentials.
(3) As pulse amplitudes increased, PTCs (derived
from those functions) changed from monotonic to
non-monotonic and from invertible to non-invertible.
At the largest amplitudes, points tended to disappear
from the decreasing portion that became practically
discontinuous, and the analytic functions did not
hold.
(4) Iterations of those nonlinear one-dimensional
PTCs had the following outcomes: (i) at amplitudes
where maps were monotonic, bifurcation diagrams
were simple showing lockings with rational p:q ratios
in regions called ‘‘Arnol’d tongues’’ and quasi-
periodicities with irrational ratios (intermittencies)
between those tongues. Forms were independent
of the initial conditions. Only tangent bifurcations
occurred: in ‘‘tangent bifurcations’’, PTCs succes-
sively intersect, become tangent to and separate from
the diagonal. (ii) Where PTCs were non-monotonic,
the bifurcation diagram structure was complex and,
less thoroughly understood, needs further analysis
(e.g., two-dimensional maps). Arnol’d tongues with
diVerent lockings overlapped: for a fixed amplitude,
diVerent periods could impose stable cycles at the
same ratio but still dissimilar (e.g., p:q, 2p:2q); for
fixed amplitude and period, bistability occurred.
‘‘Bistability’’ means that, depending on the initial
conditions, diVerent ratios or forms appear. Substan-
tial areas included aperiodic forms sensitive to initial
conditions. At the outer boundaries of Arnol’d
tongues, tangent bifurcations separated lockings and
quasiperiodicities but, at their inner boundaries,
periods switched from q to 2q in cascades (q, 2q, 4q,
etc.), i.e. period-doubling bifurcations were present.
Yet other bifurcations arose, but not all can be
formally identified or interpreted, at least exclusively
with one-dimensional maps. The existence of deter-
ministic chaos is supported by the non-monotonic
PTCs, by demonstrable bistability (sensitivity to
initial conditions), as well as by the presence of
accepted routes such as tangent or period-doubling
bifurcations.
Consequently, the system is well described by
one-dimensional resetting curves: these, obtained
from single stimuli and iterated, allowed accurate
theoretical predictions of the diVerent dynamic
rhythms experimentally observed, as well as their
orderings and overall organizations. Discrepancies
were significant when arrival intervals were briefer
than natural intervals, and are attributable to after-
eVects.16 These cases would benefit from analysis of
maps of two or more dimensions and other models
(stage 5). Recognized after-eVects are, say, that
cessation of prolonged stimulation at long or
short intervals is followed by, respectively, heart cell
acceleration (‘‘underdrive acceleration’’) or slowing
(‘‘overdrive suppression’’).16 Discrepancies attribu-
table to noise, less important, were that the model’s
boundaries of 1:1 locking regions corresponding to
the shortest intervals diVered from those in heart cells
in some locations and had more heterogeneous neigh-
borhoods (e.g., with 7:6 locking or aperiodic forms).
On the balance, then, the model based on one-
dimensional nonlinear map iteration is highly
satisfactory.9,14,16–19,21,22,41 Its dynamics agree
closely over broad domains with experimental heart
cell dynamics and, in addition, extend to the normal
and abnormal whole heart.
(5) The BVP model is comparably successful to
PTC iterations, but less simple.22 Conceivably it can
contribute additional insights when, because the con-
sequences of each arrival exceed natural or inter-
perturbation intervals, Assumption 3 is violated [see
Section 4.2.2 (5)]. HH models (more or less modified)
include the ionic mechanisms:9,19 those underlying
phase resettings by current pulses are complex,
depending upon polarities, amplitudes and phases
but their dissection by Clay and collaborators9 pro-
vide frameworks for topological analyses of periodic
drivings. The Poincare´ maps of such models account
for several observed behaviors.22
4.2.2. Slowly adapting stretch receptor organ or
postsynaptic neuron5,29,30,42,48,49,53,60,70. (1) Exper-
imental [interval, phase] plots obtained with spor-
adic IPSPs showed that periods increased
with phases.5,29,42,48 Only presynaptic periods were
examined parametrically, however, because all
preparations had similar IPSPs, i.e. amplitudes.
(2) Best fits were straight lines with slopes around 0.7.
(3) PTCs obtained from those plots were monotonic
and invertible. (4) Their simulated iterations (as did
other models such as leaky integrators), examining
both periods and amplitudes, led exclusively to p:q
lockings and quasiperiodicities located, respectively,
within Arnol’d tongues and between them; forms
were separated by tangent bifurcations and were
independent of the initial conditions.30,42,48,49,60,70,71
Extensive simulations did not show other forms
or bifurcations which, therefore, were either not
generated or present only in hard-to-find domains.
Thus, the agreement between the dynamics of
iterated one-dimensional maps with those exhibited
by the SAO29,42,48,51,52 was restricted to the simpler,
more regular and predictable forms and bifurcations:
this identifies what suYces for the simpler forms.
Significant discrepancies existed, however, such as
the lacks of chaotic intermittencies, messy forms
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(erratic, stammering) and of other bifurcations:
it seems, therefore, that iteration models need
complementing [see (5) below].
One can reasonably assign a major role in these
discrepancies to nonlinear after-eVects and to noise.
Noise is discussed in (5) below. Well-demonstrated
after-eVects are powerful, long-lasting and depend on
IPSP and postsynaptic timings.29,48,51,52,54 Firstly,
[interval, phase] plots for sporadic IPSPs can be
piecewise linear (increasing–decreasing), for IPSP
pairs can be multivalued,29 and for current or sensory
pulses resemble those in heart cells (Diez Martı´nez,
unpublished observations).5,29,52 Moreover, IPSPs
also modify the next interval (shortening or length-
ening it), and this increases with more arrivals.29,48,52
Finally, SAOs escape the silencing influence of high-
rate IPSPs.29,51 After-eVects thus change the system,
negligibly with sporadic IPSPs, but strongly and
significantly as inter-arrival intervals shorten,
approaching and then becoming shorter than natural
ones. Such eVects, we believe, contribute to the
complexities such as messy erratic (chaotic) and
stammering trains.
(5) Accordingly, the situation was simulated
using primarily BVP models, and secondarily
others.35–37,60,61 Phases in simulations were still IPSP
positions in postsynaptic cycles (identified in special
ways) but, in crayfish, were postsynaptic spike pos-
itions in inhibitory cycles. Finally, return maps,
including the same or more dimensions, were
based on the ongoing trains themselves, and not on
sporadic stimuli (Fig. 5).
Numerical computation of driven BVP models
showed complex [amplitude, period] bifurcation
diagrams, whose features reflected the geometries of
the limit cycles, equilibrium points, nullclines and
perturbations.35,36 A ‘‘nullcline’’ is formed by the
points where a particular state variable does not
change, i.e. has zero derivative. Regions with charac-
teristic forms and PTCs revealed domains wherein
the system can be described properly by iterated
one-dimensional PTCs, and others where it cannot.
Certain regions in the [amplitude, period] diagram
are noteworthy. Region 1: weak amplitudes, any
period. PTCs were monotonic, invertible and, more
or less close to the diagonal, and adequately describe
the dynamics. Quasiperiodic responses predomi-
nated, coinciding with the nonchaotic intermittencies
called phase walk throughs; locked responses were
hard to find. Region 2: intermediate amplitudes,
periods around natural intervals. PTCs were non-
monotonic and non-invertible, and their overall
shape varied little over most of the phases; at the
larger end, however, PTCs were very steep and small
old phase changes generated remarkably diVerent
new phases. Within this region, the following
happened, as periods I increased: (i) PTCs intersected
the diagonal at one stable point, and 1:1 locking was
present. (ii) PTCs became tangent and then separated
from the diagonal; trains became intermittent and
chaotic. (iii) PTCs intersected the diagonal twice,
creating two stable points; which was achieved
depended on the initial conditions. (iv) Only one
stable point subsisted (period 1), then destabilized,
was substituted by stable points of, successively,
periods 2, 4 or longer, and eventually erratic trains;
bistability was present. Region 3: intermediate ampli-
tudes, periods shorter than natural intervals. As
Is changed, first a 3:1 locking existed; then PTCs
became tangent to the diagonal, and finally separated
from it. Chaotic stammering arose: postsynaptic
intervals belonged to categories that diVered approxi-
mately by a fixed amount; their return maps were
lattices with several clusters, and the between-cluster
sequence was diYcult to predict.
Compatibility between the SAO and the BVP
models was close,29,42,48,51,52 involving first forms
and bifurcations. Furthermore, SAO data coincided
closely with the subset of the BVP diagram extending
throughout the period scale within an intermediate
amplitude band. Discrepancies, major or minor, were
few. In the SAO, domains were largest for 1:1
lockings, all locked and all chaotic forms were about
equally frequent and no 2p:2q separate from p:q
lockings occurred. In the BVP, domains were largest
for 2:1 lockings, locked forms prevailed and 2p:2q
lockings occurred. Moreover, whereas for stammer-
ings in SAOs intervals diVered by multiples of I,
clusters lacked recognizable structure, and phases
were extreme (i.e. 0, 1), in the BVP diVerences were
not multiples of I, clusters had intrinsic structures,
and phases were not always extreme. Hoppings, i.e.
unpredictable shifts between forms during stationary
driving, present in SAOs are absent in the BVP, as in
all noise-free models.51
Discrepancies can be attributed tentatively first
to nonlinear after-eVects [see Section 2.2.2 (4)].
Noise32,51,57,60 generally participates by reducing or
abolishing the smaller domains (e.g., 5:6 and 2p:2q
locked) and thus simplifying. By irregularizing forms,
it makes them seem messy and thus misleads into
overestimating their proportions; in stammerings,
by occupying a volume greater than deterministic
variability, it washes out the clusters’ internal
structure; in hoppings, it switches between nearby
forms. Theoretically, noise implies infinite dimen-
sions and embedding is of little use; practically,
however, fewer may suYce for models that, though
not exhaustive, are acceptable. The noisy character of
nonlinear Poisson-driven forms is imposed by the
input.
Thus, BVP equations represent quite fully the
driven SAO’s dynamical system, and tell us a great
deal about it: they are, therefore, useful tools for
subsequent analyses including, say, those of transient
and modulated drivings.54,58 In particular, the BVP
model also opens the door for achieving deterministic
interpretations of stammerings (i.e. messy forms
driven at short intervals), so far lacking. Nomura
et al.35 outline a qualitative explanation based on the
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fact that tightly packed arrivals when the system
point is close to the unstable equilibrium point
can have contrasting consequences, one followed
almost immediately by a spike, another by a slow
displacement around the unstable point without
spiking.
The ‘‘permeability model’’ of Edman et al.,
analysed by Stiber, includes identified permeabilities,
ionic fluxes, and so forth.11,60,62 Though incom-
pletely examined, it duplicates SAO behaviors faith-
fully: a significant discrepancy is the internal
structure of clusters in stammerings. The slower
variables are necessary for after-eVects and complex
forms (Stiber, unpublished observations).
As demonstrated, theoretical computations can
successfully explain and predict rhythms observed
experimentally and their orderings, identify possible
sources of discrepancies, guide experimental designs
and ultimately provide significant insights. Noted
also is that caution is mandatory when relating
natural phenomena and formalizations and thus
meshing diVerent disciplines, such as biology and
mathematics.14,19,45 Indeed, stumbling blocks can
reflect, for example, undeveloped concepts, strategies
and procedures, contrasts between rigorous
demonstrations using models with less certain ones
using data and, possibly, some unawareness and
misunderstanding between specialists in disparate
fields.
5. CONCLUSIONS
The methods used here (and comparable ones) are
applicable to any spike train described by its ordered
set of intervals, regardless of whether driven
synaptically.8,23,28,31–33,43,63,63–67,73 Their usefulness
is reinforced because often in the neurosciences one
only has access to the spike trains of individual
neurons, and these methods provide the experimental
foothold for formal constructs.
A commonplace and justified conception of the
nervous system is a network composed of spike-
generating, synaptically connected neurons wherein
spike trains are major signs of ongoing input, output
or intrinsic transactions. The spike-generating
neuron and its synaptic constellation provide the
operational unit for nervous systems so conceived, as
well as for entities designed to mimic them. The
crayfish stretch receptor preparation is a prototype
for a particular kind of inhibitory connection, and
principles inferred from its analyses are applied
broadly. Such generalizations include the synaptic
arrangement composed of sets of numerous weak
convergent terminals, so prevalent within nervous
systems.56,57 Indeed, as the individually weak termi-
nals become more correlated, i.e. fire more synchro-
nously, those sets tends to perform like single
powerful terminals, and therefore to elicit the same
forms. The degree of correlation is modulated un-
ceasingly during natural operation.
Because biology rightly assigns significance to
regularity, to irregularity, and to contrasts, grada-
tions, transitions and alternations among them,
analyses of dimension, nonlinearity and forecasting
are meaningful, not just formally but also biologi-
cally. Their controls by single neurons or circuits
have been explored well for periodic functions, but
little (except as weakenings of periodicity) for
aperiodic functions whose full meanings are only
beginning to be understood.1,2,19,56,72 Command
neurons can be irregular, either spontaneously or
forced by intercurrent, e.g., synaptic, perturbations
and, as demonstrated, can impose a variety of post-
synaptic timings by changing their averages and/or
patterns. Present results show how command
neurons, manipulating only a few parameters in
their spike trains, can subtly control irregularity,
complexity and unpredictability.
For example, chaotic irregularity is known to
include several neighboring unstable periodic orbits
and be specifically sensitive to small perturbations.39
Consequently, appropriate perturbations can main-
tain a desired periodicity, or switch between diVerent
ones. This general notion applied to spike trains
means that chaotic ones (e.g., erratic) have several
unstable preferred intervals and that small driver
changes could specifically stabilize or switch to some
other. It is likely that such dynamic behaviors have
important roles in many vital functions, particularly
those involving regular and irregular behaviors.
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