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Abstract
If H is a hierarchy on some finite set S, then H determines a ternary relation s(H) as follows: (a, b, c) belongs to s(H) if and
only if there exists a cluster A in H such that a, b ∈ A and c ∈ A. A well known and useful fact is that the function s, which
maps hierarchies on S to ternary separation relations on S, is injective. We consider ternary separation from a new point of view
by showing that s satisfies three natural algebraic properties and that these three properties are only satisfied by functions that are
closely connected to s.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
Suppose H is a set of clusters which may have resulted from the application of a clustering algorithm applied to
some finite set S. The classification scheme H determines a ternary relation s(H ) as follows: (a, b, c) belongs to s(H )
if and only if there exists a cluster A in H such that a, b ∈ A and c ∈ A. So H , through the cluster A, separates the
objects a and b from the object c with the interpretation that a and b are more similar to each other than either is to c.
Therefore, it is reasonable to call s(H ) a ternary separation relation on S. If H is a hierarchy on S, then a nontrivial
subset A of S belongs to H if and only if (a, b, c) ∈ s(H ) for all a, b ∈ A and c ∈ A. Consequently, the hierarchy
H is uniquely determined by the ternary relation s(H ) and the function s, which maps hierarchies on S to ternary
separation relations on S, is injective. This fact has proved useful when establishing results in mathematical consensus
(see [1,5–7]).
This work considers ternary separation from a new point of view by observing that the function s satisfies three
natural algebraic properties. The main result, however, is the fact that these three properties are only satisfied by
functions that are closely connected to s. It should be pointed out that hierarchies, and other types of set systems, can
be represented in ways that do not involve ternary relations. For some recent work in this direction see [3,4]. Notation
and terminology relevant to hierarchies is introduced in the next section. The final section of this work is where the
main result is stated and proved.
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2. Hierarchies and ternary representations
Let S be a finite set with |S| ≥ 4 (some of our proofs require that S contains at least four elements). A hierarchy
on S is a collection H of nonempty subsets of S such that S ∈ H , {x} ∈ H for all x ∈ S, and A∩ B ∈ {A, B,∅} for all
A, B ∈ H . Thus a hierarchy (on S) is a classification of S where only the topology of the classification is considered
important. In the sequel, the term hierarchy will be used for hierarchy on S. An element A of a hierarchy H such that
1 < |A| and A = S is called a nontrivial cluster of H . Thus, the trivial clusters of H are the singleton subsets and
S. The hierarchy with only trivial clusters is denoted by H∅. The notation HA is used for the hierarchy having A as the
only nontrivial cluster. If A = {a, b} or A = {a, b, c} for some a, b, c ∈ S, then HA will be written as Hab or Habc.
Let H(S) be the set of all hierarchies on S. For any H ∈ H(S), the notation H ∗ will be used to denote the set of all
nontrivial clusters belonging to H .
Let P(S3) denote the power set of S × S × S. An element t belonging to P(S3) is called a ternary relation on
S. Any injective function r : H(S) → P(S3) is called a ternary representation of H(S). The following is the main
example of a ternary representation ofH(S).
Example 1. Define s : H(S) → P(S3) by
(a, b, c) ∈ s(H ) ⇔ there exists A ∈ H such that a, b ∈ A and c ∈ A
for all H ∈ H(S) and a, b, c ∈ S. Since A ∈ H if and only if (a, b, c) ∈ s(H ) for all a, b ∈ A and c ∈ S \ A it
follows that s is injective.
We can create other representations using s and set operations. For example, define the representation s′ by
s′(H ) = S3 \ s(H ) for all H ∈ H(S). Another class of examples uses the fact that (a, b, c) ∈ s(H ) implies
(b, a, c) ∈ s(H ). Let τ be any ternary relation on S with the property that (a, b, c) ∈ τ implies (b, a, c) ∈ τ .
Define the representation sτ by sτ (H ) = s(H ) \ τ for all H ∈ H(S).
Given an arbitrary ternary relation t on S it can be determined whether t = s(H ) for some hierarchy H by looking
at the properties of t (see [2,6]). A similar and unsolved problem is to find properties of ternary representations that
will characterize the function s. A partial solution to this problem can be found in the next section.
3. Properties and results
Let r : H(S) → P(S3) be a ternary representation of H(S). We will say that r is union preserving or that r
satisfies the union preserving property if
r(H ∪ J ) = r(H ) ∪ r(J )
for all H, J ∈ H(S) such that H ∪ J ∈ H(S). The union preserving property is a homomorphism type condition. As
we shall see, it is a convenient and powerful property.
To state the next property we need some notation. Let X be a proper subset of S, i.e., X ⊆ S and 1 ≤ |X | < |S|. If
H ∈ H(S), then H |X denotes the hierarchy whose nontrivial clusters are the elements of {A ∩ X : A is a nontrivial
cluster of H and 1 < |A ∩ X |}. In addition, H |X − X is the hierarchy H |X without the cluster X . For any ternary
relation t on S and subset X of S, the notation t|X will be used for t ∩ X3. A ternary representation r ofH(S) is said
to be independent or that r satisfies the independence property if, for any three-element subset {u, v,w} of S and
for all H, J ∈ H(S),
H |{u,v,w} − {u, v,w} = J |{u,v,w} − {u, v,w} ⇒ r(H )|{u,v,w} = r(J )|{u,v,w}.
The idea behind independence is that if two hierarchies agree when restricted to a three-element subset X of S, then
the corresponding ternary relations should agree when restricted to X . In other words, the ternary output restricted to
X should not depend upon elements outside of X . The notion of independence has been well studied in the areas of
social choice and mathematical consensus.
Let r be a ternary representation ofH(S). The following statement is not hard to prove.
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Lemma 2. If r is union preserving and independent, then for all H = H∅ inH(S) we have
r(H ) =
⋃
A∈H∗
r(HA)
and
r(HA) =
⋃
{x,y}⊆A,z ∈A
r(Hxy)|{x,y,z} ∪ r(H∅).
The third property is an invariance condition. Let φ be a permutation of S. Then φ induces a permutation
on H(S) as follows: φ(H ) = {φ(A) : A ∈ H } where φ(A) = {φ(x) : x ∈ A}. In addition, we have
φr(H ) = {(φ(x), φ(y), φ(z)) : (x, y, z) ∈ r(H )}. We will say that r is permutation invariant or that r satisfies the
permutation invariance property if, for any permutation φ of S and for any hierarchy H ,
φ(H ) = H ⇒ φr(H ) = r(H ).
Permutation invariance conveys the idea that the representation of a hierarchy should not depend on any particular
labeling of the objects. In [3], there is a version of permutation invariance for consensus functions which is very
similar to the version of permutation invariance given above.
Our next goal is to describe ternary representations of H(S) that satisfy the three properties given above. Some
additional notation and terminology is needed. Define a family ρ1, ρ2, ρ3, ρ1, ρ2, and ρ3 of ternary representations of
H(S) as follows:
(a, b, c) ∈ ρ1(H ) ⇔ (b, c, a) ∈ s(H );
(a, b, c) ∈ ρ2(H ) ⇔ (a, c, b) ∈ s(H );
ρ3(H ) = s(H );
ρi (H ) = ρ j (H ) ∪ ρk(H )
with {i, j, k} = {1, 2, 3}. Observe that for i = j in {1, 2, 3}, ρi (H ) ∩ ρ j (H ) = ∅. Therefore, for any three-element
subset {a, b, c} of S, (a, b, c) ∈ ρi (H ) ⇒ (a, b, c) ∈ ρi (H ). The reverse implication is not true. For example,
(a, b, c) ∈ ρi (H∅) ∪ ρi (H∅) for any triple (a, b, c) of distinct elements from S. Notice that each one of the six
representations listed above can be expressed entirely in terms of the representation s. Therefore, we call a ternary
representation r of H(S) a variant of s if r is equal to ρi or ρi for some i ∈ {1, 2, 3}. If r is a variant of s, then
(a, b, c) ∈ r(H ) implies that there exists A ∈ H such that |A ∩ {a, b, c}| = 2 for any H ∈ H(S) and three subset
{a, b, c} of S.
For any ternary relation t on S let δt = {(a, b, c) ∈ t : a = b = c = a}. Two ternary representations r and r ′ of
H(S) are said to be distinctly equal if δr(H ) = δr ′(H ) for all H ∈ H(S). We can now state the main result.
Theorem 3. If r is a variant of s, then r is union preserving, independent, and satisfies permutation invariance.
Conversely, if r is union preserving, independent, and satisfies permutation invariance, then r is distinctly equal to a
variant of s.
Proof. It is straightforward to verify that a variant of s is union preserving, independent, and satisfies permutation
invariance.
Let r be a ternary representation of H(S) such that r is union preserving, independent, and satisfies permutation
invariance. We will prove that r is distinctly equal to a variant of s. Our proof will be accomplished through a series
of steps.
Step 1. δr(H∅) = ∅.
To prove Step 1 assume that there exists a triple (a, b, c) ∈ δr(H∅). Let (x, y, z) be an arbitrary triple of distinct
elements from S. Let τ be a permutation of S such that τ (a) = x , τ (b) = y, and τ (c) = z. Since τ H∅ = H∅ it follows
from permutation invariance that (x, y, z) ∈ δr(H∅). Therefore δr(H∅) = δS3.
Now Habc|{a,b,c} −{a, b, c} = H∅|{a,b,c} −{a, b, c} and so by independence we get r(Habc)|{a,b,c} = r(H∅)|{a,b,c}.
For any x, y ∈ S \ {a, b} and for any w ∈ {a, b} we can again apply independence to get r(Habc)|{x,y,w} =
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r(H∅)|{x,y,w}. It follows that r(Habc)\δr(Habc) = r(H∅)\δr(H∅). Since r is union preserving and Habc = Habc∪H∅
we get δr(Habc) = δr(Habc) ∪ δr(H∅) = δS3 = δr(H∅). Thus, r(Habc) = r(H∅) contrary to r being injective.
Step 2. r(H ) \ δr(H ) = r(H∅) for all H ∈ H(S).
To prove Step 2, recall that in the proof of Step 1 we showed r(Habc)\δr(Habc) = r(H∅)\δr(H∅). Since δr(H∅) = ∅
is true by Step 1 we get r(Habc) \ δr(Habc) = r(H∅). The previous equation is true for any three-element subset
{a, b, c} of S. Let d ∈ S \ {a, b, c}. It follows from independence that r(Habc)|{a,b,d} = r(Hab)|{a,b,d}. In particular,
(r(Hab) \ δr(Hab))|{a,b,d} = (r(Habc) \ δr(Habc))|{a,b,d} = r(H∅)|{a,b,d}. If we switch the roles of c and d in the
previous argument we get (r(Hab)\ δr(Hab))|{a,b,c} = r(H∅)|{a,b,c}. For any three-element subset {u, v,w} of S such
that |{u, v,w} ∩ {a, b}| ≤ 1 independence implies (r(Hab) \ δr(Hab))|{u,v,w} = r(H∅)|{u,v,w}. It now follows that for
any two-element subset {a, b} of S, r(Hab) \ δr(Hab) = r(H∅).
Let H ∈ H(S) and let {x, y, z} be a three-element subset of S. Then H |{x,y,z} − {x, y, z} ∈ {H∅, Hxy, Hxz, Hyz}.
If H ′ = H |{x,y,z}− {x, y, z}, then it follows from independence and the argument above that (r(H )\ δr(H ))|{x,y,z} =
(r(H ′) \ δr(H ′))|{x,y,z} = r(H∅)|{x,y,z}. Hence r(H ) \ δr(H ) = r(H∅) for all H ∈ H(S).
Step 3. Let {a, b} be a two-element subset of S. Then
∅ = δr(Hab) ⊆ δρ1(Hab) ∪ δρ2(Hab) ∪ δρ3(Hab).
To prove Step 3, note that r(Hab) = r(H∅) since r is injective. It follows from Steps 1 and 2 that δr(Hab) = ∅.
Next, for any three-element subset {u, v,w} of S notice that Hab|{u,v,w} − {u, v,w} = H∅|{u,v,w} − {u, v,w}
whenever |{u, v,w} ∩ {a, b}| ≤ 1. Therefore, by independence and Step 1, δr(Hab)|{u,v,w} = ∅ whenever
|{u, v,w} ∩ {a, b}| ≤ 1. So (x, y, z) ∈ δr(Hab) implies {a, b} ⊆ {x, y, z}. Therefore, the triple (x, y, z) belongs
to δρ1(Hab) ∪ δρ2(Hab) ∪ δρ3(Hab). Hence δr(Hab) ⊆ δρ1(Hab) ∪ δρ2(Hab) ∪ δρ3(Hab).
Step 4. Let {a, b} be a two-element subset of S. Then
(i) δr(Hab) ∩ δρ1(Hab) = ∅ if and only if δρ1(Hab) ⊆ δr(Hab).
(ii) δr(Hab) ∩ δρ2(Hab) = ∅ if and only if δρ2(Hab) ⊆ δr(Hab).
(iii) δr(Hab) ∩ δρ3(Hab) = ∅ if and only if δρ3(Hab) ⊆ δr(Hab).
We will prove item (i) in Step 4 since the other two items can be proved in a similar fashion. Suppose δr(Hab) ∩
δρ1(Hab) = ∅. Then there exists c ∈ S \ {a, b} such that (c, a, b) or (c, b, a) belongs to δr(Hab). Let (x, y, z) be an
arbitrary triple from δρ1(Hab). Then {y, z} = {a, b} and x ∈ S \ {a, b}. We can find permutations τ and τ ′ of S such
that τ (a) = y, τ (b) = z, τ (c) = x and τ ′(a) = z, τ ′(b) = y, τ ′(c) = x . Since τ Hab = Hab and τ ′Hab = Hab it
follows from permutation invariance that (x, y, z) ∈ δr(Hab). Therefore, δρ1(Hab) ⊆ δr(Hab). Since the converse is
obvious we are done.
Step 5. Let i ∈ {1, 2, 3}. If δρi (Hab) ⊆ δr(Hab) for some a = b in S, then δρi (Hxy) ⊆ δr(Hxy) for all x = y in S.
We will prove Step 5 with i = 3 since the other two cases are proved in a similar fashion. Suppose δρ3(Hab) ⊆
δr(Hab) for some a = b in S. Let {x, y} be an arbitrary two-element subset of S. Consider the case where
{x, y} ∩ {a, b} = ∅. We may assume x = a and y ∈ S \ {a, b}. Let z ∈ S \ {a, b, y}. Note that (a, b, z) ∈ δr(Hab)
since δρ3(Hab) ⊆ δr(Hab). Using independence we get (a, b, z) ∈ δr(Hab) ⇒ (a, b, z) ∈ δr(Haby). The next
implication follows from permutation invariance (a, b, z) ∈ δr(Haby) ⇒ (a, y, z) ∈ δr(Haby). Another application
of independence gives (a, y, z) ∈ δr(Haby) ⇒ (a, y, z) ∈ δr(Hay). So (x, y, z) ∈ δr(Hxy) since x = a. Since
(x, y, z) ∈ δr(Hxy) ∩ δρ3(Hxy) it follows from Step 4 item (iii) that δρ3(Hxy) ⊆ δr(Hxy).
Now suppose {x, y} ∩ {a, b} = ∅. Using the previous part of the argument we get δρ3(Hab) ⊆ δr(Hab) implies
δρ3(Hxb) ⊆ δr(Hxb) and δρ3(Hxb) ⊆ δr(Hxb) implies δρ3(Hxy) ⊆ δr(Hxy). This completes the proof of Step 5.
Step 6. Let {a, b} be a two-element subset of S. Then
δr(Hab) = δρ1(Hab) ∪ δρ2(Hab) ∪ δρ3(Hab).
To prove Step 6 assume equality does hold. Then, by Steps 3 and 5,
δr(Hxy) = δρ1(Hxy) ∪ δρ2(Hxy) ∪ δρ3(Hxy) = {(u, v,w) ∈ δS3 : {x, y} ⊆ {u, v,w}}
for all x = y in S. Therefore, for any three-element subset {a, b, c} of S, it follows from independence that
δr(Habc) = {(x, y, z) ∈ δS3 : |{a, b, c} ∩ {x, y, z}| = 2}.
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If Habc,ab = Habc ∪ Hab and Habc,ac = Habc ∪ Hac, then, since r is union preserving, we get
δr(Habc,ab) = {(x, y, z) ∈ δS3 : |{a, b, c} ∩ {x, y, z}| = 2 or {a, b} ⊆ {x, y, z}}
and
δr(Habc,ac) = {(x, y, z) ∈ δS3 : |{a, b, c} ∩ {x, y, z}| = 2 or {a, c} ⊆ {x, y, z}}.
Notice that the sets {(x, y, z) ∈ δS3 : |{a, b, c} ∩ {x, y, z}| = 2 or {a, b} ⊆ {x, y, z}} and {(x, y, z) ∈ δS3 :
|{a, b, c} ∩ {x, y, z}| = 2 or {a, c} ⊆ {x, y, z}} are equal to {(x, y, z) ∈ δS3 : |{a, b, c} ∩ {x, y, z}| = 2 or
{x, y, z} = {a, b, c}}. So δr(Habc,ab) = δr(Habc,ac). Using Step 2 and the fact that δr(Habc,ab) = δr(Habc,ac)
leads to r(Habc,ab) = r(Habc,ac) contrary to r being injective. This completes the proof of Step 6.
It follows from Steps 3, 4, 5 and 6 that there exists i ∈ {1, 2, 3} such that δr(Hab) = δρi (Hab) for all a = b in S or
δr(Hab) = δρi (Hab) for all a = b in S. Assume without loss of generality that δr(Hab) = δρi (Hab) for all a = b in
S. Let H ∈ H(S) such that H = H∅. Let A ∈ H ∗. Using Lemma 2 we get
δr(HA) =
⋃
{x,y}⊆A,z ∈A
δr(Hxy)|xyz =
⋃
{x,y}⊆A,z ∈A
δρi (Hxy)|xyz = δρi (HA).
Therefore,
δr(H ) =
⋃
A∈H∗
δr(HA) =
⋃
A∈H∗
δρi (HA) = δρi (H ).
Hence r is distinctly equal to ρi and ρi is a variant of s. This completes the proof of the theorem. 
In order to be precise, definitions like distinctly equal are necessary. For example, if r(H ) = s(H ) ∪ {(x, x, x) :
x ∈ S} for all H ∈ H(S), then r is union preserving, independent, and permutation invariant, but r is not equal to a
variant of s. The main point of the theorem is that the three algebraic properties discussed in this work are, arguably,
reasonable conditions and it is somewhat surprising that any ternary representation satisfying these properties is either
s or a function closely related to s.
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