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ABSTRACT 
Finite mixture models axe often used in statistical applications when the population 
under study is believed to consist of a number of heterogeneous subpopulations, but it is 
not possible to identify the subpopulation to which an individual belongs. In this thesis, 
finite mixtures of normai linear regression models axe explored as a class of models for 
relating a response variable to a set of predictor variables. We consider two classes of 
mixture models: those in which the proportion of the population in each subpopulation 
is independent of the measured predictor variables, and a second in which the mixture 
proportions are allowed to depend on the predictor variables. 
Conditions are determined under which the parameters of the finite mixture model 
are identifiable. Two approaches to statistical inference for the model parameters are 
reviewed: maximum likelihood estimation ajid the associated large sample theory, and 
Bayesian inference. There are several complications that arise in practice when analyzing 
data with finite mixture models including multiple modes of the likelihood function, 
degenerate modes corresponding to small subpopulations with apparently zero variance, 
and the failure of traditional large sample results. Simulations are used to investigate 
the performance of the two approaches to inference. It is important that a statistical 
analysis go beyond just fitting a model to data and include some model assessment. This 
thesis explores the use of posterior predictive model checks for this purpose. In particular 
a posterior predictive method is proposed for comparing the mixture of regressions with 
constant proportions to the mixture of regressions with nonconstant proportions. 
The various approaches to inference and model assessment are applied to an exam-
pie concerning household expenditures in Bangladesh. An economic hypothesis there 
suggests that more resources are spent ensuring the hecdth of male rather than female 
children. A simple linear regression explaining the difference between male and femaie 
child health finds no significant predictors. One plausible explanation is that the pop­
ulation consists of two types of households, those that do not discriminate based on 
gender and those that do. The finite mixture of regressions allows us to address this 
hypothesis. 
1 
CHAPTER 1 INTRODUCTION 
The statistical model used to analyze a data set depends on the scientific background 
of the data set. Finite mixture models are applied to data sets when the underlying 
population consists of intrinsic subpopulations. Titterington et al (1985) provides a list 
of such applications. Theorys and applications of finite mixture models are reviewed in 
Everitt and Hand (1981), McLachlan and Basford (1988) and Lindsay (1995). In this 
chapter, the class of finite mixtures of Gaussian linear regression models is introduced 
and key statistical issues associated with their use are reviewed. 
1.1 Variants of finite mixture models 
1.1.1 A basic finite mixture model 
Consider the case in which the data are a sample i/,, i  =  1,2..... «, from a population 
that is believed to consist of A' groups or subpopulations such that the group to which 
an individual observation belongs is not known. The response may be univariate or 
multivariate. We treat the univariate case in this thesis. .A.11 of the methods described 
here can be generalized to handle the multivariate case. The primary complication is in 
the implementation of the various algorithms. The proportion of the population in the 
group is 5j, j = 1,..., A', where Sj > 0, and = 1- The probability density 
function of y  in the j"' subpopulation is p { y  \  O j )  where 6 j  is a vector of parameters for 
2 
the group. Then the distribution for y  rcindonaly chosen from the population is 
p ( y  \  S , 0 , K )  =  ' ^ S j p { y  \  O j ) ,  (1.1) 
j=i 
where S  =  (^i,. . . ,  5 f c ) .  0  =  { 9 i ,  ^ a ) -
A hierarchical or mixture model approach to this model is to introduce augmented 
data c = (ci,.... Zf^-) for each observation y such that zj = I if y belongs to the j"* group 
a n d  z e r o  o t h e r w i s e .  T h e r e f o r e ,  r  i s  d i s t r i b u t e d  a s  p ( z  |  S .  K )  =  m u l t i n o m i a l (  1 :  ( J i , . . .  , S f c ) .  
Conditioning on r, p{y | z,d, K) = p{y \ Oj,. K) where jz = {j : Zj = 1}. The marginal 
distribution of y becomes ^2piy I I ^') which simplifies to (1.1). 
There are basically two different ways that the number of groups A' can be treated. 
One is simply to assume that K is known. This can arise when there is a strong scientific 
foundation for the existence of K groups. The other approach is to assume that A' is 
unknown, and treat it as a parameter. In this paper, we generally treat A' as known 
in performing inference for a particular model. However, some remarks are provided on 
how A' could be incorporated in the various analyses. The issue of how to choose an 
appropriate A' is considered as part of later discussion on model fit and model assessment. 
A common choice of the density function for each group is the normal density. Finite 
mixtures of normal densities can provide good approximations for almost any univariate 
distribution. We assume p{y \ 6j) is a normal density and consider various extensions of 
the basic mixture of normals model. In our basic normal model, the parameter vector 
9j consists of the mean nj and the variance aj. 
1.1.2 Finite mixture of normal regressions 
Finite mixtures of normal densities, as in (1.1) have been applied in density estima­
tion and in a variety of applications. For example, Hosmer (1973) analyzes fish sizes 
using mixtures of normals. West et al (1994) and Escobar and West (1995) use mixtures 
in Bayesian density estimation and inference. It is common in economics and other fields 
3 
to focus on models relating the response y  and the vector of explanatory variables x .  
These models are the focus of this thesis, finite mixture models in which the compo­
nents are normal linear regression models. If we represent the component probability 
density function p{y | x.Oj) = 0{y | then the finite mixture model is 
p { y  I X, 5 ,  3 ,  <7, A') = Yi I cTj (1-2) j=i 
where x is a row vector of explanatory variables including, in general, an intercept 
term. We denote this model as M{CKidr)-, M for model, dx for the dimension of the 
explanatory variables x except for the intercept term and identifying the model 
cis a A'-component mixture with constant proportions. If A' = 1. then = 1 and 
p{. y I P,a,K) = 0{y I xl3,cr^) is the standard Gaussian linear regression model, or 
pooled regression model. References for mixture of regressions Ccui be found, e.g.. in 
Morduch and Stern (1997). 
Figure 1.1 shows a scatterplot of simulated data from model iV/(C2; 1)- In the figure, 
there are 200 observations. The single predictor x is generated from a uniform distri­
bution on the interval (0,5) and the response y is generated using the two component 
mixture 
«/ I X ~ . T N ( x .  1) -h .3iV(o - X, 1). (1.3) 
Note that in Figure 1.1, the proportion of the data belonging to each group is fi.xed. 
that is, the mixture coefficients are constant. This means the proportion of observations 
belonging to each group is the same for each x. In terms of the hierarchical view of mix­
ture models, we can write y | -, x ~ <t>(y | xjSj.^crjJ, and c ~ multinomial(l; ^i,...,^/c)-
When we write the model in this way, it is evident that this model implies that group 
membership r is independent of the covariates x. To expand the class of mixture models, 
we can allow the mixture coeflBcients to depend on the explanatory variable x. 
4 
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Figure 1.1 A scatterplot of data simulated from iV/(C2:l): 
1/ I X ~ .7iV(x, 1) + .3iV(5 — X. 1). There are 200 observa­
tions. The dotted lines y — x and y = o — x represent the true 
means of the two groups 
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1.1.3 Finite mixture of normal regressions with logistic mixture coeffi­
cients 
The general mixture of normal linear regression models takes 
K  
p { y  1 K )  =  I 
j=i 
K  
where g j { S , x )  >  O . j  =  1 , . . . ,  A '  and ^ g j { S , x )  = 1. We take^j(^,x), J = 1,.... A' to be 
J=i  
a multinomial logit model. gi(5,x) = with 6^: = 0. 5j is a vector of logistic 
coefficients rather than a scalar as in M{Cfc:dx^). When A' = 2, gj{S,x) is just the usual 
logistic regression model. 
We denote this mixture model as M{L[^-;dx), with the Li^- indicating the use of the 
multinomial logit for the A' proportions. In general, the function gj{S,x) could be any 
other suitable model as long as the density is between zero and one and the sum over 
groups equals one. 
Using the hierarchical view, given and jr. t/ is a normal regression y  \  z , x  ^  0 { y  |  
xl3j,,cr^ ) where once again j. = (j : rj = 1}. For a given x. the distribution of c given x 
is multinomial logit with (^i,^2r • • - as logistic regression coefficients. This means 
the group membership c is a function of x .  
Figure 1.2 provides a scatterplot of 200 observations from an instance of M{L2\ 1), 
specifically, 
p { y  I x )  ~iri((-l.-.2),j)iV(x, 1) + (1 -5I ((-1.-.2),X)) /V (.5 - J .  1) (1.4) 
Note that the two component linear regression models are the same as in (1.3). Here 
however the proportion of observations in each subpopulation varies as a function of x, 
with the proportion in group 1 equal to .27 at x = 0 and .12 at x = 5. 
So far, we have introduced two major types of finite mixture linear regression models. 
The only difference between the two models lies in the mixture coefficients: M{Cfc; dr) 
6 
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Figure 1.2 A scatterplot of data simulated from M(L2'A): 
y I X ^ giN{x,l) + {l-gi)N{o-x,l), where ^ 1 = 
There are 200 observations. The dotted lines y  =  x  and 
y = o — X represent the true means of two groups. 
t 
has constant coeflScients and M{LK:dx) has coefficients which are a function of x .  The 
latter introduces more parameters into the model. We next consider statistical issues 
associated with use of these models. Peng et al (1996) explore models of this type and 
apply them in a speech recognition problem. Unlike the work done by Peng et al, whose 
task is mainly prediction and clcissificaticn. we focus on parameter estimation and model 
assessment using posterior predictive model checks. 
1.2 Statistical inference for finite mixture models 
Interest in estimating the parameters of mixture models dates back to 1894, when 
Karl Pearson estimated the parameters of a mixture of two univariate normal distri­
butions with imequai variances using the method of moments, .\lthough. a number of 
other approaches have been used, e.g.. Ramsey and Quandt (1978) used a method based 
on moment generating functions to fit a finite mixture of regression models, inference 
based on the likelihood function is now dominant. Maximum likelihood estimates can be 
obtained in a number of ways. The EM algorithm, formalized by Dempster et al (1977), 
is a stable method for computing the maximum likelihood estimate when there are miss­
ing data. This can be applied to mixture models if the identification of subpopulation 
(the r of section 1.1) are viewed as missing data. Finally, traditionally optimization 
techniques, e.g., Newton-Raphson, can be used. 
The classical approach to inference uses large sample properties of point estimates, 
e.g., asymptotic normality of maximum likelihood estimates. The assumption required 
for such inference is that the log likelihood function under consideration is asymptotically 
quadratic. For example, the negative twice of the log likelihood ratio test statistic for 
comparing two nested models has an asymptotic chi-square distribution if the likelihood 
is asymptotically quadratic under each model. In finite mixture models, these asymp­
totic results do not hold as pointed out in Titterington et al. In mixture models, the 
8 
sample size required for reliable likelihood analysis can be prohibitive. Finite mixtures 
of norma] distributions behave irregularly when the sample size is small, specifically, 
multiple modes exist on the likelihood surface. Therefore, alternative approaches axe 
necessary. 
Bayesian inferences are obtained from the joint posterior distribution of the parame­
ters of interest given a prior distribution on the parameters. Overviews of the Bayesian 
approach are provided in Gelman et al (1996) and in Carlin and Louis (1996). Due to 
the intractability of the posterior distribution, theoretic ajialysis of the posterior distri­
bution is almost impossible, therefore, Markov chain Monte Carlo (MCMC) techniques, 
powerful iterative processes, are used to simulate the posterior distribution. Gelfand 
and Smith (1990, 1991), Gilks, Richardson and SpiegelhaJter (1996) are good sources for 
reviewing MCMC techniques. .A.mong the huge number of MCMC methods. Gibbs sam­
pler is one of the most successful and applicable methods in statistics. One of the issues 
in applying MCMC techniques is assessing convergence of the sampler. See Gelman and 
Rubin (1992), Geyer (1992. 1994) euid Gilks et al for MCMC convergence diagnostics. 
1.3 Model assessment 
Two key questions in performing statistical analyses concern how we choose a model, 
and/or how we cissess the fit of a chosen model. In the mixture model context, model 
selection issues may concern the number of components A', the choice of covariates 
to include in the model, or what type of mixture coefficients we use {M{CK;dj.) or 
M{L[^;dj.)). Model assessment refers more generally to the fit of a single model. In 
classical analysis, the likelihood ratio test (LRT) provides a tool for determining the 
better model between two nested models, provided the regularity conditions hold in 
order to get the asymptotic chi-square distribution of the test statistic. The LRT, 
however, does not apply, in general, to mixture models due to the failure of the regularity 
9 
conditions. See, for exajnple, Titterington et al. Although in general, Bayes Factor 
(Kass and Raftery 1995) can be used to compare two competing models, the difficulty in 
interpretation when the priors are improper and the instability in calculating marginal 
densities mzike them difficult to apply in cases where the sampling density is complicated, 
as in finite mixture models. 
Rubin (1984), Gelman, Meng and Stem (1996), and others consider Bayesian coun­
terparts of the classical tests for goodness of fit and their use in judging the fit of a 
single Bayesian model to the observed data. This approach uses the posterior predictive 
distribution of a test statistic, or more generally for parameter-dependent discrepancy 
measures, to assess the fit of the model. Issues concerning the choice of suitable test 
statistic depend on the specific model being applied. 
1.4 Outline 
The remainder of the thesis is organized as follows. Identifiability of mixture models 
and inference based on maximum likelihood analysis is discussed in Chapter 2. Issues 
such as the effect of the choice of starting values on maximization algorithms and the 
consequence of multimodality are explored there. The Bayesian approach is introduced 
in Chapter 3. MCMC techniques are explained in detail. The relative importance of prior 
information and sample size is assessed using simulation. We switch our focus to model 
diagnostics in Chapter 4 where the posterior predictive model check is introduced as our 
major tool for assessing model performance. A new discrepancy measure is introduced 
to improve the sensitivity for detecting the difference between the two finite mixture 
of linear regression models considered here. We use simulated data to compare various 
diagnostic methods. In Chapter 5, we apply our methods to a real data set concerning 
household expenditures in Bangladesh. Our analysis builds on that of Morduch and 
Stem (1997). Several conclusions are identified in Chapter 6. 
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CHAPTER 2 MAXIMUM LIKELIHOOD ESTIMATION 
This chapter reviews issues aissociated with the application of maximum likelihood 
estimation (ML) to finite mixture models. Other methods of obtaining point estimate 
have been applied to mixture models over the years including the method of moments 
(Pearson 1894, Day 1969 and Cohen 1967) and a method using moment generating 
functions (Ramsey and Quandt 1978). VVe focus on ML estimation which is by far the 
most commonly applied approach. Redner and Walker (1984) give theoretical results 
about the existence and uniqueness of the maximum likelihood estimates (MLE) for 
mixture models, and the asymptotic properties and consistency of the estimator. Other 
papers devoted to this area are Peters and Walker (1978a, b) and Kiefer (1978). An 
important preliminary issue for mixture models concerns their identifiability. We review 
this issue and then discuss methods for implementing ML estimation in mixture models. 
2.1 Identifiability 
Identifiability of a parametric model refers to whether a given density function cor­
responds to a unique choice of the parameter values. In a practical sense identifiability 
insures that for large sample sizes (assuming the model is correct) the MLE will identify 
the correct parameter values. In this section, we will show that under general conditions, 
our models M{Cf:;dx) and M{Lfc;dj;) are identifiable. Note that model M{Cfc;dx) is 
a special case of model M{Lic; d^) with 8jk = 0 for A* = 2,..., d^ and j = 1,..., A' — 1 
(recail Sfc = 0). Therefore, all we need is to establish the identifiability of the model 
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M{L[c;dj;). To begin we provide a definition of identifiability. 
2.1.1 Definition of identifiability 
Define p to be the class of all finite mixtures of normal regressions with logistic 
regression coefficients. That is. 
p{y  i  J,  S ,  (T .  K )  =  I o-j ) where 
P = \ 
e x p j x S , ]  
Z!/=i 
, Sk = 0, K =  L 2 , . . . ;  
X, S j ,  i3j e (Tj € 3?+, 
Def in i t ion  o f  iden t i f iab i l i t y  
Suppose p{y  I K)  and p{y  \  x. 5,K)  are two members of p. Then p is said 
to be identifiable provided p{y  \  x ,S^^ ,a ,  K)  =  p{y  | x .S , i3 ,a - ,  K)  iff 
K = K, 
3j = ;3j, (Tj = dj,Sj = 5j for j = 1 A' 
The parameterization of the mixture of normal regressions with logistic mixing 
weights is made more explicit in our notation by listing the parameters as in M{Lk'' c^r) 
{((^1, (A-cti, Note that this is equivalent to M{Lk • rfr){(^i — 
c,.... — c), (/?i, cTi,..., 3 k, (Tk)} vvhere c is an arbitrary constant vector since gj{S ,  x )  =  
exp(x<?^)— Because of this, we have taken c = Sk to identifv the logistic mixture 
Z,i=i 
coefficients of the model, yielding M{Lk • ..., <5a,-_i, 0), cri, cr/^:)}. We 
use this parameterization in the following discussion and call this the standard param­
eterization. 
One difficulty in identifying the parameters of the /v'-component mixture model is 
associated with the labeling of the components. For example, in a '2-component mix­
ture, there are 2 (=2!) permutations of the components. These two permutations 
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are, M(L2;t/r){{^i.0),{/9i,o-i,/?2,o-2)} and iV/(Z,2;rfx){(0,^i),(/?2,o-2,/?i,o-i)}- They rep­
resent the same model. In general, there axe A'! equivalent representations of a given 
A'-component mixture due to permutation. Because of this relabeling problem, model 
M{L[c : dx) \s not identifiable. Constraints must be applied to the model in order to 
make it identifiable. In the next section we establish identifiability up to a relabeling of 
the components. 
2.1.2 Identifiability results 
Our main result shows that M{Lfc;dx) with the standard parameterization is iden­
tifiable up to permutations of components (sometime it is called relabeling). VVe begin 
by introducing needed notations and basic results. 
.•\ssume we have a data set of size n  {(y,-, x, ), i  =  I,.... n} ,  where x, is a row vector 
of dimension d^. Let X be an n by (1 -|- d^) matrix with row (l.x,). Denote each 
row of the X matrix as x. Then dim(x) = 1-1- d^, where dx is the number of covariates 
in  the  da ta  se t .  Suppose  H is  a .  se t  o f  rea l - \ ' a lued  func t ions .  H i s  sa id  to  be  l inear ly  
independent over 0? if for any finite number of distinct elements hi,h2, •. • .hm € H and 
any ci, C2,. -., G 3?, 
m  
cihi = 0 implies Cf = 0 for I = 1,.... m. 
1=1 
A  span  of H over 3Ff, denoted as  <  H > ,  i s  defined to be the set of any finite linear 
combinations of elements in //, i.e., 
< H > = I ^  c ih i  :  " ic i  € 3?, V/i/ € H,  1=1,  m and Vm 6 
u=i 
where /"*" is the set of positive integers. Our result builds on the following result given 
here without proof. 
Theorem (Teicher, 1963) The class of all finite mixtures of univariate normal distribu­
tions ^ is identifiable. 
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Define F to be the set of all univariate normal regressions, with the x  fixed in its 
space, i.e., 
F =  {0i ,y  1 x i3 ,a%l3  6 o* G 3?+}. 
Notice that < F > C 
Theorem 1: Provided rank(.V) = l+</r, p  is identifiable iff F is linearly independent 
over 3ff. 
Proof: (Necessity) Suppose F is linearly independent over 3? and suppose p  €  p ,  i.e. 
K 
P = (2.1) 
j=i 
where gj{S ,x )  = and Sfc  =  0. 
ll,=i 
For any fixed x, the g/s  are constants, so p  is in the span of F.  i.e., p  €< F >.  Since 
< F > C which is identifiable by Teicher (1963), p. as a. function of y, has a unique 
representation in ^ as 
K 
P =  ^ Cj{x)<r){y  I ^j(x),o-J(x)), (2.2) 
7 = 1 
where Cj(x), ^ i j (x )  G 5R and (t|(x) G 3?"^. 
Since, p  is written as (2.1) as well, we have by uniqueness of the representation 
(identifiability) of elements of ^ that, 
K = A". gj{S ,x )  =  Cj{x) ,  x i3 j  =  f i j {x )  and cTj  = d-j{x ) ,  (2.3) 
for any fi.xed x. Thus, we reach the uniqueness of K and cTj.  j  = 1,.... A'. 
Next, we show the uniqueness of  3 j  for j  = l....,A'. By assumption, rank(-V) = 
1 + dj:, we choose 1 + rows, denoted as xi,... .xi+j^, from the matrix A' such that 
Xi,... ,xt+j^ are linearly independent. Let D be a matrix formed by the xi,... .Xi+d^ 
rows. Let dj  =  { f i j {x i ) ,  •  Using (2.3), and the full rank of D,  we solve 
for f3j uniquely as follows. 
Di3, = dj=^l3j = D-'dj (2.4) 
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We need to establish the uniqueness of S  to finish proving the necessity part of the 
theorem. By the definition of gj and (2.3), we have 
CA-(-r) = gKiS .x )  =  
1 + E/=i exp(x(J,) 
and 
/ . ,r V e-xp(x<Jj) Cj ix )  =gj i6 .x )  =  , 
l+E/=i expixSi) 
for J = 1, A' — 1. It is immediate that for each j  = 1,..., A' — 1, 
exp(x<5j) = =!> xS j  = log (2.5) 
Cf,-(x) CK-(jr) 
Use the same set of rows of x used earlier, i.e., the matrix D containing rows xi. Ji+iixT 
to solve for 5j in 
D6j = dj 
where dj  = (log log \ )• Hence. Sj  is determined uniquely for j  =  
1,.... A - 1. 
(Sufficiency) If \p  is identifiable, then F is linearly independent over J?. 
Suppose F is not linearly independent over SR. Then there exist k  >  0 ,  0  <  m < k ,  
and distinct {Fj} € F such that 
k 
53 1j  = 0 where 
j=i 
'7j < 0 j  <m 
rj j  >  0  j  >  m 
\ s  a result, InA^ j  =  12j=m+i  let - j  = for j = 1 .m  and let 
for J = m + 1,..., A:. By (2.5) and the arguments thereafter, there exist 
I'''' 
(Ji,... such that 
exp((5,x) , 
^ — for each x E A,_/= 1 ,m —1. 
1 + exp(^;x) 
For the same X, there exist ^m+i, - • •, such that 
exp((Jjx) 
I + Efjm+i exp(<J,x) TTj = ^k-i— —T -T € A', J = m + 1,..., A: — 1. 
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Since F,'s axe distributions, l^il = Hj=m+i l^il- Dividing the left-hand-side of 
the equation = Ej=m+i kil^j ^>7 IVjl and the right-hand-side by 
T.j=m+i l^/il (which are equal), we get 
m k 
j=l j=7n+l 
Two distinct representations of the same mixture in p, contradictory to the assumption 
that jp be identifiable. Hence. F is linearly independent over (End of proof) 
Renieirk: The condition of full rank matrix of X is easily met in applications where 
the sample size is usually far more than the number of explanatory variables. So this 
condition is not crucial at all. 
The main result states a necessary and sufficient condition for p to be identifiable. 
Next we establish conditions under which this condition is satisfied, i.e.. conditions under 
which F is lineaxly independent over Let C denote the imaginary plane. Since the 
characteristic function maps F in a one-to-one fashion to a subset, denoted as CF(F), 
of a functional space over C, it is equivalent to show the linear independence of CF(F) 
over SR to get the lineax independence of F over .??. 
Theorem 2: Provided rank(-Y) = 1 -1- F is  linearly independent over 
Proof: .A.S described in the preceding paragraph, it suffices to prove that CF(F) is 
linearly independent over 3?. Since elements of F are Gaussian distributions, 
G{t ,  F .x . fS .a - )  =  CF{F)  = {exp(ix/?f — V ^ G 5R.cr G G 
Suppose for m distinct elements in CF(F), we have 
1 7 1  m i  
CjG{t ,  F j ,  X ,  /3j, (T j )  = ^ Cj  exp{ ix0 j t  — =0 Vf G 3? (2-6) 
j=i j=i 
where c j  € 5R and {x f3 j ,a j ) ,  j  = l,...,m axe all distinct. We need to show that 
Cj = 0, V _7 = 1,..., m. 
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Let (Tmax = max {(T j ) .  Multiplying exp(-icr2^^r) through (2.6), l<j<m * 
Y,  Cjexp{ ix f3 j t )  =  -  Cj exp( iar /? jOexp( -^ (a^„^  
{j moj } 
As f —> oo. 
XI Cjexp(ix/9ji) 
{jt^TJ SO"max } 
< Y, kji exp(--(o-;^ „^  - cr])t^ ) —). 0. 
max } 
or. 
lim 
t—¥00 53 Cjexp(/x/?jO =0. {j J max } 
Since exp{ ix t3 j t )  is periodic, we must have 
Cj  exp{ ix f3 j t )  = 0 V f G 3?. 
{j:o'j=<'maj } 
By a result in Yakowitz and Spragins (1968) together with the condition that x;3ys are 
distinct for those j's satisfying aj = cFmax^ we reach 
Cj  — 0  V J : (T j  — (Tmax-
The same argument can be used for the remaining Cj ' s .  Specifically, we consider next 
the largest aj's among those j's for which Cj is not zero. (End of proof) 
2.2 ML estimation via the EM algorithm 
The most common approach to analyzing data with finite mixture models is ML 
estimation and the associated large sample inference. Theoretic results (e.g.. Lehmann 
1983) insure that for large sample sizes the ML estimates are asymptotically normal 
with mean equal to the true parameter value and variance equal to the inverse of the 
Fisher information. In practice we estimate the variance by evaluating the observed 
information, the second derivative of the log likelihood evaluated at the MLE, and 
taking its inverse. This is the approach we use throughout this chapter. 
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Finding the MLE for mixture models can be difficult. In fact, the maximum value of 
the likelihood of the finite mixture model can approach infinity when certain parameters 
tend to the boundary of the parameter space. Specifically, there are degenerate infinite 
modes that correspond to small subpopulations with zero variance. It is possible to 
avoid such difficulties by introducing constraints such as requiring equal variance across 
mixture components or a minimum number of observations classified into each group. 
In this thesis, we do not apply any explicit constraints in searching for the MLE but we 
do disregard infinite peaks of the likelihood function. 
Due to the intractability of the likelihood function of finite mixtures, there exists no 
closed form expression for the MLE. Iterative maximization procedures caji be employed 
in searching for the MLE. One of the most popular methods is the Newton-Raphson 
(N-R) algorithm. One shortcoming of this approach is that the success of the N-R 
mode searching algorithm depends largely on the closeness of the starting \'alue to the 
actual mode. The iteration may fail to converge if the starting value is far away from the 
mode. In another words, this approach is not stable. One advantage is that it converges 
extremely quickly to a local mode (if it converges from a given starting point). It can be 
shown to exhibit quadratic convergence so that the distance between the current iterate 
and the mode decreases as a quadratic function. 
The EM algorithm (Dempster et al 1977), commonly used to find MLEs when there 
are missing data, can be applied in the finite mixture context, if the augmented member­
ship variables (r's introduced in Section 1.1) are treated as missing variables. The basic 
idea is to iterate two steps: the E^step, which computes the expectation of the complete 
data (that is, including the membership variables) sufficient statistic, and the M-step. 
which maximizes the complete data likelihood given the result of the E-step. Crudely 
these can be thought of as steps that estimate the relevant functions of the missing data 
and then maximize the likelihood. These two steps are repeated until convergence, the 
final parameter values are the MLE. A number of variations of this basic EM algorithm 
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have been developed, such as the Generalized EM (GEM, see Wu 1983), in which the 
M-step increases but does not necessarily maximize the expected complete data likeli­
hood given the result from the E-step. Another variation of EM is ECM (Meng and 
Rubin 1993), a special case of a GEM, where in its M-step, a series of conditional max­
imizations are performed in place of a complete maximization over the full parameter 
set. An extension of the ECM (called ECME by Liu and Rubin 1994) provides faster 
convergence. These variations are useful in practice when the function in M-step caji 
not be maximized easily. Although the EM algorithm is linear rather than quadratic in 
terms of speed of convergence (Jordan and Xu 1995), its simplicity in implementation 
and stability in iteration have made it a populax approach for obtaining the MLE for 
finite mixture models. 
In the following sections, we describe in detail the EM algorithm for maximizing 
the likelihood of the finite mixture of normal regressions [M{CK'-d.x)) model as well as 
for maximizing the likelihood of the finite mixture of normal regressions with logistic 
coefficients {M{LK\dx)) model. The major difference between the two algorithms is in 
the M-step. 
2.2.1 EM algorithm for model MiCh-jdi) 
To describe the EM algorithm, we first augment the data in our problem by adding 
random variables to indicate group membership. For the observation (y,, x,). define a 
random vector r, = (c,i,..., ^ .a")^ denoting class membership with = 1 if («/,-, x, ) G 
j"' class and Zij = 0 otherwise, j = 1,..., A'. The random vector r,- is not observed, but 
introducing it and treating it as missing data aJlow us to apply the EM algorithm which 
g ives  a  convenien t  a lgor i thm for  maximiz ing  the  l ike l ihood .  Le t  Z  =  y  =  
i v i ' ,  •  •  •  t l / n )  aJid as before, X be an n x (1 -}- dx) matrix with rows equal to (1, x,), where 
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dj .  is the dimension of x, and n is the sample size. Our model for y  is of the form 
K 
I Xi,5,f3,(T, K) -  53 I Xil3j,cr]) 
j=i 
where Sj > 0, and = i ,  ^  = ( ( ^ i ,  - - • = {0i, • • and a = (<t i  as;). 
Let uf  =  {S , /3 ,cr ) ,  the parameter space Q is 
K 
Q.  = { uj  : V CTj G 3?"*" and 3j  G j  = I,.... /v' such that ^ 5j  = 1}-
j=i 
To develop the EM algorithm we need the distribution of (y,, r, ).i = 1 n. Under 
model M { C k ' i  D -x ) ,  the joint distribution of the complete data {(y,-, c, ), i  — 1,.... n} is: 
p{y ,Z  I X,5 ,  3 ,a ,  /v') = JJ JJ [S j fp iV i  I Xi /3 j ,a] ) ] -" .  
t = i j = i  
Hence, the loglikelihood of the complete data set is: 
l {u j  I y ,  Z, X,  K)  =  1(6 ,  l3 ,  cr I y, Z. X,  A') = ^ ^  c.j(log(^j) + log(o(i/, | mSj-o-J)))-
i = i j = i  
The EM algorithm starts with an initial guess of the parameter u;'°' € which is 
then updated using the iteration. VVe describe the algorithm for the t + P' iteration 
starting with the current estimate 
(E-step): Find Q{ui \ = Ez{i{u} | y, Z.X. A') | j/.u;'''). For the mixture model 
Q{uj  I = ^ 212  + log(0(yi I 
t=i j=i 
where = Eizij | = Pr{zij = I | 
^ Prjz j j  = l,y,- I u;<'') ^ Sf^ jy i  | (o-j'')^) 
Pr{yi I  Y:L 1 X , ( o - j " ) 2 )  •  
The function Q{uj  | is known as the expected complete data log likelihood. Finding 
Q{u> I u;''') requires computing the expectation of the complete data sufficient statistics 
which in this case are the r,j, j = L,..., n, j = 1,..., A'. 
(M-step): Find the value of u; that maximizes Q{u} \ The resulting maximum, 
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becomes the st£irting value for the next iteration if the convergence criteria are not 
met yet. The EM algorithm is appealing in problems like this because the M-step is ecisy 
to complete. The expected complete data log likelihood separates into two pieces. One 
of which is easily majcimized to find and the other of which is easily mciximized for 
and In fact, the piece for looks just like a multinomial likelihood 
except the need not be integers. It is easily verified that 
r(t+l) _ II"=i _ 
' " 
The portion of the likelihood that involves (crj'"*"'')-) is equivaient to that of 
a weighted least squares regression of y  against x  with weighting matrix Wj — diag 
.... In matrix form, 
= [X '^W- \XY^X '^W-^y  
and 
, i,+.),2 ^ T . U  
' Er=i "XiM") 
for J = I,..., A'. Note that each observed (i/,-, j,) contributes to the estimates of regres­
sion coefficients for any j for which is positive. 
The EM algorithm repeats the above two steps until = 1,2 } converges 
under some convergence criteria. Possible convergence criteria include the change in 
paremeter values from f"* to {t + 1)^' iteration and the change in the loglikelihood. It 
has been shown in VVu (1983) that the sequence = 1,2,....} converges to a 
local maximum if the following two conditions hold: the observed likelihood function 
is bounded above in 11; the functions Q{uj | uj') and dQ{u> | uj')/du} are continuous in 
uj and oj'. Under model M{CK'idx), the second condition is obviously true. The first 
condition though, as we mentioned at the beginning of the section, is not satisfied unless 
we apply certain constraints in model specification, such as equal variance across groups. 
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Therefore, if the sequence = 1,2, } converges, the final u; will be a local mode 
using that particular starting value 
Since EM is only guaranteed to converge to a local mode from each starting value, 
multiple searches are necessary to determine whether there are multiple modes and to 
identify the global mode. In practice, we may randomly generate initial values from the 
parameter space, then run the EM from each initial value. Finally, we compare all the 
resulting modes and denote the maximum among these as the MLE. 
It can be difficult to generate reasonable starting values for M{Ck; dx). One idea that 
has proven useful is to identify starting values for i  =  I,..., n, j  = 1, A'}. 
do a maximization step using the M-step and then use the resulting u; as the starting 
values for EM. 
Example 
We provide a small example to demonstrate some of the complications that may arise 
in practice. Recall that in Figure 1.1, a sample of 200 (t/. j) pairs is generated from the 
model M{C2; 1): y ~ .7N{x, 1) + .3iV(5 — j:, 1). where x is generated from a uniform 
distribution on the interval (0.5). The true parameter vector is u; = {(<Ji = .7),{3i = 
(0,1).,^2 = (5, —l)),(cri = 1.0-2 = I)}- We apply the EM algorithm to find the MLE 
for the parameters of the model M{C2', 1) using the simulated data. The convergence 
criterion for this example is that the absolute value of the change in the parameter 
value between two consecutive iterations is less than 10~^° for each parameter. We used 
ten different starting values. The starting values each identified the same mode, but 
note that the two runs listed in Table 2.1 have the two groups labeled differently. This 
is the reparameterization or relabeling issue mentioned in chapter 1. The relabeling 
problem is easily handled when computing the MLE by examining the found modes in a 
post-hoc fashion. Later, we will see that relabeling poses greater problems for Bayesian 
approaches to analyzing data under the model. 
In this example, the standard error of 5 is comparable to those of the other param­
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eters. This is a little surprising since in more complex mixtures we often find higher 
precision in estimating component parameters /? than in estimating group membership 
parameters 5. VVe expect such a result because the observed (y, x) data provide infor­
mation directly about /? and cr whereas information about 5 must be inferred since r is 
completely unobserved. The nice result in this example is likely due to the large sam­
ple size and the fact that this particular mixture model consists of two well separated 
subpopulations. 
Table 2.1 MLE of parameters in model M{C2', 1) obtained by using the EM 
algorithm on simulated data. Standard errors are in parentheses. 
Run Steps ^1 l3 i  CTl  0-2 loglik 
1 44 0.33(0.05) 5.02(0.30) 0.03(0.16) 1.08(0.12) 0.86(0.08) -348.42 
-1.03(0.10) 0.97(0.05) 
3 42 0.67 0.03 5.02 0.86 1.08 -348.42 
0.97 -1.03 
2.2.2 EM algorithm for model M{Lfc:dr) 
In the mixture model with logistic weights, M{Lfc: dx), the distribution for the ob­
served variable y, is 
K  
pirn I Xi,5,l3,a,K) = I 
j= i  
where gj{S ,x )  = _ q Using the same notation as in the previous 
section, we let u  = {5 ,  {3 , (7 )  denote the vector of parameters. Here S  =  (^i,. . .  
where Sj is a vector of logistic coefficients. Then the pcirameter space is 
n = {u; : VcTj G 3?"*" and 5j,/3j 6 = 1,..., A' with Sf^- = 0 }. 
The joint distribution of observed i/,- and unobserved Zi is 
a* 
piy i ,=i  I Xi ,5 , /3 ,cr ,K)  =  Y[[g j{5 ,X i )4){y i  \  
j=i 
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Then the loglikelihood of the complete data set takes the form of: 
l {u  I y ,  Z ,  X ,  A') = ^  r.-,[Iog(^j((J,x.)) + log(d(y. | 
i= i  j=i  
Notice that the loglikelihood function takes exactly the same form s i s  in model M{Ck : dx) .  
Hence, the EM algorithm closely resembles the one for model M{C[c'-dr) except for the 
computation of and the portion of the M-step that treats 5. The former change 
is straightforward while the latter considerably complicates things. There is no closed 
form result for finding the maximizing value of 5 at the M-step. We use the ECM idea 
to maximize Sj conditioning on the remaining ^'s to simplify the M-step. Even with 
the ECM algorithm, an iterative procedure such as the Newton-Raphson procedure is 
required for each conditional maximization step. The E-step and M-step are described 
below. 
(E-step): Find Q(uj  ( = Ez{ l{u j  \  y .Z ,X .h ' )  | For the mixture with 
logistic mixing coeflBcients 
Q(u;  I a;''') = ^  + Iog(<?>(j/, I 
1=1 j=i 
where = E(z ,j | y,= Pr(z , j  =  1  |  
^ Pr(-.j = l.t/. I ^ j,)o(j/. I (o-j^V) 
Pr(y i  I ^(0) A)o(y. I 
(M-step): Find uj that maximizes Q(u; j u;^''). The M-step can be carried out in 
two separate steps. First, as before, we use VVLS to derive the next iteration of 
j = 1,..., A', 
= [X '^W- \X]- 'X ' ^W- 'y ,  
and 
where Wj =  diag(l/wij(u;^''),. . . .  l/i/;„j(a;^'>)). 
24 
The second portion of the M-step identifies the next iteration for S .  Define A to be 
the portion of the complete loglikelihood that involves only the 5's. Then 
i= i  j=i  
= - log(5]^exp(jr,^,))). 
i=i j=i 1=1 
The function A is of the same form as a multinomial logit loglikelihood (see McCul-
lagh and Nelder 1989) except that the need not be integers. In practice we 
maximize the multinomial logit likelihood in steps, for s = I,..., A' — 1, meiximize S, 
considering the other 5j, (j ^ 5), fixed at their current values. Note that at step 5, 
5j = if J < s and Sj = j]'' if j > s. We use the Newton-Raphson algorithm to do 
the maximization. Let be the gradient and the Hessian matrix, 
.=1 i=i 
^ 2  a  n  
^ -  gsiS ,Xi ) )xJx i .  
^"3  t=i 
The Newton-Raphson algorithm takes (the previous iteration) and then for 
r = 0.1 
The iteration is continued until convergence. The limiting \'alue of at convergence 
will be the starting value for the next iteration of EM, The Newton-Raphson 
solution is obtained for each 5 = 1,...,A' — 1. Note that this does not give a global 
maximum of the function Q{uj | u;^''), but according to the ECM result (Meng and Rubin 
1993), convergence of the algorithm is guaranteed. 
Exeimple 
We apply the ECM algorithm to the simulated data in Figure 1.2, where the data are 
n = 200 observations generated from the model p{y ) x) ~ 5ri(( —I, —.2), x)N{x, 1) -1- (1 — 
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^i(( —1, —.2),x))iV(5 — X, 1). Table 2.2 summaxizes the results from the EM aigorithm 
applied to that data set using 10 starting values. As in the previous example, only one 
mode is found though the group labels axe permuted for some starting veilues. Observing 
the precision of the estimated S's in Table 2.1 and Table 2.2 indicated that complicating 
the structure in the mixing coefficients costs precision in estimating S. The lack of 
precision is not surprising because with two groups, we axe essentially fitting a logistic 
regression to data for which the correct group identification is not observed. The only 
information to identify S is that inferred from the regressions. 
Table 2.2 MLE of model M(L2; 1) using EM algorithm on simulated data 
Run 
<72 
Steps 
loglik 
I3i 1^2 O"! <72 loglik 
1 55 1.11(0.36) 
0.32(0.15) 
5.02(0.15) 
-1.05(0.05) 
0.12(0.23) 
0.96(0.10) 
0.98(0.06) 0.70(0.17) -322.96 
2 62 -1.11 
-0.32 
0.12 
0.96 
5.02 
-1.05 
0.70 0.98 -322.96 
2.3 Conclusion 
Our examples show that EM converges within a relatively small number of steps, 
typically less than one hundred. One of the reasons for such fast convergence is that 
in the simulated data there is a large separation between the two regression lines. It 
may be more difficult to obtain the MLE when the separation of the two groups is less 
extreme, or in other words the model is weakly supported by the data. One possible 
problem is that, with no constraints on the parameters, the EM algorithm may locate 
a degenerated maximum in which one of the group's variances tends to zero. A second 
problem is that multimodality happens very often when the sample size is small or when 
the separation of groups is somewhat vague. 
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CHAPTER 3 BAYESIAN INFERENCE 
Statistical inference based on majcimum likelihood estimation relies on large sample 
theory. For example, the calculation of stajidard errors for the MLE is based on the 
asymptotic normal distribution of the MLE. In practice, the data collected may be quite 
limited. In small samples, inference using classical approach may not be accurate. The 
problem is exacerbated in finite mixture models which may require very large samples 
for asymptotic results to be valid. 
The Bayesian approach to inference uses the posterior distribution of the parameters 
of interest to make inferences. It is valid regardless of how large the sample size is. In 
order to apply the Bayesian approach, we consider the parameters as random quantities 
with probability distributions. Using u; to denote parameters and y to denote data, the 
posterior distribution is the conditional distribution p{uj | y). To obtain the posterior 
distribution, we require a model for the joint distribution of y and u. The conditional 
distribution p(f/ | u;) is typically specified as the basic probability model. To complete the 
specification of the joint distribution, we require the marginal distribution p(u;), known 
cis the prior distribution. In this chapter, we review the key issues related to analyzing 
data under the Bayesian paradigm: selection of the prior distribution and development of 
algorithms for sampling from the posterior distribution. We revisit the simple examples 
of the previous chapter and conduct a small simulation study to determine the sample 
size needed to effectively analyze data using finite mixtures of linear regression models. 
Previous work applying Bayesian approach to finite mixture models includes Peng et al 
(1996) and Richardson and Green (1997). 
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3.1 Specifying the model 
Recall that in this thesis, we assume that a finite mixture of linear regressions model 
is used to analyze data. For the finite mixtures of hnear regressions with constant 
propor t ions ,  M{CK' ,dx) ,  the  probab i l i ty  dens i ty  func t ion  for  y  given  the  pred ic to rs  x  
and parameters uj = {S,f3.cr) is 
fC  
p (y  I x .u j ,  h )  =  Y^Sj0(y  I x l3 j , (T^) ,  (3.1) 
j= i  
where Si  >  0 .  =  1, and S  =  (6 i , . . .  For the finite mixture of linear 
regressions with logistic mixture coefBcients, d^), the probability density function 
for y  given the predictors x  and parameters U J  = {S ,  ,3 ,a )  is 
p{y  I x .u j .K)  =  I xS j .a j ) ,  (3.2) 
J=i  
where gj{S ,x )  = = g and S  =  (5 i  .\gain, each 5 ,  is a vector of 
logistic coefficients rather than a scalar eis in (3.1). 
Given a prior density p{u j  \  x. A ) for uj, we can find the posterior density of u  given 
y, X and K by the following identity, known as Bayes' Rule: 
,  ,  p [u j . y \x ,K)  
p{u j  \ y , x , k )  =  —— — 
p{y I - r .  A )  
^ P{y I x ,u j .K)p{u j  I J, A') 
/p{y  I x .u ,  K)p{u j  I X ,  K)duj  
Note that x  is fixed, so that the prior distribution could depend on x .  In practice, it never 
does for then one would need to develop different priors for different samples, even from 
the same population. The prior distributions allow us to incorporate prior knowledge 
about the parameters into the data analysis. Often, we want the prior distribution to 
play a minimal role in the posterior inference. This may be because there is little prior 
knowledge or because of a desire for an objective analysis. In those situations, we may 
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choose flat or other noninformative prior distributions. OccasioneJly, noninformative 
prior distributions are not proper distributions. This is not a problem as long as the 
joint posterior distribution is a valid probability distribution. Flat priors are convenient 
and often lead to proper posterior distributions, but there is no guarantee. Therefore, 
propriety of the posterior distribution needs to be checked whenever flat priors are used. 
A common choice among proper prior distributions is to select from the conjugate 
prior family. An informal definition of a conjugate prior is eis follows: if the resulting 
posterior distribution follows the same parametric form as the prior distribution, then 
the prior is conjugate (for the given sampling distribution). In finite mixture models, it 
is not feasible to define a conjugate prior in a multivariate sense for a?, but it is possible 
to use conjugacy to help in computation. In the next section we describe the use of 
Gibbs sampling to sample from the joint posterior distribution. To do so requires the 
full conditional posterior distributions, 
p{5  I l3 . (T ,y ,X ,  A') 
pi f3  I S ,  0 - ,  y ,  X ,  K)  
p{a  I S ,  3 .  y ,  X ,  A'). 
If we select a prior distribution for each parameter that is conjugate for its full conditional 
posterior distribution, then the Gibbs sampling will be straightforward. One nice feature 
of conjugate prior distributions is that we need not worry about improper posterior 
distributions. 
We can compromise between noninformative or flat prior distributions and conjugate 
prior distributions by selecting conjugate prior distributions with large variance. These 
maintain the computational benefits of conjugate priors but add little subjective infor­
mation to the axialysis. Specific prior distributions are given in the next section with 
the algorithm for sampling from the posterior distributions. 
One finai noteworthy point concerns the value of A'. To this point A' has been 
29 
considered fixed. It is possible to include K in the Bayesiaji analysis by incorporating a 
prior distribution for K. We have chosen not to do this here. We return to this issue in 
discussing model assessment in Chapter 4. 
3.2 Simulation from the posterior distribution 
It is not possible to display directly the joint posterior density for uj  as we might in 
small problems. It is convenient for problems of this complexity to draw samples from 
the posterior distribution, and then use these samples for posterior inference (point 
and interval estimation). Direct simulation methods do not work very well but Markov 
chain Monte Carlo (MCMC) methods can be used to provide samples. The basic idea of 
MCMC methodology is to construct a Markov chain with the desired posterior distribu­
tion as a stationary distribution. Then run the chain for a long time so that the chain 
is approximately convergent to the target distribution. There are many ways of con­
structing these chains, but all of the popular approaches, including the Gibbs sampler 
(Geman and Geman 1984, Gelfand and Smith 1990 and Casella and Edward 1992), are 
special cases of the general framework of Metropolis et al (1953) and Hastings (1970). 
Suppose that p{uj) is the density of the target distribution, for the Metropolis-Hastings 
algorithm and that the current iterate is The next iterate, say is chosen 
by first sampling a candidate point r j  from a candidate distribution q(r}  | u;'''). For 
example. q{Tj | u;''') might be N(7 | a;'''.S). a multivariate normal with mean at the 
previous iterate and a fixed covariance matrix. The candidate point rj is then accepted 
with probability where 
If accepted, then = 77. If rejected, 
Gibbs sampling is the special case in which each iteration actually consists of dim(uj) 
sub-iterations. Each sub-iteration uses as its jumping and target distribution the con­
0(0;^'^ 77) = min ( I, 
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ditional posterior distribution of a single parameter given all the others. Note that each 
sub-iteration hcis acceptance probability one since we are drawing directly from the dis­
tribution of interest. Occasionally, one or more full conditional distribution is of a form 
for which direct sampling is not possible. Then we may incorporate a Metropolis step 
at that sub-iteration of the Gibbs sampling algorithm. This is described further in the 
context of specific algorithms for the finite mixture models. 
3.2.1 Gibbs sampler for model :V/(Ca:;«/x) 
.'Vs with the EM algorithm used for ML analysis, our Bayesian approach is simplified 
if the membership variable is added to each observation (t/i-x,). Tanner and Wong 
(1987) call this data augmentation. Recall that the likelihood function of the complete 
data set for model M{Ch;dx) is 
p(!/, z 15 ,  / i ,  <T, .V, A-)=n n I • 
i = i j = i  
Then the joint posterior density of all the unknown quantities is 
p(S ,  ,J, 0-. Z I (/, X,  A') oc fj [S j (p ( ! / i  I l3 ,  a  \  A', A'), (3.4) 
1=1 j=i 
where the joint prior density on the parameter uj  = (S .  0 .  a )  is assumed to be of the form 
piS, 13 . (7  I X A') = piS I .V, k')pl3 I 0-2. .V, A')p(cr2 I 
Given )3  and cr, the conditional prior distribution p{5  |  i3 .a ,X .  A ) oc p{5  |  X.  K)  which 
is independent of /3, and cr. 
.At this point, it is evident that we can not easily sample (^,/?,<t, Z) from their 
joint posterior density because the high-dimensional posterior density is not a standard 
multivariate distribution. We now describe an MCMC algorithm for sampling from 
the posterior distribution. Our basic algorithm is the Gibbs sampler which requires 
the full conditional posterior distributions, that is the conditional distribution of each 
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pciretmeter conditional upon the values of all others. These are easily identified from the 
joint posterior distribution (3.4). 
The posterior distribution for the group identifier given all parameters is 
a' 
p{z i  I 5 ,  f3 ,  cr, y ,  X ,  K)  oc JJ | Xi /S j ,  <tJ)] j=i 
i  = I...., R. (3.5) 
where Z_,- contains all r's except the Zi. This conditionai distribution of Zi is the standard 
multinomial distribution on K clzisses with the probability that the observation is 
classified into the j"' class (c,_, = 1) is proportional to Sj(p{yi \ Xi/Sj^aJ). 
The conditional distribution of the regression coefficients given all the other pa­
rameters and Z is 
p{ ,3 j  1 5 ,  i3 - j ,  a .  y, Z, A', A') oc p{;3 j  | a] .  A', K)  e.xp ^ ) 
j  =  L . . . . k \  (3.6) 
where Qj  = {i : y, G j"' class, j = I,..., n} = {/ : = 1}. If p{ f3 j  \  a j ,  X ,  A ) is chosen 
as a normal prior distribution, then the resultant distribution is a multivariate normal 
distribution. The conditional distribution of the j"' regression variance given the rest of 
the parameters is 
p(crj 1 5 ,  f3 ,  y ,  Z, .V. A') oc pia]  \ .V, A') JJ 4>[y i  | Xi i3 j ,  cr] )  
i€Qj  
oc pier] I A. A')(t7"^ exp 
j=U. . . ,R \  (3.7) 
where nj  =  |^j|, s j  =  JZi^Qj iy i  — / r i j .  Note that if Uj  = 0. then the conditional 
distribution is just the prior distribution p((tJ | X,  A'). If we use a conjugate prior 
distribution for cr^, then (3.7) is a standard inverse chi-squared distribution. 
Finally, the conditional distribution of the mixture coefficients is 
p{S\l3,a,y,Z,X,K) oc p(^ | .V, A') J] (3.8) 
1=1 
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For a conjugate Dirichlet prior distribution on S, the posterior distribution is Dirichlet. 
This is one advantage of the data augmentation. 
Choice of prior 
Note that the conditional distributions allow us to identify necessary conditions under 
which flat prior distributions may be used for p{(3. a \ .V, A') and | X. K). Specifically, 
we require for each j that nj > 3 and that the data points {(«/,-, x,), / 6 Qj} do not lie 
simultaneously on the current regression line in order that the variance crj is not 
degenerate. It is not possible to insure that these conditions are met in general since nj 
and the makeup of Qj will change during each iteration of the MCMC algorithm. To 
insure a proper posterior distribution while still trying to avoid the use of substantial 
prior information, we use proper prior distributions with large variance. VVe choose 
p(/3, <T I .V, A') as a product of independent prior distributions for f3 and a^. Specifically, 
is taken to have a N{fiQ.I/Ki3) distribution and is taken to have Inv-\^(i/o,ctq) 
(following the parameterization of Gelman et al 1995). Careful choice of the precision 
parameter Kg and the degrees of freedom uq can make the prior relatively noninformative, 
to minimize the influence of the prior distribution on the likelihood function. .\lso 
we choose p{S | .V, A') as Dirichlet(Qi,..., a conjugate prior for the multinomial 
proportion S, where small positive q's will not have a large affect on posterior inference 
for S. Note also that the independent structure of our joint prior density makes it easy 
to combine the prior information with the corresponding likelihood component. 
Recall that the model and hence the model M[CK-,dx). is identified up 
to a permutation of the mixture components, or a relabeling. This is the first time 
that this issue has important consequences. VVe must insure that the MCMC method 
draws samples consistent with a single labeling. There are several ways to overcome 
the relabeling problem in model A/(Ca,-; t/i). One of them is to apply the constraint 
^1 ^ ^2 ^ ^ in (3.8). 
33 
Algorithm 
We next describe the Gibbs sampler algorithm in detail for the model M{CK'id.x) 
with the prior distribution described above. Suppose that we haveu;''"'' and would like 
to generate For the Gibbs iteration, we carry out the following three steps: 
(Step 1): Generate Zi from the multinomial distribution (3.5) i = 1, n. 
(Step 2): Regression analyses: For j  =  1,.... A'. 
• Generate cr j  from (3.7), which is Inv-\;-^(crj | where = i/q  + nj  and 
t-2 = .2 
"•* f/Q + Ttj ° Uo + Tlj 
• Generate i3j from (3.6), which is N(,/3j | /ij.Sj), where Hj = {K^ajl + A'J.Vj)"' 
{n^ajfijo + XjYj), Sj = cTjiKaCTjI + XjXj)~^. Xj is the matrix of predictors that 
belong to the class at the current iteration and V} is the vector of responses 
cor responding  to  Xj .  
(Step 3): Generate (<fi,..., (J/c-i) from (3.8), which is Dirichlet(Qi + nj,..., a^r-i + 
+ nfc)fsi<...<si^--, where the last expression fsi<-<si^- is an indicator function, it 
equals I if the condition is true, and zero otherwise. 
In practice, in order to satisfy the constraint we can just discard draws 
of ^'s that do not satisfy the constraint and keep sampling until we find one that does 
satisfy the constraint. However, this may waste too many draws, resulting in great 
inefficiency for the Gibbs sampler. We can instead, after each iteration, permute the 
labels of the components until 5's satisfy the constraint. This will save a lot computer 
time while still maintaining the identifiability of our model during the Gibbs iterations. 
In our experiments, we found that using the size of each subpopulation as an ordering to 
fix the relabeling problem Ccm be problematic. If the sizes of the two subpopulations are 
close to .5, then a single chain will occasionally swap labels back and forth. It is possible 
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that using alternative quantities such as the location of the normal linear regression for 
a given x can be used cis an ordering to solve the relabeling problem. 
We repeat the three steps N times (for some large number iV) to obtain a sequence 
of parameters According to MCMG theory, for large can be thought of 
as a draw from the stationary distribution of the Markov chain, which is the posterior 
d i s t r ibu t ion .  Those  u ; ' ' ^ ' s  can  be  used  for  s t a t i s t i ca l  in fe rence .  How la rge  should  N 
be? How can we be sure that our sequence is representative of the target distribution? 
These criticcil issues need to be resolved before we can use the MCMC output freely 
in our analysis. We will discuss these issues in the section on convergence diagnostics. 
Before  tha t ,  we  descr ibe  the  Gibbs  sampler  fo r  mode l  M{Lk ' ,  d^) .  
3.2.2 Gibbs sampler for model M{LK',dj;) 
The only difference between model M{CK',dr) and model MiLj^idx) is in the as­
sumed form of the mixture coefficients. The latter model assumes that the mixture 
coefficients are logistic functions of the explanatory variables. This extension can con­
siderably complicate the required computations, as we have already seen in the EM 
algorithm, where conditional maximization of the logistic coefficients is employed in 
each M-step. 
The full conditional posterior distributions for model ; dx) agree with those 
for model M{CK'idx) in (3.5)-(3.7). The only difference is in the conditional density 
p[S I f3,a,y, Z. X, A'). Instead of (3.8), we have for this density 
n  K  
p{S  I /?, a ,  T/, Z,  X .  K)  OC p(5  I X,  K)  JJ 
i = i j = i  
This conditional distribution may have large dimension (its dimension is (A' — 1)(1 -t-
dx)) and may therefore be difficult to work with. The algorithm that we use does 
not simulate 5 from its conditional distribution. Rather, we simulate each Sj separately 
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from its conditional distribution given the other parameters and other S^s. Letting S^j = 
(^1,... ....denote the ^'s other than Sj. We caji write the conditional 
distribution of 5 j  as 
where t j  = XI .  The prior density p(S j  |  X ,  A') is chosen to be | S QJ,  I /KS) .  
Small Kg will make the prior noninformative. 
Note that the conditional posterior distribution (3.10) is not a standard distribution. 
There axe many approaches available to obtain a sample from a nonstandard distribution 
like (3.10). Rejection sampling requires that we construct an envelope function which is 
easy to sample from and approximate the target function, then we draw a candidate from 
the envelope function and accept or reject the candidate according to the ratio of the 
original function to the envelope function evaluated at the candidate. The construction 
of a suitable envelope function in the present case is not obvious. Moreover, if the 
rejection rate is too high, the rejection approach is not satisfactory. 
.A.n alternative approach that we apply is to embed a Metropolis step into the Gibbs 
sampler to accommodate the nonstandard distribution of the S's (Miiller 1991). In prac­
tice, this amounts to replacing an exact draw from the complete conditional distribution 
by T steps from a Metropolis or Metropolis-Hastings Markov chain. The Gibbs sampler 
will converge for any choice of T but T can affect the rate of convergence. In our analy­
ses, we use T" = I. Various options are available for choosing the candidate distribution 
for the Metropolis since it needs only be an approximation to the true distribution (3.9). 
Here are two possibilities. For each j = I,..., A' — I, 
n 
p{S j  I 5- j , / 3 ,  a .  y ,  Z, A'. K)  OC p{5 j  I X A') ]][ FLO) 
J = 1, — A' - 1, (3.10) 
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1. Use a Gaussian distribution centered at the previous iterate, with variance 
matrix equal to the negative inverse of the Hessian matrix evaluated at . Then 
combine this Gaussian distribution with the Gaussian prior density p(Sj ] X, A') to form 
a Gaussian candidate distribution. The covariance matrix of the resulting normal can­
didate distribution can be multiplied by a positive scalar to improve convergence of the 
Markov chain. 
2. Search for the local mode of the function —r r, say Sj. Then 
' nr=i[i+E,t, 
find a normal approximation to L(S j )  by expanding \ ogL{5 j )  as a Taylor series around 
the local mode Sj up to the quadratic term. This normal approximation is combined 
with the Gaussian prior density p{Sj | X, K) to form the candidate distribution. Again, 
the resulting covariance matrix can be multiplied by a positive scalar to improve the 
rate of convergence. 
The positive scalar is adjustable to improve convergence of the Markov chain. Large 
values of the scalar allow the chain to take large jumps around the parameter space, but 
may have a low acceptance rate, an indication of an inefficient candidate distribution. A 
small value of the scalar restricts the chain to take jumps only in a small area, causing 
slow convergence. Therefore, a suitable choice of the scalar is necessary. For the first 
approach. Gelman et al (1995) suggest that a positive scalar be chosen such that the 
resulting acceptance rate is 25-50% (the optimal rate depends on the dimension of the 
problem). For the second approach, our experience suggests that any scalar resulting an 
acceptance rate around 60% is working. 
Recall that the relabeling problem was solved for model dx) by reordering the 
current simulated parameters so that groups are ordered by size. The same problem must 
be addressed for model M(Lfc;dx). Since the mixture coefficients are logistic function 
of the covariates, it is not possible to maintain the inequality constraint as was done 
for model M[Cfc;dx). Instead, after a bum-in period, we can monitor the size of the 
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groups by using n j . j  = 1,..., A', where n j  is the number of observations cleissified into 
the j"' class. By switching the labels of the groups so that the components are ordered 
consistently with respect to the nj,j = 1, •.A', we can avoid the relabeling problem. 
3.3 Diagnosing convergence 
The use of MCMC allows us to sample from complex posterior distributions. The­
oretical results guarantee that under specified conditions the Markov chain tends to 
the posterior distribution as its stationary distribution. These theoretic Markov chain 
results require that Markov chains be irreducible, aperiodic and positive recurrent so 
that a stationary distribution exists, and that the algorithm be constructed to yield the 
posterior distribution as the stationary distribution. We must determine, analytically or 
empirically, whether the Markov chain simulation at a given point are representative of 
the stationary distribution. Carlin and Louis (1996) and Gilks et al (1996) are excellent 
sources describing various approaches to this issue. 
There are two common approaches for diagnosing convergence: single chain methods 
or multiple chain methods. We use a popular multiple chain approach due to Gelman 
and Rubin (1992). They monitor convergence by the estimated scale reduction factor 
(G&R Statistic) using multiple chains with different starting points. The time series 
output of each separate chain provides a graphical view of the progress of the Markov 
chain. If these chains all appear to converge to the same area, then we can be confident 
that posterior inference is unbiased (in the sense that it is centered in the correct part 
of the parameter space). 
Geyer (1992) recommends an approach wherein we run a single chain, and focus not 
on the bias of posterior inference but on accurately estimating the variance of resulting 
estimates (taking into account the correlation of successive MCMC draws). Raftery and 
Lewis's single-chain approach addresses both the bias and variance diagnostic goals. It 
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is broadly applicable, and is relatively ecise to use thcuiks to the computer code provided 
by the authors. Details about this approach can be found in Raftery and Lewis (1992). 
We now provide some additional details of the Gelman and Rubin convergence di­
agnostic (abbreviated here as G&R). Inspired by the analysis of variance, the G&R 
statistic is a ratio of an overestimate of the variance of some scalar summary of interest 
to an underestimate of the variance. For each scalar simimary il'. we label the values 
in the m sequences of length n as = I,...,n; i = We calculate two 
quantities, the between-sequence vaxiance B and the within-sequence variance W: 
Under the assumption of overdispersion of initial values, var(i/^') = overes­
timates the variance of tl'. Meanwhile, for any finite n, the within-sequence variance W 
underestimates the variajice of IIK .\S n —> oo, both vax(^') and VV approach var(^'). but 
from opposite directions. The estimated scale reduction factor is defined as: 
The G&:R statistic is interpreted as the factor by which current posterior intervals over­
state trae posterior intervals. .A.s the Markov chain converges, the \/k should decline to 
1, meaning that m sequences are essentially overlapping each other. Otherwise, further 
simulations or program debugging may be needed. 
The G&:R statistic can be applied to any number of scalar summaries. In addition, 
there are multivariate versions of the statistic (Brooks and Gelman 1998) . It is common 
to compute the statistic for each of the parameters in the model in addition to any other 
scalar summaries that may be relevant. Once all the estimated scale reduction factors 
are less than 1.1 or 1.2, we caji stop the simulations and merge the m sequences for 
purposes of inference. 
p..) , where tL\ 
s?, where s 
«=i 
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3.4 Examples 
3.4.1 An example of model M(C2;1) 
In Section 2.2.1 we simulated data from an instance of the model iV/(C2; 1), n = 200 
observations distributed according to the mixture y ~ .7iV(x, 1) -h .3N{o — x, 1), where 
X is generated from unif(0,5) (See Figure 1.1 and Table 2.1). To demonstrate the 
Bayesian methodology we take the prior distributions to be 3j ~ -V(0. IO /2 ) .  c j  ~  
Inv-\^(4.01,0.7^) (correspond to mean 1 and variance 200), j = 1,2 and (^1.^2) ~ 
Dirichlet(1.5,1.5). Note that the prior distributions of 3j, aj and Sj ail have large vari­
ances. The choice of non-informative prior distributions like these makes the posterior 
distribution similar to the sampling distribution. 
Using the same data set as in Section 2.2.1, we run 5 separate Markov chains with 
starting values randomly drawn from a large rectangle centered at the true parameter 
values. The Gibbs sampling algorithm described in Section 3.2.1 is used. .-Vfter 1000 
iteration burn-in period, the next 1000 iterations are collected as output from each 
chain. Then we combine the output of the 5 chains eis our source of posterior inferences. 
Figure 3.1 shows time series plots of all the parameters in the model M{C2- 1) and a 
time series plot of loglikelihood values using end-to-end link of the outputs from the 5 
chains. (Iterations 1-1000 correspond to chain 1. 1001-2000 correspond to chain 2. etc.) 
Visual inspection of the time series plots suggests that the chains have converged to 
the target distribution. The G<SiR convergence diagnostic statistic for each parameter 
using these 5 chains confirms this result. The 95% posterior intervals from the Gibbs 
output for each of the parameters is displayed in Table 3.1 along with the G&:R statistic 
and the posterior mean. .-Vll of the 95% posterior intervals contain the true values. 
Figure 3.1 Five thousand simulations from the posterior density of 
^ in model p(y.- | Xi,u;) = 
^\4>{yi I 011 + 0i2Xi,cr\) + (1 - Si)<i){yi I ,/?2i + /322X.-,tr|). Data 
are n = 200 observations with uj = (.7,0,1.5,-1,1,1). Prior 
distributions are described in the text. The 5000 draws actually 
represent 1000 draws from each of 5 separate Gibbs sampling 
chain plotted end-to-end. 
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Table 3.1 Posterior inference for model M(C2;1) using simulated data in 
Section 2.2.1 
Pcurameters G&R statistics Posterior means True values 95% posterior intervals 
0X1  1.007 4.963 5.0 (4.406, 5.464) 
012 1.006 -1.012 -1.0 (-1.181, -0.827) 
021 1.002 0.045 0.0 (-0.221, 0.321) 
022 1.002 0.964 1.0 (0.872, 1.053) 
o"i 1.005 1.104 1.0 (0.901, 1.343) 
a-2 1.004 0.874 1.0 (0.757, 1.004) 
s .  1.006 0.336 0.3 (0.264, 0.412) 
3.4.2 An example of model M{L2; 1) 
Our second example simulates data from an instance of M(L2;  1), specifically, y  ~  
5ri((-l,-.2),x)iV(x, 1) + (1 - </i((-l,-.2),x))iV(o - x, 1). where ^i((-l,-.2),x) is a 
logistic function of x with ( —1.—.2) as the logistic regression coeflBcients. .A.gain, x is 
generated from unif(0,5). (See Figure 1.2 and Table 2.2.) 
As in Section 2.2.2 we generate a data set of size 200. To analyze the data, we assume 
pr io r  d i s t r i bu t ion  pa rame te r s  a s  fo l l ows :  0 j  ~  iV(0 ,  IO / 2 ) ,  ~  Inv- \ ^ (4 .01 ,0 .7^ ) ,  j  =  
1,2 and <Ji ~ iV(0, IO/2). .A.11 the prior distributions are relatively flat. Figure 3.2 shows 
posterior samples from 5 combined Gibbs chains after a 1000 iteration burn-in period 
for each chain. Table 3.2 provides summaries from the posterior analysis. 
Table 3.2 Posterior inference for model M{L2'A) using simulated data in 
Section 2.2.2 
Parameters G&R statistics Posterior means True values 95% posterior intervals 
011 1.000 5.003 5.0 (4.738, 5.257) 
012 1.000 -1.040 -1.0 (-1.127. -0.950) 
021 1.001 0.143 0.0 (-0.295, 0.611) 
022 1.001 0.937 1.0 (0.714, 1.133) 
CTl 1.000 0.987 1.0 (0.896, 1.093) 
0-2 1.002 0.771 1.0 (0.576, 1.040) 
^11 1.003 1.111 1.0 (0.643, 1.608) 
S12 1.001 0.323 0.2 (0.129, 0.528) 
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Figure 3.2 Five thousand simulations from the posterior density of 
u; = in model p(j/. | x,,u;) = 
g i {5 ,X i )d>{y i  \  0n+3 i2X i ,<T \ ) - \ - { l -g i {5 ,X i ) )4>{y i  \  /?2i+/?22-r.,o-|). 
Data are n = 200 observations with 
uj = ( —1, —.2,0,1,5, —1,1,1). Prior distributions are de­
scribed in the text. The 5000 draws actually represent 1000 
draws from each of 5 separate Gibbs sampling chain plotted 
end-to-end. 
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3.5 Simulations 
The previous section demonstrates the Bayesian approach to inference. In practice, 
there can be difficulties in implementation. If the sample size is small relative to the 
number of parameters in the model, then the posterior distribution of the parameters can 
be multimodal and relatively flat, resulting in slow convergence and imprecise estimation. 
The choice of prior precisions can also affect the convergence of the Markov chain and 
estimation precision. In this section, we explore the possible effects of varying the 
prior precision and the sample size. Naturally, large sample sizes will make for better 
performance of Bayesian methods and more precise prior distributions will lead to better 
performance (assuming the prior information is accurate). The purpose of the brief 
simulation study is to explore the relationship of these two factors in the context of 
finite mixture models. 
In the simulation study, we start with a given model, and specified values for the 
sample size n and prior precision KS for S. The prior distribution of other parameters 
does not seems to affect convergence rates for the MCMC algorithms. Then we repeat 
the following steps R = 100 times. 
• Simulate a sample of size n from the given model. 
• Assign prior distributions to the model parameters. 
• Sample from the posterior density of the model parameters using Gibbs sampler. 
• Check convergence using G&:R statistic. 
• Form Bayesian 95% posterior intervals for each parameter. 
• Verify whether the 95% posterior interval contains the true value. 
As summaries of the 100 runs of a given scenario we record the 
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• Proportion of simulated data sets for which MCMC was convergent by a given 
point (e.g., within 1000 iterations). 
• Proportion of 95% posterior intervals contain the true parameter values that gen­
erate the data sets. 
In theory, the MCMC algorithm always converges to the posterior distribution of inter­
est. In applications, given a limited computer time, slow convergence can be a problem. 
So the first question the simulation study addresses is the sample size needed to reliably 
obtain convergent behavior, and the effect of prior information on convergence behav­
ior. Increasing the sample size and/or adding strong prior information will speed the 
convergence of the Gibbs sampler. The simulation attempt to determine approximately 
the required sample sizes. 
The second question that we address in the simulation, how reliable are the posterior 
inferences, is not usually of primary interest. It is possible to address this in simulations 
because we know the ''true'' parameter values. 
3.5.1 Simulations for model M{C2; 1) 
We begin by discussing simulation results for one data set ia detail and then provide 
some summary information. In Section 3.4.1, we demonstrated the Bayesian approach 
on a simulated data set from M{C2;i) with n = 200 and qi = 0-2 = 1.5 (prior mean 
for and S2 is .5, prior standard deviation is .25). Table 3.3 shows the results for a 
single data set with n = 800 from the same model. These results can be compared to 
the results in Table 3.1 with n = 200. As expected, quadrupling the sample size leads 
to posterior intervals roughly half as long. 
To explore sensitivity to the prior distribution, we repeat the n  = 200 and n  =  
800 analyses with a Dirichlet( 15,15) distribution for ^i. The prior precision (inverse of 
variance for the parameters Si and 82) increases from 16 to 124 as a increases from 1.5 
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Table 3.3 Posterior inference for model iV/(C2;l) using simulated data in 
Section 2.2.1 with n = 800 
Parameters GiScR statistics Posterior means True values 95% posterior intervals 
1.004 4.776 5.0 (4.487, 5.045) 
P12 1.003 -0.917 -1.0 (-1.018, -0.807) 
021 1.000 -0.054 0.0 (-0.209, 0.107) 
1^22 1.000 1.002 1.0 (0.947, 1.057) 
O"! 1.004 1.116 1.0 (0.999, 1.239) 
<72 1.000 0.948 1.0 (0.883, 1.018) 
1.001 0.345 0.3 (0.303, 0.388) 
to 15. Increasing the precision of the prior distribution for and 82 pulls the posterior 
distributions of and S2 towards 0.5. This is to be expected since the prior distribution 
is now centered at 0.5 with smaller variance. There are two points to be made about 
the use of more informative prior information. First, the posterior inferences may be 
inaccurate if the chosen prior distribution doesn't reflect our true prior distribution. The 
positive aspect of using more precise prior distribution is that the convergence of the 
chain, as measured by the G«S<:R statistic, seems to be improved. Table 3.4 gives results 
for the two data analyses using the more precise prior distributions for 5i and ^2- These 
results can be compared to Table 3.1 and 3.3. 
Note that in Table 3.4 the posterior interval for excludes the true value .3. This 
reflects the fact that the prior distribution is centered at .5. The posterior distribution 
reflects a compromise between the prior distribution and the data. To the extent that 
the sample size is large enough to provide reasonable inference the more precise prior 
distribution can introduce a ''bias'' in the traditional sense. For small samples in finite 
mixture models, precise prior information may be the only way to get any sensible 
results. 
Table 3.5 displays simulation results for 100 replications of each cell in our factorial 
des ign  va ry ing  s ample  s i ze  ( n  =  200 ,  n  =  800  and  n  =  1600}  and  p r io r  p r ec i s ion  o f  5 i  
(qi = q2 = 1.5 and 01=02 = 15). The first number in each box is the percentage of 
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Table 3.4 Posterior inference for model M(C2;1) using simulated data in 
Section 2.2.1 with Qi = Q2 = 15 
n  = 200, ai = a2 = 15 
Pcirameters G&R statistics Posterior means True values 95% posterior intervals 
.3u 1.002 4.889 5.0 (4.317. 5.411) 
(^12 1.002 -0.984 -1.0 (-1.163, -0.784) 
^21 1.001 0.029 0.0 (-0.23L 0.293) 
1^22 1.000 0.971 1.0 (0.883, 1.057) 
CTl 1.001 1.134 1.0 (0.927. 1.382) 
<72 1.001 0.859 1.0 (0.749, 0.984) 
1.002 0.369 0.3 (0.304. 0.439) 
n  = 800, Q;i = Q2 = 15 
Al 1.003 4.747 5.0 (4.457, 5.021) 
1^12 1.002 -0.904 -1.0 (-1.008, -0.793) 
021 1.000 -0.068 0.0 (-0.221. 0.090) 
(^22 1.000 1.007 1.0 (0.952, 1.061) 
o-i 1.002 1.129 1.0 (1.010. 1.254) 
<72 1.000 0.941 1.0 (0.877, 1.009) 
1.000 0.357 0.3 (0.316, 0.399) 
simulations for which the Gibbs sampler converged by 1000 iterations. More precisely, 
we run 2000 iterates of each of 5 chains and use the Icist 1000 iterates of the 5 chains to 
compute the G&cR statistic. If all statistics are less than 1.1 then the simulation 
is converged. The second number in Table 3.5 gives the percentage of 95% posterior 
intervals that contain the true parameter values. There are 7 parameters in the model 
so these percentages are out of 700 combined posterior intervals in the 100 simulations. 
As mentioned earlier, these percentages are not usually relevant for Bayesizm analyses 
but can be useful in demonstrating the tradeoff between prior precision and sample size. 
Conclusions 
For the relatively simple model iV/(C2;l), the MCMC convergence is e.xcellent for 
each cell in the table. Those simulations for which convergence did not occur within the 
specified time will converge if more iterates are used. In the next subsection we illustrate 
what causes slow convergence in mixture models with an example. It is a bit surprising 
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Table 3.5 Simulation results for 100 data sets using model M{C2', 1) under 
a combination of sample size n and prior precision a. The top 
number in each cell is the percentage of data sets for which con­
vergence of all parcimeters in iV/(C2," 1) is observed, using the G&R 
statistic as a measure. The bottom number is the percentage of 
all 95% posterior intervals containing the true values. 
n  =200 n  =800 n  =1600 
a =1.5 99.00% 100.00% 97.00% 
90.14% 91.00% 93.43% 
Q =15 100.00% 100.00% 98.00% 
83.57% 88.43% 92.43% 
that the runs with n  = 1600 converge less often than for smaller sample sizes. In each 
cell of the table, more than 95% of the simulations converge. This is a result of the 
fact that the simulated example consists of two well-separated subpopulations. For less 
well-separated subpopulations we would e.xpect poorer performance unless the sample 
size is large. 
The 95% posterior intervals generally do not contain the true values with the stated 
probability. Why? It is important to remember that the posterior distribution is a 
probability distribution for an individual holding the specified prior distribution and 
observing the given data. Thus any informative prior distribution means that the data 
analysis will not precisely match the traditional likelihood approach. We return to 
this point in Section 3.5.3. One noteworthy point is that increasing the prior precision 
degrades the performance of the posterior intervals. 
In the ne.xt two subsections, we briefly elaborate on some issues raised by the simu­
lations. Following that we provide some simulations for M{L2; 1). 
3.5.2 An example when MCMC does not converge quickly 
That Weis one simulation out of the 100 cases with n = 200 and Qi = Q2 = that 
did not converge by the specified time. Figure 3.3 displays the posterior draws for that 
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particular run. In the next to the leist chain (iterations 3001-4000), the sampler drew 
samples from a portion of the parameter space which is evidently a minor mode for 
this particular data set (we were not however, able to locate such a minor mode). The 
likelihood is extremely small compared to the likelihood of the primary mode. 
In theory, the Gibbs sampler produces chains that ultimately converge to the target 
distribution. In practice, unless there is programming error, the chains will converge if 
we run them long enough. Bearing this in mind, we extend the burn-ia period for this 
data set to 3000 instead of 1000 and then use the next 1000 iterations as output- Figure 
3.4 shows that convergence does happen for that particular data set after the extension 
of the bum-in period. Such a remedy may not be sufficient for all simulated data sets. 
3.5.3 Is the 95% posterior inter'val credible? 
Ideally, we would hope that the percentage of 95% posterior intervals containing the 
true values would be 95%. For simple models, e.g.. a normal model with unknown mean 
and known variance, it is straightforwaxd to show that the 95% posterior interval for 
the mean will have 95% coverage (in the repeated sampling sense) if a noninformative 
prior distribution is placed on the mean. In our experiment, the prior distribution is 
informative and thus we do not find 95% coverage. .As the prior information becomes 
smaller relative to the sample size, the coverage rate improves. In the simulations for 
Table 3.5. the coverage rate does approach to 95%, from 90.14% to 93.43% as sample 
size increases from 200 to 1600. 
3.5.4 Simulations for model M{L2:l) 
Table 3.6 provides simulation results for the model iV/(Z,2; 1). Once again in this case, 
convergence is rarely a problem and never for simulations with sample size 800 or 1600. 
Somewhat surprisingly, here we do not notice improved coverage for Bayesian posterior 
intervals eis the sample size increases. The coverage probabilities appear to be within 
49 
o 
e 
« ? 
• 
»o 
lA 
IfTrl 
0 tOOO 2000 3000 4000 5000 
MnBcn 
0 tOOO 2000 3000 4000 SOOD 
mman 
rnfl 
o 
go 
a • 
o 
• 
e 
L^ky 
0 1000 2000 3000 4000 5000 
Union 
0 1000 2000 3000 4000 5000 
ttnaon 
• 
« 
I: S N 
o 
• 
o 
0 TOOO 2000 3000 4000 SOOO 0 tOOO 2000 3000 4000 5000 
ttnton Anton 
Figure 3.3 An example of a simulated data set from M{C2', 1) for which the 
five chains do not indicate convergence. The sample size for the 
data set is re = 200, the prior precision is Oi = Q2 = 1.5. 
Figure 3.4 .After an extension of the burn-in period to 3000 iterations, the 
MCMC in Figure 3.3 becomes convergent. 
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simulation error of being equal (or of being monotone increasing). A larger simulation 
would be required to resolve this issue. 
Table 3.6 Simulation results for 100 data sets using model M(Z!,2; I) under 
a combination of sample size n and prior precision Kg. The top 
number in each cell is the percentage of data sets for which con­
vergence of all parameters in iV/( L2; 1) is observed, using the G&R 
statistic as a measure. The bottom number is the percentage of 
all 95% posterior intervals containing the true values. 
n =200 n  =800 n  =1600 
KS =.l 99.00% 100.00% 100.00% 
85.63% 85.00% 86.50% 
Ki =1 100.00% 100.00% 100.00% 
85.50% 83.75% 87.13% 
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CHAPTER 4 MODEL DIAGNOSTICS AND MODEL 
SELECTION 
In the previous two chapters, we obtained inferences for the parameters of finite mix­
ture models using two different approaches: the classical ML approach and the Bayesiaxi 
approach. In that discussion, we implicitly assumed that the model we were fitting was 
correct. A particular model may specify the wrong number of mixture components, the 
incorrect model within one or more components, or the wrong model for the mixture 
proportions. In this chapter we review traditional approaches to model checking, and 
develop specific posterior predictive model assessment methods for finite mixtures of 
linear models. 
4.1 Review of existing methods 
In this chapter, we draw a distinction between two types of model checking questions, 
both of which are commonly referred to as diagnostic questions. One common question 
compares the fit of a number of models to select the best model. We think of this as the 
model selection problem. The second type of question might be called model assessment 
in which the adequacy of a single model to the given data is assessed. In the following 
brief review, the first three approaches address the model selection question and the 
fourth approach, on which we focus in the remainder of this chapter, deals primarily 
with model cissessment. 
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4.1.1 Likelihood ratio test (LRT) 
Let iV/o be a hypothesized null model and Mi aja alternative model. We assume Mq 
is a submodel of Mi and let Qq C fti be the parameter spaces for model MQ and model 
Ml respectively. .Assume that data y arises under one of the two hypothesized models 
according to a probability density p{y | Mo) or p{y | Mi). The LRT statistic 
sup p{y  I u j .  Mo) 
^ u/€Qo 
sup p{y I or. Ml) 
can be used to test Ho'. MQ is the correct model vs Ha- Mi is the correct model where 
0 < A < 1 and large values of A support Ho-
The test statistic uses maximum likelihood estimates for the parameters of both 
models. LRTs are extremely popular, they play a dominant role in classical hypothesis 
testing. The key result responsible for the popularity of LRT is that under suitable regu­
larity conditions (see. e.g., Ibragimov and Has'minskii, 1981), — 2 log A is asymptotically 
chi-squared distributed, with degree of freedom df = dim(fii) — dim(no). 
As wcis pointed out earlier in Section 1.3, these regularity conditions are not satisfied 
for finite mixture models. Quinn et al (1987) proved that under the null hypothesis of a 
single component versus a mixture of K components, the minus of the second derivative 
matrix of log likelihood is not positive definite, with nonzero probability as the sample 
size tends to infinity. Ghosh and Sen (1985) studied the asymptotic performance of the 
LRT statistic for the mixture model and pointed out that the main problem is lack of 
identifiability of the null parameterization as a submodel of the alternative. In other 
words, there is more than one restriction of fii that leads to QQ. Note that the model is 
still identifiable, it is just that the LRT reference distribution is no longer chi-squared. 
Additional discussion and references on this topic can be found in Bock (1984, 1985). 
The failure of the chi-squared approximation to the asymptotic distribution of the test 
statistic is one problem. However, there is a way around this because in any particular 
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setting, the reference distribution for the LRT can be obtained by simulation. We do 
not pursue the LRT here primarily because our interest is in model assessment. The 
LRT has also been criticized by Bayesian authors, e.g., Carlin and Louis (1996) point 
out that 
• The LRT can only be applied when two hypotheses in question are nested, one 
within the other. 
• Tests of this type cjm only offer evidence against the null hypothesis. 
• The p-value itself offers no direct interpretation as a weight of evidence. But 
only as a long-term probability of obtaining data at least as unusuai as what was 
actually observed. 
4.1.2 Bayes factor 
By contrast, the Bayesian approach to hypothesis testing, due to Jeffreys (1961), is 
much simpler in principle, and avoids the aforementioned difficulties with the traditional 
approach. Given a priori probabilities P{MQ) and p{MI) = 1 — p(:V/o), the Bayes factor 
B is the ratio of the posterior odds of MQ to the prior odds of MO, or by Bayes' Theorem, 
as the ratio of the observed marginal densities for the two models. 
g ^ p (.v/o| y )  / p ( -Wo)  ^  p jy  I  M q )  
I y )  /  p (Mi )  p (y  I Mi) '  
.Jeffreys suggested the categories in Table 4.1 to interpret the Bayes factor. 
Table 4.1 Interpretation of Bayes factor 
logio(^) B  Evidence against H Q  
0.0 to 0.5 1.00 to 3.20 Not worth mention 
0.5 to 1.0 .3.20 to 10.0 Substantial 
1.0 to 2.0 10.0 to 100.0 Strong 
>2 >100.0 Decisive 
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Bayes factors are reviewed by Kass and Raftery (1995). 
In general, the Bayes factor depends on the prior distributions assigned to the pa­
rameters 00 € fio aJid 01 € Hi. Note that it is not permissible to use improper prior 
distributions since the marginal distributions will not exist if they are used. More gen­
erally, Bayes factors don't work well with vague prior distributions. Even if the prior 
distributions are proper and reasonably informative, the computation of the Bayes fac­
tor can be unstable due to the intractability of the density functions under the null and 
alternative hypotheses. .Approximating normalizing constants of the marginal distribu­
tions (or the posteriors) is required but rarely available in closed form. Methods for 
computing Bayes factors from MCMC output are described in Kass and Raftery (1995), 
Carlin and Chib (1995) and Newton and Raftery (1994). Discussion and references on a 
method for computing normalizing constants can be found in Meng and Wong (1996). 
For moderate to large sample size n, Laplace's method of approximation can be 
used to approximate the marginal distributions p(i/ | IV/Q) and p(i/ | jV/i) that define the 
Bayes factor. Detciils can be found in Kass, Tiemey and Kadajie (1990) and Tierney 
and Kadane (1986). In addition, several asymptotic approximations to the Bayes factor 
have been developed. The Bayesian Information Criterion (BIC) (Schwarz, 1978) is the 
most famous 
—21og(5) ~ —21ogA — df logn. 
Notice that the BIC approximation takes the normal LRT statistic and attaches a penalty 
for model complexity. In the remainder here we don't pursue Bayes factor because of 
their poor performance with vague prior distribution and because our interest is in model 
assessment. 
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4.1.3 Multiple models 
The previous two approaches test one hypothesized model against a single aJtemative. 
The decision concerning which of the two models is better may be of limited use if there 
axe many possible models. The Bayes factor approach to model selection cam easily 
accommodate more than two models (e.g., Madigan and Raftery 1994 and Hoeting et al 
1996). Following the notation in Hoeting et al. let {Mi,..., MK} denote the set of all 
models being considered and D the data set. the posterior model probability is defined 
as 
p { D \ M M M k )  
P \Mk  i D)  — I , , ^ / 1 \ • 
T. i= iP{D I Mi )p {Mi )  
where 
p{D I  Mk)  =  f p{D\  Ok,  Mk)p ih  I  Mk)d0k  
is the marginal likelihood of model Mk, 6k is the vector parajneter of Mfc, p{Ok | ^ h) 
is the prior distribution of dk, p{D | dk, Mk) is the likelihood, and p{Mk) is the prior 
probability of Mk- Note that the marginal likelihood p{Mk | D) is precisely the same 
quantity used to calculate the Bayes factor. Here we compute the marginal likelihood 
for each model, and then, rather than computing a series of Bayes Factors, we attach 
posterior probabilities to each model. 
One of the difficulties in this approach is the calculation of the large number of 
posterior model probabilities. For example, in the regression context, the number of 
different models due to covariate combination, 2'' for d dimensional covariate x, becomes 
very large as d increases. In the context of finite mixtures, the number of models 
expands as the number of components varies. Hoeting et al introduced a Markov chain 
Monte Carlo model composition method to estimate these posterior model probabilities. 
Madigan and Raftery used Occam's razor (window) to search among a smaller set of 
models. 
Thinking of ail the possible models as being embedded in a single "super" model 
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allows the possibility of making predictions via model averaging. That is to predict 
the response for covariate x, we can use all models 
p{y  I  D , x )  =  I  Mk,D.x )p{Mk  I  D)  
k  
with weights proportional to the posterior model probabilities. 
4.1.4 Posterior predictive sissessment 
Posterior predictive model assessment was formally defined in the Bayesian frame­
work in Rubin (1984), though the idea is certainly older than that. More recent develop­
ments include Meng (1994), Gelmaji et al (1995) and Gelman, Meng and Stem (1996). 
Like the method of cross-validation (Gelfand, Dey and Chang 1992) and the method of 
Bayesian residuals (Pettit 1986, Chaloner and Brant 1988, Chaloner 1991. and Lindsay 
and Roeder 1992), posterior predictive Eissessment is primarily a method for checking 
model adequacy for a given data set. .A.s we show later, it can guide model selection 
by carefully choosing discrepancy measures which represent specific differences between 
two models. We focus our attention on posterior predictive assessment in the rest of the 
thesis. .-V brief description is provided here. 
Denote y  as the observed data, M as the assumed model and u; as the model pa­
rameter vector. Define as replicate data, a data set of the same size as y from the 
same model using the same (unknown) parameters that generate y. Inference for the 
unknown parameters uj is provided by its posterior distribution, p(u; | M.y). There­
fore, the reference distribution of the future observation y'"®'' is its posterior predictive 
distribution, 
My"" I M,y)  = Jp iy ' ' ^  I A/,u;)p(u; | M,y)du j ,  
where we have assumed that i/"'' is independent of y  given UJ.  
The traditional approach to model assessment is to define a test statistic and compare 
the observed value of the test statistic to its reference distribution. We follow the 
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same approach except that ia the Bayesian pairadigm, we need not restrict attention 
to test statistics in formal sense. Let D{y,u}) be a discrepancy measure that zissesses 
the fit of the model to some aspect of the data. The discrepajicy may be a function of 
both observed data y and the parameter u,'. The posterior distribution of D{y.u:) can 
be compared to the reference distribution of D{y,u)), derived from the joint posterior 
distribution of y'''^ and u, 
I  M , y )  = 1 M,u j )p{u}  [ M,y) .  
One way of displaying the data for a comparison of this type is through a scatter plot 
of the pairs {D{y'''^ D{y,uj^)) where {y'''^ j = 1, - • -. J, is a random sample 
from the joint posterior distribution, p{y'''^,u3 \ M.y). From the scatter plot we can tell 
t he  typ i ca l  magn i tudes  o f  D{y ' ' ' ^ , u : )  and  D{y .u j ) .  
As a summary we might compute the tail-area probability 
P6(«/) =p(£)(i/-P,u;) > I M^y) .  
also called a posterior predictive p-value. The posterior predictive p-vaJue can be es­
timated by the proportion of the J pairs for which D{y'''^ exceeds D{y,uj^). In 
the case where the discrepancy measure D{y,uj) is a pivotal quantity, which does not 
depend on the parameter vector uj, the posterior predictive p-value is exactly equal to 
the frequentist p-value. 
.As stressed by Meng (1994), it is important to remember that we are not advocating 
the use of pb{y) in model selection: Bayesian p-values should not be compared across 
models. Rather, they serve only as measures of discrepancy between the assumed model 
and the observed data, and hence provide information concerning model adequacy. 
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4.2 Discrepancy measures in posterior predictive assessment 
The choice of discrepancy measure D{y,Lj) for use in posterior predictive model as­
sessment is important. Measures can be selected to cissess overall fit or to address specific 
features of the data that may indicate model failures. In this section we describe a num­
ber of measures and their potential use. We are primzirily focusing on two important 
questions relevant to finite mixtures of linear regressions: 1) how many mixture compo­
nents are required to fit the observed data; 2) are the mixture proportions constants or 
a function of covariates. Combining the results from posterior predictive checks using a 
variety of measures, we are able to determine the adequacy of an assumed model to the 
data. 
4.2.1 Omnibus measure of fit: percentiles of the distribution of y  
Define Prcntlt,(t/) be the IOOQ"' percentile of y for 0 < Q < I. Note that this measure 
is a traditional test statistic in the sense that it does not depend on any parameter. 
The extremeness of the realized percentile Prcntla(y) in the histogram of replicated 
percentiles {PrcntlQ(i/"''-'),j = provides evidence about the model adequacy. 
This measure will find evidence against probability models that fail to match the range 
of data values found in the sample. One might anticipate that values of q near 0 and 
1 may be useful in detecting cases where the model does not accurately reflect the tail 
behavior of the empirical distribution. 
4.2.2 Omnibus measure of fit: loglikelihood 
Define the discrepancy measure Loglklhd(i/,u;) = logp(y | This is another 
oveall measure of fit. It depends on the the data y  and the parameter vector UJ . If we 
follow the posterior predictive approach as described in Section 4.1.4, we end up with a 
scatter plot of the pairs (Loglklhd(y''®''Loglklhd(t/,u^')). If the cloud is approxi­
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mately symmetric around the 45° line, then the overall fit of the model is not rejected 
using this omnibus measure. The scatter plot displays magnitudes and variations of 
the loglikelihood measure when observed data y ajid when the replicated data y'''^ ^ are 
used. 
4.2.3 Likelihood ratio test statistic 
The traditional LRT statistic, A = ? where ujj is the MLE under model iV/,, 
j = 0,1, can be used as a diagnostic measure in a posterior predictive assessment. Since 
A is a function only of the data, it is a test statistic. In this case, Mq (the null model 
in traditional terms) is the model under consideration. The alternative Mi identifies 
the way in which we are concerned that Mq might fail to fit the data. One difference 
from the traditional approach is that Mq need not be nested within Mi. The method 
for carrying out the posterior predictive check needs to be clarified here since we are 
dealing with two models. The key part is that the full Bayesian analysis is done only 
once, for MQ. Let {u^oi J = 1,..., J} be a collection of posterior samples from model MQ. 
For each j = I,.... J, 
• Simulate replicated data Y'"'^^ •' from model MQ: | :V/O,'^O)-
• Find MLEs tL-o and a;i using data Y''''^ •' for models .MQ and Mi. 
• Form the likelihood ratio statistic Lrt(y"'' •' | Mq, Mi). 
The resulting values of the likelihood ratio test statistic {Lrt(y"''| Mo,Mi),_/ = 
l,...,y} are be a sample from the appropriate reference distribution. histograjn 
can be constructed to locate the realized likelihood ratio test statistic in its reference 
distribution. One nice feature of the posterior predictive approach is that a suitable ref­
erence distribution is found without regularity conditions. This is essentially a Bayesian 
simulation-based approach to the traditional LRT. 
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Interpretation of the traditional LRT is always unajnbiguous since the two models are 
assumed nested with the smaller model taken as the null hypothesis. This means that 
A € (0,1) with large A supporting MQ. In this context, we do not require nested models, 
emd even when nested, the model Mq may not be the smaller one. Thus interpretation 
of the resulting model check can be difficult. We briefly review the possible situations. 
If Mq and Mi are two nested models, then we know that the majcimized likelihood of 
the larger model will be bigger. We should draw a conclusion concerning model fitness 
based on the following observations: 
• Case 1: MQ C MI, X € (0.1). .'X.n extremely Icirge posterior predictive p-vjilue 
(ppp-value) means aji unusually large difference between models MI and MQ on 
the observed data (A ss 0) indicating poor fitness of the model MQ. 
• Case 2; Mo 5 A G (l.oo). An extremely large ppp-value means not much 
difference between models MI and MQ (A « I) so that MQ does not improve on 
the fit of Ml as much as might have been expected. 
Formally in case 2, the model MQ can be said to fail in the sense that MI provides the 
same fit with fewer parameters. This, however, puts the question into more of a model 
selection framework for which Bayes factor might be a better resolution. In practice, we 
would not recommend posterior predictive model check if the larger model is the null 
model. We do however include this case in simulations. 
In the situation where MQ and MI are not nested, then either an extremely large 
or small posterior predictive p-value can indicate poor fitness of model :V/o. The model 
assessment merely suggests that Mq is inadequate, it does not imply that model Mi will 
be adequate for this data set. To answer the latter question, we can fit the data using 
model Ml, and then check the adequacy of the model. 
One point is noteworthy here. It is clearly possible to check the adequacy of Mq 
using Ml to define the alternative and to check the adequacy of Mi using Mo to define 
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the alternative. Since different null models are used to generate the replications, the 
two model assessments need not provide consistent results. In fact, in view of the 
conservatism of posterior predictive checks noted in Gelman et al (1996) eind others, it 
is possible that neither model will be judged a failure. 
4.2.4 Range of mixture proportions 
In the discussion of finite mixture of linear regression models, we introduced two 
types of finite mixture models, the mixture model with constant mixture coefficients 
(M{Ck', dx)) cind the mixture model with mixture coefficient defined by a logistic model 
{M[LK',dx)). The latter probabilistically classifies each observation into a particular 
group based on covariates through logistic functions. The distinction between these 
models is important because is much easier to fit, typically converging much 
faster, but represents a considerable simplification of that may not be relevant 
in applications. In order to determine whether M{Cfc:di;] provides an adequate fit or 
if M{LK',dx) is needed, we design a discrepancy measure which captures the difference 
between these two types of models: the difference in mixture coefficients. 
VVe call this measure the range of mixture proportions. It is intended for use as a 
diagnostic to evaluate the adequacy of :V/(C2;rfr)- It measures whether the proportion 
of observations in each mixture component is constant across the covariate space. VVe 
describe the approach assuming there are only two mixture components. We assume 
that the covariate space is partitioned into R disjoint regions. For the purpose of dif­
ferentiating between models iV/(C2;rfr) and iV/(£,2:</r), an appropriate partition might 
rely on the scalars / = 1, ,n}, where x, denotes the covariate vector for the 
observation, and (5 is a fixed known vector. It is important that S be fixed, it is 
not allowed to vary in different posterior draws. One choice for 5 is the average from 
the Gibbs sampling output of M{L2;dx), another is the MLE for S under the model 
The reason for choosing the XiS's to partition the covariate space is because 
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the iogistic function depends on the covariates in the form of this scalar. We divide 
the scalars into R disjoint intervals {Xi, ,-Vfl}, perhaps taking 
intervals of equal width or taking intervals to contain equal numbers of observations. 
O n c e  t h i s  p a r t i t i o n  i s  d e t e r m i n e d ,  w e  d e f i n e  f o r  a  g i v e n  u ;  a n d  y  u n d e r  a  g i v e n  m o d e l  M  
(usually M{Ci; dx)), Propr(y,u; | M) as the proportion of observations in region Xr that 
belong to the first group, r = 1,..The classification rule that we use is to assign 
an observation to the group if the posterior probability assigned to the group is 
the largest. .A.n alternative would be to use the actual group membership Zi that are 
incorporated in the Gibbs sampling. Finally, define the range of proportion Rprop given 
model M as 
Rprop(y,u; I M) = max Propr(i/,a; | :V/) — min Prop^(f/.u; I :V/). 
Formally this is a discrepancy measure that depends both on the observed data and the 
parameter u;. If Rprop is large then there is considerable variation in group membership 
over the covariate space. If Rprop(i/,a; | M) is generally larger than Rprop(j/'"'P.u,' | .V/) 
then the model M{C2',dx) is not reflecting the variation in group membership across the 
covariate space. 
To apply the same approach with A' > 2 requires one additional step. Since it is not 
sufficient to focus only on the proportion in one group, we must introduce a measure to 
capture the heterogeneity in group composition across regions of the covariate space. 
The implementation of the posterior predictive check using the range of mi.xture 
proportions requires a fixed S, a constant vector which defines a partition of covariate 
space. Normally, we can use the MLE for M{Lfc: D^) as 5. or we Ccm try several different 
S's. Naturally, this technique is most useful if we are only fitting model M{Cf^;dr). 
We summarize by describing the algorithm for the Rprop diagnostic. Assume we 
are fitting model M (often M [C k ; d^:)). Draw a sample = I,..., J} from the 
posterior distribution of the parameter under model M. For each j = 1,..., J, 
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• Simulate replicated data t/'"®'' •' from model M .  
• Calculate Rprop(^/,u^') and Rprop(y''®'' •',0^) for a specified S. 
A scatter plot of {(Rprop(y'''''•',0^), Rprop(y,u;^)), j =  1 , . . . ,  J} will reveal sufficient 
information about the fitness of the model M to the given data. We can estimate the 
p o s t e r i o r  p r e d i c t i v e  p - v a l u e  b y  t h e  p r o p o r t i o n  o f  t h e  J  p a i r s  f o r  w h i c h  { D { y ' ' ' ^  , u ! ^ )  
exceeds D{y,uj^)). The p-value close to one indicates inadequacy of the current model, 
in that the observations from the first subpopulation seem to concentrate more in one 
part of the covariate space than would be expected under the model. 
4.3 Model diagnostics examples 
In this section, we illustrate via simulated examples the use of posterior predictive 
checks for model assessment. Simulation is a powerful tool because it allows us to study 
the performance of diagnostics when we know the true model. In aji application, we 
typically have one data set to work with, for which the correct model is unknown. In 
addition, using simulation we can replicate the diagnostic procedures for a number of 
data sets generated from a single model, and determine the percentage of cases for which 
the model assessments lead to correct conclusions. This is a form of power calculation 
for the diagnostic measure. 
We will use the following models in the course of our simulations. 
1. M { C i ;  1): A simple linear regression y  ~  N { x .  I), where x  ~ unif(0,o). 
2. iV/(C2;l): Mixture with constant coefficients y ~ .7iV(x, l)+.3yV(5—a:, 1). where x ~ 
unif(0,o). (used in Section 2.2.1 eind Section 3.4.1) 
3. M(Z,2; 1): Mixture with logistic regression coefficients y ~ gi(( —1, — .2), x)iV(x, I)+ 
(I -^i((-L-.2),x))iV(5-x, 1), where 5ri((-l, -.2),x) = i^e?p(-7-.2L) and x ~ 
unif(0,5). (used in Section 2.2.2 and Section 3.4.2) 
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4. iV/(C2;4) The true parameters of this model is set to be 6i = 1/(1 + exp( —1)) fn 
0.73, (<ri,o-2) = (.05,.07), = (1,1,1,1,1) and 02 = (10,10,10,10,10). The 
covariates are taken from a real data set described in Chapter 5. Their actual 
values and meaning are not relevant here. 
5. iV/(L2; 4) The true parameters of this model is set tobe^i = ( —1, —.5, —.5, —.5, —.5), 
(<^i,o'2) = (-05, .07), /?x = (1,1,1,1,1) and /?2 = (10.10,10,10,10). The covariates 
here are the same as in M{C2',4). 
Note that the first three models are the same models that have been used throughout. 
The remainder of this section is organized around the choice of discrepancy measures. 
Our basic approach is to generate data from one of the models, fit the resulting data 
using a hypothesized model (either the correct model or one of the others), and apply 
posterior predictive model checks to assess the fit of the hypothesized model. 
4.3.1 Percentile measures 
VVe demonstrate the approach using percentiles of the distribution of y as test statis­
tics. Recall, for this measure we assess whether the fitted model generates data similar 
to the observed data. These would not be expected to be especially powerful diagnostic 
measures since any regression model should accommodate the full range of y values. We 
will report posterior predictive pKvalues for 4 different percentiles (o%.25%,75%.95%) 
for each fitted model. 
Table 4.2 provides results for a single data set (n = 200) generated from the model 
M(Ci;l). Figure 4.1 shows histograms of the posterior predictive distribution of the 
95"'%ile under .3 different models, M{Ci; 1), iV/(C2; 1) and M{L2;l). Note that for all 
three fitted models the posterior predictive distribution concentrated on values of y.95 
larger than the values in the observed data. In fact the posterior predictive p-values is 
greater than .90 for each suggesting that none (including the true model) fit these data. 
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Figure 4.1 Histograms show posterior predictive distributions of 9.5"'%ile of 
y when fitting M(Ci; 1), M[C2', 1) and M(L2; 1)- The data set 
{n = 200) is from M{Ci; 1). 
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Table 4.2 Posterior predictive check on models A/(Ci;l), iV/(C*2; I), and 
1) using percentiles of y as discrepancy measure. Data set 
{n = 200) is generated using M{Ci; 1). 
Posterior predictive p-values 
Percentile M(Ci;l) M { C 2 ; 1 )  iV/(^2;l) 
0.77 0.71 0.65 
25'"% 0.79 0.73 0.76 
75'"% 0.19 0.22 0.15 
95'"% 0.91 0.94 0.92 
We see in Table 4.2 that this occurs ordy for the 95"'%ile and may wonder if this is a 
fluke of the simulated data set. 
In order to answer this question, we repeat the experiment 100 times. Then for 
each cell of Table 4.2, we calculate the percentage of unusual ppp>-values. perhaps those 
outside of the interval (.1,.9). Low ppp-vaJues mean the observed percentile is much 
higher than the replicated ones. High ppp-values mean the observed percentile is much 
lower than the replicated ones (as in Figure 4.1). In either case, there is strong evidence 
that the model doesn't fit. VVe expect that the percentage of unusual ppp-values using 
fitted model M{C\,: 1) should be low since model M{CI, 1) is the one that generates the 
data set. VVe should e.xpect higher percentage of unusual ppp-values using fitted models 
M{C2', 1) and iV/(£2; 1)- Table 4.3 shows the result. In the simulations, we did in fact 
find low percentages of unusual ppp-values using fitted model M{Ci: 1). However, we 
also found that none of these percentiles are sensitive for assessing model adequacy when 
we actually fit the incorrect models, 1) and MiL^; 1). It is not too surprising that 
the models M{C2', 1) and M { L 2 ; l )  are not rejected. Both include the true model a s  a 
special case. 
If we think of this model check as a form of hypothesis test, then the first column 
suggests that the size of the test is too small. The null model is rejected less than 5% of 
the time using a p-value cutoff of .9 ajid .1. This shows that posterior predictive p-values 
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Table 4.3 Number of unusual posterior predictive p-\'alues out of 100 sim­
ulated data sets under model M(Ci; 1). 
Percentage of posterior predictive p-values not in (.1,-9) 
Percentile M{C2, I) MiU-A) 
5"^% 4 2 1 
25'"% 3 2 0 
70"^% 3 4 4 
4 2 3 
are not uniformly distributed under the null. The p-values remain a useful diagnostic 
but it should be noted that they do not have the traditional frequentist behavior. 
4.3.2 Loglikelihood measure 
We next describe results using the loglikelihood as a discrepancy measure. Once 
again for this omnibus measure, regardless of which model represented the truth, all of 
the models were accepted as providing adequate fits to the data. To understand why 
the loglikelihood is an ineffective measure we consider the results for a single simulated 
data set. Figure 4.2 is a scatterplot matrix showing the joint posterior distribution of 
Loglklhd(y"P and Loglklhd(j/,u;J). In the ik^'^ (/ = 0,1,2;A: = 0,1,2) element of 
the scatterplot matrix, the true model is M,- and the fitted model is Mk where Mq = 
iV/(Ci;l). Ml = iV/(C2;l) and M2 = M{L2;l). In each plot the points are equally 
split about the 45° line so that the ppp-value is near 0.5. This suggests the data y and 
replicate appear to have similar likelihood values. 
The plots also show large differences in the variation of the log likelihood for y  and 
y"^. Specially the posterior variability of Loglklhd(?/"'' u;-') is significantly greater than 
for Loglklhd(y,uy). To understand why there is such a huge difference, we examine 
a simpler example. Suppose y,- ~ N{9,l),i = and we assume a flat prior 
distribution for 9 ,  p { 0 )  oc 1. Then the posterior distribution for 6  is /V(y, 1/n). Let O - '  
be a draw from the posterior distribution, and y"** •' ~ N{0\ 1), a replicate draw. In 
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this simple case, we can calculate the variances of log p { y  ) 6 ^ )  and log p i y ' ' ' ^  1 over 
the joint distribution of 6^). Fixing y and averaging over the normal distribution 
of0J,  
log p(y 1 ) = c - ^  ^ {yi -
- «=i 
= c'-inZf (Z;~.V(0,i)) 
= c' — (c and c '  axe constants) 
and 
Var (log p { y \ 9 - ' ) )  =  
For the posterior predictive likelihood, the difference between y'"''' and 6^ is normal 
which yields: 
" 1=1 
= (Z, ~,V(0.1)) 
- 1=1 
= c — (c is a constant) 
and 
Var (log p(t/-P 1 9^)) = 
Thus the patterns in Figure 4.2 are to be expected. In fact, this simple example pro­
vides considerable insight. If n = 200 as in the mixture example, then the standard 
deviations of log p[y \ 9^) and log piy""'^ ^ | 9^) in our simple normal model are .5 and 10 
respectively. Comparing to the upper left scatter plot in Figure 4.2, we find that these 
are approximately the order of magnitude exhibited by the log likelihood measure for 
the finite mixture models. 
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^re 4.2 Scatter plots of {(LogIklhd(y'''^P •',0^), LogIklhd(y,uy)), j = 1,.... 
for each combination of true model and fitted model among 
the three models MQ, MI and M2, where MQ = M(Ci;l), 
Ml = M(C2; 1) and = M[L2; 1). 
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4.3.3 Likelihood ratio test statistic 
Model assessments based on overall measures like percentiles of the distribution of y  
or the loglikelihood are not successful in distinguishing among the finite mixture models 
considered here. In this section we consider the likelihood ratio test statistic as a diag­
nostic. We might expect this to perform better because it provides a diagnostic focused 
on a specific alternative. We briefly review this model diagnostic approach. Assume that 
we are checking the fit of model Mq to a given data set y with covciriates x. For each 
posterior draw of the parcimeters under model Mq, a replicate data set is generated 
from the predictive distribution of the model Mo, using the same covariates x from the 
original data {y,x). To compute the LRT statistic we require the MLE for both model 
Mq and model Mi, where :V/i is an alternative model. The EM algorithm finds MLE 
in a stable, but slowly converging way for finite mixture models. Multiple searches are 
required to find the global MLE. This model diagnostic approach can be quite time 
consuming for this reason. 
As with the previous experiments, our general approach is to generate data y  from 
a specified "true" model, and then assess the fit of a hypothesized model to the data. 
Note that for this diagnostic, we need to specify an alternative model to define our test 
statistic. There are thus three models in a simulation scenario: the data generating 
or true model, the hypothesized model and the alternative model. For example, if we 
select iV/(C2; 1) as a hypothesized model (regardless of the true model), then we might 
consider an alternative model chosen from among the following 
• M{Ci; 1): A simple linear regression; 
• M{L2; I): -A mixture of two linear regressions with logistic regression as propor­
tions: 
• M{C3; 1): A mixture of three linear regressions with constant proportions; 
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• M{L3; 1): a mixture of three linear regressions with logistic regression as propor­
tions. 
For a given alternative model, we will end up with the posterior predictive distribution of 
the LRT statistic and the observed LRT can be compared to this reference distribution. 
Since the LRT compares two nested models, we define extreme ppp-values as being 
values laxger than .9. 
Figure 4.3 shows results for a single data set simulated from M{C2', 1), again we use 
the parameter values given in Section 3.4.1. The first histogram is the distribution of the 
LRT testing M{C2; I) against M{Ci; 1). This is an exajnple of Case 2 in Section 4.2.3 
because the laxger model is being evaluated using the smaller model as an alternative. 
Though not recommended we include such cases in the simulation in order to study the 
behavior. .\n unusual small value here would give us concern about whether M{C2'. 1) 
might be overfit to the data. We obtain a ppp-value of 0.24 which does not seem 
large. The remaining three histograxns give the distributions of LRT using more complex 
models. This is the more natural form of the diagnostic (Case I of Section 4.2.3). We 
find in fact that the ppp-values are all less than 0.9, there is no indication that model 
iV/(C2; 1) does not fit the simulated data. 
Table 4.4 summarizes the result for 100 simulations like the one summarized in Figure 
4.3, ail for the case in which the true model is the hypothesized model. There are very 
few ppfHvalues larger than .9. This is true for all comparisons. The diagnostic does not 
reject the null model when it is true, as expected. 
Table 4.4 presents only the number of simulations for which the ppp-values is greater 
than .9. It can be helpful to examine the distribution of ppp-values. Figure 4.4 provides 
a histogram of the ppp-values for each row of Table 4.4. We see in many instances 
that the distribution is not uniform under the null model which can make interpretation 
difficult. 
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Figure 4.3 Histograms of {Lrt(t/''®'' ^),j = 1,..., 100} and the realized value 
Lrt(y) for each combination of a hypothesized model M{C2', 1) 
with an alternative model among models iV/(Ci;l), M{L2;l), 
M{Cz', 1) and M{Lz; I). The simulated data are 200 observations 
from M{C2; 1). 
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Table 4.4 Percentage of unusual posterior predictive p-values in 100 simu­
lated data sets using the Lrt statistic. The simulated data are 
200 observations from the hypothesized model. 
Hypothesized Alternative % of ppp-values Reject hyp. model? 
model model >.9 (Reject) (Y-Yes, N-No, I-Inconclusive) 
iV/(Ci;l) M i C r A )  7% 
iV/(Ci:l) M { L 2 - A )  8% 
M(C2;I) iV/(Ci:l) 0% N 
M { C r , l )  M { L 2 - A )  11% N 
M(C3;1) 0% N 
M { C 2 ; 1 )  M(l3;l) 5% N 
M { L 2 ; 1 )  M(Ci;l) 1% N 
M ^ C r A ]  7% N 
iV/(l2;l) M(C3;1) 9 %  N 
M(£3;1) 0 %  N 
M ( C 2 ; 4 )  M { C , A )  0 %  N 
M{C2-A)  M{L2A)  3 %  N 
MICRA)  M{C^A)  0 %  N 
M{L2-A)  M{C xA)  1 %  N 
MILRA)  M{C2A)  10% N 
M[L2-A)  MIC^A)  2% N 
Table 4.5 Percentage of unusual posterior predictive p-values in 100 simu­
lated data sets using the Lrt statistic. The simulated data are 
200 observations from the alternative model. 
Hypothesized model .Alternative model Percentage of ppp>-values > .9 
(Reject the hypothesized model) 
^V/(Ci;l) M(C2:1) 100% 
M(Ci;l) ^ f ( L 2 A }  100% 
m C 2 A )  M(Ci;l) 48% 
M ( C 2 A )  M { L 2 A )  37% 
M(Ci;l) 9% 
M ( L 2 A )  M { C 2 A )  12% 
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Figure 4.4 Histograms of 100 ppp-values from each comparison using Lrt 
measure. The % denotes the proportion of ppp-values no less 
than .9. Data are generated under the null model. 
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To demonstrate the power of posterior predictive assessment using the LRT discrep­
ancy measure, we calculate the percentage of data sets simulated under the alternative 
model for which the hypothesized model was rejected. Table 4.5 shows the results of 
this power calculation for several of the cases from Table 4.4, again using sample size 
n = 200. The power of this method is 100% when the hypothesized model is a pooled 
regression and the alternative model is a mixture of two normal regressions with con­
stant proportions or logistic mixture coeflBcients. The power reduces to about 40-50% 
when the hypothesized model becomes a mixture of two normal regressions with con­
stant proportions and the alternative model becomes the pooled regression or a mixture 
of two normal regressions with logistic mixture coefficients. The power reduces to about 
10% when the hypothesized model is a mixture of two normal regressions with logistic 
mixture coefficients and the alternative model is a pooled regression or a mixture of 
two normal regressions with constant proportions. The last result is not too surpris­
ing because here the alternative is nested within the null model (Case 2 of our earlier 
discussion). Naturally the power of this method is improved by increasing the sample 
size of the data set. For instance, when the sample size increases to n = 800, and when 
the hypothesized model is a mixture of two normal regressions with constant propor­
tions and the alternative model is a pooled regression model or a mixture of two normal 
regressions with logistic mixture coefficients, the power of this method improves from 
40-50% to 80%. 
4.3.4 Range of mixture proportions 
The range of mi.xture proportion measure is specifically designed to detect the differ­
ence between models ^x) and M{LK',dx). -A.s model M{CKid.x) is easier to fit, in 
the sense that the Gibbs sampler converges more quickly, it may be advantageous to fit 
model M{Cfc:dj;) and then determine if that model is adequate. In the simulations, a set 
of data is generated from a specified true model, and then a hypothesized model is fit. 
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The fit of the hypothesized model to the data is then explored using the posterior pre­
dictive check. Under the fitted model, a sample of parameter values from the posterior 
distribution is obtained, and then replicate data are obtained assuming the hypothesized 
model is true. The range of mixture proportions discrepancy mecisure is then calculated 
for the original data set Rprop(y,u;) and the replicate data set Rprop(t/''®P,u;). VVe split 
the covariate space into 2 intervals for the measure. The joint distribution is displayed 
in a scatterplot and can be summarized by a ppp)-value. Figure 4.5 provides results for 
simulated data. Each row of the figure corresponds to a single data set with n = 200 
observations. The different plots in a row correspond to the fitting and evaluation of 
different models. The diagnostic succeeds in the case for which it was constructed. If 
the data are generated using M{L2; 1) but we fit M{C2'-1). then the range of mixture 
proportions indicates that the observed data do not fit the model. If the correct model 
is fit, no model failure is diagnosed. In the first row we find that when the true model is 
iV/(C2; 1), then neither of the two models is rejected based on this mezisure. This is not 
a surprise because the original data set does not exhibit any variation in the proportion 
from group 1 across the covariate space. 
We repeat the above for 100 true data sets. Table 4.6 summarizes the result of the 
simulation experiment, .\lthough this diagnostic Weis effective in the single example of 
Figure 4.5. the table (line 4) shows that this does not happen consistently when there 
is a single covariate. There are two factors that may explain this. First, the diagnostic 
has much greater power when there is more variability over the covariate space. This 
is evident in the last line of the table when we use four covariates rather than one. It 
is also evident in additional simulations (not reported here) that increasing the range 
of the single covariate increases the power of the diagnostic. Second, the diagnostic is 
much more powerful with larger sample sizes. For n = 800, the percentage of cases in 
which the one covariate constant coefficient model is correctly rejected increases from 
14% to 55%. 
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True:M(C_2;1).Fit:M(C_2;1),p: 0.84 True:M(C_2;1),Fit:M(L_2;1),p: 0.85 
0.0 0.02 0.04 0.06 0.08 0.10 0.12 0.14 
Rprop(y,omega) 
0.05 0.10 0.15 
Rprop(y,omega) 
0.20 
True:M(L_2;1),Fit:M(C_2;1),p: 0.07 True:M(L_2;1),Fit:M(L_2;1),p: 0.33 
0.05 0.10 
Rprop(y,omega) 
0.15 0.05 0.10 0.15 
Rprop(y,omega) 
0.20 
Figure 4.5 Scatter plots of {(Rprop(y'''P Rprop(j/,ay)), j = 1 100} 
for each combination of a true model and a fitted model chosen 
from models iV/(C2; 1) and M(L2; 1). 
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The posterior predictive model check using this measure is not effective in diagnosing 
failures of the model dx). This is not surprising because if the data are generated 
with constant mixture coefficients but we fit the model with logistic mixture coefficients, 
then we are likely to conclude that the logistic mixture coefficients model may still 
fit the data with certain logistic parameters equal to zero. In fact, the best way to 
assess the need for the logistic model is to fit it and examine the posterior distribution 
of the parameter S that distinguishes it from the constant mixture coefficient model. 
These experiments demonstrate that it is possible to construct discrepancy measures 
that are able to identify specific model weaknesses. This particular exajnple shows 
that it is possible to reject the constant mixture coefficient model without having a 
specific alternative. The diagnostic merely assesses the appropriateness of the constant 
coefficient assumption. 
Table 4.6 Percentage of unusual posterior predictive p>-values in 100 simu­
lated data set using the range of mixture proportions as the dis­
crepancy measure. Sample size is n = 200 for models M(C2:1) 
a n d  i V / ( Z , 2 ;  1 ) ;  n  =  3 0 7  f o r  m o d e l s  i V / ( C 2 ; 4 )  a n d  M { L 2 ; 4 ) .  
True Fitted % of pppvalues Reject fitted model? 
model model <•1 or >.9 (Y-Yes, N-No, I-Inconclusive) 
M(C2;I) 2% N' 
M i L i - A )  0% .N' 
M { L 2 - A )  M(£2;1) 1% N 
M i U ; ! )  M(C2;1) 14% I 
M(C2;4) M(C2;4) 39% N 
iV/(C2;4) M { L 2 - A )  2% N 
M { L r A )  M { L 2 A )  0% N 
M { L r A )  M(C2;4) 100% Y 
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CHAPTER 5 GENDER DISCRIMINATION IN 
HOUSEHOLD SPENDING IN BANGLADESH 
The previous chapters establish tools for inference and model cissessment for finite 
mixture models of linear regressions. We apply these tools to data studied by Morduch 
and Stem (1997) on household spending in Bangladesh. 
5.1 Description of the data 
In economics, there hcis been increzised interest in the role of gender on household eco­
nomic decisions. In particular, it has been argued that girls receive fewer resources. One 
form of evidence is higher mortality for female in countries with developing economies 
(Sen 1984). Studies that have explicitly looked for evidence of gender differences in 
household spending have generally not found evidence of discrimination. For example. 
.\hmad and Morduch (1993) find no evidence of discrimination in the 1988 Household 
Expenditure Survey (HES) in Bangladesh. The absence of direct evidence in spending 
data is surprising given the mortality evidence in Bangladesh and various other studies. 
This motivated an examination of child health outcomes in Bangladesh. It is possible 
that there is no discrimination in spending but that females are denied resources at 
crucial times so that there is discrimination in outcomes. The 1988-89 Child Nutri­
tion Survey conducted by the Bangladesh Bureau of Statistics covered 1555 households. 
This was approximately a 50% resurvey of households in the 1988 HES in Bangladesh. 
For a more detailed description, see Morduch and Stem (1997). For each household, a 
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variety of household-level socio-economic variables and child-level anthropometric data 
were collected for each child between the ages of six months and six yetirs. Since the 
hypothesized phenomenon concerns households, we treat the household as the basic unit 
of analysis. Following Morduch and Stem's analysis, we focus on 307 households with 
at least one male and one female child, 675 children in all. Households with children of 
only one gender do not address the discrimination question. The response variables for 
a single household are differences between the logarithm of the mean health status for 
male children and the logarithm of the mean health status for female children. Several 
measures of health axe available in the survey, we focus on a height-for-age measure. 
Table 5.1 describes explanatory variables and the response variable. In the following 
sections, we analyze these data using likelihood and Bayesian methods. Finally we use 
the model assessment techniques of Chapter 4 to decide if a mixture model provides a 
suitable fit. 
Table 5.1 Description of the Bangladesh data set (n = 307 households) 
Variable names Type Descriptions 
E.xplanatory 
Variables 
.'\GE Continuous Log age of woman head of household 
INCOME Continuous Log per capita income 
HINDU Binary Hindu dummy variable 
RURAL Binary Rural dummy variable 
HHSIZE Continuous Log household size 
FEMEDl Binary Mother has primary education only 
FEMED2 Binary Mother has secondary education or more 
DISTMED Continuous Log distance to medical facility 
DISTCTR Continuous Log distance to regional center 
FEMOLD Binary Girl is oldest dummy variable 
Response 
Variable 
Dk Continuous Male average of log height-for-age 
minus female average of log height-for-age 
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5.2 Preliminary data analysis 
We begin by repeating the likelihood analysis of Morduch eind Stem. In their analysis, 
all of the continuous variables were centered around their sample means. Since the 
response variable is the difference of the logarithm of the male average of height-for­
age and the logarithm of the female average of height-for-age within each household, 
the variance across households would be expected to depend on the number of male 
and female children. .An approximation to the variance of each household h would be 
= .o<T^(l/n/,6-|-l/n/,j) where rihb and n^g are the aumber of boys and girls respectively. 
T h e  v a r i o u s  r e g r e s s i o n  m o d e l s  t h e r e f o r e  a r e  w e i g h t e d  w i t h  t h e  w e i g h t  f o r  h o u s e h o l d  h  
inversely proportional to the variance, Wh = 'luhbTihg/[nhb + n^g). 
Table 5.2 Pooled regression analysis 
Variable Parajneter 
Estimate 
Standard 
Error 
T for Ho: 
Parameter=0 
Prob > |T| 
INTERCEPT 0.0006 0.010 0.057 0.9544 
.AGE -0.0150 0.021 -0.720 0.4722 
INCOME -0.0072 0.011 -0.686 0.4934 
HINDU -0.0051 0.016 -0.316 0.7525 
RUR.AL 0.0055 0.012 0.465 0.6422 
HHSIZE 0.0083 0.015 0.573 0.5671 
FEMEDl -0.0065 0.011 -0.600 0.5491 
FEMED2 -0.0187 0.016 -1.19 0.2351 
DISTMED -0.0057 0.005 -1.229 0.2200 
DISTCTR 0.0091 0.006 1.529 0.1274 
FEMOLD 0.0121 0.008 1.440 0.1509 
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To search for discrimination we regress the response variable on the explana­
tory variables. If there is no discrimination eimong the households, then none of the 
coeflBcients should be significant. A genercd pattern of discrimination will show up as a 
significantly positive intercept. If discrimination is present, and the amount of discrimi­
nation is related to a covariate, then the coefficient of that covariate should be significant. 
A pooled regression analysis (see Table 5.2) shows that none of the coefficients are sig­
nificant from zero. The F-test often used to mecisure the overall fit of a regression is not 
significant. The of the regression is only 0.034, the pooled regression thus provides a 
very poor explanation of the variability in child health outcomes. Obviously, the pooled 
regression aneJysis, like the analyses of household spending data, provides no evidence 
of gender bias. .A.s remarked earlier, this is surprising in view of the mortality evidence. 
Morduch and Stem conjecture that the regression analysis may not find any evidence 
of discrimination due to heterogeneity in the population. There may be two or more sub-
populations among the households surveyed, with some subpopulations discriminating 
and others not. Mixture models of linear regressions with two or more components will 
capture such structure if it is present. Table 5.3 displays the MLE obtained using the EM 
algorithm as described in Section 2.2 together with approximate asymptotic standard 
errors under the model M{L2; 10). The approximate standard errors are obtained from 
the inverse of the matrix of second derivatives of the log likelihood function evaluated 
at the MLE. The second derivatives are computed via numerical approximation. 
The new model classifies 307 households into two groups, one with 59 households and 
the other with 248. In the larger group, the girls actually have an advantage of about 
4% (the intercept) over boys in households having average values for each covariate ajid 
the base condition for each dummy variable (urban, muslim, uneducated mother, oldest 
child is male). In the smaller group, the boys have a 8% advantage over girls for the 
baseline household. Both findings are significant. In the larger group, the coeflScients 
of RUR.A,L, FEMEDl and DISTMED are significant. Rural families tend to have small 
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Table 5.3 MLE and standard error using M(Z^2; 10): A mixture of two re­
gressions with logistic mixture coefficients 
Group 1 Group 2 Logit 
Variable estimate estimate estimate 
(std error) (std error) (std error) 
Intercept -0.0372 0.0773 -0.0203 
( 0.0139) ( 0.0165) ( 0.6094) 
AGE 0.0025 0-0221 0.8756 
( 0.0221) ( 0.0439) ( 1.6372) 
INCOME -0.0154 0.0289 0.7596 
( 0.0109) ( 0.0195) ( 0.7510) 
HINDU -0.0177 -0.0357 -0.7938 
( 0.0158) ( 0.0254) ( 0.9972) 
RURAL 0.0274 0.0468 2.6499 
( 0.0121) ( 0.0259) ( 1.2070) 
HHSIZE -0.0174 -0.1619 -3.7098 
( 0.0174) ( 0.0381) ( 1.2711) 
FEMEDl 0.0308 -0.2569 2.6730 
( 0.0131) ( 0.0337) ( 1.5549) 
FEMED2 0.0043 0.0322 2.9824 
( 0.0151) ( 0.0657) ( 1.5948) 
DISTMED -0.0126 0.0196 0.2723 
( 0.0046) ( 0.0075) ( 0.2936) 
DISTCTR 0.0032 -0.0109 -1.2998 
( 0.0058) ( 0.0131) ( 0.8950) 
FEMOLD 0.0091 0.0461 -0.0331 
( 0.0088) ( 0.0169) ( 0.6468) 
Regression std error 0.0583 0.0469 
( 0.0666) ( 0.1274) 
Proportion 0.8094 0.1906 
Number of households 248.48 58.52 
log likelihood .398.51 
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Table 5.4 MLE and standard error using M(C2; 10): A mixture of two re­
gressions with constant mixing coeflBcients 
Group 1 Group 2 
Variable estimate estimate 
(std error) (std error) 
Intercept 0.0576 -0.0353 
( 0.0244) ( 0.0132) 
AGE -0.0151 -0.0184 
( 0.0422) ( 0.0232) 
INCOME 0.0174 -0.0218 
( 0.0201) ( 0.0120) 
HINDU 0.0097 -0.0101 
( 0.0329) ( 0.0169) 
RURAL -0.0066 0.0156 
( 0.0258) ( 0.0128) 
HHSIZE -0.0141 0.0183 
( 0.0281) ( 0.0168) 
FEMEDl -0.106.3 0.0493 
( 0.0422) ( 0.0168) 
FEMED2 -0.0990 0.0242 
( 0.0460) ( 0.0214) 
DISTMED 0.0153 -0.0163 
( 0.0106) ( 0.0062) 
DISTCTR 0.0143 0.0042 
( 0.0120) ( 0.0068) 
FEMOLD 0.0231 0.0083 
( 0.0178) ( 0.0093) 
Regression std error 0.0684 0.0505 
( 0.1214) ( 0.1069) 
Proportion 0.3677 0.6323 
( 0.1276) ( 0.1276) 
Number of households 112.88 194.12 
log likelihood 390.70 
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difference between female and male he<dth outcomes. Similarly, the mother having 
some education reduces the advantage of females. Finaily, being further from medical 
center increeises the advantage of females. In the smaller group, the difference of average 
boys height-for-age and average girls height-for-age is sensitive to the variables HHSIZE, 
FEMEDl, DISTMED and FEMOLD, where small households, those having a girl as the 
eldest children, those with less educated mother and those farthest from medical centers 
associated with better health outcome for males. The logistic regression is dominated 
by the rural dununy variable, household size cind mother's secondary education. We do 
not spend more time interpreting this model now, as Morduch and Stem's analysis and 
our reanalysis find that the mixture with logistic mixing weights does not improve the 
fit significantly over the pooled regression. Morduch and Stern also fit model M{C2:10) 
with constant proportions, they find that this model does improve upon the pooled 
regression. Table 5.4 shows the MLE using model iV/((7>: 10). The interpretation of 
coefficients is similar to that for M{L2', 10). There appear to be fewer significant variables 
in the constant mixture coefficient model. 
5.3 Covariate selection 
For simplicity of presentation, we try to reduce the number of explanatory variables 
while still retaining the important factors that affect the response variable. We use a 
sequence of LRTs to evaluate the importance of individual predictor. Note that though 
the LRT can not be used to assess the number of mi.xture components, they are ap­
propriate for this use. These tests suggest elimination of predictors HINDU, HHSIZE, 
FEMEDl, and FEMED2. We also note a high correlation between the two distance 
measures, DISTMED and DISTCTR. These two variables are equal except for a hand­
ful of households. To avoid having a few cases with large influence we delete DISTMED. 
A more detailed discussion on variable selection methods, such as Occam's window can 
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be found in Madigein and Raftery. 
We reconsider the likelihood analysis using the new restricted set of explanatory 
variables AGE, INCOME, RURAL, DISTCTR and FEMOLD. Table 5.5 displays the 
MLE and standard errors for fitting M{L2;5) and Table 5.6 gives results for M(C2'.o). 
The simplified model shows an estimated 6.5% advantage of boys over girls in one group 
of 139 households for the bziseline households (urban, Muslim, oldest child is male, and 
continuous variables equal to their means). In the other group the girls have a 4.3% 
advantage over boys. Both intercepts are significajit. In the group of 139 households, the 
coefficients of INCOME and DISTCTR are significant with low income and greater dis­
tance to the local center being associated with better health outcomes for male children. 
In the other group of 168 households, the coefficients of RURAL and DISTCTR 
Table 5.5 MLE and standard error using M(Z,2;5): A mi.xture of two re­
gressions with logistic regression as mixing coefficients 
Group I Group 2 Logit 
Variable estimate estimate estimate 
(std error) (std error) (std error) 
Intercept -0.0425 0.0647 0.5451 
(0.0134) (0.0281) (0.7614) 
.'^GE 0.0047 0.0398 2.1183 
(0.0229) (0.0348) (1.2051) 
INCO.VIE 0.0186 -0.0681 -0.3072 
(0.0161) (0.0224) (0.7621) 
RURAL 0.0454 -0.0733 0.3895 
(0.0148) (0.0369) (0.8138) 
DISTCTR -0.0200 0.04.39 -0.7416 
(0.0066) (0.0177) (0.3892) 
FEMOLD -0.0123 0.0182 -1.0143 
(0.0124) (0.0183) (0.5994) 
Regression std error 0.0542 0.0705 
(0.0881) (0.0829) 
Proportion 0.548 0.452 
Number of households 168.24 138.76 
log likelihood 387.81 
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are significantly from zero with urban households and those far from the local center 
tending to have better health outcome for female children. Also the coeflBcients of 
AGE, DISTCTR and FEMOLD in the logistic portion of the model are approximately 
significant. In the next section, we demonstrate the Bayesian approach to inference on 
this model. 
Table 5.6 MLE and standard error using M(C2;o): .A. mixture of two re­
gressions with constant proportions 
Group 1 Group 2 
Variable estimate estimate 
(std error) (std error) 
Intercept -0.0153 0.1370 
( 0.0097) ( 0.0323) 
.\GE -0.0163 0.0565 
( 0.0165) ( 0.0443) 
INCOME 0.0057 -0.1773 
( 0.0114) ( 0.0395) 
RURAL 0.0212 -0.1905 
( 0.0120) ( 0.0404) 
DISTCTR -0.0035 0.1139 
( 0.0050) ( 0.0185) 
FEMOLD 0.0046 0.0696 
( 0.0085) ( 0.0315) 
Regression std error 0.0639 0.0474 
( 0.0553) ( 0.2709) 
Proportion 0.8813 0.1187 
( 0.0432) ( 0.0432) 
Number of households 270.5714 36.4286 
log likelihood 384.3781 
5.4 Bayesian inference 
The standard errors of the classical analysis are based on large sample theory. Since 
we have only 307 households, it may not be appropriate to rely on asymptotic inference. 
We now consider Bayesian inference for the same model. We take prior distributions 
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as in Chapter 3. i3j ~ N { 0 . 1 / K p ) ,  c r j  ~ Inv-\^(4.01,0.05^) zind ~ iV(0,//kj), where 
K0 and Ks are precision parameters. VV'e try to keep the precision parameters small so 
that the priors are relatively non-informative connpared to the likelihood. We selected 
prior precisions Kfj < 7.3 and ks < .007 which yield standard deviations for the prior 
distributions approximately 10 times higher than the standard deviations determined 
by the likelihood analysis. The use of the data to choose some of the hyperparameters 
is an empirical Bayes strategy, though we don't formally rely on empirical Bayes. The 
Gibbs sampler is used to simulate five separate chains of length 1000 iterates, each 
with 1000 iterates bum-in. The Gelman-Rubin statistic is calculated to verify that the 
Markov chain has converged to its stationary distribution. Figure 5.1 shows the time 
series plots of the Gibbs sampling output. In each plot the first 1000 iterations are 
from the first chain, the second 1000 iterations are from the second chain, and so on. 
The posterior mean and the 95% posterior interval are calculated for each parameter in 
the model iV/(Z,2;5) by combining the results from the five separate chains. The results 
are given in Table 5.7 along with the corresponding MLE. The MCMC simulation has 
converged since each Gi:R statistic is less than 1.10. The Bayesian inference of M[L2',o) 
shows enormous difference from the likelihood inference of :V/(Z!,2;5), as we compare the 
posterior means and the MLEs of the parameters. 
These large differences may be due to the fact that the Bayesian analysis appears 
to sample additional modes beyond the mode that corresponds to the MLE. Using the 
Bayesian approach, we have a broad picture of what the joint posterior distribution of 
the parameters looks like. The existence of possible multiple modes can be inferred 
from Figure 5.1 by observing that the sequences appear to spend time sampling near 
more than a single value. For example, in the last plot of Figure 5.1, the number of 
observations belonging to the first group appear to occasionally take values near 180 and 
near 260. This occurs within more than one of the 5 independent chains. The time se­
ries plot of the loglikelihood sequence also indicates the existence of several minor modes, 
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Table 5.7 Results from posterior emalysis of the Bangladesh data using 
model M{L2',o). The sample size is n = .307, the prior preci­
sions are = 7.3 and ks = .007. 
Parameters Posterior means MLE (std error) 95% posterior intervals 
/^ii -0.009 -0.0425 (0.01.34) (-0.037, 0.021) 
/?12 0.000 0.0047 (0.0229) (-0.048. 0.039) 
As -0.005 0.0186 (0.0161) (-0.037, 0.020) 
0.012 0.0454 (0.0148) (-0.023, 0.046) 
A 5 -0.001 -0.0200 (0.0066) (-0.018. 0.021) 
Ae 0.002 -0.0123 (0.0124) (-0.022. 0.027) 
/?21 0.014 0.0647 (0.0281) (-0.081. 0.147) 
A?22 -0.056 0.0398 (0.0348) (-0.274, 0.073) 
/?23 -0.002 -0.0681 (0.0224) (-0.124, 0.102) 
.324 0.035 -0.0733 (0.0369) (-0.081, 0.160) 
^25 -0.011 0.0439 (0.0177) (-0.086, 0.0.56) 
Ae 0.012 0.0182 (0.0183) (-0.079, 0.131) 
0"1 0.067 0.0542 (0.0881) (0.055, 0.084) 
0"2 0.076 0.0705 (0.0829) (0.048, 0.100) 
^11 0.719 0.-5451 (0.7614) (-3.281. 5.336) 
Si2 -0.195 2.1183 (1.2051) (-6.136, 7.911) 
^13 1.925 -0..3072 (0.7621) (-2.883. 7.471) 
^14 3.74.5 0..3895 (0.8138) (-7.314, 11.790) 
<^15 -2.507 -0.7416 (0.3892) (-7.417, 4.706) 
^16 -1.293 -1.0143 (0.5994) (-6.311. 3.8.57) 
apparently with nonnegligible probability mass around these minor modes. To examine 
whether these results are genuine we ran the MCMC algorithm for a longer period before 
taking samples. The same results are obtained confirming that this is the stationary 
behavior of the Markov chain. The simulations in Chapter 3 demonstrate that with 
a single dominant mode, the Bayesian approach should produce similar results to the 
MLE. If there is not a single dominant mode than the MLE is just a local feature of 
the likelihood function, and we may prefer the Bayesian approach which can provide a 
global picture of the likelihood function (assuming the prior is diffuse). In the mixture 
models context where the existence of multiple modes is not unusual, we recommend 
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the Bayesian approach. .A.t the same time it should be realized that there is considerable 
difficulty in getting reliable Bayesian inferences with multiple modes. 
We increased the prior precisions to kq  = 73 and ks  = .07 and reran the analysis. 
Figure 5.2 displays the Gibbs sampling output with higher prior precisions. There is less 
evidence of multiple modes now. We do not recommend increasing prior precision as a 
way to get more stable results. It is never a good idea to increase the prior precision 
unless we have substantial prior knowledge in a particular problem. 
We also carried out a Bayesian analysis using the constant proportion mixture model 
M(C2;5). The prior distributions are cissumed to be jSj ~ N{0, f f k^). <j^ ~ Inv-
X^(4.01,0.05^) and (<^1,^2) ~ Dirichlet(Q,a) with kq = 7.3 and ai = = 5. Figure 
0.3 shows the time series plots of the Gibbs output by combining the results from the 
five separate chains, as in Figure 5.1. The results are given in Table 5.S along with the 
corresponding MLE. The Bayesian analysis of M{C2;o) produces posterior means of the 
parameters much closer to the MLEs than those in the analysis of M(Z^2? -5). The width 
of each 95% posterior interval produced using model M{C-2;o) is about the same as in 
fitting model 
5.5 Model assessment 
In the preceding sections of this chapter, we considered three models for the Bangladesh 
data set: a single linear regression model, the mixture A/(C2;«ir) and the mixture 
M{L2;dj:). It is natural to ask whether the mixture models do in fact fit the data. 
Here we review traditional methods and posterior predictive methods for assessing the 
fit of these models. 
Table 5.9 lists the log likelihood vaiues at the MLE using the three models AI{Ci; dr)-, 
M{C2;dx) and M{L2',dx) where the number of co\'ariates d^ is 5 and 10. We use the 
traditional likelihood ratio test to give a rough comparison among these models, even 
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Figure 5.1 Five thousand simulations from the posterior density of the pa­
rameters in model M{L2;o) using the Bangladesh data. The 
sample size is n = 307, the prior precisions are Kp = 7.3 and 
Ks = .007. 
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Figure 5.2 Five thousand simulations from the posterior density of the pa­
rameters in model M(Z,2;5) using Bangladesh data. The sample 
size is n = 307, and the prior precisions are = 73 and ks = .07. 
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Figure 5.3 Five thousands simulations from the posterior density of the 
parameters in model M{C2;5) using the Bangladesh data. The 
sample size is n = 307, and the prior precisions are Kp = 7.3 and 
Qx = Q2 = o. 
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Table 5.8 Results from posterior analysis of the Bangladesh data using 
model M(C2;5). The sample size is n = 307, the prior preci­
sions are kj = 7.3 and ai = Qj = o. 
Parameters Posterior means MLE (std error) 95% posterior intervals 
Ai -0.014 -0.0153 (0.0097) (-0.043, 0.033) 
012 -0.015 -0.0163 (0.0165) (-0.048, 0.021) 
013 0.003 0.0057 (0.0114) (-0.043, 0.033) 
014 0.018 0.0212 (0.0120) (-0.031, 0.051) 
015 -0.016 -0.0035 (0.0050) (-0.016, 0.024) 
016 0.006 0.0046 (0.0085) (-0.012, 0.028) 
021 0.071 0.137 (0.0323) (-0.062, 0.167) 
022 0.050 0.0565 ( 0.0443) (-0.042, 0.147) 
023 -0.085 -0.1773 (0.0395) (-0.183, 0.046) 
024 -0.095 -0.1905 (0.0404) (-0.223, 0.067) 
025 0.064 0.1139 (0.0185) (-0.023, 0.127) 
026 0.039 0.0696 (0.0315) (-0.023, 0.105) 
o-i 0.065 0.0639 (0.0553) (0.057, 0.075) 
<72 0.063 0.0474 (0.2709) (0.042, 0.083) 
<^11 0.753 0.8813 (0.0432) (0.542. 0.896) 
Table 5.9 Log likelihood of various models evaluated at the MLE using 
Bangladesh data. 
Model No. of parameters Log likelihood 
M(Ci:5) 7 373.61 
M(C2;5) 15 384.38 
M i L 2 ; o )  20 387.81 
M(C,;10) 12 375.18 
M(C2; 10) 25 390.70 
M(L2; 10) 35 398.51 
96 
though we pointed out in Section 1.2 that this method is not applicable in mixture mod­
els. Using the traditional chi-squared reference distribution (which is not appropriate) 
as a guide we find that all the mixture models fit the Bangladesh data significantly 
better than the pooled regression model. However, the mixture with logistic mixture 
coefficients does not appear to show any significant improvement over the mixture with 
constant proportions. The deletion of 5 covariates proposed in section 5.3 does not 
change the results. 
Figure 5.4 presents the results of a posterior predictive model check using the like­
lihood ratio test measure. Each histogram represents a check on the adequacy of one 
hypothesized model using one of the others tis the alternative. The observed LRT statis­
tic is the vertical line, which is compared to the reference distribution obtained from 
the posterior predictive distribution under the null model. Plots a) and b) in Figure 5.4 
show that, in fact, neither model represent a significant improvement over the pooled re­
gression. The finding is surprising and at odds with those of Morduch and Stem. They 
use different covariates in their cmalysis and appear to have been less diligent about 
finding global modes for the LRT. We can also examine whether the three-component 
mixture models would improve the fit over the two-component mixture models. The an­
swer based on similar LRT posterior predictive checks is no. It appears here that the 307 
observations in the Bangladesh data set do not convey clear evidence of subpopulations. 
.Although the preceding work shows little need for a mixture model with logistic 
mixture coefficients, we demonstrate the use of the posterior predictive check using the 
range of proportion measure to compare the two types of mixtures. The two scatterplots 
in Figure 5.5 show that as expected models M(C2;5) and M{L2;o) fit the data equally 
well. Of course this finding is not terribly important given the earlier results which 
suggest that neither improves upon the poor-fitting pooled regression. 
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Figure 5.4 Histograjns of {Lrt(y''''' J), J = 1,..., 100} and the realized value 
Lrt(y) for each combination of a hypothesized model and an al­
te rna t ive  mode l  among  mode l s  iV/ (Ci ;  5) ,  M{C2 ' i  5)  and  M{L2\5)  
using the Bangladesh data. 
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Fitted: M(L_2;5), ppp-value: 0.47 Fitted: M(C_2;5), ppp-value: 0.45 
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Figure 5.5 Scatterplots of {(Rprop(y"'' Rprop(i/,u;^)), j  = 1,..., 100} 
for fitted models M{C2',o) and M{L2;o) using the Bangladesh 
data. 
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CHAPTER 6 SUMMARY AND CONCLUSIONS 
Finite mixture models have been found to provide useful approximations to popula­
tions that are heterogeneous. In this thesis we consider finite mixture models in which 
each component of the mixture is a normal linear regression model. The same ideas 
could easily be extended to generalized linear models (McCullagh and Nelder, 1989). 
The thesis includes results on identifiability of the models, approaches for statistical 
inference for the parajneters of the mixture models, and approaches for assessing the fit 
of the models. 
Finite mi.Ktures of normal regressions with logistic mixture coefficients are identifi­
able under the condition that explanatory variables form a full rank matrix and using a 
standard parameterization, and up to permutations among components. The condition 
of full rank is usually satisfied naturally in cases where the sample size is large com­
pared to the number of explanatory variables and some of the e.xplanatory variables are 
continuous. 
The complicated nature of finite mixture distributions can make it difficult to perform 
statistical inference. The existence of non-negligible multiple modes casts doubt on 
classical inference relying only on the MLE. In addition, the fact that the null hypothesis 
is not uniquely nested within the alternative hypothesis violates the regularity conditions 
required to achieve the asymptotic chi-squared distribution of the classical LRT statistic 
for testing hypothesis about the number of components. The Bayesian approach can 
avoid some of these difficulties by averaging over multiple modes. The Bayes analysis 
requires a proper prior distribution and additionally requires some form of constreiint to 
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solve the relabeling problem in the MCMC implementation. The advantage of using the 
Bayesian approach for inference about the model parameters is that Bayesian posterior 
inference attempts to reveal the entire shape of the joint posterior distribution of the 
parameters instead of just the mode. The Bayes approach has diflBculties as well in that 
convergence was found to be a problem for vague prior distribution. We explored the 
joint effect of the precision of prior distribution and the sample size on the feasibility of 
performing Bayes inference. 
As an alternative to the classicai LRT approach, the Bayesian posterior predictive 
approach was used for model assessment. Posterior predictive checks using the likelihood 
ratio test statistic provide a valid reference distribution for judging the extremeness of 
the observed LRT statistic. It is shown through simulation that the LRT measure is 
successful in distinguishing between two distinct finite mixture models. .A. new diagnostic 
measure, the range of the mixture proportions over the covariate space was designed for 
detecting the difference between finite mixture models with constant proportions and 
finite mixture models with logistic mixture coefficients. It is shown from simulations that 
when the data do exhibit dependence between proportions and covariates, the diagnostic 
tends to reject the constant coeflBcient model. 
As an application, we reanalyze the Bangladesh health outcome data of Morduch 
and Stern. A fully Bayesicin analysis of the Bangladesh data reveals no improvement 
in fit when using finite mixtures of normal regressions of any form, as compared to the 
pooled regression model. 
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