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Abstract 
A general problem in physics is the prediction of a system's macroscopic behaviour given a 
microscopic model. The established procedure—known as statistical physics—is to try and 
determine the probability distribution of microscopic configurations. Once this is known, one 
can evaluate macroscopic quantities such as the average energy, volume or pressure of the 
system. 
In recent years, the application of statistical mechanics to nonequilibrium systems, and quite 
specifically the probabilistic modelling of nonequilibrium microscopic dynamics, has become a 
major research topic. However, in contrast to the equilibrium case, there is currently no general 
framework within which nonequilibrium systems are understood. Hence the aim of this thesis 
is to improve our understanding of nonequilibrium systems through the study of a range of 
systems with probabilistic microscopic dynamics and the collective phenomena—notably phase 
transitions and the onset of scaling regimes—that arise. 
In this thesis I briefly review general aspects of mathematical models of probabilistic dynamics 
(stochastic processes), with a particular emphasis on steady-state properties and the origin of 
phase transitions. Then I consider separately four specific types of nonequilibrium dynamics. 
Firstly, I introduce and solve exactly a model of a particle reaction system. The solution, 
which employs commutation properties of the q-deformed harmonic oscillator algebra, reveals 
that phase transitions in the analytic form of the particle density as a function of time arise as 
a direct consequence of randomness in the reaction dynamics. I also use similar mathematical 
techniques to solve the partially asymmetric exclusion process, an important prototype of a 
physical system that is driven by its environment. This model is also found to exhibit phase 
transitions, although in this case their origin lies in the nonequilibrium interactions between 
the system and its surroundings. 
Then I examine the scaling behaviour associated with the nonequilibrium directed percolation 
continuous phase transition. This transition is related to the presence of an absorbing state 
and I provide evidence for such a transition in a wetting model that does not possess an 
absorbing state. Finally, I generalise the wetting model to two dimensions and study its 
interfacial scaling behaviour. This is found to belong to the Kardar-Parisi-Zhang universality 
class, although there are strong crossover effects—which I quantify—that obscure the scaling 
regime. 
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Chapter 1 
Introduction 
A puzzle that has occupied physicists' minds for centuries is how the macroscopically observable 
properties of a system arise from the behaviour of its microscopic constituents. Particularly 
intriguing is the fact that whilst an everyday sample of, say, a gas comprises 1023  particles, 
its equilibrium thermodynamic state is entirely specified by just a few macroscopic variables, 
e.g. pressure, volume and temperature, which in turn are related through an equation of state. 
The reduction of a large number of internal degrees of freedom to a small set of macroscopic 
thermodynamic variables is well understood in the framework of equilibrium statistical physics. 
This unified approach to the prediction of macroscopic properties of many-body systems that 
are at equilibrium with their environment is most elegantly formulated as follows1 . 
Firstly, in recognition of the fact that a large number of coupled equations of motion cannot 
be solved, and even if they could one would only be able to treat the solution usefully by 
computing some form of average, one introduces a probabilistic description of the system at 
the microscopic level. That is, one introduces a probability distribution P(w) where w labels 
a microscopic configuration that the system can adopt. 
Then, one wishes to minimise the amount of information required to describe a system, given 
any equilibrium constraints. One example of such a constraint is a heat bath that allows 
energy to flow in and out of the system in such a way that the temperatures of the system 
and the heat bath are equal. The equilibrium probability distribution of configurations Peq  (w) 
is then obtained by varying the probabilities Peq (w) until a suitably defined indicator of the 
information content of the system2 is minimised whilst respecting the constraints that .Peq (w) 
is properly normalised and that the average energy is fixed. 
'For more details, see e.g. [5] 
'This indicator is the Gibbs entropy, albeit negated so that high entropy (or greater disorder) corresponds 
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The resulting equilibrium distribution is the Boltzmann distribution 
Peq (w) = 
exp ( - J-C (w) /kBT) 
Zeq 
in which the Hamiltonian H(w) is the energy of the microscopic configuration w, kB is Boltz-
mann's constant, T the temperature and Zeq the partition function which is required to nor- 
malise Peq (w). In fact, it turns out that the partition function Zeq = 	exp(—C(w)/kT) is 
a fundamental statistical signature in its own right and simply related to the free energy of the 
system and thence through differentiation to thermodynamic quantities such as the average 
energy. Thus every microscopic model of an equilibrium system can be solved by evaluating 
the partition function—although for nearly all systems with nontrivial interactions this is a 
difficult task. 
This thesis is concerned with the contrasting scenario of a physical system that is far from 
equilibrium. To explain the meaning of this term, I provide two concrete examples. 
Consider first the case of a thermal conductor, e.g. a metal rod, coupled at opposite ends to 
heat baths at different temperatures. Clearly there will be a flow of energy from the warmer 
bath to the cooler and we understand there to be a steady state in which the mean heat flow 
is constant. Such a system then exhibits a nonequilibrium steady state, i.e. one which is not 
described through a probability distribution of the Boltzmann type (1.1). 
Now consider a ferromagnetic sample that initially is at a high enough temperature that its 
equilibrium state has no overall magnetisation. Then, quench it rapidly to a temperature 
below that at which the system spontaneously magnetises. Somehow, the magnet must relax 
from the high-temperature disordered state to the equilibrium ordered state in which the mean 
magnetisation is nonzero. In this instance, we would wish to understand the dynamics of this 
relaxation. 
In both of these nonequilibrium scenarios it is unclear whether the considerations that led to 
the important result (1.1) are at all applicable. However we should still like to understand 
the relationship between a microscopic model of a nonequilibrium system and the macroscopic 
phenomena exhibited, particularly because the vast majority of real physical systems are not 
at equilibrium. 
To treat nonequilibrium systems theoretically it is necessary to consider explicitly the micro-
scopic dynamics. To understand this, consider again the above example systems. For the 
conducting rod, one must clearly stipulate a means for the energy to be transported across 
the system; similarly for the ferromagnet, one must supply a description of the relaxation 
mechanism. Given that the microscopic dynamics of a system expressed in terms of a set of 
equations of motion cannot be solved, it is once again appropriate to use instead a probabilistic 
3 
description of the dynamics. In other words, one prescribes the probability that the system 
moves from one microscopic configuration to another over a specified time period. 
Probabilistic models of microscopic dynamics are known mathematically as stochastic processes 
and I discuss aspects of these in chapter 2 of this thesis. In particular I indicate how the prob-
abilistic modelling of a system's dynamics amounts to the definition of a master equation that 
describes how probability flows through the space of microscopic configurations. By solving 
this equation for the probability distribution of configurations, one can—as with equilibrium 
systems—perform averages to obtain predictions for macroscopic quantities. However, as will 
become evident in chapter 2, there is currently no general approach to the solution of a mas-
ter equation that is tractable for macroscopically large systems. Hence, there is no unified 
framework within which nonequilibrium systems can be understood. For example, it is not 
currently known if there is something akin to a partition function for a nonequilibrium system 
that encodes all the important statistical information about the macroscopic behaviour. 
So that our understanding of nonequilibrium systems can be improved, it is necessary to con-
sider separately systems with different types of stochastic dynamics to find out what macro-
scopic phenomena emerge. This is the strategy I follow in chapters 3 to 6, each of which is 
concerned with a different type of microscopic dynamics. 
Exact solutions provide arguably the greatest insight into a model of a physical system and 
in chapter 3 I present an exact solution of a particle reaction system. The basic picture of a 
reaction system is one of a large number of particles exploring a region of space and which 
react on contact. This leads to a time-dependent density decay as the system relaxes to a 
steady state in which no more reactions are possible. Although one can devise arbitrarily 
complicated reaction dynamics, it will be seen in chapter 3 that even systems comprising only 
pairwise reactions between particles of a single species exhibit a range of nontrivial macroscopic 
phenomena. 
As will be discussed in more detail in chapter 3, there are a number of established results that 
hold for single-species reaction dynamics with diffusive particle motion. Most notably, the 
density decay exhibited by both pairwise annihilating and coalescing reactants is the same and 
depends on the spatial dimensionality of the system until it is sufficiently large that a mean-
field description (in this case, one that assumes a uniform spatial distribution of the particles 
at all times) is valid. Here we recognise two properties of equilibrium critical phenomena—
i.e. universality and the existence of an upper critical dimension below which mean-field results 
do not apply [6, 7]. 
By solving exactly a one-dimensional single-species reaction system that has ballistic (deter-
ministic) rather than diffusive reactant motion, I show that it exhibits another phenomenon 
familiar from equilibrium statistical physics and thermodynamics, namely a phase transition. 
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This transition is manifested in different analytical forms of the density decay in the system 
and, as will be shown in chapter 3, it arises as a direct consequence of introducing stochasticity 
into the reaction dynamics. 
I obtain the exact solution of the particle reaction system by recognising the one-dimensional 
ballistic reaction system as a combinatorial problem related to the reordering of operator 
products. As I explain in chapter 4, similar techniques can be used to find an exact solution 
in the markedly different context of the steady state of the partially asymmetric exclusion 
process. This latter system is a prototype of a model that is driven by its environment rather 
than being at equilibrium with it. Specifically it comprises a one-dimensional lattice along 
which particles are transported in a preferred direction. At one end of the lattice particles are 
inserted and at the other they are removed, and so one can view this model as being in the 
spirit of the thermal conductor coupled to two heat reservoirs mentioned above. Additionally 
the model can be directly mapped onto a wide range of other systems including transport 
across membranes, the kinetics of biopolymerisation and traffic flow. These applications are 
described in chapter 4 along with a detailed discussion of the model's exact solution and the 
rich phase behaviour that results. 
It is not always possible to solve a model exactly and in chapters 5 and 6 I investigate a wetting 
process using approximate and numerical methods. In this model there is a transition from a 
regime in which only part of the system becomes wet to one in which the wet zone increases 
in size indefinitely. In chapter 5 I show that the transition between these two regimes can 
be characterised by a steady-state order parameter and that the transition is continuous. In 
common with equilibrium continuous phase transitions, there is a scaling regime around the 
transition point where length- and timescales diverge as power-laws. In chapter 5 I provide 
evidence for the exponents of these power-laws to be in agreement with those of directed 
percolation which defines a well-studied and ubiquitous nonequilibrium universality class. 
Invariance under rescaling is also exhibited in the time-dependent properties of the wetting 
process, and this is the subject of chapter 6. Specifically I consider the statistics of the interface 
that separates the advancing wet zone from the dry region in front of it. These statistics obey 
a dynamical scaling relation in which the characteristic length- and timescales of the interface 
scale as powers of the system size. For reasons that are discussed in chapter 6, the most 
common type of interfacial scaling is that of the Kardar- Parisi- Zhang universality class and I 
also provide evidence for the wetting model to belong to this class. However, complications 
arise due the presence of a slow crossover to the true asymptotic scaling regime. This is a 
common situation and in chapter 6 I detail the ways in which this crossover can be identified 
and quantified. 
Already in this brief overview I have noted a number of macroscopic phenomena present in 
the simple models of this thesis and how some are reminiscent of those seen in equilibrium 
systems. In the final chapter of this thesis, I comment on these recurring features and contrast 
with their equilibrium counterparts and also pose some open questions regarding our general 
understanding of nonequilibrium systems. 
Chapter 2 
Mathematics of stochastic processes: 
an informal introduction 
In the previous chapter I motivated the modelling of nonequilibrium systems through a proba-
bilistic description of microscopic dynamics. In this chapter I discuss how such models, known 
as stochastic processes, are constructed and consider specifically Markov processes in discrete 
and continuous time. Of particular interest are steady states of such processes, and I discuss 
in detail the situation where a process exhibits a single, unique steady state (which I refer to 
as ergodicity). Furthermore, in section 2.3, I attempt to understand the distinction between 
equilibrium and nonequilibrium steady states and how this is related to the concept of detailed 
balance. Additionally I discuss how one calculates macroscopic properties that arise from a 
microscopic model, focussing in section 2.4 on how phase transitions may arise in systems with 
an infinite number of configurations. 
The discussion will touch upon various established aspects of probability, matrix and graph 
theory. For more thorough accounts of these subjects, the reader is advised to consult standard 
textbooks, such as [8, 9, 10] (for probability theory), [11, 12] (matrix theory) and [13, 14] (graph 
theory). 
2.1 Discrete-time Markov process 
A number of important notions associated with stochastic processes are conveniently intro-
duced using the specific example of the discrete-time Markov process. This is defined as 
follows. At a given time t it is assumed that the physical configuration adopted by a system, 
denoted w, is a known quantity. Then, instantaneously at time t+ 1, a transition to a new con-
figuration w' occurs with a prescribed probability M(w - w'). Alternatively, the system may 
remain in the same configuration w with a probability M(w -* w) = 1 - >w'~W M(w -* w'). 
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This set of rules then generates a sequence of configurations w0, w1,.. . , wt which together 
form a realisation of the stochastic process. Note that the choice of configuration 	at 
time t + 1 depends only on the configuration adopted at time t in the realisation. This is the 
Markov property of the process. Additionally it will be assumed that the transition probabilities 
M(w —* w') are time-independent--this is true of all the systems studied in this thesis. In this 
section I also consider only the case of a finite number n of configurations accessible by the 
system—extension to the limit n -4 oo will be considered in section 2.4. 
2.1.1 Graphical representation of the model, directed paths and connectedness 
The Markov process defined through a set of transition probabilities is conveniently represented 
using a directed graph (or digraph). This is constructed by drawing a vertex for each configu-
ration accessible by the system, and a directed edge (arrow) drawn from one configuration w 
to another w' wherever the transition rate M(w —* w') is nonzero. A graph for a system with 
five (numbered) configurations is shown in figure 2.1(i). 
Note that the existence of a directed edge (transition) w —* w' does not imply the existence of 
the transition w' —* w. More generally, a realisation of the process that begins at configuration 
w0 and reaches configuration Wt at time t is represented by a sequence of directed edges placed 
end-to-end' on the graph—see figure 2.1(u). Together this sequence of edges forms a directed 
path w0 -+ w1, w1 -4 w2 , .. . w_ -4 Wt. In this chapter I will use the notation w — w' to denote 
a path originating at configuration w and ending at w'. 
As with single edges, the existence of a path w — w' does not necessarily imply the existence 
of the path w' 	w. This notion is associated with the graphical property of connectedness 
(i) M(22) 
M(2 1)  
© M(11) 
N\M(3 2) 
(M(2 3) © 
M(4— 3) 
M(4- 4) 
Figure 2.1: (i) Directed graph showing the allowed transitions in a system which may be in one of five configurations, 
numbered. Only transitions for which the probability M(w -* w') 0 0 are included. (ii) A realisation of the Markov 
process represented as a directed path comprising 7 edges; note that the same edge may be included in the path 
more than once. 




Figure 2.2: Each of these three graphs comprises three subgraphs (regions) A, B and C which are strongly connected. 
Graph (i) is strongly connected; graph (ii) is connected but not strongly connected due to the absence of transitions 
from region B to A and from C to A; graph (iii) is not connected due to the absence of transitions between any of 
the three regions. 
which will be central to the discussion in section 2.1.4 below and which is defined as follows. 
A graph is called strongly connected if for every pair of vertices w and w' there exists a directed 
path w - w' and w' - w. Such a graph is shown in figure 2.2(i). More generally, a graph 
is connected if the vertices cannot be grouped into subsets (regions) between which there are 
no directed paths (possible transitions) in either direction. Figure 2.2(u) provides an example 
of a graph that is connected but not strongly connected and figure 2.2(iii) an example of a 
disconnected graph. The latter corresponds to a set of noninteracting stochastic processes, 
each of which can be treated separately. 
2.1.2 Directed paths, probability distributions and ensemble averaging 
For a general set of transition rates M(w —* w') there may be more than one sequence of tran-
sitions (directed path) that leads from an initial configuration w0 to a specified configuration 
Wt at time t. Each of these realisations of the stochastic process occurs with a probability given 
by the product of the transition rates M(w —+ w') associated with each component edge of the 
path. The total probability that a transition is made from w0 to Wt over a time t is then the 
sum of the probabilities associated with all possible paths w0 — Wt of length t. 
By enumerating all paths w0 — Wt comprising t edges, and summing over the associated 
probabilities, one obtains the conditional probability distribution P(wIwo) that configuration 
w is reached after time t given that the process began in configuration w0. This distribution 
contains complete information about the statistical properties of the process. 
For example, if with every configuration w one can define an observable quantity (9(w) (such 
as particle density or current) then its expectation value at time t is given by 
(Ot) = 	Pt(wIwo)0(w). 
	 (2.1.1) 
Generally it is this type of average that is associated with a system's macroscopic properties, 
and hence it is by using (2.1.1) that the collective behaviour of physical systems evolving 
10 	 CHAPTER 2. MATHEMATICS OF STOCHASTIC PROCESSES 
under stochastic dynamics is determined. In this thesis, angular brackets are used exclusively 
to denote the average over the ensemble of all possible paths wo -' w over a time t as indicated 
in equation (2.1.1). I refer to this type of average as an ensemble average and in section 2.1.4 
I concentrate on the case where the steady state of a process does not depend on the initial 
condition w. There I shall also briefly discuss the contrasting case of a time average. 
In general, the construction of a probability distribution by enumerating paths between con-
figurations is tractable only for simple processes. A specific example, to be found in nearly 
all probability textbooks, is that of the drunkard making his way home from an evening's 
entertainment by lurching randomly from one lamp-post to another. The resulting probability 
distribution is then the well-known binomial distribution. In chapter 3 I solve a stochastic 
particle reaction system in one dimension by considering all possible paths from one sequence 
of particles to another. 
2.1.3 Matrix formulation and master equation 
It is useful to encode the probabilities M(w -* w') into a transition probability matrix M as 
follows 
= M(w(j) - w(i)) 	 (2.1.2) 
in which w(i) is the configuration associated with matrix index 1 < i < n with n the number 
of configurations. A probability distribution P(wwo) can similarly be cast into vector form 
through 
Pt = 	Pt(w(i)Iw(j))ei 	 (2.1.3) 
in which {e% } are basis vectors in the n-dimensional vector space. 
The matrix element [Mt]  (in which the superscript t is a power) corresponds to the sum of 
probabilities associated with all paths of length t originating at configuration w(j) and ending 
at w(i). Hence, from the previous subsection, the probability distribution at time t is given by 
Pt = MtP0 	 (2.1.4) 
where P0 = e3 , the initial condition. Then one finds that the probability distribution at time 
t + 1 is related to that at time t through the master equation 
Pt+i = MP. 
	 (2.1.5) 
Usually this is the equation one must solve in order to understand a stochastic process. 
An important matrix property in the context of Markov processes is that of reducibility. This 
is closely related to the connectedness of graph that accompanies the set of transition rates 
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contained within the matrix M. Specifically, if the graph is strongly connected, it follows that 
[Mt] > OVi, j and some positive integer £ which may depend on the indices i and j. This is 
one condition [12] for a matrix to be irreducible. 
A stronger property, relevant in the following, is that of primitivity. A matrix is primitive if 
there exists at least one common integer £ for which [Mt] > 0 for all i and j. It may not 
always be straightforward to test the primitivity of a matrix directly. However it is usually 
simple to apply the equivalent graphical condition that there exists a directed path of fixed 
length £ between every pair of configurations w, w' (including w = w'). 
2.1.4 Convergence to a stationary state and the property of ergodicity 
Often the probability distribution that is of greatest interest is the limiting distribution 
lim Pt(wWO) = P* (W) . 	 (2.1.6) 
t—*oo 
When this limit exists and is unique (i.e. independent of the initial condition wo) the stochastic 
process is called ergodic'. As will be seen below, neither the existence nor the uniqueness of 
the limit (2.1.6) is guaranteed for a general process. 
Ergodic processes warrant attention because they exhibit a number of special features. Firstly 
(if the number of configurations is finite) the probabilities P (W) are all nonzero. Secondly, 
P* (w) is a stationary (or steady-state) distribution in that P* (W) = P1 (w) = Pt (W). Finally, 
an ensemble average computed with respect to this distribution using (2.1.1) can be shown [9] 
to be equal to a time average evaluated over a single, infinitely long realisation of the stochastic 
process. This property is of particular importance for comparison of results with computer 
simulation or experiment in which such a time average is usually performed. 
Sufficient criterion for ergodicity 
I now present a sketch  of the proof of the sufficient (but not necessary) condition for ergodicity 
which states that every process for which the transition probability matrix M is primitive 
(see section 2.1.3) is ergodic. Recall that the primitivity property implies that the graph 
representing the process is strongly connected and that there exists some common path length 
£ that connects every pair of configurations w and w'. 
To understand why a process represented by a graph that is not strongly connected is not 
necessarily ergodic, consider again figure 2.2(u). If the initial configuration wo is in region B 
'This present definition of ergodicity is not universally accepted, although it is commonplace in the mathe-
matical (as opposed to the physics) literature. 
2 But see also [11, 12]. 
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Figure 2.3: The simplest strongly-connected graph which does not correspond to an ergodic process. All paths of 
even length connect 1 -* 1 and 2 - 2 whereas all odd-length paths connect 1 -+ 2 and 2 - 1. Hence there is no 
common path length £ that connects every possible pair of configurations. 
of that system, there are no paths from w0 to any configurations in regions A, implying that 
P(wwo) is nonzero only for w in region B. Similarly, if w0 is in region C, Pt(wIwo)  is nonzero 
only for w in region C. Hence the limiting probability distribution is not unique, and this 
particular process nonergodic. 
If the graph is strongly connected, but the transition probability matrix M is not primitive 
(i.e. it is only irreducible), the limiting probability distribution (2.1.6) does not exist. In fact, 
the distribution exhibits some cyclic behaviour as t — ocas is illustrated by the simplest system 
for which (2.1.6) does not exist, figure 2.3. The state of this system alternates deterministically 
between configurations 1 and 2 no matter what the starting configuration is. 
To show that the transition probability matrix M must be primitive to describe an ergodic pro-
cess one invokes the Perron- Frob enius theorem [11]. This states that a primitive nonnegative 
matrix M has a real eigenvalue whose magnitude is larger than that of any other eigenvalue. 
Furthermore, the right eigenvector corresponding to this eigenvalue has only positive elements. 
I now demonstrate that this right eigenvector corresponds to a stationary probability distri-
bution and that all initial probability distributions converge to it. 
First, it is assumed that the matrix M can be diagonalised3. Then there exists a set of 
eigenvalues {A} and pairs of left and right eigenvectors u, vi that satisfy 
uM = Au , Mvi = Aivi with u v3 = 6j, . 	 (2.1.7) 
This last relationship expresses the biorthogonality of the left and right eigenvectors. Any 
transition probability matrix M always has a left eigenvector u1 = (1, 1, 1,.. . , 1) because the 
columns of M add up to one (recall that this reflects conservation of probability). Hence 
A1  = 1 is an eigenvalue of M because u1M = u1. The right eigenvector v1 corresponding 
to this eigenvalue is then a stationary probability distribution because of the master equation 
(2.1.5) 
(2.1.8) 
and so if Pt = v1 , P+i = 	= v1 because Mv1 = v1. 
3This is not generally true; however M can always be reduced to Jordon normal form, and a similar, although 
slightly more cumbersome, argument holds [12]. 
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To show that this is the only probability distribution invariant under the master equation 
(2.1.5) one must ensure that there are no other eigenvalues of M of magnitude one. This is 
seen by expanding an initial condition P0 as 
Po = v1 + 	(u . Po)v 	 (2.1.9) 
in which the fact that u, .v3 = Jij and u1 = (1, 1, 1. . . , 1) has been used. Then, (2.1.4) implies 
that after time t 
Pt = MtP0 = v1 + 	(u . P) At v. 	 (2.1.10) 
Now if Pt is to be a properly normalised probability vector for all t, no element may ever 
exceed 1, and so JAiJ < 1. However, the Perron-Frobenius theorem for the primitive matrix 
M states that only one eigenvalue may satisfy the equality JAi l = 1 and this has already been 
identified as A, = 1. Hence, v1 is not just the only stationary distribution of the process, but 
also the limiting distribution as t —~ 00. That is 
P* = lim Pt = V1  
t—*oc 
If the matrix were nonprimitive, there could be other eigenvalues of magnitude 1, and hence 
the above limit would not exist. Note also that the Perron- Frobenius theorem guarantees that 
every element of v1 (and hence P*) is greater than zero, i.e. every configuration has some 
probability of being realised in the steady state of an ergodic process. 
2.2 Continuous-time Markov process 
In the foregoing, I examined the construction and some properties of a Markov process evolving 
in discrete time. I now consider the (physically more reasonable) case of a Markov process 
evolving in continuous time and establish how it is related to a discrete-time Markov process. 
Then, the results obtained above that concern ergodicity and the steady state of a discrete-time 
process can be directly transferred to the case of continuous time. 
2.2.1 Transition rates and master equation 
A process evolving in continuous time is defined in terms of transition rates W(W -+ w') at 
which a system can migrate from configuration w to w'. We understand this to mean that, 
in the limit of an infinitesimal time interval dt going to zero, only one transition may occur, 
and that the probability of this transition is W(W —* W')dt. Again, the Markov property is 
assumed. 
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This implies that if the continuous-time process is discretised using infinitesimal time intervals 
dt, the corresponding transition probabilities Mdt(u. - w') are given by 
Mdt(w - w') = (w, w') + W(w - w')dt + 0([dt]2). 	 (2.2.1) 
In this equation, the first term reflects the fact that if one chooses a zero timestep, no transitions 
are possible. Recalling that probability is conserved, i.e. E., Mdt (w -* w') = 1, we note that 
	
the previous equation implies 	W(w - w') = 0 and so 
W(w 	w) = - 	W(w 	w'). 	 (2.2.2) 
L01 OW 
In words, the 'self-transition' rates W(w -+ w) express the total rate at which configuration w 
is exited. 
Using the master equation for a discrete-time process (2.1.5) we find 
Pt+dt(w) = 	Mdt(w' -+ w)Pt (w'). 	 (2.2.3) 
Taking now the limit dt -+ 0 and using (2.2.1) one obtains 
dt 
P(w) 	W(' 	w)P(c') 	 (2.2.4) 
which is one form of the master equation for a continuous-time process. An alternative and 
more revealing form of this equation is obtained after using (2.2.2). It reads 
dt 
P(w) = 	(Pt (w')W(w' 	w) - P(w)W(w 	w')) 	 (2.2.5) 
W1 0W 
which can be interpreted as a flow of probability in configuration space. The first term in the 
summand describes that rate at which probability flows into configuration w from any other 
configuration and the second term describes the outflow of probability to other configurations. 
As in the discrete-time case, it is convenient to encapsulate the transition rates in a matrix W 
through 
= W(w(j) -* w(i)) 	 (2.2.6) 
which implies W has nonnegative off-diagonal elements and nonpositive diagonal elements. 
Then the master equation (2.2.5) can also be written as 
dt 
Pt = WPt 	 (2.2.7) 
where Pt is the vector of probabilities at time t introduced in section 2.1.3. Given an initial 
condition P0 one can write the formal solution to (2.2.7) as 
Pt = exp(Wt)Po . 	 (2.2.8) 
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This last equation also indicates how one replaces a continuous-time Markov process with an 
equivalent discrete-time process with a macroscopically large timestep t (recall that equation 
(2.2.1) is valid only in the limit of this timestep going to zero). Specifically, the transition 
probability matrix Mt for the discrete-time process is related to the continuous-time matrix 
W through 
Mt = exp(Wt) . 	 (2.2.9) 
I now use this correspondence to apply the results obtained above for discrete-time processes 
to continuous-time processes. 
2.2.2 Ergodicity and the steady state 
Recall from section 2.1.4 that if the discrete-time transition probability matrix Mt is primitive, 
the stochastic process it describes is ergodic. I now show that if a transition rate matrix W is 
irreducible (which can be determined by investigating the connectedness of a graph as discussed 
in section 2.1.3) the matrix Mt is primitive for all time intervals t, and hence the continuous-
time process described by W is ergodic. 
To do this one rewrites W as W = A - all where II is the identity matrix and a is suitably 
chosen so that all elements of A are nonnegative—recall that the off-diagonal elements of W 
are zero or positive, and the diagonal elements of W are zero or negative. Then 
Mt = exp(Wt) = exp(—allt) exp(At) = exp(—at) 	. 	(2.2.10) 
Now, if W is irreducible, then so is A. Hence, from the definition of irreducibility, one can 
always find an integer £ such that [A']ij > 0 for fixed i, J. Since all positive integer powers of 
A appear in the above expression for M, it follows that [Mt ]ij > 0Vi,3'. This implies that the 
matrix Mt is primitive and hence the stochastic process is ergodic. 
Recall that ergodicity implies that the probability vector 
P* =, lim exp(Wt)Po 	 (2.2.11) 
t—*oo 
exists, is strictly positive and independent of the initial condition P0 . Additionally, this 
probability vector P is a stationary distribution, in the sense that 
WP* =0. 	 (2.2.12) 
dt 
Then, equation (2.2.9) reveals that eigenvectors of W are the same as those of M, and that 
the eigenvalues are simply related. In particular, an eigenvalue A = 1 of Mt corresponds to an 
eigenvalue of A = 0 of W, and so from the arguments of section 2.1.4 we know that (2.2.12) 
has only one solution if the stochastic process is ergodic (or equivalently if W is irreducible). 
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2.3 	Detailed balance and nonequilibrium steady states 
The concept of detailed balance often crops up in discussions of equilibrium and nonequilibrium 
steady states, and I review some of the ideas here. 
2.3.1 Definition of detailed balance 
First consider equation (2.2.12) satisfied by the steady-state (stationary) probability distribu-
tion P rewritten in terms of the transition rates W(w -* w'). This reads 
(p*(W)(W 	w') - P* (w')W(w' 	w)) = 0 V w. 	 (2.3.1) 
A stochastic process is said to obey detailed balance if each term in the summation is identically 
zero, i.e. 
W') = P*(w!)W(w F 	w). 	 (2.3.2) 
Often one wishes to know if a stochastic process obeys detailed balance or not; in particular 
(2.3.2) gives a method through which the steady-state probability distribution P*(w) can be 
determined efficiently from the transition rates. It is first of all evident that only ergodic 
processes can satisfy detailed balance: more than one steady state would imply more than one 
solution in P*(w) of (2.3.2) for the same set W(w -* w') which is not possible. However, for 
general ergodic processes, there appears to be something of a chicken-and-egg problem. One 
can only tell from (2.3.2) whether a process obeys detailed balance if P*(w) has already been 
calculated, at which point the construction of P*(w) from (2.3.2) becomes unnecessary. 
To resolve this problem, one calls upon the following equivalent detailed balance condition that 
is expressed in terms of transition rates W(w -* w') alone [15, 16]. 
Equivalent condition for detailed balance: An ergodic process satisfies detailed balance if 
and only if the transition rates satisfy 
W(wi -+ w2)W(w2 --~ w3) . . . W(w, -4 w1) = W(wi -* w)W(w -+ wa_i) . . . W(c 2 -4 w1) 
(2.3.3) 
for every possible sequence in configuration space w1, w2, w3,... ,w,. This condition is some-
times called a Kolmogorov criterion [15]. 
That (2.3.2) implies (2.3.3) is very simple to show. To show that the converse is also true is 
most simply achieved [16] by using (2.3.2) to determine P*(w). Then, one finds that P*(w) is 
unique if and only if (2.3.3) is satisfied. 
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Here I shall take a longer route whose starting point is to assume only (2.3.3). In the course of 
obtaining (2.3.2) directly from this assumption, I shall uncover a couple of less widely-known 
results concerning the structure of the steady-state probability distribution P (w). The first 
step from (2.3.3) to (2.3.2) is to solve formally the steady-state probability distribution as I 
now describe. 
2.3.2 Formal solution for the steady-state probability distribution 
As it stands, the set of linear equations (2.2.12) is underdetermined because the determinant 
of W is zero (one of its eigenvalues is zero). However, we know that a probability distribution 
must be properly normalised, so consider instead the equation 
= e 	 (2.3.4) 
in which W() is the matrix obtained from -w (the minus sign for convenience below) by 
replacing the jth  row with all ones, i.e. the vector (1, 1, 1, . . . 1). This set of equations can 
now be solved using Cramer's rule. This states that the probability of the system being in 
configuration wj in the steady-state is 
= detW() 	 (2.3.5) 
detW() 
in which the matrix 	is obtained from W O by replacing column j with the vector €. 
For simplicity I choose i = j, and to be clear I now write out 	explicitly. 
-wi,1 ... -w1,j _1 0 —W1,+1 •.. -wl,Ti 
-w_1,1 •.. -wj_1,j _1 0 —W_i,+i ••. —wj _1,n 
-wj+1,1 .•. 	+1,j-1 U 
(2.3.6) 
—wn,1 •.. -wTi ,j_1 0 —W, +i 
It can be seen that det WOW is equal to the determinant of the matrix obtained from W = -w 
by removing row j and column j. This determinant is called a cofactor of W and will be written 
f 	f(w(j)). Furthermore, the determinant in the denominator of (2.3.5) is the sum of all 
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We can thus identify the cofactor f j with the steady-state weight of configuration u(j) and Z 
as a normalisation for the stochastic process. In an equilibrium system, Z is related to the 
partition function (as given by e.g. Zeq = 	exp(—J-C(w)/kBT)). However, the normalisation 
Z obtained using the above procedure is not guaranteed to be identical to Zeq. For example, 
one could multiply all the transition rates by a function of, e.g., temperature which would not 
affect the steady-state probability distribution but would give rise to common factors present 
in all the weights fi and hence Z. However, if one takes care to eliminate these one has a 
means to extend the notion of a partition function to nonequilibrium systems. I return to this 
idea below in section 2.4. 
2.3.3 The steady-state normalisation and eigenvalues of the transition-rate matrix 
Before I proceed with the formal solution of the master equation and proof of the equivalence 
of (2.3.2) and (2.3.3) I note the interesting and (as far as I am aware) little-known result that 
the normalisation Z as defined above is also given by the equation 
Z = 11 (—xi) 	 (2.3.9) 
Xj 00 
in which the set {A} comprises the eigenvalues of the transition rate W. 
This result is obtained by expanding the characteristic polynomial det(A1I - W) in powers of 
A. One finds [12] 
	
det(A - W) (_)fl (detW + (—)Af + O(A 2 )) 	 (2.3.10) 
with f j as defined above. Given that det W = 0 and Z = 	f j one finds that 
Z=lim 
det(ATl - W) 
=lim 
- Aj) 
= JJ (—Ai) 	 (2.3.11) A-O 	A 	 A 
where the last step follows because one, and only one, eigenvalue of W is zero for an ergodic 
process. 
This gives a further means to calculate the normalisation Z for any ergodic process, although 
one should heed the warnings of the previous subsection when trying to relate it to an equi-
librium partition function Zeq. Nevertheless (2.3.9) will be useful in the discussion of phase 
transitions in section 2.4.1 below. 
2.3.4 Graphical solution for the steady-state weights 
I now return to the main thread—showing the equivalence of (2.3.2) and (2.3.3)—by indicating 
how the steady-state weights f(w(j)) may be obtained graphically. 
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Recall the graphs associated with discrete-time processes discussed in section 2.1. There, a 
vertex was drawn for each configuration w in the system and a directed edge for each nonzero 
transition probability M(w —+ w'). The graphs associated with continuous-time processes are 
constructed in a similar way, i.e. one draws directed edges w —+ w' for each nonzero transition 
rate W(w —* w') except when w = w'. By doing this, one obtains a graph (denoted G) such as 
that shown in figure 2.4(i). 
The steady-state weights f3  can be obtained by considering particular types of subgraphs T of 
C, a subgraph being a subset of the vertices w and edges w —* w' of C. The type of subgraph 
T that is relevant here is a spanning in-tree T(w) with sink w. This is defined as a subgraph 
that contains (i) all vertices of G; (ii) exactly n — 1 edges of G; and (iii) exactly one directed 
path from every vertex ' w to w. 
Note that this definition implies that a spanning in-tree is connected. In figure 2.4 a graph C 
and examples of subgraphs that are, and are not, spanning in-trees T(w) are illustrated. 
As is evident from figure 2.4, there may be more than one spanning in-tree with a common 
sink w. In the following it is necessary to consider all trees with the same sink w, and this 
set is denoted as T(w). Furthermore, we will call upon a weight w(T) for each tree T E T(w) 
which is defined as the product of all the transition rates associated with the edges of T. 
The weights of spanning in-trees and matrix determinants are related through the matrix tree 
theorem [13, 14]. This states that the sum of the weights of all trees T E J(w(j)) is equal to 
the cofactor f j of the matrix W. That is 
= 	= 	w(T) 	 (2.3.12) 
TE(w(j)) 
which indicates that both the steady-state weight f3  and normalisation Z =Ej fjare positive. 
In principle, the enumeration of spanning in-trees gives a method to compute the steady-state 
weights, and thence the normalisation, graphically. In practice, the size of the set T(w) becomes 
Figure 2.4: (i) A directed graph C associated with a stochastic process in continuous time. (ii)—(v) Subgraphs of 
C. Graphs (ii) and (iii) are spanning in-trees with the sink shaded. Graph (iv) is not a spanning in-tree with the 
indicated sink because there are no paths directed towards the sink from some of the other vertices. Graph (v) is not 
a spanning in-tree because it contains more than one path from the encircled configuration to the shaded sink. 
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very large as graphs reach a modest size which makes such computations difficult, although 
some methods have been suggested in this context [17]. 
2.3.5 Equivalence of the two detailed balance conditions 
I now call upon the matrix tree theorem to derive the first detailed balance condition (2.3.2) 
from the second (2.3.3). Firstly, the special case n = 2 in (2.3.3) implies that for every directed 
edge w1 —+ W2 in the graph C, the reverse edge W2 —* w1 is also present. In turn, this implies 
that the number of spanning trees with sink w is the same for all w, as one can verify by 
drawing the appropriate pictures. 
Furthermore, there exists a one-to-one mapping K : T(w) --~ T(w') on every tree T E T(w) 
that transforms it to a tree T' E T(w'). The effect of this mapping K on a tree T is to replace 
every directed edge w.j —* w3 in that tree on the directed path from w' — w with the reverse 
edge w —* wi from C. Figure 2.5 illustrates this transformation. 
The effect of this transformation on the weight of the tree is 
w(T') = w(KT) 
— W(W1 — w2)W(w2 — w3) . . . W(Wi —* w) 
w(T) 	(2.3.13) 
— W(W 	w_1)W(w_1 	w_) . . . W( 	w1) 
where w = w, w, = w' and Wi, 1 < i < n are intermediate vertices along the path from w to 
W. 
To show that (2.3.3) implies (2.3.2) I consider the case where W and W 1 are adjacent (i.e. the 
transition W(W —f W') 0 0). Then for the path from W — W 1 in the tree T E Y(W) one can 
construct a loop by adding the single edge W -+ W. Using the relationship between the loops 
in each direction from the condition (2.3.3) one finds, for all trees T E T(w), that 
	
w(T') 
- W(Wi w) 	— W(W W) 
w(T) . 	 (2.3.14) 
- W(WTh Wl) — W(W' w) 
Thus 
- W(W W' ) 	 - W(W W') 
f(W) 	(2.3.15) f(W' ) = 	 w(T') 
- W(' 	) 	
w(T) 
- W(w' W) 
TET(w') 	 TET(w) 
D 
K 
Figure 2.5: Transformation of a spanning tree from one sink to another (sinks shown shaded). Note the reversal of 
all edges on the path between the two sinks (solid lines). 
2.3. DETAILED BALANCE AND NONEQUILIBRIUM STEADY STATES 	 21 
or, because p*(w) X 
P(w)W(w -* w') = P(')W(w' -* w). 	 (2.3.16) 
This is none other than the detailed balance condition (2.3.2) and thus completes the proof 
that (2.3.2) and (2.3.3) are equivalent. 
2.3.6 Equilibrium versus nonequilibrium steady states 
The notion of detailed balance often arises in discussions of nonequilibrium steady states. 
Specifically, it is often stated that a lack of detailed balance implies a nonequilibrium steady 
state. However, the true situation is not quite so clear-cut, particularly because a precise 
definition of what constitutes an equilibrium distribution is not easily formulated. 
For example, the equilibrium distribution for a system in contact with a heat bath (as described 
in the introduction, chapter 1) is the Boltzmann distribution 
P*(w) - exp(—C(w)/kBT) (2.3.17) 
- 	Zeq  
Recall that the partition function Zcq = >J exp(—C(w)/kBT) and the Hamiltonian 7C(w) 
expresses the energy of the state w. Naturally if the energy is well-defined for a system, one 
can use that to define g-c. In a general stochastic process it is not always clear from a microscopic 
viewpoint what the energy is. Indeed, one could simply define the energy of a configuration as 
the logarithm of its steady-state probability. However, the resulting expression may not seem 
physically reasonable when compared with the transition rates W(w -+ w') one prescribes when 
modelling a physical system. 
It is, however, evident from (2.3.2) that the lack of detailed balance does imply a circulation 
of probability in configuration space in the steady state. That is, the probability being trans-
ported around a loop in one direction is not necessary equal to that being transported in the 
other direction. As this circulation feels at odds with one's intuitive idea of an equilibrium, it is 
perhaps justified to define a nonequilibrium system as one whose microscopic transition rates 
do not satisfy detailed balance, as was done in [16]. Certainly in the absence of detailed balance 
one does not have a general means to calculate the steady-state probability distribution (see 
section 2.5), although it is not impossible that the resulting expression could be written using 
a Hamiltonian which can be readily interpreted using physical arguments. 
On the other hand, the detailed balance condition is of great utility when devising transition 
rates that are intended to converge to a known distribution, e.g. the Boltzmann distribution for 
an equilibrium system. These can then be used to study the relaxation of a model system to 
equilibrium, or in a Monte Carlo simulation to sample steady-state properties of a system which 
22 	 CHAPTER 2. MATHEMATICS OF STOCHASTIC PROCESSES 
cannot be treated analytically. In particular, because a set of rates that satisfy detailed balance 
implies that the process is ergodic, microscopic configurations are generated by a computer 
with frequencies proportional to their steady-state probability P* (w) and hence equilibrium 
properties can be effectively sampled, at least in the limit of infinite run times4. 
2.4 The thermodynamic limit 
I now relax the assumption that a model system comprises only a finite number n of config-
urations. As I argue below, the reason for considering n -* :c (the thermodynamic limit) is 
because only in this limit can phase transitions arise. These dramatic changes in collective be-
haviour are manifested mathematically as singularities in a macroscopic variable as one varies 
a control parameter. 
Recall equation (2.1.1) that relates a macroscopic observable 0 to a probability distribution 
Pt (w). I now introduce a generic control parameter /3 which enters the microscopic model 
through the transition rates W(w —* w'; 3). Then, generalising the steady-state average of an 
observable (2.1.1), 
(0
* (/3)) = 	p*(/3)Q() 	 (2.4.1) 





where Z(i3) = >J f(w; /3) and f(w; /3) is some finite product of the transition rates W(w -~ 
W'; /3). If the transition rates are analytic functions of /3 (which we assume to be the case), the 
probability distribution P* (w; /3) and thus (0* (0)) are also analytic functions of 3. 
In order for any singularities to arise, one must take the thermodynamic limit, i.e. the system 
size to infinity. Then, although for each finite system size (0(/3)) is analytic, there is no 
requirement for the limit of this sequence of functions to be analytic. 
Our intuition tells us that we need a singularity in P (w; /3) as one varies /3. Such a singularity 
could arise if it so happened that Z(/3) —+ 0 as the system size is taken to infinity. The 
rigorous results of Yang and Lee make this idea more precise in the context of equilibrium 
phase transitions. 
4For the real-world constraint of a finite run time, simulations need a certain amount of prodding to sample 
configuration space effectively. This, however, is the remit of an entirely different thesis [18]. 
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2.4.1 Yang-Lee theory of equilibrium phase transitions 
In two papers, Yang and Lee [19, 201 related phase transitions and singularities in an equation 
of state to the zeros of a grand canonical partition function Z(z, V) where z is a fugacity and 
V the volume of the system. The fugacity expansion Z(z, V) reads 
00 
Z(z, V) = 	zNZN (V) 	 (2.4.3) 
in which ZN(V) is the canonical partition function for fixed particle number N. Yang and 
Lee focussed specifically on systems for which the number of particles is bounded at a finite 
volume, e.g. as a consequence of hard-core exclusion. Then clearly, Z(z, V) is analytic in z for 
finite V. 
Yang and Lee then went on to prove two theorems. The first states that the pressure in the 
infinite system 
P(z) = lim 
kT 
— In Z(z, V) 	 (2.4.4) 
v-+oo V 
is a continuous nondecreasing function of z providing the surface area of V increases no faster 
than V2/3  (which will, of course, usually be satisfied). Their second theorem states that if one 
can find a region R in the complex-z plane that includes a portion of the positive real axis and 
contains no zeros of the grand partition function, then P(z) converges uniformly to its limit 
as V —+ oc for all z E R, and this limit is analytic. 
In other words, one can locate a transition point as follows. Consider a region R as defined 
above including a point z0  on the positive real axis (recalling that a region is an open subset of 
Q. If one finds that, no matter how small R is, the grand partition function Z(z, V) contains at 
least one zero as V —* oc, the point zO is a transition point between two phases. Alternatively, 
the zeros of the grand partition function converge onto the transition point z0 on the real axis 
as V —+ 00. 
Either side of this transition point, one can find regions which contain some portion of the real 
axis on which the equation of state is analytic. At the transition point itself, the equation of 
state may exhibit a discontinuity in one of its derivatives (which correspond to different orders 
of phase transition). See figure 2.6 for an illustration. 
A natural question to ask at this point is whether these ideas are extendable to more general 
stochastic processes, and in particular those that do not satisfy detailed balance. As was shown 
in section 2.3.2 one can define a normalisation that is analogous to a partition function for 
any ergodic process, and so it seems plausible that zeros of this normalisation could exhibit 
similar properties to those of the equilibrium partition function. I do not speculate more on 
this subject at this point, but later present some evidence for extension to nonequilibrium 
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Figure 2.6: Zeros (x symbols) of a (hypothetical) grand partition function in the complex fugacity plane. Regions R1  
and R2 (which contain no zeros) correspond to phases in which the equation of state is analytic; the zeros converge 
to the point marked by the filled circle, which is a phase transition point in the fugacity z. 
systems in the context of exclusion processes (section 4.8.4) and models with absorbing states 
(section 5.4). 
Note, however, that the convergence of the normalisation Z to zero implies through (2.3. 11) the 
simultaneous convergence to zero of at least one eigenvalue of the transition rate matrix W (in 
addition to the zero eigenvalue that is always present). Intuitively one could perhaps view this 
eigenvalue behaviour as corresponding either to diverging timescales (critical slowing down') 
as a continuous phase transition or to phase coexistence at a first-order phase transition. 
2.4.2 Stationary states in the thermodynamic limit 
I now discuss the properties of stationary states in stochastic processes with an infinite number 
of states. Here the situation becomes more complicated than that described earlier in this 
chapter, as it involves infinite-dimensional matrices and measure theory. I shall therefore only 
make a few general observations. 
Considering the case of a countably infinite set of configurations (as would be appropriate for a 
lattice model), one classifies configurations according to the probability that they are returned 
to at some subsequent time. This probability is related to the existence of paths (sequences 
of transitions) between configurations. If for every path that exists from a state w to a second 
state w' there also exists a path from w' to w, the probability of returning to the state w is 
unity and the state is called recurrent. The mean time taken to return is denoted (w) and 
may be infinite, in which case the state is called null recurrent. When the return probability 
is less than one, the state w is called transient. 
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The main result here is that if all states are recurrent, there is a unique steady state given by 
p*(w) = lim Pt(w) = 1 
	 (2.4.5) 
-F (W) 
which can be interpreted as the frequency with which the state w is visited in the steady state 
[11]. This fact is the foundation of the ergodic theorem, which states that an infinite time 
average is equivalent to an ensemble average in the steady state. Furthermore, it can be shown 
[11] that finite truncations' of the infinite system exhibit steady-state properties indicative of 
those of the infinite system. 
For the more general class of systems with transient states there are fewer strong statements 
that can be made. In chapter 5 I consider models with an absorbing state, i.e. a configuration 
that once entered cannot be left. Such systems can exhibit two types of behaviour in the 
thermodynamic limit: either the absorbing state is reached with certainty, or there is some 
probability that the process remains active forever (i.e. the absorbing state is not reached). As 
will be seen in chapter 5, the infinite-time behaviour of the finite-size and infinite-size systems 
differ, and one should be aware that the limits of infinite system size and infinite time need 
not always commute. 
2.5 	How to solve a stochastic process 
In this chapter I have concentrated mainly on general aspects of stochastic processes with par-
ticular emphasis on steady states and detailed balance. I have, however, largely avoided the 
subject of solving a stochastic process, i.e. obtaining some analytical solution for a quantity 
of interest. Given that we are particularly interested in dynamics that do not satisfy detailed 
balance, we do not know a priori even the steady-state probability distribution of configura-
tions. In this final section of the chapter, I take a brief look at some of the methods one can 
use to determine the behaviour of stochastic processes. 
2.5.1 Exact solution of the master equation 
Exact solutions are highly sought after in physics as they yield complete information about 
a system in hand. In the course of the present investigation of stochastic processes we have 
already come across a couple of methods that, in principle, allow one to determine an exact 
solution for a process. Firstly, one can attempt a graphical solution, e.g. the enumeration of 
paths from an initial to a final configuration (as described in section 2.1.2), or of spanning 
in-trees (section 2.3.4). Generally these approaches are tractable for large system sizes only if 
one can identify some convenient structure in the graph. 
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Secondly, one can try and find the eigenvectors of a transition matrix. Again, standard tech-
niques (such as Cramer's rule, Gauss-Jordan elimination etc.) become harder to apply as the 
system size becomes large. More efficient approaches usually rely on the identification of a 
suitable ansatz. Two particular ansãtze are applicable to a class of one-dimensional lattice-
based processes in which the number of particles occupying a single lattice site is restricted. 
Exclusion processes, the subject of chapter 4, fall into this class. 
The first of these techniques is the matrix product method for the steady state. This method 
has been shown to be equivalent to finding the solution of the linear set of equations defined 
by a master equation (2.2.7) in the steady state [21]. The way it works is as follows. For each 
site on a one-dimensional lattice one associates a "state" (occupation) number, drawn from 
a discrete set. Then for each of these states T one introduces a matrix AT . The steady-state 
probability P* (w), where w = (Ti, T2,... ,TN) with N the lattice size, is then a scalar derived 
from the ordered matrix product AT, A,-2 . . . ATN . The matrices themselves satisfy relations 
which can be obtained from the master equation. I do not discuss this method further here, 
as chapter 4 provides a detailed example yielding new results. 
Alternatively, one can try a Bethe ansatz, which also admits solution for nonstationary states. 
This technique was originally used in the context of a spin-chain model for magnetism and is 
suitable for a one-dimensional lattice system in which the number of particles is conserved. 
One then proposes the following form for eigenvectors 0 of the transition rate matrix W: 
(xi, X2,. . . , xM) = 	A(Q)zxQ(1) 
XQ(2) 	xQ(M) 	 (2.5.1) 1 	2 . ZM  
Q 
in which xi is the position of particle i on a lattice, and 1 < xl <x2 < x3... < XM < N with 
N the lattice size once again. The sum is over all permutations Q of (1, 2,... , M) and A(Q) 
is some amplitude. Again one uses the master equation to determine relations that must be 
satisfied by q5(xi,. . . , xM) in its unphysical regions, e.g. where two particles occupy the same 
site and x, = 	After some manipulation, one arrives at a set of nonlinear equations that 
must be simultaneously satisfied by all the 'momenta' z. An early account of this method 
in the context of stochastic processes is given in [22] and it is also described in [23]. More 
sophisticated variants of the Bethe ansatz also exist, and an introduction to these can be 
found in [24] and references therein. 
2.5.2 Alternative formulations 
When no obvious means to solve the master equation (2.2.7) can be found, it can be more 
fruitful to derive from it an alternative exact equation which one can attempt to solve instead. 
One such equation is a differential equation for a macroscopic observable. Recall that if one 
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can define an observable 0(w) for each configuration w, its expectation value is 
(Ot) = 	Pt(w)0(w). 	 (2.5.2) 
The master equation (2.2.7) implies 
Pt (w')W(w' 	 (2.5.3) 
dt 
in which one should be aware that the self-transition rate W(w -+ w) is negative and whose 
magnitude is the total rate at which it is possible to leave the configuration w. 
As an example, let w x c Z, where x is the position of a random walker on an infinite lattice 
with lattice spacing one. Also let the random walker hop one site to the right x -* x + 1 at 
rate p and one site to the left x -* x - 1 at rate q. Then 
P 	x' x —1 
q x'=x+l 
W(x' 	




Additionally, the observable T(y) is defined as the occupancy of site y, i.e. 0(x) = r(y; x) 
ö(x, y). Inserting these definitions into (2.5.3) one obtains 
= pPt(x)r(y— 1;x)+qPt (x)T(y+1;x) - (p+q)Pt (x)r(y;x) 
= p(Tt(y - 1)) + q(rt(y + 1)) - (p + q)(Tt(y)) 	 (2.5.5) 
which is precisely the equation one would immediately write down for such a simple process. 
However the method generalises and using it one can derive exact differential equations for 
any desired macroscopic quantity. This procedure will be followed a number of times in the 
course of this thesis. 
Simple-minded mean-field approximation 
Often one finds that the time-derivative of a one-point quantity (e.g. the density at a lattice 
site) derived in the manner described above depends on two-point quantities (e.g. density 
correlations). Then repeating the procedure for the two-point quantities one finds dependence 
on three-point quantities and so on. That each equation derived depends on a new unknown 
means that one cannot close the set of equations. 
One way in which to deal with this situation approximately is to replace two-point function 
with the product of two one-point functions. For example, in the case of densities 
(rt(y)rt(y')) -* (rt(y))(Tt(y')). 	 (2.5.6) 
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Clearly this is an approximation which neglects correlations and fluctuations of a random 
variable and, as such, is often called a mean-field approximation. 
Approximations of this type can generally be used to make qualitative predictions as to the 
macroscopic behaviour of a model, but often fail to make correct quantitive predictions. How-
ever, there are situations in which the mean-field approximations can be shown to be exact. 
An example is provided in section 6.1.1 in which I show that a lattice-based model is governed 
by mean-field equations of motion in a specific limit. 
Taking fluctuations into account 
Rather than simply ignore fluctuations and correlations, as was done above, it is more useful 
to derive differential equations that explicitly include them. One scheme for doing this where a 
random variable Xt is continuous (e.g. the off-lattice position of a particle) is to Taylor expand 
the master equation (2.2.7) about the 'current' particle position Xt.  The expansion involves 
the set of jump moments 
a(x) = f dx'W(x 	x') (x' - x)Th 	 (2.5.7) 
in which W(x -+ x')dx' is the rate at which a particle hops from a point x to a point in the 
interval [x', x' + dx']. 
The resulting equation, with the Taylor expansion truncated to second order, is the Fokker- 
Planck equation 
1 a2 
P(x) = - 	[ai(x)Pt(x)] + 	[a(x)Pt (x)]. 	 (2.5.8) 
It should be noted that this is an approximation to the original master equation, and that full 
details of its derivation can be found in e.g. [25] or [26]. 
It can also be shown [25] that (2.5.8) is equivalent to a Langevin equation 
Xt = [al ( xt ) - a(xt )] + {a2 (xt )]112 t 	 (2.5.9) 
in which a'2 (x) is the derivative of a2 (x) with respect to x and 71t  is a random variable that has 
mean of zero, unit variance and is uncorrelated. That is 
(7t) = 0 and (r/t nt') = 6(t - t') . 	 (2.5.10) 
There are a couple of points to note about the Langevin equation (2.5.9). Firstly, both qt 
and Xt are random variables and so the Langevin equation expresses the relation between 
two stochastic processes. The usual interpretation of a Langevin equation is that the first 
term in square brackets is the deterministic part of the evolution of Xt, and the noise term 
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(containing 	represents fluctuations about the mean behaviour. The presence of a function 
of Xt multiplying the noise qt means that the differential equation is meaningless as it stands: 
it must be supplemented by a scheme for integrating the right-hand side. Two commonly 
used schemes are Ito and Stratonovich integration. Their relevance to stochastic processes is 
detailed in [27]; I simply state here that equations (2.5.8) and (2.5.9) are equivalent under 
Stratonovich integration. In this case, one integrates a random function by dividing time into 
N small intervals I.t Z , and using the values of function at the midpoints of these intervals to 
approximate the integral with a sum. Finally, the integral is obtained by simultaneously taking 
the limits N - oo and /tj -4 0 in the summation. 
In this thesis, a Langevin equation will be used to model interfacial growth (see chapter 6). 
Other examples and a more general treatment of Langevin equations can be found in textbooks 
such as [25, 26, 27]. 
The master equation and the Schrödinger equation 
The final alternative form of the master equation (2.2.7) that I wish to discuss is not so much 
a reformulation as a reinterpretation. Consider again the master equation in matrix form 
d P
t = wPt  
dt 
and compare with the Schrödinger equation 
(2.5.11) 
ih(t)) = 	I(t)). 	 (2.5.12) 
dt 
Note that, up to notational differences, the two have the same basic structure. In quantum 
mechanics the time-dependence of the wavefunction kl') is governed by the Hamiltonian (energy 
of the system in terms of operators) J-C. Therefore, the transition rate matrix W is often referred 
to as a Hamiltonian; however this use of the term does not imply any relationship to the energy 
of a process, even if such a thing can be defined. 
Additionally, some differences between the nature of the Hubert space spanned by the wave-
functions k') and the configuration space of Pt should be noted. Firstly, in quantum mechanics 
the elements of the vector ) are complex probability amplitudes, and it is the squares of their 
absolute values which are probabilities. In stochastic processes, the elements of Pt themselves 
are probabilities, and hence real and nonnegative. Further, in quantum mechanics, each of 
the eigenvectors of J-C is a stationary state; in stochastic processes, only those eigenvectors 
with zero eigenvalue are stationary. Finally, in quantum mechanics, J-C is Hermitian, and so 
the vector dual to I) is just its complex conjugate transpose. In stochastic processes, W is 
not necessarily symmetric, and thus the vectors Pt are not simply related to their duals. In 
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particular, the elements of the left and right eigenvectors of W need not take similar forms in 
a general representation. 
Nevertheless, an operator formulation of the master equation, particularly for lattice-based 
processes where particle moves are conveniently written using creation and annihilation oper-
ators, can be beneficial. Firstly, connections can be made to other fields e.g. that of quantum 
spin chains [28]. Additionally, the use of a second-quantised' description (i.e. creation and 
annihilation operators) allows one to recast the master equation as a path integral which can 
then be analysed using the methods of quantum field theory. For descriptions of this procedure 
in the context of stochastic processes, see e.g. [29, 30, 31]. 
2.5.3 Numerical methods and simulation 
Even if one writes the master equation for a process in a different form, it may, and probably still 
will, be unyielding to an analytical solution. In this instance one may wish to turn to numerical 
methods in order to e.g. diagonalise the transition rate matrix W or solve a Langevin equation 
(2.5.9). This in itself is a nontrivial exercise, especially in the case of numerical diagonalisation 
as the system need not comprise many configurations before there is insufficient memory to hold 
a probability vector, let alone the entire matrix W. Here one must start to use optimisation 
techniques, e.g. those appropriate to sparse matrices (i.e. where many transition rates are zero), 
or approximation schemes, such as the density matrix renormalisation group [32] in which a 
subset of the entire system is diagonalised, and a subset of the eigenvectors found retained and 
used to construct eigenvectors for a larger system. 
Finally, much can be gleaned by performing computer simulations of a process. In principle 
these are quite easy to set up, as all one needs do is generate a random walk through configu-
ration space according to the transition rates W(w -4 w'). Again, however, simulation is easier 
said than done. Usually one needs large system sizes to see the desired physical effects; often 
one also needs long run times (especially when correlation timescales begin to diverge). Also, 
as is the case when we are studying nonequilibrium probability distributions, we do not know 
in advance what the steady-state distribution * (w) is, so it becomes more difficult to devise 
schemes for sampling this distribution efficiently. This is in contrast to the case of an equilib-
rium system where one can vary the transition rates W(w -+ w') so that detailed balance with 
respect to the desired steady-state distribution P*(w) is obeyed (2.3.2), but with transitions 





In this chapter I have reviewed how one devises a mathematical model of a stochastic process 
and some general properties such as the existence of steady states, ergodicity and detailed 
balance. In respect of the latter, I have adopted the loose definition of a nonequilibrium 
system as one whose microscopic dynamics do not satisfy detailed balance. Such systems form 
the basis of the models that will be studied in greater depth in the remainder of this thesis. 
Meanwhile, it should be apparent that there is no single, foolproof method for solving a nonequi-
librium system. Thus in the following chapters, the methods described in the previous section 
will be called upon in a rather ad hoc manner. Nevertheless, this approach will allow us to 
achieve the stated aim of gaining some understanding of collective behaviour exhibited by 
nonequilibrium systems, at least for the restricted class that is considered in this thesis. 
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Chapter 3 
Annihilation and coalescence reactions 
The first type of stochastic dynamics I consider is that of particle reactions. Specifically I dis-
cuss single-species annihilation and coalescence reactions in which the collision of two particles 
may result in one or both reactants being removed from the system. I begin by reviewing 
the results known for the case where the reactant motion is diffusive, concentrating on the 
equivalence of the two types of reaction. I then move on to the case of ballistic (deterministic) 
reactant motion, and find from an original exact solution that annihilation and coalescence 
are equivalent in this case too. These results are obtained by exploiting a connection to the 
combinatorics of reordering (sorting) processes, which is described in detail. 
3.1 Particle reaction systems 
3.1.1 Overview 
I set the scene with a physically reasonable picture of a particle reaction system. Consider 
some kind of container in which there are particles of a number of different species, labelled 
A, B, C.... Now let them explore the box according to some suitably defined equations of 
motion until two collide and react with some prescribed probability that depends on the species 
involved in the collision. For example, if species A and B combine upon meeting to create a 
product C with probability p, one would write 
A+BC. 	 (3.1.1) 
A two-dimensional reaction system in which there are two reactants A and B which undergo 
the reaction A + A -+ B is illustrated in figure 3.1. 
Although this picture is extremely simple, a few remarks are already in order. Clearly the 
number of particles of a given species will change with time through the reactions and often it 
33 
34 	 CHAPTER 3. ANNIHILATION AND COALESCENCE REACTIONS 
Figure 3.1: The standard picture of a reaction system. In this case, type A reactants (shaded) combine to give rise 
to type B reactants (hatched) with probability p on meeting. 
is this time-dependence of a particle species' density which is most easily computed for such 
systems. Furthermore, the reaction dynamics may be irreversible: in the above example once 
A and B particles have combined to form a C particle, the original reactants are lost forever. 
Although I will not go so far as to formulate an explicit master equation for a particle reaction 
system, it can easily be seen from condition (2.3.3) in the previous chapter that an irreversible 
reaction implies the stochastic reaction process does not satisfy detailed balance. Hence, par-
ticle reaction dynamics belong to the loosely-defined class of nonequilibrium dynamics of the 
previous chapter (see section 2.3.6). 
By far the most studied reactions are single-species annihilation A + A —* 0 and coalescence 
A + A —+ A reactions, and only these reactions are considered in this chapter. Before I outline 
some of the established results for this pair of reactions, I briefly illustrate a physical context 
in which they arise, namely the dynamics of the q-state Potts model. 
The Potts model is a generalisation of the Ising model in which the magnetic moments (spins) 
si may point in one of q directions. In the absence of a field, the system is described by a 
Hamiltonian 
JC 	—J>(6(si,sj+i)  —1). 	 (3.1.2) 
which simply states that there is an energy cost J associated with each neighbouring pair 
of nonaligned spins. Thus, the ground state will comprise a system in which all spins are 
aligned, although the Hamiltonian does not favour a particular direction. In order to map the 
model onto a reacting particle system, one must examine the approach under zero-temperature 
Glauber dynamics [33] to a ground state from some random initial configuration of spins. 
These dynamics are implemented as follows. First one randomly picks a spin, and also one of 
its neighbours; then, if the two spins are differently oriented, the first spin is flipped so that it 
becomes aligned with its neighbour—see figure 3.2. In one dimension, this process can be seen 
always to minimise (or leave unchanged) the local nearest-neighbour interaction energy due to 
the flip of one spin alone. Alternatively, one can view each spin as an entity which may have 
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one of a fixed number q of opinions. Not wishing to stand out of the crowd, each entity chooses 
a neighbour's opinion on the matter in hand entirely at random. Such a scenario describes a 
voter model, see e.g. [34] for further discussion. 
L 	
Time 
Figure 3.2: A q = 3 states Potts model evolving under zero-temperature Glauber dynamics. The highlighted spin is 
flipped so that it becomes aligned with its right nearest neighbour. This causes two domain walls (shown as dashed 
lines) to coalesce. To map to a particle reaction system, one interprets the domain walls as particles. 
In figure 3.2 the evolution of the domain walls—lines between nonaligned spins—as a result 
of a single spin-flip is shown. In the figure, a randomly chosen spin has been made to align 
with its right neighbour, causing the domain wall between them to move one site to the left 
where it has coalesced with the domain wall already present there. Had the chosen spin's left 
neighbour also pointed the same way as that to the right, the two domain walls would have 
annihilated rather than coalesced. By interpreting the domain walls as particles, one obtains 
a one-dimensional annihilation and coalescence model. 
The motion of the particles is diffusive: that is the domain walls hop with equal probability 
to the left or right because either spin next to a domain wall may be selected and flipped 
with equal probability. One can also calculate the probability that two particles annihilate 
or coalesce on contact under the assumption that each possible initial spin configuration was 
chosen with equal likelihood. Then the orientations of the spins on either side of a domain 
wall are statistically independent at all times (apart from the fact that they must, necessarily, 
be different). Hence, the probability for two next-nearest neighbouring domains to have their 
spins pointing in the same direction is 1/(q - 1) and therefore to point in different directions 
is (q - 2)/(q - 1). In the former case, two approaching domain walls annihilate whereas in 
the latter they coalesce. This implies that the one-dimensional q-state Potts model evolving 
under zero-temperature Glauber dynamics can be expressed as a single species particle reaction 
system described by 
A+A+ø and A+A—A 
	
(3.1.3) 
with p = 1/(q - 1). 
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3.1.2 Universality of diffusive annihilation and coalescence 
In the foregoing we have seen how a combination of particle diffusion combined with anni-
hilation and coalescence reactions emerges from the q-state Potts model. Intensive study of 
these two reactions (see [35, 36] for reviews) has shown that the mean (in the sense of space 
and ensemble averaged) density of particles, as well as all n-point density-density correlation 
functions [37], are identical for the two reactions, and also any combination thereof. 
Consider in particular the case of the mean density as a function of time. If one assumes that 
the reactants are well-mixed at all times (i.e. the density p(x, t) is the same everywhere) and 
further neglects fluctuations and correlations (i.e. a mean-field approximation, see section 2.5.2) 
one quickly arrives at the rate equation 
d 
p(t) = —Ap(t)2  
dt 
(3.1.4) 
for the density. This equation simply expresses the fact that, under the mean-field approxi-
mation, the probability that two particles are at the same point is p(t)2. Then, the rate at 
which a particle is removed from the system is proportional to A (which in turn depends on 
the annihilation and coalescence rates). The solution to (3.1.4) is 
(3.1.5) 
This result provides the first (albeit rather simple) example of a dynamical scaling regime 
in this thesis. Consider the typical distance between two particles £ — pi /d  where d is the 
number of spatial dimensions in the model. Then the above implies that £ th/d and so the 
system is invariant under the resealing transformation t —+ bt and £ —* b". Note however that 
this transformation is trivial in the sense that a homogeneous spatial distribution of reactants 
has been assumed. 
The rate equation (3.1.4) is not expected to describe the system accurately in low dimensions 
because reaction events induce density fluctuations. As the dimensionality is decreased, the 
dynamics become more sensitive to these fluctuations and indeed from exact solutions for the 






for large times given p(0) = 1. Note that this result applies for both annihilation and coalescence 
reactions in the presence of diffusive motion with diffusion constant D. 
Information about the relationship between the two reaction processes can be gleaned through 
a field-theoretic treatment. As discussed in section 2.5.2 one can interpret the master equation 
for a stochastic process as a Schrödinger equation and this allows one to express expectation 
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values of observables as path integrals—see e.g. [29, 30, 31]. Peliti [41] was able to show that 
this description of diffusive annihilation and coalescence reactions can be renormalised exactly 
to all orders in perturbation theory and confirmed the conjecture that the two types of reaction 
belong to the same universality class. Furthermore, the upper critical dimension, above which 
the mean-field result (3.1.5) holds, was shown to be two. At this upper critical dimension one 
obtains a density decay proportional to ln(t)/t, again identical for both processes. The decay 
exponent of 1  turns out to hold also for 'higher-order' single species processes i.e. kA - 0 [42] 
(although here the upper critical dimension depends on k) but not for the two-species process 
A+B — O[ 43]. 
Another way in which the correspondence between the reaction processes A + A -+ A and 
A+A -* 0 is understood is through a similarity transformation between their master equations. 
That is, there exists a one-to-one mapping (given explicitly in [44, 45]) from any probability 
distribution of configurations in the annihilation process to a probability distribution in the 
coalescence process. Although such a transformation does not imply a simple relationship be-
tween macroscopic observables (as defined by equation (2.1.1)) in the two systems, it turns out 
that the density and density-correlation functions are closely related in the case of annihilation 
and coalescence reactions [37]. 
3.1.3 The case of ballistic motion 
Until now, I have described only reactants that move diffusively between reactions. This is the 
case if the number of collisions a particle suffers before reacting is large, thereby randomising 
its velocity. If, on the other hand, the mean-free path of the reactants is much greater than 
the typical interparticle spacing, then ballistic (straight-line) motion is deemed appropriate. 
Ballistic coalescence and annihilation reactions can also be mapped onto a range of other 
processes, notably an interfacial growth model (see [46] and also section 6.2.1) as well as 
certain limits of traffic flow [47] and competition between warring factions [48]. Here I do 
not consider these applications but instead the more fundamental question of whether there 
is any relationship between annihilation and coalescence reactions when the particle motion is 
ballistic rather than diffusive. 
This question is made harder to answer due to the fact that, as yet, no general approach to 
the solution of ballistic reaction systems has emerged. Principally this is because any model 
one devises must explicitly keep track of all particle velocities and positions in the system. 
A seminal model was introduced and solved exactly by Elskens and Frisch [49] (also it was 
independently studied in [46]) and describes deterministic pairwise annihilation of oppositely 
moving particles in one dimension—see figure 3.3. In that case it was found that if the ini-
tial fractions of the particles moving in each direction are equal, a power-law density decay 
000 
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proportional to t 1/ 2 is obtained, whereas for unequal initial densities an exponential density 
decay modulated by a power-law t 3/ 2 applies. Hence, even in this simple model, one finds a 
power-law decay only for particular initial conditions, a fact that contrasts starkly with the 
case of diffusive motion. 
Generalisations of the Elskens-Frisch (EF) model have been many and varied, as have the the-
oretical approaches employed. The extension to three and four velocities has been considered 
using a mean-field theory, geometrical arguments and computer simulation [50] and a general 
feature is that the different particle species decay at different rates which depend on the initial 
conditions. Continuous velocity distributions have also been treated, most commonly using a 
Boltzmann equation formalism (see e.g. [51]) and also through scaling arguments [52]. Again 
it emerges that the long-time behaviour (e.g. the exponents of the power-laws) is strongly de-
pendent on the initial distribution of velocities. This behaviour can be intuitively understood 
from the fact that the use of deterministic equations of motion implies that there will be a 
long-term memory of initial particle velocities. 
Since Elskens and Frisch's work in 1985, very few other exact results had been obtained for 
ballistic reaction systems. In this chapter I obtain new exact results for a generalisation 
of the EF model which includes any combination of annihilation and coalescence reactions, 
arbitrary initial densities of the two particle species and stochastic reaction dynamics (in the 
EF model two approaching particles always annihilate one another). This stochasticity models 
the physically reasonable idea of a finite reaction rate, as in figure 3.1. 
The key feature of the model that allows it to be solved is that it is equivalent to a sorting 
(reordering) problem. To understand this connection consider figure 3.4 in which a realisation 
of particle trajectories in a two-species stochastic reaction system is shown. It is clear that the 
system evolves by two particles with opposite (positive and negative) velocities approaching 
and then either exchanging places (if no reaction occurs) or reacting to cause at least one of the 
particles to be removed from the sequence. Ultimately, a configuration is reached in which no 
Space 
Figure 3.3: The ballistic reaction model of Elskens and Frisch [49]. In it particles have one of two velocities with their 
relative initial proportion a parameter of the model. Whenever two particles meet, they always react causing both to 
be removed from the system. 
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Figure 3.4: The model of stochastic ballistic annihilation and coalescence solved in this chapter. The model comprises 
particles with positive 	and negative e velocities. When two meet both, one or neither particle may be removed 
from the system, each with a prescribed probability. No more reactions are possible once all particles are receding. 
more reactions can occur because all particles with negative velocity are receding from those 
with positive velocity. 
Hence the one-dimensional reaction system is equivalent to the sorting of particles into as-
cending order of velocities, albeit with the possibility of particle removal en route to the final 
configuration. In the next section I review some of the ideas associated with reordering prob-
lems, and this will serve as an introduction to mathematical entities known as q-series which 
arise in a range of contexts including number theory and combinatorics. It had already been 
noted [53, 54] that q-series arise in special cases of the stochastic ballistic reaction system 
that I solve in the general case here. The interpretation of a reaction system as a sorting 
process allows us to understand why q-series are important in the context of ballistic reaction 
dynamics. 
3.2 	The combinatorics of sorting 
3.2.1 Sorting a set of distinct objects 
The combinatorics of sorting is concerned with questions of the following type. Given an 
arbitrary permutation of N distinct objects K1, K2,.. . KN which possess an ordering relation 
(i.e. the assertion K. < K3 is always either true or false for i 0 j and that Ki < K3, K3 < 
Kk ==> Ki <Kk ) how much rearrangement is required to bring these objects into a prescribed 
order (e.g. one in which the smallest K appears first, the next smallest second and so on)? 
Such a question is of particular interest to computer scientists wishing to compare the efficiency 
of different sorting algorithms—indeed a good account of some of the material described here 
can be found in the standard work on sorting and searching algorithms by Knuth [55]. To 
answer this question, two points must first be clarified. Firstly one must define quantitively 
the amount of rearrangement required to bring the initial sequence of objects into the prescribed 
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Figure 3.5: Reordering a permutation of four objects into ascending order through a sequence of nearest-neighbour 
swaps. In each step, the pair about to be exchanged is boxed. 
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Figure 3.6: Systematic iterative algorithm for reordering a sequence of objects using the smallest number of nearest-
neighbour exchanges. The shaded box indicates the objects that are already correctly sorted amongst themselves; 
only the first object after this (shown bold) is moved at each step of the process. 
order: a convenient choice is the smallest number of nearest-neighbour exchanges required to 
obtain the desired order, see figure 3.5. Secondly this number of swaps varies according to the 
initial ordering of the objects and so one considers the possibilities that arise from considering 
all N! initial permutations at once. 
One way in which an initial sequence of N objects can be ordered using only the minimum 
number m of nearest-neighbour swaps is through an incremental algorithm as follows. First one 
notes that if the first n - 1 objects in the sequence are already correctly ordered, the n th  object 
needs to be exchanged only with those 'larger' objects that immediately precede it. Hence the 
sequence can be sorted by iterating n from 1 to N. This process' is illustrated in figure 3.6. 




in which a0 is the number of the initial N! sequences requiring exactly n swaps to become 
ordered. The above sorting algorithm implies that 
RN(q) = (1 + q + q2 	+ qN_l)R_1(q) = 
1 qN 
RN— 1(q) 	(3.2.2) 
1 —q 
because the Nth  object may have to exchange places with its left neighbour between 0 and 
N - 1 times to reach its rightful location, and each of these possibilities is represented in the 
generating function by an additional term in q to the power of the number of swaps required. 
As a sequence comprising N = 1 objects is always correctly ordered, we have R, (q) = 1. Hence 
the previous equation implies 
RN(q) = (
1 q)N 
fl (1 qk) 	 (3.2 -3) 
'This algorithm is known to computer scientists as a bubble sort and is widely regarded as the least efficient 
sorting algorithm; however more sophisticated algorithms that employ long-range swaps do not have a phyisical 
interpretation in terms of reacting particles. 
3.2. THE COMBINATORICS OF SORTING 	 41 
from which, in principle, one can obtain the number a of initial permutations of N objects 
that require n swaps to be brought into the right order by reading off the coefficient of qTh . 
In practice, information about the statistics of the sorting process can be determined directly 
from the generating function RN(q) without having to determine explicitly the individual 
coefficients a. As an example, I show how one can manipulate (3.2.3) to find the mean 
number of exchanges required to order an initial sequence chosen with equal probability from 





n a. (3.2.4) 
	
limRAr(q) = N! , 	 (3.2.5) 
q--+l 
n 
the mean number of swaps can be recast as 
(n) = urn
1 
 --RN(q) = lim 
d 
—1nRN(q) . 	 (3.2.6) 
q-+lRN(q)dq 	q-*idq 
Inserting (3.2.3) into this expression one finds 
1.1qk(1q)q1 
q1 	(1— q)(1 - qk) 	
(k —1) = N(N —1) 	(3.2.7) 
k=1 	 k=1 
in which the limit is computed using two iterations of L'Hôpital's rule. In actual fact, this 
particular quantity can be calculated more easily from the definition of the iterative sorting 
process given above; however this example illustrates the fact that a generating function can 
be a useful object in its own right. 
Relationship to the q-factorial 
I now make a few general observations about the structure of generating function RN(q) given 
by (3.2.3). We have already seen that in the limit q - 1, RN(q) —* N! and so for general q this 
generating function can be thought of as a continuous deformation of the factorial. Indeed, 
the product over k on the right-hand side of (3.2.3) forms the conventional definition of the 
q-factorial (see, e.g. [56, ch. 1] or [57, ch. 10]) sometimes denoted N!q or (q; q)j'.j. That is, the 
q-factorial defined as 
N!q 	(q; q) 	11 (1 — qk), 	 (3.2.8) 
is equivalent to the ordinary factorial in the limit 
N!q  
urn 	=N!. 
q-1 (1 — q)N 
(3.2.9) 
Space 
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As an aside, we note that the q-factorial is ubiquitous in the generalisation of functions de-
fined through (e.g. hypergeometric) series. These q-series are obtained from the'classical' 
series by replacing any ordinary factorials with corresponding q-factorials. For example, the 
q-exponential is the generalisation 
00 Xn 
expq (x) 	 (3.2.10) 
n=O 
which reverts to the ordinary exponential in the limit 
00 	 n 	00 





q-*1 	 q-1 n!q 	 —i- 
= exp(x). 	(3.2.11) 
n=O n=O 
There is a wealth of known results concerning such q-series, many of which can be found in 
[56, 58]. 
Sorting process as a noninteracting ballistic particle system 
To conclude this section, I make more precise the mapping of a sorting problem to a ballistic 
particle system in the absence of reactions. For each element Ki in the unsorted set one ascribes 
an initial position xi which has xi < xi + 1, i < N and a velocity ci which has ci < c3 , Ki < K3 . 
After following their straight-line trajectories for a sufficiently large time the particles will 
have reordered themselves correctly—see figure 3.7 for the particle-trajectory formulation of 
the reordering process illustrated in figures 3.5 and 3.6. 
Note that in figure 3.7 there are a number of vertices, each one corresponding to a nearest-
neighbour particle exchange that occurs in the reordering process, and that this number is 
unaltered by the numerical values chosen for x, c (as long as they fulfil the inequalities given 
above). This corresponds to the fact that there may be more than one way to reorder a 
particular initial sequence of objects using the same number of swaps. Each vertex has also 
been labelled with a q, the idea being that the diagram contributes a term equal to the product 
Figure IT The reordering process of figures 3.5 and 3.6 reformulated as particle trajectories in a space-time diagram. 
Each vertex indicates a nearest-neighbour particle exchange; this particular diagram contributes a term q4 to the 
generating function (3.2.1) which can be thought of as the product of the labels associated with each vertex. 
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of these vertex weights to the generating function (3.2.1). The generating function is then the 
sum over the N! diagrams that correspond to each initial sequence of objects. It is this vertex 
counting that will later be used to track the development of a reacting particle system. 
3.2.2 Sorting a set of indistinct objects 
In a particle reaction system, one expects more than one particle to have the same initial 
velocity, as in figure 3.8. Here it is clear that the noninteracting particle system corresponds 
to a sorting process in which some of the N objects may be treated as being equivalent. 
Consequently any two sequences which differ only by reordering of objects of the same type 
are also equivalent. In this section I describe a formalism for treating such systems which 
involves the reordering of operator products which obey q-commutation relations. 
Generating function and q-binomial 
Consider now a system in which there are only two different particle species and let us pose 
the following question. Assuming that there are k objects of type 1 (and hence N - k of type 
2), how many of the () initial sequences require exactly n nearest-neighbour swaps to be 
brought into the ordered form where all objects of type 1 appear first? 
In the previous section, a similar question in which there were N! initial sequences was ad-
dressed and it was found that the generating function of nearest-neighbour exchanges was given 




in which the coefficient c is the number of the () initial sequences of objects requiring exactly 
ri. nearest-neighbour swaps to become reordered. Based on the results of the previous section, 
X 	q111 
q \ q 
®® 	
Space 
Figure 3.8: Eight particles with three different velocities. Note that because particles with the same velocity never 
meet, they are not reordered amongst themselves. 
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one might guess that SN,k(q)  is a q-deformation of the binomial coefficient (see e.g. [56, app. I]), 
that is 
SN,k(q) = []
q = k! q (N_ k)!q 	
(3.2.13) 
I show that this is the case by using an operator method that will be developed to describe 
particle reaction systems. 
Operator approach to the problem 
Following [57, ch. 101 one finds a closed form for the generating function SN,k (q) by introducing 
a pair of operators A1 and A2 that represent objects of type 1 and 2 respectively. A sequence 
of objects, e.g. 2121, is then expressed as an ordered operator product, in this case A2 A1A2 A1 . 
The correctly ordered sequence of these objects is represented by the product A1 A1A2A2 and 
three nearest neighbour exchanges are required to obtain this form. 
If one now specifies the relationship between Al and A2 using the q-commutation relation [57] 
[A2, Al], AAi - qA1 A2 = 0 	 (3.2.14) 
one finds that A2A1 A2 A1 = q3 A1 A1 A2 A2. The factor q3 that has appeared is precisely that 
which should appear in generating function S4,2 (q). Recall that this encodes the number of 
configurations requiring specific numbers of swaps to be correctly ordered. 
Of particular importance is the combination of operators (Al + A2)N. When multiplied out, 
this expression gives rise to a sum over all possible initial sequences of N objects of two distinct 
types. Then, if one uses (3.2.14) repeatedly on each term in the summation, one obtains 
N 
(A1 + A2 )N = 	S,(q)AA_k . 	 (3.2.15) 
k=O 
That is, the prefactor of each ordered configuration comprising k objects of type 1 followed by 
N - k objects of type 2 is precisely the generating function SN,k (q) that is of interest here. 
To determine a recursion relation for SN,k (q) one multiplies both sides of the previous equation 
from the left by (A1 + A2) and uses (3.2.14) to manipulate the right-hand side. This leads to 
the expression 
N 
(A1 + A2)' = 	(SN,k(q)A1A _k + SN,k(q)qkAA1k) . 	(3.2.16) 
k=O 
By comparing particular powers of A1 and A2 in this equation with those of (3.2.15) with 
N - N +I one finds 
SN+1,k(q) = SN,k_1(q) 	
qkS(q). 	 (3.2.17) 
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It is easy to verify that with SN,k(q) equal to the q-binomial [1q as defined by equation (3.2.13) 
the previous recursion relation is satisfied. This completes the derivation of the generating 
function SN,k(q). 
In this derivation, the operators A1 and A2  have been used simply as a device to keep track of 
sequences and we have not been concerned with their existence or representation. One way in 
which these operators can be represented is through a basis of q-fermionic states (see e.g. [53]) 
and one can then verify explicitly that the expression 
N 
(A1 + A2)N = 	[ I;] q AV_kA2k 	 (3.2.18) 
comprises an identity for the pair of operators A1 and A2. 
Generalisation to more types of object 
It is quite easy to generalise the result of the previous section for two types (or species) of 
object to M species with the initial sequence comprising an arbitrary sequence of ki objects of 
type i and with Ei  ki = N. 
Again, reordering of the entire initial sequence can be performed iteratively. First one ex-
changes the k 1  objects of type 1 with their left neighbours until all type 1 objects are at the 
start of the sequence; then one sorts the remaining sequence of N - k 1 objects in the same 
way but exchanging the places of type 2 objects. Repeating this process for each type of 
object, the sequence eventually becomes correctly ordered—see figure 3.9. At each stage i, 
one is moving only objects of type i amongst those of types i + 1,. . . , M which are considered 
equivalent. Hence this process is equivalent to a sequence of separate two-species reorderings 




Figure 3.9: Reordering eight objects of three different types by moving those of type 1 first followed by those of 
type 2. At each step, the unsorted portion of the list is enclosed, and the shaded particles are those that should be 
exchanged with their left neighbours. 
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In terms of the generating function, defined as 




where c is the number of sequences for which n nearest-neighbour swaps are required, the 
decomposition into separate two-species sorting processes implies 
(M) 	
- 
S(2) 	(M—(q) S( _l) 
 N, N_kl,k2,...,kM(q) . 	 (3.2.20) 
If this is iterated, one can express the M-species generating function entirely in terms of 
the two-species generating function S(k; q). Given that this latter function is equal to the 
q-binomial, it follows that 
S(M)) - 	N 	= 	N!q 	 (3.2.21) ....k N,k1.( 	- k1 k2 ... kM_i q - kl!qk2!q . .. k!q 
This is recognisable as a q-deformation of the multinomial, which in turn is the number of 
initial sequences with ki objects of type i. 
Again, operators could be used to obtain this result in a manner analogous to that described 
above. In this case one obtains the identity 
(Al +A2+ +AM)N= 	
N 	1 I AkAk . . . A km 	 (3.2.22) ... 	
[12 ... kM_i' 	1 2 	M ..........kM_i 
with km = 1 - 	ki for the operator algebra defined by the set of q-commutation relations 
{Ai,Aj]q = 0 for i > j . 	 (3.2.23) 
Note these commutators implicitly imply that [A, Aj]1/q = 0 for i < j and express the fact 
that each time an object of type j is moved to the left of an object of type i (with i > j), a 
factor of q appears in the generating function. Again A,,..., AM can be represented using, a 
basis of q-deformed fermionic states [53]. 
3.3 	Combinatorics of ballistic reaction systems 
In the previous section I detailed the connection between trajectories of noninteracting particles 
undergoing ballistic motion and the sorting of sequences and showed that q-deformations of 
mathematical objects (such as the factorial and binomial coefficient) arise naturally in the study 
of sorting problems. Furthermore I illustrated the utility of employing operator products to 
keep track of sequences of particles. I now extend this approach to a model of reacting particle 
systems and use it solve exactly a model of stochastic ballistic annihilation and coalescence. 
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3.3.1 Definition of the stochastic ballistic annihilation and coalescence (SBAC) 
model 
The initial configuration of the stochastic ballistic annihilation and coalescence (SBAC) model 
comprises N particles each of which is independently assigned a velocity +12  with probability 
fR or a velocity — with probability fL = 1 — fR. For simplicity, these particles will be 
referred to as 'left-moving' (and denoted L) and 'right-moving' (R) respectively. At this stage, 
the inter-particle spacings are arbitrary and these will only be specified in the generalisation 
to infinite systems in section 3.5. 
The particles begin moving at time t = 0 with constant velocity until two meet. Then one of 
three reactions may occur, or the particles may elastically scatter: the probability with which 
each reaction occurs is given in the table below. In the reaction probabilities three parameters 
have been introduced: p = 1 — q is the probability that two particles react upon contact and 
T1L, 77R are proportional to the probability that two particles coalesce into a single left-moving 
or right-moving particle respectively. Note one must have riL + rj < 1 and when the equality 
is satisfied there can be no annihilation reactions. 
Reaction 	 Probability 
Elastic scattering RL 	LR q 
Rightward coalescence RL —f R P7 1R 
Leftward coalescence RL —* L P1L 
Annihilation RL —* 0 p(l — 71L — 77R) 
A realisation of the initial condition and subsequent reaction dynamics is shown in figure 3.10. 
Note that each vertex corresponds to a reaction or scattering event, and these have been 
labelled according the corresponding probability. 
Space 
Figure 3.10: A realisation of the dynamics in the SBAC model. Note that the elastic scattering of two approaching 
particles can be equivalently thought of as two particles passing through each other. The vertex labels indicate the 
probability a particular type of reaction occurs. 
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3.3.2 Operator approach to reaction dynamics 
As in section 3.2.2 a sequence of particles in the SBAC model is represented using a product 
of two operators: L for left-moving particles and R for right-moving particles. The initial 
distribution of sequences of N particles is then written as 
(f LL+f RR) N 	 (3.3.1) 
so that each possible initial sequence is weighted according to the probability that it is con-
structed. 
The distribution of final sequences (i.e. when no more reactions are possible) comprises a string 
of left-moving particles followed by a string of right-moving particles. In terms of operator 
products, the final state will take the form 
pN(kL,kR)LR kR 	 (3.3.2) 
kL=O kR=O 
in which pN(kL, kR) should be the probability that a final sequence comprises exactly kL left-
moving particles and kR right-moving particles given the initial distribution (3.3.1). 
The probabilities PN (kL, kR) can be determined by drawing all possible space-time diagrams 
like figure 3.10 with kL (respectively kR) outgoing left-moving (right-moving) particles and 
summing the products of all the vertex labels on each diagram. Wherever two particles meet, 
four new diagrams result, each corresponding to the four possible outcomes of a reaction 
detailed above. In terms of operator products, this implies the introduction of new terms in a 
sum over sequences by making the replacement 
RL -~ qLR +p(r/LL + 71RR + [1 - riL - rlR]II). 	 (3.3.3) 
Here E is an identity operator and is used when both particles are removed from the system. 
Note that this procedure ensures that each new term is correctly weighted according to the 
probability that a particular sequence of particles is generated. Note that if the operators R 
and L to satisfy the q-commutation relation 
[RL, LR]q RL - qLR = P(rILL + ?IRR + [1 - 77L - rlR]IU. 	 (3.3.4) 
that the operator products representing the initial (3.3.1) and final (3.3.2) distribution of 
particles are mathematically equal. That is 
(fLL + f RR) N = 	 PN(kL, kR) LR, 	 (3.3.5) 
kL=O kR=O 
It is by using these two last relationships that I solve the SBAC model defined above. Note 
that the operator reordering procedure just described is essentially a convenient mechanism for 
enumerating all possible paths from an initial to a final sequence of particles, i.e. the method 
for determining probability distributions described in section 2.1.2. 
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3.3.3 Generalisation to models with more particle species 
Before proceeding with the solution of the SBAC model, I remark on the generalisation to 
models with more particle species. For the operator method described above to be successful, 
one must ensure that the operators are associative under multiplication, i.e. (AB)C = A(BC). 
Then there is only one way to reorder a particular product, and the identity (3.3.5) holds. 
It is easily verified from (3.3.4) that the pair of operators R and L are associative under 
multiplication. 
If, however, one were to introduce stationary particles that interact nontrivially with both 
right- and left-moving particles, the above operator reordering method no longer works. To 
understand why this is so, consider the special case of pure stochastic annihilation (i.e. % = 
riR = 0 in the SBAC model) in the presence of stationary particles S which interact with the 
left- and right-moving particles under the reactions R + S 4 S and S + L 4 S where p = 1 - q. 
Then, in an operator formulation one has 
RS = qSR + PS and SL = qLS + p5. 	 (3.3.6) 
Using these relations and (3.3.4) with 77L = 71R = 0 one finds 
(RS)L - R(SL) = p2q(LS - SR). 	 (3.3.7) 
If the triad of operators L, S and R are to be associative under multiplication, one must have 
LS = SR. However, one cannot in general simultaneously satisfy this relationship and (3.3.6). 
The nonassociativity of the operators has its physical origin in the dependence of the set of 
final-state probabilities on the initial inter-particle separations—see figure 3.11. For the two-
velocity system, defined above, the final-state probabilities are invariant under inter-particle 
spacings and so the operator algebra is associative. 
Figure 3.11: A particle reaction system that cannot be solved using the operator methods of this chapter. In the 
left-hand sequence of reactions, the left-moving particle always meets the stationary particle whereas in the right-
hand sequence, they meet only with probability q2 . Hence the distribution of final configurations arising from the 
combination .RSL varies according to the inter-particle spacing. 
50 	 CHAPTER 3. ANNIHILATION AND COALESCENCE REACTIONS 
3.4 Survival probabilities in the SBAC model 
I now use the operator formalism developed in the previous section to calculate particle survival 
probabilities in the SBAC model. 
3.4.1 Operator form of survival probabilities 
Consider again the N-particle SBAC model, figure 3.10, and add to it two further test particles. 
One of these test particles is a right-moving particle initially positioned to the left of the system 
and the other a left-moving particle positioned to the right of the system. The resulting system 
is shown in figure 3.12. 
Let us define PLR(N) as the probability that the two test particles meet. In order for this 
to happen, neither test particle may be removed by any particles emerging from the original 
system of N particles (i.e. through the dotted lines in figure 3.12). 
Given that the right-moving test particle survives after meeting each approaching left-moving 
particle with probability q + P1R and the left-moving test particle survives each approaching 
right-moving particle with probability q + p, the probability that the two meet is given by 
PLR (N) = 	p(kL, kR)(q +p?7R) IL (q +pL) = FN (q +pllR, q +p?7L) 	(3.4.1) 
in which the generating function 
FN(x,y) = 	p(kL,kR)xy 	 (3.4.2) 
kL,kR 
has been introduced. 
Space 
Figure 3.12: The system of figure 3.10 but with the addition of two test particles shown shaded. 
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Note that the form of the generating function (3.4.2) is very similar to (3.3.2). Indeed, one can 
obtain (3.4.2) from the operator product (3.3.2) by employing two vectors IV) and (WI which 
obey 
RIV) = yIV) 	 (3.4.3) 
(WL = (Wx 	 (3.4.4) 
and have scalar product (WV) = N. Then 
FN(X,Y) = 	 p(kL,kR)(WILkLRkRIV) = (W(f L L+f RR)NIV) 	(3.4.5) 
kL,kR 
where the second equality follows from (3.3.5). 
If one is interested only in the right-moving test particle, a similar logic can be applied and one 
finds that its survival probability PR(N) (regardless of what happens to the other test particle) 
is PR (N) = FN (q + PTR, 1). Similarly, the survival probability of the left-moving test particle 
is PL (N) = FN (1, q + pip). Hence evaluation of the operator product on the right-hand side 
of (3.4.5) is of primary importance in the solution of the SBAC model. 
Note that the survival probability of the left-moving test particle could also be obtained from 
that of the right-moving test particle under the exchange fL 	fR and r/L 	'rj. This 
particular property of the model will be referred to as left-right symmetry. 
3.4.2 Evaluation of survival probabilities 
Having established that the generating function 
FN (X, y) = (WI(f L L + fRR)V) 	 (3.4.6) 
is closely related to survival probabilities in the SBAC model, I now explain how it is evaluated. 
This is achieved by diagonalising the operator fLL+fRR, i.e. finding the complete set of vectors 
{I)} for which 
(fLL + AR) 10) = \(0) 10) . 	 (3.4.7) 
Then, one can construct a representation of the identity operator ff from the set {O)} which 
takes the form 
ff = fd0 v(0)10~ (01 	 (3.4.8) 
and where v(0) is a weight function. Upon insertion of this identity operator into (3.4.6) one 
obtains the integral expression 
FN (X, y) = 	fdO v(0)W(0)[A(0)]NV(0) 	 (3.4.9) 
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where W(0) and V(0) arise from the decomposition of the vectors (WI, IV) onto the basis 
{IO)}• This integral can then be obtained in the asymptotic (large N) limit using standard 
techniques, namely the saddle-point method and analytic continuation. 
We seek therefore the scalar product N = (WIV) and the four functions v(0), W(0), V(0) 
and )(9). These are found by first expressing the R, L operators representing right- and left-
moving particles in a sequence of reactants in terms of new pair of operators which satisfy a 
known operator algebra: that of the q-harmonic oscillator. This is a continuous deformation 
of the quantum mechanical harmonic oscillator algebra in much the same way that the q-
factorial (3.2.8) and q-binomial (3.2.13) are deformations of the ordinary factorial and binomial 
respectively. The generating function (3.4.6) is then evaluated by using known properties of 
the q-harmonic oscillator algebra that I review below. 
Relationship to the q-harmonic oscillator algebra 
Two new operators, a and at,  are initially introduced through the relationships 
R =a + L and L = 	at + iR. 	 (3.4.10) 
fR 	 fL 
in which the two parameters fL and f* that appear are given by 
f =fi(1 'OR) and Th=fR(l -r/L) . 	 (3.4.11) 
These parameters play an important role in the SBAC model as will be seen below. 
In terms of a and at,  the generating function (3.4.6) becomes 
FN(X,Y) = (WI [X(a +at) 
+]NIV) 	 (3.4.12) 
in which, to lighten the notation, the shorthand 
K=,/7J and £=1—f—f 	 (3.4.13) 
has been introduced. This reveals that the operator to diagonalise is a linear combination of 
the operator a + at and the identity II. Thus the eigenvalue A(0) defined in (3.4.7) can be 
written as 
= XA(9) +LL 
	
(3.4.14) 
in which )(0) obeys 
(a+ at)  10) 	A(9)19) . 	 (3.4.15) 
The relationship between the operators a, at  and the vectors Iv), (WI can be found by using 




IV) and (WIat = (WI 	I 	. 	(3.4.16) 
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Additionally, substitution of (3.4.10) into (3.3.4) gives a reordering relation which takes the 
form of the q-commutator 
[a, at]q 	aa - qata = 1 - q 
	 (3.4.17) 
which is now adopted as the definition of a, at. 
This last relationship is reminiscent of the commutation relation for the boson creation bt and 
annihilation b operators 
[b, bt] 	bbt - btb = 1 	 (3.4.18) 
and one recovers these from a, at in the limit q —+ 1 if one writes 
b 	
a 	 at 
urn 	and bt = lim 	. 	 (3.4.19) 
q- +l q-41 
As a result of this, a, at are q-boson ladder operators and the algebra (3.4.17) defines the 
q-harmonic oscillator algebra introduced in [59]. We recall that the quantum mechanical 
harmonic oscillator has a countably infinite set of boson-number eigenstates. These states 
have a representation in the continuous coordinate basis (the elements of which are eigenstates 
of the coordinate operator b + bt) known as Hermite polynomials. In the present work, both 
the q-boson-number eigenstates and their q-coordinate representation (q-Herrnite polynomials) 
must be used so that the generating function (3.4.6) can be analysed. 
The boson-number representation 
The representation of the operators a and at in the boson-number basis {In)}, m = 0, 1,2,... 
is well-known and I review this here. First I assume that the basis vectors I) and (ml satisfy 
C: 
(mm) = ön,m 	4 	TI = : i: In)(nI 	 (3.4.20) 
n=O 
where TI is the identity operator. 
Then, using this basis set, it is easily verified that the definitions 
all) = (1_qTh+1)n±1) 	 (3.4.21) 
amm) = (1— qIm —1) 	 (3.4.22) 
aID) = 0 	 (3.4.23) 
are consistent with the q-commutator (3.4.17). These definitions allow one to determine the 
boson-number representation of the vectors (WI and IV) as 
(Win) 	
wn 	 vn  
and (njV) = _____ 	 (3.4.24) 
/(q; q) n 	 /q; q) 
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in which 
____ 	 IJY 7L 	 (3.4.25) and v= Fj  i 1 	 L I 
and (q; q) 72 is the notation for the q-factorial that was introduced through equation (3.2.8). 
At this point, one should note an important consequence of the use of the boson-number 
representation. The vector elements given by (3.4.24) are unbounded as one takes n -+ oc 
if v > 1 or w > 1. This means that not all products of the form (WXIV) converge in this 





n=0 (q; q) 72 
(3.4.26) 
which is recognisable as the q-exponential (3.2.10). Unlike the classical exponential, this series 
diverges for lwvl > 1. Within its circle of convergence, however, the sum can be written as 
[56, §1.3] 
00 	72 	1 
Ix <1 
(q;q)n = (x; q)00 	
. 	 (3.4.27) 
in which a the q-factorial notation has been extended to include the infinite product 
(x; q)00 	urn ft(i — xqk) . 	 ( 3.4.28) 
72-400 
k=0 





In the analysis below, it will be necessary (at least initially) for both vj < 1 and lwl < 1 to be 
satisfied, and so the condition jvwl < 1 will automatically hold true. 
The coordinate representation 
Recall that to obtain the integral representation of the generating function (3.4.9) one must 
solve the eigenvalue equation (3.4.7) or equivalently (3.4.15) which read 
(a + at)1O = A(0)O) . 	 (3.4.30) 
The operator a+ at is analogous to the coordinate operator of the ordinary harmonic oscillator 
and so this basis {O)} is called the coordinate basis with the coordinate pararnetrised through 
the continuous variable 9. The properties of this basis are also well known, and I now describe 
those that are pertinent to the solution of the SBAC model. 
A convenient form of the eigenvalue )(0) is 
A(0) = 2 cos(9) = etO + e 9 	 (3.4.31) 
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and hence A(0) that appears in (3.4.9) is given by )(9) = 2X cos (0) +L. 
Using the basis vectors {10)1 a representation of the identity can be constructed as 
	
= f dOv(0)10)(01 . 	
(3.4.32) 
Note that 
(nm) = f d0v(0)(nl0)(0Im) = 	 (3.4.33) 
which implies that i(0) is a weight function that orthogonalises the functions h(0) = (np) = 
(OIn) 
The set of functions h(0) is found by evaluating the product (nla + at 10). By using (3.4.30) 
and (3.4.21) one obtains 
(nI(a + at)I0) = 2cos(0)h(0) = 	- qfl+'h +1(0) + \JT7h_l(0). 	(3.4.34) 
We additionally set h_i(0) = 0 and ho (0) = 1 so that h(0) for n > 0 is completely specified 
by the three-term recursion (3.4.34). 
By applying Favard's theorem (see e.g. [57, §5.2]), one can determine that a positive weight 
function v(0) that orthogonalises the functions h(0) exists as long as 1 - qfl+l > 0 for n = 
0, 1,2.....In the SBAC model, q < 1 for all nontrivial sets of reaction parameters (q is the 
probability that a reaction takes place, so q = 1 corresponds to a trivial system in which the 
number of particles remains constant) and so this condition is satisfied which implies v(0) 
exists. 
There appears to be no systematic method for determining v(0) from a three-term recursion 
like (3.4.34), although one can easily determine the form of h(0) from (3.4.34). This we do 






Multiplying both sides of (3.4.34) by 	 and summing over n, one obtains (after some 
rearrangement) the functional relation 
G(0,x) = 	
G(0, qx) 	 (3.4.36) 
(1— xe°)(1 - xe°) 
in which the choice A(0) = cos(0) admitted the symmetric form in 0 of the denominator on 
the right-hand side. More significantly, this equation relates G(0, x) to the same function but 
with x —* qx. Repeated application of this equation gives 
— 	G(0,0) 	- 	1 (3.4.37) G(0, 
x) — (xei°, xe 0— (xe°, xe_ 9 ; q) q)oo 
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in which the fact that C(O, 0) = ho (0) = 1 has been used and a standard extension [56, ch. 1] 
to the q-factorial notation 
(al,a2, .... am ; q)n =fl(i _ aiqk)(1 _a2qk)...(l _aqk) 	(3.4.38) 
has been introduced. 
To obtain an explicit form of the functions h(0), one now needs to expand (3.4.37) in powers 
of x and compare coefficients with (3.4.35). To do this we employ the identity (3.4.27) for the 
series representation of an infinite product. This then implies that where G(O, x) converges 
(x < 1), 
h(0) = 




(q, q) k=O 	q 
in which the q-binomial that arose from the sorting process of section 3.2.2 has made a reap-
pearance. 
Having found the functions h (0), we recognise them as q-Hermite polynomials introduced 
by Rogers in 1894 [60]. Although Rogers did not compute the weight function for these 
polynomials, subsequent studies, e.g. [61], have revealed that if one has 
(q, e29, e 28; q) 00 
v(0) = 	 0 E [0,7] 	 (3.4.40) 
271 
equation (3.4.33) is satisfied. Additionally, the domain of the weight function indicates the 
proper limits to use for the integration, i.e. 0 runs from 0 to 7r. 
As a byproduct of the foregoing analysis we have, in fact, determined the functions W(0) = 
(W0) and V(0) = (OIV): they are both equal to the generating function of q-Hermite polyno-
mials. To be explicit 
00 




h,(0) = G(0,w). 	 (3.4.42) 
n=O v (q, q) 
Similarly, V(0) = G(0,v). 
3.4.3 Integral representation and asymptotic forms of the generating function 
Using the connection to known properties of the q-deformed harmonic oscillator algebra, we 
have determined that the generating function FN(V,W) 
FN(v,w) = (W(fLL+fRR)NIV) = 	WI[((a+at)+]V) 	(3.4.43) 
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supplemented by the relations aIV) = vIV), (WIat = (WIw and aat - qata = 1 - q can be 





-v(9)G(9,w)[2Xcos(0) +r]NG(e,v) . 	(3.4.44) 
In this equation 
(q,e2°,e2°;q) 	
and G(0, x) = 
	1 	
(3.4.45) v(0) 
= 	27 	 (xetO, xe 8; q) 
and w and v are given by (3.4.25). 
Noting that the integrand of (3.4.44) is even in 0, equation (3.4.44) can be recast as the closed 
contour integral over the complex variable z = eio 
FN(v,w) - 
(q; q) f 	[((z+z') +]N 	(z2,z2;q) 	 (3.4.46) - 41riN K z (wz,w/z,vz,v/z;q) 
where K is the unit circle (Izi = 1) and is directed anti-clockwise. 
As has already been stressed, a direct consequence of the elements of the vectors (WI, IV) 
(3.4.24) remaining finite only for w < 1, respectively v < 1, is that this integral holds as it 
stands only for v < 1, w < 1. However, the integrand of (3.4.46) defines an analytic structure 
which allows the asymptotic (large-N) form of FN (v, w) to be determined not just for v < 
1, w < 1 but also for general v and w as I now discuss. 
First of all, it is convenient to split the integrand of (3.4.46) into two parts: a function 
A(z) = X(z + z 1) + L 	 (3.4.47) 
which is raised to the power of N and the remaining part 
1 	(q,z2,z 2; q) 
g(z) 	
4iNz (vz, v/z, wz, w/z; q) 	
(3.4.48) 
which is independent of N. As N is taken ever larger, it will be the value of A(z)N evaluated 
at specific points that constitute the dominant contribution to the integral (3.4.46). One such 
point is where A(z) has a maximum in its real part: this is at z = z0 = 1 and along a path 
parallel to the imaginary axis. In the transverse direction, ('\(z)) has a minimum and so z0 is 
in fact a saddle point. A second saddle point exists at z = —1; however its contribution to the 
integral (3.4.46) is found always to diminish in the limit N —* x (compared to other terms) 
and hence we do not consider it any further. 
The contour K in (3.4.46) passes through zo along the path of steepest descent, and so by 
expanding both A(z)" and g(z) around this point one obtains 
/ a0 	al 
FN(v,w) = F(v,w) A(zo)N 	+ 
N3!2 + 
	 (3.4.49) 
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Figure 3.13: The left-hand figure shows the structure of the integrand of equation (3.4.46) when jvj < 1, jwj < 1. 
The contour K passes through the saddle point (indicated by the thick open circle), and the poles enclosed by K are 
schematically indicated by + symbols and those outside it by x symbols. The right-hand figure illustrates the effect 
of increasing, say, v > 1. A pole which was enclosed by K has moved outside the unit circle (and conversely one 
which was outside is now inside) and so two additional contours are drawn which must be integrated over in order to 
obtain the correct expression for the integral (3.4.46). 
where the coefficients a will be quantified in the more detailed analysis below. This resulting 
asymptotic expansion of FN (v, w) will hold for the case lvi < 1, 1 w I < 1. 
As v and/or w is increased to a value greater than one, some of the poles of g(z) move from 
inside the unit circle to outside and vice-versa. In order to retain the analytic structure defined 
by the integral (3.4.46), one must distort the contour so that it still encloses the same set of 
poles (specifically those at z = qcv, qkw with k = 0, 1, 2,...) no matter what the values of v 
and w. This idea (known as analytic continuation) is illustrated in figure 3.13 in which the 
distorted contour has been split into several distinct closed paths. 
To evaluate the integral, we add to the result from the unit circle (3.4.49) the contributions 
from the poles enclosed by the distorted contour using, e.g. the residue theorem. Noting that 
A(1/z) = A(z), contours centred around, say, z = qkv, 1/q vv, will contribute terms proportional 
to ,\(qkv)N  Given that )(z) increases monotonically along the real axis from the saddle point 
z = 1, the pair of poles furthest from the saddle point (in this case those at z = v, 1/v) will 
always dominate over the saddle-point contribution (3.4.49) in the large-N limit. 
I now present the results one obtains from this analysis. 
Case A (M < 1, lwl < 1) 
Here the saddle-point expression (3.4.49) is valid and the expansion of )(z), g(z) gives 
FN(v,w)i[A(zo)]N [g(zo) 	1 	(g'(zo)h !F (zO) - g"(zo) ) —s- + 	(3.4.50) 
	
L lh"(z)l N 2Ih"(zo)I 	2Ih"(zo)I2 	N2 
in which h(z) = lnA(z). One can show that g(zo) = g'(zo) = 0 and so 
1 	(q; q)' 	(2X+)' 
(3.4.51) FN (v,w) 
/f(v,w;q) (KN) 32 
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Case B1 (v=l,IwI<l) 
Here things are a little subtle as the apparent poles in the function g(z) at z 1 are cancelled 
by zeros in the numerator. Indeed, 
limg(z) = 1 
(q; q) 	 (3.4.52) 
7riN(w;q)00 
and the saddle-point formula given above implies 
1 	(q;q)00 (2X+L) 21 (3.4.53) 
VITFN(lW)N(w;q) 00 	((N) 
Case B2 (v < 1,w = 1) 
As (3.4.46) is symmetric in v and w, one can simply replace w in the previous expression with 
v to obtain 
FN(V, 1) 	
1 (q; q) (2X + (3.4.54) 
V, IrN(v;q) 	(XN) 
Case Cl (v > 1,w < 1) 
From the above discussion we know that the integrals over contours enclosing the poles at 
z = v, 1/v will form the dominant contribution to the integral (3.4.46). If it is assumed that 
there is only a single pole at each of these points, one finds using the residue theorem that 
FN(V, w) = 
F(v, w) + 2i (Res[(z)]Ng(z) - Res [A(z)]Ng(z))  +... . 	(3.4.55) 
z=1/v 
The residues are easily computed and one finds 
FN (V,  w) 	
(v 2; q)00 	
[((v + v') + 	 (3.4.56) 
N (vw, w/v; q)00 
in which the saddle-point contribution Fj(v,w) has been discarded due to its being sub-
dominant in the large-N limit as discussed above. 
Case C2 (v<1,w>1) 
Again, through the symmetry of (3.4.46) in v and w, we can treat the case v < 1,w > 1 by 
simply exchanging v and w in the previous expression: 
FN(v,w)(w2;q) 
	[x(w+w_1)+]N . 	 (3.4.57) 
- N (vw, v/w; q) 
Other cases The combinations of v and w not included in the above cases do not arise in the 
analysis of the SBAC model because they correspond to unphysical scenarios such as reaction 
probabilities larger than one. 
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3.4.4 Forms of survival probabilities in the finite system 
Using the above results, we can now (finally) write down asymptotic forms of the survival 
probabilities introduced in section 3.4.1. These then constitute new results for the SBAC 
model introduced in section 3.3.1. 
Meeting probability of two approaching test particles 
Recall that the probability that two initially oppositely directed test particles separated by N 
other particles meet with probability PLR(N) = FN(q +p'qR,q +p"7L). From (3.4.25) we find 
F w=q/-- and v=q. 	 (3.4.58) vfR  




so that w = q// and v = 	This makes it explicit that vw = q2 < 1 for all combinations 
of the SBAC model parameters and that the cases listed above are sufficient to construct all 
the physically accessible forms of the meeting probability. 
For each of the cases that arise, the two-particle meeting probability decays to zero with N as 




The parameters A, B and 'y and the values of x  for which they apply in are given in table 3.1 





(qx, q/x; q)00 
A 	 B 




q2  <x < 1/q2 	

















(_ ffl 2 
(1—q)f—(q'-1)f 0 
Table 3.1: Parameters that arise for different values of the ratio x in the decay of the two-particle meeting probability 
PLR(N) A(1 - 
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F A B ly 
x>1 1— f/f 
1 	K 
(f-f)2 






q2 <<1 0 
1 	K 
(f-ffl2 






x<q2 0 (1— q 2/x) ( 1— q)(f — f/q) 0 
Table 3.2: Parameters that arise for different values of the ratio x in the decay of the right-moving particle survival 
probability PR(N) - F. + A(1 - B)NN_. 
Note that the special case x = 1 implies f = f and the decay of the meeting probability is 




- q)N 2 
Furthermore, for sufficiently small x (x < q2) the decay is purely exponential (y = 0). 
Survival probability of a single particle 
The survival probability of a single particle is obtained in manner similar to that just described. 
Considering first the right-moving test-particle at the left of the system, we recall that its 
survival probability is given by PR (N) = FN(p+qr,1R, 1) which translates to w = q/\/, v = 
in (3.4.46). In the following only the right-moving test particle is considered because the left-
moving test particle's survival probability PL(N) can be obtained by exchanging L +-* R and 
hence x -~ '/x. 
The asymptotic form of the survival probability takes the generic form 




The values of the parameters that apply for different values of x appear in table 3.2 for all 
X > 0. Note in this expression we have for x > 1 a residual constant term F: i.e. there 
is some probability that a right-moving test particle manages to survive extinction even in a 
system containing an infinite number of other particles. Note also that the condition for this 
state of affairs, x > 1 can be written f > f: that is the dominant' particle species is that 
with the larger initial effective density, as the quantities f* and f will now be called. 
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arises when the effective densities are exactly equal. Furthermore, this is the only situation in 
which both the left- and right-moving test-particles are guaranteed to become extinct if one 
takes the number of other particles in the system to infinity. 
3.5 	Properties of the infinite system 
Until now only the final ordered state of systems comprising a finite number N of particles 
has been considered. I turn now to the study of the time evolution of physical quantities in 
an infinite system. The transition from one to the other is easily made because if one follows 
a chosen particle in an infinite system until a time t, it can only be influenced by those other 
particles that were positioned within a distance ct of it at time t = 0. Here, c is the difference 
in velocity between a right- and left-moving particle which was earlier set to unity. 
To be more specific, I now define the way in which the infinite system is constructed. Firstly, 
particle positions are chosen such that the nearest-neighbour particle distances are independent 
random variables drawn from the distribution 91(x)  which has mean fdx xgi (x) = 1. From 
this distribution one can calculate gn(x), the distribution of nth1nearest  neighbour particle 
separations, through the convolution 
gn+i(x) = I dX' 9, ')gi(x - x' ). 	 (3.5.1) 
For simplicity I consider only a Poisson initial condition, i.e. gi (x) = exp(—x). 
As in the finite system, each particle is independently assigned a velocity +1  with probability 
fR and - with probability .fL.  The set of allowed reactions and their probabilities is also as 
given in section 3.3.1. 
The results of the previous section can new be used to calculate the density of reactions in the 
(x, t) plane and the overall particle density as a function of time. 
3.5.1 Density of reaction events 
We define pR(x,  t)dxdt as the probability that a reaction occurs between position x and x + dx 
and between time t and t + dt, averaged over all possible initial particle orderings and spacings 
as well as reaction sequences. This quantity takes the form 
00 
PR(X,t) = [1 —q][fRfLg]V+l(t)] [PLR  (N)] 	 (3.5.2) 
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which arises as follows. The factor (1 - q) is simply the probability that, given two particles 
meet, they react. The sum over N reflects the fact that, after a time t, two approaching particles 
could originally have been—in principle—separated by any number N of other particles. This 
sum is weighted by fRfLgN+1  (t) which is the probability that two particles were initially 
separated by a distance t, are approaching and had N particles in between at time t = 0. 
The final factor that appears is the probability that these two approaching particles actually 
meet. Note that this expression contains no dependence on x because the initial distribution 
of particles is homogeneous (and so I drop the argument x of PR). 
For the exponential nearest-neighbour distribution 91(x) = exp(-x) the nth nearest neighbour  
distribution g, (x) is found from (3.5. 1) to be 
xn-1  
gn (x) = 
	
	exp(-x) . 	 (3.5.3) 
(n-i)! 
At large fixed x, this function is peaked around values of n x. This means that for sufficiently 
large t, one can use the asymptotic forms of PLR(N) in (3.5.2) to find 
PR(t) (1- q)f R fLA(l - B)et 	




This sum is dominated by the terms around the maximum of [t(1 - B)]N/N! which occurs 
at No = (i - B)t and so we expand the power-law contribution to first order in N - No. 
Performing the resulting summation yields 






It is now a simple matter of substituting in the values of A, B and -y from table 3.1 to obtain 
the explicit expressions for the reaction density. 
3.52 Density of particles 
I now calculate p(x, t), the density of particles remaining at position x after time t. Once 
again, the homogeneous initial conditions imply that this quantity will not depend on x. Thus 
one can write 
P(t) = fLPL(t) + fRPR(t) 	 (3.5.6) 
in which PL(t) and PR(t) are the probabilities that a left-moving, respectively right-moving, 
particle survives up to a time t. Again one need consider only the survival probability of the 
right-moving particle, as the equivalent quantity for the left-moving particle can be obtained 
from the left-right symmetry of the problem. 
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The right-moving test particle that is traced to determine PR(t) can, after a time t, only have 
interacted with those particles that were initially positioned within a distance t of the test 
particle. This implies 
00 
PR(t) = 	PR(N)GN(t) 	 (3.5.7) 
where PR(N) = FN (q+p'17R, 1) is the probability that the test particle survives after interacting 
with N other particles and GN(t) is the probability that there were initially exactly N particles 
in a region of size t. 
This latter quantity can be expressed in terms of the neighbour-distribution functions gn(X) 
via 
t




dx9N(x) dx'g1(x'). 	 (3.5.8) 
That is, the probability that there are exactly N particles in an interval t is the probability 
that the Nth particle is at a position 0 < x < t and the (N + l)th particle is at a position 
x' > t. For the Poisson initial conditions gi (x) = exp(—x) equation (3.5.8) implies 
GN(t) =
tN 
exp(—t) = 9N+1 (t) 	 (3.5.9) 
and the sum (3.5.7) is of the same general form as that for the density of reactions (3.5.4). 
Following the same procedure as that in the previous section to find both the left- and right-
moving test-particle survival probabilities PL(t) and PR(t) we find from (3.5.6) that when 
X < 1 the density decays as 
PM ' fL(l - x) + A M 	 (3.5.10) 
where the approach (t) to the constant density state (which comprises a set of particles 




q2 <x < 1 4(f*f*)3/4 ( 	- 	 )2 	 t3/2 
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Figure 3.14: Phase diagram for all combinations of stochastic ballistic annihilation and coalescence with a bimodal 
velocity distribution of particles. The line x = 1 corresponds to a power-law decay form; the Elskens-Frisch phase 
corresponds to that found in [49] in which the density decay is exponential times a t-32 power-law; the phase induced 
by stochasticity in the reactions (increased q) exhibits a pure exponential decay. 
can be obtained by making the left-right exchange as discussed previously. We see then that 
the particle species with the smaller effective density (f vs. f) is always completely wiped 
out by the other species, except in the special case of equal effective densities in which every 
right-moving particle is removed by a partnering left-moving particle and vice versa. 
These results are conveniently presented in the form of a phase diagram for the SBAC model—
see figure 3.14. This emphasises the striking result that stochastic ballistic annihilation and 
coalescence reaction dynamics are very closely related, at least for the case of a bimodal velocity 
distribution. Recall that for the diffusive counterparts, both reactions give rise to the same 
density decay form and for all initial conditions. Here the situation is different, in that all 
information concerning the reactions of a particular model, along with the initial densities, are 
encoded into two parameters x and q which in turn govern the density decay form. That is, for 
a generic combination of annihilation and coalescence (expressed through the parameters 'qj 
and 77R),  the same four decay regimes are found by varying the initial densities or stochasticity 
parameter q. This behaviour can be likened to a law of corresponding states [5]. One should 
note, however, that although a particular combination of x and q gives rise to the same general 
density decay form (e.g. exponential), the values of the decay amplitudes and characteristic 
timescales may vary if f* and f are varied with x held fixed—see table 3.3. 
Note that the line q = 0 (particles always react) corresponds to the model studied by Elskens 
and Frisch [49]. The two phases found in that case persist for nonzero q. The pure-power law 
phase (which is suggestive of the system being invariant under rescaling of space and time) 
applies where the two effective densities f* and f are equal, no matter what the value of q. 
The value of the decay exponent can be understood through the arguments of Elskens and 
66 	 CHAPTER 3. ANNIHILATION AND COALESCENCE REACTIONS 
Frisch [49]. The idea is that as the mean reaction rates of the two species are matched, the 
density decay is governed by the excess number of particles of one species in a zone of size £. 
From the central-limit theorem, this excess is £1/2  and hence after a time t, a number 
of particles will have reacted giving rise to the p " t 1/2 decay form. Furthermore, we note 
that the amplitude of this power-law decay is unaffected by the stochasticity parameter q. 
The Elskens-Frisch phase, in which the two particle species share the same decay form (ex- 
ponential times t-3/2) ceases to exist once q is increased to a value 	That is, once the 
probability 1 - q of a reaction occuring is sufficiently small, new decay forms are realised in 
which the two species decay at unequal rates. An extreme, and easily understood, case of 
this phenomenon is the case 77R = 0, riL = 1 which implies that left-moving particles do not 
decay. Rather, they absorb the onslaught of exponentially distributed right-moving particles 
with probability 1 - q. This implies p(t) = fe2(l)f1t, which is indeed the result obtained 
through the full analysis. 
3.6 	Summary of results and open questions 
In this chapter I have studied ballistic annihilation and coalescence processes in the framework 
of sorting processes, through which a connection with the commutation properties of operators 
was established. I then used this relationship to solve the two-velocity model exactly for all 
possible reaction probabilities and through this I found that stochastic ballistic annihilation 
and coalescence reactions are closely related. Mathematically, the correspondence of the two 
processes is expressed in the mapping to the q-deformed harmonic oscillator algebra (3.4.10) 
and physically we likened it to a law of corresponding states. 
It should be emphasised that the correspondence between the two reactions is not the same 
as that previously established for the case of diffusive reactants. In the latter case, the same 
density decay form is found for all initial conditions and combinations of reaction probabilities. 
Here, the decay amplitudes, exponents and timescales all depend on the initial conditions and 
combination of reaction probabilities. Nevertheless, a single phase diagram can be drawn for 
all combinations of stochastic ballistic annihilation and coalescence and two particle velocities 
(figure 3.14). 
One particular feature that emerged in the phase diagram was the special line of equal effective 
particle densities. Along this line, a power-law decay form is exhibited, which in turn is 
suggestive of a dynamical scaling regime (i.e. invariance of the system under simultaneous 
rescaling of both space and time). That this arises only for certain combinations of the model 
parameters is also in contrast to the case of the diffusive reaction system. Secondly, I noted 
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the phenomenon of the two particle species decaying at unequal rates which comes about when 
the probability of reaction is sufficiently small and the effective densities are unequal. 
The natural question which arises from this work is how much the correspondence of the two 
reactions is retained in more general ballistic reaction systems. As was noted in section 3.3.3, 
the operators corresponding to reacting particles with more than two velocities are not associa-
tive under multiplication. It appears that none of the remaining known (associative) quadratic 
algebras can be interpreted as a description of reacting particle dynamics (e.g. one finds that 
probability is not conserved). Nonetheless, I feel that other discrete velocity distributions 
could be treated using similar methods if one could identify a suitable invariance property of 
the system: in the case of the bimodal velocity distribution, it was the invariance of survival 
probabilities under the change of particle spacings that allowed the system to be treated using 
operators that directly related to the particle species. 
Within the two-species model discussed here, there remain a number of quantities that could, 
in principle, be calculated using the methods that have described in this chapter. One is the 
nature of correlation functions in the model; it is possible to define an operator that 'projects 
out' particle sequences in which two specified co-moving particles survive, although there re-
mains a technical problem in converting this to a bona fide survival probability. Additionally, 
one can consider a disordered system in which each right-moving particle carries its own reac-
tion probability qj. It is easily shown that the operator algebra for such a system is associative; 
however, it turns out that one cannot find a pair of vectors that allows the conversion of op-
erator products to survival probabilities. It may, however, be possible to resolve this technical 
problem by using, e.g., tensor products of operators and vectors. 
Finally there remains the question of models in greater than one dimension. In the continuing 
absence of a generic approach to ballistic reaction systems, exact solutions of such models 
remain an immense challenge. 
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Chapter 4 
Exclusion processes 
Exclusion processes are stochastic microscopic models of driven diffusive systems, i.e. systems 
that are driven by their environment rather than being at equilibrium with it. In this chapter 
I concentrate on the steady-state properties of driven diffusive systems, beginning with an 
overview of the "standard model" of a driven lattice gas. In particular I examine the role that 
the boundary conditions play in causing a model to exhibit a nonequilibrium steady state. In 
section 4.2 I define the one-dimensional partially asymmetric exclusion process as a limit of 
the more general driven lattice gas and in subsequent sections I use a matrix product method 
to obtain exact new results for the process. Interestingly, the operator algebra of the previous 
chapter (the q-deformed harmonic oscillator algebra) is central to the solution of the model. 
Finally, in section 4.8 I review other results from the literature for exclusion processes. 
4.1 Review of the driven lattice gas 
Nearly twenty years ago, Katz, Lebowitz and Spohn [62, 63] introduced a model system in-
tended to capture the physics of fast ionic conductors [64]. Since then, this model has attracted 
a great deal of attention due to the diversity of phenomena it exhibits: so much so that it now 
frequently referred to as the "standard model" of a driven diffusive system. Detailed accounts 
of the known results for the model can be found in the reviews by Schmittmann and Zia [65] 
and by Marro and Dickman [66]: I select only a few features of interest for discussion here. 
It is customary to define the Katz-Lebowitz-Spohn (KLS) model using the nearest-neighbour 
Ising model as a starting point. A configuration w in an Ising model is a set of spins w = {s} 
where the spin si on lattice site i is either pointing up (si = 1) or down (s2 = —1). In the 
absence of a field, the Hamiltonian reads 
= —Jss  
(i,j) 
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where (i, j denotes pairs of nearest-neighbour lattice sites. In driven diffusive systems it is 
more common to think in terms of particles than spins and so one maps down-spins onto 
particles and up-spins onto holes through the relation si = 27-j - 1 in which Ti is the occupation 
number of site i. Then, if the number of particles is conserved, the Hamiltonian becomes 
= -4Jrj7-3 - const 	 (4.1.2) 
which, of course, is equivalent to (4.1.1). Note that positive J corresponds to an attractive 
interaction between particles, J < 0 a repulsive interaction and J = 0 a special case where the 
particle-particle interaction is simply a hard-core repulsion (i.e. the interaction energy between 
particles on neighbouring sites is zero, rising sharply to infinity for particles on the same site). 
If one wishes the steady-state distribution to be a Boltzmann distribution, one constructs 
dynamics in terms of transition rates W(w -+ w') that satisfy the detailed balance condition 
given in chapter 2 through equation (2.3.2), namely 
W(w -+ 
W(w' w) 
= exp(—[(w') - 	(w)]). 	 (4.1.3) 
-*  
In the KLS model, the transition rates are constructed by first setting W(w -* w') to zero if 
W/ and w differ by more than a nearest-neighbour particle-hole exchange. For the remaining 
configurations, one introduces the unit vector k that points in the direction that a particle 
must move to obtain the final configuration w' from the initial configuration W. Then the 
transition rates (4.1.3) are defined through 
W(w - w') 
W(w' - w) 
= exp(—[C(w') - C(w) - k . E]) 	 (4.1.4) 
in which E is some uniform 'electric' field. In words this equation implies that transitions for 
which the particle displacement direction k is parallel to the field E are more likely to occur 
than those antiparallel to the field. Particle hops transverse to the field are unaffected. 
This alteration of the transition rates is not in itself sufficient to give rise to a nonequilibrium 
steady state (in the sense of section 2.3.6). For example, if the system is closed, one can simply 
introduce an electric field potential and incorporate it into the Hamiltonian Jf so that (4.1.3) 
and (4.1.4) are then equivalent. With other boundary conditions, such as periodic boundaries 
or open boundaries (where particles may enter or leave the system) it may be possible for a 
particle current to flow. This would be indicative of a nonequilibrium steady state. 
One can understand this situation more clearly in terms of the detailed balance condition (2.3.3) 
and discussion of section 2.3. This stated that for any sequence of configurations w1, w2,. . . , 
detailed balance is satisfied if and only if 
W(wi 	w2)W(w2 	w3) . . . W(w 	w1 ) = W(wi 	w)W(w 	wa_i) . . . W(w2 	w1 ) 
(4.1.5) 
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For rates defined by (4.1.4) and closed boundaries, any loop in configuration space must com-
prise an equal number of hops parallel and antiparallel to the field. Then, the ratio of the 
left-hand side to the right-hand side of (4.1.5) is easily shown from (4.1.4) to be one, implying 
that detailed balance is satisfied in the case of a closed system as claimed above. 
If, however, periodic boundary conditions are imposed, one can construct a loop in configura-
tion space using only hops parallel to the applied field. Then, the ratio of the left-hand to the 
right-hand side of (4.1.5) is some nonzero power of eOE and thus detailed balance is destroyed 
in a nonzero field. A similar situation emerges with open boundaries where particles are in-
serted at one edge of the lattice and removed from the other. In the following I briefly explore 
some of the consequences of periodic and open boundaries in the KLS model. For simplicity, 
only hard-core (J = 0) and attractive (J > 0) particle-particle interactions will be considered. 
4.1.1 KLS model with periodic boundaries 
In the case J = 0, the Hamiltonian (4.1.1) has no dependence on the spins s, and so each 
configuration is equally likely in equilibrium. The same is also true for the steady state of a 
driven system with periodic boundary conditions. This can be seen by noting that for every 
configuration w' that can be reached from configuration w, there is a configuration ui' from 
which w is accessed at the same rate—see figure 4.1. Then the rate of flow of probability 
into configuration w is exactly balanced by the outflow from w as long as the probability 
for the system to be in a particular configuration is the same as every other, and so the 
probability distribution P*  (w) = const is a stationary distribution. This balance of transition 
rates is a generalisation of detailed balance (recall section 2.3) sometimes referred to as dynamic 
reversibility [15] or pairwise balance [67]. 
For positive J, the undriven Ising system exhibits (in dimensions greater than one) a phase 
transition at a critical temperature T above which the mean magnetisation is zero and below 





Figure 4.1: The left figure shows the number of ways into a particular configuration using particle hops parallel to 
the field; the right figure shows the corresponding number of ways out of the same configuration, again using particle 
hops parallel to the field. The fact that the two are equal for all configurations when periodic boundaries are imposed 
implies that every configuration is equally likely in the steady state. 
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two-dimensional square lattice, and with the Hamiltonian (4.1.1), T = 0.567J/kB where kB 
is Boltzmann's constant. 
In the driven case, this transition survives [62, 63], although T rises with E. Also, there are 
differences associated with the fact that the dynamics conserve particle number; in the spin 
picture this implies that the total magnetisation must remain constant and so it is not possible 
to have a transition from a phase with zero magnetisation to one with a nonzero magnetisation 
as the temperature is varied. Instead it is found that the KLS model assumes a disordered 
homogeneous phase above T and phase separates into regions of high and low density below T. 
One should note that the dynamics of phase separation, along with the related phenomenon of 
coarsening (see e.g. [68]), is a generic nonequilibrium phenomenon of great interest in its own 
right. Also of interest are the interfaces between the regions of high and low density: some 
aspects of interfacial dynamics are studied later, in chapter 6, where references to the literature 
are also provided. 
A particular benefit of having the Ising model as a special equilibrium case of the nonequilib-
rium KLS model is that, because the two-dimensional Ising model has been exactly solved (see 
e.g. [69]), one can immediately recognise new phenomena as being a consequence of the driving 
force alone. Two noteworthy nonequilibrium effects in the KLS model are long-range (power-
law) correlations above T and that at criticality there are two lengthscales that diverge with 
different exponents due to the anisotropy induced by the driving force. The generic power-law. 
correlations should be compared with power-laws in equilibrium systems that generally arise 
only at isolated critical points. For a full discussion of these (and other) effects, one should 
consult the comprehensive reviews [65, 66] and references therein. 
4.1.2 KLS model with open boundaries 
In the case of open boundaries, particles are inserted at one edge of the lattice and removed 
at the opposite edge. Even in the absence of a bulk drive, the open boundaries enforce a 
current of particles across the lattice and this, combined with attractive interactions between 
the particles, is found to give rise to long-range (power-law) density correlations in the steady 
state [70]. 
With the drive E reactivated, the nonequilibrium effects of both the bulk drive and the bound-
ary conditions combine to give unusual 'finger' density configurations [65], i.e. triangular high-
density regions pointing in the direction of the drive. More significantly, it was pointed out 
by Krug [71] that nonequilibrium bulk dynamics combined with open boundaries can, in fact, 
lead to phase transitions induced by a change in the parameters controlling the boundary in-
teractions. This particular feature will be demonstrated explicitly for the partially asymmetric 
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exclusion process below. The case of finite systems with open boundaries is of particular in-
terest since these are more realistic than models with periodic boundary conditions and hence 
potentially more accessible in experimental situations. 
4.2 	Partially asymmetric exclusion process (PASEP) 
The partially asymmetric exclusion process (PASEP) is a one-dimensional limit of the KLS 
model with open boundaries. In this section I define this model, indicate some of its many 
applications and establish some easily identified properties. 
4.2.1 Definition and applications 
Using as a starting point the KLS model defined on a one-dimensional lattice comprising N 
sites, the partially asymmetric exclusion process is obtained by first setting the parameter J 
in (4.1.2) to zero. That is, the particles interact through hard-core exclusion alone. Then, a 
parameter q is introduced through q = eE such that the rate at which particles hop against 
the field (taken to be to the left) is a factor of q times the hop-rate in the same direction as 
the field (to the right). Two additional parameters that are related to the boundaries are also 
introduced: particles are inserted at the left boundary with rate a and extracted from the 
right boundary with rate 3. Figure 4.2 illustrates these dynamics. Note that the rightward (or 
forward) hop-rate has been set to unity with no loss of generality, and hence that the leftward 
(reverse) hop-rate is equal to q. 
Figure 4.2: Typical particle configuration and dynamics of the partially asymmetric exclusion process. 
This definition of the model's dynamics should be supplemented by an updating scheme—
i.e. whether the elementary rules are performed in parallel, in series or at random. Here a 
random sequential update is assumed: that is, in each infinitesimal time interval dt at most 
one particle move occurs and the particle selected for update is chosen entirely at random. In 
terms of transition rates, this implies that W(w —+ w') = 0 if the configurations w and w' differ 
by more than one particle move. 
Although the PASEP has been introduced here in the context of the driven lattice gas, it 
should be noted that the study of exclusion processes predates the work of Katz, Lebowitz 
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and Spohn. The interest in mathematical circles since the 1970s stems from its being a simple 
realisation of interacting Markov processes [72, 34]. Even before that, an exclusion process 
had been constructed to model the kinetics of biopolymerisation on nucleic acid templates 
[73]. This experimental situation is perhaps best described in the authors' own words: 
The synthesis of DNA and RNA on DNA templates, being catalysed by exoen-
zymes both have the property of progressing sequentially along their templates by 
the addition of monomers only. ... In the case where only one polymer chain is 
permitted to grow on a given template at a given time, but in which allowance is 
made for a possible back reaction (depolymerisation), such a polymerisation may 
be viewed as the diffusion of a single point along a one-dimensional lattice. ... In 
order to incorporate some additional features known about certain biopolymerisa-
tions on nucleic acid templates, we now extend the model to the diffusion of several 
nonoverlapping segments on the lattice. 
This system maps onto the PASEP directly: the particles represent the large ribosomes (en-
zymes) catalysing the polymerisation: each time monomers are added to the polymer, the 
ribosome hops forwards; the depolymerisation corresponds to the reverse hop; and the current 
of particles measures the overall rate of polymerisation. The only difference between the model 
studied in [73] and the PASEP is that the biophysicists were interested in particles that are 
larger than a single lattice site. 
A further application of exclusion processes is to transport through microscopic channels such 
as those found in biological membranes or other porous media. In this case, the width of a 
channel is of the same order of magnitude as that of the particles being transported though 
it. Hence a one-dimensional exclusion process is appropriate for its description. In the system 
described in [74] there are two species in baths at opposite ends of a channel and each species 
may enter and exit at both ends of the channel. Additionally, the forward and reverse hopping-
rates of each species are independent—see figure 4.3. This model is clearly a generalisation of 
the partially asymmetric exclusion process and the physical interest in the system is the result 
00 	 0 
000 0 
!© 
Figure 4.3: The model of transport through a narrow channel, recreated from [74]. The model comprises two particle 
species (represented by open and filled circles) which have independent left- and right-hopping rates. Each of the eight 
insertion and extraction rates (not shown) are also independent. Compare this model with the partially asymmetric 
exclusion process, figure 4.2. 
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that it is possible for direction of flow of a particle species to be in the opposite direction to 
that expected from simple arguments based on osmotic pressures alone [74]. 
A further application of exclusion processes is to traffic flow on a single-lane road. Many 
models are based on variants of exclusion processes (see e.g. [75]), particularly those where the 
particles (vehicles) hop simultaneously, i.e. the system is defined in terms of parallel update 
dynamics rather than the random sequential dynamics that are considered here. Some addi-
tional discussion of the extension of the methods used in this chapter to the case of parallel 
dynamics can be found in section 4.8. 
From a fundamental viewpoint, the appeal of exclusion processes is not just in the fact that 
many exact results are known (including the new results for the PASEP derived below) but 
also because the boundary-induced phase transitions of the type described by Krug [71] are 
present even in one dimension. As we will see in sections 4.5 and 4.6 these phase transitions 
are manifested as nonanalyticies in the current and density profiles as one varies the boundary 
parameters o and 3. 
4.2.2 Master equation 
A configuration of particles and holes (empty sites) on the lattice can be completely specified 
by the set of occupation numbers {Tj}, j = 1, 2,.. . , N where Tj = 1 if site j is occupied and 
Tj = 0 otherwise. Using the vector-space notation of chapter 2 we introduce the probability 
vector 
Pt=Pt(T1,...,rN)e(T1,.,TN) 	 (4.2.1) 
I- } 
where e(T1,. . . ,TN) is a unit vector that represents the specified configuration andPt (TI 	,TN) 
is the probability of observing that configuration at time t (given some suitable initial condi-
tion). 
From the definition of the PASEP, we see that the only interactions are between pairs of 
neighbouring sites in the bulk, and between the boundary sites and the outside world. Thus 




can be decomposed into a left-boundary matrix WL,  a set of matrices Wj,+i that act on pairs 
of neighbouring sites (j, j + 1) and a right-boundary matrix WR. Explicitly 
N-i 
W = WL + :ii: w,+1 + WR. 	 (4.2.3) 
j=i 
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As a consequence of the random sequential updating scheme, in which only one particle may 
be moved per infinitesimal time step, the number of nonzero elements of these matrices is quite 
small. The nonzero off-diagonal elements are given through the transition rates 
WL(T1=0—+T1=1) = a 
W,+i( = 1,+i = 0 	= 0,T+i 1) = 1 
Wi,j+1(Ti =O,Tj+i = 1 	= 	=0) = q 
WR (TN = 1 - TN = 0) = 	. 	 (4.2.4) 
Note that the occupation numbers not explicitly specified in the above definitions are not 
changed in the transition. Additionally recall that the diagonal elements of W are set through 
the condition that the column sums of a transition rate matrix must be zero, as discussed in 
chapter 2. 
The main quantity of interest is the steady-state probability distribution P*  that satisfies 
dt 
P* = WP* = 0 . 	 (4.2.5) 
One can verify that the matrix defined by (4.2.3) and (4.2.4) is irreducible and so from the 
discussion in chapter 2 we know that there is only one stationary distribution P*.  As was 
argued in section 4.1, the open boundaries imply that detailed balance is not satisfied and thus 
from the discussion of section 2.3.6 we do not exact P to be expressible in terms of a simple 
Hamiltonian. 
We also wish to calculate steady-state ensemble averages of observables as defined in sec-
tion 2.1.2. In particular the steady-state density p3 and the current (flux) of particles J,31  
between sites j and j + 1 are defined as 
p3 	= lim (T+i) 	 (4.2.6) 
t—oo 
= 	urn (((1 - +') - q(1 - Tji) 	 (4.2.7) 
t—* 00 
in which the meaning of the angle brackets is as defined by equation (2.1.1) and t is time. In 
the steady-state, the current must be the same at all points on the lattice and so the subscripts 
of J will often be omitted. 
4.2.3 Basic properties 
Before I present the exact solution for the steady state of the PASEP, I illustrate some of 
the properties of the model that can be appreciated from its definition alone. In particular I 
identify a symmetry (invariance) under particle-hole exchange and an important notion called 
bias just by studying figure 4.2. 
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Symmetry under particle-hole exchange 
Consider the lattice configuration indicated in figure 4.2. By exchanging particles and holes, 
one obtains the system illustrated in figure 4.4 in which particles are inserted at the right 
boundary at rate 3, hop with rate 1 towards the left, rate q towards the right and exit at the 
left at rate a. 
If one now reflects figure 4.4 about a vertical axis, the same system as that illustrated in 
figure 4.2 is recovered, except that the roles of the insertion rate a and the extraction rate 
have been exchanged. Mathematically, this invariance under particle-hole exchange and 
reflection implies that the steady-state density obeys 
p(a,/3,q) = 1— pN+1_j(/3,a,q) 	 (4.2.8) 
and the steady-state particle current 
J(a,/3,q) = J(3,a,q). 	 (4.2.9) 
p_p_ _ppp_ _ 
Figure 4.4: The partially asymmetric exclusion process of figure 4.2 after a particle-hole exchange. Note the model 
maps onto a reflection of itself with the roles of a and 	exchanged. 
The role of bias 
Under the particle-hole exchange just described, the role of the parameter q is unaffected: it 
always expresses the rate at which particles hop towards the boundary where particles are 
inserted but not removed. If this rate q is less than one, the particles perform random walks 
(subject to the exclusion constraint) that are biased towards the boundary where particles are 
removed. Thus in this case we expect an uninhibited flow (current) of particles across the 
entire system. This situation will be called the forward-bias regime. 
Conversely, when q > 1, particles prefer to hop towards the boundary where they cannot 
escape. Typically, therefore, there will be a build-up of particles at that boundary, and in 
order for any new particles to be inserted, all those on the lattice must hop at least one site 
away from the boundary. The probability that this collective action occurs will be extremely 
small and therefore we expect a much smaller current in this reverse-bias regime as compared 
with the case of forward bias. 
The physicist's instinct is to home in on any transition points: here the case of no bias (q = 1). 
In fact this choice of q is particularly simple to treat, and so I discuss this first. 
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4.2.4 Exact solution in the absence of bias 
In the absence of bias (q = 1), the steady-state current between two sites (4.2.7) takes a very 
simple exact form 
= (-) - (rj+i = pi - Pj+i• 	 (4.2.10) 
As has already been noted, the steady-state current has no dependence on the position j, and 
in particular the current between any two neighbouring sites on the lattice must equal the rate 
at which particles leave the system at the right boundary. That is, 
Pi - Pj+1 = OPN 	p = (1 + (N - i)13)pN. 	 (4.2.11) 
The rate at which particles enter the system, a(1 - pi), must also equal the rate at which 
particles leave and so 
a(1 - pi) = a[1 - (1 + (N - 1)/3)pN] 	PN 	 (4.2.12) 
whose solution for PN  implies that 
a(1 + (N - j)/3) 	
and J 
P3 = a++afi(N— 1) a++a(N— 1) 	
(4.2.13) 
Thus for q = 1, the density decreases linearly from the left boundary to the right and, in 
the limit N -# 00 the density at the left boundary approaches unity whilst that at the right 
vanishes for all a, 0 larger than zero. 
The ease with which these results were obtained is due entirely to the cancellation of the two-
point density functions ('r+i) in expression (4.2.7) for the current when q = 1. This does 
not occur in general and some understanding of the case q 	1 can be gained by applying 
the mean-field approximation (T'rk) - ('rj)(rk). The results obtained [73, 76, 77, 16] are in 
qualitative (although not entirely quantitive) agreement with those I now to proceed to derive 
exactly for general q. 
4.3 	Exact solution of the PASEP 
4.3.1 The matrix product method 
In this section I describe the matrix product method for the construction of a steady-state 
probability distribution for an exclusion process. Before applying the method to obtain new 
results for the partially asymmetric exclusion process, I discuss its development since the 
original application to the totally asymmetric exclusion process (TASEP), i.e. the present 
model with the reverse hop-rate q set to zero. 
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Before the advent of the matrix product method, the TASEP was treated by obtaining expres-
sions for the steady-state weights (unnormalised configurational probabilities) for a system of 
size N in terms of those for a system of size N - 1 [78]. By iterating these one can, in principle, 
relate any steady-state weight to the easily solved N = 1 system. In [78] this procedure was 
followed for the case q = 0, c = = 1 to obtain the density profile pj and current J. Subse-
quently [79] these recursion relations were used to calculate correlation functions for the same 
set of parameters. 
Shortly afterwards, in the seminal paper of Derrida et al. [80], it was shown that the recursion 
relations could be expressed more conveniently and powerfully in terms of reduction relations 
for matrix products. This allowed immediate treatment of general oz and 3 with q = 0. Since 
then, the matrix method has been applied to other models, including the partially asymmet-
ric exclusion process of this chapter and further generalisations which will be discussed in 
section 4.8. 
I now describe the way in which the matrix method is employed in the specific context of the 
PASEP. For a given set of occupation variables -Fi one writes an ordered product of matrices 
A,-1 A.,-2 . . . A.,-, in which A1 = D (site occupied) and A0 = E (site empty). To obtain a 
probability (a scalar value) from this matrix product, two vectors (WI and IV) are employed 
in the following way: 
P*(r1,...,7_N)= (WIAT1AT2 
. . . ATJJIV) 
ZN 
The factor ZN is included to ensure that the probability distribution is properly normalised. 
This normalisation (analogous to a partition function—see section 2.3.2) has the following 
simple matrix expression through which a new matrix C is defined: 
ZN = (WI(D + E)NIV) = (WICNIV). 	 (4.3.2) 
Note that in the matrix product expression (4.3.1) the same matrix D is used each time a 
particle is present in a configuration. Nevertheless, dependence of a probability on particles' 
positions arises from commutation relations imposed on D and E and their relationship to the 
vectors (WI and IV). As I now explain, the origin of these commutation relations is the set of 
allowed interactions expressed through the master equation (4.2.2). 






and it is emphasised that the vector space of the A matrices is not the same as that of the 
configuration space spanned by the vector f. It is now assumed that the action of the matrices 
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WL, 	WN introduced in (4.2.3) on f can be expressed as 
	
—WLI = 	(WIX1A2 .. .ATN I V) e(Tlr...TN) 	 (4.3.4) 
{r} 
W, +if = 	(WI ... A_ 1 (XA1 - ATjXTj+l)ATj+2 .. . V) e(r1T2 .. . TN) (4.3.5) 
{r} 
WRf = 	(WIA1 . ..A 	1 X TN IV)e(T1T2. . .T) 	 (4.3.6) 
{T} 
where X1 = D and X0 = E are matrices complementary to the particle matrix D and the 
hole matrix E respectively. Putting P = f/ZN into the master equation (4.2.2) one finds the 
terms in the summation cancel and thus that P is the stationary distribution P*.  
Contracting each of the above three expressions from the left with an appropriate unit (row) 
vector and using the definitions of WL, Wj,+i, WR through (4.2.4) one finds that 
DE - DE = ED - ED = qED - DE 	 (4.3.7) 
DD - DD = EE - EE =0 	 (4.3.8) 
—(WD = (WIE = cE(WIE 	 (4.3.9) 
Ely) = —DIV) = I3DIV). 	 (4.3.10) 
This set of relations can be satisfied if one sets D = —1 and E = 1. Then one finds that if the 
following relations are satisfied, equation (4.3.1) correctly describes the steady-state probability 
distribution for the PASEP: 
DE—qED = D+E 	 (4.3.11) 
(WIE = (W 	 (4.3.12) 
DIV) = V). 	 (4.3.13) 
Although only two lattice-site states (occupied and empty) were considered here, the method 
generalises to a larger number of states, e.g. where there is more than one type of particle 
on the lattice. The matrix product method has been shown rigorously to be equivalent to 
the problem of solving for the steady-state probability distribution in the presence of nearest-
neighbour interactions [21]. However when there are more than two lattice-site states, the 
auxiliary matrices X are generally not simple scalars, nor is there a recipe for finding them. 
A particular benefit of the matrix product method is that the expectation values of observables 
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and the current 




- 	 (4.3.15) 
ZN 	 ZN 
where the last equality follows from relation (4.3.11). We see that, as expected in the steady 
state, the current is independent of the bond chosen. The determination of new results for the 
PASEP now amounts to the evaluation of the matrix products in the above expressions for 
ZN, J and p2. This is achieved (essentially) by applying the rules (4.3.11)-(4.3.13). 
4.3.2 Matrix reordering and the q-harmonic oscillator 
The matrix expressions and algebraic relations derived in the previous section define a reorder-
ing problem of the type discussed in chapter 3 of this thesis. Consider the normalisation ZN 
(4.3.2) and its implicit representation in terms of a, 	and q through (4.3.11)_(4.3.13). If 
(4.3.11) is used repeatedly (4.3.2) can be developed as 
ZN = (W(D+E)NV) = 	aN,Th,m(WEDV) = (WIV)aN,n,ma__m (4.3.16) 
n,Tn rim 
where the intermediate step contains a sum of products (weighted by the coefficients aN,m,m), 
each with any E matrices appearing to the left of any D matrices. This is precisely the situation 
we had in the stochastic ballistic annihilation and coalescence (SBAC) model of chapter 3 and 
indeed this expression for the normalisation has a very similar form to that of the matrix 
product (3.4.6) which was evaluated for the SBAC model. Furthermore, the reduction relation 
(4.3.11) is a special case of that satisfied by the matrices L and R that appeared in the previous 
chapter—cf. equation (3.3.4). Hence we can use the methods of the previous chapter to find 
the normalisation and therewith the current using (4.3.15). 
To be more specific about the connection, recall the q-harmonic oscillator ladder operators a 
and at which satisfy 
aat - qata  = 1 - q. 	 (4.3.17) 
One can verify that if 
1+a 
and E= 1+a 
	 (4.3.18) 
1-q 	 1-q 
equation (4.3.11) is equivalent to (4.3.17). Again (WI and IV) are eigenvectors of at and a 
respectively, and once again v and w denote the eigenvalues: 





-q  — 1 	 (4.3.20) 
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which is easily found from (4.3.12), (4.3.13) and (4.3.18). In order to calculate the normalisa-
tion, one must evaluate 
	
ZN = (WI(D + E)NV) = 
(WI[(a + at) + 2]NIV) 	
(4.3.21) 
Recall now equation (3.4.43) from the previous chapter: 
FN(v,w) = 	W(fLL+fRR)V) = (Wj[((a+at) +] NIV). 	(4.3.22) 
Comparison of this with (4.3.21) above reveals that the normalisation in the PASEP model has 
a near-identical form to the generating function that was of great importance in understanding 
the SBAC model of the previous chapter. The differences lie only in the values of the parameters 
v, w, X, £ and N. 
In section 3.4.2 I explained a procedure for recasting (4.3.22) as an integral which could subse-
quently be analysed in the large-N limit. This involved a number of steps which are summarised 
as follows. 
Step 1: Definition of boson-number and coordinate bases The boson-number basis {I)} 
was introduced through the operator relationships an) = /1 - qn-1), at In) = V1 - qTh+l nJ  
1). The coordinate basis {9)} arose from the eigenvalue equation (a + at)IO) = 2cos(0)IO). 
Step 2: Coordinate representation of the boson-number state vectors By evaluating the 
product (nI(a + at) 10), and putting h(0) = (nIb) = (Ojn) we found the three-term recurrence 
relation 
2cos(0)h(0) = 	- qfl+l h 1(0) + 	- qfl h_1(6). 	(4.3.23) 
From this it was a simple matter to obtain the generating function of the q-Elermite polynomials 
00 	n 
C(6,x) =1: .3.24) h,(0) = 
	1 
(q; q) 	 (xe°, xe 8 ; q)00 	
(4  
and thence an explicit form for h (0) through a series expansion of the right-hand side. (Recall 
the q-factorial notation defined in section 3.2.1). 
Step 3: Orthogonality of the q-Hermite polynomials By using the solution of 
/ d0v(0)hn (0)hm (0) = 6n,m 	 (4.3.25) 
for v(0) we constructed the identity II = f d9v(0)I0)(0I which, when inserted into (4.3.22) gave 
FN(v,w) 	f d0(Wj0)[2(cos(0) +]N(0IV). 	 (4.3.26) 
4.4. EXACT EXPRESSIONS FOR THE NORMAL/SAT/ON 	 83 
Step 4: Evaluation of the remaining inner products It transpired that the inner products 
(WIG) and (OIV) were both equal to the generating function of the q-Hermite polynomials 
(4.3.24) required to complete step 2 above. 
To treat (4.3.21) one follows exactly the same series of steps. For the forward-bias regime 
(q < 1), the procedure is identical to that just described and one can simply take the results 
of section 3.4.2 and substitute in the values of the parameters X, 'C' and N that are appropri-
ate here. See section 4.4.1 below and also independent contemporaneous results [81] for the 
forward-bias regime. 
In the present work, I also treat the reverse-bias regime (q > 1). There is, however, a technical 
difficulty one must first overcome, in that step 3 of the above procedure cannot be completed 
with the three-term recurrence relation appearing as it does in equation (4.3.23). The reason 
for this is that if the weight function v(0) is to exist, the coefficients that appear in a three-term 
recurrence relation must be real. Therefore, to treat the case q > 1, some manipulation of 
(4.3.23) must be performed first (see section 4.4.2 below). 
Before I present exact expressions for the normalisation ZN for general a, /3 and q I remark 
on some special cases. Firstly, the algebra defined by (4.3.11)—(4.3.13) can be satisfied by the 
scalars 
D 	and E = 	 ( 4.3.27) 
/3 	 a 
as long as a + /3 	1 - q. In other words, the matrices D and E have a one-dimensional 
representation for this range of parameters and every configuration with the same number 
of particles on the lattice has the same steady-state probability: i.e. the model exhibits no 
correlations. One can also find finite-dimensional representations (n x n matrices) of the 
algebra [82] which again are restricted to particular combinations of a, /3 and q. 
Furthermore, in the limit q -* 1, the representation (4.3.18) diverges which implies that the 
use of the q-harmonic oscillator algebra is not beneficial here. Indeed, as shown in section 4.2.4 
above, the case q = 1 can be solved without recourse to matrices. Nevertheless, I later (in 
section 4.4.3) derive an exact formula for the normalisation from the integral that applies for 
q < 1. This formula is easily extended to all values of the model parameters a, /3 and q and 
will be of particular benefit when it comes to analysing the reverse-bias (q > 1) regime. 
4.4 	Exact expressions for the normalisation 
I now use the connection to the q-deformed oscillator algebra to calculate exact expressions 
for the steady-state normalisation in the partially asymmetric exclusion process. First I derive 
integral representations of the normalisation that apply in the forward- and reverse-bias regimes 
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(resulting in equations (4.4.4) and (4.4.15) respectively). Then, in section 4.4.3, I obtain an 
exact expression for the normalisation in the form of a sum with a finite number of terms (as 
long as the system size N too is finite). This expression, equation (4.4.44), is valid for all 
combinations of the model parameters. 
4.4.1 Integral representation in the forward-bias regime 
As stated above, the results of section 3.4.2 can be transferred to the present case by comparing 
equations (4.3.21) and (4.3.22). One finds 
ZN=FN(v,w) if N=(1—q)", X=1 and £=2 	(4.4.1) 
where FN (v, w) is the generating function that was considered in the SBAC model. 
Thus from section 3.4.2 we know that one form of ZN is the integral over 0 
q N ) 











- (q, e , e 	q 	 1 
and 	G(0, x) = 	 (4.4.3) 
- 	27 (xe 0,xe 0;q) 
Alternatively, one can convert this to the contour integral 
(q; q) / 1 )"Ø dz 	1 	_______________ —[z+z +2]N (4.4.4) ZN = 	
1 - q 	K z (wz, w/z, vz, v/z; q) 47r1 
where the contour K is the unit circle jzj = 1 and is directed anti-clockwise. 
Recall that in the derivation of these integrals, it was assumed that jvj < 1 and jwj < 1 and 
that the expressions for ZN must be analytically continued to cater for other values of v, w 
when they arise. 
4.4.2 Integral representation for q> 1 
It was noted earlier that there is a problem with the three-term recurrence relation (4.3.23) in 
that the coefficients of the functions h(0) are imaginary if q > 1. Favard's theorem [57, §5.2] 
then no longer holds, which means that a positive weight function v(0) that orthogonalises the 
functions h(0) does not exist with (4.3.23) in its present form. 
To address this problem one makes the change of variable due to Askey [83], namely 0 
r/2 - iu (or equivalently cos(0) - i sinh(u)). Then (4.3.23) becomes 
2sinh(u)h(u) = qfl+1 - 1h +i(u) + qTh - 1h_1(u) 	 (4.4.5) 
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in which all the prefactors are positive. We are now assured from Favard's theorem that for 




(flu) = (uln) = h72(u) =7= _ )k [
n ] qe(fl_ 2k)U 	 (4.4.6) 
k=O 
there exists a positive weight function such that 
f
du v (u) hn  (u) h, (u) = 6,,,m. 	 (4.4.7) 
In [83] Askey showed that 
V (u) = 1 
	 1 	 for u E (—oo,00) 	(4.4.8) 
lnq (q 1 , q-1e2 , _q_1e 2'IL ;  q')00 
is the correct choice for v(u). Note now that the range of integration (i.e. domain of v) is 
infinite. 
Finally, one must determine the inner products (Wlu) and (ulV). The boson-number repre-
sentation of (WI implies that 
00 	 00 
(WIu> = (Wln)(n> = hn() = G(u,w) 	 (4.4.9) 
n=O 	 n=O 	(q; q)72 
where G(u, 'w) is the generating function of q-Hermite polynomials for q > 1. By multiplying 
(4.4.5) on both sides by x/ \/(; q)n and summing over n it is found that 
G(u, x) 	(1- iq_l xeU)(1 +iq'xe)G(u,qx) 
	
(4.4.10) 
Note that this expression relates the value of G(u, x) to itself with x —+ q'x (i.e. a smaller 
value of x) and so it can be used iteratively to find 
G(u, x) = (iq ' xe, —iq xe_U ; q 1 )00G(u, 0) = (iq 1xe, —iq xe_U ; q 1)00 	(4.4.11) 
since G(u, 0) = 1. The same procedure can be used to find (uIV) and to summarise 
(WIu) = G(u, w) = (iq_lwe'IL ,  -iq 1we; q
1
)
00 	 (4.4.12) 





1  ve 'U  ; q-1),,, . 	 (4.4.13) 
In contrast to the case of forward bias, these inner products are equal to their respective infinite 
products for all v and w. 
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N (iq_l veu ,  — iq've, iq'we'a, iqlweL q'00(4.4.15) 
(_q_le2u, —q'e_2u ; q')00 00  
 00 
du (1 + i sinhu) 
Note that in contrast to the case of q < 1, this expression cannot be conveniently rewritten as 
an integral over a closed contour. 
4.4.3 Explicit formula valid in all regimes 
In this section I derive (using a number of standard results from the study of q-series [56]) 
an alternative expression for ZN which takes the form of a finite sum rather than an integral 
and is valid for all values of the model parameters. Such an expression is useful for two main 
reasons: firstly it allows us to extract the asymptotic form of the normalisation when q > 1; 
secondly, as the sum contains a finite number of terms, it can be evaluated numerically if one 
wishes to study finite-sized systems. 




dO(0)G(9,w)G(9,v)f(0). 	 (4.4.16) 
Here f is an arbitrary real function of 9 E [0, 7] and the functions u(0) and G(O, t) are as given 
by (4.4.3). As is well known, f(0) can be expressed as a sum of orthogonal functions, as long 
as the latter form a complete set. The q-Hermite polynomials h(9) form such a set, and so 
one can write 
[f] = 	an fd9v(0)G(9w)G(Ov)hn (0) 	 (4.4.17) 
in which the expansion coefficients an  are found by evaluating 
a = fdO(9)h(9)f(0). 	 (4.4.18) 
The benefit of making this transformation is that the integral 
i = f dO v(0)G(O, w)G(9, v)h (9) 	 (4.4.19) 
has a closed-form solution, as will be shown below. Therefore, in order to find an explicit 
formula for J[f], one first needs to know this closed-form solution and then to compute the 
expansion coefficients a. In the case of the integral (4.4.2) the function f(9) = (2[cos 0 + 
- q])N which I now consider explicitly in the following'. 
'The reader not interested in the technical details of this calculation is advised to skip ahead to the result, 
equation (4.4.44). 
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Solution of the integral I,, 
The solution of the integral I arises from an important identity satisfied by the generating 




dO v(9)G(O, a)G(O, b)G(O, c)G(O, d) 
= (ab ac,ad,bc,bd,cd; q) 	
(4.4.20) 
and holds as long as the denominator of the right-hand side is nonzero (e.g. ab 	, j = 
0,1,2,...). By setting a=w,b=v,cx and dO one finds 
f






and that for the case being considered here (v < 1, w < 1) one can always find a value of x for 
which the right-hand side is finite. 
By writing G(9, x) out explicitly in terms of Hermite polynomials (4.3.24) one finds from the 
previous expression that 
00 EX n 
fo'T 
de(o)G(ow)c(ov)hn(o) = (4.4.22) 
/(q;q)n 	 (vw, vx, wx; q) 00 
Then, using the identity (3.4.27) for the infinite products on the right-hand side of the previous 
expression, and comparing powers of x we find 
= 	 [n] v n_kw k . 	 (4.4.23) 
(vw; q)00 v'(q; q) 
k=O k q 
The sum on the right-hand side of this expression can be thought of as a q-deformation of the 
binomial expansion of (v + w) and will henceforth be denoted as B(v, w; q). That is, the 
equation 
- 	1 	B(q;q) n 	 (4424) 
(vw;q) V)Th 




qvTh_kwk 	 (4.4.25) 
k=O 
 are the main results of this calculation. 
As an aside, we note that these polynomials obey 
B(v,w;q) = 	[](w/v)k = v(w/v;q) 	 (4.4.26) 
in which B(x; q) are Szegö polynomials which have a number of properties similar to those of 
the q-Hermite polynomials [85]. 
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Expansion of an arbitrary function f(0) in q-Hermite polynomials 
I now turn to the problem of determining the coefficients a in the expansion of an arbitrary 
function f(0), 0 E [0, it] in q-Hermite polynomials 
00 
f(0) =ah(0). 	 (4.4.27) 
This problem was first tackled by Rogers in 1894 [60] in his study of the q-Hermite polynomials. 






[n] Cn-11 (0) 	 (4.4.28) 
in which 
0 	m<0 
CM  (0) = 	1 	M=0 . 	 (4.4.29) 
2 COS (mO) m>0 
Rogers then represented cos(mO) in terms of q-Hermite polynomials by means of a longhand 
solution of the set of linear equations defined by (4.4.28). 
Over a hundred years later, we have at our disposal an orthogonality relation for the q-Hermite 
polynomials, which means that one can evaluate the coefficients an  more efficiently using 
(4.4.18). We set 
f(0) = [2 (1 + COS 0)]N = E ah(9) 	 (4.4.30) 
in accordance with the integral (4.4.2), but leaving aside for the moment the prefactor (1_q)_N ,  
and note that 
[2(1 + COS 0)]N =(N)0 
	
(4.4.31) 
Now we expand c(0) in q-Hermite polynomials 
[,] 
c(0) = 	b ,khn_2k(0). 	 (4.4.32) 
This form arises by noting from (4.4.28) that only those q-Hermite polynomials of the same 
parity as the cosine function c appear in the expansion and there can be no contributions 
from hk(0) with k > n. 
The coefficients b,k are now found by applying (4.4.18) after writing the weight function v(0) 




1  Y(_)8q() (1+ qS) e2isO. 	 (4.4.33) 
S=-00  
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______ f dO cos((k+r—s)O). (4.4.34) b72,k 
= f(i)n-2k 	
(_)8q() (1 + q8) 	
I 
n - 2k 12 
s=—oo 	 r=O  r ]
q 2'/r 
The solution of the integral that appears under the summation is just s,k+r,  which allows one 
to eliminate the sum over s. This gives 
- 
n





n 2k =O  
(- i)cq() n-2k [ - 2k1 
r 	j
(_i)rq()r (1+ qk+T) 
= 	(; q)-2k r=O 	 q 
(_1)kq() ((qk; q)n-2k + q  (q  k+1 ; q)n_2k) 
= 	(q; q)n-2k 
in which the series expansion 
72 
(x; q)n = 	
[n] kq(_1)kq()xk 
was used [56, App. II]. 
This latest expression allows a little simplification by noting that 
(aqk;q)fl_2 - (a;q)n_k 
- (a;q)k 
and so we find 






which is true for all n and k if one observes the convention that 
[72] = 0 when k <0 or k > n. kq 
Equations (4.4.31), (4.4.32) and (4.4.38) can now be combined to find 
N / 2N \ 
[2(1 + cos 0)]N 	
- n) 	
b72,k(q)hfl_2k(0) 
720 	 k=O 
N TJ L N-n I 2N\ 
= 	
(N - (n + 2k)) b72+2k,kh72(0) 
nO k=O 
N 	_____ 
= 	Rp.r,72 (q) \/'(q; q)72 h72 (0) 
n=O 
in which 
I N-n I 
LH 	
k" 	2N 	k frn+kil +qkI n+k] 
q 
RN,72 (q) = 	(-1) N —n - 2)q(2) 	
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which may be alternatively written as 
L] 
KN
2N '\ 	2N 	\ 1 (k+1') r + k 1
RN,fl(q)= 
	





Putting the results (4.4.17), (4.4.24) and (4.4.39) together, and reintroducing the prefactor 




w; q) 	 (4.4.42) 
\NN 
(vw; q) 1 - q) >1 RN,(q)B(v,  n=O 
in which RN, (q) is given by (4.4.40) or (4.4.41) and B(v,w;q) by (4.4.25). 
This exact formula, valid for q < 1, vJ < 1 and JwJ < 1 admits extension to general q, v and w. 
Note first that the infinite product in the prefactor can be replaced with (WIV), a fact which 
follows from (3.4.27): 
1 	(vw)Th 
= (WIV). 
(vw; q) (q; q)72 
(4.4.43) 
I now claim that the resulting representation-independent expression for the normalisation 
7 1
J ZN = (WIV) i 
	
RN,(q)B(v,w;q) 	 (4.4.44) 
n=O 
holds for all choices of the model parameters. 
This is justified by observing that once v and w are written in terms of a and using (4.3.20) 
we obtain a power series in a and 0 of the same form as (4.3.16). As discussed in section 4.3.2, 
an equation with this structure arises when one re-orders a matrix product directly using the 
relation (4.3.11). To perform this direct manipulation, it is not necessary to employ a specific 
representation of the quadratic algebra. Therefore, although the representation used above 
to derive (4.4.44) breaks down for q = 1, q < 1, 1 v I > 1 or q < 1, 1 w I > 1, had one chosen a 
representation that does converge in the region of interest, equation (4.4.44) would still have 
been obtained for the normalisation. 










vn+l w 1  
= 	 (4.4.46) 
V  
where now v = 1/8 - 1 and w = 1/a - I. It can be verified, using the identity 
x—Y 
/ X \ (n ) 	1) (X 1 —r) , (4.4.47) 
nr
' y—nr Y—r 
4.5. PHASE DIAGRAM FOR THE CURRENT 	 91 




ZN = (WV) 
	
	
- N —2— k j j 	1/ - 1/a
(4.4.48) l/  
kO 
which is equivalent to the result obtained in [80]. 
Finally in this section I note that for q -# 1 the singularity in the denominator of (4.4.44) 
is cancelled by the sum over RN, fl (q)B fl(v,w;q) and the expression is in fact well-behaved. 
Although I have checked for small system sizes that (4.4.44) agrees with the results in sec-
tion 4.2.4 I have not been able to show this in a simple way; nevertheless it is known [77] that 
the matrix relation (4.3.11) with q = 1 gives the same results as those in section 4.2.4 and so 
the summation (4.4.44) should too. 
4.5 	Phase diagram for the current 
The results that were obtained above for the normalisation ZN are sufficient to determine 
an exact phase diagram for the partially asymmetric exclusion process. I use the methods 
described in section 3.4.3 to analyse the integral (4.4.2) and thence to determine the current 
in the forward-biased regime (q < 1). For the case of reverse bias (q > 1), the analysis is 
conducted by approximating the exact sum formula (4.4.44). 
4.5.1 The forward bias regime (q < 1) 
Recalling the contour integral for the normalisation (4.4.4) which reads 




ZN= 	 [z+z+2]N 
4rrz1— 	Z 
f 2 -2. ,z 	, q,00 
(wz, w/z, vz, v/z; q) 
(4.5.1) 
I list the results that were obtained in section 3.4.3 for an integral of the same form, valid in 
the limit of large N (i.e. the leading terms in an asymptotic expansion). The only difference 
is that here the parameters take the values N = (1 - q)N, X = 1 and £ = 2. 
Case A (v < 1,w <1) 	
N 1 	
(4.5.2) 4 (q;q)300 ____ 
ZNVIi(v,w;q)2 (i_q) N 32 
Case BI (v = 1,w < 1) 	
N 
2 (q;q) 	
( — q 	N 	
(4.5.3) 
) 1 
T ZN_ 7(w;q)o 1  
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Case B2 (v < 1,w = 1) 
2 (q;q)00 ( 4 )N  1 
ZN-.---- 
VI-7— (v; q) 2 	1— q 	
(4.5.4)
00 
Case C1 (v>1,w<1) 
ZN (v2;q)m (v+v_1+2\N 
(vw, w/v; q) 	i - q 	) 	
(45.5) 
Case C2 (v<1,w>1) 
ZN (w2;q)m w+w1+2\N 
(vw, v/w; q) 	
( 	
1 - q 	) 	
(4.5.6) 
In contrast to the SBAC model, v and w are independent quantities in the PASEP. In particular, 
both may be greater than one and/or equal. There are thus a further four cases to treat. 
Case B3 (v=1,w=1) 
Here there would appear to be a problem because the integrand of (4.5.1) is infinite at the 
saddle-point z = 1. This suggests that the saddle-point analysis is not the way to determine 
the normalisation ZN in this case. In fact, the correct approach is much simpler. 
In terms of the original model parameters, the condition v = w = 1 implies a = = (1 - q)/2 
and so a+ 0 = (1— q). This is precisely the condition given in section 4.3.2 for the operators D 
and E to have a one-dimensional (scalar) representation D = 1/a and E = 1/0. Substituting 







in which the inner product (WIV) has been set to unity2 . 
Case C3 (v>w>1) 
Although there are now poles at qkw  which lie at z > 1, none of these lies to the right of the 
pole at z = v, and so that will still supply the dominant contribution to the integral (4.4.4). 
Thus the result of case Cl applies here: that is, 
ZN (v2;q)m /v+v_1+2\N 
(vw, w/v; q) 	i - q 	) 	
(4.5.8) 
'The fact that the inner-product has been chosen differently for v = w = 1 to elsewhere is not important as 
results for different values of v and w are never combined. 
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Case C4 (w>v>1) 
By the same argument of the previous paragraph, the result C2 applies here. 
ZN 	
(w 2;q) 	7 w+w'+2 - (vw,v/w;q) 1— q 	) 	
(4.5.9) 
Case C5 (w=v>1) 
Here, two poles lie at z = w = v and we must evaluate their contribution to ZN by differenti-
ating the analytic part of the integrand with respect to z and putting z = w = v in the result. 
Although there is, in principle, the daunting prospect of differentiating an infinite product, 
one can verify that the dominant term for N >> 1 takes the form 
(v 2; q) (v + v 1 + 2 




(q, v2; q) 
Taking these asymptotic results (4.5.2) to (4.5.10) for ZN the current can be computed for 
large N by evaluating J = ZN_i/ZN (4.3.15). The results are presented in table 4.1. The 
regions for which the different forms apply are indicated in the form of a phase diagram in 
figure 4.5. Note that the apparently large number of cases enumerated above reduces to just 
three current phases. In particular, at a phase boundary, e.g. a = /3 < (1 - q)/2, the current 
approaches the same value from either side of the boundary. We also remark that the results 
obtained here confirm predictions based on mean-field arguments [76]. 
In figure 4.5, the distinct current phases have been labelled L, H and M. These correspond 
to a low-density phase, high-density phase and maximal-current phase respectively. That 
the current takes the largest value realisable in the system everywhere in phase M is easily 
confirmed from table 4.1. It is not immediately evident (until I consider density profiles more 






Table 4.1: The N -+ co forms of the particle current in the forward biased phases. 
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Figure 4.5: The phase diagram for the current in the forward-bias regime. The symbols L, H and M correspond to 
the low-density, high-density and maximal-current phases respectively. 
closely in section 4.6 below) that phases L and H correspond to a low and high mean occupation 
of the lattice. However this seems likely because in the former the particle insertion rate a is 
smaller than the extraction rate 3 and vice-versa in the latter. 
To investigate the nature of the currents a little more closely it is useful to plot their dependence 
on a for fixed /3 below and above the transition point /3 = 	- q)—see figure 4.6. Of 
particular interest is the discontinuity in the first derivative of the current with respect to a 
at the transition from the low density to the high density phase. Recall from section 2.4 that 
a discontinuity in the current strictly exists only in the limit of infinite system size N. Due to 
the particle-hole symmetry of the model (see section 4.2.3) the same behaviour is exhibited by 
the current at fixed a and as one varies /3. 
2 
Figure 4.6: The dependence of the particle current in the PASEP on oz for fixed 0. On the left we see the sharp 
transition from the low-density to the high-density phase; on the right the transition to the maximal current phase is 
seen to be smooth. 
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There is another singularity at the transition line from either of the low- or high-density phases 
to the maximal current phase. In this case, it is the second derivative of the current that is 
discontinuous. Hence one can accordingly classify these two types of transition as first- and 
second-order; as will be discussed in section (4.6) below, the high- and low-density phases 
actually coexist along the line a 	3 < (1 - q)/2 and so this line is analogous to an equilibrium 
first-order transition. 
4.5.2 The reverse bias regime (q> 1) 
I turn now to the case q > 1. I will show shortly by examining the exact formula (4.4.44) 
that the normalisation behaves like ZN 	 for large N. This result indicates that a 
naive application of the saddle-point method on the integral (4.4.15) is not appropriate: by its 
nature, the saddle-point method gives expressions in which the exponent is linear in N rather 
than the desired quadratic. 
In order to analyse the exact formula (4.4.44) I approximate the coefficients Rjv,71 (q) and the 
polynomials B, (v, w; q) that appear in the summation. Both of these quantities contain two 
elementary objects, the q-factorial and the q-binomial coefficient, which I treat first. 
The first step is to rewrite the q-factorial as 
Ii 
(q; q) 71 = fl(i 
- q3) = (_)nq(nl)Mn(q) 	
(4.5.11) 
where 
71 	 00 11 
M71 (q) = ln(1 - q 1 ) = - 	kqk - 1(1 - q_kri) . 	 (4.5.12) 
j=1 	 k=1 







which is independent of n. This leads to an approximation of the q-binomial coefficient 
	
[n];:q qk(n_k)_M() 	 (4.5.14) 
which is valid when both n and k are large. 
The function B,, (v, w; q) is defined by the sum in equation (4.4.25). The dominant terms are 
those around k = n/2, and so the q-binomial is replaced with the approximation (4.5.14). Also 
the sum is recast as an integral over k which gives, for large n, 
B. (v, w; q) 	(-1)71 A(v,w; q) q2vw71 
	 (4.5.15) 
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where A(v, w; q) is given by 
{M(q) + (
lnw/v)2 
A(v,w;q) = 	exp 	
41nq 	
(4.5.16) F 
To deal with sum (4.4.40) for Riv,n  we keep only the term with largest k: the others are 
exponentially suppressed. Then 
ZN (q'vw;q') 
(SN(v, w; q) + 2NSN _ 1(v, w; q)) 	 (4.5.17) - (l_q)N 
where the product (WV) has been expanded by using the identity 
(qx)' = (x; q') 	 (4.5.18) 
r-O (q;q)r 
which holds when q> 1 and for all x and where 
IN' 
S(v,w;q) = (1- qN) 	(_1)Tq() (q;q)--i N  
	
(q; q), (q; q)N-2r BN_2
r (v,w;q) . 	(4.5.19) 




(q;q)r (q;q)Ar.-2r (q; q), 
which follows from (4.5.11) and (4.5.13), is valid in that region and when combined with the 
asymptotic expression for B, (v, w; q) yields 
L] 2 	1 
SN(v,w;q) 	 (4.5.21) (_1)NA(v,w;q)(1 - q_N)vwNqN2 
(q; q), vw1 r=O 





= (1/vw;q) + O(q_N 2 ) 	 (4.5.22) 
r=O 
and so to leading order in q 
SN(v,w;q) 	(_1)NA(v,w;q) (1/vw;q_ 1 ) vw N q 2 	(4.5.23) 
Noting that SN-i  is exponentially smaller than SN  the asymptotic form of ZN for q > 1 is 
given by 
N 
ZN 	A(v,w;q)(q'vw, 1/vw;q') (q - ) q 2 	(4.5.24) 
where the prefactor A(v,w;q) is as defined in equation (4.5.16). 
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An expression for the reverse-bias current valid for large system sizes follows quickly from 
(4.3.15). This reads 
ZN_i(Z  	(q —1 + a)(q —1 + )) q_N+ 
	 (4.5.25) 
which, in contrast with the currents in the forward bias regime, is a function of the number of 
lattice sites N and valid for all a and 3. Hence we do not find any phase transitions in the 
reverse-bias regime. 
4.6 	Density profiles and correlations 
Having solved the PASEP for the particle current, I now review further calculations performed 
by Sasamoto [86] which yield explicit expressions for the density profile in the forward-bias 
regime. I follow this up with some conjectures for density profiles in reverse-bias regime, for 
which no explicit calculations have yet been performed. 
4.6.1 The forward-bias regime 




in which C = D + E. It is possible, by using methods similar to those presented above, to 
determine the current from this matrix product expression. The full calculations are presented 
step-by-step in [86]; here I wish only to indicate why the resulting phase diagram (figure 4.7) 
has a more complicated structure than that obtained for the current (figure 4.5). 
To perform the calculations one works with the density difference between neighbouring sites 
Aj = p3 - Pj+i which has the matrix expression 
tj 
= (WICi'(DC - CD)CN _i_ iIV) = ( WICi_i(DE - ED)CN__iIV) 	(4.6.2) 
ZN 	 ZN 
after using the fact that DC - CD = DE - ED because C = D + E. The matrix DE - ED 
is diagonal in the boson-number basis 
aat - ata 	
—' qn In)(mI 	 (4.6.3) DE—ED= (1—q)
2 1—q 
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as one can verify from (4.3.18) and (3.4.21). Insertion of two complete sets of coordinate basis 
vectors into (4.6.2) gives 
3 	
7r 	(.7r 1 	1 	
d8 
 J 
dG(9,w)[2(cos 0 + 1)13_i Z(1_ q)N_1I 
(
oc 
I: hn(0)qnhn()) [2(cos + 1)]N 	G(, v). (4.6.4) 





= ( qe(°+), qe(°); q) 	
(4.6.5) 
n=O 
whose insertion into (4.6.4) yields an integrand which comprises combinations of cosines and 
infinite products and can be analysed in a similar way to the integral for the normalisation in 
the forward-biased regime (4.4.2). 
The fact that there are now two integrals to perform endows the results with some additional 
structure in that two of the phases found in section 4.5 subdivide into three—see figure 4.7 
taken from [86]. The decay forms for 3 > a are given explicitly in table 4.2 and plotted 
schematically in figure 4.8. Those for 3 < a can be obtained by invoking the particle-hole 
symmetry as expressed through equation (4.2.8). 
The maximal current phase (M) corresponds to a single density phase with the same boundaries 
a > (1 - q)/2, > (1 - q)/2. In this phase the bulk density is a half and the density increases 
as £/2  towards the left boundary and decreases in the same way towards the right (in both 
cases £ is the distance from the boundary). This power-law density profile does not in itself 
imply long-range two-point density correlations; however long-range correlations have been 
confirmed explicitly [79] for the special case a = 0 = 1, q = 0 and we expect similar results 
throughout the maximal current phase (M). This should be compared with the power-law 
correlations exhibited in the KLS model (section 4.1). There, the power-law correlations were 
observed above the critical temperature associated with the onset of spontaneous magnetisation 
in the Ising model whose origin lies in attractive interactions between particles. Here, the only 
interaction is hard-core exclusion, which corresponds to noninteracting Ising spins, and the 
temperature does not enter. In any case, the one-dimensional Ising model does not exhibit a 
phase transition and so we see that this behaviour lies entirely in the nonequilibrium boundary 
conditions. 
A further point of interest in the maximal current phase is that the prefactor of the density 
decay is independent of q. This tells us something of the crossover to the symmetric case q —* 1. 
As one takes that limit, the maximal current phase is reached for smaller and smaller values 
of a and /3: the maximal current phase takes over the whole of the phase diagram whilst the 
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Figure 4.7: The phase diagram for the density in the forward-bias regime (taken from [861). Note that the two phases 
H and L have subdivided into three subphases each. 
Phase Bulk PN/2  Left boundary p 	Right boundary PN+1—t 
a 	 a 	 a 	(a(1—q—a)\ 
Li 	 +a1 ( 












a 	(2 	a — q — a]) 
1_q+a2 i_q)2t 




Table 4.2: Density profiles in the low density (L) and maximal current (M) phases in the partially asymmetric 
exclusion process. The distance £ is relative to the specified boundary and {a} is a set of prefactors given in [86] and 
which depend on c, 3 and q. The behaviour for the high density phases is obtained via the particle-hole symmetry 





Lattice site - 	 Lattice site 
Figure 4.8: Schematic density plots in the one of the low-density phases L and the maximal current phase M. In the 
former, the density decay is exponential, or exponential times a power-law; in the latter case the density decays as a 
power-law from both boundaries. 
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asymptotic (large-N form) of the density profile remains unchanged. The system size required 
for this 'universal' density decay form to be seen increases as q -* 1. In fact, from explicit 
calculation [87] and dimensional analysis of the stochastic growth equations associated with 
exclusion processes (see section 6.2.1 and [88]), it can be shown that n o (1—q)N'/2 is a scaling 
variable and that for u >> 1 the asymptotic behaviour that has been calculated is observed. 
Hence, even with the slightest asymmetry in the particle dynamics, the nature of the density 
profile changes from linear across the lattice (q = 1) to power-law near the boundaries (q < 1) 
for sufficiently large N. 
In the low density phases, the density is constant at the left boundary and decays exponentially 
(albeit with a power-law correction in phase L2). The boundary between phases Li and L3 is 
given by the line a = q/3/(1 - 3) and in the case of total asymmetry the phase L3 is not seen 
and with the boundary between Li and L2 at = 1  [80]. 
On the line that separates phases Li and Hi (a = /3 < (1 - q)/2) the ensemble-averaged 
density increases from the left boundary. It has further been determined [89, 90] that this 
average profile arises from the diffusion of a shock front (step profile) between a low-density 
region at the left of the lattice and a high-density region at the right. Hence, the high- and 
low-density phases coexist along the transition line a = /3 < (1 —q)/2 as remarked in section 4.5 
above. 
4.6.2 The reverse-bias regime 
Although no explicit calculations have yet been performed for the density profile in the reverse-
bias regime (q> 1), some conjectures can be made based on the information to hand. As was 
stated in section 4.2.3, we expect in the reverse bias-regime a build-up of particles at the left 
boundary which, because they cannot escape at the left boundary, are largely constrained from 
diffusing. I now argue that this implies the lattice is (on average) half full. 
The build-up of particles at the left boundary implies that p3 	1 for j < jo and pj 	0 
for j 	jO in which jo is the point at which the density decays rapidly to zero. Now, for a 
current to flow, we must have simultaneous stochastic diffusion of a particle from jo  to the 
right boundary, and diffusion of a hole from jo  to the left boundary. Both particles and holes 
diffuse at the same rate towards their respective boundary, and as the average time taken for 
the boundary to be approached must be the same in each case, we find that jo  must be equal 
to N/2. In other words, the lattice is half full. That the current behaves as J q'' 2 is also 
suggestive of a half-full lattice. A similar argument for a half-full lattice was given in a study 
of transport through backbends ('uphill' segments) in a random network of bonds in a porous 
medium [91]. 




Figure 4.9: Proposed sigmoidal form of the density profile in the reverse bias regime 
For q < 00 we expect the density profile to decay rapidly, but continuously, around Jo = N/2: 
i.e. in the style of a sigmoid—see figure 4.9. As the current decreases exponentially with system 
size, one can approximate the reverse-bias regime at large N with an asymmetric exclusion 
process with closed boundaries [92] in which the current is necessarily zero. In that case it 
is found that the density approaches the boundary values of 1 and 0 exponentially with a 
characteristic length that diverges as q —* 1 (where a fiat profile results). In a study of a two-
dimensional exclusion model [93] that coarsens into domains (which correspond to the high-
and low-density regions of the present discussion) the interfacial profile was found to be well 
approximated by a Fermi function, i.e. pj 	(1 +e ( °) )' in which fi plays the role of inverse 
temperature. 
4.7 Summary of results 
So far in this chapter I have considered the partially asymmetric exclusion process (PASEP) in 
the context of a wider (and important) class of nonequilibrium systems, namely driven diffusive 
systems. In particular I obtained new results for the steady-state normalisation for the PASEP 
in the form of integral representations (equations (4.4.4) and (4.4.15)) and an exact summation 
formula, equation (4.4.44). 
By using these expressions I was able to obtain the steady-state currents for large system 
sizes which in turn gave rise to the phase diagram shown in figure 4.5 and a proposal for the 
density profile in the reverse-bias regime (illustrated in figure 4.9). In the previous section 
I also reviewed a related work [86] in which the density phase diagram for the forward-bias 
regime was obtained exactly. 
The results reported in this chapter were obtained using a matrix product method for the 
construction of the steady-state probability distribution function. In particular it became 
apparent that the commutation relations of the matrices required to solve the PASEP were 
nearly identical to those used in the previous chapter to determine the time evolution of the 
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model of stochastic ballistic annihilation and coalescence (SBAC). Hence the nonanalyticies 
that arose in the SBAC model and led to different density decay phases were also pertinent 
here and led to the phase diagram shown in figure 4.5. 
The reason that similar methods could be applied to both models is that both reduce to sorting 
problems of the type described in section 3.2. In the case of the ballistic reaction system it 
was the particles themselves that were being sorted. In the PASEP the relationship to matrix 
reordering is more abstract and hence it is not obvious from a physical point of view that the 
two models should enjoy such a close mathematical relationship. 
I now conclude this chapter with a brief review of results from the literature for the more 
general class of exclusion processes to illustrate the wide range of phenomena that arise. 
4.8 	Other studies of exclusion processes: a review 
4.8.1 Dynamic properties 
In this chapter, I have considered only static properties of the partially asymmetric exclusion 
process. However, there are a wealth of properties, such as correlation functions at unequal 
times, that give insight into the dynamics of exclusion processes. 
One quantity that has received much attention is the distance travelled by a single (arbitrarily 
selected) particle in the asymmetric exclusion process with periodic boundary conditions. If, 
in a single realisation of the dynamics, the displacement of the chosen particle is y(t) after a 
time t then one can define 
V = lim 
(y(t)) 
 and A = lim 
t-+oo t 	 t-+oo 
(y(02) - (0))2 
t 
(4.8.1) 
in which v is interpreted as the particle's mean velocity and A the diffusion constant of the 
process. These quantities were calculated using the matrix product method [94] and two 
particular limits ensue. 
Firstly, if one takes the periodicity of the lattice to infinity, but keeps the number of occupied 
sites M constant, the diffusion constant 	4M+l[(M + 1)!] 2 /[(2M + 3)!]. This number 
decreases monotonically with M which indicates that even in limit p = MIN —* 0, there 
are still sufficient collisions to impede the progress of a particle. In fact, the explanation for 
the decrease in A stems from the fact that collisions are correlated in time: if there are two 
particles on neighbouring sites at time t, they are quite likely still to be neighbours shortly 
afterwards. The other limit is when MIN is fixed as one takes both system size N and number 
of particles M to infinity. Then the diffusion constant decreases as a power-law 	N'/ 2 , a 
result that will be called upon in chapter 6 on interfacial growth. 
4.8. OTHER STUDIES OF EXCLUSION PROCESSES: A REVIEW 	 103 
One need not stop with the second moment of the displacement distribution, and indeed 
Derrida et al. [95, 96] show how one may obtain the scaling behaviour of the large-deviation 
function (which essentially measures the probability of observing rare events) by using a Bethe 
ansatz approach (see section 2.5.1) to calculate its generating function. 
4.8.2 Multi-species exclusion processes 
As hinted in section (4.3) the matrix method is applicable to systems with more than lattice 
states than just 'occupied' or 'empty'. In practice this involves a number of distinct particle 
species, each with its own dynamics. The most intensively studied case concerns particles, 
holes and stochastic defects on a periodic lattice. 
In this case, the particles hop to the right at unit rate whereas a defect exchanges places with 
a hole to its right at rate a and with a particle to its left at rate 3. Representing particles, 
holes and defects as the matrices D, E and A respectively, one finds the following algebraic 
relationships must be satisfied: 
DE=D+E, /3DA=A and aAE=A. 	 (4.8.2) 
This can be achieved with D and E as used for the PASEP with q = 0, and with A given by the 
projector A = IV)(Wl. A steady state weight is then given by the trace of a matrix product 
(which ensures a translationally invariant distribution) and so, with a single defect one has a 
product of the form (WI f1i Xi IV) to evaluate, where Xi is either D or E. That is, the steady 
state weights for this model are exactly the same as those for the PASEP with q = 0. The 
only difference is that the normalisation is the sum over all configurations containing exactly 
M particles, and not over all M as is the case of open boundaries. In practice, one sidesteps 
this issue by allowing the number of particles to fluctuate by placing the system in equilibrium 
with a particle reservoir, and by then introducing fugacities to control the densities. 
The model with a single defect has been used to study shock profiles [97] as the dynamics of 
the defect cause it to diffuse to a position where the density changes rapidly. Interestingly, if 
there are two defects on the ring they form an unusual bound state: the probability that one 
finds them a distance r apart decays as 	so their mean separation is infinite. Additionally, 
the large deviation function of a single defect's displacement has been studied, again using a 
Bethe ansatz technique [98]. 
Another multi-species exclusion process [99, 100] comprises particles with opposite 'charges'. 
The positively-charged particles hop to the right with unit rate whilst the negatively-charged 
particles hop to the left with unit rate. The two exchange positions (so that 	e - e ) 
with rate q and the boundaries are open so that a current of both particle species can be 
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supported. The same current phases as those found for the PASEP (section 4.5) are present, 
in addition to new phases in which the currents of positively- and negatively-charged particles 
are different, even though the model is invariant under exchange of the two species: that is, 
the charge-symmetry is spontaneously broken. 
A further variant of an exclusion process exhibits phase separation [101, 102]. This model 
comprises three particle species, A, B and C in which the dynamics are constructed to that 
A's prefer to be to the left of B's, B's to the left of C's and C's to the left of A's. With 
three species, the interfaces between domains are stable and, if one starts with an arbitrary 
configuration, the domain size coarsens logarithmically in time until it reaches the steady state 
in which there are just three domains, one for each species. 
Finally I remark that a set of matrices for a model with four species (three types of particle and 
holes) has been found [103]. As in the PASEP, these take the form of semi-infinite matrices; 
however their elements are not scalars but the semi-infinite matrices D and E used in the 
PASEP. This structure implies a considerably more complicated set of matrix reduction rela-
tions (compared to DE—qED = D+E of the PASEP) and performing any explicit calculations 
for the model with four or more species using the matrix method remains a challenge. 
4.8.3 Simultaneous updating schemes 
All models described so far have the common property of a random sequential updating scheme: 
that is, in an infinitesimal time interval, a single particle is chosen at random and made to hop 
with an appropriate probability. For certain applications, a simultaneous updating scheme is 
more suitable, e.g. where the particles are chosen for update in a prescribed order or in parallel. 
A case in point is that of traffic flow models (see e.g. [75] for a review). This is because cars 
move continuously and tend to accelerate sequentially from the start to the end of a queue 
rather than in some random order. 
Perhaps the best-known model of this type is the Nagel- Schreckenb erg model for traffic flow 
[104]. In this model, the roadway is divided into cells of approximately one car's length, and 
each cell is either occupied or empty. Cars are assigned an integer velocity which fluctuates 
according to the distance to the car in front with some noise that models differences between 
individual drivers. This velocity then specifies the number of lattice sites a car moves by 
in one time step, and is subject to an upper speed limit. In the special case of only one 
nonzero velocity, the model defines an asymmetric exclusion process in discrete time and with 
a simultaneous updating scheme. 
Various types of simultaneous updating schemes exist. In a sublattice updating scheme, the 
lattice is divided up into disjoint pairs of neighbouring sites creating two sublattices (i.e. the 
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sublattices (1, 2), (3,4), ... (N - 1, N) and (2,3), (4,5), ... (N, 1)). In one time step the first 
sublattice is updated and in the following time step the other is updated. Alternatively, one 
can employ an ordered-sequential update, in which one starts at one end of the lattice, and 
considers each site in order, going either left-to-right or right-to-left. Finally, the dynamics 
may be fully parallel, in which all particles hop in concert. The various updating schemes for 
the asymmetric exclusion process are compared in [105] and the phase diagrams for the current 
and density are found to have the same basic form as that for the PASEP (sections 4.5 and 
4.6). 
A further variant, in which the hopping rates of particles are quenched random variables 
(i.e. each particle possess a hop rate which is drawn from some distribution and is kept by 
that particle for as long as it remains in the system) has been solved exactly for both random 
sequential [106] and simultaneous updating [107] schemes. In all cases an additional phase 
transition from a high-density homogeneous congested phase to a low-density inhomogeneous 
phase in which all the cars are in a queue behind the slowest moving vehicle. This can be 
understood as a direct consequence of allowing the particles to have different hopping rates if 
one considers the tailbacks that occur on country roads during the holiday season due to the 
presence of caravans. 
Additionally, this scenario can be related to Bose condensation through the association of each 
vehicle at the head of a queue with a momentum state and of the size of the queue with the 
number of excitations of that state. Then one sees that the congested phase corresponds a 
finite occupancy of excited states whereas the inhomogeneous phase has total occupancy of 
the lowest momentum state. A similar jamming' transition occurs in a model in which the 
particles (buses) have the same hopping rates, but that long-range interactions are mediated 
by a third party (passengers) between them [108]. 
4.8.4 Connections to equilibrium statistical physics 
Finally in this brief survey of exclusion processes I remark on some recent work in which 
connections with ideas from equilibrium statistical physics have been made, namely the Yang-
Lee theory of phase transitions and the relationship between free energies and large deviation 
functions. 
Recall from the discussion in section 2.4.1 that a phase transition should be accompanied by a 
convergence to the real axis of the zeros of the steady-state normalisation (partition function) 
expressed in terms of a suitable complex parameter. This was found by Arndt [109] to be 
the case for an asymmetric exclusion process in the presence of defect particles and periodic 
boundaries. 
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Specifically, the model in question contains a parameter q which controls the stability of the 
interface between a domain of ordinary and defect particles. At some critical value of q = q 
something akin to a condensation transition occurs: for q < q, and suitable particle densities, 
there is a finite condensate whereas for q > q the distribution of particles on the lattice 
is homogeneous. By introducing fugacities conjugate to the densities of ordinary and defect 
particles, and solving for the zeros of the partition function, Arndt found that for q < q 
the zeros sat on ellipses that pinch the real-axis in the complex fugacity plane as one takes 
the system size to infinity. This corresponds to the first-order transition that heralds the 
appearance of the condensate for sufficiently large particle densities. For q < q, the partition 
function zeros lie on hyperbolae and thus do not pinch the real axis: this indicates that no 
density induced transition takes place in this regime. Additionally, the analysis shows that the 
transition at q = q is second order. 
Finally I note a recent paper by Derrida et al [110] in which the probability of observing 
a particular coarse-grained density profile p(x) in the symmetric exclusion process with open 
boundaries was determined. In an equilibrium system, this probability is given by exp(—N3[p]) 
in which [p] is a local functional that expresses the free energy difference between the equilib-
rium profile and p. A form for a functional that plays a similar role in the symmetric exclusion 
process was found in [110] and was shown to be nonlocal. Through this formalism, Derrida 
et al were able to determine optimal density profiles given certain constraints (e.g. constant 
mean density of particles) and that fluctuations in particle number are suppressed compared 
to an equilibrium system. Additionally it is shown that when the dynamics satisfy detailed 
balance, 3[p]  reduces to the free energy functional known from equilibrium statistical physics 
and so the nonlocal functional would seem to generalise a well-known equilibrium concept. 
4.9 Outlook 
It is perhaps fair to say that exclusion processes are the Ising models of nonequilibrium steady 
states in the sense that they serve as excellent prototypes of a wide range of phenomena. 
The new results in this chapter for the partially asymmetric exclusion process (summarised in 
section 4.7) illustrate the existence of boundary-induced phase transitions whilst the work re-
viewed in the previous section reveal the presence of condensation transitions and spontaneous 
symmetry breaking in certain situations. 
It is through exact solutions for one-dimensional systems that is has been possible to gain 
such a clear understanding into the origins of nonequilibrium macroscopic phenomena. Of 
particular relevance to the main work of this chapter are the long-range effects that can be 
induced by the boundaries in a nonequilibrium system. These should be contrasted to the case 
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of equilibrium systems where the effects of boundaries are usually finite in range (i.e. the bulk 
properties are unaffected). 
Finally, I wish to draw particular attention to the papers of Arndt [109] and Derrida et al [110] 
which related properties of the nonequilibrium steady state of particular exclusion processes 
to well-established concepts in equilibrium physics, namely Yang-Lee theory and the relation-
ship between free energy functionals and large deviations. It would be of interest to try and 
generalise these results to other exclusion processes to see what, if any, patterns emerge. This 
might allow one to establish a general characterisation of nonequilibrium steady states and 
then to make predictions about other processes that have so far eluded exact solution, such as 
exclusion processes in higher dimensions and thence driven diffusive systems in general. 
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Chapter 5 
Models with an absorbing state 
An absorbing state is a configuration which, once accessed by a system, cannot subsequently 
be left. In this chapter I investigate the implications of the presence of an absorbing state in 
a model of stochastic dynamics. I begin by reviewing some simple population models which 
display a transition from a regime in which the absorbing state is reached with certainty 
(irrespective of the initial condition) to one in which there is some probability of remaining 
active in perpetuity. This transition is believed to be related to that of a geometrical problem—
directed percolation—and I discuss the connection in section 5.1.3. Then, in section 5.2 I 
introduce a one-dimensional wetting model which does not possess an absorbing state. Using 
a mean-field approximation and numerical simulation I argue that this model nevertheless 
exhibits characteristics of the absorbing-state phase transition seen in the simple population 
models. Finally, I will comment on the possibility of finding an exact solution for models with 
an absorbing-state phase transition. 
5.1 The absorbing state phase transition 
5.1.1 Continuous phase transition in a simple population model 
A number of properties of models with an absorbing state can be understood from the simple 
example illustrated in figure 5.1 and which is discussed fully in chapter 1 of the book by Marro 
and Dickman [66]. The model comprises a population of Tht members at time t. An existing 
member of the population can reproduce and give birth to a new member at rate r, or it may 
die at unit rate. It is assumed that only one birth or death event occurs in an infinitesimal 
time interval dt in the limit dt - 0. It is easily seen that in this model the state n = 0 is an 
absorbing state, as the population cannot regenerate itself once it is extinct. 
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Figure 5.1: Simple model of population dynamics. Each of the n members of the population can reproduce at rate 
r or die at unit rate. Once all members have died, the population remains permanently extinct: this is an absorbing 
state. 
This extinction is guaranteed to occur if there is a finite upper bound N on the population size, 
although it may require a rare fluctuation for the absorbing state to be entered. On the other 
hand, if the maximum population size is not bounded, the population can grow indefinitely. 
This can be seen by first writing down a master equation for the probability Pt(n) that the 
population comprises n members at time t: 
Pt(n) = (n - 1)rPt (n - 1) + (n + 1)Pt (n +1) - n(1 + r)Pj(n). 	(5.1.1) dt 
Then the mean population size (nt)  at time t can be shown (see section 2.5.2) to obey the 
exact differential equation 
d (nt = (r - 1)(nt). 	 (5.1.2) 
dt 
Thus (nt) = no exp[(r - 1)t] where no is the population size at t = 0. Thus for r > 1 the 
population grows exponentially on average which implies that the probability for the system 
to remain permanently active (i.e. n > 0Vt) is nonzero. Conversely for r < 1, the population 
decays exponentially, suggesting that the probability the absorbing state is entered at some 
time t is unity. The transition point r = 1 between these two regimes is called the critical 
birth rate r, and the analogy to an equilibrium critical point will be made clear below. 
A little more is learned by solving (5.1.1) exactly for the probability ct = 1 - P(0) that the 
system is active (nt > 0) at time t given an initial population no = 1. Using a generating 
function approach (see [66] for the calculations) it can be shown that 
{ 1  
r=r=1 
1+t 
- 	r - 1 	 (5.1.3) 
r - exp[(1 - r)t] r 
The limiting behaviour of ct  as t -+ oc 
{ 0 	r< 





t-+oo 	 r>r r  
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reveals that for r > r the system supports two different types of infinite time behaviour. With 
a probability 0 the process remains active, whereas with probability 1 - q the absorbing state 
is entered at some time. Below r there is a single steady state which is the absorbing state, 
as evidenced by the fact that the probability the system remains active is zero. Hence the 
transition at r = r = 1 is referred to as an absorbing-state phase transition1 . 
The quantity 0 used to discriminate between the two phases (it is zero below the critical point 
r and nonzero above it) is a suitable order parameter for the model. The variation of 0 with 
r through the critical point r is continuous, and for r just above r, one can easily show from 
(5.1.4) that ql - Ir  - r,10 where the critical exponent 3 = 1. 
As for an equilibrium system, the critical point r is accompanied by a divergence. In this 
case the probability cbt decays as a power-law with time at r = r. Near criticality, one can 
introduce a timescale 6t through 
q5t 	+ Aexp(—t/ t ) 	 (5.1.5) 
in which A is some amplitude. From equations (5.1.3) and (5.1.4) one finds that t ' r - rI' 
with ii = 1 for r r. The exponent v is then a further critical exponent associated with the 
transition. 
Even in this very simple model, we see evidence for a continuous phase transition characterised 
by a scalar order parameter and power-law behaviour at and near the critical point. This 
transition is generic in models with an absorbing state as I now discuss through a more refined 
population growth model called the contact process. 
5.1.2 The contact process 
The (basic) contact process was introduced in 1974 as a crude description of an epidemic [111] 
and here I review its properties. 
The model comprises a set of 'organisms' (point particles) which may be either healthy or 
infected. An infected organism may pass the infection on to a neighbour, or it may overcome 
the infection and return to good health. The recovery rate is set to unity and the infection 
rate to r/z in which z is the number of neighbours belonging to each organism. Figure 5.2 
illustrates the process on the one-dimensional lattice in which occupied sites denote infected 
organisms. As with the partially asymmetric exclusion process, we understand the updating 
scheme of this model to be random sequential (see section 4.2.1). 
11n the mathematical literature, this transition is also referred to as an ergodicity transition, the reason being 
that if one defines ergodicity as the property of a model exhibiting only a single steady state (as was done in 
chapter 2 of this thesis) then below rc  the model is ergodic whereas above rc it is not. However, physicists 
also associate ergodicity with the exploration of the entirety of configuration space in the steady state, which 
manifestly does not occur when the system is trapped in the absorbing state. Hence, I avoid the use of the term 
ergodicity in the rest of this chapter. 
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Figure 5.2: Contact process on the one-dimensional lattice. Infected (occupied) sites can infect their nearest neigh-
bours at a rate r/2. The infection clears up at unit rate. 
Of course, the contact process is a generic spreading process and one need not think in terms 
of an infection. In fact, to simplify terminology, I shall talk instead of a wetting process: the 
occupied sites of figure 5.2 are wet and the empty sites dry. The absorbing state of the process 
is then the completely dry lattice—wet patches cannot spontaneously appear. 
It is easily intuited that the contact process could remain active (i.e. nonzero probability of 
wet sites) in the infinite time limit on the infinite lattice. To this end, consider figure 5.3 in 
which space-time plots for the one-dimensional contact process with two different values of r 
are presented. For the smaller wetting rate r the wet (dark) sites are localised at late time, 
and are likely to die out completely; for the larger wetting rate there are many strands of wet 
sites persisting and in the limit of an infinite system we guess that the activity could persist 
forever—i.e. for sufficiently large r we expect an epidemic. 
To date the contact process has not been solved exactly, and this remains an outstanding 
problem—a point to which I return in section 5.4. In the literature, it has been rigorously shown 
that the absorbing-state transition exists [112] and through various approximation schemes, 
such as series expansions (see [113] for a review), the critical wetting rate has been estimated 
as rc = 3.329785(9). 
r<r, 	r>r,  
Figure 5.3: Space-time plots for the one-dimensional contact process with r just below r (left) and just above 
(right). The same initial condition (completely wet lattice) and sequence of random numbers sequence was used for 
both. This implies that pattern of wet sites on the left-hand plot is a subset of that on the right. 
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As with the simple population model, the critical point is characterised through an order pa-
rameter which is defined as the ensemble-averaged density of wet sites in the infinite system as 
time goes to infinity (given a suitable initial condition, such as a single wet site or a completely 
wet lattice). That is 
N 
t 	N 00 N 	t( 	
(5.1.6) q=lim lim 
j=1 
where rt (j) is the occupation number of site j at time t and N the total number of lattice 
sites. Note that the order of the limits is significant in this expression: if they were exchanged 
U as the process is guaranteed to become inactive on a finite lattice. Near criticality, the 
order parameter has been found to behave as 
0 	r<r0  
I
(5.1.7) 
ir - r01 0 r > r0  
with /3 0.276 for the one-dimensional contact process (as determined by, e.g., perturbation 
series expansions [114]). 
As in the simple population model, there are divergences at the critical point. These can be 
seen from, e.g., the equal-time spatial correlation function 
C5 (x) = (rt(U)Tt(x)) - (rt (0))2 	exp(—x/ s) 	 (5.1.8) 
in which translational invariance has been assumed) and the steady-state temporal correlation 
function 
C(u) = lim (r0(U)r0+0(0)) - (r 0 (U))2 	exp(—u/t). 	 (5.1.9) 
to -+00 
The correlation length and time 6t both exhibit distinct divergences near criticality. That is 
" Ir — TcI 
-3  and 't ' r - I-vt 	 (5.1.10)  
in which the exponents are v 	1.10 and Vt 1.73 [114]. 
A celebrated feature of equilibrium critical phenomena is the concept of universality, that is 
a set of critical exponents is shared by all systems that are characterised by the same type of 
order parameter and have the same dimensionality and symmetry properties. The values of the 
critical exponents quoted here for the contact process have also been observed in a number of 
systems which together form the nonequilibrium directed percolation universality class which 
I now review. 
5.1.3 Directed percolation universality class 
Consider figure 5.4(i) in which a random porous medium is represented as a two-dimensional 
square lattice with some of the bonds open (solid lines) and others closed (dotted lines). 
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Figure 5.4: (i) Isotropic and (ii) directed percolation through a random medium. In both cases the solid lines are open 
bonds (each opened independently with some probability p) and the thick lines belong to the cluster that originates 
from the circled point. 
Whether a particular bond is open or closed is statistically independent of the state of any 
other bond, and a given bond is open with a probability p. A contiguous set of open bonds 
(such as that indicated with the thick lines) forms a cluster and percolation is concerned with 
the statistics of clusters, such as their mean size, and in particular the situation where a cluster 
of infinite size exists. 
This geometric model is known as isotropic percolation, to which a comprehensive introduction 
is presented in [115]. Directed percolation (DP) is a similar construction, introduced in 1957 
by Broadbent and Hammersley [116]. This time a cluster is a set of bonds which together 
form a directed path with its origin at a specified point. Figure 5.4(u) has the same set of 
open bonds as the isotropic model shown in figure 5.4(i), but the cluster originating from the 
indicated point is only a subset of the isotropic cluster containing that point. The case of 
directed percolation applies e.g. in the presence of a liquid flowing under gravity through a set 
of pores (note all bonds point 'downwards' either to the left or right). 
One way to study the properties of a directed percolation cluster is to consider the bonds 
as transferring a fluid from one layer to another. A single layer is then a lattice comprising 
a sequence of wet and dry sites. The transfer of the fluid can then be specified using the 
Figure 5.5: The Domany-Kinzel cellular automaton [117] in which directed percolation clusters are constructed layer-
by-layer. The labels are probabilities that a site in the next layer is wet or dry given the state of the two sites 
immediately above (linked by the arrows). The quantities fi, = 1 -pi  and the rules are applied in parallel. 




Figure 5.6: The cellular automaton of figure 5.5 with fluid transfer probabilities p1 = p, p2 = p(2 — p) which 
corresponds to the bond percolation of figure 5.4. The left figure is for a value of p just below the percolation 
threshold Pc;  the right for a value just above. Note the similarities with the contact process, figure 5.3. 
rules illustrated in figure 5.5 in which there are two parameters P1  and P2  which describe the 
probability that the fluid flows through a single open bond and two open bonds respectively. 
This model is the Domany-Kinzel cellular automaton [117] which for different values of P1  and 
P2 describes several variants of directed percolation models. The specific case of directed bond 
percolation introduced above is realised with Pt = p and P2 = 2p(l — p) + p2 , where the latter 
is obtained by considering the probability that at least one of two neighbouring bonds is open 
in the directed bond percolation model. 
Note that in the stochastic Domany-Kinzel cellular automaton of figure 5.5, one layer is con-
structed from another by applying the elementary rules simultaneously (cf. the random se-
quential update of the contact process). If one considers each layer as a different timestep, 
we see from figure 5.6 that the time-evolution of the cellular automaton is similar in character 
to that of the contact process. In particular there is evidence for a critical value of the bond 
probability p = Pc. Below this percolation threshold a layer is completely dry at some late 
time; above, part of a layer has some probability of being wet even in the limit t -+ 00. A 
completely dry layer is then the absorbing state of directed percolation. 
Once again, one studies the percolation transition by defining a suitable order parameter q. 
Here the density of wet sites in an infinite system as time t —* 00 is appropriate. Also one can 
consider correlation lengths analogous to those of the contact process. Not only is the same 
generic behaviour observed in these quantities as for the contact process, but (to within the 
accuracy of the numerical estimates) the same exponents are obtained as well. I present the 
values of the 1+ 1-dimensional2  DP exponents in table 5.1 as reported in [113]. 
At this point the standard notation of directed percolation has been adopted. That is, the 
2The notation d+1 indicates that a dynamic model has d spatial dimensions and one temporal dimension; 
in the geometric picture of DP it implies a space of d+1 dimensions. 
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Quantity I Related exponent 
J
_Most precise estimate 
0.276486(8) 
Il 	 'Il 	 1.096854(4) 
1.733847(6) 
Table 5.1: Percolation exponents in the directed percolation universality class in 1+1 dimensions taken from [113]. 
The subscript 11  relates to the preferred direction of percolation in a DP model, or time in a dynamic model. The 
subscript J.. relates to the remaining directions in a DP model, or space in a dynamic model. The high precision of 
the numerical values quoted reflects the amount of effort devoted to the study of directed percolation over the last 
few years. 
symbol 11 denotes the preferred percolation direction (or time in a dynamic process) and I 
the perpendicular directions (space in a dynamic process). One should note that there are 
other exponents associated with DP; however, all are related (through scaling and symmetry 
arguments) to the three given in table 5.1—see [113] for a detailed discussion. 
Directed percolation exponents have also been observed in a number of models with an ab-
sorbing state, e.g. branching and annihilating random walks with an odd number of offspring3  
[118, 119]. The study of a wide range of systems has led to the suggestion of four sufficient 
criteria for a model to be in the DP universality class. Collectively known as the directed 
percolation conjecture [113] these state that if a model 
. exhibits a continuous phase transition from a fluctuating active phase to a unique ab-
sorbing state; 
is characterised by a positive one-component order parameter; 
. evolves under short-range (e.g. nearest-neighbour) interactions; and 
. does not possess additional symmetry properties or disorder 
then its behaviour near criticality should be the same as that of the directed percolation model 
with the appropriate dimensionality. 
The fact that the character of the order parameter and symmetry properties enter into the cri-
teria is reminiscent of the classification of universality classes in equilibrium statistical physics. 
It should be noted that this conjecture, whilst not discredited by any of the numerical or 
approximate analytical evidence, has not been proved. However I say no more of this here, 
leaving the reader to consult the review by Hinrichsen [113] for a considerably more detailed 
discussion of directed percolation. 
3Branching and annihilating random walks with an even number of offspring belong to a different universality 
class. 
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5.2 Driven asymmetric contact process (DACP) 
I now introduce a new wetting model derived from the basic contact process and in this and 
the next chapter I shall determine some of its properties. 
The model, the driven asymmetric contact process (DACP), is defined as follows. A one-
dimensional lattice configuration is specified through a set of occupation numbers {T(j)j, 1 < 
j < N which have r(j) = 1 if site j is wet and T(j) = 0 if it is dry. Additionally there is a 
boundary site j = 0 which is permanently wet (T(0) 1) and so the process is driven. Wetting 
occurs from left to right only and with rate r. As with the basic contact process, wet sites 
(except the special boundary site at j = 0) can dry out independently with unit rate. See 
figure 5.7 for an illustration. 
The motivation for introducing this model is threefold. Firstly, as a result of the boundary 
wetting process, the model does not possess an absorbing state. Nevertheless, as the wetting 
rate r is increased, we expect a transition from a phase in which the fluid can spread only a finite 
distance from the left boundary to one in which the fluid can spread to infinity (i.e. a wetting 
transition). In this chapter I will show from a mean-held approximation anct numericai resuirs 
that this transition can be observed in the steady-state properties of the model, and present 
evidence for the critical properties of this transition to belong to the directed percolation class. 
The second motivation for studying the model is that, because the fluid travels only in one 
direction, statistical properties exhibit no finite-size effects. By this it is meant that if one has 
the solution for a system size N1, one also has the solution for the first N1 sites of a system with 
N2 > N sites because no information travels from right to left in the model. This observation 
applies also to numerical estimates of macroscopic quantities and can help to reduce simulation 
run times. 
Finally, before the steady state is reached, a cluster of wet sites grows from the left boundary 
invading the empty lattice. Above the critical wetting rate, this growth process continues 
Figure 5.7: Evolution of the driven asymmetric contact process (DACP). Wet (occupied) sites can wet their right 
neighbours at rate r; sites dry out (become empty) with unit rate. The system is driven since the permanently wet 
boundary site (at j = 0) wets the leftmost lattice site (j = 1), also at rate r. This boundary process implies that the 
model does not have an absorbing state and hence a single unique steady state for all values of r. 
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indefinitely (at least on on the infinite lattice) and so the model is also a prototype of a 
propagating wavefront, or shock. Dynamic properties of the model will be discussed in the 
next chapter: here I concentrate on the steady state. 
Before discussing the DACP in more detail, I note that studies of the asymmetric contact 
process without a boundary drive appear to be few in number. Two mathematical papers 
[120, 121] are concerned with the existence of a critical wetting rate as reflected by a suitably 
defined order parameter. In these works wetting is allowed to occur both to the right and left 
with different rates and the initial condition is a single wet site at the origin. Two distinct order 
parameters are considered: one is the probability that the process remains active indefinitely 
and the other is the probability that the site at the origin is wet as t -4 oc. Clearly for the case 
of total asymmetry (e.g. only rightward wetting is allowed) the second order parameter is zero 
for all wetting rates as once the initial seed has dried out, it cannot subsequently become wet. 
Hence, the second critical point does not exist when the asymmetry is total and it is believed 
that this is also the case for sufficiently large asymmetry. The first critical point exists for 
all degrees of asymmetry and when the wetting process is symmetric, the two critical points 
coincide [120]. Although a phase diagram is presented in [120], no estimates of the values 
of the critical wetting rates or exponents are given. A numerical and approximate analytical 
study of the totally asymmetric contact process without a drive [122] confirms the existence of 
a continuous transition (in terms of the probability that the process remains active) at a value 
of r, = 3.306(4) and with an exponent 0 = 0.2760(1) which is close to the best estimate for 
DP. In the following I obtain similar results for the totally asymmetric contact process with a 
boundary drive. 
5.3 	Steady state of the driven asymmetric contact process 
In this section I study the steady state of the DACP using a mean-field approximation and a 
numerical simulation. 
5.3.1 Mean field approximation 
By following the procedure described in section 2.5.2 one can derived from the master equation 
for the DACP an exact expression for the mean occupancy rt(j)) of site j at time t (see 
section 2.5.2). This derived equation reads 
dt 
	=r(rt(j —1)[1 -Tt(j)]) - (rt(j) 	for j > 1 	 (5.3.1) 
with the boundary condition Yt(0) = lVt. Note how the time-dependence of the one-point 
density (rt(j))  depends on the two-point density correlation function (rt(j - 1)Tt(j)). The 
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time-dependence of this two-point function depends in turn on three-point functions, and so 
on, and so the set of equations obtained in this way is not closed. 
Instead an approximate (mean-field) solution to (5.3.1) can be found by assuming ('rt(j - 
1)r(j)) = (r(3' - 1))(i t (j)). Introducing the steady-state densities p(j) = limt,(rt(j)) one 
finds 
	
p(j) = rp(j - 1)[1 - p(j)1. 	 (5.3.2) 




Taking now the limit j -f oc we find 
1 0 r<1 
urn p(j) = 	 - 	 (5.3.4) 
1— r> 11 
which is the same result as that obtained for the simple population model of section 5.1.1. As 
in that model, the DACP exhibits divergences at the critical point r = r = 1. For example, 
the steady-state density profile p(j) exhibits a power-law decay from the left boundary 
p(j) = 1'• 	
(5.3.5) 
which for large j behaves as p(j) - j with an exponent S = 1 whose interpretation will be 
left open until section 5.3.3 below. Furthermore, with r r we find 
p(j) = +1— rl exp( — jI lnr) - exp(—j/) 	 (5.3.6) 
in which the lengthscale 	Ir - 	near criticality with the mean-field critical exponent 
u=1. 
We see therefore—for the mean-field model at least—that the steady-state density profile 
exhibits a continuous transition from a phase in which the mean density at infinity 0 is zero 
to one in which it is nonzero. The quantity q is hence adopted as an order parameter for the 
model. However, one cannot tell from the mean-field solution whether this transition is a DP 
transition as although mean-field predictions are generally qualitatively correct, they usually 
fail quantitively. In the absence of an exact analytic approach to the model, I turn to numerical 
methods to estimate the critical exponents of the DACP. 
5.3.2 Numerical study 
The numerical method that I used to estimate the steady-state properties of the DACP was 
Monte Carlo simulation. This procedure amounts to little more than storing the set of occu-
pation numbers {T(j)} and updating them randomly according to the transition rates in the 
model definition. 
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Specifically, a Monte Carlo move comprises the random selection of a neighbouring pair of 
lattice sites (j,j + 1). Then, the occupation variables T (j), r(j + 1) are either updated with 
the probability shown in the table below or otherwise left unchanged. 
T(j) 'r(j + 1) 	'r'(j) 'r'(j + 1) Probability 
10 	-4 	 11 	r/Z 
11 -* 10 l/Z 
01 	-* 	00 	1/Z 
The factor Z is present so that the rates (r and 1) are transformed to probabilities and is 
chosen so that the larger of the two rates corresponds to certain update if an appropriate pair 
of lattice sites is chosen, i.e. Z = max{1, r}. This determinism in the updating scheme does 
not affect the statistics of the sequence of configurations generated as there is noise present in 
the choice of lattice-site pairs chosen for update. 
Note also that, on average, NZ Monte Carlo moves should be performed per unit of 'real' 
time. That is At = 1/(NZ) is considered to be the 'infinitesimal' time interval in which a 
single elementary event is performed—see equation (2.2.1) that relates a continuous-time to 
a discrete-time process. In fact, technically one should advance the real-time 'clock' by a 
random number drawn from an exponential distribution with mean At. For sufficiently large 
N, however, advancing the clock linearly is a good approximation to this. Furthermore, it. 
reduces the number of random numbers (which can be time-consuming to compute) required 
during the course of a simulation. Of course, if one is only interested in the steady state, these 
considerations are rather academic. 
In order for the critical point to be located, and the critical exponents determined, it is nec-
essary to sample the density profile p(j) in the steady state. This is done by initialising the 
array of occupancy variables so that only the left boundary site is wet. Then the above Monte 
Carlo updates (which are constructed so that the left boundary site is never changed) are iter-
ated until the steady state is reached. In simulation terms, this is where lattice configurations 
are generated with a frequency proportional to their steady-state probability, at least in the 
infinite-time limit (see section 2.1.4). An estimate of the density profile p(j) is then obtained by 
averaging T(j) over a sufficiently large sequence of lattice configurations—although see below 
for what is deemed 'sufficiently large' from a practical point of view. 
Once the density profile is obtained, the critical wetting rate r is estimated as that for which 
p(j) is closest to a power-law. Now, near criticality we expect the scaling form 
P(j) j 5 f(j/) 
	
(5.3.7) 
in which 8 is a critical exponent, f(u) is a scaling function and is the correlation length. At 
criticality, the correlation length should diverge as 	ft - rH", and so f(u) --~ f(0) = const. 
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r<r,  
log (position) 	 - 
Figure 5.8: Schematic log-log plot of the density profiles in the DACP for wetting rates below, at and above criticality. 
The dashed line indicates the distance from the left boundary at which one can begin to distinguish the three profiles. 
This distance is on the order of the correlation length of the model, and thus diverges near criticality. 
What this means in practice is that in order to distinguish between density profiles at different 
r, the system size N must be larger than the correlation length 6. Figure 5.8 schematically 
indicates the expected density profiles near criticality, and how they are indistinguishable from 
straight lines on a log-log plot if the system size is too small. Hence as the critical point is 
approached, the divergence in 6 implies that one must use ever larger systems in order for the 
density profiles to be distinguishable. 
The fact that larger system sizes must be used near criticality further implies that the simu-
lation run time must be increased considerably. This is because near criticality, the time to 
reach the steady state increases as a power of the system size: this is a consequence of at least 
the second largest eigenvalue of the transition rate matrix W approaching zero as N -* 00 (see 
section 2.4). Furthermore, the correlation time also diverges near criticality. The means that 
the length of the sequence of generated configurations over which the density profile is sampled 
must also be increased: in order for a time average to be a reliable estimate of an ensemble 
average (the quantity of interest), the sample time must span many correlation times. 
Once the density profiles have been sampled for sufficiently large system sizes and run times, 
one estimates the location of the critical wetting rate r by invoking a procedure, the method 
of local slopes [113], that magnifies the differences in the profiles at large distances from the 
left-boundary evident from figure 5.8. In particular, one seeks to distinguish between the 
supercritical case (r > r) where the density profile shows an upturn at large distances and 
the subcritical case (r < r) where the profile begins to decay. 
The way in which this is done is through the introduction of a local slope 8(j). It is defined as 
lnp(j) - lnp(j/b) 	 (5.3.8) 6(j) = - 
	mb 
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where b is the fractional separation between neighbouring measurement points of p(j). Then, 
one plots the graph of 6(j) against 1/j for different values of r. If r < r, 6(j) increases as 
j -* cc because p(j) -* 0 in that limit. Conversely, when r > r, 6(j) decreases. If 8(j) remains 
constant as j -~ oo, the corresponding value of r is taken as an estimate the critical wetting 
rate r and the limiting value of 8(j) as an estimate of the critical exponent 6. 
In the analysis of the density profile of the DACP it was found that the integrated quantity 
M (j) = 	 p(k) 
	
(5.3.9) 
gave more reliable results when used in place of p(j) in (5.3.8). This is because m(j) is 
less susceptible to large fluctuations than p(j) in the numerics. Note that in the region of 
interest (large j) m(j) -4 p(j) and so the replacement of the density p(j) with the integrated 
quantity m(j) does not affect the analysis of the critical point using the method of local slopes 
(5.3.8). The local slopes 6(j) obtained through this analysis are shown in figure 5.9. Using the 
statements of the previous paragraph, the estimates r 	3.305 and 6 = 0.163 are obtained. 
These initial estimates can be improved upon, and we also learn something of the correlation 
length , by using the scaling relation (5.3.7). Specifically, one plots p(j)jö against u = 
with the initial estimates of 6 and r and vary v until all the data lie along two curves (one 
for r > r and one for r < re). These curves then give the scaling function f(u) in equation 
(5.3.7). Figure 5.10 shows the result of this procedure. The values of the critical wetting rate 
and exponents that gave the best fit are 
rc = 3.3055(5) , 6 = 0.1640(5) and v = 1.7(2) 	 (5.3.10) 
where the figure in brackets indicates the change in the last quoted digit before the collapse 
becomes noticeably worse. The estimate of the critical wetting rate rc is in agreement with 
that obtained in a similar study of the asymmetric contact process without a boundary drive 
[122]. 
5.3.3 Directed percolation exponents in the DACP 
I now explain how the directed percolation exponents appear to be manifested in the steady 
state density profile of the DACP. 
First I review the scaling argument that implies that the density decay exponent 6 is equal 
to /3/v where /3 is the exponent associated with the behaviour of the order parameter near 
criticality. Recall the scaling form (5.3.7) which read 
P(j) = 
jöf(j/) 	 (5.3.11) 
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Figure 5.9: Local slopes of the integrated density m(j) at wetting rates r around criticality. The plot corresponding 
to r = 3.3055 approaches the vertical axis nearly horizontally, and so one takes that as the estimate of the critical 
wetting rate r. 
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Figure 5.10: Density rescaled according to relation (5.3.7) with r = 3.3055, 6 = 0.1640 and v = 1.7. 
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in which f(n) is a scaling function. Now above criticality, p(j) approaches a nonzero constant 
as j —+ Do. This implies that f(u) 	uo as u —+ oo so that the j-dependence drops out of 
(5.3.11). Then 
lim p(j) 	IT — T c I 	 (5.3.12) 3 -#00 
because 	— 	near criticality. However, the limit on the left-hand side of the previous 
equation is none other than the definition of the order parameter q which behaves as 
= lim p(j) 	Ir — rcI. 	 (5.3.13) 
J-+00  
Comparison of the previous two equations implies that ö = 13/v as claimed. 
To compare the numerical results for the critical exponents of the DACP with those of directed 
percolation, recall the best estimates of the latter from table 5.1. These are 
= -- = 0.159464(6), v1  = 1.096854(4) and vi = 1.733847(6) 	(5.3.14) 
V11  
from which we see that the estimate of 6 = 0.1640(5) for the DACP is in reasonable agreement 
with that of DP, as is that for the DACP exponent v = 1.7(2) if we identify it with the DP 
temporal correlation exponent vj. 
To understand why the DP spatial correlation length j is not observed in the steady-state 
density profile of the DACP consider figure 5.11 in which a typical space-time plot for the 
process is presented. On the plot two lengthscales are shown: the longer length indicates the 
typical lifetime of a cluster which is related to the DP length ; the shorter length is the 
typical width of a cluster which is related to the DP length j.  The density decay length in 
the DACP can be seen to be a combination of the two DP lengths, i.e. 	cos 0 + sin  
in which 0 is the angle indicated on figure 5.11. 
Space 
Figure 5.11: A space-time plot of the one-dimensional model just below criticality. The shorter of the two lengths 
indicated is the DP spatial scaling length; the longer length is the DP temporal scaling length. 
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Now, as r —* r, the two lengthscales and 	diverge with different exponents, and so as one 
takes r closer to r, the contribution to from the DP length that diverges less rapidly will 
become less important. That is limr-.+r 	as vjj > v1. Hence, the lengthscale associated 
with the steady-state density decay in the DACP is identified with the directed percolation 
temporal scaling length 611 . A similar result applies for a directed percolation model with an 
active (wet) boundary [123]. 
5.4 The question of the solvability of models with an absorbing 
state 
Through the above mean-field and numerical study of the driven asymmetric contact process 
I have provided evidence that it possesses a phase transition in the directed percolation uni-
versality class. I now return to the observation that no model with DP exponents has yet 
been solved exactly. In particular I ask whether the special features of the DACP noted at the 
start of section 5.2, namely that it has a single, unique steady state and does not exhibit any 
finite-size effects, may make it better poised for exact solution than, for example, the basic 
contact process. 
First I review evidence that has led to the suggestion that the contact process and directed 
bond percolation models are not exactly solvable. One argument [113] is that the best estimates 
of the DP exponents are not close to treasonable' rational numbers. Stronger evidence comes 
from exact solutions of the contact process and DP for small system sizes. 
In figure 5.12 the real parts of the eigenvalues of the transition rate matrix for the basic contact 
1 	 2 	 J Wetting rate r 
Figure 5.12: Real part of the eigenvalues of the transition rate matrix for the basic contact process with N = 8 sites 
and periodic boundary conditions. 
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process with N = 8 and periodic boundary conditions are shown. Recall from section 2.4 that 
we expect (at least some) eigenvalues to approach zero at r = r, indicating the onset of power-
law behaviour and two steady states. In the figure the eigenvalue with the second-largest real 
part approaches zero as r —* cc: this simply reflects the fact that in this limit, the process 
remains active forever as no drying out of the lattice can occur and so this eigenvalue is not 
related to the DP transition. The most significant feature of figure 5.12 is the 'spiders-web' of 
eigenvalue crossings; indeed the presence of bifurcations is reminiscent of the logistic mapping 
(x — ax(1 — x)) well-known in chaos theory. It is this latter observation which further serves 
as particular reason to doubt the solvability of the contact process. 
Meanwhile, a recent study [124] of directed bond percolation (defined in section 5.1.3) at 
small system sizes has yielded another suggestion of a relationship to chaos. In this study, 
the probability that a percolating cluster is present in a system comprising N layers was 
calculated explicitly for N = 15. This probability is a polynomial in the single-bond percolation 
probability p and, in the spirit of the Yang-Lee theory of phase transitions (q.v. section 2.4.1), 
the polynomial was solved for its zeros in the complex-p plane. The authors of [124] noted a 
distribution of zeros suggestive of a fractal which they believe to be a signature of nonsolvability. 
For solvable models, partition function zeros have generally been found to lie along well-defined 
curves. For example, in section 4.8.4 it was noted that the partition function zeros for an 
exclusion process lie along hyperbolae or ellipses depending on a particular control parameter. 
I now investigate the structure of eigenvalues of the transition rate matrix as a function of r 
and zeros of the steady-state normalisation (see section 2.3.2 for a definition) for the driven 
asymmetric contact process. First recall from the discussion at the start of section 5.2 that 




2 	 3 Wetting rate r 
Figure 5.13: Real part of the eigenvalues of the transition rate matrix for the DACP with N = 7 sites. 







Figure 5.14: Zeros of the steady-state normalisation (partition function) in the complex r plane for the DACP with 
six sites. 
of the system. This also implies that the eigenvalues and zeros of the normalisation for the 
N-site system are left unchanged as one increases the system size. 
Now consider figure 5.13 which shows the real parts of the eigenvalues of the transition rate 
matrix for the DACP with system size N = 7. Note that, in contrast to figure 5.12 for the 
basic contact process, it appears that the eigenvalues' real parts decrease largely monotonically 
with wetting rate r. That is, there is no evidence of the continuous phase transition, which 
implies at least one eigenvalue converging to zero at r r. Presumably this enters in only at 
larger N. Note also that there seem to be fewer bifurcations than in figure 5.12; however it is 
difficult to use this to decide conclusively whether the DACP should be solvable or not. 
The zeros of the steady-state normalisation (which is related to the eigenvalue spectrum 
through equation (2.3.11)) are plotted in the complex plane for N = 6 in figure 5.14. Here it 
is again difficult to decide whether the distribution of zeros is regular or chaotic. On the one 
hand, some zeros seem to be clustered around the negative real axis in an irregular fashion 
whereas at the same time there are the beginnings of at least one ellipse curving round towards 
the real axis. 
Again I would argue that this preliminary study of the normalisation zeros is insufficient to be 
able to make any strong predictions as to the solvability of the DACP. However, to conclude this 
section I note the suggestion [125] that directed percolation falls into a class of problems which 
are solvable in the sense that their solutions are expressible in terms of a class of functions ("D-
finite functions") which are themselves the solutions of linear ordinary differential equations 
of finite order. 
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5.5 Summary of results 
In this chapter I have investigated a new variant of the contact process, referred to as the 
driven asymmetric contact process (DACP), which has asymmetric wetting and a boundary 
drive. Through a mean-field approximation I demonstrated the existence of a continuous phase 
transition analogous to that present in simple population models with an absorbing state. 
Then, through a numerical study, I provided evidence that the critical exponents associated 
with the phase transition are consistent with those of the directed percolation (DP) universality 
class, despite the lack of an absorbing state in the model. 
It was noted that one of the motivating factors for introducing the DACP is that it has two 
attractive features from a theoretical point of view. Firstly, the fact that statistical properties 
of a portion of the system are not affected by altering the overall lattice size should, in principle, 
make it easier to understand larger systems given the solution for a smaller system. Secondly, 
the absence of an absorbing state implies that there is a single, unique steady-state which may 
be beneficial in terms of finding an analytic solution for the model. 
In the previous section of this chapter I discussed the possibility of finding an exact solution for 
a model with DP exponents. Whilst other investigations of the contact process and directed 
bond percolation have indicated hallmarks of chaos, my preliminary study of the DACP has 
not revealed that it possesses similar properties. However, the system sizes I was able to access 
are too small to be able to make any strong claims as to the solvability of the driven asymmetric 
contact process. Hence the solvability of models in the DP universality class remains, for the 
time being at least, an important open question. 
Chapter 6 
Dynamics of wetting 
In the previous chapter I introduced a wetting model and studied its static (steady-state) 
properties. I now turn to its dynamic properties. Specifically, I consider the invasion of the 
dense, wet bulk into the initially dry lattice, concentrating particularly on the dynamical 
scaling behaviour of the interface between the wet and dry zones. For the purposes of these 
investigations, it is useful to introduce a two-dimensional generalisation of the one-dimensional 
driven asymmetric contact process. I call this new model the wetting model and begin with 
its definition. 
6.1 The wetting model 
The wetting model is defined on a two-dimensional lattice, periodic with length L in the 
x-direction and semi-infinite in the z-direction. Each plane parallel to the z-axis behaves 
similarly to the driven asymmetric contact process of the previous chapter: wet sites can cause 
neighbouring sites in the +z direction to become wet with rate r; wet sites can dry out with rate 
k. The spatial distribution of wet sites can become correlated in the x-direction by allowing 
wet sites to hop (diffuse) sideways, with rate D/2 both to the left and right. The wetting is 
driven from the lower boundary, i.e. the plane at z = 0 is held wet at all times. Figure 6.1 
illustrates these dynamics and we note that with k = 1, L = 1 the driven asymmetric contact 
process of chapter 5 is recovered. 
In this chapter I wish to understand the way in which the dense wet structure grows from the 
lower boundary. As before, something of the model is learned from a mean-field approximation. 
Before I perform these calculations, I will show how the wetting model in the limit D -* oo,L -~ 




CHAPTER 6. DYNAMICS OF WETTING 
VA 
Figure 6.1: Two-dimensional wetting model, derived from the driven asymmetric contact process. Wetting occurs in 
the +z direction with rate r, sideways hopping (diffusion) at rate D/2 and drying out at rate k. The lower boundary 
(z = 0) is wet at all times to drive the system. 
6.1.1 Equivalence of the wetting model to the mean-field DACP 
Consider the limit D —+ oc in the wetting model. Then, between each wetting and drying-
out event, an infinite number of sideways diffusion moves can take place and so each plane 
reaches a steady state before a particle is added or removed. This sideways diffusion with 
periodic boundaries and constant particle number is a symmetric exclusion process—see chap-
ter 4. Recall that the steady state probability distribution of this process is one in which all 
configurations are equally likely. 
The average fraction of wet sites (pt(z)) in plane z at time t can be shown to obey the exact 
differential equation 
d 
- (pt(z)) = r(pt(z — 1)[1 — pt(z)]) — k(pt(z)) z> 1dt 
supplemented by the boundary condition pt(0) 1. This form arises because the locations of 
wet sites within plane z are uncorrelated with those in plane z — 1; hence the rate at which a 
site in plane z becomes wet is just p(z — 1)[1 — p(z)]. For this equation to describe the DACP 
in the mean-field, it must be demonstrated that p(z — 1) and p(z) are uncorrelated. 
To do this I first write down the exact differential equation for two-point density correlations 
(see section 2.5.2) 
d 
(pt (z)pt (z')) = —2k (pt (z)pt (z')) + r (pt (z)pt (z' — 1)[1 - pt(z')]) + 
dt 
 
r(pt(z — 1)[1 — pt (z)}pt (z')) + 	((pt(z)) + (pt(z —1))) 8(z,z') (6.1.2) 
Now, if the quantities pt(z), pt(z') etc. are uncorrelated, the following is true: 
d 
(Pt (z)pt (z')) = 	(Pt W) (Pt (z')) + (pt(z)) ( 	(Pt z'). 	(6.1.3) 
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By inserting (6.1.1) into this equation, and assuming no correlations, (6.1.2) is obtained (if the 
latter is similarly factorised) except when z = z'. In that case, the two expressions differ by 
an amount proportional to 1/L. Hence, in the limit L -+ oc the wetting model with infinite 
diffusion obeys 
dt 
pt(z) = rpt(z - 1){1 - pt(z)] - kpt(z) 	 (6.1.4) 
in which the angle brackets have been omitted for clarity. This is none other than the mean-
field approximation to equation (5.3.1) which defines the one-dimensional driven asymmetric 
exclusion process. 
6.1.2 Travelling wave solutions in the mean-field 
As a starting point in our understanding of the dynamics of wetting model, I will consider 
travelling wave solutions of equation (6.1.4). As we have seen, this equation describes both the 
mean-field approximation to the one-dimensional driven asymmetric exclusion process and a 
particular limit (D -* oc, L -+ oo) of the wetting model. 
One finds uniformly translating solutions to (6.1.4) by introducing the function '(z -Vt) which 
is related to the density of wet sites in plane z through 
	
pt(z) = 	(z — vt) 
pt(z - 1) = 	(z - Vt) - '(z - Vt) + 	"(z - Vt) -... . 	(6.1.5) 
In these two equations, a prime denotes differentiation with respect to the argument u = z - Vt 
of 0. Furthermore, the use of the Taylor expansion (which has been truncated at second order) 
implies the replacement of the discrete set of densities pt(z) with the continuous waveform n). 
Using these relations in (6.1.4) one obtains the ordinary differential equation 
- 
	 (6.1.6) 
As this equation is nonlinear, we do not necessarily know how to solve it. However, we can 
obtain some information about the shape of the profile (n) by performing a stability analysis 
in the phase-plane spanned by qj = and q2  = '/" which we take as independent variables (see 
e.g. [126] for an account of this standard technique). 
It is easy to show that q and q2  satisfy the coupled first-order differential equations 
dq1 dq2 	2(qi - Vq2) 
- = q and — = 	- 2(qi - q2). 	 (6.1.7) 
du 	 du r(1 - q) 
and the idea now is to specify an initial density 'J 	q and density gradient " q2 and use 
(6.1.7) to determine how the solution to (6.1.6) with this initial condition is represented by a 
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Figure 6.2: Flow in the (q, q) plane arising from a pair of coupled differential equation such as (6.1.7). The shaded 
points are an initial condition, and in both cases shown here, the solutions flow towards a fixed point where (qi,q) 
are constant as the independent variable u is increased. 
flow in the phase plane. Figure 6.2 illustrates this for two different initial conditions, shown as 
shaded circles. As u is increased, the solution of (6.1.6) flows towards, and becomes stationary, 
at a fixed point (q, q) which is the same for the two solutions shown. At the fixed points both 
dqi /du and dq2/du are zero and it is the location (and nature) of these fixed points which 
allow statements to be made about the travelling waves supported by (6.1.4). 
It is easily verified that (6.1.7) has two fixed points. One of these has (q, q) = (1 — r 1 , 0) 
which corresponds to the homogeneous active phase of the DACP with r > r = 1 (recall 
equation (5.3.4) for the steady-state density in the mean field). This is the appropriate choice 
of q and q2  at t = oc, or equivalently u = x — vt = —oc. Hence any solution of (6.1.7) 
beginning at this point should be repelled from this fixed point. This can be determined by 
linearising (6.1.7) around (q,q), i.e. by writing (ql,q2) = (q,q) + (€1,€2). Then 
d [ €1 	= 	0 	1 €i 	
(6.1.8) 
du 	€2 2r(1 — ) 2(1 — ) 
to first order in €. An eigenvector of the matrix in this equation that corresponds to a negative 
eigenvalue indicates the direction from which a solution (qi, q) is attracted to the fixed point 
as u is increased. Conversely a positive eigenvalue indicates that a solution is repelled from the 
fixed point. The above matrix always has one positive and one negative eigenvalue, implying 
that a solution may initially approach the fixed point but will eventually be repelled away from 
it. This corresponds to the fact that as t -4 —oc (u -4 oc) we must have O —+ 0 as before the 
wave passes the system is completely dry. 
More is learnt from the fixed point (q, q) = (0, 0) which corresponds to the completely dry 
system. If the solution to (6.1.7) is to exist, this fixed point must be attractive as u —* oc: 
that is, the eigenvalues of the corresponding matrix must both be negative. In fact, analysis 
shows that both eigenvalues are 
(i) positive if v < r (solutions are repelled from the fixed point); 
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Figure 6.3: Fixed points in the (qi,q) plane for the driven asymmetric exclusion process in the mean field (6.1.7). 
The shaded circle corresponds to the initial condition 0(—oo) = 1 - 1/r,0'(—oo) = 0. Small fluctuations about 
this point will invariably cause the solution to be repelled away from the fixed point. For a solution to be physical 
it must approach the other fixed point (unshaded circle) as u -* oo. In case (i) this is not possible: the fixed point 
is repulsive. In case (ii) the solution circulates around the fixed point. In case (iii) the solution spirals into the fixed 
point, yielding unphysical negative densities. In case (iv) the solution may approach the fixed point directly. 
imaginary if v = r (solutions circulate around the fixed point); 
complex with negative real part if r < v < r + ..,/(2r[r - 1]) (solutions spiral in towards 
the fixed point); 
negative if v > r + ./(2r[r - 1]) (solutions approach the fixed point directly). 
These different types of behaviour are illustrated in figure 6.3. 
Cases (i) and (ii) are unstable, and so are not suitable travelling wave solutions. Case (iii), 
although stable, implies negative densities as u -+ oo, so is deemed unphysical. Hence, for 
(u) to be a stable solution of (6.1.6) we must have 
v > v = r + (2r[r - 1]). 
	 (6.1.9) 
However this result also seems unphysical in that the wave velocity exceeds the fundamental 
wetting rate r. To understand more clearly how this is possible, I simulated the wetting model 
in the limit of infinite diffusion, which I have shown above (section 6.1.1) to be equivalent to 
the DACP under a mean-field approximation as L -+ oc. 
6.1.3 Numerical results 
The simulation of the wetting model was performed in a similar way to that described for 
the DACP described in section 5.3.2. As I now explain, the effects of infinite diffusion are 
easily incorporated by using the fact that each configuration of wet sites within a particular 
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horizontal plane of the system is equally likely. Specifically, a Monte Carlo move is performed 
by first choosing one of the wet sites in the system with equal probability, and obtaining the z-
coordinate of this site—this is equivalent to choosing a plane z with a probability proportional 
to the density of wet sites p(z) contained within it. Then one performs an update with a 
probability as shown below. 
Event 	Update 	 Probability 
Drying out p(z) -* p(z) - 	 1/Z 
Wetting 	p(z+ 1) -4p(z+1)+ 	(r/Z)(1 —p(z+1)) 
In this the normalisation Z = 1 + r (so that neither of the probabilities exceeds one), and 
the wetting probability is proportional to the probability that a randomly chosen site in plane 
z + 1 (and in particular, that with the same x-coordinate as the originally selected particle) 
is wet. As a microscopic update is initiated by a choice of particle rather than a pair of sites. 
(q.v. the scheme of section 5.3.2), time increases nonlinearly in the simulation. In fact, the 
real-time 'clock' advances by an amount 1/(MZ) where M is the total number of wet sites in 
all planes before the Monte Carlo move is attempted. 
To locate the position of the advancing front one uses the fact that the positions of wet sites 
within a plane are uncorrelated with those in an adjacent plane. Then, the mean fraction of 
wet sites in the horizontal plane at z that do not have any other wet sites above them is 
00 
r(z,t) = Pt (Z) fi (1 - Pt (Z')) 	 (6.1.10) 
z' =z+ 1 
and hence the mean front position is given by 
h(t) = 	zr(z,t).  
This quantity was calculated for a sequence of simulation runs at the system size L, and then 
the mean over these runs was taken to obtain a noise-history (ensemble) averaged estimate 
of the front position (h(t)). It was then a simple matter to estimate the velocity by fitting a 
quadratic within a given time-window of this function. Figure 6.4(i) shows the front velocity 
obtained in this way for a variety of system sizes L from 100 to 6400. It can be seen that the 
time taken to reach a steady velocity does not depend on L and that the asymptotic, steady 
velocity increases with the system size. Figure 6.4(u) shows this increase explicitly along with 
the minimum velocity vK  admitted by the stability analysis of the previous section (dotted 
horizontal line). 
First we note that all of the asymptotic velocities shown in figure 6.4 are greater than the 
wetting rate r = 3 used in the simulation. Thus the apparently unphysical result from the 
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Figure 6.4: (i) Velocities as a function of time in the numerical realisation of the mean-field wetting model with the 
wetting rate r = 3. (ii) Asymptotic (steady) velocities as a function of system size L obtained by fitting to the data 
of (i). The dotted horizontal line is the prediction from stability analysis and the solid line a fit to the numerical data 
with the form v(L) = 6.95 - 5.39L
0
' 37 . 
analysis that v > r is indeed correct, and this is because the intuitive idea that the front 
velocity cannot exceed the wetting rate is wrong. 
This notion would be correct if the interface between the advancing dense phase and the 
empty lattice were fiat, in the sense that all the planes up to the interfacial position z = h 
are completely wet, and completely dry above that. However the interface is in fact rough: 
i.e. it contains peaks and troughs. At an interfacial peak (formed by a fluctuation) wet sites 
can diffuse sideways. Then, they grow new clusters from a position that was higher than the 
previous interfacial position away from the local maximum—see figure 6.5. Thus those parts of 
the interface that are lagging catch the leading parts of the interface up as a consequence of the 
sideways diffusion process. Although this argument is strictly only true for a finite diffusion 
rate, the same argument holds in the limit D —* oc if one thinks not of peaks, but of isolated 
particles in the leading-edge of the front jumping around instantaneously from one point to 
another in a plane at constant z before wetting. Alternatively, the fact that the dynamics 
generate holes in the bulk structure implies that its leading edge must move faster than the 
rate at which particles are added to the system. 
z I 
x 
Figure 6.5: Mechanism for a front velocity greater than the wetting rate. At a peak, wet sites can diffuse sideways; 
then new clusters are formed which causes the interfacial position (as measured e.g. by the most extreme wet site in 
the z direction) to spring forward faster than the microscopic wetting rate r. 
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Finally, we note that the fit to the asymptotic velocities suggests that limj,0 v(L) = 6.95, 
which is greater than the value v = 5.449... obtained from the stability analysis (equation 
(6.1.9)). Although this analysis does not preclude v > v, it is generally believed [127] that 
when a stable phase is invading an unstable phase (as is the case with the wetting model) 
the wavefront proceeds at the smallest velocity allowed by stability analysis (this is referred 
to as linear marginal stability [127]). I suspect that this is true of the wetting model and the 
reason that it is not seen in simulation may be due to noncommuting limits. The mean-field 
predictions for the asymptotic velocity apply in the limits D -+ oo, L -+ oo and t -+ oo taken 
in that order. In simulation, the limit D = oo was effected by assuming equilibration of each 
horizontal plane before wetting and drying-out events, but it was necessary to approach large 
times at fixed system size. This (roughly) corresponds to the limit t -* oo followed by L -* 00 
and as this order differs from that used to obtain the theoretical predictions, it could be that 
this is responsible for their difference from the numerical results. 
6.2 	Theory of interfacial growth: a review 
Having seen that the properties of the interface between the dense wet phase and the empty 
lattice are important in understanding the mean-field description of the driven asymmetric 
contact process, I now study more closely the interface in the wetting model defined at the 
start of the chapter. First, in this section, I review some established growth models that will 
aid our understanding of the wetting model, along with the theory that describes them. 
6.2.1 A selection of growth models 
It is customary to couch interfacial growth models in terms of a d-dimensional planar substrate 
of dimension L indexed by the coordinate vector r. Then the interface itself is described by 
the height above the substrate h(r), usually assumed to be periodic (i.e. h(r + Let ) = h(r) 
where ei is a unit vector). Using this framework, I describe three growth models with a linear 
substrate (i.e. d = 1 and r = x). 
Ballistic deposition (BD) 
The ballistic deposition model was originally introduced as a description of colloidal aggregation 
and has since gained the status of a fundamental surface growth model in its own right [128, 
129]. In this model, particles are dropped vertically downwards until they come into contact 
with part of the growing structure. In a lattice model, one normally implements nearest-
neighbour sticking rules where a particle comes to rest when it reaches a site whose nearest 
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Figure 6.6: Model of ballistic deposition (BD). A randomly chosen substrate position is chosen and a particle dropped 
vertically until it reaches a site whose nearest-neighbour is occupied. Note the presence of holes in the bulk structure. 
neighbour is occupied—see figure 6.6. In terms of the height function, BD corresponds to the 
update h(x) -+ max{h(x) + 1,h(x - 1),h(x + 1)} where xis a randomly chosen coordinate. 
Restricted solid-on-solid model (RSOS) 
The restricted solid-on-solid model [130] is the same as BD with an additional constraint: at 
no point is the height at two adjacent sites allowed to differ by more than one unit. That is 
h(x + 1) - h(x)I < 1. This constraint prevents the formation of bubbles or overhangs (which 
will be collectively referred to as holes) in the structure—see figure 6.7(i). 
It is interesting to consider the case where the rates at which particles stick to the top or 
side of a growing structure differ [46]. In particular if the ratio of the side-sticking rate to the 
top-sticking rate is taken to infinity, the surface evolves by troughs becoming 'filled-in' until 
it is completely flat. We have met this model before. Downward steps (i.e. decreases in the 
surface height as one looks from left-to-right) move ballistically to the right, upward steps to 
the left and when two steps meet they 'annihilate'. In other words, this limit corresponds 
to deterministic ballistic annihilation with equal initial densities of left- and right-moving 
particles—see figure 6.7(u). 
The generalisation of ballistic annihilation in chapter 3 to include coalescence is unphysical in 
terms of this growth model. However, the possibility of unequal initial densities corresponds 
to a final interface that is tilted and a stochastic annihilation probability corresponds to the 
creation of a terrace when two steps meet. As we saw in chapter 3, these two modifications 
(i) 	L (ii) 	G-O 0-0-0-0 	0- 
Figure 6.7: Restricted solid-on-solid models. (i) Same as ballistic deposition, but step sizes may not exceed a single 
particle's height. This prevents the formation of holes in the bulk structure. (ii) Model in which only side-sticking 
is allowed (new particle positions shown hatched) and mapping to a model of ballistic annihilation: downward steps 
move to the right and upward steps to the left. 
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Figure 6.8: (i) Single-step model. Here particles are twice as tall as they are wide, and step-sizes are limited to one 
particle width. (ii) Mapping to asymmetric exclusion process. Upward steps (looking from left-to-right) are mapped 
to holes and downward steps to particles. The addition of a particle in the growth model corresponds to the rightward 
hopping of a particle in the asymmetric exclusion process, as shown. 
can give rise to a phase transition from exponential relaxation to exponential multiplied by a 
power-law. 
Single-step model 
The single-step model [131, 132] is similar in spirit to the RSOS model in that no holes can be 
created during the growth process. In this model, particles have a height of two lattice units 
and the initial condition is constructed so that at even-numbered coordinates x, h(x) is also 
even whereas at odd-numbered coordinates, h(x) is odd. Particles are then added randomly to 
the surface subject to the constraint that Ih(x) - h(x + 1)1 = 1 at all times—see figure 6.8(i). 
This model has also already appeared in this thesis under a different guise, namely the totally 
asymmetric exclusion process with periodic boundaries (q.v. chapter 4). To see this, one 
associates particles with downward steps in the single-step model, and holds with upward steps. 
Then the growth move corresponds to a rightward hopping of a particle—see figure 6.8(u). The 
step-size constraint of the single-step model implies that the associated hopping process is an 
exclusion process with conserved particle number. Also the hopping process must be periodic 
as the growth model is periodic. 
Common features: the dynamical scaling hypothesis 
In each of these growth models it is found that an initially fiat interface roughens in time. This 
roughening is conveniently studied through examination of the interfacial width W(t) 
W(t)2 = (zXh(t) 2) where Ah(t) 2 = h(t)2 - 	 (6.2.1) 
The angle brackets represent an average over different realisations of the noise (an ensemble av-
erage) whereas the overbar denotes an average over substrate coordinates in a given realisation 
at a time t. 
For a wide range of models, including those introduced above, one finds power-law behaviour 
in the width. At early time W(t) 	t, where 0 is the early-time growth exponent, and at 
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late times it saturates at W(t) L° where a is the roughness exponent. In fact, the data for 
different system sizes can be collapsed onto a single curve according to the dynamical scaling 
relation [133] 
141(t) = tf(t/Lz) 
	
(6.2.2) 
Here, f(u) is a scaling function and z a further exponent, the dynamic exponent. Note that 
limt 	W(t) La implies that 1im~ f(u) u and therefore that a = /3z. Note also that 
this dynamical scaling applies only to the interface. That is, the density field of the growing 
bulk does not, in general, exhibit any scale-invariant (fractal) properties. 
The origin of the growth exponents can be understood intuitively (albeit rather qualitatively) 
as follows. If there were no interactions between neighbouring sites on the substrate (e.g. no 
nearest neighbour sticking or neighbouring height constraint), the height h(x) increases at 
each point x independently of any other. Then, from the central limit theorem, the variance 
of height grows linearly with time and hence W(t) t12. The presence of interactions implies 
that the height variables must be correlated at different positions, suggesting that the growth 
of the width might proceed more slowly than W(t) t172. How slowly is then quantified by 
the exponent 3. 
The saturation of the interfacial width has its origins in the fact that the interfacial correlation 
length grows with time through a sequence of nearest-neighbour interactions. Then, saturation 
occurs once this correlation length is of the order of the system size, which takes a time Lz. 
These exponents have been measured numerically for a wide range of models [129, 128]. In 
table 6.11 report the results obtained from a variety of studies of the three models introduced 
above. These reveal that roughly similar exponents have been observed for each: a 	0.5, 
/3 	0.33 and z 	1.5 (although looking at the table, one notes that the error-bar on this 
last figure would be rather large). The similarity of the exponents is suggestive of universal 
Model a /3 z Reference 
BD 0.42 0.30 [133] 
BD 0.47 0.30 [131] 
BD 0.33 [134] 
BD 0.45 0.32 1.40 [135] 
RSOS 0.5 0.33 [130] 
RSOS 0.489 0.332 [136] 
Single-step 0.5 0.33  
Single-step 1.57  
Table 6.1: Growth exponents measured for a range of models in 1+1 dimensions. Based on a similar table presented 
in [128]. 
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behaviour, and indeed it is believed that all three models fall into the Kardar-Parisi-Zhang 
universality class. 
6.2.2 Kardar- Parisi- Zhang description of interfacial growth 
The d+1-dimensional1 Kardar-Parisi-Zhang (henceforth KPZ) equation is a stochastic differ-
ential equation (or Langevin equation, see section 2.5.2) for a height function in continuous 
d-dimensional space and time. It reads 
t) = vo + V 2h + (Vh)2  + (r, t). 	 (6.2.3) 
at 	 2 
Here (r, t) is a Gaussian white noise of zero mean and correlator (77(r, t)i(r', t')) = Fö'(Ir - 
r)ö(t - t') and the parameters A and ii are model-dependent. This equation is extremely 
well-studied (see [128, 129, 137] for reviews); I recount some of its properties below. 
It should first be noted that a rigorous derivation of (6.2.3) from a microscopic growth model 
is a difficult exercise and has only been achieved for restricted solid-on-solid models [138]. 
Nevertheless the appropriateness of (6.2.3) as a coarse-grained description is easily justified 
using phenomenological arguments as follows. Firstly, the constant vo is simply the mean rate 
at which a fiat interface would proceed in the absence of noise; the Laplacian represents a 
tendency of the interface to smoothen (e.g. through surface tension) and the nonlinear term 
expresses the fact that one generally expects growth to occur normal to an interface. The noise 
term models fluctuations superposed on deterministic growth rules. 
Some understanding of the KPZ equation can be gained by first considering the case A = 0. 
The resulting linear equation, known as the Edwards-Wilkinson (EW) equation, can be solved 
using Fourier transforms [137]. One finds that the mean interfacial position h(t) advances at 
velocity v0 and that the interfacial fluctuations W(t) satisfy the dynamical scaling form (6.2.2) 
with exponents a = , /3 = and z = 2 for a one-dimensional interface. 
When the nonlinear term is present, and growth normal to the interface is enhanced, the mean 
interfacial position h(t) advances at a speed greater than v0 if the interface is not flat (as it 
will not be, in general, due to the presence of noise). This is precisely the situation that arose 
in the study of the wetting model at the beginning of this chapter. 
The scaling behaviour of an interface governed by the KPZ equation in 1+1 dimensions is well 
understood and the exponents known exactly. The roughness exponent a can be calculated 
by using the fact that if one rewrites the 1+ld KPZ equation (6.2.3) as a Fokker-Planck 
equation (see section 2.5.2), one finds that (for finite L) it admits a stationary solution that is 
1j common with the notation for directed percolation, the spatial dimension of the substrate d and the 
temporal dimension are explicitly separated for clarity. 
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independent of A [129]. Hence the exponent a takes on the same value of 1  as the linear EW 
equation. 
One way  to determine the dynamic exponent z is through the mapping of the single-step 
model to the totally asymmetric exclusion process (TASEP) as described in section 6.2.1. In 
the review of exclusion processes in section 4.8.1 it was noted that the diffusion constant L\ of 
a single particle in the TASEP with periodic boundaries and a finite density of particles has 
been shown to behave as 	L"2 where L is the system size. Given that for large times, 
L\ multiplied by t is the variance of particle hops in the ASEP, and that a particle hop in the 
ASEP corresponds to a 'unit' of surface growth in the single-step model (see figure 6.8(u)) 
we see that W(t)2 L— 1/2t from this result. However the knowledge that W(t)2 eventually 
saturates to L2 = L implies that the time taken until saturation is '-. L3/2. This last exponent 
is the dynamic exponent z of equation (6.2.2). 
Using the relation a = 13z, one finds the 1+ld KPZ exponents exactly as a = , 	= 
and z = . We note that these exact values are in good agreement with the simulation 
results of 1+1d growth models given in table 6.1. The robustness of these exponents can be 
traced to a very important property of the 1+ld KPZ equation in that the derivatives of h 
that appear in (6.2.3) are the only ones whose contribution does not diminish under a rescaling 
(renormalisation group) transformation. In other words, even if at short length- and timescales, 
an equation containing other derivatives of h better describes a particular growth model, the 
large-scale interfacial fluctuations of the model in question will be adequately described by 
the KPZ equation (6.2.3). This statement is not true for d+1-dimensional KPZ growth with 
d > 2. Indeed it is believed [129] that there is a critical value of A below which no interfacial 
roughening occurs. For larger values of A (the strong-coupling regime in which the interface 
is rough) the KPZ equation cannot be treated perturbatively, and there is also controversy 
as to whether the upper critical dimension (above which the interface is always flat) exists 
[137, 139]. As I consider only 1+1d growth models in this chapter, these difficulties can be 
happily avoided. 
6.2.3 Scenarios for non-KPZ scaling 
Given the applicability of the KPZ description to a large range of systems with a one-dimensional 
substrate, it is interesting to note those growth processes for which it is known not to apply. 
I briefly review here two cases which will be of importance in the subsequent study of the 
wetting model. 
Firstly, the noise term 77(r, t) in the KPZ equation (6.2.3) does not exhibit any correlations. 
In a real (experimental) system, one expects the random forces on an interfacial segment to be 
2Fuller discussion of the various ways to calculate the 1+1d KPZ exponents can be found in [129, 137] 
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correlated in both space and time. The effects of correlations have been studied through a range 
of methods (reviewed in [129]) and the general consensus seems to be that if the correlations 
are short-ranged, or power-law with a sufficiently large negative exponent (so in some sense 
also short-ranged) the KPZ scaling exponents are unaffected. For sufficiently long-ranged 
correlations both the roughness exponent a and the early-time growth exponent increase 
with the range of the correlations. This applies to both spatial and temporal correlations. 
The other main candidate for non-KPZ scaling is the presence of nonlocal dynamics in the 
growth model. By nonlocal dynamics it is meant that the velocity of the interface at a point 
depends on quantities other than the gradient of the height function there. Recall that it has 
been shown that 1+ id growth equations involving only gradients of h(x) converge to the KPZ 
equation on large length scales. 
A concrete example of a situation in which nonlocal effects might be important is a growth 
model in which holes are present. The wetting model introduced at the start of this chapter is 
a case in point: the drying out of a wet site at the interface causes the height of the interface 
to recede by the size of the dry patch behind the interface. Intuitively it is understood that 
there is an interfacial region of some size 6 over which the density of wet sites decays to zero, 
and that fluctuations of this density in that region can affect the height of the interface. An 
interface with this property will be referred to as smeared-out and is associated with a growing 
structure that contains holes, or is noncompact. 
To understand the relationship between noncompact structures and smeared out interfaces, 
consider again the RSOS and single-step growth models (section 6.2.1). In both of these models 
there is a constraint that ensures that no holes are formed in the bulk. Then the interface 
is sharp and thus there is a one-to-one correspondence between an interfacial configuration 
h(r) and the entire density field. In this case, the interfacial dynamics are local, and the KPZ 
description should apply. Indeed, as table 6.1 shows, the measured growth exponents for RSOS 
and single-step models are in good agreement with the KPZ values. 
There has been some numerical evidence that a growth model qualitatively similar to the 
wetting model of this chapter exhibits non-KPZ scaling [140, 141]. The model, a stochastic 
lattice realisation of a Fisher wave [142], is similar to the present wetting model in the sense that 
it describes a stable phase (the wet bulk) invading an unstable phase (the dry lattice ahead 
of the interface). Microscopically the model also involves wetting, drying out and diffusion 
moves and so holes are present in this model too. The claim in [141], supported by analytical 
work, is that the size of the interfacial region 6 is sufficiently large that one cannot adequately 
describe the entire system through an interface alone. This idea is manifest in the exponents 
measured for Fisher waves: in particular the roughness exponent a was found to be close to 
0.4 for d = 1 in comparison to the KPZ value of 0.5. A value of a 0.4 corresponds to the 
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KPZ exponent for a two-dimensional substrate, and it has been suggested that, as is large, 
the correct surface to consider in terms of the scaling behaviour is (a suitable transformation) 
of the bulk density field which necessarily has a dimension one greater than the interface [143]. 
In the following section, I shall investigate the scaling exponents of the present wetting model 
in the context of the foregoing discussion. First, however, I make a final observation about 
the growth of noncompact structures. Consider again table 6.1 which shows the exponents 
measured for a range of growth models. Whilst the models involving compact structures 
(RSOS and single-step) show good agreement with the KPZ exponents, the values obtained 
for the ballistic deposition model (in which holes are present) are less consistent with the KPZ 
values. The following study of the asymptotic interfacial behaviour of the wetting model will 
put us in a position to understand this discrepancy. 
6.3 Interfacial growth in the wetting model 
To determine the interfacial behaviour of the wetting model (as defined in section 6.1 above) 
I performed Monte Carlo simulations of the wetting model with finite diffusion rate D. The 
simulations themselves were conducted in a manner similar to that described for the case of 
infinite diffusion (section 6.1.3). However, in the present case, the full two-dimensional array of 
lattice occupancy variables must be manipulated, implying much longer simulation run times 
than for D = oc. In fact, a back-of-an-envelope calculation reveals that to simulate until the 
interface saturates requires a run time that grows as L4. This placed a practical and, as we 
shall see, crucial upper limit on the system sizes that could be accessed. 
6.3.1 Numerical data for interfacial scaling 
I consider first the growth of the interface in the case where the drying out process is suppressed, 
i.e. k 0, and where no holes may be created spontaneously in the bulk. Thus the bulk density 
is one, and the only holes present are in a small zone (comprising a few lattice sites) near the 
interface and which are a consequence of the sideways diffusion process. The interface is 
then considered effectively sharp and one thus expects to find KPZ behaviour, as discussed in 
section 6.2.3 above. 
This expectation is tested by averaging the variance of the height distribution (where the height 
at substrate coordinate x is the position of the most extreme wet site at that coordinate) over 
many simulation runs performed at a fixed system size. This then yields an estimate of the 
function W(t) as given through equation 6.2.1. To extract the scaling exponents, one performs 
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Figure 6.9: The width function W(t) in the wetting model with the parameters D = 5, r = 3 and the drying-out 
process (i) inactive and (ii) active. Data from different system sizes L were made to collapse (at least at late times) 
by scaling W with L' and t with Lz.  The values of cs and z used in each case are shown on the plots. 
against t/Lz  and varies a and z until the best collapse is seen. The collapse for the case k = 0 is 
shown in figure 6.9(i) for a range of system sizes and representative values of D = 5 and r = 3. 
Good data collapse was achieved using exponents consistent with KPZ scaling: z = 1.50(5), 
a = 0.49(2). Again, the uncertainty in these figures was estimated by varying z and a until 
the collapse became noticeably worse. 
The second plot in figure 6.9 shows the corresponding collapse for the case where k=1, i.e. wet 
sites can dry out leaving holes in the bulk. The scaling exponents had to be changed to 
z=1.35(5), a=0.41(2) in order to obtain collapse of the saturation width. Note that in com-
parison to figure 6.9(i), the collapse is far less convincing. Therefore, although it appears at 
first sight that the present wetting model exhibits a roughness exponent a consistent with that 
found for Fisher waves [140, 141] it is not clear that the true asymptotic scaling regime was 
probed before the required simulation run times rendered increases in L impractical. 
However, given the wealth of knowledge surrounding the KPZ equation and the criteria for non-
KPZ scaling, other properties of the wetting model can be investigated to determine whether 
the exponents that were measured for the case k = 1 persist as L is increased, or whether in 
fact they will cross over to the KPZ values. 
6.3.2 Extrapolation to the scaling regime 
To assess whether the true scaling regime had been accessed in the simulations, I consider how 
a smeared-out interface might be described through a modified version of (6.2.3). In order 
to incorporate a generic coupling of the interface to holes in the bulk an additional term is 
introduced into (6.2.3) to give 
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Figure 6.10: (i) The gap-size g probability distribution for the wetting model with L=100, 200, 400. (ii) The gap-size 
correlation function in the x-direction for the wetting model with L=100, 200,400. In both cases D=5, r=1.5 and 
k=1. 
An explicit dependence on k has been included in such a way that when k=0 this equation 
reduces to (6.2.3), as required. The function g(x) is intended to capture any nonlocal dynamics 
present. In the case of the wetting model, —kg(x) is the rate at which h(x) decreases when a 
particle at the interface disappears, implying that g(x) is the size of the gap (dry patch) behind 
the interface. Microscopically, this gap size is defined as the distance between the uppermost 
and second uppermost particle at position x. It has been checked explicitly that decreases in 
h(x) follow closely the profile of the gap size g(x) and so I believe that (6.3.1) describes the 
wetting model adequately, at least on a coarse-grained level. 
The question I now proceed to address is whether the extra term in (6.3.1) affects the long-
wavelength properties of the interface. To this end the statistics of g(x) in the wetting model 
were obtained from simulation and it was found that the distribution of gap sizes became 
stationary rather quickly, at times when the interface was still roughening. In figure 6.10(i) 
the stationary gap size distribution is shown for three different system sizes. Note in particular 
that the distribution is system-size independent and decays exponentially. Thus the finite 
length scale associated with the gap remains constant as the substrate length is increased, 
and is irrelevant once L is sufficiently large (in the sense that 61L —* 0 as L —* oo). Of course, 
at smaller L, g(x) will play some role. 
Now I argue that unless g(x) exhibits scale-invariant correlations in the x direction, it will 
be rescaled into the noise term already present in (6.2.3). Specifically, g can be replaced with 
go +i where go is a constant which can be absorbed into v0  and is a noise term with irrelevant 
short-range correlations that can be absorbed into the noise term 'q in (6.2.3). Recall from the 
discussion in section 6.2.3 that only sufficiently long-ranged correlations have been found to 
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affect the asymptotic scaling behaviour. 
The possibility of long-range correlations in the wetting model can be excluded by examining 
the correlation function c(8) = (g(0)g(8))/(g(0)2 )-1, shown in figure 6.10(u). It is clear that for 
L=100, 200, 400 the correlation length retains the same (finite) value. The small anticorrelation 
for large 8 vanishes with increased L and can be understood to be a consequence of finite system 
sizes. 
Thus, these results strongly suggest that the term g(x) modifying the KPZ equation from 
(6.2.3) to (6.3.1) is, for the wetting model, purely cosmetic. In short, I contest that if L 
were increased beyond the values used in figure 6.9 a crossover towards KPZ scaling would 
be observed. However, I believe the system sizes that would be required to demonstrate 
quantitively the crossover in the wetting model are unfeasible, although it has been suggested 
[144] that a suitable coarse-graining of the density field and redefinition of the height h(x) (see 
e.g. [141] for details of such a scheme) may help to render the crossover effects less severe. 
6.4 Crossover to KPZ scaling in noncompact structures 
I now examine the nature of the crossover to KPZ scaling that I believe to be present in the 
wetting model by devising a simplified version of the system. This reduced model is constructed 
by replacing the two-dimensional density field of the wetting model with an interface h(x) 
coupled to a gap of size g(x). A parameter is also included that allows the interface to be 
varied from being sharp to being smeared-out, thereby retaining the wetting model's most 
important feature. Thus this new model, which I will refer to as the ballistic deposition and 
desorption (BDD) model, should also be governed by (6.3.1). 
The dynamics of the BDD model are defined as follows—see also figure 6.11. At each time 
step, one chooses a substrate position x at random then performs either a particle deposition 
move (at unit rate) or a desorption move (at rate i.t). In the former case, a particle is dropped 
Figure 6.11: Ballistic deposition and desorption (BDD) model. As in ballistic deposition (figure 6.6) particles are 
added to the structure at unit rate, sticking to nearest-neighbour sites. In the BDD model, particles also desorb from 
the surface, causing the height to decrease locally by a distance g(x) equal to the size of the gap behind the extremal 
particle. Note that in the simulation only the interfacial height h(x) and gap size g(x) are stored. 
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Figure 6.12: (i) Log-log plot of saturation width Wsat for different L and K in the BDD model. The solid lines 
correspond to c=0.5 (KPZ), 0.4 and 0.3 and illustrate how underestimates in c arise before the scaling regime is 
reached. (ii) The same data scaled according to equation (6.4.1). The parameters c=0.5 and )=7.4 were used and 
the solid line corresponds to A=0.47, B=0.66 and -y=0.55 in (6.4.1). 
vertically downwards in column x until it comes to rest at a site whose nearest-neighbour is 
occupied. This increases the height h(x) by an amount which defines the gap size g(x). A 
desorption move is implemented by decreasing h(x) by g(x) and replacing g(x) with one of the 
other gap sizes in the system, chosen at random. The desorption move serves to smear out 
the interface, and thus the rate ic plays the same role as k in the wetting model (although no 
numerical equivalence between the two should be assumed). 
With the desorption rate ic set to zero, one recovers the ballistic deposition model of section 6.2 
which is a widely accepted realization of the KPZ equation (6.2.3) [128]. Thus in this limit, the 
interface should exhibit KPZ scaling behaviour. With nonzero ic the height h(x) can decrease 
by an amount specified through the random variable g(x). Simulations have shown that the 
statistics of g(x) in the'BDD model are very similar to those shown in figure 6.10 for the 
wetting model: both the gap distribution and correlation functions are stationary and have no 
dependence on system size; the gap size distribution has an exponential tail and the correlation 
length in the x direction is almost zero. Thus I believe that the BDD model mimics the wetting 
model in all respects that may affect universal scaling behaviour. 
A clear insight into interfacial structure as one approaches the scaling regime is obtained from 
figure 6.12(i) which shows the saturation width against system size for a range of desorption 
parameters ic. With both axes logarithmic, one can define an effective exponent a,(L) as the 
gradient of the function log Wk (log L) with respect to log L. As is evident from the graph, there 
is a significant range of L, ic for which ak(L) 	0.4-0.45 (similar to the values of [140, 141]). 
However the graph also gives evidence for a trend in which the limit limL00 ak(L) coincides 
for all values of ic. This limit would give the true scaling value for the roughness exponent ct 
for all ic. This can be shown by collapsing all the data of figure 6.12(i) onto a single curve. 
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To perform the collapse the simple crossover scaling form 
Wsat(L, ic) = L[A + B(e('c)/L)] 	 (6.4.1) 
was used, in which £(ic) is some finite length induced by the nonlocal desorption process and y 
is the crossover exponent. Remarkably, a reasonable collapse for all L, ic could be effected by 
taking A, B constant and £(ic) = exp A,c with A constant—see figure 6.12(u). Thus it appears 
that all the ic-dependence enters through £(ic) in a very simple way. 
The fit to (6.4.1) allows a precise estimate of a=0.50(1) (coincident with the KPZ value) for 
the BDD model for all ic. Without invoking (6.4.1) the estimation of a would be hampered 
by the slow power-law crossover to the asymptotic regime and underestimates of a would be 
obtained (as discussed above). This crossover could explain the discrepancies between previous 
estimates of a for BD (n=0) and the KPZ value (see table 6.1). 
It is interesting to see how the crossover scaling form (6.4.1) generalises the standard procedure 
of introducing an intrinsic width. This was first used in the context of Eden growth model 
[145, 128] where the bulk structure expands by particles sticking to its perimeter. In the 
intrinsic width approach one writes Wat = AL 2c, + w, i.e. the squares of the scaling width 
(which grows as L) and the intrinsic width w, are added together. The scaling form (6.4.1) 
coincides with this procedure for large L if -y = 2a = 1. Moreover, 'y = a = 1  would correspond 
to the distinct procedure of the addition of two widths without squaring them first. For the 
BDD model, I have found that data collapses, all of reasonable quality, could be achieved for 
values of 'y  0.5-0.7. Thus the present data are more consistent with the linear addition of 
two widths, although the large error on 'y  makes it difficult to make any further statements as 
to the significance of its value. 
As the BDD model is believed to be a suitable reduction of the full wetting model, I would 
expect a similar crossover to 1+1-dimensional KPZ scaling to be exhibited in the wetting 
model. This result is in contrast to the findings of [141] in which it was proposed that if a 
stable phase is invading a linearly unstable phase (as is the case of the wetting model) there 
exists a lengthscale that characterises the decay of the density in the interfacial region that 
does not diminish as the substrate size is increased. In a later work [143] it was argued that the 
consequence of this additional lengthscale should lead to d+2-dimensional KPZ scaling. The 
present work would appear to contradict this suggestion, and so it is necessary to investigate 
more closely the lattice model studied in [141] (a stochastic realisation of a Fisher wave) 
for crossover behaviour before reaching any firm conclusion as to the scaling behaviour of a 
smeared-out interface. 
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6.5 Summary of results 
In this chapter I considered the time-dependent properties of the driven asymmetric contact 
process (DACP) introduced in the previous chapter and a two-dimensional wetting model 
derived from it. I have shown that, in a particular limit, the wetting model is equivalent to 
the mean-field approximation to the one-dimensional DACP and found that travelling waves 
in this system travel at a speed faster than the fundamental wetting rate. This phenomenon 
was attributed to the presence of sideways diffusion in the model. 
The interfacial properties of the wetting model (for general values of the model parameters) 
were found to be described by the KPZ equation for large system sizes, although numerical 
results for small systems were greatly affected by finite-size effects. The data presented for the 
wetting model provided evidence for the finite-size effects to become slower when the growing 
structure contains holes. 
I conjectured that the wetting model should exhibit a crossover to the KPZ dynamical scaling 
regime as the system size is increased. This crossover was examined closely in a simplified 
model (the BDD model) and I was able to determine that the crossover is manifested as a 
power-law correction to the scaling behaviour of the interfacial width. It would be interesting 
to see whether the form that was used (and which generalises earlier approaches to the same 
problem) is applicable to a wider class of models. 
In these investigation of the dynamic properties of the wetting model, I have deliberately used 
only wetting rates above the percolation threshold. Then, indefinite growth of the dense, wet 
structure was ensured: this of course is necessary to study the interfacial scaling properties. 
However, we know from the previous chapter that there is a transition to a regime where 
the extent of the growing phase saturates and it would be interesting to understand how the 
directed percolation transition is manifested in the wetting model. In fact, the wetting model 
comprises a contact process and an exclusion process acting at right-angles to one another. 
Hence it is not obvious whether the wetting transition should be in the 1+1-dimensional or 
the 2+1-dimensional directed percolation class. 
It would also be of interest to see how interfacial properties behave near the critical wetting 
rate. From the results of this chapter, we understand the crossover to KPZ interfacial scaling to 
become more pronounced as the density of holes is increased. However, at the wetting transition 
we also understand that correlation lengths diverge. Presumably, therefore, there is a crossover 
from KPZ scaling to a regime in which the interfacial properties can be related to directed 
percolation. There is also the matter of the interfacial velocity near criticality: the mean-field 
analysis predicts a discontinuity in the velocity at criticality. Preliminary simulation data (not 
presented here) suggests that there is indeed a rapid increase in the interfacial velocity at the 
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critical wetting rate. However it is very difficult to tell whether the increase is discontinuous 
or, e.g. power-law with a large amplitude and so this remains an open question. 
Chapter 7 
Conclusion and outlook 
In this thesis I have considered a number of model systems that are governed by probabilistic 
microscopic dynamics with the aim of understanding the macroscopic phenomena that emerge. 
As discussed in chapter 1 the physical motivation for formulating stochastic models lies in the 
fact that they can be used to describe systems that are not at equilibrium but are relaxing to an 
equilibrium steady state, or else are driven by their environment. In the absence of a unified 
framework for studying nonequilibrium systems, I considered separately a range of specific 
models and in each case established some new results, through both analysis and computer 
simulation. Towards the end of each chapter I summarised the main results obtained for each 
model and posed open questions. In this final chapter I wish to comment on the more general 
common themes that have arisen from this study of distinct model systems. 
Firstly, it has been shown that stochastic models admit phase transitions even in one dimension. 
This is an interesting observation because it is understood that at equilibrium, one-dimensional 
systems with short-range (e.g. nearest-neighbour) interactions do not exhibit phase transitions. 
One example of a nonequilibrium phase transition was found to exist in the stochastic particle 
reaction system of chapter 3. Through an exact solution for the density decay of the system, I 
showed that different particle density decay forms result as a direct consequence of introducing 
stochasticity into the reaction dynamics. This is slightly counterintuitive as one might expect 
that the sole consequence of reducing the probability that two particles react would be to slow 
down the density decay, rather than change its analytic form. 
In chapter 4 an exact solution demonstrated how the interactions between the boundary sites 
of a lattice and the external environment affect the bulk properties of an exclusion process. In 
particular, when the rates at which particles can enter and leave the system are varied, the 
steady-state current exhibits nonanalyticies and the density profiles change from an exponential 
to a power-law form. This again is in contrast to equilibrium systems in which the effects of 
boundaries are usually short-ranged (i.e. characterised by a finite lengthscale). The presence of 
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generic power-law correlations (e.g. in the entirety of the maximal current phase of exclusion 
processes) is a further interesting feature of nonequilibrium systems: at equilibrium length-
and timescales generally diverge only at isolated critical points. 
The second main feature shared by several of the systems studied in this thesis is that of 
robustness of the macroscopic behaviour under certain changes of the microscopic dynamics. 
A manifestation of this phenomenon familiar from equilibrium statistical physics is universality 
at critical points which has been seen to apply also to nonequilibrium systems. For example, in 
chapter 5 I provided evidence for the driven asymmetric contact process to exhibit a continuous 
wetting transition characterised by directed percolation exponents. This is despite the lack of 
an absorbing state which is arguably the most important criterion for models to be in the 
DP universality class. I also argued that a two-dimensional generalisation of this process (the 
wetting model of chapter 6) exhibits a dynamical scaling regime in the 1+1d Kardar-Parisi-
Zhang (KPZ) universality class. 
The ubiquity of KPZ interfacial scaling (at least in 1+1 dimensions) can be traced to the fact 
that when the growth dynamics depend only on the local shape of the interface (as long as the 
nonlinear term proportional to the square of the gradient is present), the KPZ description is 
recovered at large length- and timescales. Hence, a wide range of microscopic growth models 
share the same roughening phenomena once the scaling regime is reached. 
The situation regarding the directed percolation (DP) universality class is currently less well 
understood. As discussed in chapter 5, studies of a range of models all showing DP exponents 
has led to the directed percolation conjecture. This relates generic properties of a microscopic 
model (e.g. the nature of the order parameter) to macroscopic critical phenomena and is thus 
similar in spirit to the identification of an equilibrium model's symmetries with its critical 
behaviour. Nevertheless, a proof of the directed percolation conjecture is still outstanding 
(although it should be noted that no data currently contradict it) and one may speculate that 
finding such a proof could in itself improve our wider understanding of nonequilibrium critical 
phenomena. 
Robustness of collective phenomena is not restricted to universal scaling behaviour. For ex-
ample, I have shown in chapter 3 that two-species annihilation and coalescence reactions are 
intimately related for ballistic particle motion in one-dimension which is a result similar to 
that which has been long established for diffusive annihilation and coalescence systems. It 
is also interesting to note that the universal t 1/2 density decay of diffusive annihilation and 
coalescence reactions in one dimension also applies to ballistic reaction systems, albeit only for 
special combinations of the model parameters. Additionally, as discussed in section 4.8, the 
phase diagram of the partially asymmetric exclusion process has been found to retain a similar 
form under variation of the microscopic updating scheme, addition of further particle species 
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and so on. 
In the continuing absence of a general theory for nonequilibrium systems this robustness pro-
vides a glimmer of hope that it may be possible to formulate such a theory, at least for a 
restricted class of systems. In this respect, it is also interesting to note emerging connections 
to general theories of equilibrium systems. One that has been discussed at several points in this 
thesis is the relationship between partition function zeros and phase behaviour as introduced 
in section 2.4.1. Zeros of the steady-state normalisation (a nonequilibrium analogue of the 
partition function) have been investigated in the context of exclusion processes (see the discus-
sion in section 4.8.4) and directed percolation (section 5.4) and it appears that the steady-state 
normalisation could encode important information about phase behaviour of general stochastic 
processes in addition to the smaller class of equilibrium systems. 
Nevertheless, a general understanding of nonequilibrium systems, and in particular of exper-
imental systems, remains a theoretical challenge. Hopefully, through continued work of the 
type described in this thesis, it may become possible to meet this challenge. 
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